The moving target detecting is playing a very important role in machine vision, image understanding and other fields. In this paper, the pedestrian detection under the low illumination environment is studied. In order to make the fuzzy pedestrian in the image clearer, the method of combining Gaussian filtering and histogram equalization is used to process the image, which is the base of detecting and extracted Human characteristics. The pedestrian is detected by the method of HOG feature extraction and SVM. To examine the proposed method of the performance detection, experiments have been conducted on the pedestrian image acquired under the low illumination. The results show that the method has clear effect on target image and has achieved the better pedestrian detection under the low illumination environment.
INTRODUCTION
How to detect moving targets quickly and efficiently from image sequences is the fundamental purpose of target detection algorithm. Moving target detection is playing a very important role in machine vision, image understanding and other fields. It is important content of long term research for peopleand has wide application prospect (Arulampalam, Maskell, Gordon and Clapp, 2002; Bosch, Zisserman and Munoz, 2006; Valentinotti, Gianni and Bruno,1996) . It is very important to make moving target segmentation rapidly and completely from the image sequence for target classification and tracking. However, the target edge and the regional characteristic are not obvious because of the natural environment (weather, illumination), making a great challenge for accurate detection of the moving target (Komarek and Pirsch, 1989) .It is an important research to overcome this influence for the technology.
The general process of moving target detection algorithm is shown in figure 1 , and includes image preprocessing, target feature extraction and moving target recognition. image preprocessing target feature extraction moving target recognition Image preprocessing is the preparatory work for the target extraction. The useful information is preserved and the useless information is removed with image preprocessing. At the same time, the degree of recognition is increased, the image data is simplified and the quality of the original image is improved with image enhancement processing (Li, 2015; Li, 2016; Meng and Zhiguo, 2010) . Image preprocessing concludes the following operations, such as the digital processing of the analog image, which make the image to be processed by PC software, the geometric transformation, which make image processing easier, normalization, smoothing, restoration, enhancement and so on. For the target feature extraction, the obvious or unique feature of the useful part after image preprocessing is extracted, such as the edge, the corner and the connected domain. For the target moving recognition, the extracted effective part is judged under the condition of certain constraints and the correct target is detected (Pesaresi andBenedikt, 2001 ).
THE COMMON ALGORITHM
With the background environment of the direct detection is relatively simple.The interference information of the imagesequence is filtered out, and the target imageemerge by using the method of filtering, achieving the goal of directdetection and recognition. For the direct detection, the background is suppressed, and the position of the moving target is estimated by calculating the optical flow field and motion field with the method of optical flow. The background environment is not processed for the indirect detection. The general shape of the target is appeared with edge detection and contour extraction, making the further recognition processing easier.
The Method of Optical Flow
The method of optical flow is the representative of the direct detection method.The concept of optical flow was proposed in 1950s (Quelhas, Monay and Odobez, 2007) . When the target image inthree-dimensional space,the instantaneous speed of pixel in the observation plane is got by using optical flow (Srephrn,1997) . Based on the change of pixel in time domain, the corresponding relationship of two frame images is obtained, thus the various parts corresponding relationship between two consecutive frame images is obtained, so the continuous frame target motion information is calculated. Under normal conditions, optical flow is generated and moving target information is extracted and detected when there is relative motion (Ahmeda, Keche and Haarison, 1997) . The real motion field of the target is not obtained easily, if motion field is estimated with optical flow field through motion mapping, it has a good effects, this is the purposeof studying the optical flow method.
The assumptions of the optical flow method are (Victor and Tamar, 1993; Wang, Chen and Shen, 2005) :
(1) The illumination between adjacent frames remains constant; (2) The sampling time between continuousframe is continuous and the change of relative displacement is small; (3) The space is consistent, that is, the motion of the pixel on a single image is consistent; The real motion of the moving target in three-dimensional space is describedthe mapping of moving target in the two-dimensional plane in the optical flow field (Wang, Zhang and Wang,2002; Wei, Sbi and Yu, 2003) .The relationship between the optical flow field and the motion field is shown in figure 2. The method of optical flow needs to find a numerical value of the pixel in the image. The numerical value is the moving speed of the pixel, and it is a vector which containing size information and direction information.
Formula (1) can be got according to the assumption (1) and the assumption (2) (Wildes and Kumar, 2001 ).
Formula (2)can be got by making first order expansion of Taylor series for formula (1).
That is:
Then formula (5) can be got.
The purpose of the optical flow calculation is theminimum mode of the above linear equation if the illumination value does not change in the local and small area of (u,v) .
The principium of optical flow is thatmotion vector of each pixel in the image is structure of the global motion vector field. In the given moment, we can obtain the corresponding ralation between the pixel in the two-dimensional plane space and the in three-dimensional space by projection. The moving analyse of the image is on the base of pixel moving vector of microcosmicworld. Because the moving vector of the target and the moving vector of background is relative in most instances, according to whether the optical flow vector of the image in the whole area is continuous, we can determine whether there is moving object in the image. Though the method of optical flow is apply to the static and dynamic background, and have good ability to adapt, but it also exists obvious deficiency, for example, the actual calculation process of this method is too complex, and somtimes the resultis not easy to be calculate by using this method, thus, the method performancewill cost a lot of time, which result in the real-time and practicality of this method more bad, and the application of discounted value.
The Method of Space Characteristic
People's visual characteristics are more sensitive to the characteristics and changes of the external things, the method of space characteristic is base on it. The method is the representative of the indirect detection method, the motion of the target is estimated with characteristic using it (Weiss, 1993) . The reference image is determined, and then the characteristic structure is selected to make a traversal search for the current image and obtain the corresponding characteristic structure, finally, the motion vector is got in the image sequence. There is very important for feature point matching to select feature point and matching game (Xiong, Peng and et al, 1997) .Feature selection has a significant relationship with some of the properties of the feature, these properties include the anti-noise performance, location accuracy and the complexity of feature description. There are two features for the description of the characteristic vector. They are dominant feature and hidden feature.The dominant feature is local feature of the target, such as corner, straight edge and curve edge. The hidden feature mainly includes centroid, surface area, the long axis and the short axis (Yilmaz, Shafique and Shah, 2003) .
Under normal cconditions, the motion vector in the image sequence is estimated with the method of characteristic.Firstly, the feature vector is obtained with image processing. Secondly, the corresponding relationship between each frame and the feature vector is established, the process of theestablished corresponding relationship is the process of matching the corresponding node, and is a difficult problem in the estimation of motion characteristics.Lastly, the corresponding global motion vector is obtained by calculating motion parameters.
3.THE PROPOSED ALGORITHM
The research target in this study is the sequence imagesobtained under the low illumination environment.The contrast between the moving target and the environment is more blurred and the characteristic information(such as color, contour) of moving target is not well reflectedto a certain extent under the low illumination environment. However, the characteristic information is the strong evidence of moving target detection and recognition and plays a vital role of feature extraction. Therefore, it is a great challenge to ensure the accuracy and stability of moving target detection algorithm in the low illumination environment.
The first issue of moving target detection under the low illumination environment is to improve the contrast between environment and target. That is, the imagesequence is processed with image enhancement, thus the change of image as far as possible to achieve the most favorable instance of target detection. The target is detected and recognized with the target detection algorithmbased on HOG feature.
3.1.Image Preprocessing
The main work of image preprocessing is in follow: the color space of the original image is conversed, and the noise and the useless information are reduced or even eliminated with image preprocessing. The interferencenoise in the image is removed by the method of filtering. There is noise in the obtainedimage sequence and the noise information is amplified in the process of the histogram equalization. Thus, it is very important to weakenor remove noise with filtering operations.
The filtering operation is the initial optimization processing of the image. There are three common filtering methods (Yang, Yang and Yang, 2004) .
(1)Mean Filtering
Mean filter is a typical linear filtering algorithm. A pixel-based template is selected within the local area and the template consists of several pixels. These pixels form a square window and the center pixel value of the window is the average value of several pixels. The mean filtering algorithm can be reflected by formula (7).
In (7), the overall of other pixelsexcept this pixel in the template window is n. The whole image is smoothing and the process of algorithm is simple with the method of mean filtering. However, there are two disadvantages. The fuzzy boundary effects are obvious and the loss of detail is more serious.
(2)Median Filtering The median filtering is a nonlinear filtering algorithm.All the pixels in the region are arranged according to the gray level of the pixel and the pixel gray value in the region is the middle value in this arrangement.
The pixel gray value is the middle value if the number of pixel levels is the odd. The pixel gray value is the average value of the middle two values if the number of pixel levels is even.The image is two-dimensional signal, and the shape and the size of the median filtering window have great influence on the filtering effect. So it is necessary to select the appropriate window shapeand size for different image content and different application need.
Compared with salt and pepper noise and impulse noise, the median filtering has the good filtering effect for isolationnoise. Moreover, its values contain many contents and it will not produce as much blur as the mean filtering in the process of filtering. Many holes are eliminated in the image and the local characteristicbecome more holistic with morphological processing. 
Figure4. The comparison of two filtering effects
As is shown in the figure 4, the median filtering effect is much better than the mean filtering in the condition of the same filteringtemplate, especially in the protection of the image boundary. The median filtering effect is the best when the filtering template is 5 5 .The image edgeappears distortion and the effect of target detection is affected when the filtering template is greater.
(3)Gaussian filtering In the process of Gaussian filtering, all of pixel points in the image are weighted with the other adjacent pixel points according to the certain method (Yamamoto and Levin, 1996) .The average value of calculated results is the pixel value of this point. The weighting coefficient is got by sampling the Gaussian function and normalized calculation.
The Gaussian filtering effect is related to the template size n and the weighting coefficient k . 
Figure5. The Gaussian filtering effect image
As is shown in the figure 5, Gaussian filtering effect is more obvious when the template and the weighting coefficient are larger. The weighting coefficient has greater influence on the filtering effect than the template. The image will lose a lot of details (corner,curve edge)when the weighting coefficient is too small.For example, when 005 . 0  k , the contrast between target and background is more obvious, but the head and the body have been separated, and it is rather than the entirety. Thus,the filtering effect is the best when 05 . 0  k and the template is 7 7 . Compared with the median filtering and the mean filtering, the filtering effect is the best and the contrast is obvious for Gaussian filtering.
The Image Feature Analysis Under The Low Illumination
The camera imaging quality is not good because of lacking light under the low illumination environment. Although the human eye vision based on the human brain intelligent judgment can recognize the target according to some local characteristics of the target, for the camera in such cases, the detection of the target is zero. As is shown in the figure 6, there is the big difference for the image under the normal illumination and under the low illumination. The pixel dynamic range is too small and the image contrast is not obvious under the low illumination. Thus, stretching the dynamic range of the image and enhancing the image contrast is a feasible idea. Histogram equalization is the concrete method of this idea.That is, enhancing the image contrast is enhanced by increasing the dynamic range of the original pixel distribution. 
Figure7. The histogram distribution of image under different illuminations
The histogram distribution of image under different illuminations is shown in the figure 7.The image dynamic range under the low illumination is less than half the image dynamic range under the normal illumination. Thus, it brings great difficulty for subsequent target detection.
For this situation, the image graystretching algorithm based on pixel processing is proposed and the histogram equalization is the typical one of this algorithm.
The Image Enhancement of the Sequence Target
Currently, there are two methods to enhance the image contrast and they are the direct enhancement and the indirect enhancement. The method of histogram processing is typically indirect enhancement and the histogram operation includes stretching and equalization. The contrast is adjusted by stretching thehistogram distribution.The image contrast is enhanced by raising the gray difference between the foreground and background.The method of linear or nonlinear can be used to achieve the contrast enhancement. For equalization operation, the image gray value under the low illumination is mapped adjustment to form a new histogram distribution and achieve the contrast enhancement by using cumulative function (Zhou, Chellappa and Moghaddam, 2004) .
After analyzing imaging characteristics of the sequence image under the low illumination, the image contrast is enhanced with histogram equalization, improving the recognition of the target in the image,and the target is more likely to be detected. In the original image, the histogram distribution is too concentrated and has a small area, and the proportion of the target is small. The proportion of the target is increased with this method, and it is better to distinguish between the target and the background. The moving target is separated from the image.
The cumulative distribution function is used in the histogram equalization, and the function is a monotonically increasing function. It is used to control the size relationship, and its range is (0, 1),which can be used to control cross-border issue. The equalization operation can be made when the following two conditions are satisfied.Firstly, no matter how pixel mapping, we must ensure that the sizerelationship does not change, that is, the light area is still light and the dark area is still dark. The contrastonly increases,and the light and dark must not be reversed. Secondly, he range of the mapping function needs to be consistent with the number of the image bits and it can not be out of range. In the process of histogram equalization,the mapping method is shown in formula (8).
In (8), the sum of the whole pixels is n, the number of pixel is n i when the gray level is i, thenumber of total gray levels is L. Some pixels in the original image are shown in the table 1. The mapping process in the image can be got according to formula (8) and it is shown in the table 2. In the table 2,the gray value before the mapping is in the first column and the gray value after the mapping is in the last column. Therefore, the image after the mappingis shown in the table 3. In table 3, the differenceof each pixelreduces after the image processing. It becomes more equalized and the target area is more prominent. In the figure8, the target proportion changes in the whole dynamic area after histogram equalization and the distribution is more uniform. 
The HOG Feature Extraction of Moving Target
Histogram of Oriented Gradientfeature is a feature descriptor and it is widely used in the field of computer vision and image processing to detect targets. Thefeature is Histogram of Oriented Gradientfeature in the local arear by calculating andcounting image. The target is detected with HOG feature extraction and support vector machine classifier, and the detection of pedestrians often uses this method. Compared with other methods, the main advantage of HOG feature extraction is that it is a micro-extraction method and the image is processed by the way of the pixel. The physical deformation and optical distortion of entire image does not have much impact on the extraction result and it has good resistance to deformation. Combined with coarse spatial sampling, fine directionsampling and strong local optical normalization and other operations, we can still get a good extraction and detection result with this method under the condition of the unchangeable attitude of the pedestrians. So HOG feature is the best choice for the pedestriandetection.
In the algorithm of HOG feature extraction, the target image is made gray processing and the grayed image is made the color space standardization processing by using the Gamma correction method to adjust the image contrast.All these factors will affect the imaging quality of the image because there may be some shadows when the image is captured and the illumination changes all the time,so it is necessary to reduce the interference at the same of suppressing noise. The interference is reduced by calculating the pixel gradient.Then the image is divided into many small units and the size of these units can be customized.The gradient histogram of each unit is counted and the unit description vector is constituted. A range is formed by collecting several units and all of the pixel cells constitute HOG feature description vector.The description vector is connected and it becomes feature description vector of the whole window. The descriptor can be used as the feature vector of the target window for the subsequent classification and recognition. 
The Classifier Training
The input value is the feature vector that obtained by extracting HOGfeature. The feature vectors are trained to classify in the classifier and the pedestrians are detected. Support vector machine is a commonly used linear classifier and it can classify the linear modeldirectly. For the nonlinear model, combined with the kernel function, it can also achieve the good classification effect.
The HOG feature is extracted from positive and negative samples and these features are training to produce the primary classifier. The classifier has the effective classification and good detection for the distant target. For the complex feature,the features are trained to form the second sample and achieve accurate detection of the target image.
The experimental results
In the MATLAB environment, the final extracted image is shown in the figure 11 with image processing and extraction for the pedestrian image acquired under the low illumination. 
4.CONCLUSIONS
In this paper, the cause of the blur imaging for the pedestrian image under the low illumination is analyzed, and the blurred image is processing with the Gaussian filtering and histogram equalization in advance.It achieves the good effectfrom the processing result. Then, the moving pedestrian is detected by using HOG feature extraction and SVMfrom processing image and it achieves the desired purpose.
