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ONE DIMENSIONAL WEIGHTED RICCI CURVATURE
AND DISPLACEMENT CONVEXITY OF ENTROPIES
YOHEI SAKURAI
Abstract. In the present paper, we prove that a lower 1-weighted
Ricci curvature bound is equivalent to a convexity of entropies on
the Wasserstein space. Based on such characterization, we provide
inequalities of Brunn-Minkowski type, Pre´kopa-Leindler type and
several functional inequalities under the curvature bound.
1. Introduction
The aim of this article is to characterize a lower 1-weighted Ricci
curvature bound in terms of a convexity of entropies on the Wasser-
stein space. Such characterization enables us to produce inequalities
of Brunn-Minkowski type, Pre´kopa-Leindler type and some functional
inequalities under the lower 1-weighted Ricci curvature bound.
For n ≥ 2, let (M,d,m) be an n-dimensional weighted Riemannian
manifold, namely, M = (M, g) is an n-dimensional complete Riemann-
ian manifold (without boundary), d is the Riemannian distance on M ,
and m := e−f vol for some smooth f : M → R, where vol denotes the
Riemannian volume measure on M . For N ∈ (−∞,∞], the associated
N-weighted Ricci curvature RicNf is defined as follows ([2], [8]):
(1.1) RicNf := Ricg + Hess f −
df ⊗ df
N − n ,
where Ricg is the Ricci curvature determined by g, and df and Hess f
are the differential and the Hessian of f , respectively. For F : M → R,
we mean by RicNf,M ≥ F for every x ∈ M , and for every unit tangent
vector v at x we have RicNf (v) ≥ F(x). Traditionally, the parameter N
has been chosen from [n,∞], and in that case, we have already known
many geometric and analytic properties (see e.g., [9], [19], [25]). On the
other hand, very recently, in the complementary case of N ∈ (−∞, n),
various properties have begun to be studied (see e.g., [6], [7], [13], [15],
[16], [17], [18], [26], [27]).
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2 YOHEI SAKURAI
It is well-known that lower N -weighted Ricci curvature bounds can
be characterized by convexities of entropies on the Wasserstein space
via optimal transport theory. Let us consider a curvature condition
(1.2) RicNf,M ≥ K
for K ∈ R. In the traditional case of N ∈ [n,∞], the characterization of
the curvature condition (1.2) is due to von Renesse and Sturm [20], and
Sturm [21] for N =∞, and Sturm [22], [23], and Lott and Villani [10],
[11] for N ∈ [n,∞). Based on such characterization results, for gen-
eral metric measure spaces, Sturm [22], [23], and Lott and Villani [10],
[11] have independently introduced the so-called curvature-dimension-
condition CD(K,N) for K ∈ R and N ∈ [1,∞] that is equivalent to the
condition (1.2) when N ∈ [n,∞] on weighted Riemannian manifolds.
Metric measure spaces satisfying the curvature-dimension condition or
more restricted version called Riemannian-curvature-dimension condi-
tion introduced by Ambrosio, Gigli and Savare´ [1], and Erbar, Kuwada
and Sturm [5] have been widely studied from various perspectives.
In the complementary case of N ∈ (−∞, n), Ohta [15] has recently
characterized the condition (1.2) for N ∈ (−∞, 0), and formulated the
curvature-dimension condition CD(K,N) for K ∈ R and N ∈ (−∞, 0)
(see also earlier works done by Ohta and Takatsu [17], [18]). Ohta [16]
has also extended this program to the case of N = 0.
Now, we are concerned with the characterization problem of lower
N -weighted Ricci curvature bounds in the case of N ∈ (0, n). We focus
on the case of N = 1, especially a curvature condition
(1.3) Ric1f,M ≥ (n− 1)κ e
−4f
n−1
for κ ∈ R introduced by Wylie and Yeroshkin [27] from the view point
of the study of weighted affine connections. Wylie and Yeroshkin [27]
have observed that the curvature condition (1.3) is equivalent to a lower
Ricci curvature bound by (n−1)κ with respect to some weighted affine
connection. They further established comparison geometry under the
condition (1.3) (more precisely, see Subsection 2.1). In this paper, we
will prove that the curvature condition (1.3) can be characterized by a
convexity of entropies on the Wasserstein space. Using the equivalence,
we conclude inequalities of Brunn-Minkowski type, Pre´kopa-Leindler
type and several functional inequalities under the condition (1.3).
1.1. Main result. To state our main theorem, we introduce a convex-
ity property of entropies on the Wasserstein space. Let (M,d,m) be an
n-dimensional weighted Riemannian manifold, where m = e−f vol for
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some smooth function f : M → R. Let P acc (M) be the set of all com-
pactly supported Borel probability measures on M that are absolutely
continuous with respect to m.
Let P2(M) denote the set of all Borel probability measures µ on M
satisfying
∫
M
d(x, x0)
2 dµ(x) <∞ for some x0 ∈M . Let DC stand for
the set of all continuous convex functions U : [0,∞)→ R with U(0) = 0
such that a function ϕU : (0,∞)→ R defined by ϕU(r) := rn U(r−n) is
convex. For U ∈ DC, a functional Um on P2(M) is defined by
(1.4) Um(µ) :=
∫
M
U(ρ) dm,
where ρ is the density of the absolutely continuous part in the Lebesgue
decomposition of µ with respect to m. For a function H ∈ DC defined
by H(r) := n r(1− r− 1n ), the functional Hm on P2(M) defined as (1.4)
is called the Re´nyi entropy.
In order to introduce our convexity property of entropies, we need to
define a twisted coefficient. For t ∈ [0, 1], we consider two lower semi
continuous functions df,t, df : M ×M → R by
(1.5) df,t(x, y) := inf
γ
∫ t d(x,y)
0
e
−2f(γ(ξ))
n−1 dξ, df := df,1,
where the infimum is taken over all unit speed minimal geodesics γ :
[0, d(x, y)] → M from x to y. The function df has been called the
re-parametrize distance in [27] (cf. Subsection 2.1). In the unweighted
case of f = 0, we have df,t = t d. Notice that for t ∈ (0, 1], the function
df,t is not necessarily distance since the triangle inequality does not
hold in general. We also remark that for t ∈ (0, 1), the function df,t
is not always symmetric. For κ ∈ R, let sκ(t) be a unique solution of
the Jacobi equation ψ′′(t) + κψ(t) = 0 with ψ(0) = 0, ψ′(0) = 1. For
t ∈ [0, 1], we define a twisted coefficient βκ,f,t : M ×M → R ∪ {∞} by
(1.6) βκ,f,t(x, y) :=
(
sκ(df,t(x, y))
tsκ(df (x, y))
)n−1
if df (x, y) ∈ [0, Cκ); otherwise, βκ,f,t(x, y) :=∞, where Cκ denotes the
diameter of the space form of constant curvature κ. Furthermore, let
βκ,f,t denote a function on M ×M defined as
(1.7) βκ,f,t(x, y) := βκ,f,t(y, x).
We introduce the following notion:
Definition 1.1. For κ ∈ R, we say that (M,d,m) has κ-twisted cur-
vature bound if for every pair µ0, µ1 ∈ P acc (M), there are an optimal
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coupling pi of (µ0, µ1), and a minimal geodesic (µt)t∈[0,1] in the L2-
Wasserstein space from µ0 to µ1 such that for all U ∈ DC and t ∈ (0, 1),
Um(µt) ≤ (1− t)
∫
M×M
U
(
ρ0(x)
βκ,f,1−t(x, y)
)
βκ,f,1−t(x, y)
ρ0(x)
dpi(x, y)
(1.8)
+ t
∫
M×M
U
(
ρ1(y)
βκ,f,t(x, y)
)
βκ,f,t(x, y)
ρ1(y)
dpi(x, y),
where ρi is the density of µi with respect to m for each i = 0, 1.
We also introduce the following weaker version:
Definition 1.2. For κ ∈ R, we say that (M,d,m) has κ-weak twisted
curvature bound if for every pair µ0, µ1 ∈ P acc (M), there exist an op-
timal coupling pi of (µ0, µ1), and a minimal geodesic (µt)t∈[0,1] in the
L2-Wasserstein space from µ0 to µ1 such that for H ∈ DC defined as
H(r) := n r(1−r− 1n ), and for every t ∈ (0, 1) the inequality (1.8) holds.
Remark 1.1. In the unweighted case where f = 0, the notion of the κ-
twisted curvature bound coincides with that of the curvature-dimension
condition CD((n − 1)κ, n) in the sense of Lott and Villani [10], [11].
Similarly, the notion of the κ-weak twisted curvature bound coincides
with that of the curvature-dimension condition CD((n− 1)κ, n) in the
sense of Sturm [22], [23].
Our main result is the following characterization theorem:
Theorem 1.1. Let (M,d,m) be an n-dimensional weighted Riemann-
ian manifold, where m := e−f vol for some smooth function f : M →
R. Let κ ∈ R. Then the following statements are equivalent:
(1) Ric1f,M ≥ (n− 1)κ e
−4f
n−1 ;
(2) (M,d,m) has κ-twisted curvature bound;
(3) (M,d,m) has κ-weak twisted curvature bound.
For K ∈ R and N ∈ [n,∞], Lott and Villani [11] have characterized
the curvature condition (1.2) by a convexity of entropies on the Wasser-
stein space (see Theorem 4.22 in [11]). The Lott-Villani theorem in a
special case where f = 0, K = (n − 1)κ and N = n states that the
statements (1) and (2) in Theorem 1.1 are equivalent when f = 0.
For K ∈ R and N ∈ [n,∞), Sturm [23] has characterized a condition
that RicM ≥ K and n ≤ N (see Theorem 1.7 in [23]), where RicM ≥ K
means that for every x ∈ M , and for every unit tangent vector v at x
we have Ricg(v) ≥ K. The Sturm theorem in the special case where
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K = (n − 1)κ and N = n tells us that the statements (1) and (3) in
Theorem 1.1 are equivalent when f = 0.
One of the key ingredients of the proof of Theorem 1.1 is to obtain
inequalities for Jacobians of optimal transport maps that are associated
with Ric1f . We first show an inequality of Riccati type (see Lemma 3.3).
From the inequality of Riccati type, we derive an inequality concerning
the concavity of the Jacobians under the curvature condition (1.3) (see
Proposition 3.1). By using the concavity, we prove that the curvature
condition (1.3) implies the convexity of entropies.
1.2. Organization. In Section 2, we review the works done by Wylie
and Yeroshkin [27], and also recall basics of the optimal transport the-
ory. In Section 3, we show key inequalities for the proof of Theorem 1.1.
In Section 4, we prove Theorem 1.1. Furthermore, under the curvature
condition (1.3), we conclude inequalities of Brunn-Minkowski type and
Pre´kopa-Leindler type (see Corollaries 4.4 and 4.5). In Section 5, we
present some applications of Theorem 1.1 (see Corollaries 5.4, 5.5, 5.6).
2. Preliminaries
Hereafter, for n ≥ 2, let (M,d,m) denote an n-dimensional weighted
Riemannian manifold, namely, M = (M, g) is an n-dimensional com-
plete Riemannian manifold (without boundary), d is the Riemannian
distance on M , and m := e−f vol for some smooth function f : M → R,
where vol is the Riemannian volume measure on M .
2.1. Geometric analysis on 1-weighted Ricci curvature. In this
subsection, we briefly recall the work done by Wylie and Yeroshkin [27]
concerning the curvature condition (1.3).
Wylie and Yeroshkin [27] have suggested a new approach to investi-
gate geometric properties of weighted manifolds. Let α be a 1-form on
M . The basic tool in [27] was a torsion free affine connection
∇αUV := ∇UV − α(U)V − α(V)U ,
where∇ denotes the Levi-Civita connection induced from g. They have
studied weighted manifolds in view of this weighted affine connection.
They have examined the relation between the 1-weighted Ricci cur-
vature and the Ricci curvature induced from ∇α. The ∇α-curvature
tensor and the ∇α-Ricci tensor are defined as
R∇
α
(U ,V)W := ∇αU∇αVW −∇αV∇αUW −∇α[U ,V]W ,
Ric∇
α
(U ,V) :=
n∑
i=1
g
(
R∇
α
(ei,U)V , ei
)
,(2.1)
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where {ei}ni=1 is an orthonormal basis with respect to g. Let us consider
a closed 1-form αf on M defined by
αf :=
df
n− 1 .
The first key observation in [27] is that Ric∇
αf
coincides with the 1-
weighted Ricci tensor Ric1f defined as (1.1) (see Proposition 3.3 in [27]).
They also investigated geodesics for ∇α. For x ∈ M , we denote by
UxM the unit tangent sphere at x. For v ∈ UxM , let γv : [0,∞)→ M
be the (∇-)geodesic with initial conditions γv(0) = x and γ′v(0) = v.
We now define a function sf,v : [0,∞]→ [0, Sf,v,∞] by
sf,v(t) :=
∫ t
0
e
−2f(γv(ξ))
n−1 dξ, Sf,v,∞ :=
∫ ∞
0
e
−2f(γv(ξ))
n−1 dξ.
Let tf,v : [0, Sf,v,∞]→ [0,∞] be the inverse function of sf,v. The second
key observation in [27] is that a curve γ̂f,v : [0, Sf,v,∞)→M defined as
γ̂f,v := γv ◦ tf,v is a ∇αf -geodesic (see Proposition 3.1 in [27]).
Summarizing the above two key observations, Wylie and Yeroshkin
[27] have concluded the following interpretation of the curvature condi-
tion (1.3) in terms of the ∇αf -Ricci curvature Ric∇αf defined as (2.1):
Proposition 2.1 ([27]). For κ ∈ R, the following are equivalent:
(1) Ric1f (γ
′
v(t)) ≥ (n−1)κ e
−4f(γv(t))
n−1 for all v ∈ UxM and t ∈ [0,∞);
(2) Ric∇
αf
(γ̂′f,v(s)) ≥ (n− 1)κ for all v ∈ UxM and s ∈ [0, Sf,v,∞).
Keeping in mind Proposition 2.1, Wylie and Yeroshkin [27] has de-
veloped comparison geometry under the curvature condition (1.3). Be-
fore the work of them, Wylie [26] has obtained a splitting theorem of
Cheeger-Gromoll type under the condition RicNf,M ≥ 0 forN ∈ (−∞, 1].
After that Wylie and Yeroshkin [27] have proved a Laplacian compar-
ison for the distance function from a single point, a diameter compari-
son of Bonnet-Myers type for the re-parametrized distance df defined
as (1.5), a maximal diameter theorem of Cheng type for the deformed
metric e
−4f
n−1 g, and a volume comparison of Bishop-Gromov type for the
weighted volume measure e−
n+1
n−1f vol under the condition (1.3).
For later convenience, we will review the diameter comparison. For
x ∈M , we denote by dx : M → R the distance function from x defined
as dx(y) := d(x, y). For v ∈ UxM we set
(2.2) τx(v) := sup{ t > 0 | dx(γv(t)) = t }, τf,x(v) := sf,v(τx(v)).
Wylie and Yeroshkin [27] have obtained the following comparison for
the re-parametrized distance df (see Theorem 2.2 in [27]):
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Theorem 2.2 ([27]). For κ > 0, if Ric1f,M ≥ (n − 1)κ e
−4f
n−1 , then for
all x ∈M and v ∈ UxM we have
τf,x(v) ≤ pi√
κ
.
Moreover, for the re-parametrized distance df defined as (1.5), we have
sup
x,y∈M
df (x, y) ≤ pi√
κ
.
2.2. Optimal transport. We review some basic facts of the optimal
transport theory in our setting. We refer to [4], [12] (see also [14], [24]).
Let P (M) be the set of all Borel probability measure on M . We de-
note by c : M×M → R a cost function defined as c(x, y) := d(x, y)2/2.
For µ, ν ∈ P (M) we consider a value infF
∫
M
c(x, F (x)) dµ(x), where
the infimum is taken over all Borel measurable maps F : M →M such
that the pushforward measure F#µ of µ by F coincides with ν. A Borel
measurable map F is said to be an optimal transport map from µ to ν
if it attains the infimum.
For µ, ν ∈ P (M) a Borel probability measure pi on M ×M is said to
be a coupling of (µ, ν) if pi(X ×M) = µ(X) and pi(M ×X) = ν(X) for
all Borel subsets X ⊂ M . Let Π(µ, ν) denote the set of all couplings
of (µ, ν). Let us consider a value infpi∈Π(µ,ν)
∫
M×M c(x, y) dpi(x, y). A
coupling pi ∈ Π(µ, ν) is called optimal if it attains the infimum.
Let X, Y ⊂M be compact, and let φ : X → R∪{−∞} be a function
that is not identically −∞. The c-transformation φc : Y → R∪ {−∞}
of φ relative to (X, Y ) is defined as φc(y) := infx∈X {c(x, y)− φ(x)}.
The function φ is said to be c-concave relative to (X, Y ) if φ = ψc for
some ψ : Y → R ∪ {−∞} with ψ 6≡ −∞. If φ is c-concave relative to
(X, Y ), then it is Lipschitz, and t φ is also c-concave for every t ∈ [0, 1].
We recall the following Brenier-McCann theorem:
Theorem 2.3 ([3], [12]). Let µ ∈ P acc (M), and let ν ∈ P (M) be com-
pactly supported. Let suppµ and supp ν denote their supports. Take
compact subsets X, Y ⊂M with suppµ ⊂ X, supp ν ⊂ Y . Then there
is a c-concave function φ relative to (X, Y ) such that a map F on X
defined by F (z) := expz(−∇φ(z)) gives a unique optimal transport map
from µ to ν, where expz is the exponential map at z, and ∇φ is the gra-
dient of φ. Moreover, for the identity map IdM of M , the pushforward
measure (IdM ×F )#µ is a unique optimal coupling of (µ, ν).
For a relatively compact, open subset V ⊂ M , let X be its closure
V . Let Y ⊂M be compact, and let φ be a c-concave function relative
to (X, Y ). It is well-known that the function φ is twice differentiable
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m-almost everywhere on V due to the Alexandorov-Bangert theorem.
For a map F on V defined as F (z) := expz(−∇φ(z)), if φ is twice
differentiable at x ∈ V , then F (x) does not belong to the cut locus
Cutx of x, and the differential (dF )x of F at x is well-defined.
We further recall the following:
Theorem 2.4 ([4]). Let µ, ν ∈ P acc (M). Take relatively compact, open
subsets V, W ⊂ M with suppµ ⊂ V, supp ν ⊂ W . Assume that a c-
concave function φ relative to (V ,W ) satisfies F#µ = ν, where F is a
map on V defined as F (z) := expz(−∇φ(z)). Then for µ-almost every
x ∈ V the following hold:
(1) φ is twice differential at x;
(2) for every t ∈ [0, 1] the determinant det (dFt)x of dFt at x is posi-
tive, where Ft is a map on V defined by Ft(z) := expz(−t∇φ(z));
(3) ρ0(x) = ρ1(F (x)) e
−f(F (x))+f(x) det(dF )x, where ρ0 and ρ1 are
the densities of µ and of ν with respect to m, respectively.
Let (Z, dZ) be a metric space. A curve γ : [0, l]→ Z is said to be a
minimal geodesic if there exists a ≥ 0 such that for all t0, t1 ∈ [0, l] we
have dZ(γ(t0), γ(t1)) = a |t0 − t1|. Moreover, if a = 1, then γ is called
a unit speed minimal geodesic.
Let W2 : P2(M)× P2(M)→ R denote a function defined as
W2(µ, ν) := inf
pi∈Π(µ,ν)
(∫
M×M
d(x, y)2 dpi(x, y)
) 1
2
.
It is well-known that (P2(M),W2) is a complete separable metric space,
and the metric space is called the L2-Wasserstein space over M .
We summarize some well-known facts for interpolants:
Proposition 2.5. Let µ ∈ P acc (M), and let ν ∈ P (M) be compactly
supported. Take relatively compact, open subsets V, W ⊂ M with
suppµ ⊂ V, supp ν ⊂ W . Let φ be a c-concave function relative to
(V ,W ). For each t ∈ [0, 1] we put µt := (Ft)#µ, where Ft is a map on
V defined as Ft(z) := expz(−t∇φ(z)). Then the map Ft gives a unique
optimal transport map from µ to µt. Moreover, if ν ∈ P acc (M) and
µ1 = ν, then (µt)t∈[0,1] is a unique minimal geodesic in (P2(M),W2)
from µ to ν, and it lies in P acc (M).
3. Key inequalities
In the present section, we will prove the following key inequality for
the proof of Theorem 1.1:
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Proposition 3.1. Let V,W ⊂ M be relatively compact, open subsets,
and let φ be a c-concave function relative to (V ,W ). Fix a point x ∈ V .
Assume that φ is twice differentiable at x, and det (dFt)x > 0 for every
t ∈ [0, 1], where Ft is a map on V defined as Ft(z) := expz(−t∇φ(z)).
For each t ∈ [0, 1] we put
(3.1) Jt(x) := e
−f(Ft(x))+f(x) det(dFt)x.
For κ ∈ R, if Ric1f,M ≥ (n− 1)κ e
−4f
n−1 , then for every t ∈ (0, 1)
Jt(x)
1
n ≥ (1− t) βκ,f,1−t(x, F1(x))
1
n J0(x)
1
n + t βκ,f,t(x, F1(x))
1
n J1(x)
1
n ,
where βκ,f,t and βκ,f,t are defined as (1.6) and (1.7), respectively.
Throughout this section, as in Proposition 3.1, let V,W ⊂M denote
relatively compact, open subsets, and let φ denote a c-concave function
relative to (V ,W ). Moreover, for a fixed point x ∈ V , we assume that
φ is twice differentiable at x, and det (dFt)x > 0 for all t ∈ [0, 1].
3.1. Riccati inequalities. Define a curve γx : [0, 1]→M by γx(t) :=
Ft(x), and choose an orthonormal basis {ei}ni=1 of the tangent space at
x with en = γ
′
x(0)/‖γ′x(0)‖, where ‖ · ‖ is the canonical norm induced
from g. For each i = 1, . . . , n, we define a Jacobi field Ei along γx by
Ei(t) := (dFt)x(ei). For each t ∈ [0, 1] let A(t) = (aij(t)) be an n × n
matrix determined by
(3.2) E ′i(t) =
n∑
j=1
aij(t)Ej(t).
We define a function hx : [0, 1]→ R by
hx(t) := log det(dFt)x −
∫ t
0
ann(ξ) dξ.
It is well-known that the function hx satisfies the following inequality
of Riccati type (see e.g., [23], and Chapter 14 in [24]):
Lemma 3.2. For every t ∈ (0, 1) we have
h′′x(t) ≤ −
h′x(t)
2
n− 1 − Ricg(γ
′
x(t)).
We define a function lx : [0, 1]→ R by
(3.3) lx(t) := hx(t)− f(γx(t)) + f(x).
For distance functions, Wylie and Yeroshkin [27] have obtained an
inequality of Riccati type that is associated with Ric1f (see Lemma 4.1
in [27]). By using the same method, we have the following:
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Lemma 3.3. For every t ∈ (0, 1) we have(
e
2f(γx(t))
n−1 l′x(t)
)′
≤ −e 2f(γx(t))n−1
(
l′x(t)
2
n− 1 + Ric
1
f (γ
′
x(t))
)
.
Proof. Put fx := f ◦ γx. From Lemma 3.2 we deduce
l′′x(t) = h
′′
x(t)− f ′′x (t) ≤ −
h′x(t)
2
n− 1 − (Ricg(γ
′
x(t)) + f
′′
x (t))
= − l
′
x(t)
2
n− 1 −
2 l′x(t) f
′
x(t)
n− 1 − Ric
1
f (γ
′
x(t)).
Hence we have
e
−2fx(t)
n−1
(
e
2fx(t)
n−1 l′x(t)
)′
= l′′x(t) +
2 l′x(t) f
′
x(t)
n− 1 ≤ −
l′x(t)
2
n− 1 − Ric
1
f (γ
′
x(t)).
This proves the desired inequality. 2
3.2. Jacobian inequalities. We recall the following elementary com-
parison argument (see e.g., Theorem 14.28 in [24]):
Lemma 3.4. For a > 0, let D : [0, a] → R be a non-negative contin-
uous function that is C2 on (0, a). Take κ ∈ R and d ≥ 0. Assume
κ d2 ∈ (−∞, a−2pi2). Then D′′ + κ d2D ≤ 0 on (0, a) if and only if for
all s0, s1 ∈ [0, a] and λ ∈ [0, 1],
D ((1− λ)s0 + λs1) ≥ sκ((1− λ) |s0 − s1| d)
sκ(|s0 − s1| d) D(s0)
+
sκ(λ |s0 − s1| d)
sκ(|s0 − s1| d) D(s1).
We define a function Dx : [0, 1]→ R by
Dx(t) := exp
(
lx(t)
n− 1
)
.
Lemmas 3.3 and 3.4 yield the following concavity of the function Dx:
Lemma 3.5. For κ ∈ R, if Ric1f,M ≥ (n − 1)κ e
−4f
n−1 , then for every
t ∈ (0, 1) we have
Dx(t) ≥ sκ(df,1−t(F1(x), x))
sκ(df (F1(x), x))
Dx(0) +
sκ(df,t(x, F1(x)))
sκ(df (x, F1(x)))
Dx(1),
where df,t and df are defined as (1.5).
Proof. We define a function sf,x : [0, 1]→ R by
sf,x(t) :=
∫ t
0
e
−2f(γx(ξ))
n−1 dξ.
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Put a := sf,x(1), and let tf,x : [0, a] → [0, 1] be the inverse function of
sf,x. We define functions l̂x, D̂x : [0, a]→ R by
l̂x := lx ◦ tf,x, D̂x := Dx ◦ tf,x,
where lx is defined as (3.3). For each s ∈ (0, a) we see
(3.4) (n− 1)D̂
′′
x(s)
D̂x(s)
= l̂′′x(s) +
l̂′x(s)
2
n− 1 .
We also define functions Lx : [0, 1]→ R and L̂x : [0, a]→ R by
Lx(t) := e
2f(γx(t))
n−1 l′x(t), L̂x := Lx ◦ tf,x.
Note that l̂′x(s) = L̂x(s). From Lemma 3.3, it follows that
l̂′′x(s) = L̂
′
x(s) = t
′
f,x(s)L
′
x(tf,x(s))(3.5)
≤ −e
4f(γx(tf,x(s)))
n−1
(
l′x(tf,x(s))
2
n− 1 + Ric
1
f (γ
′
x(tf,x(s)))
)
= − l̂
′
x(s)
2
n− 1 − e
4f(γx(tf,x(s)))
n−1 Ric1f (γ
′
x(tf,x(s))).
Combining (3.4) and (3.5), we obtain
(n− 1)D̂
′′
x(s)
D̂x(s)
≤ −e
4f(γx(tf,x(s)))
n−1 Ric1f (γ
′
x(tf,x(s))) ≤ −(n− 1)κ d(x, y)2,
where y := F1(x). Therefore, D̂
′′
x + κ d(x, y)
2 D̂x ≤ 0 on (0, a).
Since the c-concave function φ is twice differentiable at x, the curve
γx lies in the complement of Cut x. In particular, γx is a unique minimal
geodesic from x to y, and hence
a d(x, y) = df (x, y) < τf,x
(
γ′x(0)
‖γ′x(0)‖
)
,
where τf,x is defined as (2.2). By Theorem 2.2, κ d(x, y)
2 ∈ (−∞, a−2pi2).
Lemma 3.4 implies that for all s0, s1 ∈ [0, a] and λ ∈ [0, 1]
D̂x ((1− λ)s0 + λs1) ≥ sκ((1− λ) |s0 − s1| d(x, y))
sκ(|s0 − s1| d(x, y)) D̂x(s0)(3.6)
+
sκ(λ |s0 − s1| d(x, y))
sκ(|s0 − s1| d(x, y)) D̂x(s1).
For every s ∈ (0, a) we obtain
D̂x(s) ≥ sκ((a− s) d(x, y))
sκ(a d(x, y))
D̂x(0) +
sκ(s d(x, y))
sκ(a d(x, y))
D̂x(a)
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by letting s0 → 0, s1 → a and λ→ s/a in (3.6). For every t ∈ (0, 1)
Dx(t) ≥ sκ((a− sf,x(t)) d(x, y))
sκ(a d(x, y))
Dx(0) +
sκ(sf,x(t) d(x, y))
sκ(a d(x, y))
Dx(1).
From the uniqueness of the geodesic γx, for every t ∈ [0, 1] we see
(a− sf,x(t)) d(x, y) = df,1−t(y, x), sf,x(t) d(x, y) = df,t(x, y).
This completes the proof. 2
We define a function Dx : [0, 1]→ R by
Dx(t) := exp
(∫ t
0
ann(ξ) dξ
)
,
where ann is determined by (3.2). Notice that for every t ∈ (0, 1)
(3.7) Jt(x) = Dx(t)
n−1Dx(t),
where Jt(x) is defined as (3.1).
The following concavity of the function Dx is well-known (see e.g.,
[23], and Chapter 14 in [24]):
Lemma 3.6. For every t ∈ (0, 1) we have
Dx(t) ≥ (1− t)Dx(0) + tDx(1).
Now, we prove Proposition 3.1.
Proof of Proposition 3.1. For κ ∈ R, we assume Ric1f,M ≥ (n−1)κ e
−4f
n−1 .
From (3.7) we deduce that for every t ∈ (0, 1)
Jt(x)
1
n = Dx(t)
1− 1
n Dx(t)
1
n .
By Lemmas 3.5 and 3.6, and by the Ho¨lder inequality, we obtain
Jt(x)
1
n ≥ (1− t) 1n
(
sκ((df,1−t(F1(x), x))
sκ(df (F1(x), x))
)1− 1
n
J0(x)
1
n
+ t
1
n
(
sκ(df,t(x, F1(x)))
sκ(df (x, F1(x)))
)1− 1
n
J1(x)
1
n .
The right hand side is equal to that of the desired one. Therefore, we
conclude the proposition. 2
4. Displacement convexity
In this section, we prove Theorem 1.1 by using Proposition 3.1, and
the same argument as that in the proof of Theorem 1.7 in [23].
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4.1. Curvature bounds imply displacement convexity. First, we
prove the following part of Theorem 1.1:
Proposition 4.1. For κ ∈ R, if Ric1f,M ≥ (n−1)κ e
−4f
n−1 , then (M,d,m)
has κ-twisted curvature bound.
Proof. Fix µ0, µ1 ∈ P acc (M). Take relatively compact, open subsets
V,W ⊂M with suppµ0 ⊂ V, suppµ1 ⊂ W . Due to Theorem 2.3, there
exists a c-concave function φ relative to (V ,W ) such that a map F on
V defined as F (z) := expz(−∇φ(z)) gives a unique optimal transport
map from µ0 to µ1. Moreover, pi := (IdM ×F )#µ0 is a unique optimal
coupling of (µ0, µ1). For each t ∈ [0, 1] we define a map Ft on V as
Ft(z) := expz(−t∇φ(z)), and put µt := (Ft)#µ0. By Lemma 2.5, Ft is
a unique optimal transport map from µ0 to µt, and µt ∈ P acc (M). Let
ρt stand for the density of µt with respect to m.
We fix t ∈ (0, 1). By Theorem 2.4, for µ0-almost every x ∈ V the
following hold: (1) φ is twice differential at x; (2) det (dFu)x > 0 for
all u ∈ [0, 1]; (3) the Jacobian equations
(4.1) ρ0(x) = ρ1(F (x)) J1(x) = ρt(Ft(x)) Jt(x)
hold, where J1(x) and Jt(x) are defined as (3.1). Proposition 3.1 implies
that for µ0-almost every x ∈ V we have
(4.2)
Jt(x)
1
n ≥ (1− t) βκ,f,1−t(x, F (x))
1
n J0(x)
1
n + t βκ,f,t(x, F (x))
1
n J1(x)
1
n .
Fix U ∈ DC. By using µt = (Ft)#µ0 and (4.1), we see
Um(µt) =
∫
M
U
(
ρ0(x)
Jt(x)
)
Jt(x)
ρ0(x)
dµ0(x)
=
∫
M
ϕU
((
Jt(x)
ρ0(x)
) 1
n
)
dµ0(x).
where ϕU denotes the function defined as ϕU(r) := r
n U(r−n). Notice
that ϕU is non-increasing and convex. From (4.2) we derive
Um(µt) ≤ (1− t)
∫
M
ϕU
(
βκ,f,1−t(x, F (x))
1
n
(
J0(x)
ρ0(x)
) 1
n
)
dµ0(x)
+ t
∫
M
ϕU
(
βκ,f,t(x, F (x))
1
n
(
J1(x)
ρ0(x)
) 1
n
)
dµ0(x).
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Using the Jacobian equation (4.1) again, we obtain
Um(µt) ≤ (1− t)
∫
M
ϕU
(βκ,f,1−t(x, F (x))
ρ0(x)
) 1
n
 dµ0(x)(4.3)
+ t
∫
M
ϕU
((
βκ,f,t(x, F (x))
ρ1(F (x))
) 1
n
)
dµ0(x).
Since pi = (IdM ×F )# µ0, the right hand side of (4.3) is equal to that
of (1.8). We complete the proof. 2
4.2. Displacement convexity implies curvature bounds. For sub-
sets X, Y ⊂M and t ∈ [0, 1], let Zt(X, Y ) be the set of all points γ(t),
where γ : [0, 1]→M is a minimal geodesic with γ(0) ∈ X, γ(1) ∈ Y .
Let us show that the weak twisted curvature bound implies the fol-
lowing inequality of Brunn-Minkowski type:
Lemma 4.2. Let X, Y ⊂ M denote two bounded Borel subsets with
m(X), m(Y ) ∈ (0,∞). For κ ∈ R, if (M,d,m) has κ-weak twisted
curvature bound, then for every t ∈ (0, 1) we have
m (Zt(X, Y ))
1
n ≥ (1− t)
(
inf
(x,y)∈X×Y
βκ,f,1−t(x, y)
1
n
)
m(X)
1
n(4.4)
+ t
(
inf
(x,y)∈X×Y
βκ,f,t(x, y)
1
n
)
m(Y )
1
n .
Proof. Let 1X and 1Y be the characteristic functions of X and of Y ,
respectively. We set
ρ0 :=
1X
m(X)
, µ0 := ρ0m, ρ1 :=
1Y
m(Y )
, µ1 := ρ1m.
By Proposition 2.5, there exists a unique minimal geodesic (µt)t∈[0,1] in
(P2(M),W2) from µ0 to µ1, and it lies in P
ac
c (M). For each t ∈ (0, 1)
let ρt stand for the density of µt with respect to m. From the Jensen
inequality one can derive
m (Zt(X, Y ))
1
n ≥
∫
M
ρt(x)
1− 1
n dm(x).
Since (M,d,m) has κ-weak twisted curvature bound, we have
∫
M
ρt(x)
1− 1
n dm(x) ≥ (1− t)
∫
M×M
ρ0(x)
− 1
n βκ,f,1−t(x, y)
1
n dpi(x, y)
(4.5)
+ t
∫
M×M
ρ1(y)
− 1
n βκ,f,t(x, y)
1
n dpi(x, y),
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where pi is a unique optimal coupling of (µ0, µ1). The coupling pi is
supported on X × Y . Hence, the right hand side of (4.5) is bounded
from below by
(1− t)
(
inf
(x,y)∈X×Y
βκ,f,1−t(x, y)
1
n
) ∫
M
ρ0(x)
1− 1
n dm(x)
+ t
(
inf
(x,y)∈X×Y
βκ,f,t(x, y)
1
n
) ∫
M
ρ1(y)
1− 1
n dm(y)
that is equal to the right hand side of (4.4). This proves the lemma. 2
We next prove the following part of Theorem 1.1:
Proposition 4.3. For κ ∈ R, if (M,d,m) has κ-weak twisted curvature
bound, then Ric1f,M ≥ (n− 1)κ e
−4f
n−1 .
Proof. Fix x ∈M and v ∈ UxM . For  > 0, let γ : (−, )→M be the
geodesic with γ(0) = x, γ′(0) = v. Take δ ∈ (0, ) and η ∈ (0, δ). For
y ∈M , we denote by Bη(y) the open geodesic ball of radius η centered
at y. We set X := Bη(γ(−δ)) and Y := Bη(γ(δ)). From Lemma 4.2
we deduce
m
(
Z 1
2
(X, Y )
) 1
n ≥ 1
2
(
inf
(x,y)∈X×Y
βκ,f, 1
2
(x, y)
1
n
)
m(X)
1
n
+
1
2
(
inf
(x,y)∈X×Y
βκ,f, 1
2
(x, y)
1
n
)
m(Y )
1
n ,
where the functions βκ,f, 1
2
and βκ,f, 1
2
are defined as (1.6) and (1.7),
respectively. By letting η → 0 in the above inequality,
lim inf
η→0
m
(
Z 1
2
(X, Y )
)
ωn ηn

1
n
≥ 1
2
(
e−f(γ(−δ)) βκ,f, 1
2
(γ(−δ), γ(δ))
) 1
n
(4.6)
+
1
2
(
e−f(γ(δ)) βκ,f, 1
2
(γ(−δ), γ(δ))
) 1
n
,
where ωn denotes the volume of the unit ball in Rn.
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Let us recall that the function df,t is defined as (1.5). By the defini-
tion of df,t we see
df, 1
2
(γ(δ), γ(−δ)) =
∫ δ
0
e
−2f(γ(ξ))
n−1 dξ,
df, 1
2
(γ(−δ), γ(δ)) =
∫ 0
−δ
e
−2f(γ(ξ))
n−1 dξ,
df (γ(−δ), γ(δ)) =
∫ δ
−δ
e
−2f(γ(ξ))
n−1 dξ.
Hence, the Taylor series of βκ,f, 1
2
(γ(−δ), γ(δ)) and βκ,f, 1
2
(γ(−δ), γ(δ))
with respect to δ at 0 are given as follows:
βκ,f, 1
2
(γ(−δ), γ(δ)) = 1− g((∇f)x, v) δ + (n− 1)κ e
−4f(x)
n−1
δ2
2
+
n− 2
n− 1 g((∇f)x, v)
2 δ
2
2
+O(δ3),
βκ,f, 1
2
(γ(−δ), γ(δ)) = 1 + g((∇f)x, v) δ + (n− 1)κ e
−4f(x)
n−1
δ2
2
+
n− 2
n− 1 g((∇f)x, v)
2 δ
2
2
+O(δ3).
On the other hand,
e−f(γ(−δ))+f(x) = 1 + g ((∇f)x, v) δ
+
(
g ((∇f)x, v)2 − Hess f(v, v)
) δ2
2
+O(δ3),
e−f(γ(δ))+f(x) = 1− g((∇f)x, v) δ
+
(
g((∇f)x, v)2 − Hess f(v, v)
) δ2
2
+O(δ3).
Substituting these series into (4.6), we have
lim inf
η→0
m
(
Z 1
2
(X, Y )
)
ωn ηn
≥ e−f(x)
(
1 + (n− 1)κ e−4f(x)n−1 δ
2
2
)
(4.7)
+ e−f(x)
(
−Hess f(v, v) + g((∇f)x, v)
2
1− n
)
δ2
2
+O(δ3).
We recall the following fundamental inequality (see e.g., [23]):
(4.8) lim sup
η→0
m
(
Z 1
2
(X, Y )
)
ωn ηn
≤ e−f(x)
(
1 + Ricg(v)
δ2
2
)
+O(δ3).
ONE DIMENSIONAL WEIGHTED RICCI CURVATURE 17
Comparing (4.7) with (4.8), we obtain
Ricg(v) ≥ (n− 1)κ e
−4f(x)
n−1 − Hess f(v, v) + g((∇f)x, v)
2
1− n ;
in particular, Ric1f (v) ≥ (n− 1)κ e
−4f(x)
n−1 . This completes the proof. 2
We are now in a position to prove Theorem 1.1.
Proof of Theorem 1.1. By Propositions 4.1 and 4.3, we complete the
proof of Theorem 1.1. 2
4.3. Brunn-Minkowski and Pre´kopa-Leindler inequalities. Due
to Theorem 1.1 and Lemma 4.2, we obtain the following inequality of
Brunn-Minkowski type under the curvature condition (1.3):
Corollary 4.4. Let X, Y ⊂M denote two bounded Borel subsets with
m(X), m(Y ) ∈ (0,∞). For κ ∈ R, if Ric1f,M ≥ (n− 1)κ e
−4f
n−1 , then for
every t ∈ (0, 1) we have
m (Zt(X, Y ))
1
n ≥ (1− t)
(
inf
(x,y)∈X×Y
βκ,f,1−t(x, y)
1
n
)
m(X)
1
n
+ t
(
inf
(x,y)∈X×Y
βκ,f,t(x, y)
1
n
)
m(Y )
1
n .
Let t ∈ (0, 1) and a, b ∈ [0,∞). For p ∈ R \ {0} we define
Mpt (a, b) := ((1− t) ap + t bp)
1
p
if ab 6= 0, and Mpt (a, b) := 0 if ab = 0. As the limits, we further define
M0t (a, b) := a1−t bt, M−∞t (a, b) := min{a, b}.
We also have the following inequality of Pre´kopa-Leindler type (cf.
Corollary 1.1 in [4], Corollary 9.4 in [14] and Theorem 19.18 in [24]):
Corollary 4.5. For i = 0, 1, let ψi : M → R be non-negative, com-
pactly supported, integrable functions. We take relatively compact, open
subsets V, W ⊂ M with suppψ0 ⊂ V, suppψ1 ⊂ W , and put X := V
and Y := W . Let ψ : M → R be a non-negative function. For t ∈ (0, 1)
and p ≥ −1/n, we assume that for all (x, y) ∈ X×Y and z ∈ Zt(X, Y ),
ψ(z) ≥Mpt
(
ψ0(x)
βκ,f,1−t(x, y)
,
ψ1(y)
βκ,f,t(x, y)
)
.
For κ ∈ R, if Ric1f,M ≥ (n− 1)κ e
−4f
n−1 , then we have∫
M
ψ dm ≥M
p
1+np
t
(∫
M
ψ0 dm,
∫
M
ψ1 dm
)
.
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Theorem 19.18 in [24] states that for K ∈ R and N ∈ [n,∞), the cur-
vature condition (1.2) implies an inequality of Pre´kopa-Leindler type.
One can prove Corollary 4.5 only by replacing the role of Theorem 19.4
in [24] with that of Proposition 3.1 in the proof. We omit the proof.
5. Applications
In this last section, as applications of Theorem 1.1, we present several
functional inequalities under the curvature condition (1.3). Through-
out this section, we always assume that M is compact, and the function
f : M → R satisfies ∫
M
e−f d vol = 1; in particular, m ∈ P2(M).
5.1. Derivatives of entropies. For κ ∈ R, let us define a function
β̂κ,f : M ×M → R ∪ {∞} by
(5.1) β̂κ,f (x, y) :=
(
e
−2f(x)
n−1 d(x, y)
sκ(df (x, y))
)n−1
if df (x, y) ∈ [0, Cκ); otherwise, β̂κ,f (x, y) := ∞. Let cκ := s′κ. We also
define a function β˜κ,f : M ×M → R ∪ {∞} by
(5.2) β˜κ,f (x, y) :=
n− 1
n
(
e
−2f(x)
n−1 d(x, y) cκ(df (x, y))
sκ(df (x, y))
− 1
)
if df (x, y) ∈ [0, Cκ); otherwise, β˜κ,f (x, y) :=∞.
We check the following basic properties of β̂κ,f and β˜κ,f :
Lemma 5.1. Let κ ∈ R. We take x, y ∈ M with df (x, y) ∈ [0, Cκ).
We assume y /∈ Cutx. Then by letting t→ 0 we have
βκ,f,t(x, y)→ β̂κ,f (x, y),(5.3)
1− βκ,f,1−t(x, y)
1
n
t
→ β˜κ,f (x, y).(5.4)
Proof. First, we show (5.3). Since the point y does not belong to Cutx,
there exists a unique minimal geodesic γ : [0, 1]→M from x to y. We
define a function sf : [0, 1]→M by
sf (t) :=
∫ t
0
e
−2f(γ(ξ))
n−1 dξ.
The uniqueness of γ tells us that for every t ∈ [0, 1] we have df,t(x, y) =
sf (t) d(x, y). This implies
sκ(df,t(x, y))
t sκ(df (x, y))
→ s
′
f (0) d(x, y)
sκ(df (x, y))
=
e
−2f(x)
n−1 d(x, y)
sκ(df (x, y))
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as t→ 0. We obtain (5.3).
We next show (5.4). For a unique minimal geodesic γ : [0, 1] → M
from y to x, we define a function sf : [0, 1]→M as
sf (t) :=
∫ t
0
e
−2f(γ(ξ))
n−1 dξ.
The uniqueness of γ implies that df,t(y, x) = sf (t) d(y, x) for every
t ∈ [0, 1]. Define a function Gf : [0, 1]→ R by
Gf (t) := βκ,f,t(x, y)
1
n =
(
sκ(sf (t) df,t(y, x))
t sκ(df (y, x))
)1− 1
n
.
From direct computations we deduce
G′f (1) =
n− 1
n
(
s′f (1) d(x, y) cκ(df (x, y))
sκ(df (x, y))
− 1
)
= β˜κ,f (x, y).
This proves (5.4). 2
For a positive Lipschitz function ρ on M with
∫
M
ρ dm = 1, we put
µ := ρm. The generalized Fisher information Im(µ) of µ is defined as
Im(µ) :=
∫
M
∥∥∇ρ1− 1n∥∥2
ρ
dm.
Recall the following fact concerning the derivative of the Re´nyi en-
tropy Hm defined as (1.4) for H ∈ DC (see e.g., Theorem 20.1 in [24]):
Proposition 5.2. For i = 0, 1, let ρi : M → R be positive Lipschitz
functions with
∫
M
ρi dm = 1. We put µ := ρ0m and ν := ρ1m. Then
for a unique minimal geodesic (µt)t∈[0,1] in (P2(M),W2) from µ to ν,
(5.5) lim inf
t→0
Hm(µt)−Hm(µ)
t
≥ −
√
Im(µ)W2(µ, ν).
Using Theorem 1.1 and Proposition 5.2, we prove the following:
Proposition 5.3. For i = 0, 1, let ρi : M → R be positive Lipschitz
functions with
∫
M
ρi dm = 1. We put µ := ρ0m and ν := ρ1m. For
κ ∈ R, if Ric1f,M ≥ (n− 1)κ e
−4f
n−1 , then we have
Hm(µ) ≤
√
Im(µ)W2(µ, ν) + n
∫
M×M
ρ0(x)
− 1
n β˜κ,f (x, y) dpi(x, y)
− n
∫
M×M
ρ1(y)
− 1
n
(
β̂κ,f (x, y)
1
n − 1
)
dpi(x, y)
− n
∫
M×M
(
ρ1(y)
− 1
n − 1
)
dpi(x, y),
where pi is a unique optimal coupling of (µ, ν).
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Proof. By Theorem 1.1, (M,d,m) has κ-weak twisted curvature bound.
It follows that
Hm(µt) ≤ n− (1− t)n
∫
M×M
ρ0(x)
− 1
n βκ,f,1−t(x, y)
1
n dpi(x, y)
− t n
∫
M×M
ρ1(y)
− 1
n βκ,f,t(x, y)
1
n dpi(x, y),
where (µt)t∈[0,1] is a unique minimal geodesic in (P2(M),W2) from µ to
ν. This leads to
Hm(µt)−Hm(µ)
t
≤ n
∫
M×M
ρ0(x)
− 1
n
1− βκ,f,1−t(x, y)
1
n
t
dpi(x, y)
+ n
∫
M×M
ρ0(x)
− 1
n
(
βκ,f,1−t(x, y)
1
n − 1
)
dpi(x, y)
− n
∫
M×M
ρ1(y)
− 1
n
(
βκ,f,t(x, y)
1
n − 1
)
dpi(x, y)
− n
∫
M×M
(
ρ1(y)
− 1
n − 1
)
dpi(x, y)−Hm(µ).
We remark that for a unique optimal transport map F from µ to ν,
and for µ-almost every x ∈ M we have F (x) /∈ Cutx; in particular,
Theorem 2.2 implies df (x, F (x)) ∈ [0, Cκ). Therefore, by using pi =
(IdM ×F )#µ and Lemma 5.1, we see
lim sup
t→0
Hm(µt)−Hm(µ)
t
≤ n
∫
M×M
ρ0(x)
− 1
n β˜κ,f (x, y) dpi(x, y)
− n
∫
M×M
ρ1(y)
− 1
n
(
β̂κ,f (x, y)
1
n − 1
)
dpi(x, y)
− n
∫
M×M
(
ρ1(y)
− 1
n − 1
)
dpi(x, y)−Hm(µ).
Comparing this inequality with (5.5), we arrive at the desired one. 2
5.2. Functional inequalities. We formulate three functional inequal-
ities under the curvature condition (1.3).
Let µ ∈ P2(M) be absolutely continuous with respect to m. We say
that m is µ-constant if for a unique optimal transport map F from µ
to m, it holds that df (x, F (x)) = e
−2f(x)
n−1 d(x, F (x)) on M .
We first prove the following HWI inequality under the curvature
condition (1.3) (cf. Theorem 20.10 in [24]):
Corollary 5.4. Let ρ : M → R denote a positive Lipschitz function
with
∫
M
ρ dm = 1, and put µ := ρm. We assume that f ≤ (n − 1)δ,
ONE DIMENSIONAL WEIGHTED RICCI CURVATURE 21
and that m is µ-constant. For κ > 0, if Ric1f,M ≥ (n− 1)κ e
−4f
n−1 , then
Hm(µ) ≤
√
Im(µ)W2(µ,m)
− (n− 1)κ e
−4δ
6
max{1, sup ρ}− 1n W2(µ,m)2.
Proof. Let F be a unique optimal transport map from µ to m, and let
pi be a unique optimal coupling of (µ,m). Since pi = (IdM ×F )#µ, and
since m is µ-constant, on the support of pi,
β̂κ,f (x, y) =
(
df (x, y)
sκ(df (x, y))
)n−1
,
β˜κ,f (x, y) =
n− 1
n
(
df (x, y) cκ(df (x, y))
sκ(df (x, y))
− 1
)
,
where β̂κ,f and β˜κ,f are defined as (5.1) and as (5.2), respectively. We
recall the following elementary estimates (see e.g., Lemma 5.13 in [10]):( α
sinα
)1− 1
n − 1 ≥ n− 1
n
α2
6
, 1− α cosα
sinα
≥ α
2
3
for all α ∈ [0, pi]. By this elementary estimates and f ≤ (n− 1)δ,
−
(
β̂κ,f (x, y)
1
n − 1
)
≤ −(n− 1)κ
6n
df (x, y)
2 ≤ −(n− 1)κ e
−4δ
6n
d(x, y)2,
β˜κ,f (x, y) ≤ −(n− 1)κ
3n
df (x, y)
2 ≤ −(n− 1)κ e
−4δ
3n
d(x, y)2.
Applying Proposition 5.3 to ρ0 = ρ and ρ1 = 1, and using the estimates
for β̂κ,f and β˜κ,f , we see that Hm(µ) is at most√
Im(µ)W2(µ,m)− (n− 1)κ e
−4δ
3
∫
M×M
ρ(x)−
1
n d(x, y)2 dpi(x, y)
− (n− 1)κ e
−4δ
6
∫
M×M
d(x, y)2 dpi(x, y),
and hence
Hm(µ) ≤
√
Im(µ)W2(µ,m)
− (n− 1)κ e
−4δ
6
max{1, sup ρ}− 1n
∫
M×M
d(x, y)2 dpi(x, y).
By the optimality of pi, the right hand side of the above inequality is
equal to that of the desired one. We conclude Corollary 5.4. 2
We further show the following Logarithmic Sobolev inequality under
our curvature condition (cf. Theorem 21.7 in [24]):
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Corollary 5.5. Let ρ : M → R denote a positive Lipschitz function
with
∫
M
ρ dm = 1, and put µ := ρm. We assume that f ≤ (n − 1)δ,
and that m is µ-constant. For κ > 0, if Ric1f,M ≥ (n− 1)κ e
−4f
n−1 , then
Hm(µ) ≤ 3 max{1, sup ρ}
1
n
2(n− 1)κ e−4δ Im(µ).
Proof. For all a, b ∈ R and K > 0 we see
ab ≤ K a
2
2
+
b2
2K
.
Using this elementary inequality, we have√
Im(µ)W2(µ,m) ≤ 3 max{1, sup ρ}
1
n
2(n− 1)κ e−4δ Im(µ)
+
(n− 1)κ e−4δ
6
max{1, sup ρ}− 1n W2(µ,m)2.
From Corollary 5.4 one can derive Corollary 5.5. 2
Finally, we conclude the following finite dimensional transport energy
inequality (cf. Theorem 22.37 in [24]):
Corollary 5.6. Let ρ : M → R be positive, Lipschitz and ∫
M
ρ dm = 1.
We put µ := ρm. For κ > 0, if Ric1f,M ≥ (n− 1)κ e
−4f
n−1 , then we have
n
∫
M×M
β̂κ,f (x, y)
1
n
(
1− ρ(y)− 1n
)
dpi(x, y)
≥
∫
M×M
n
(
e
−2f(x)
n−1 d(x, y)
sκ(df (x, y))
)1− 1
n
dpi(x, y)
−
∫
M×M
(
(n− 1)e
−2f(x)
n−1 d(x, y) cκ(df (x, y))
sκ(df (x, y))
+ 1
)
dpi(x, y),
where pi is a unique optimal coupling of (m,µ).
Proof. We apply Proposition 5.3 to ρ0 = 1 and ρ1 = ρ. From Hm(m) =
0 and Im(m) = 0 we deduce
0 ≤
∫
M×M
(
β˜κ,f (x, y)− ρ(y)− 1n β̂κ,f (x, y) 1n
)
dpi(x, y) + 1.
Hence, the left hand side of the desired inequality is at least
n
∫
M×M
(
β̂κ,f (x, y)
1
n − β˜κ,f (x, y)− 1
)
dpi(x, y).
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By substituting (5.1) and (5.2), we obtain the desired inequality. Thus,
we complete the proof of Corollary 5.6. 2
Acknowledgements. The author is grateful to Professor Shin-ichi Ohta
for his useful comments. One of his comments leads the author to the
study of the finite dimensional transport energy inequalities.
References
[1] L. Ambrosio, N. Gigli and G. Savare´, Metric measure spaces with Riemannian
Ricci curvature bounded from below, Duke Math. J. 163 (2014), no. 7, 1405–
1490.
[2] D. Bakry and M. E´mery, Diffusions hypercontractives, Se´minaire de proba-
bilite´s, XIX, 1983/84, 177–206, Lecture Notes in Math., 1123, Springer, Berlin,
1985.
[3] Y. Brenier, Polar factorization and monotone rearrangement of vector-valued
functions, Comm. Pure Appl. Math. 44 (1991), no. 4, 375–417.
[4] D. Cordero-Erausquin, R. J. McCann and M. Schmuckenschla¨ger, A Riemann-
ian interpolation inequality a` la Borell, Brascamp and Lieb, Invent. Math. 146
(2001), no. 2, 219–257.
[5] M. Erbar, K. Kuwada and K.-T. Sturm, On the equivalence of the entropic
curvature-dimension condition and Bochner’s inequality on metric measure
spaces, Invent. Math. 201 (2015), no. 3, 993–1071.
[6] B. Klartag, Needle decompositions in Riemannian geometry, Mem. Amer.
Math. Soc. 249 (2017), no. 1180, v + 77 pp.
[7] A. V. Kolesnikov and E. Milman, Brascamp-Lieb-type inequalities on weighted
Riemannian manifolds with boundary, J. Geom. Anal. 27 (2017), no. 2, 1680–
1702.
[8] A. Lichnerowicz, Varie´te´s riemanniennes a` tenseur C non ne´gatif, C. R. Acad.
Sci. Paris Se´r. A-B 271 1970 A650–A653.
[9] J. Lott, Some geometric properties of the Bakry-E´mery-Ricci tensor, Com-
ment. Math. Helv. 78 (2003), no. 4, 865–883.
[10] J. Lott and C. Villani, Weak curvature conditions and functional inequalities,
J. Funct. Anal. 245 (2007), no. 1, 311–333.
[11] J. Lott and C. Villani, Ricci curvature for metric-measure spaces via optimal
transport, Ann. of Math. (2) 169 (2009), no. 3, 903–991.
[12] R. J. McCann, Polar factorization of maps on Riemannian manifolds, Geom.
Funct. Anal. 11 (2001), no. 3, 589–608.
[13] E. Milman, Beyond traditional Curvature-Dimension I: new model spaces
for isoperimetric and concentration inequalities in negative dimension, Trans.
Amer. Math. Soc. 369 (2017), no. 5, 3605–3637.
[14] S. Ohta, Finsler interpolation inequalities, Calc. Var. Partial Differential Equa-
tions 36 (2009), no. 2, 211–249.
[15] S. Ohta, (K,N)-convexity and the curvature-dimension condition for negative
N , J. Geom. Anal. 26 (2016), no. 3, 2067–2096.
[16] S. Ohta, Needle decompositions and isoperimetric inequalities in Finlser geom-
etry, J. Math. Soc. Japan 70 (2018), no. 2, 651–693.
[17] S. Ohta and A. Takatsu, Displacement convexity of generalized relative en-
tropies, Adv. Math. 228 (2011), no. 3, 1742–1787.
24 YOHEI SAKURAI
[18] S. Ohta and A. Takatsu, Displacement convexity of generalized relative en-
tropies. II, Comm. Anal. Geom. 21 (2013), no. 4, 687–785.
[19] Z. Qian, Estimates for weighted volumes and applications, Quart. J. Math.
Oxford Ser. (2) 48 (1997), no. 190, 235–242.
[20] M.-K. von Renesse and K.-T. Sturm, Transport inequalities, gradient estimates,
entropy, and Ricci curvature, Comm. Pure Appl. Math. 58 (2005), no. 7, 923–
940.
[21] K.-T. Sturm, Convex functionals of probability measures and nonlinear diffu-
sions on manifolds, J. Math. Pures Appl. (9) 84 (2005), no. 2, 149–168.
[22] K.-T. Sturm, On the geometry of metric measure spaces. I, Acta Math. 196
(2006), no. 1, 65–131.
[23] K.-T. Sturm, On the geometry of metric measure spaces. II, Acta Math. 196
(2006), no. 1, 133–177.
[24] C. Villani, Optimal Transport: Old and New, Springer-Verlag, Berlin, 2009.
[25] G. Wei and W. Wylie, Comparison geometry for the Bakry-Emery Ricci tensor,
J. Differential Geom. 83 (2009), no. 2, 337–405.
[26] W. Wylie, A warped product version of the Cheeger-Gromoll splitting theorem,
Trans. Amer. Math. Soc. 369 (2017), no. 9, 6661–6681.
[27] W. Wylie and D. Yeroshkin, On the geometry of Riemannian manifolds with
density, preprint arXiv:1602.08000 (2016).
Institute for Applied Mathematics, University of Bonn, Endenicher
Allee 60, D-53115 Bonn, Germany
E-mail address: sakurai@iam.uni-bonn.de
