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Abstract 
This paper considers the classification capabilities of neural networks which incorporate 
a single hidden layer of McCulloch-Pitts units. Previous research by the authors has led to 
a geometric characterisation of bounded sets which can be exactly classified almost everywhere 
in W2. In this paper we extend these results to higher dimensions. The main result gives 
necessary and sufficient conditions for an n-dimensional set to be classified by such a network, 
subject to almost all misclassifications being constrained to lie within an arbitrary neighbour- 
hood of the (11 - 3)-skeleton of the boundary of the set. A conjecture on necessary and sufficient 
conditions for a subset of R” to be exactly classifiable almost everywhere is also proposed. 
Keywords: Exact classification; Neural networks; McCulloch-Pitts units 
1. Introduction 
The field of artificial neural networks has attracted copious interest from re- 
searchers in many disciplines including physics, engineering, biology and artificial 
intelligence. Neural networks have also proved themselves to be a rich source of 
problems for mathematicians, and several of these with a distinctly combinatorial 
flavour were recently reviewed in [l]. In this paper we discuss another long-standing 
mathematical problem which arises in neural networks, namely that of character- 
ising the partitions of R” which can be realised using a feed-forward network of 
McCulloch-Pitts units [16], which incorporates a single hidden layer followed by 
a single output unit. Such a network accepts an input x E R” which is passed to each of 
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Fig. 1. Neural network incorporating a single hidden layer of McCulloch-Pitts units and a single 
output unit. 
the m hidden layer units, which are specified by a weight vector Wi E R” and threshold 
eiE IF!, 1 < i < m. Each unit calculates an output yi =f(wi*x - Oi), 1 < i < m, where 
f is the Heaviside step-function defined byf(s) = 1, s 3 0, f(s) = 0, s < 0. The vector 
of hidden layer outputs is passed to the single node in the output layer, which 
calculates the network output as G(x) =f(a .y - b), where a E R” and b E R. The 
decision region of the network is defined to be the set ofxE R” for which G(x) = 1. This 
architecture is illustrated in Fig. 1. 
Now let S be a subset of KY’. We shall say that S is exactly realisable almost 
everywhere if there exists a network of the above form for which G(x) = 1 for almost 
all x E S and G(x) = 0 for almost all x E UV\S. In this case S is the decision region of the 
network up to discrepancies of zero measure. Equivalently, S is exactly realisable almost 
everywhere if and only if there exists m E N, Wi E R”, Oi, ai E R such that the function 
g(X) = 2 Uif(Wi'X - Oi) 
1 <iGin 
satisfies g(x) > b for almost all XE S, and g(x) < b for almost all XE R’\S. We shall 
assume, without loss of generality, that b = 0; since any non-zero threshold can 
be obtained by adding an extra hidden layer node. We shall denote by F,, the set 
of all functions g : R” + R of this general form. For brevity, we shall usually substitute 
the term realisable for exactly realisable almost everywhere in the remainder of this 
paper. 
It is easily seen that a realisable set S must necessarily be a finite union of polyhedral 
sets, where a polyhedral set is defined to be a finite intersection of closed half-spaces. 
However, the question of precisely which unions of polyhedral sets are realisable has 
been the subject of several articles in the literature and is still open. (An exception 
occurs when n = 1 in which case any union of polyhedral sets is realisable. Therefore 
in this paper we shall consider only the case n 3 2.) At one time there was a common 
belief, which stemmed from [15], that realisable sets (or their complements) were 
necessarily convex (therefore consisting of a single polyhedral set). However, this 
notion was dispelled by several authors (e.g. [13, 17, 22]), who constructed examples 
of realisable sets which were not convex or, in some cases, even connected. Examples 
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of unions of polyhedral sets which could not be realised were also described (e.g. [S]). 
and this demonstrated that the classifications realisable by the above network archi- 
tecture form a strict subset of those realisable by networks with more than a single 
hidden layer. 
Several researchers were active in deriving theoretical results on the approximation 
capabilities of neural networks [6,7,1 I]. These rigorous mathematical analyses 
demonstrated that neural architectures with a single hidden layer of units were 
capable of approximating arbitrarily closely various general classes of functions 
A consequence of these results of particular relevance to the problem considered here 
is that any continuous function Iw” + Iw with compact support can be uniformly 
approximated by a function from F,,. The implication of this for the problem of 
characterising decision regions, is that any finite union of polyhedral sets can be 
realised as the decision region of a l-hidden-layer network with arbitrary precision 
(see e.g. [l 1, 141). Therefore, any such set is ‘almost’ realisable. 
The knowledge that networks with a single hidden layer could effectively realise any 
desired classification function with arbitrary accuracy on compact spaces perhaps led 
to a diminution of interest in the problem of characterising sets which are exactly 
realisable almost everywhere. Nevertheless, some interest in the problem has re- 
mained and progress continues to be made. The following approach has been adopted 
by several authors (e.g. [S, 18,201). For any network input XE KY’, the corresponding 
vector of outputs from the hidden layery has components in the set {O. 1). Therefore, 
the hidden layer can be considered to define a mapping y’ : &I” -+ V, where I/,,, is the set 
of vertices of the m-cube. For any YE V,,,, Q- r(y) is a (possibly empty) cell of the 
complex defined by the hyperplanes Wi.x = fli, 1 < i < M. Now the output node can 
be considered to partition V,,, by the hyperplane a .JJ = h, and the decision region of 
the network is then seen to be utyt c,,,,:O.Y ~ h: @- l(y). This analysis offers a constructive 
approach to showing that a given union of polyhedral sets, S, is realisable. One first 
constructs the cell complex defined by the hyperplanes which bound S. Then the 
images under i of the non-empty cells which make up S and Iw” \,S are calculated. 
giving two subsets of V,,,. Finally, one determines (e.g. by linear programming) 
whether the two subsets are linearly separable. If so, then S is realisable. An example of 
a class of realisable sets identified by this approach is the class of CORD (Convex 
Recursive Deletion) regions described by Shonkwiler [ 1 S]. 
Unfortunately, the linear separability of the two subsets of hypercube vertices 
constructed using the above procedure is not, in general, a necessary condition for S to 
be realisable. hence the approach does not lead to a complete geometric characterisa- 
tion of realisable sets. Several authors [.5, 8, 20. 231 have described realisable sets 
where the appropriate network requires first-layer units corresponding to hyperplanes 
other than those required to form the boundary of the set. What is required, then. is 
a method for determining realisability which does not require the number of first layer 
nodes and their weights and thresholds to be known. A potential solution is offered by 
Gibson in [9]. Here it is shown that a bounded set is realisable if it can be separated 
from its complement by a l-hidden-layer network on some neighbourhood of its 
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boundary. In a subsequent article [lo] this result is used to give a characterisation of 
all realisable subsets of R2 whose bounding lines lie in general position. 
In this paper we prove a theorem on realisable subsets of R” which reduces to the 
main result of [lo] when n = 2. This is done by generalising the notion of realisability. 
The main result (Theorem 3.2) does not provide a complete geometric characterisa- 
tion of realisable subsets of KY’ in that necessary and sufficient conditions for a subset 
S to be realisable are not derived. Nevertheless, we are able to derive necessary and 
sufficient conditions for any misclassifications to be constrained to lie within any 
desired neighbourhood of the (n - 3)-dimensional skeleton of the boundary of S, 
almost everywhere, (a property which reduces to the above definition of realisability 
when 12 = 2). The paper concludes with a conjecture regarding a further generalisation 
of the theory. 
2. Realisable sets and inconsistent hyperplanes 
We review some material covered in [lo] and generalise the notion of a realisable 
set introduced in the previous section. 
Definition 2.1 ([lo]). Suppose S and C are subsets of R”, S c C c R”. We say that S is 
realisable in C if there exists g E F,,, such that, almost everywhere, with respect to 
Lebesgue measure, g(x) > 0 if xE S and g(x) < 0 if xE C\S. 
Clearly, a set S is realisable according to the definition of Section 1 if it is realisable 
in IF!“. In addition, if T c KY, we shall say S is realisable in C up to T if S\ T is realisable 
in C\T. 
As discussed in the introduction, a set must be a finite union of polyhedral sets in 
order to be realisable, although this is not in itself sufficient. The results of this paper 
concern geometric conditions which are sufficient for a union of polyhedral sets to be 
realisable and which relate to the hyperplanes defining the set. We therefore require 
the following definitions. 
Definition 2.2 ([lo]). Let S c R” be a finite union of polyhedral sets and let 
Hi, . . . , Hk, kE N, be the hyperplanes which have a non-trivial, that is (n - l)- 
dimensional, intersection with B(S), the boundary of S. We call Hi, . . . , Hk the 
essential hyperplanes of B(S). 
NOW choose wi E R”, Bi E R, 1 < i d k, such that Hi = {XE R”: Wi *X = ei> and let Pj, 
1 < j d J, denote the connected components, or cells, of ~\Uik, 1 Hi. Each cell is 
contained either in S or in its complement. 
Definition 2.3 ([lo]). The essential hyperplane Hi is said to be inconsistent if there exist 
Pj,, Pj~, Pj, and Pj~ such that 
l Pi, c S, Pj, c S, Pj3 c W\S and Pi, c R”\S; 
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(a) 
Inconsistent 
hyperplane 
Fig. 2. (a) Subset of W’ with inconsistent essential hyperplane. (b) Subset of R9” with inconsistent essentml 
hyperplanc. 
l qncn Hi and KnqnHi are both (n - 1)-dimensional sets, where A denotes the 
closure of the set A; and 
l wi’x - fIi > 0, for all xEPj,uPjl and Wi.x - Oi < 0, for all xEPj,UPj,. 
Geometrically, the notion of an inconsistent hyperplane Hi is quite intuitive. It 
contains two neighbourhoods such that crossing Hi in a given direction at points in 
one of these neighbourhoods takes one from S to its complement, while crossing in the 
same direction at points in the other takes one into S from its complement. Figs. 2(a) 
and (b) show 2-dimensional and 3-dimensional sets whose boundaries contain essen- 
tial hyperplanes which are inconsistent. The following well-known result demon- 
strates an important connection between realisable sets and inconsistent hyperplanes. 
Lemma 2.4 ([2,8, 231). Let S c 5X” be u,finite union of polyhedral sets whose boundary 
has an essential hyperplane which is inconsistent. Then S is not realisable in R” (for 
proof see the Appendix). 
An obvious question to consider is whether the converse of Lemma 2.4 might be 
true. This has been investigated by Gibson [lo] for the case n = 2 and the following 
result was obtained. 
Theorem 2.5 ([lo]). Let S c R2 be ajinite union of bounded polyhedral setsfor which no 
three essential hyperplanes (lines) intersect. Then S is realisable if and only ifno essential 
hyperplane is inconsistent. 
This result demonstrates that when n = 2, apart from some non-generic exceptions. 
bounded realisable sets are characterised precisely by having no inconsistent essential 
hyperplanes in their boundary. However, a counterexample given in [lo], reproduced 
here in Fig. 3(a) and discussed in the following section, demonstrates that this is not 
true for n > 2, so that Theorem 2.5 does not generalise to arbitrary n in an obvious 
way. Nevertheless, in the following section we prove a theorem on n-dimensional 
decision regions which does reduce to Theorem 2.5 when n = 2. 
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(a) 
Xl 
Fig. 3. (a) Subset of 5X3 which satisfies the conditions of 3.2(2) but not 3.2(3).(b) Extension of subset of 3(a) 
satisfying 3.2(3). 
3. Bounded realisable subsets of IF!” 
The key idea used in proving our generalisation of Theorem 2.5 is to generalise the 
notion of real&ability to represent different degrees of realisability. This requires us to 
consider the concept of the d-dimensional skeleton of the boundary of a union of 
polyhedral sets. 
Definition 3.1. Let S c R” be a finite union of bounded polyhedral sets and let 
xs = {H,, . . . ,H,} 
be the set of essential hyperplanes of B(S), where Hi is defined by the equation 
Wi -X = Oi, 1 d i d k. For 0 < d < n 4 1, the d-skeleton of B(S), denoted by Bz, is the 
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union of all sets of the form 
B(S)n{H’:, H;, . . . , H;1J, 
where each H:’ is simultaneously an affine subspace of codimension (n - d) and 
the intersection of some essential hyperplanes. For d d - 1, the skeleton Bz is the 
empty set. 
Consideration of the skeleton leads naturally to the degrees of realisability which 
we seek. Even if a set S c R” is not exactly realisable almost everywhere by a 
l-hidden-layer network, we can, nevertheless, consider the smallest integer, d, for 
which almost all misclassifications can be constrained to lie in any neighbourhood of 
B?. The case where d = - 1 corresponds to realisability as defined in previous sections. 
In order to generalise Theorem 2.5, we require a condition on the relative positions 
of the essential hyperplanes that reduces, in the case n = 2, to the condition that no 
three essential hyperplanes (lines) intersect. We assume that the essential hyperplanes 
lie in general position. By this, we mean that any intersection of the form 
where il < i2 < ... < i,, Hi,EXS, 1 <j < q, q > 1, is either empty or an affine sub- 
space of codimension q in R”. This forces each affine subspace Hf to be the intersection 
of exactly (n - d) hyperplanes. 
The assumption that the essential hyperplanes lie in general position is strictly 
stronger than required to prove our generalisation of Theorem 2.5 for n 3 3. We have 
adopted it in order to simplify the statement of the theorem. A weaker version of 
general position that would suffice is defined and discussed in Section 4. We now give 
our generalisation of Theorem 2.5. 
Theorem 3.2. Let S c R”, n 3 2, be u finite union of bounded polyhedral sets and let 
Xs = jH, , , Hk} be the set of essential hyperplanes of‘B(S) which are assumed to lie in 
general position. Then 
1. S is realisable up to any neighbourhood of B(S) = Bf_ 1; 
2. S is realisable in R” up to any neighbourhood of Bz_, Q and only if no essential 
hyperplane is inconsistent; and 
3. S is realisable in R” up to any neighbourhood of Bi-3 if and only if no essential 
hyperplane is inconsistent, and for all i <j, 1 < i, j < k, Hi”Hj is not an inconsistent 
hyperplane of B(SnQ) in hyperplane Q ,for all but a ,finite number of hyperplanes 
Q containing H;nH,r. 
We illustrate Theorem 3.2 in three dimensions with two examples. First consider 
the subset S c R3 depicted in Fig. 3(a) and defined by 
s = ((Xl, X2, .x3): 0 d xr d 1, 0 < x2 , 4, <’ 0 < Xj < 1, xr + 2x3 < 2; 
u((x,,.*-,,xg):o~x~d1,~~x~~1,0~s~~1,2x~--Y~~lj. 
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We can see that no essential hyperplane of B(S) is inconsistent so that Theorem 3.2(2) 
implies the existence of a l-hidden-layer network to realise S (except possibly for sets 
of measure zero) up to a neighborhood of Bz_ 2. Such a neighbourhood is indicated by 
the thickened line segments in Fig. 3(a). However, by Theorem 3.2(3), we cannot do 
better than this since there are infinitely many hyperplanes Q for which HInH, is an 
inconsistent hyperplane of B(SnQ) in Q. For the set T, obtained from S by the 
addition of a further polyhedral set and shown in Fig. 3(b), this pathology is avoided. 
By Theorem 3.2(3) T can now be realised (except possibly for sets of measure zero) up 
to any neighbourhood of BT_ 3. An example of a neighborhood of BT_ 3 is indicated by 
the thickened points in Fig. 3(b). 
We shall now dispense with proofs of the ‘only if’ parts of Theorem 3.2(2) and (3). 
These statements are immediate corollaries of the more general Proposition 3.3 below. 
For E > 0, the s-neighbourhood of a subset A, denoted by A(E), is 
{XE [w”: d(x, A) < F) 
where d(x, A) = inf,..d(x, y) is the usual metric in IF!“. 
Proposition 3.3. Let S c R”, n 3 2, be aJinite union of bounded polyhedral sets and let 
Xs = {H,, . . . , Hk} be the set of essential hyperplanes of B(S) which are assumed to lie in 
general position. Suppose that,for some q, 2 < q < n + 1, and every E > 0, S is realisable 
up to B~_JE). Suppose further that Hi,, Hi,, , Hivml EX’ are distinct and that 
L = Hi~nHi2n .‘. nHi,_, # 0. Then there exists a finite set of hyperplanes in R”, 
{h,: 1 d 1 d m}, such that, for any affine subspace Q of codimension q - 2 in KY’, which 
contains L and which is not contained in any ht, 1 < 1 < m, L is not an inconsistent 
essential hyperplane of B(SnQ) in Q. 
Proof. Relabelling the hyperplanes if necessary, we can assume that 
L = H1nH2n ... nH,_ 1. Now, for any j, q < j d k, HjnL is either empty or an affine 
subspace of codimension one in L, since the essential hyperplanes of B(S) lie in general 
position. Hence, L\ IJ, ~ i ~ k Hj consists of a finite number of disjoint cells, all of which 
are open in L. Select E > 0 such that each open cell, Y, of L\u, <i < kHj contains 
a point xy such that d(xy, U, ~ i ~ k Hj) > E. Now, S is realisable up to‘Bf_Js), so there 
exists gE F, defined by 
g(x) = f atf (ut .x - 11/t), 
I=1 
where rnE fW, U[E R”, atE R and $I~ [w, 1 d 1 d m, such that, almost everywhere, 
g(x) > 0 if XES\B~_,(E) and g(x) < 0 if x$SuBf_,(&). Without loss of generality, as 
S is bounded, we can choose parameters for g such that uI # 0, 1 < 1 d m. Let 
ht denote the hyperplane {XE [w” :ul -x = I)~), 1 < 1 < m and ensure, without loss of 
generality, that Xs c { hI , . . , h,}. Now, let Q be an affine subspace of [w” of codimen- 
sion q - 2, which contains L but which is not contained in any h[, 1 < 1 < m. Let 
S’ = {XE Iw”: g(x) 3 O}. 
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Since each open connected cell of rW?,u , <,<,,,hl is contained either in S or in R”: S 
and g is constant on each cell, S’ coincides with S, up to (u, <, imhl)uB~_.q(~). Hence. 
S’nQ coincides with SnQ, up to 
cc, yG ,,, h,ju%,(p))nQ = cc, yG ,,, hr~nQ~u(%-q(~~n~). 
Since Q is not contained in any ht, 1 d I d m, it follows that (u, <, < ,n ht)nQ has zero . , 
measure in Q so that S’nQ coincides with SnQ, almost everywhere in Q. up to 
Bz_,(c)nQ. 
Now identify ga E F, _ q+2 with the restriction of g to Q. By the existence of ga. S’nQ 
is realisable in Q and hence SnQ is realisable in Q up to Bz_,(&)nQ. 
Suppose that L were an inconsistent essential hyperplane of B(SnQ) in Q. This 
implies the existence of two connected cells of L\,u(, c, Q k Hi. say Y1 and Ya. which are 
contained in the boundary of SnQ in Q and which have the properties described after 
Definition 2.3. From the choice of E, there exists J, E Y 1 and ~~ E YZ such that ~9, and 
y2 are interior points of Q\Bi_,(c). Hence, L would be an inconsistent essential 
hyperplane of B((SnQ)\Bf_,(s)) in Q’\Bff_&s). This, in turn, would contradict the fact 
that SnQ is realisable in Q up to Bz_,(E)nQ. So, we can conclude that L is not an 
inconsistent essential hyperplane of B(SnQ) in Q, 
We now turn our attention to the proofs of Theorem 3.2(l) and the ‘if’ parts of 
Theorem 3.2(2) and (3). Our approach to this is similar to that taken in [lo] to prove 
Theorem 2.5. In particular, it makes use of Proposition 3.4 [lo], which allows the 
realisability of a set S to be determined by considering any neighbourhood of its 
boundary. The proofs also depend upon Lemma 3.5, and for Theorem 3.2(3). upon 
Lemma 3.6. 
Proposition 3.4. Let C c R” be compact, let S c C hare boundary B(S) in C and let 
N be an open subset of C containing B(S). Suppose that Sn N is realisable in N. Then S is 
realisable in C. 
The next result shows that a bounded set S which is realisable in some compact set 
containing it is automatically realisable in l%“. For completeness, a proof is given in the 
Appendix. 
Lemma 3.5. Let C c R” be a polyhedral set. Let S c C be a finite union of polyhedral 
sets. !f T c C and S is realisable in C up to T, then S is realisable in R” up to T (fix 
proof see the Appendix). 
In the course of the proofs of Theorem 3.2(l))(3) we appeal to Proposition 3.4 and 
Lemma 3.5 and attempt to construct a classifier which separates SnN from N\,,S 
where N is a neighbourhood of B(S). In situations where no essential hyperplane is 
inconsistent, we shall find (except possibly for sets of measure zero) that misclassifica- 
tions can be confined to any neighbourhood of Bs_ 2. We then show that the classifier 
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can be further ‘patched up’ so that misclassifications can be constrained to lie in any 
neighbourhood of Bfe3, precisely when the conditions of Theorem 3.2(3) above are 
satisfied. 
In [lo] this patching operation was relatively simple because we were concerned 
only with decision regions in two dimensions. The general situation considered here is 
more complex. We shall make use of the following lemma which demonstrates the 
existence of a particularly useful function which can be uniformly approximated 
almost everywhere by a function in Fz. 
Lemma 3.6. Let C c R2 be a compact set containing the closed disc of radius 26, which 
centre the origin, where 6 > 0. Consider the functions 4*: C + R, and $,: C\(O) -+ R, 
defined, using polar co-ordinates, by 
and 
where 0 < c( < 142. Then the function I+!I, - 4,&a can be uniformly approximated on 
C\(O) by functions in Fz. 
Proof. Extend the domain of $a to C by setting $,(O) = 0. Now the function $&a 
is continuous on C. Therefore by [ 1 l] it can be uniformly approximated by functions 
in F2. 
It remains to verify that rja can be uniformly approximated on C\(O). Let Uj, 
0 <j < p, where p is a strictly positive integer, be the unit vector in the direction 
cx - 7c/2 + (j/p)(~ - 2~). It follows that 
for XE C\(O), so that we can uniformly approximate $a to any specified accuracy 
by choosing p sufficiently large. Therefore *a - #a$& can be uniformly approximated 
by functions in F2 on C\(O). 
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C 
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Fig. 4. Values of $z ~ ~&I/I* over a compact set C containing the origin. 
Fig. 4 illustrates the values of $a - $a$n over compact set C. As we shall see later. 
the useful properties of this function in the patching operation are first, that it vanishes 
outside of a disc containing the origin and second, that it separates the two contiguous 
regions A = {(v, Q) : r < S, - x < 8 < cc) and B = {(v, fi) : r < 6, TC - x < fi < TX + xj in 
Fig. 4. (We say that a function g separates sets A and B if there exist /I,, p2 E R such 
that pr > p2, g(x) > pr for almost all XGA and g(x) < p2 for almost all XE B.) 
We now complete the proof of Theorem 3.2. In Theorem 3.2(l)-(3), by Lemma 3.5, 
it suffices to restrict attention to a compact polyhedral set C containing the set S. 
Proof of Theorem 3.2(l). Let N be an open subset of C containing B(S), let c” = C N, 
and assume without loss of generality that SnC and c\,S are both non-empty 
compact sets. Then there exists ‘/ > 0 such that d(x,y) > ;’ for all x~Sn(? and all 
y E c\,S. Using standard topological arguments, there exists a continuous function, !i. 
defined on C, such that p(x) = 1 for all XE Snc and /l(x) = - 1 for all XE c’\,S. Select 
ye F,, such that ip(x) -g(x)] < 1 for allxEC(see [14]). Then g(x) > 0 for allxESn? 
and g(x) < 0 for all XE c\S, and so the proof of Theorem 3.2(l) is complete. 
Proof of Theorem 3.2(2). (-==) Suppose that no essential hyperplane of B(S) is 
inconsistent. We can therefore ensure that each normal, wi. of each essential hyper- 
plane, Hi, is chosen to point towards the interior of S at any point in the interior 
(in Hi) of B(S)nHi (see Fig. 5). Without loss of generality, we assume each wi to be 
a unit normal. Choose E > 0 and let 2: = C\Bf_2(~). Since the essential hyperplanes of 
B(S) lie in general position and are hence distinct, for any i,j, 1 < i f j < k, it follows 
that there exists dij > 0 such that, for all XE 2; 
d(x, Hi) + d(X, Hj) + d(X, B(S)) 3 dij. (1) 
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Fig. 5. Selection of direction for normals wi and wJ. 
,’ ‘. . . Hj 
Fig. 6. Schematic representation of values of q on a neighbourhood of HinH,. 
Choose d = min{dij}. Let y = A/3 and let fi = B(S)(y)nc. Consider the function 
g : IF?” + iw defined by 
X ++ 1 [-f(Wi’X - (Oi - y)) + 2f(Wi’X - Oi) -f(Wi’X - (Si + 1/))]. 
I<i<k 
In constructing the function g we are attempting to find a function in F, which 
separates S from its complement over a neighborhood of B(S) (see Fig. 6). Now g takes 
non-zero values only on slabs either side of essential hyperplanes. We show that, for 
our choice of y, these slabs are sufficiently ‘thin’ that g succeeds in this aim except 
perhaps near Bz_2. For XE fi, there exists i such that d(x, Hi) < y. By (1) ifj # i, then 
d(x, Hj) > y so that only one term in the summation defining g (i.e. the term involv- 
ing wi) can be non-zero. From the choice of wi it follows that 
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l g(x) = 1 if xennS and 
0 g(x) = - 1 if xEfl\\S. 
Hence, Snfi is realisable in fi and by Proposition 3.4. S is realisable in C up to 
(Bf_ J(E) and by Lemma 3.5, S is realisable in iw” up to (B~_&F). 
Proof of Theorem 3.2(3). (-e) This is obtained by extending and modifying the 
corresponding proof for Theorem 3.2(2) above. Recall that we assumed that no 
essential hyperplane of B(S) is inconsistent and chose the unit normals wi accordingly. 
In addition, assume now that, for all i <j_ 1 < i, j < k, HinHj is not an inconsistent 
essential hyperplane of B(SnQ) in hyperplane Q for all but a finite number of 
hyperplanes Q containing HinHj. 
Choose F > 0 and let C’ = C\Bz_,(c). Since C’ is compact and the essential 
hyperplanes of B(S) lie in general position, for any i, j, I, all distinct, 1 d i,,j. 1 d k, there 
exists Aijl > 0 such that, for all XIZC’ 
L/(X, HinHj) + d(~, H,) + d(X, B(S)) 3 dijl. (2) 
Choose A = min{A;jl] and find 6,O < 6 < A, for example 6 = A/8, such that, for any 
i, j, I, all distinct, and for all XE C’, 
d(~, H;nHj) < 26, d(~, HJ < 56 * d(x, B(S)) > 6. (3 
Note also that there exists ;‘, 0 < ;’ < 6, such that for any i # j, and for all XE C’. 
d(X, Hi) < y, d(X, Hj) < ?/, + d(X, HinHj) < 0. (4) 
Now let N’ = B(S)(y)nC’ and consider the function g defined in the proof of 
Theorem 3.2(2). For XE N’, if d(x, HinHj) > 6 for all i fj then g(x) = 1 if XES~N’ 
and g(x) = - 1 ifxE N’\S. If, for some i fj, d(x. HinHj) < 6, then g(x)E { - 2, - 1.0, 
1, 2{, as illustrated in Fig. 6. Other cases do not arise, for if xtz N’ then x cannot be 
within ; of three distinct essential hyperplanes. Explicitly, for any i, j, I, all distinct, 
1 < i. j, 1 < k, and for all XE C’, 
C/(X, Hi), d(~, Hj), d(~, H,) < 7 *d(x, HinHj) < 6, d(x, H,) < ;’ by (4) 
*d(x, B(S)) > ii > i’ by (3) 
+x&N’. 
As can be inferred from Fig. 6; for example, if locally Hi defines B(S); g may fail to 
separate S from its complement in N’ close to HinHj and we need to apply some 
adjustment to the values of g on the sets (HinHj)((i) in order to rectify this. In practice, 
we adjust the values of g on the larger sets (HinHj)(26) through the addition to g of 
patching functions, ,nij. From now on, consider only pairs i <,j such that HinHj f 8. 
It is convenient to consider the sets Lii @ Dij, where 
Lij = (H;nHj)\ u Hl(26), 
i#i#l 
Dij= JJER”:~E < Wi,Wj > and 1~1 < 2S 
1 
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Hi nHj Other essential 
hyperplanes 
Fig. 7. Schematic representation of the set L,j 0 Di, in relation to the essential hyperplanes Hk, i # k #j. 
and where (Wi,Wj) is the subspace spanned by vectors wi and wj. Such a set is 
illustrated in Fig. 7. 
We claim that it is sufficient to adjust the values of g on the sets Lij @ Dij since, for 
anyicj, 
((HiflHj)(26)\(Lij @ Dij))fTiV’ = 0. 
Furthermore, these adjustments can be independent of each other since if Lij # L,.j 
then 
(Lij @ Dij)n(Lff @ Dff)fTN’ = $3. 
To prove the first claim, choose i < j and consider any y E (HinHj)(26),y$ Lij @ Dij. 
We can write y = d + z where dE Dij, ZE HinHj and d(z, HJ < 26 for some i # 1 fj. 
By the triangle inequality, d(y, H,) < 46, so it follows from (3) that d(y, B(S)) > 6 > ‘1’ 
and hence y$N’. 
TO prove the second claim, suppose YE C’, YE Lij @ Dij, y E Li,y @ Di,~ and 
Lij # Li,y. Then d(y, HinHj) < 26, and d(y, HJ < 26, for some 1~ {1’, j’}, I # i or j. 
Hence by (3), d(y, B(S)) > 6 > y and hence y$N’. So, two patching functions for g, one 
with support in (HinHj)(26) and another with support in (Hi,nHy)(26), do not 
interfere in N’. 
Now we construct the patching functions, later to be uniformly approximated by 
elements of F,. For all X, y E Lij the following facts are required. 
(i) The set (x @ Dij)nS takes one of the forms illustrated in Figs. S(a)-(f), in which 
(W1> ~2) = {wi, wj>. Any other form forces at least one of Hi and Hj to be 
inconsistent. 
(ii) If x and y are elements of the same connected component of Lij then 
(X @ Dij)nS and (y @ Dij)nS have the same form. This follows immediately 
from the observation that x 0 Dij and y @ Dij must intersect with precisely the 
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(iii) 
(iv) 
(a) 
Cd) (4 
Fig. 8(a)-(f). Possible forms of the set Sn(x @ D,j) for x in H,nH,. 
same four ceils of R”\u , ~ I G ,cHI. Each cell of R”\u, <, < kHl is contained , z 
within S or within R’\S. 
(x 0 Dij)nS has th e f orm (a) or (f), then (x @ Dij)nN’ = 0. For suppose there 
exists z E (x @ Di;)nC’ and d(z, B(S)) < 21. Then d(z, H,) < ;I for some I # i or ,j. 
So by (3), d(z, B(S)) > 6 > 7;. Hence, by contradiction, (x @ DiJnN’ = 0. Since 
we are interested only in the values of y on N’, its values on x @ Dij are of no 
concern. 
If (x 0 D,j)nS has the form (cf then (y @ Di;)nS cannot have the form (d) and 
vice versa. Otherwise we can identify infinitely many hyperplanes 
where u E (wi, Wj> satisfies u * wi > 0,~ - wj < 0, as shown in Figs. 8(c) and (d), 
such that Hi”Hj is an inconsistent essential hyperplane of B(SnQ) in Q. This 
would violate the conditions of the theorem. 
Without loss of generality, assume that (x @ Dij)n7s does not have the form (d) for 
any x E Lij- Expressing R” as the direct sum of HinH; and its orthogonal complement 
(wi, W,j), we define a threshold function flfj, a perturbing function +Cij and, from these, 
a patching function ,Uij whose support is contained in (HinHj)(24. Let 
Vii: Hi”Hj ~ [w 
be a continuous function, constant on connected components ofLii, such that ifxc Lii 
and (x 0 Di;)nS has the form 
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l (a) OT (f) then Vij(X) = 0, 
l (b) then vij(X) = - 3, 
l (C) then Vij(X) = - 4, 
l (e) then vij(x) = 4. 
The cxistencc of such a function vii is guaranteed by standard topological arguments 
since the closed regions over which it is required lo be constant are disjoint. The 
continuous threshold function pij is now defined by 
pij: (HinHj) @ (Wi, Wj) + R 
Cx: 4 ++ vij(x)(l - $d(4). 
The locally perturbing function ~ij is defined by 
Tij: (HinHj) 0 (Wi, Wj} ---t R 
where I/I and C,!I are the functions defined in Lemma 3.6, and (see Fig. 9) 
CXij = (l/2) (COS- I (WI * W*)). 
The patching function ruij can now be defined as 
Pij: (HinHj) 0 (Wi? Wj) --t R 
Fig. 9. Definition of x and 6 for the construction of the patching functions. 
Fig. 10. Schematic representation of values taken. and inequalities satisfied, by q + /lCr on those regions 01 
x @ D,, which intersect with the neighbourhood 11”. The situations of Figure X(b). (c) and (e) are shown in 
(a) (c), respectively. 
By Lemma 3.6, the first term in this summation can be uniformly approximated 
almost everywhere in C by functions in F,. Since bij is continuous, /cii may be 
approximated uniformly almost everywhere in C by members of F, [ 11, 141. Hence so 
may the sum of functions 
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p : R” + R defined by 
x H &) + 
,iz,/ii(x) 
whenever ~lij is defined. 
We claim that for almost all XE N’nS, /L(X) 3 l/6, while p(x) d - 4 for almost all 
XE N’\S. As already shown, it suffices to verify the claim for those x which lie in 
N’n(Lij @ Dij), for 1 < i < j < k and we therefore consider the values taken by p over 
sets of the form y 0 Dij, where YE Lij. By (iii) and (iv) above we restrict attention to 
sets y @ Dij which have the form of Figs. 8(b), (c) and (e). Furthermore, since two 
distinct Lij 0 Dij do not intersect in N’, it follows that p(x) = g(x) + ~ij(x) for any 
XE N’n(Lij @ Dij). Hence, for the three cases, we consider values taken by y(x) + ~l;j(X) 
over y @ Dij. Fig. 10(a), (b) or (c) shows inequalities and equalities satisfied by 
g(x) + pij(X) over regions ofy @ Dij when this set has the form of Fig. 8(b), (c) or (e), 
respectively. 
To verify the claim, we must show that the value of y(z) + iuij(z) for any z lying in 
the remaining regions of y @ Dij (shown by cross-hatching in Fig. 10(a), (b) and (c)) 
is of no concern. For any such z if, for some 1 # i, j, d(z, H,) < y, then it follows from 
(3) that either z$C’ or d(z, B(S)) > 7, so that z$N’ and we may ignore it. Assume 
therefore that d(z, H,) 3 1’ for all I # i,j. Then [XE KY:d(z,x) < ;!] can only intersect 
with the four open cells of R”\U, <,< 1. HL which intersect with y @ Di.i, denoted 
Pi, . . . , Pd. Now, for any P,, 1 < t &I,d(z, P,) = d(z, z’) for some z’~z;n(y @ Dij). If 
ZES and P, c R”\S or if ZER”\S and P, c S, it is clear from Fig. 10(a)-(c) that 
d(z, Pt) > ^/. It follows that d(z, B(S)) > y SO that z$N’ and the value of g(z) + ~lij(z) is of 
no concern. 
Choose h E F, such that [p(x) - h(x)1 < d for almost all XE C. Then It(x) > 0 for 
almost all XES~N’ and h(x) < 0 for almost all XE N’\>S. It follows that SnN’ is 
realisable in N’. We complete the proof of Theorem 3.2(3) by appealing to Proposi- 
tion 3.4 and Lemma 3.5. 
4. Discussion 
This paper has extended the theoretical understanding of the classification capabili- 
ties of neural networks with a single hidden layer of McCulloch-Pitts units, generalis- 
ing previous results on 2-dimensional classification to higher dimensions. 
We would like to point out that the assumption that the essential hyperplanes lie in 
general position is strictly stronger than that required to prove Theorem 3.2 for y1 > 3. 
We adopted it in order to simplify the statement of the theorem. We now define 
a weaker version of general position and state a sufficient condition for our proof. 
For q 3 1, we say that the essential hyperplanes of B(S) lie in general position up to 
degree q if any intersection of the form 
Hi,nHii ... nHb 
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where ir < iz < ... < i,,, Hi,EX”. 1 < .i < q’. is either empty or an affine subspace of 
codimension cl’ in KY’, 1 d 4’ < ~1. Hence, general position up to degree (1 co-incides 
with the usual definition of general position for y > II. 
The assumption that the essential hyperplanes lie in general position up to degree 
two (or three) is a sufficient condition on the relative positions of the essential 
hyperplanes for our proof of Theorem 3.2(2) (or (3). respectively). We invoke the 
assumption that the essential hyperplanes of B(S) lie in general position up to degree 
two in order to derive (1) and the assumption that the essential hyperplanes of B(S) lie 
in general position up to degree three in order to derive (2). Similarly, in order to prove 
Proposition 3.3. we need only assume that the essential hyperplanes of B(S) lie in 
general position up to degree q. No condition on the relative positions of the essential 
hyperplanes is required to prove Theorem 3.2( 1). 
Although the new results do not yet provide a complete geometric characterisation 
of the subsets of R” that are exactly realisable almost everywhere, they do suggest 
possible forms for this. In particular. we suggest that the following conjecture is 
worthy of consideration. 
Conjecture 4.1. Let S c R”, n 2 2, be (1 jinite union ofhounded polyhedrul sets. Let X” 
he the set ofesserztial kyperplanes of B(S), \z#zich are assumed to lie in general position up 
to degree q .for some q, 2 < q < n + 1. Then, ,for ewr~~ I: > 0, S is exactly reali.sahlr 
almost ecer!where, up to B:_JE), if und only if there exists Ll,finite set of hyperplanes irl 
R”, namely (II,: 1 < 1 d M), such that,fbr ever), q’. 2 d y’ < q d II + I, any non-rmpt~q 
intersection of the jbrm L = Hi,nHiJn ..’ nHi,, ,, lvherr 1 < i, < iz < ..’ < i, , < I<, 
and any’ affine suhspace Q of codimension q’ - 2 in R”, bvhich contains L but ~vhich is riot 
contained in any h,, L is not an inconsistent essential hyperplane of B(SnQ) in Q, 
For the case q = II + 1, which corresponds to essential hyperplanes which lie in 
general position, this conjecture, if true, would yield the desired characterisation of 
sets which are exactly realisable almost everywhere. However, we remark that the task 
of checking that the geometric conditions hold when II > 3 would be considerable. 
Investigating the above conjecture is not the only direction in which the work 
reported in this paper can be extended. Our results make use of the assumptions that 
sets are bounded and that essential hyperplanes lie in a generalised form of general 
position. In [lo] examples are given which show some restriction on the relative 
positions of essential hyperplanes is needed. The problem of finding a geometric 
characterisation of realisable sets which does not impose these restrictions is therefore 
worthy of attention. Some progress has already been made on this topic. For example, 
in [3] general conditions (other than the existence of inconsistent hyperplanes) are 
described which prevent an arbitrary union of polyhedral subsets of R’ from being 
realisable. Moreover, these authors propose a conjecture as to how Theorem 2.5 
might be generalised to the situation where the conditions of boundedness and general 
position of essential lines are not imposed. 
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Appendix 
Proof of Lemma 2.4. Let HI, . . . , Hk be the essential hyperplanes of B(S) and suppose 
H, is inconsistent, where t E { 1,2, . . , k}. Let Pj, 1 6 j < J, denote the connected 
components of RY\U,“, 1 Hi. AS H, is inconsistent, there exist Pj,, Pj,, Pj, and Pj,, such 
that 
l Pj, c S, Pj, c S, Pj, c W\S and Pja c R”\S; 
- 
l KnKnH, and EnPj4nHt are both (n - l)-dimensional sets; and 
l W,*X - d1 > 0, for all xEPj,uPj, and W,*X - 8, < 0, for all xEPj,uPj,. 
If S is realisable there exists a function fi E F,, 
I=1 
where L E N, ut E R”, at E R, aI # 0, XE R” and I//rf R’, 1 d t < I,, such that, almost 
everywhere, b(x) > 0 if x E S and /3(x) < 0 otherwise, By [8, Proposition 41, as H, is an 
essential hyperplane of B(S), H, = { x uI-x = $[I, for some 1 such that ur # 0. : 
Choose xj,E Pj<, 1 < s < 4. Then 
l coefficient al is strictly positive as p(xj,) < 0 < B(xj,) = p(xj,) + al and 
0 coefficient al is strictly negative as B(Xj,) < 0 < p(xj,) = B(Xj,) - a,. 
Hence, by contradiction, if S has an essential hyperplane which is inconsistent, then 
S is not realisable in RF. 
Proof of Lemma 3.5. If S is realisable in C up to T, there exists some b E F, such that, 
almost everywhere, 
e b(x) > 0 if xE S\T and 
l b(x) < 0 if xE C\(SuT). 
Since b E F,, there exists Mb > 0 such that 1 b(x) 1 < Mb, for all x E R”. Consider the 
function FE F, defined by 
F(X) = b(x) - $ (Mb + l)f(Uj*X - Dj) 
where 
j= 1 
CX~ [w”: Dj.X = s2j) 
are the essential hyperplanes of B(C) (all distinct), each normal vector Vj E R” points 
away from the interior of C and SZjf IR, 1 < j < Jc. Then, almost everywhere, 
l g(x) > 0 ifxES\T and 
l g(x) < 0 if x$SuT. 
Hence, S is realisable in R” up to T. 
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