ABSTRACT Twitter is a very active social network with hundreds of millions of users. This huge number of users makes it a very important market, where companies need to participate in order to improve their business opportunities. In order to analyze data and promote contents many studies apply natural language approaches, which require libraries that are only available for widely spoken languages. However, it is not easy to adapt the results obtained to different products and contexts, since each culture has specific features that make them unique. For these reasons, a language-independent way to train systems to detect the main features required to write successful tweets in different contexts would be useful. In this paper, we propose five definitions for successful tweets. Once we have identified successful tweets with respect to these definitions we apply machine learning to build predictive models and extract those features that characterize them, so we can present a recipe for writing successful tweets following the most appropriate definition in each case. We have applied this approach to a data set of tweets obtained during the political events in Catalonia in October, 2017. Although the results are not completely satisfactory, we have been able to build good predictive models for one of the success definitions and extract from them some candidate features that make a successful tweet. Moreover, we identify the main problems with the rest of the definitions and discuss some improvements, so future research lines can take them into account.
I. INTRODUCTION
Twitter is a social network with more than 330 million users [1] . Given this volume of users, most companies have their own Twitter profiles for publicizing their products. In this sense, they want their advertisements to be successful, so predicting the features required to write this kind of tweets is key for their economic interests.
However, it is not easy to identify successful tweets, because they depend of many factors. First, because different products have different targets; think for example of a company selling life insurances and another one selling fast food. Probably the first one will try to reach people that is older or more conservative, while the second one should prepare offers when important sport events take place, so people can just order food and watch the event.
This problem could be solved by defining how many categories we want to analyze and then training the appropriate machine learning models for them. This approach usually takes into account both direct information from the tweet (size, number of followers of the user, whether it contains media files, etc.) and indirect information (sentiment analysis) to generate the model. This indirect information is obtained by using libraries for processing natural language (see e.g. [2] ), which are available mainly for English but have also support for other widespread languages such as Chinese and Spanish.
We consider this approach might produce good results but excludes too many people, so it is worth working in a language-independent tool, even if it might produce worse results than previous approaches where natural processing software is already applied.
In this paper we present our experience designing this kind of approach. We have studied how successful tweets are in a political context. We choose such a scenario because many tweets were being generated and because we do not depend of unknown information, as it might happen with commercial campaigns (where we do not have access to the number of products sold or to the improvement with respect to previous campaigns). We have proposed five definitions to measure success and then we have trained machine learning models to extract the main features making them successful. Additionally, we have compared the obtained language-independent predictive models to content-based baselines that only use the n-grams extracted from the tweet text. The analysis we have performed thus far do not clearly identify successful tweets for all our notions of success; for this reason, in this paper we also discuss the problems found and possible ways to solve them, so other researchers can benefit from the experience. The system devoted to acquire and process has been developed using standard big data technologies (Apache Spark from Python for processing, MongoDB and Neo4J for data persistence), so it can easily scale to a cluster or can be deployed to the cloud.
The rest of the paper is organized as follows: Section II discusses the related work. Section III presents our definitions, while Section IV describes the context and content of the data used to evaluate these definitions. Section V presents the obtained models and the relevant features that can be extracted from them, and Section VI argues why these results were obtained and the possible flaws in the definitions and the dataset. Finally, Section VII concludes and presents some topics of future work. The code for the analysis, the dataset, and the 10 tweets with the highest value for each success notion are available at https:// github.com/ariesco/tweetSuccess.
II. RELATED WORK
Many works have been devoted to analyze what makes web contents popular. The survey [3] indicates that the formula is still unknown but some features have been identified, which in the Twitter case is in general identified with being retweeted. In particular, the authors indicate that media content is the feature more consistently found in popular tweets. Besides media content, the paper lists as relevant: (i) the creator is a well-known personality in the field, (ii) the text refers to hot or controversial topics, (iii) the text refers to famous locations or events, (iv) it triggers emotions, and (v) it interacts with other networks (e.g. a video popular in Twitter will increase YouTube visits as well). We can approximate some of these features from our dataset; for example, for (i) we will consider that verified accounts correspond to well-known personalities and we limit (iii) by studying a particular event. However, the rest of features would require an analysis that takes us out of our language-independent goal.
Something similar happens Jenders [4] predict whether a tweet will be retweeted combining information directly available from the tweet (number of followers, tweet length, hashtags, and mentions) and sentiment analysis. Hong [5] investigate the problem of predicting the popularity of messages measured by the number of future retweets. They perform classification on different groups depending on the number of retweets a tweet generates and use several features like the text of the tweet, the graph structural properties of users, the temporal dynamics of retweet chains, and other meta-information of users. The main results are that the graph connections of the user and the information about previous retweets have a great impact on the classification task, features that we will not consider in our approach.
The work in [6] also focuses on retweets and adds, in addition to the concrete features of the tweet, a new component for predicting how many retweets will obtain a tweet: the number of retweets after posting it. Although the method provides good results, the technique is not appropriate for us, because we want to extract those features that will ensure, before publishing, the success of a tweet.
In our language-independent approach we do not use sentiment analysis to extract features because, according to the results in [7] , large sets of data manually annotated are required to obtain the best possible models for sentiment analysis. However, new lines of research are obtaining good results and are worth considering. First, we find approaches as the one followed by tools like SentiSAIL [8] , [9] , which builds large lexicons in a semi-automatic way, using automatic translation followed by reviews by experts. Similarly, the work in [10] also uses automatic translation to obtain large lexicons from databases for well-established languages.
An important research line in this direction is described in [11] . There, the authors present how to use neural networks, refining the work for text-classification in [12] and [13] to perform sentiment analysis of tweets independently of the language. In particular, they use neural networks to infer the sentiment of tweets in a language-independent way, working at character level and supporting four different languages. A similar approach is followed in [14] for inferring semantic information from texts using character-level convolutions. It would be interesting to combine this approach with ours, so we would be able to use the sentiment in our models. However, this integration would face some difficulties due to the underlying technologies because there is no official implementation of convolutional neural networks in Spark.
Finally, there are more general approaches to predict the evolution of popularity in user generated content like the one in [15] , tested on videos (YouTube and Vimeo) and news (Digg). The authors categorize the behavior of content over time to detect patterns of popularity growth, and then predict the future popularity based on the actual popularity growth and the detected patterns. The only features used are the number of hits over time and its change. Therefore, it is a content agnostic approach that can be applied to different applications, but it is based on the previous popularity growth and cannot be used to detect what makes a tweet successful.
III. PROPOSED DEFINITIONS
In this section we present the success definitions we have proposed and evaluated with the dataset described in the VOLUME 6, 2018 next section. As we sketched in the introduction, they are:
• Language-independent, because we want to avoid natural language processing libraries, that are only available for some languages.
• Moderately easy to compute, so it is possible to compute them for huge datasets. In the rest of the article, the variables RT t , QT t , and RP t stand for retweets, quotes, and replies, respectively, of a tweet t. When we refer to interactions we mean any of these values. The information about the 10 most successful tweets for each definition is available at http://maude.sip. ucm.es/~adrian/experience.zip.
A. USER EFFICIENCY
A first approach for measuring success emerges from a natural observation: it is more successful a tweet that gets 100 interactions from a user with 10 followers than a tweet with 1000 interactions from a user with 100000 followers. Hence, a simple definition of success would be ''the ratio between interactions and followers.'' Note that this definition tries to take into account the ''million follower'' fallacy [16] , so tweets posted by users with many followers need to get many interactions to become successful.
The formula for computing the user efficiency (UE) of a tweet t is
where Followers t is the number of followers of the user that wrote t and α rt , α qt , and α rp are the weights assigned to retweets, quotes, and replies, respectively. In our case α rt = α qt = 1 and α rp = 0.5. We choose these values because both retweets and quotes let other users interact with the original tweet, while replies might ''hide'' it. The tweet with the highest value for this definition has the following text: ''#CatalanRederendum otro votante del NO acosado y violentado por los de Si https://t.co/PKpL0h7bSR'' 1 This tweet had a UE value of 171.9, which indicates that the tweet receives approximately 172 times more interactions than expected given only the number of followers. As first approach, we could consider this definition is good if we are interested on considering tweets with a low number of interactions (in absolute terms).
Note, however, that it might be unfair to use a value related to the user (the number of followers) to measure the success of a particular tweet. The next definition tries to solve this problem.
B. POTENTIAL
The potential measures how many people have access to the tweet beyond the followers of the user, which we want to discard from the equation. Hence, the potential takes into account (i) only information related to the interactions of the current tweet and (ii) second-level information, that is, the number of followers of those users that have interacted with the tweet. In plain language, we would say that the potential is ''the number of users that could see the tweet.'' Following these ideas, the potential (P) of a tweet t is given by the formula: 
Followers id
where Followers id is the number of followers of the user id and α x have the same meaning and take the same values explained for the user efficiency.
The tweet with the highest value was written by Cristiano Ronaldo, a football player that classified with the Portugal national team for the FIFA World Cup 2018. Although the tweet was not related a priori with the subject of study, another user quoted it to try to reach a larger audience, hence introducing the original tweet into the dataset. Its value for P is 61085983 but, since it is unrelated to the topic, the rest of values are very low, because only tweets in the dataset will be considered. The tweet with the second highest value was written by the CNN and is related to the subject:
''Catalonia's leader declares region has ''earned the right'' to independence from Spain but delays split to allow talks https://t.co/7at6O9ddHX https://t.co/ F9sO8b7Nnl''
In this case the value for P is 52929091, which means that almost 53 million people (including possibly some repeated users) had access to the tweet. As we can notice, this definition is good for the visibility of the tweet, but it does not provide information about how many users were really aware of the message.
C. ABSOLUTE EFFICIENCY
The absolute efficiency (AE) mimics the user efficiency and is defined as ''the ratio between interactions and the potential.'' In this way we measure the impact of a tweet with respect to a fairer approximation of the potential users that have access to it. Hence, the formula for computing AE for a tweet t is:
where α x have the same meaning and take the same values presented for the user efficiency.
The highest AE value is 167.5, obtained by the same tweet that had the maximum UE value. In this case its P value was 115, much lower than the ones we saw in the previous definition. Likewise, the AE value for the CNN tweet we showed above is 0.00002. As discussed above, this measure gives us high values even if the number of interactions is relatively small, assuming the number of potential readers is also small. 
D. RAW DEBATE
We can argue that ''success'' for an advertising campaign is getting millions of interactions, independently of the followers of the account. In this case, it is worth considering the interactions as a tree built as follows:
• The root is the tweet being analyzed.
• Given a tweet t interacting with another tweet t that is already part of the tree, we add (i) t as a new node of the tree and (ii) a labeled edge t x − → t , where x can be either rt, qt, or rp, standing for retweets, quotes, and replies, respectively. We call this tree the interaction tree and use notation IT t to refer to the interaction tree rooted by a tweet t. We show an example of interaction tree in Figure 1 , where the original tweet (A) has been retweeted once (C) and replied once (B). In turn, B has been quoted twice (D and E) and retweeted once (F).
Using the ideas above, the raw debate (RD) generated by a tweet t is
RD(t) ≡ edges(IT t )
where edges returns the number of edges in the tree. For example, in the case of the tree in Figure 1 , we have RD(A) = 5. In natural language we would define it as ''all the interactions generated by a tweet.''
The highest value in this case is 11225. The tweet was written by Albano-Dante Fachin, a Catalan politician who was General Secretary of the ''Podemos-Catalonia'' party at that time. The tweet has the following text:
''Es MUY TRISTE, pero lo que hoy estamos oyendo en el Congreso es un mensaje claro: quieren a Catalunya rendida,callada. Humillada. PP+PSOE+Cs'' 2 We cannot present the tree corresponding to the tree due to its size, but it is worth mentioning that most of the nodes are direct children of the tweet, as we discuss in Section VI. In this case we obtain results that are closer to potential commercial uses, because those tweets that do not have many interactions, even if the potential readers are only a few, cannot obtain better values than tweets with a lot of interactions.
Although we have improved the notion of success from the commercial point of view, it still has an important drawback: a tweet located in an inner node can never be more successful than its ancestors. This idea is not very natural, because we would expect a quote with millions of interactions to be more successful than its father if it only had dozens of interactions. The faded debate definition below tries to solve this problem.
E. FADED DEBATE
The faded debate explicitly takes into account that distant interactions (that is, separated by many edges in the interaction tree) should not add to the final value as much as close ones. In this sense, the interaction relation ''fades'' with the distance. Moreover, as we did with the first three definitions, we also take into account that some interactions might be more relevant than others (in particular, retweets and quote keep the original message while replies do not), so it makes sense to assign different weights to different edges. In natural language, we want to ''take into account all the interactions generated by a tweet, prioritizing those closer to this tweet.''
The formula to compute the faded debate (FD) of a tweet t is defined as
where the α x have the same meaning and value as the ones for user efficiency and we divide by half the value of the tweets in each level.
In the tree in Figure 1 we would have FD(B) = 3, while
Note that in this case the value for A is smaller than the one computed for RD, because most of the interactions do not depend directly on A but on B.
The highest value for FD is 10852 and corresponds to the same tweet as RD. As noted above, this is probably due to the fact that most of the children correspond to the first level, hence making both definitions similar in our dataset. We discuss this issue in more detail in Section VI.
IV. THE DATASET
Apart from stating the different definitions for a tweet success, we want to evaluate how they work in a real set of tweets. In order to obtain a considerable number of tweets, we focused on a very controversial topic: the independence attempt of Catalonia from Spain in October 2017. 
A. TWEET OBTAINING AND SUCCESS COMPUTING
We use the Twitter API to obtain tweets containing the keywords ''Catalunya'', ''Cataluña'', and ''Catalonia'' on October 10th and 11th. These dates were particularly relevant because on October 10th the president of the region of Catalonia declared the independence but immediately suspended it temporarily in order to find some mediation and avoid the intervention from the Spanish Government. Those days were distressful both for the political parties and the Spanish society, which generates a great number of confronted messages in Twitter. The obtained set contains 400000 tweets where about 100000 were original messages, replies or quotes; and 300000 were retweets. The set of 100000 messages contains about 60% of Spanish tweets, 22% of English tweets, and 15% of tweets with an undefined language, which are mainly messages written in Catalan (the official language of Catalonia). There is also a marginal 3% of tweets in other languages: French, Portuguese, Italian, German, etc.
The obtained dataset was processed to compute the success of every original tweet, reply, and quote message using the 5 definitions proposed in Section III. We want to remark that the computation of the values associated to the definitions UE, P, and AE of a tweet is very fast, as it involves information easily obtainable, whereas the values for RD and FD are more complex because they require to rebuild the interaction trees from the dataset. In our case we used a system with Apache Spark for processing, and MongoDB and Neo4J for data storage. The latter database was used to store the interaction trees as graphs and perform efficient queries on them thanks to its graph data model. The total processing time was about 4 hours in a standard laptop with a Quad Core Intel i7 processor at 3.4 GHz and 16 GB of memory.
B. A FIRST ANALYSIS OF THE DATASET
The final goal of this paper is using machine learning techniques to obtain models that can be used to detect successful tweets and try to extract from them what features have more impact on a tweet success. That will be addressed in Section V, but we first perform an analy- sis of the dataset to discover its shape and extract general information.
First, we compute measures of central tendency and dispersion of the five success definitions. The results can be found in Table 1 , that shows the mean value, the standard deviation (std), the minimum and maximum value as well as the quartiles Q1, Q2, and Q3. It is easy to detect that in every definition the values are highly skewed toward 0, meaning that the vast majority of the 100000 tweets are not successful w.r.t. any of the definitions. This fact is also shown graphically in Figure 2 , that contains a box plot for every success definition. Each graph shows a box between Q1 and Q3 with a line to mark the mean value. The whiskers of the graph ranges from Q1 to (Q1 − 1.5 × IQR) 3 and from Q3 to (Q3 + 1.5 × IQR), and outliers outside the whiskers are represented as circles. Since the success notions for the dataset are highly skewed, the IQR is very small (in some extreme cases like UE and AE the IQR is 0) and therefore there are many outliers, which represents the success tweets and hide the rest of the box plot.
From Table 1 we can also detect that UE and AE take a similar range of values (from 0 to 170), as well as RD and FD, which take values from 0 to 11,000 approximately. On the other hand, P takes higher values, from 0 to 61,085,983. This range is not surprising, since P measures the potential of a tweet, i.e., an upper bound on the number of people that can receive the message, a reply or a quote. In our dataset we have some messages from BBC News World (@BBCWorld), with 23000000 followers, which can easily be retweeted or replied by those followers to reach that number. Moreover, P is the only one where Q1 and Q2 take values different from 0. Nevertheless, in all the definitions, the mean value is higher than the 75% of the values, another symptom of the skew of the value for the definitions in the dataset.
Finally, we have also computed the correlation matrix between the definitions. The results, included in Table 2 , show that P is not correlated to any of the other four notions of success. On the other hand, RD and FD are highly correlated, with coefficient 0.99. This fact is explained because the interaction trees built from the dataset are not very deep, with the vast majority of the original messages having only a few interactions in the dataset. A feasible explanation for this situation is that we obtain the tweets listening to the Twitter API only for certain keywords. Some replies and quotes will not contain the keywords occurring in the original message, so they will be missed by our listening program. This can have a great impact on the built interaction tree, as losing an inner node will miss a complete subtree of the tree. With small interaction trees, as we have in our dataset, RD and FD produce very similar values. Regarding UE and AE, the correlation is also high, with coefficient 0.85. As both definitions take into account the number of direct interactions per follower (UE) or per potential readers (AE), this suggests that the number of followers and the number of potential readers are correlated values.
V. GENERATION OF MACHINE LEARNING MODELS
In this section we address the generation and evaluation of the regression and classification models to compute tweet success. Before that, we show how to deal with the highly skewed dataset, which can difficult the models generation, and we select the features used to train the models.
A. HANDLING THE IMBALANCED DATASET
As shown in the previous section, the dataset of tweets is very skewed towards unsuccessful messages for every success definition. As noted in [17] and [18] this imbalance can have a negative effect on the quality of the model obtained using machine learning because the majority class (in our case the unsuccessful tweets) can overwhelm the minority class (the successful tweets). In order to solve this issue, we will use a resampling technique known as under-sampling [18] or one-sided selection [17] . We have established a threshold on every success notion to divide successful and unsuccessful tweets. These thresholds have been selected trying to maximize the number of successful tweets as well as making a clear boundary. Concretely, the selected thresholds are UE = 0.2, P = 2000000, AE = 0.1, RD = 100, and FD = 100. Using these thresholds, we separate a subset of successful tweets of 500-1,000 tweets per definition. Then, we undersample the rest of (unsuccessful) tweets to randomly take the same number of tweets. Therefore, for each definition we generate a much smaller but perfectly balanced set of tweets that will be used to train the models.
In order to generate classification models, we first need to label every tweet with a success class for every definition of success. Instead of assigning a binary class successful/unsuccessful, we have assigned 3 different class values to the tweets. Concretely, we have divided the balanced set of tweets for every success definition into 3 fragments: low success (those tweets with success lower than the threshold, i.e., the unsuccessful tweets), medium success (the half of the successful tweets with smaller success value), and high success (the half of the successful tweets with higher success value). In this case the distribution of tweets is 50% of low success, 25% of medium success and 25% of high success. They are not perfectly balanced, but every class has a sufficient number of elements to be significant.
B. FEATURE SELECTION AND EXTRACTION
Once we have a smaller but balanced dataset, the next step is to select which features will be used to train the models. We want to develop a language-independent approach, therefore we will ignore the syntax or semantics of the tweet text (e.g., sentiment analysis or entity recognition) and will extract only basic features from the text. In our case this is particularly important, as our dataset contains about a 15% of tweets in Catalan, a language spoken only by 4 million people [19] for which there are not parsers or other analysis algorithms. 4 Each tweet, as obtained by the Twitter API, contains a vast amount of information [20] , including the complete information of the tweet author. For our models we have selected a set of 32 language-independent features to characterize every tweet. These features take natural numbers as values:
• QT: a flag indicating whether the message is a quote to another message (1) or not (0).
• RP: a flag indicating whether the message is a reply to another message (1) or not (0).
• Characters: number of symbols in the message. In our dataset these symbols correspond to the Latin alphabet, but the notion could be adapted to other characters like Chinese, Russian, or Thai.
• Followers: number of followers that the author of the tweet had at the moment of sending the message.
• Hashtags: number of hashtags included in the tweet. • Hour: hour of the day (0-23) when the tweet was sent. This feature will be extended to 23 binary features, as we explain later.
• Media: number of multimedia resources included in the tweet.
• Mentions: number of mentions to other users included in the tweet.
• Terms: number of words, i.e., consecutive sequences of characters, included in the tweet text.
• Verified: a flag indicating whether the author has a verified Twitter account (1) or not (0). We have decided not to include any location information as a feature because, as we have checked in our dataset, only a very small portion of the tweets contained that information.
Before training the regression and classification models, we perform a first approach to determine what characterizes a successful tweet with every definition. For that, we considered the subset of successful tweets obtained in Section V-A and computed its centroids. The centroid is the average tweet of the subset, so it can be viewed as the representative message. Table 3 contains the centroids for every definition (µ), as well as the standard deviation (σ ) of each feature. One interesting point of our dataset is that, for every feature, the representative tweet was sent in the afternoon (average about 2PM with a standard deviation of 4-5 hours). Similarly, the mean tweet has a length of about 110 characters, with a standard deviation of 40; except in the case of P, where the mean tweet has shorter text (average of 90 characters with a standard deviation of 27). We want to remark that the mean tweet according to P has a higher number of followers (5.7 · 10 6 ) than the others success notions, and comes mainly from verified authors (average of 0.96 with standard deviation of 0.2). Since P measures the upper bound on the number of users that can receive a message, it is not surprising that fact: verified users have more followers, and some of those followers are also verified users, so the potential number of reached users increases. On the other hand, successful tweets according to UE and AE are not from verified users, whereas this feature is very balanced in RD and FD. As a final comment about centroids, we detect that UE and AE are very similar, as well as RD and DF, both in the mean values and its standard deviations.
C. MODEL GENERATION AND EVALUATION
Finally, we generate the regression and classification models using machine learning algorithms, evaluate the quality of the models, and compare them to content-based baseline models. We have applied the hold-out method to divide each balanced subset generated in Section V-A into two: a training set with 70% of the tweets, and a test set with the remaining 30%. This division was done in a stratified way, preserving the ratio 50/50 of successful and unsuccessful tweets on each set for regression and 50/25/25 for classification. As a final adaptation of the datasets, before computing the models we decided to split the hour feature into binary features. Using directly the hour as a single categorical feature will imply that a message sent at 23:45 (value 23) and other sent at 00:15 (value 0) were very far, but they were sent with a difference of only 30 minutes. Therefore, we have applied one-hot encoding (also known as dummy variables) to represent the time information as 23 independent features 5 to avoid this issue.
Regarding regression, for each training set and each success notion, we build a model using 3 different techniques available in the Apache SparkML library: Random Forests regression (RFR), Gradient-boosted tree regression (GBTR), and Linear regression (LR). These techniques accept several hyperparameters that direct the model construction. Since the training sets are small, we have applied 10-fold cross validation for hyperparameter tuning in order to make use of all the training tweets. As content-based baseline model to assess the quality of the obtained models we will consider the result of applying linear regression to the 1-grams, 2-grams, and 3-grams obtained from the text. This baseline takes into account only the text of the tweet, therefore ignoring the language-independent features considered in Section V-B. In order to obtain meaningful n-grams we have removed Spanish and English stopping words and other unwanted information as punctuation before tokenizing the messages text, as proposed in [21] . For every success definition we have computed the baseline model using 1-grams, 2-grams, and 3-grams, and we have selected the one with lower mean absolute error. In this case, 2-grams obtain better models for every success definition.
Once obtained the best regression models using 10-fold cross validation with the training sets and the baseline, we have evaluated them 6 against the test set using 4 standard metrics: mean squared error (MSE), root mean squared error (RMSE), Coefficient of Determination (R 2 ), and Mean Absolute Error (MAE). Table 4 contains the 4 quality metrics for the models generated using the 3 techniques for every success notion, as well as the baseline model. Regarding R 2 , the models obtained for UE, AE, and RD take negative values, meaning that they behave worse than the constant regression model that always returns the mean value. Although the MAE or RMSE values are small compared to the range of each metric, the R 2 values indicate that these models are not useful as they cannot extract any information from the features to compute the success value. The models for FD obtain positive but very small values for R 2 (0.1 for RFR, 0.01 for GBTR and 0.05 for LR). These models are only slightly better than the constant mean model, so they are not very useful either. Notice that in this case the MAE and the RMSE values are less than the 10% of the range of that metric (between 250 and 800, compared to the complete range of values from 0 to 10852). Finally, the model for P obtain the best values of R 2 : 0.78 for RFR, 0.79 for GBTR and 0.95 for LR. As the best value that R 2 can take is 1, this indicates that those models are pretty good. The values for MAE (between 463000 and 806300) seem very high, but they represent less than the 1.5% of the maximum value of P. Similarly, the values for RMSE are less than 5% of the maximum value of P.
When compared to the baselines, we conclude that the obtained regression models show a better behavior for all the success definitions. In terms of mean squared error and root mean squared error the regression models have lower values except in the case of FD. Regarding mean absolute error, the regression models obtain similar values to the baseline for every definition, with the remarkable exception of Potential. The R 2 values of the baselines are negative for every success definition, indicating its weakness as predictive models. However, in the case of P the language-independent regression models clearly outperform the text-based baseline: they have positive R 2 values close to 1, whereas the baseline has a value of −0.08; and the error values of the models are much lower (usually an order of magnitude) than the baseline.
Regarding classification, we build a model for each training set and each success notion using 3 different techniques available in the Apache SparkML library: Random Forest classifier, Logistic regression, and Naive Bayes. As in regression, these techniques accept several hyperparameters that direct the model construction, so we have applied 10-fold cross validation for hyperparameter tuning in order to make use of all the training tweets. To assess the quality of the generated models we have created a content-based baseline model using Naive Bayes that considers only the 1-grams, 2-grams, or 3-grams obtained from the text of the tweet. As they ignore the language-independent features considered in Section V-B, it is a promising way to assess the impact of non-textual features in classification. As explained before, we have removed Spanish and English stopping words and punctuation, as proposed in [21] . Additionally, we have applied the TF-IDF technique [22] because it generated better baseline models. Then, for every success definition we have computed the baseline model using Naive Bayes with 1-grams, 2-grams, and 3-grams, and we have selected the one with higher accuracy (ratio of tweets correctly classified). In this case, 3-grams obtain better models for UE, AE, and FD; 2-grams for RD, and 1-grams obtain the best baseline for P.
Once obtained the best classification models using 10-fold cross validation with the training sets and the baselines, VOLUME 6, 2018 we have evaluated them 7 against the test set using 3 standard metrics: accuracy, F-measure, 8 and the confusion matrix. Table 5 contains the evaluation of the models and baselines for every success notion. The models obtained using Random Forest are the best ones considering accuracy (ranging from 0.61 for AE to 0.93 for P), F-measure (ranging from 0.58 for AE to 0.93 for P), and the confusion matrix. On the other hand, the models using Logistic Regression and Naive Bayes have a similar quality, except in the case of UE and AE where Naive Bayes shows a very poor performance. For the definitions UE, AE, RD, and FD, the best model (Random Forest) obtains an accuracy of about 2/3, meaning that they predict the correct class the 66% of the times. However, according to the confusion matrix for UE and AE, they tend to classify medium (M) or high (H) success tweets as low success (L) tweets. For definitions RD and FD, the Random Forest models show a less biased behavior by correctly detecting tweets on every class, therefore obtaining a higher F-measure value. We cannot conclude that the obtained predictive models for UE, AE, RD, and FD are of high quality, but they can be used to have a first approximation of the future success of a tweet. Like regression, the classification models for P are, by far, the best ones. Concretely for Random Forest, the model has an accuracy and F-measure of 0.93. These good results are also shown in the confusion matrix, where only 4 low success tweets, 12 medium success tweets, and 18 high success tweets are incorrectly classified (of a total of 497 test tweets). In this case the model produces a very precise classification that can be used by users to select those messages that (in principle) will have a bigger impact.
When compared to the content-based baselines, we conclude that the models obtained using Random Forest and Logistic Regression are better for every success definition, and the models using Naive Bayes only for P, FD, and RD. Moreover, we observe that the baseline performs very poorly on every success definition with the exception of P. In these cases, the content-based model predicts almost every tweet as low success, therefore obtaining an accuracy of about 0.5 because the half of the test set are low success tweets. However, this bias is reflected in a very low value of F-measure (about 0.35) and in the confusion matrix, where the prediction columns of the medium and high success tweets are almost empty. This fact suggests that none of the 1-grams, 2-grams, or 3-grams are good indicators of the tweet success considering definitions UE, AE, RD, and FD. Therefore, the Naive Bayes classifier predicts the class with higher absolute probability, which in this case is low success (L) because the 50% of the training instances are in this class. From the previous results we conclude that a purely text-based classification model based on n-grams is not adequate for predicting a tweet success, and our language-independent approach produces better models.
D. DETECTING RELEVANT FEATURES
The best models we have obtained are for the success definition P, concretely using linear regression and a random forest classifier. Although the models behave like black boxes in Apache Spark, for linear regression we can extract the coefficients learned by the model in order to detect which features have a greater impact on the predicted success. Table 6 contains the coefficients and the intercept value generated by the linear regression model for P. It is important to note that the one-hot encoding transformation applied by Apache SparkML does not generate 24 values, one per hour, but it drops the last one and generates a vector of 23 values from hour_0 to hour_22. Concretely, the hour of a tweet written from 23:00 to 23:55 will be represented as the 23-dimensional zero vector.
As the table shows, a tweet starts with a low value of 962166.66 (the intercept), about 1.5% of the maximum success value of 6.12·10 7 . Considering the magnitude of the different features and the obtained coefficients, the most relevant feature is the number of followers of the user. Each follower increments the predicted value of P in only 0.98 units, but in our dataset the maximum number of followers a user can have is 6 · 10 7 , so that feature have a high impact on the final value. On a second place, other relevant features are the number of characters (increments 3126.35 units per character), the number of terms (increments 4149.99 units per term), and the number of hashtags (increments 9336.28 units per hashtag). If the user has a verified account, it adds 77391.82 to the success value. Regarding the hour of the tweet, writing from 0:00 to 0:59 seems the best time (it adds 1195748.87) and writing from 23:00 to 23:59 does not decrease the success. Submitting a tweet in the rest of hours decreases the success, as expressed by the negative coefficients. However, this relevance of the hour in the model contrasts with our dataset, as only 3 of the best 100 tweets according to P were written on the interval 23:00-00:59. Therefore, we cannot consider that time interval as a hint of popular tweets according to P.
Other interesting knowledge extracted from the coefficients of the model is that being a reply or a quote tweet also has a negative impact on the success. Finally, contrary to our intuition, including multimedia elements or mentions in a tweet also has a negative impact on its success. It is important to note that these relevant (and irrelevant) features must be considered only for the success notion of potential (P), and only restricted to our dataset of tweets about Catalonia.
VI. DISCUSSION
In this section we discuss some limitations of the proposed success definitions and our dataset, and we present some ways to improve the results, namely:
• The main problem we face is the incompleteness of the dataset. First, the free Twitter API does not ensure that all tweets containing the given keywords are downloaded. However, it is even more important to note that all those replies that do not contain the keywords are lost. In this way, these replies and all the interactions they may have cannot be used when computing the success of a tweet, possibly worsening the success values obtained using those definitions presented in Section III that are based on the interaction tree of a tweet like raw debate (RD) and faded debate (FD). This problem cannot be solved with more computation power or new success definitions; it is an economic issue that each user must decide how to deal with.
• The tweets in the dataset are ''static pictures'', so we lack information about what happened before and after publishing the tweet. It might be the case that one tweet greatly increased the number of followers of a user, which (i) could be used as a new success definition and (ii) could change the current success values. Note that, assuming we have enough computation power, we could download user information some time after downloading each tweet to see the effects, but the information before publication cannot be retrieved.
• The success definition of potential (P) might take into account the same user more than once. Since we are focusing on efficiency we simply take an overapproximation of the potential by adding the number of followers of all users that interacted with the tweet. To improve this definition, we would need to download the identifiers of all the followers of all users and then count the identifiers without repetitions. However, this solution poses new problems: first, as discussed in the previous point, the attributes of the users may change and hence we would need to download user information for each tweet and process them as new. Secondly, we might lack computation power to download thousands of tweets per minute and all the user information at the same time.
• The set of successful tweets is very small compared to the whole set. In this paper we have discussed how we have applied undersampling to palliate this problem. However, the dual technique called oversampling [23] could be used as well. In this case, the set of successful tweets would be replicated, introducing small variations in the tweets, until the set reaches the appropriate size. Alternatively, we could apply SMOTE [24] for classification or SMOTER [18] for regression, which combine undersampling of the frequent classes with oversampling of the minority class.
VII. CONCLUSIONS AND ONGOING WORK
In this paper we have presented five definitions to measure tweet success. We have used these notions to train machine learning models to identify successful tweets using both regression and classification, models that have been confronted to content-based baselines in order to determine their quality. From the best model we have obtained some hints about what features make a tweet successful. Our aim was to define a language-independent methodology for publishing tweets in different domains and cultures. However, we have faced some difficulties that prevented us from obtaining the expected results for some of the definitions: in particular, the set of successful tweets is very small compared to the rest of tweets and we cannot ensure that the complete set of tweets has been obtained, worsening some metrics. We discuss these problems so future research lines can take them into account.
As future work, we plan to use oversampling [23] , SMOTE [24] or SMOTER [18] as alternatives to undersampling for balancing the number of successful tweets with respect to the rest of them. Regarding the lack of tweets, we plan to define heuristics to estimate the number of replies a tweet can get (e.g. relating replies, quotes, and retweets). Based in these estimations we can re-compute the success values and train the machine learning models anew. Another line of future work is extracting features from the multimedia content of the tweets. In this paper we only count the number of multimedia elements included in the tweet, that according to the linear regression model has a negative impact on the success. We plan to follow some of the ideas in [25] and extract finer features from images: simple features (color pixel statistics, histogram), low-level computer vision features (texture, color patches, gradient), or event object detection. We believe that some of these features will have a positive impact in the tweet success in our dataset. We also want to study how the obtained models and relevant features are also applicable in other contexts. We believe they will not be valid for very different situations, but we are positive about its application in other datasets inside the Spain-Catalonia political context. Finally, we are interested in applying the tool proposed in [26] to analyze and detect some underlying interaction properties exposed in our Catalonia dataset, as they can expose new hints about a tweet success.
