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Abstract—We provide high probability finite sample complex-
ity guarantees for non-parametric structure learning of tree-
shaped graphical models whose nodes are discrete random
variables with either finite or countable alphabets, both in the
noiseless and noisy regimes. We study a fundamental quantity
called the (noisy) information threshold, which arises naturally
from the error analysis of the Chow-Liu algorithm and, as
we discuss, provides explicit necessary and sufficient conditions
on sample complexity, by effectively summarizing the difficulty
of the tree-structure learning problem. Specifically, we show
that finite sample complexity of the Chow-Liu algorithm for
ensuring exact structure recovery is inversely proportional to the
information threshold (provided it is positive), and scales almost
logarithmically relative to the number of nodes over a given
probability of failure, also matching relevant asymptotic results in
the literature. Conversely, in the noiseless case, we show that, for
arbitrarily small information thresholds, the structure recovery
task given any finite number of samples becomes impossible
for any algorithm whatsoever. Consequently, strict positivity of
the information threshold characterizes the feasibility of tree-
structure learning, in general terms. Lastly, as a consequence of
our analysis, we resolve the problem of tree structure learning
in the presence of non-identically distributed observation noise,
providing conditions for convergence of the Chow-Liu algorithm
under this setting, as well.
Index Terms—Tree-structured graphical models, Chow-Liu
algorithm, Information Threshold, Hidden Markov models
I. INTRODUCTION
GRAPHICAL models are a widely-used and powerful toolfor analyzing high-dimensional structured data [1], [2]. In
those models, variables are represented as nodes of a graph, the
edges of which indicate conditional dependencies among the
corresponding nodes. In this paper, we consider the problem of
learning acyclic undirected graphs or tree-structured Markov
Random Fields (MRFs). In particular, we study the well-known
Chow-Liu (CL) Algorithm [3], which, given a dataset of samples
drawn from a tree-structured distribution, returns an estimate
of the original tree. The importance of the CL algorithm stems
from its efficiency, its low computational complexity, and
also its optimality in terms of sample complexity (matching
information-theoretic limits) for a variety of statistical settings,
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e.g., such involving Gaussian data [4], binary data [5], as well
as for non-parametric models with discrete alphabets [6], [7].
Our contribution centers on a rigorous characterization
of a fundamental model-dependent statistic we which call
the information threshold (denoted as Io). We show that Io
quantifies not only the sample complexity of the CL algorithm
in particular, but also the complexity of the tree-structure
learning problem in general. Information thresholds have been
already appeared in fundamental prior work in the area (e.g.,
[6] and [8]). Precisely, in Tan et al. [8, Theorem 3.5], it is
shown that if the information threshold is strictly positive,
then the probability of incorrect structure recovery by the CL
algorithm decays exponentially with respect to the number of
samples, with the corresponding error exponent [7], [9] being
implicitly dependent on the information threshold. However,
no explicit connection exists between the sample complexity
of the CL algorithm (either finite or asymptotic) and the value
of the information threshold in the literature (e.g., in [6], [8]).
In fact, although it is true that the number of samples required
for successful recovery scales logarithmically with respect to
the number of nodes p (in the asymptotic sense), this sample
complexity can vary significantly for different distributions (for
fixed p), and fixed probability of failure δ.
The discussion above naturally raises the following basic
question: Is there any essential statistic (e.g., the information
threshold) that determines the sample complexity of the tree-
structure learning problem? Here, we show that, indeed, the
information threshold constitutes such a representative statistic;
in fact, it provides explicit necessary and sufficient conditions
on sample complexity, by effectively and completely summa-
rizing the difficulty of the tree-structure learning problem.
Specifically, we consider general tree-structured graphical
models with variables taking values in either finite or countable
sets. First, we study the noiseless case, in which all variables
corresponding to the nodes of the underlying tree structure are
perfectly observable. Our contributions are as follows.
• We provide finite sample complexity bounds for the CL
algorithm (Theorems 1 and 2), which depend on the un-
derlying tree-structured distribution through the information
threshold, the latter essentially acting as a summary statistic.
In particular, the sample complexity with respect to the
ratio p/δ scales almost logarithmically as O( log1+ζ(p/δ)),
for any ζ > 0, whereas, with respect to the associated
information threshold, the same complexity is of the the order
of O(1/(Io)2(1+ζ)), for any ζ > 0. Our finite sample com-
plexity bounds hold for arbitrary tree-structured distributions
(summarized through the information threshold) and extend
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2the sample complexity bounds previously developed by Tan
et al. [6], [7] (asymptotic) and Bresler and Karzand [5]
(finite), in a plausible non-parametric setting.
• We prove that, for any data-driven tree-structure estimator,
the associated worst-case probability of incorrect structure
recovery over all tree-structured MRFs with arbitrarily small
information threshold (i.e., as Io ↓ 0) is at least 1/2,
for any dataset of finite length (Theorem 3). This result
shows that Io is fundamental, in the sense that its strict
positivity characterizes the feasibility of the tree-structure
learning problem. In other words, our result implies that
no algorithm can successfully recover the underlying tree
structure uniformly in any set of tree-structured MRFs with
Io ↓ 0, from any finite number of samples. For such a
task ever to be successful (using any algorithm whatsoever),
either Io must be uniformly bounded away from 0 (within
a postulated model class), or further assumptions on the
family of tree-structured models considered are required.
Apart from the noiseless case, we also study the tree structure
learning problem in a noisy (partially observable) setting.
In many applications, the underlying physical or artificial
phenomenon may be well-modeled by a (tree-structured) MRF
but the data acquisition device or sensor may itself introduce
noise. We wish to understand how sensitive the performance
of an algorithm is to noisy inputs. There are two recent works
that study the impact of corrupted observations on both binary
and Gaussian models [10], [11]. Goel et al. [10] extend the
Interaction Screening Objective [12] for the case of Ising
models, while our prior work [11] analyzes the performance
of the CL algorithm for both noisy Ising and Gaussian models.
In particular, this work showed the consistency of the CL
algorithm under the assumption of independent and identically
distributed noise.
Based on this prior work, it is tempting to think that one can
successfully perform structure recovery by running the standard
CL algorithm directly on noisy data. This is common in practice,
because the distribution of the noise may be unknown. However,
even for simplest models with binary observations, the CL
algorithm with noisy input data may not be consistent (and
divergence is guaranteed) without considering a pre-processing
procedure. Figure 1 shows a simple binary-valued example of
a 3-variable tree with non-identically distributed noise; even
for this simple example, structure learning from raw data can
be infeasible. However, if we denoise the observations first (a
form of data pre-processing), CL will return the true structure
with high probability.
This simple example raises another natural question: Under
which circumstances (e.g., using some form of pre-processing)
can the CL algorithm be successful when used directly on
noisy data? We resolve this question by defining and analyzing
the properties of the noisy information threshold (as termed
herein, and denoted as Io†), which, as it turns out, characterizes
the finite sample complexity of the CL algorithm on hidden
tree-structured MRFs. Our contributions are as follows.
• We provide the first results on non-parametric hidden tree-
structure learning, where the distributions of the hidden and
observable layers are unknown and the mappings between
the hidden and observed variables are general. In fact, as
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Fig. 1. δ ≡ Pˆn
(
TCL† 6= T
)
for 3-node hidden structure whose Io† < 0
(non-identically distributed noise). "Weak" and "Strong" refer to correlations
between hidden variables: |E[X1X2]| < |E[X2X3]|.
with the noiseless case, we show that, as long as Io† > 0,
the sample complexity of the CL algorithm with respect to
p/δ scales as O( log1+ζ(p/δ)), for any ζ > 0; also, with
respect to the associated noisy information threshold, the
same sample complexity is of the order of O(1/(Io†)2(1+ζ)),
for any ζ > 0 (Theorem 4).
• Additionally, we show that, if Io† ≤ 0, then structure recovery
from raw data is not possible. Still, whenever Io† < 0, by
introducing suitable pre-processing on the noisy observations
and enforcing appropriate conditions on the hidden model
(Definition 4), we show that the CL algorithm can be made
convergent (with the aforementioned sample complexity).
Such conditions can be satisfied for a variety of interesting
observation models. Essentially, our results confirm that
the CL algorithm is an effective universal estimator for
tree-structure learning, on the basis of either noiseless or
noisy data. We lastly explicitly illustrate how our results
capture certain interesting scenarios involving generalized M -
ary erasure and symmetric channels (i.e., observation noise
models). Our framework extends and unifies recent results
proved earlier for the binary case [5], [11], by considering
non-identically distributed noise as well. Note that this latter
problem remains open for general graph structures; see e.g.,
[10, Section 6].
A. Related Work
Structure learning from node observations is a fundamental
and well-studied problem in the context of graphical models.
For general graph structures, the complexity of the problem
has been studied by Karger and Srebro [13]. Under the
assumption of bounded degree the problem becomes tractable,
leading to a large body of work in the last decade [12],
[14]–[19]. These approaches employ greedy algorithms, l1
regularization methods, or other optimization techniques. The
sample complexity of each approach is evaluated based on
information theoretic bounds [20]–[22].
3For acyclic graphs, the CL algorithm is computationally
efficient and it has been shown to be optimal in terms of
sample complexity with respect to the number of variables. The
error analysis and convergence rates for trees and forests were
studied by Tan et al. [4], [6], [7], Liu et al. [23] and Bresler
and Karzand [5]. In particular, for finite alphabets the number
of samples needed by the CL algorithm is logarithmic with
respect to the ratio p/δ for tree structures and polylogarithmic
in the case of forests: O( log1+ζ(p/δ)), for all ζ > 0 [7,
Theorem 5]). Comparatively, our results extend to countable
alphabets and noisy observations (hidden models). Our sample
complexity bounds are consistent with prior work: the order is
poly-logarithmic but remains arbitrarily close to logarithmic
(O( log1+ζ(p/δ)), for all ζ > 0). In the special case of Ising
models, hidden structures were recently considered by Goel
et al. [10] and our previous work [11], [24]. Goel et al. [10]
consider bounded degree graphs and require the noise model (or
an approximation of it) to be known with the noise i.i.d. on each
variable (see their Section 6). Our results apply more generally
to settings with non-identically distributed noise (Section V-C),
but are restricted to the tree structure model assumption. Our
prior work [11] solves the problem of hidden tree structure
learning for (binary) Ising models with (modulo-2) additive
noise, while in this paper we generalize prior sample complexity
bounds [11] to finite and countable alphabets, encompassing
non-parametric tree structures and general noise models.
B. Related Applications
Noise-corrupted structured data appear in various applica-
tions for major branches of science as physics, computer
science, biology and finance. The assumption of discrete
and (arbitrarily) large alphabets is suitable for many of
these scenarios. Our work is also motivated by a number
of emerging applications in machine learning: differential
privacy, distributed learning, and adversarial corruption. For
example in local differential privacy [25]–[30], one approach
perturbs each data sample at the time it is collected: our results
therefore characterize the increase in sample complexity for
successful structure recovery under a given privacy guarantee.
In distributed learning problems, communication constraints
require data to be quantized, resulting in quantization noise on
the samples (c.f. [31]). Finally, we might have an adversarial
attack on the training data: an adversary could corrupt the data-
set and make structure learning infeasible. As our example
shows, non-i.i.d. corruption can make the information threshold
negative, and the CL algorithm will fail without appropriate pre-
processing of the corrupted data. We continue by introducing
the notation that we use in our paper.
Notation. We denote vectors or tuples by using boldface
and we reserve calligraphic face for sets. For an integer M ,
let [M ] , {1, 2, . . .M}, and let [M ]2 ≡ [M ] × [M ] denote
the corresponding Cartesian product. For an odd natural p,
we denote the set of even naturals up to p − 1 as Ip−1 ,
{2, 4, . . . , p− 1}. The indicator function of a set A is denoted
as 1A. The cardinality of the set of nodes V is assumed to be
equal to p, |V| = p. The node variables of the tree are denoted
by X = (X1, X2, . . . , Xp). If X has a finite alphabet we write
X ∈ [M ]p, and X ∈ X p for countable size alphabets. The
probability mass function of X is denoted as p(·) and the joint
of the pair Xi, Xj as pi,j(·, ·), for any i, j ∈ V . T = (V, E)
is a tree (acyclic graph) with set of nodes and edges V and E
respectively. We denote the unique set of edges in the path of
two nodes u, u¯ ∈ V of T as pathT(u, u¯). The neighborhood
of a node ν ∈ V is denoted as NT(ν). pˆ(·) is the estimator
of a distribution p (·). The symbol X1:n denotes the dataset
of n i.i.d samples of X. The estimated mutual information of
a pair Xi, Xj is Iˆ (Xi;Xj) and the resulting tree structure of
the CL algorithm is denoted by TCL. The noisy observable is
denoted by Y and we use the symbol † to distinguish between
noiseless quantities and the corresponding noisy quantities, for
instance TCL† is the estimated tree from Y
1:n.
II. MODEL AND PROBLEM STATEMENT
First, we provide a complete description of our model
including definitions, properties, and assumptions on the
underlying distributions.
A. Tree-Structured and Hidden Tree-Structured Models
We consider graphical models over p nodes with variables
{X1, X2, . . . , Xp} ≡ X and finite or countable alphabet X p.
We assume that the distribution p(·) of X is given by a tree-
structured Markov Random Field, (MRF). Any distribution p(·)
which is Markov with respect to a tree T = (V, E) factorizes
as [1]
p(x) =
∏
i∈V
p (xi)
∏
(i,j)∈E
p(xi, xj)
p(xi)p(xj)
, x ∈ X ; (1)
we call such distributions p(·) tree-structured.
The noisy node variables Y = {Y1, Y2, . . . , Yp} are
generated by a randomized mapping (noisy channel) F :
X p → Yp. We restrict attention here to mappings that act
on each component (not necessarily independently): F(·) =
{F1(·), F2(·), . . . , Fp(·)} and each Fi(·) : X → Y so Yi =
Fi(Xi) for all i ∈ V . Let P (Yi = yi|Xi = xi) be the transition
kernel associated with the randomized mapping Fi(·), then the
distribution of the output is given by p†(yi) =
∑
xi∈X P(Yi =
yi|Xi = xi)p(xi) for yi ∈ Y . Note that while the distribution
of X is tree-structured, the distribution of Y does not factorize
according to any tree. In general the Markov random field
of Y is a complete graph, which makes learning the hidden
structure non-trivial [11], [32].
Given n i.i.d observations X1:n ∼ p(·), our goal is to
learn the underlying structure T. To do this, we use a plug-in
estimate of the mutual information I(Xi;Xj) between pairs of
variables. In similar fashion, when noise-corrupted observations
Y1:n are available, we aim to learn the hidden tree structure
T of X, by estimating the mutual information I(Yi;Yj)
between pairs of observable variables. Unfortunately, the plug-
in mutual information estimate Iˆ(Xi;Xj) may converge slowly
to I(Xi;Xj) in certain cases with countable alphabets [33,
Corollary 5], [34]. To avoid such ill-conditioned cases, we
make the following assumption.
4Assumption 1. For some c > 1 there exist c1, c2 > 0 such
that c1/kc ≤ pi(k) ≤ c2/kc, for k ∈ X , and c1/(k`)c ≤
pi,j(k, `) ≤ c2/(k`)c, for k, ` ∈ X 2 and for all i, j ∈ V . That
is, the tuple {c, c1, c2} satisfies the assumption for all marginal
and pairwise joint distributions.
Assumption 1 holds trivially for finite (fixed) alphabets,
where the constants c1 and c2 depend on the minimum
probability and the size of alphabet. The next assumption
guarantees there is a unique tree structure T with exactly p
nodes.
Assumption 2. T is connected; I(Xi;Xj) > 0 for all i, j ∈ V
and the distribution p(·) of X is not degenerate.
Assumption 2 guarantees convergence for the CL algorithm;
TCL → T. For a fixed tree T, we use the notation PT(c1, c2)
to denote the set of tree-structured distributions which satisfy
Assumption 1 and Assumption 2. In particular, we assume that
X ∼ p(·) ∈ PT(c1, c2). The set of all trees on p nodes is
denoted as T , and we call PT the set of all tree-structured
distributions that factorize according to (1) for some T ∈ T .
B. Chow-Liu Algorithm
We consider the classical version of the algorithm [3], due to
the non-parametric nature of our model. Given n i.i.d samples
of the node variables, we first find the estimates of the pairwise
joint distributions and then we evaluate the plug-in mutual
information estimates. Finally, a Maximum Spanning Tree
(MST) algorithm (for instance Kruskal’s or Prim’s algorithm)
returns the estimated tree. For the rest of the paper, we refer
to Algorithm 1 by explicitly mentioning the input data set; if
D = X1:n, then the input consist of noiseless data and we
consider Z ≡ X (see Algorithm 1), furthermore the estimated
structure Testimate is denoted by TCL. Equivalently, if D =
Y1:n, then the input consists of noisy data, Z ≡ Y, and the
estimated structure Testimate is named as TCL† . We compute T
CL
and TCL† by running the MST algorithm on the edge weights
{Iˆ(Xi;Xj) : i, j ∈ V} and {Iˆ(Yi;Yj) : i, j ∈ V} respectively.
Note that the estimates TCL and TCL† depend on the value
n, but for brevity, we write TCL → T and TCL† → T instead
of limn→∞TCL = T and limn→∞TCL† = T respectively. We
continue by analyzing the event of incorrect reconstruction
TCL 6= T (or TCL† 6= T), which yields a sufficient condition
for exact structure recovery.
Proposition 1. The estimated tree TCL 6= T if and only if
there exist two edges e ≡ (w, w¯) ∈ T and g ≡ (u, u¯) ∈ TCL
such that e /∈ TCL, g /∈ T and e ∈ pathT (u, u¯). Then also
g ∈ pathTCL (w, w¯).
Intuitively, exact recovery fails when there is at least one edge
in the original tree T which does not appears in the estimated
tree TCL. We refer the reader to the proof of Proposition 1 in
Bresler and Karzand [5, Section F, “Two trees lemma”, Lemma
F1]. For sake of space, we define the set EV2.
Definition 1 (Feasibility set EV2). Let e ≡ (w, w¯) ∈ ET
be an edge and u, u¯ ∈ VT be a pair of nodes such that
Algorithm 1 Chow-Liu (CL)
Require: Data set D = Z ∈ Z |V|×n
1: pˆi,j(`,m) =
1
n
∑n
k=1 1{Zi,k=`,Zj,k=m}, ∀i, j ∈ V
2: Iˆ(Zi;Zj) =
∑
`,m pˆi,j(`,m) log2
pˆi,j(`,m)
pˆi(`)pˆj(m)
3: Testimate ← MST
(
{Iˆ(Zi;Zj) : i, j ∈ V}
)
e ∈ pathT (u, u¯) and |pathT (u, u¯) | ≥ 2. The set of all such
tuples (e, u, u¯), is denoted as EV2,
EV2 , {e, u, u¯ ∈ ET × VT × VT :
e ∈ pathT(u, u¯) and |pathT (u, u¯) | ≥ 2}. (2)
For the rest of the paper the pair of nodes w, w¯ denotes
the edge e ≡ (w, w¯) ∈ ET. The error characterization of
CL algorithm is expressed as if TCL 6= T then there exists
((w, w¯), u, u¯) ∈ EV2 such that1
Iˆ (Xw;Xw¯) ≤ Iˆ (Xu;Xu¯) .
By negating the above statement, we get that if Iˆ (Xw;Xw¯) >
Iˆ (Xu;Xu¯) for all ((w, w¯), u, u¯) ∈ EV2 then
TCL = T. (3)
The latter yields the sufficient condition for accurate structure
estimation.
Sufficient condition for exact structure recovery: For exact
structure recovery we need Iˆ (Xw;Xw¯) > Iˆ (Xu;Xu¯) for all
((w, w¯), u, u¯) ∈ EV2, or equivalently
I (Xw;Xw¯)− I (Xu;Xu¯) > (4)
Iˆ (Xu;Xu¯)− I (Xu;Xu¯)− Iˆ (Xw;Xw¯) + I (Xw;Xw¯) .
The latter allows us to derive a sufficient condition based on
the error estimation of the mutual information.
Proposition 2. If∣∣∣Iˆ (X`;X¯`)− I (X`;X¯`)∣∣∣ <
1
2
min
(e,u,u¯)∈EV2
{I (Xw;Xw¯)− I (Xu;Xu¯)} , (5)
for all `, `′ ∈ V then TCL = T.
In fact (5) implies (4) and (4) implies TCL = T. Inequality
(5) shows that if the error of mutual information estimates is
less than a threshold statistic then exact structured recovery is
guaranteed.
C. Information Threshold and Properties
We now define a new quantity for tree structured distributions,
which we call the information threshold. As well will see
shortly, our sample complexity bounds for exact structure
recovery via the CL algorithm depend on the distribution
only through the information threshold, Io. We first define
1The event {Iˆ (Yw;Yw¯) = Iˆ (Xu;Xu¯)} has non zero probability for
certain cases, in this situation the MST arbitrarily chooses one of the edges
(w, w¯), (u, u¯). The choice of (u, u¯) yields the error event TCL 6= T .
5Io and then show how it affects the difficulty of the structure
estimation problem.
Definition 2 (Information Threshold (IT)). Let e ≡ (w, w¯) ∈
ET be an edge and u, u¯ ∈ VT be a pair of nodes such that
e ∈ pathT (u, u¯). The information threshold associated with
the model p(·) ∈ PT(c1, c2) is defined as
Io , 1
2
min
(e,u,u¯)∈EV2
(I (Xw;Xw¯)− I (Xu;Xu¯)) . (6)
The minimization in (6) is with respect to all tuples
(e, u, u¯) ∈ EV2, while the values I(Xi;Xj) > 0 are considered
fixed for all i, j ∈ V . Note that the definition in (6) comes
form the sufficient condition in (5), which implies that if∣∣∣Iˆ (X`;X¯`)− I (X`;X¯`)∣∣∣ < Io ∀`, `′ ∈ V, (7)
then T = TCL. The data processing inequality [9] shows that
Io ≥ 0. Also, Assumption 2 guarantees that Io > 0.
Proposition 3 (Positivity). If Assumption 2 holds then Io > 0.
Note that under the reasonable assumption that the values
of I(Xi, Xj) for (i, j) ∈ E are constant relative to p [7], Io
does not depend on p. The latter holds because of the locality
property of Io.
Proposition 4 (Locality). Assume that Assumption 2 holds.
Let (e∗, u∗, u¯∗) ∈ EV2 be a tuple such that
(e∗, u∗, u¯∗) = arg min
((w,w¯),u,u¯)∈EV2
I(Xw;Xw¯)− I(Xu;Xu¯), (8)
then u∗ ≡ w∗ or u∗ ≡ w˜∗ and u¯ ∈ NT(w) or u¯ ∈ NT(w¯).
We prove Propositions 3 and 4 in Section A, Appendix.
When the data are noisy, the gap between mutual informa-
tions that defines the information threshold will change. If
the errors of the mutual information estimates of the noisy
variables satisfy the condition∣∣∣Iˆ (Y`;Y¯`)− I (Y`;Y¯`)∣∣∣ <
1
2
min
(e,u,u¯)∈EV2
(
I (YwYw¯)− I (Yu;Yu¯)
)
, (9)
for all `, ¯`∈ V then TCL† = T, and (9) is derived similarly to
(5). The definition of the noisy information threshold naturally
results from the previous condition.
Definition 3 (Noisy IT). The noisy information threshold is
defined as
Io† ,
1
2
min
(e,u,u¯)∈EV2
(
I (Yw;Yw¯)− I (Yu;Yu¯)
)
. (10)
The minimization in (9) and (10) is with respect to the
feasible set EV2 of the hidden tree structure T of X. Note
that the distribution of Y does not factorize according to any
tree [32].
III. RECOVERING THE STRUCTURE FROM NOISELESS DATA
First, we develop a computable sample complexity bound
for exact noiseless structure learning with high probability. The
structure learning condition in (7), combined with results on
concentration of mutual information estimators [33], yields the
following result.
Theorem 1. Assume that X ∼ p(·) ∈ PT(c1, c2) for some
c ∈ (1, 2). Fix a number δ ∈ (0, 1). There exists a constant
C > 0, independent of δ such that, if the number of samples
of X satisfies the inequalities
n
log22 n
≥ 72 log
(
p
δ
)(
Io − Cn 1−cc )2 and Io > Cn 1−cc , (11)
then Algorithm 1 with input D = X1:n returns TCL = T with
probability at least 1− δ.
Before proceeding with the proof, we would like to provide
some remarks. First, the constant C depends on the values of
constants c, c1, c2 which are defined in Assumption 1. Specifi-
cally, C = 3c2
[
c
(1−c)/c
2 + c
−1 ∫∞
c1
u1/c−2 log (eu/c1) + 1/c1
]
.
The derivation of C has been given by Antos and Kontoyian-
nis [33, Theorem 7]. Additionally, note that n/ log2 n = Ω (n)
for any fixed  ∈ (0, 1). Therefore, the required number of
samples n with respect to p and δ and for fixed Io scale as
O( log1+ζ(p/δ)), for any choice of ζ > 0, whereas, for fixed p
and δ, the complexity is of the order of Io is O((Io)−2(1+ζ)),
for any ζ > 0. The proof of Theorem 1 now follows.
Proof of Theorem 1. To calculate the probability of the exact
structure recovery we use a concentration inequality quantifying
the rate of convergence of entropy estimators from Antos and
Kontoyiannis [33]. In particular, they show ([33, Corollary
1]) how the plug-in entropy estimator Hˆn (say) is distributed
around its mean E[Hˆn]: For every n ∈ N and  > 0,
P
[∣∣∣Hˆn − E[Hˆn]∣∣∣ > ] ≤ 2e−n2/2 log22 n. (12)
The plug-in entropy estimator is biased and, actually, H ≥
E[Hˆn]. Under their Assumption 1, in Theorem 7 [33] they
characterize the bias as follows. For c ∈ (1, 2) (which is the
case of interest in this proof),
H − E[Hˆn] = Θ
(
n
1−c
c
)
(13)
and for c ≥ 2,
Ω
(
n
1−c
c
)
= H − E[Hˆn] = O
(
n−1/2 log n
)
. (14)
Then, every  > Cn
1−c
c , it is true that
P
[∣∣∣Hˆn −H]∣∣∣ > ]
= P
[∣∣∣Hˆn − E[Hˆn] + E[Hˆn]−H]∣∣∣ > ]
≤ P
[∣∣∣Hˆn − E[Hˆn]∣∣∣+ ∣∣∣E[Hˆn]−H]∣∣∣ > ]
= P
[∣∣∣Hˆn − E[Hˆn]∣∣∣ > − ∣∣∣E[Hˆn]−H]∣∣∣]
≤ P
[∣∣∣Hˆn − E[Hˆn]∣∣∣ > − Cn 1−cc ]
≤ 2e−n
(
−Cn 1−cc
)2
/2 log22 n, (15)
6where the last inequality comes from (12) and (13). Notice
that for non-trivial bounds we need the condition  > Cn
1−c
c .
Further,  is free parameter and we choose  = Io/3, driven by
property (7). This requires than n has to be sufficiently large,
such that the following inequality holds
Io > 3Cn
1−c
c . (16)
Our goal is to find an upper on the probability of the event{∣∣Iˆ (X`;X¯`) − I (X`;X¯`) ∣∣ > Io}. By combining the above
and applying the property I(X;Y ) = H(X) + H(Y ) −
H(X,Y ) we have
P
[∣∣∣Iˆ (X`;X¯`)− I (X`;X¯`) ∣∣∣ > Io]
= P
[∣∣∣Hˆ(X`) + Hˆ(X¯`)− Hˆ(X`, X¯`)
−H(X`)−H(X¯`) +H(X`, X¯`)
∣∣∣ > Io]
≤ P
[∣∣∣Hˆ(X`)−H(X`)∣∣∣+ ∣∣∣Hˆ(X¯`)−H(X¯`)∣∣∣
+
∣∣∣H(X`, X¯`)− Hˆ(X`, X¯`)∣∣∣ > Io]
≤ P
[{∣∣∣Hˆ(X`)−H(X`)∣∣∣ > Io
3
}
⋃{∣∣∣Hˆ(X¯`)−H(X¯`)∣∣∣ > Io
3
}
⋃{∣∣∣H(X`, X¯`)− Hˆ(X`, X¯`)∣∣∣ > Io
3
}]
≤ 6e−n
(
Io
3 −Cn
1−c
c
)2
/2 log22 n, (17)
and the last inequality is a consequence of (15). To guarantee
that the condition in (7) holds, we apply the union bound on
the events
{∣∣Iˆ (X`;X¯`)− I (X`;X¯`) ∣∣ > Io}, for all `, ¯`∈ V .
Since there are
(
p
2
)
pairs we define
δ ,
(
p
2
)
6e−n
(
Io
3 −Cn
1−c
c
)2
/2 log22 n. (18)
To conclude, for some fixed δ ∈ (0, 1) if
n
log22 n
≥
2 log
(
6(p2)
δ
)
(
Io
3 − Cn
1−c
c
)2 and Io > 3Cn 1−cc , (19)
then the probability of exact recovery is at least 1−δ. The latter
combined with the inequalities 8 log (p/δ) > 2 log
(
6
(
p
2
)
/δ
)
,
p ≥ 3 completes the proof.
Theorem 1 characterizes the sample complexity for models
with either countable or finite alphabets. By restricting our
setting to finite alphabets, it follows that we may choose c = 2
in Theorem 1, and we have the following result. The proof is
virtually identical to that of Theorem 1, and is omitted.
Theorem 2. Assume that the random variable X has finite
support (|X | <∞) and X ∼ p(·) ∈ PT(c1, c2). Fix a number
δ ∈ (0, 1). There exists a constant C > 0, independent of δ such
that, if the number of samples of X satisfies the inequalities
n
log22 n
≥ 72 log
(
p
δ
)(
Io − C 1√
n
)2 and Io > C 1√n, (20)
Fig. 2. Construction of the set of tree-structured models for the proof of
Theorem 3. The structure of each model Mi, i ∈ Ip−1 differs with M0 in
one edge.
then Algorithm 1 with input D = X1:n returns TCL = T with
probability at least 1− δ.
Lastly, the corresponding variation of Theorem 1 when
Assumption 1 holds for c ≥ 2 (in the general case of countable
alphabets) may be found in Appendix A-C (Theorem 5).
IV. CONVERSE: INFORMATION THRESHOLD AS A
FUNDAMENTAL QUANTITY
In this section we provide the statement of the converse
of our main result Theorem 1. For some η > 0, we define
the class of all tree-structured models M ∈ PT with positive,
η-bounded information threshold as
CTη , {M : 0 < IoM ≤ η}. (21)
Theorem 1 shows that the structure estimation problem is hard
for the CL algorithm when Io → 0. Our next result shows that
this is also true for any other algorithm whatsoever.
Theorem 3. For any finite n < ∞, and for any estimator
Φ : X1:n → T , the worst-case probability of incorrect structure
recovery over all tree-structured models in CTη , as η ↓ 0, is at
least 1/2. In other words, it is true that
inf
Φ:X1:n→T
lim
η↓0
sup
M∈CTη
P
(
Φ(X1:nTM) 6= TM
) ≥ 1
2
. (22)
Proof of Theorem 3. We define a collection of (p + 1)/2
Markov models M0,M2,M4, . . . ,Mp−1 on p variables (p is
odd integer greater than 1), each taking values in a common
finite set X . The M0 model is Markov chain. For each even
i > 0, the structure of the Mi differs from the structure of M0 in
one edge, as illustrated in Figure 2. We denote the distributions
of each model Mi for i ≥ 0 by pMi(x), x ∈ X p. We denote
the sets of edges as EMi . Further the marginal distributions
p(·) are uniform for all the models and the node variables, and
the pair-wise marginals are denoted as pMi(xs, xt). Thus the
distribution of M0 is
pM0(x) =
∏
s∈V
p (xs)
∏
(s,t)∈EM0
pM0(xs, xt)
p(xs)p(xt)
, x ∈ X , (23)
and the distribution of Mi for i ∈ Ip−1 is
pMi(x) =
∏
s∈V
p (xs)
∏
(s,t)∈EMi
pMi(xs, xt)
p(xs)p(xt)
, x ∈ X . (24)
7Recall that Ip−1 ≡ {2, 4, . . . , p− 1}. In model M0, the pair-
wise marginal distributions pM0(xi, xi−1) coincide for all i ∈
Ip−1 and the marginal distributions pM0(xi+1, xi) coincide
for all i ∈ Ip−1, i.e.,
pM0(xi, xi−1) ≡ pM0(x2, x1), ∀i ∈ Ip−1 and (25)
pM0(xi+1, xi) ≡ pM0(x3, x2), ∀i ∈ Ip−1. (26)
Further, we may choose the distributions pM0(x3, x2) and
pM0(x2, x1) to satisfy
2
0 < IM0(X3;X2) < IM0(X2;X1). (27)
Note that pair-wise marginal distributions that satisfy (27) exist.
We construct the set of models Mi (i ∈ Ip−1) in terms of M0:
The pairwise marginals for the common parts coincide, i.e.,
pMi(xk+1, xk) = pM0(xk+1, xk), k ∈ [p− 1] \ i, (28)
whereas, for the distributions near the variable Xi, we set
pMi(xi+1, xi−1) = pM0(xi+1, xi−1). (29)
The construction described above exhibits a number of key
features, as follows. First, we show that
DKL(pM0(X),pMi(X))
= IM0(Xi+1;Xi)− IM0(Xi+1;Xi−1) (30)
= IM0(X3;X2)− IM0(X3;X1), (31)
for all i ∈ Ip−1. The right-hand side of (31) comes from (25)
and (26), and we find (30) by using (23), (24), (28), (29) and
the definition of the KL divergence as
DKL(pM0(X),pMi(X))
=
∑
x∈X
pM0(x) log
pM0(x)
pMi(x)
=
∑
x∈X
pM0(x) log
pM0(xi+1|xi)
pMi(xi+1|xi−1)
=
∑
xi−1,xi,xi+1
pM0(xi−1, xi, xi+1) log
pM0(xi+1|xi)
pMi(xi+1|xi−1)
=
∑
xi−1,xi,xi+1
pM0(xi−1, xi, xi+1) log
pM0(xi+1|xi)
pM0(xi+1|xi−1)
=
∑
xi,xi+1
pM0(xi, xi+1) log
pM0(xi+1, xi)
pM0(xi)
−
∑
xi−1,xi+1
pM0(xi−1, xi+1) log
pM0(xi+1, xi−1)
pM0(xi−1)
=
∑
xi,xi+1
pM0(xi+1, xi) log
pM0(xi+1, xi)
pM0(xi+1)pM0(xi)
−
∑
xi−1,xi+1
pM0(xi−1, xi+1) log
pM0(xi+1, xi−1)
pM0(xi+1)pM0(xi−1)
= I(Xi+1;Xi)− I(Xi+1;Xi−1). (32)
2For the rest of this section we denote by IM0 (· ; ·) the mutual information
with respect to the distribution of model M0.
We then combine (25), (26), (27), the locality of information
threshold (Proposition 4) and Definition 6 to show that
IoM0 =
1
2
(IM0(X3;X2)− IM0(X3;X1)) . (33)
The latter and (31) give that for all i ∈ Ip−1
DKL(pM0(X),pMi(X)) = 2I
o
M0 . (34)
Similarly we can find the information threshold of the models
Mi for i ≥ 2,
IoMi =
1
2
(IMi(Xi+1;Xi−1)− IMi(Xi+1;Xi))
=
1
2
(IMi(X3;X1)− IMi(X3;X2)) . (35)
Further, we show that
DKL (pMi(X)||pM0(X))
= 2IoMi +DKL (pMi(xi+1, xi)||pM0(xi+1, xi)) (36)
by direct evaluation, that is,
DKL(pMi(X)||pM0(X))−DKL(pMi(xi+1, xi)||pM0(xi+1, xi))
=
∑
xi−1,xi,xi+1
pMi(xi−1, xi, xi+1) log
pMi(xi−1, xi, xi+1)
pM0(xi−1, xi, xi+1)
−
∑
xi,xi+1
pMi(xi, xi+1) log
pMi(xi, xi+1)
pM0(xi, xi+1)
=
∑
xi−1,xi,xi+1
pMi(xi−1, xi, xi+1) log
pMi(xi+1|xi−1)
pM0(xi+1|xi)
−
∑
xi−1,xi,xi+1
pMi(xi−1, xi, xi+1) log
pMi(xi, xi+1)
pM0(xi, xi+1)
=
∑
xi−1,xi,xi+1
pMi(xi−1, xi, xi+1) log
pMi(xi+1, xi−1)
pM0(xi+1, xi)
−
∑
xi−1,xi,xi+1
pMi(xi−1, xi, xi+1) log
pMi(xi, xi+1)
pM0(xi, xi+1)
=
∑
xi−1,xi,xi+1
pMi(xi−1, xi, xi+1) log pMi(xi+1, xi−1)
−
∑
xi−1,xi,xi+1
pMi(xi−1, xi, xi+1) log pMi(xi, xi+1)
=
∑
xi−1,xi,xi+1
pMi(xi−1, xi, xi+1) log
pMi(xi+1, xi−1)
1
|X |
1
|X |
−
∑
xi−1,xi,xi+1
pMi(xi−1, xi, xi+1) log
pMi(xi, xi+1)
1
|X |
1
|X |
= 2IoMi . (37)
Next, note that for the collection of models in Figure 2, if
for model M0 it holds that Xi ⊥⊥ Xi+1, i ∈ Ip−1 or if there is
an injective mapping G(·) such that Xi−1 = G(Xi), i ∈ Ip−1,
then DKL(pMl0(X)||pMli(X)) = 0. We denote the two cases
by (A1) and (A2):
(A1) pM0(xi, xi+1) = pM0(xi)pM0(xi+1), ∀i ∈ Ip−1.
(A2) pM0(xi−1, xi) = pM0(xi)× 1xi−1=G(xi), ∀i ∈ Ip−1.
We study the marginal case of (A1) by considering a sequence
of models M`0 distributions p
`
M0
(xi, xi+1), such that
lim
`→∞
pM`0(xi, xi+1)→ pM0(xi)pM0(xi+1), (38)
8while models M`i , i ∈ Ip−1 are constructed according to
Figure 2, (28) and (29). Case (A2) would work as well; we
explain such an approach with a remark right after the end
of the proof. Observe that DKL(pMl0(X)||pMli(X))→ 0 and
DKL(pMli(X)||pMl0(X)) → 0 as ` → ∞, for all i ∈ Ip−1.
Also, by our discussion above, for every ` ∈ N, it is true that
DKL(pMl0(X)||pMli(X)) = 2I
o
Ml0
, (39)
and
DKL(pMli(X)||pMl0(X))
= 2IoMli
+DKL(pMli(xi+1, xi)||pMl0(xi+1, xi)). (40)
From the existence of the limit of the KL divergence under
consideration at ` ≡ ∞, it follows that, for any choice of
η > 0, there exist `?1 ∈ N and `?2 ∈ N, such that, for every
` ≥ max{`?1, `?2} , `?, the inequalities
DKL(pMl0(X)||pMli(X)) < 2η and (41)
DKL(pMli(X)||pMl0(X)) < 2η (42)
hold simultaneously. Hereafter, let η > 0 be associated with the
class of tree-structured models CTη , as defined in the beginning
of this section. Then, due to (39) and (40), we also obtain that
0 < 2Io
Ml
?
0
< 2η and (43)
0 < 2Io
Ml
?
i
< 2η,
implying that Ml
?
i ∈ CTη , for all i ∈ Ip−1 ∪ {0}.
Next we apply Fano’s inequality: For fixed δ ∈ (0, 1), as
long as
n < (1− δ) log((p+ 1)/2)
2η
, (44)
it is true that (note that all constructed models are in CTη )
inf
Φ
sup
M∈CTη
P
(
Φ(X1:nTM) 6= TM
)
≥ inf
Φ
max
i∈Ip−1∪{0}
P
(
Φ(X1:nT
Ml
?
i
) 6= TMl?i
)
≥ δ − 1
log((p+ 1)/2)
. (45)
By choosing δ appropriately as (see Lemma 1 in Appendix B)
δ ≡ 1
2
+
1
log((p+ 1)/2)
, (46)
we get that, as long as
n <
log((p+ 1)/2)− 2
4η
, (47)
the minimax lower bound
inf
Φ
sup
M∈CTη
P
(
Φ(X1:nTM) 6= TM
) ≥ 1
2
(48)
holds. In fact, for every fixed η > 0, as long as (47) holds, it
is also true that
inf
Φ
sup
M∈CT
η′
P
(
Φ(X1:nTM) 6= TM
) ≥ 1
2
, ∀η′ ∈ (0, η], (49)
where (47) constitutes a conservative but uniform upper bound
on n, for all η′ ∈ (0, η]. Additionally, it must be the case that
1
2
≤ inf
η′∈(0,η]
inf
Φ
sup
M∈CT
η′
P
(
Φ(X1:nTM) 6= TM
)
≡ inf
Φ
inf
η′∈(0,η]
sup
M∈CT
η′
P
(
Φ(X1:nTM) 6= TM
)
≡ inf
Φ
inf
η>0
sup
M∈CTη
P
(
Φ(X1:nTM) 6= TM
)
= inf
Φ
lim
η↓0
sup
M∈CTη
P
(
Φ(X1:nTM) 6= TM
)
, (50)
where the last equality follows as a consequence of Lemma 2 in
Appendix B, after exploiting the fact that for every η ≥ η′ > 0,
the inclusion CTη ⊇ CTη′ holds. But since η is arbitrary and
the right-hand side of (50) is independent of η, the inequality
above holds as long as
n < sup
η>0
log((p+ 1)/2)− 2
4η
≡ ∞. (51)
Therefore, we have shown that for every finite number of
samples n <∞, the minimax bound
inf
Φ
lim
η↓0
sup
M∈CTη
P
(
Φ(X1:nTM) 6= TM
) ≥ 1
2
(52)
is true. The proof is now complete.
Remark 1. The marginal case of (A2) can be considered as
follows. Instead of using the sequence of distributions in (38),
we consider a sequence pM`0(xi−1, xi) such that
lim
`→∞
pM`0(xi−1, xi)→ pM0(xi)× 1xi−1=G(xi) (53)
for all i ∈ Ip−1. This alternative condition also guaran-
tees that, as ` → ∞, DKL(pMl0(X)||pMli(X)) → 0 and
DKL(pMli(X)||pMl0(X)) → 0, for all i ∈ Ip−1. In fact,
the sequences in (38) and (53) can be replaced by any
other sequence of distributions related to the models under
consideration, provided that the divergences above converge
to zero, as above. We explicitly refer to cases (A1), (A2) to
explicitly clarify that such sequences exist.
V. RECOVERING THE STRUCTURE FROM NOISY DATA
In this section we study the problem of learning hidden
tree structures from noise-corrupted observations. We consider
Algorithm 1 with input D = Y1:n. Recall that the hidden model
follows the general construction of Section II-A. Notice that the
distribution p†(·) of Y does not factorize according to any tree
structure [11], [32]. Specifically, the MRF of Y is a complete
graph. Therefore the problem of learning hidden tree-structures
from the noisy observable Y is not trivial. Nevertheless, if
Io† > 0, then we are still able to learn the tree T of the hidden
variables X. Recall that we defined the noisy information
threshold Io† in (10), that appears in the condition of exact
structure recovery of CL algorithm (9), similarly to the noiseless
setting. The latter shows that structure recovery is feasible if
Io† > 0. To be more precise, for every I
o
† > 0 there exists
N ∈ N such that if n > N then (9) holds with high probability.
Under the assumption of Io > 0 (see Assumption 2), it is not
9guaranteed that Io† > 0. In fact, if I
o
† < 0 then the CL is not
consistent in the sense that
P
(
lim
n→∞ ETCL† (D=Y1:n) 6= ET
)
= 1, (54)
(see also Section V-B). On the other hand if Io† = 0, then ties
are broken arbitrarily and the probability of missing an edge
does not decrease as n increases.
In what follows, we provide finite sample complexity bounds
for the CL algorithm with noisy input data. Also, we provide
sufficient conditions which ensure that Io† > 0; in particular,
whenever Io† < 0, we show that pre-processing on the the noisy
data can be used as an extra step to overcome the inconsistency
of the CL algorithm on the original noisy data. The importance
of the results lies in the fact that we can simply run the CL
algorithm on the noisy observations in the same way as we
would do if noiseless observations X1:n were given. Indeed,
the model of the noise might be unknown, or we might be
unaware of the existence of the noise altogether; still, we can
learn the hidden structure efficiently.
A. Sample Complexity of Hidden Tree-Structure Learning
The next result characterizes the sufficient number of samples
for exact structure structure recovery TCL† = T with probability
at least 1− δ ∈ (0, 1).
Theorem 4. Assume that X ∼ p(·) ∈ PT(c1, c2). Assume
that noisy data Y ∼ p†(·) are generated by a randomized
set of mappings F = {Fi : i ∈ [p]}, and p†(·) satisfies the
Assumption 1 for some c′ ∈ (1, 2), c′1 > c′2 > 0. Fix δ ∈ (0, 1).
There exists a constant C ′ > 0 independent of δ such that,
if Io† > 0 and the number of samples n of Y satisfies the
inequalities
n
log22 n
≥ 72 log
(
p
δ
)(
Io† − C ′n
1−c′
c′
)2 and Io† > C ′n 1−c′c′ , (55)
then Algorithm 1 with input the noisy data D = Y1:n returns
TCL† = T with probability at least 1 − δ. The relationship
between C ′ and c′, c′1, c
′
2 is identical to that between C and
c, c1, c2 in Theorem 1.
Proof of Theorem 4. The proof is similar to the proof of
Theorem 1. The difference is introduced by the convergence
condition in (9). That is, the error on the mutual information
estimates should be less than the noisy information threshold
Io† . Note that for the entropy estimates of Y, equations (12) up
to (15) hold with possibly different constants c′, c′1, c
′
2, C
′ (see
Assumption 1). Here we consider the case where c′ ∈ (1, 2)
(the case c′ ≥ 2 is similar, see also the proof of Theorem 1),
and the corresponding bound on the estimation error  has to
be at most Io†/3. Thus, (16) becomes
Io† > 3C
′n
1−c′
c′ , (56)
and (17) now is written as
P
[∣∣∣Iˆ (Y`;Y¯`)− I (Y`;Y¯`)∣∣∣ > Io†]
≤ 6e−n
(
Io†
3 −C′n
1−c′
c′
)2
/2 log22 n
. (57)
Finally, by applying union bound over the pairs `, ¯`∈ V we
derive the statement of Theorem 4, by following the equivalent
steps of (18) and (19). The latter completes the proof.
First we observe that Theorem 4 requires Io† > 0. Secondly,
note that the sample complexity bounds in Theorem 4 are
similar to those of Theorem 1, but the noisy threshold Io† takes
the place of Io and the constants c′, c′1, c
′
2 are associated with
the distribution p†(·) (Assumption 1). Thirdly, to compare
the sample complexity of the noiseless and noisy setting,
let n and n† denote the sufficient number of samples of X
and Y respectively and consider p, δ fixed, then the ratio
n/n† is O
(
(Io/Io†)
−2(1+ζ)) for all ζ > 0. The latter shows
how n† changes relative to n under the same probability of
success for both settings (noiseless and noisy). Lastly, the
inequality Io > Io† should hold for a large class of hidden
models, since learning from noisy data requires (in general)
more samples than learning directly from noiseless data (see
upcoming Sections V-C & VII).
Next, we provide conditions which guarantee that Io† > 0 and,
therefore, feasibility of noisy structure learning, by applying
the CL algorithm with input D = Y1:n, that is, TCL† → T.
B. IOP and the Importance of Pre-Processing
Prior to running our estimation algorithm, we would like to
know if recovering the hidden tree structure is possible given
the noise model. Unfortunately, the definition of Io† involves the
structure T that we want to estimate. We first find a condition
under which we can guarantee Io† > 0 without any knowledge
of T beforehand. We state this in terms of the randomized
mapping F (see Section II-A). The next property guarantees
that Io > 0 if and only if Io† > 0, for any T ∈ T .
Definition 4 (Information Order Preservation (IOP)). Let
X ∈ X p and Y ∈ Yp be random vectors such that Y = F(X),
with F defined as in Section II-A. We say that the randomized
mapping F is information order-preserving (IOP) relative to
X if and only if, for every tuple
(
(k, l), (m, r)
) ∈ V2 × V2,
such that k 6= `, m 6= r, {k, l} 6= {m, r}, it is true that
I (Xk;X`) < I (Xm;Xr) ⇐⇒
I (Fk(Xk);F`(X`)) < I (Fm(Xm);Fr(Xr)) . (58)
Note that if the randomized mapping F is IOP and Io > 0
then we can guarantee that Io† > 0, without any knowledge
of the hidden structure T. On the other hand, if the IOP does
not hold it is still possible that Io† > 0. Thus, in general the
condition (9) characterizes the error event of the CL algorithm
(see Section V-C).
In certain cases, by knowing only the noise distribution we
can find if IOP holds. To make this clear we provide an example
of an erasure channel for M -ary alphabets. Specifically, for
each hidden variable Xi ∈ [M ] and i ∈ V , the corresponding
observable Yi ∈ [M + 1] is either Yi = Xi with probability
1−qi or Yi = 0 (an erasure occurs) with probability qi. Further,
it is true that I(Yi;Yj) = (1 − qi)(1 − qj)I (Xi;Xj) for all
i, j ∈ V , and qi, qj ∈ [0, 1] (see Appendix, Section C-A). As a
consequence, for certain values of the pairs (qi, qj) (58) holds,
for instance consider the case qi = qj . Additionally, we show
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Fig. 3. Representation of the 3 nodes hidden model and non-identically
distributed noise. Pre-processing is required to to guarantee that Io† > 0.
that the IOP is satisfied for several important cases of hidden
graphical models, as we will discuss later in Section V-C. Next
we show that CL algorithm is consistent when the IOP holds,
while if IOP does not hold then an appropriate processing on
the noisy data can help to overcome this issue.
1) Convergence of CL Algorithm under the IOP: If F is
information order-preserving (IOP), then Algorithm 1 with
input D = Y1:n converges to the true tree (TCL† → T) (also
see Theorem 4). For IOP randomized mappings, the following
ordering with respect to all pairs of nodes
I(Xi1 ;Xj1) < I(Xi2 ;Xj2) < · · · < I(Xir ;Xjr ), (59)
for r =
(
p
2
)
, is, js ∈ V , s ∈ [r], remains unchanged for the
observable node variables Y. That is, (59) through (58), implies
that
I(Yi1 ;Yj1)<I(Yi2 ;Yj2)< · · ·<I(Yir ;Yjr ), (60)
for r =
(
p
2
)
, is, js ∈ V , s ∈ [r]. Therefore, the maximum
spanning tree algorithm with input weights in (59) returns
the same tree structure T if the input weights are changed
to the corresponding mutual information values of Y in (60).
Therefore, for sufficient large number of samples the order is
also preserved for the estimates Iˆ(Yi;Yj), which ensures that
Algorithm 1 is consistent; TCL† → T for D = Y1:n. Thus,
the information order preservation property is sufficient to
guarantee convergence of the CL Algorithm, that is, Io† > 0.
2) Enforcing the IOP through pre-processing: Although we
are primarily interested in conditions ensuring a positive Io† , a
negative Io† is also informative. As we will show later, if we can
find an appropriate pre-processing Y → Z such that Io†,Z > 0,
Theorem 4 applies with Io†,Z > 0 as the new threshold, and I
o
†,Z
is defined by replacing Y variable with Z in (10). To further
explain this, we demonstrate the pre-processing procedure by
enforcing the IOP in the example that follows. Although we
consider a 3-node hidden Markov chain with binary random
variables for brevity, the same technique can be applied on
larger trees with p nodes. Additionally, the technique can be
extended in certain models with larger alphabets.
To illustrate the case of Io† < 0 and the effect of the pre-
processing (on the input data-set D) we present a simple
example of hidden tree-structured models for which Algorithm
1 succeeds with high probability, only if an appropriate pre-
processing is being applied. Consider the smallest tree structure;
let a three node Markov chain X1 −X2 −X3 be the hidden
layer and Y1, Y2, Y3 be the variables of the observable layer
(Figure 3). Specifically, Xi, Ni ∈ {−1,+1} and Yi = NiXi,
for all i ∈ {1, 2, 3}. The distribution of the noise is
P(N1 = −1) = 1− P(N1 = +1) = q′ ∈ [0, 1/2), (61)
and for i ∈ {2, 3}
P(Ni = −1) = 1− P(Ni = +1) = q ∈ (0, 1/2). (62)
Thus the noisy variables are generated by a BSC(qi) and the
noise is not identically distributed, because q 6= q′, see Figure 3.
Recall that the tree structure is T = (V, E), E = {(1, 2), (2, 3)}
and V = {1, 2, 3}. Further |E[X1X2]|, |E[X3X2]| ∈ (0, 1), and
without loss of generality assume that
|E[X1X2]| ≤ |E[X3X2]|. (63)
The Markov property [5], [24] of X1, X2, X3 ∈ {−1,+1}
gives
E[X1X3] = E[X1X2]E[X3X2]. (64)
The definition of Io in (6) together with (63),(64) give
Io = I(X1;X2)− I(X1;X3), (65)
because I(Xi;Xj) is increasing with respect to |E[XiXj ]|
(see Appendix, (95)). Additionally, it is true that I(X2;X3) ≥
I(X1;X2) > I(X1;X3) because |E[X1X3]| < |E[X1X2]| ≤
|E[X3X2]| < 1. The latter guarantees that the Chow-Liu
algorithm, with input D = X1:n returns TCL = T for
n → ∞ with probability 1. However, structure recovery is
not guaranteed from noisy data. In fact E[Ni] = 1 − 2qi,
Ni ⊥⊥ Xi for all i ∈ {1, 2, 3} and
E[Y1Y2] = E[N1X1N2X2]
= (1− 2q′)(1− 2q)E[X1X2], (66)
E[Y2Y3] = E[N2X2N3X3] = (1− 2q)2E[X2X3]
E[Y1Y3] = E[N1X1N3X3] = (1− 2q)E[X1X3]
= (1− 2q′)(1− 2q)E[X1X2]E[X2X3]. (67)
Under a possible error event, CL algorithm replaces {2, 3}
by {1, 3} and returns ETCL† = {(1, 2), {1, 3}}. The latter
occurs even for zero estimation error; I(Y1;Y2) = Iˆ(Y1;Y2),
I(Y1;Y3) = Iˆ(Y1;Y3), I(Y2;Y3) = Iˆ(Y2;Y3) if and only if
I(Y1;Y2) > I(Y1;Y3) > I(Y2;Y3), (68)
and the last implies that Io† = I(Y2;Y3) − I(Y1;Y3) < 0
(by the definition (10) of Io†). Specifically, for n → ∞ the
edge (2, 3) will be replaced by (1, 3) (w.p. 1) if and only if
I(Y1;Y3) > I(Y2;Y3). The latter gives the locus of q, q′ that
yields an error in the structure estimation process as follows,
I(Y1;Y3) > I(Y2;Y3) ⇐⇒
|E[Y1Y3]| > |E[Y2Y3]| ⇐⇒
(1− 2q′)(1− 2q)|E[X1X2]||E[X2X3]| >
(1− 2q)2|E[X2X3]|
⇐⇒ |E[X1X2]| > 1− 2q
1− 2q′ . (69)
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Fig. 4. Estimate of the probability of incorrect recovery for a hidden Markov model with 3 nodes, and Io† < 0 (originally), for different values of
n ∈ [103 × 104], before and after pre-processing. Right: q1 = 0.01, q2 = q3 = 0.3, Left: q1 = 0.2, q2 = q3 = 0.25.
Further, note that (66) and (67) and guarantee that the left
hand-side (first inequality) of (68) holds, thus
|E[X1X2]| > 1− 2q
1− 2q′
(66),(67)⇐⇒ I(Y1;Y2) > I(Y1;Y3) > I(Y2;Y3)
(66),(67)⇐⇒ P
(
lim
n→∞ ETCL† (D=Y1:n) 6= ET
)
= 1. (70)
As a consequence the structure learning from raw data is
not guaranteed (with high probability) for all the values of
pairs (q, q′) that satisfy (70) (even for n→∞). To overcome
this we have enforce the IOP (Definition 4) by considering
the following pre-processing for each sample of the variables
Y1, Y2, Y3
Z1 , Y1/(1− 2q′)
Z2 , Y2/(1− 2q)
Z3 , Y3/(1− 2q), (71)
then it is true that I(Z2;Z3) ≥ I(Z1;Z2) > I(Z1;Z3). The
latter guarantees that IOP holds and
P
(
lim
n→∞ ETCL† (D=Z1:n) = ET
)
= 1, (72)
for any q ∈ (0, 1/2), q′ ∈ [0, 1/2). Simulations on synthetic
data verify our analysis (see Figure 4). As a final observation,
even for q′ = 0, (69) may hold as |E[X1X2]| > 1 − 2q and
structure learning is infeasible by running the Chow-Liu on
raw data. However if q = q′ 6= 0 then (69) does not hold and
structure learning from raw data is feasible which yields to
the counterintuitive fact that introducing more noise (turning
q′ from 0 to q > 0) can make structure learning feasible in
certain scenarios.
C. Examples and Applications on Parametric Models
Theorem 4 can be applied on a wide class models that
satisfies the general Assumptions 1 and 2. To illustrate the
effect of noise on the structure learning complexity, we consider
two classical noisy channels in the hidden model: the M -ary
erasure and the (generalized) symmetric channel. We show that
a simple comparison of Io and Io† determines the impact of
noise on the sample complexity, and we present the relationship
between the two. As we explained, the CL algorithm can fail
when noise is not i.i.d.. In the next examples, we present
conditions for accurate structure estimation for certain model
scenarios, while the number of nodes p is arbitrary and the
noise is non-identically distributed.
Example 1: M -ary Erasure Channel. Assume that the
randomized mappings Fi(·) “erase” each variable independently
with probability q, so for all i ∈ [p], we have Yi = Xi
with probability 1 − q and Yi = M + 1 (an erasure) with
probability q. Then I(Yi;Yj) = (1 − q)2I (Xi;Xj) for all
i, j ∈ V (see Appendix C-A). Therefore, Io† = (1− q)2Io ≤ Io
and the information order preservation (58) holds for any
q ∈ [0, 1). The latter guarantees that if Io > 0 then Io† > 0.
Given the values of p, δ, q and Io, Theorem 4 provides the
sample complexity for exact structure recovery from noisy
observations. For fixed values of p and δ, the ratio of sufficient
number of samples in the noiseless and noisy settings is
O((1 − q)4(1+ζ)), for any ζ > 0. In contrast, consider
the scenario where the erasure probability is not the same
for every node (non-identically distributed noise). Each Fi
erases the ith node value with probability qi ∈ [0, 1), so
I(Yi;Yj) = (1 − qi)(1 − qj)I (Xi;Xj) for all i, j ∈ V , and
the condition (9) shows that Algorithm 1 with input D = Y1:n
converges; TCL† → T, if for all tuples (w,w), u, u¯ ∈ EV2
(1− qw)(1− qw¯)
(1− qu)(1− qu¯) >
I(Xu;Xu¯)
I(Xw;Xw¯)
. (73)
Define RI , max(w,w¯),u,u¯∈EV2 I(Xu;Xu¯)/I(Xw;Xw¯). In-
equality (73) provides the following simplified sufficient
condition for convergence of CL Algorithm with input noisy
data; TCL† → T if for all i, j ∈ V
1− qi
1− qj ∈
(
RI1/2,RI−1/2
)
. (74)
Given the values qi, qj and RI or estimates of them, (74)
provides rule for testing if structure estimation is possible
directly from raw noisy data. If direct structure estimation is
not possible then we can consider a pre-processing that enforces
the IOP similarly to the example of Section V-B2. We continue
by providing a feasibility condition for the binary symmetric
channel with non-identically distributed noise. The identically
distributed noise case was studied in our prior work [11].
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Fig. 5. Left, center: estimating the probability P
(
TCL 6= T) for different values of Io and n through 5× 103 independent runs with noiseless data. Right:
estimating the probability P
(
TCL† 6= T
)
through 104 samples and 5× 103 independent runs with noisy data.
Example 2: Binary Symmetric Channel. Assume that the
hidden variables X ∈ {−1,+1}p follow a tree-structured Ising
model, the noisy observable variables Y ∈ {−1,+1}p are
generated by setting Yi = Xi with probability 1 − qi and
Yi = −Xi with probability qi ∈ [0, 1/2), i ∈ [p], and qi is
the probability of a value to change sign. Structure recovery
directly from noisy observations Y1:n is feasible, because
the information order preservation property holds when the
crossover probability values qi are equal for all i ∈ V [11].
To guarantee convergence of Algorithm 1 (D = Y1:n) for
more general cases, the condition Io† > 0 should hold. As an
example, consider the case of non identically distributed noise,
that is, the probability qi of a flip may differ for each node, In
this case, the information order preservation property does not
hold for all the possible sequences {q1, q2 . . . , qp} ∈ [0, 1/2)p
and we would like to know for which values of qi, i ∈ [p],
Algorithm 1 with D = Y1:n learns the hidden structure. The
condition (9) implies that if for all i, j ∈ V
(1− 2qi)
(1− 2qj) ∈
 max
(i,j)∈ET
|E[XiXj ]|, 1
max
(i,j)∈ET
|E[XiXj ]|
 (75)
then T → TCL† and the proof of (75) is given in Appendix
C-B. The condition (75) provides a testing rule for tree-
structure estimation directly from raw noisy data, given the
model parameters qi, qj and max(i,j)∈ET , or estimates of these
parameters. Note that for identical noise qi = qj = q it is
true that (1 − 2qi)/(1 − 2qj) = 1 for all i, j ∈ V , thus (75)
is always satisfied because |E[XiXj ]| ∈ (0, 1), and structure
learning is always feasible for this regime. If the condition
(75) is not satisfied then structure recovery is still feasible by
applying an appropriate pre-processing on the data Y1:n. The
pre-processing procedure requires the values qi (or estimates
of them) to be known, similarly to the example in Section
V-B2. In contrast, Algorithm 1 does not require any information
related to the values qi, and its convergence is guaranteed under
the condition (75). In the next example we study an extension
of the binary symmetric channel to alphabets of size M .
Example 3: Generalized Symmetric Channel. We define
the generalized symmetric channel as follows, assume X ∼
p(·) ∈ PT , X ∈ [M ]p and let Zi for i ∈ [p] be i.i.d uniform
random variables, such that P(Zi = k) = 1/M , for all k ∈ [M ].
Also assume that Z and X are independent, then the ith variable
of the channel output Y ∈ [M ]p is defined as
Yi = Fi (Xi) =
{
Xi, with probability 1− q
Zi, with probability q,
(76)
and q ∈ [0, 1). Note that the probability of a symbol to
remain unchanged is P (Yi = Xi) = (1− q) + q/M , and for
M = 2 it reduces to the binary symmetric channel. Theorem
4 can be directly applied for given values of p, δ and Io† .
However, closed form expressions of Io† relative to I
o are
unknown. As a consequence, an explicit comparison between
the bounds of Theorems 1 and 4 is hard to evaluate in a
closed-form expression for any q ∈ [0, 1). Nevertheless, we
are able to derive approximations of the relationship of Io and
Io† by considering sufficiently small q. Lemma 6 (Section C-C,
Appendix) shows that in the small noise regime it is true that
Io†= (1− q)2Io − (1− (1− q)2)∆KL +O(2),
∆KL,KL(U ||p(xw∗ , xw¯∗))− KL(U ||p(xu∗ , xu¯∗)), (77)
U is the uniform distribution on the alphabet [M ]2, the tuple
((w∗, w¯∗), u∗, u¯∗) ∈ EV2 is the argument of the minimum
in (6), and  =
(
1− (1− q)2) /M2 < q. Whenever Io† > 0
perfect reconstruction is possible and Theorem 4 provides the
sufficient number of samples.
VI. SIMULATIONS
To demonstrate the relationships between δ, n and Io, Io† ,
we estimate TCL,TCL† and δ through 5 × 103 independent
runs on tree-structured synthetic data, for different values
of n ∈ [103, 104] and p = 10. The variable nodes are
binary and take values in the set {−1,+1}. Figure 5 (left)
illustrates the relationship between the probability of incorrect
reconstruction and Io and Figure 5 (center) the relationship
between the log-probability of error as a function of the squared
information threshold. We observe that probability of incorrect
reconstruction decays exponentially with respect to (Io)2 as
Theorem 1 suggests.
Lastly, Figure 5 (right) presents the effect of noise of a BSC
for different values of the crossover q and number of samples
n = 104. Notice that the probability of incorrect reconstruction
also decays exponentially with respect to (Io†)
2, as Theorem 4
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suggests, but with a significantly smaller rate than the noiseless
case (q = 0).
VII. CONCLUSION & FUTURE DIRECTIONS
In this paper we showed how the information threshold
Io characterizes the problem of recovering the structure of a
tree-shaped graphical model. This quantity arises naturally in
the error of Chow-Liu algorithm. As our main contribution,
we introduced the first finite sample complexity bound on the
performance of the CL algorithm for learning tree structured
models. Additionally, we proved that as long as Io → 0,
no algorithm can estimate efficiently the tree-structure with
large probability. Further, we introduced the noisy information
threshold Io† , and based on that, we presented finite sample
complexity bounds for learning hidden tree-structured models.
More specifically, our sample complexity bounds show how
the number of nodes p, the probability of failure δ, and
Io† are related for the problem of structure recovery. Our
results demonstrate how noise affects the sample complexity
of learning for a variety of standard models, including models
for which the noise is not identically distributed.
Although we strictly consider the class of tree-structured
models in this paper, our approaches of Theorem 1 and
Theorem 3 can be extended to the class of forests. For that
purpose, we should consider an generalization of Io to forests
and a modified version of CL the CLThres algorithm [7]. We
leave this part for future as it is out of scope of this paper.
Additionally, our approach is more generally applicable to the
analysis of δ-PAC Maximum Spanning Tree (MST) algorithms.
At its root, our work shows how the error probability of
MST algorithms (for example, Kruskal’s algorithm or Prim’s
algorithm) behaves when edge weights are uncertain, i.e., when
only (random) estimates of the true edge weights are known.
To conclude, the non-parametric graphical model setting
presents interesting theoretical challenges that are connected
with other statistical problems, out of the focus of this paper.
The relationship between Io and Io† is connected with open prob-
lems in information theory related to Strong Data Processing
Inequalities [35], [36], for which tight characterizations are only
known for a few channels. In our situation, a general analytical
relationship may be similarly challenging. From a practical
standpoint, we may wish to estimate the sample size needed
to guarantee recovery with a pre-specified error probability. To
do so would require knowing Io† before collecting the full data;
since Io† depends on the noise model, we could find such a
bound by considering a reasonable class of underlying models
and taking the worst case. An interesting open question for
future work is how to effectively estimate Io† from (auxiliary)
training data rather than relying on such a priori modeling
assumptions. This may help design pre-processing methods
that can make structure learning algorithms more robust against
noise or adversarial attacks.
APPENDIX A
PROOFS & RESULTS FOR THE NOISELESS CASE
A. Proof of Proposition 3
We consider the case u∗ ≡ w∗ and u¯ ∈ NT(w¯), while the
other three cases that are given by the locality property can
be identically proved. The case u∗ ≡ w∗ and u¯ ∈ NT(w¯)
implies that w∗ − w¯∗ − u¯∗ is a subgraph of T. Assume for
sake of contradiction that I(Xw∗ ;Xw¯∗) = I(Xw∗ ;Xu¯∗) then
I(Xw∗ ;Xw¯∗ |Xu¯∗) = 0. The latter implies that w∗ − u¯∗ − w¯∗
is also a subgraph of T and it contradicts with the uniqueness
of the structure (Assumption 2). 
B. Proof of Proposition 4
Assume for sake of contradiction that u∗ 6= w∗ and u∗ 6= w˜∗
or u¯ /∈ NT(w) and u¯ /∈ NT(w¯) and let ν be a node such that
ν ∈ NT(w) ∪NT(w¯), then the data processing inequality [9]
and Assumption 2 give
I(Xw;Xw¯)− I(Xw¯;Xν) < I(Xw;Xw¯)− I(Xu;Xu¯) (78)
and
I(Xw;Xw¯)− I(Xw;Xν) < I(Xw;Xw¯)− I(Xu;Xu¯). (79)
The last two inequalities contradict the assumption (8). 
C. Sample Complexity for the Noiseless Setting when c ≥ 2
The corresponding variation of Theorem 1 for the case where
c ≥ 2 follows. Note that, for any c ≥ 2 (c is free), the constants
c1, c2 can be evaluated according to Assumption 1.
Theorem 5. Assume that X ∼ p(·) ∈ PT(c1, c2) for some
c ≥ 2. Fix a number δ ∈ (0, 1). If the number of samples of
X satisfies the inequalities
n
log22 n
≥ 72 log
(
p
δ
)(
Io − C logn√
n
)2 and Io > C log n√n , (80)
for a constant C > 0, then Algorithm 1 with input D = X1:n
returns TCL = T with probability at least 1− δ.
APPENDIX B
CONVERSE: TECHNICAL LEMMATA
Lemma 1 (Fano’s Inequality [37]). Fix M ≥ 2 and let Θ be a
family of models θ0, θ1, . . . , θM . Let Pθj denote the probability
law of X under model θj , and consider n i.i.d. observations
X1:n. If
n < (1− δ) logM
1
M+1
∑M
j=1DKL(Pθj ||Pθ0)
, (81)
then it is true that
inf
Φ
max
0≤j≤M
Pθj
[
Φ(X1:n) 6= j] ≥ δ − 1
log(M)
, (82)
where the infimum is relative to all estimators (statistical tests)
Φ : X p×n → {0, 1, . . . ,M}.
Lemma 2. Let f : (0,∞]→ R be nondecreasing. Then, it is
true that
inf
η>0
f(η) ≡ lim
η↓0
f(η). (83)
Proof of Lemma 2. If f is unbounded from below (on (0,∞]),
then infη>0 f(η) ≡ −∞ ≡ limη↓0 f(η). So, for the rest of the
proof we assume that f is bounded from below. We follow a
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standard sequential argument. Consider any sequence {ηn >
0}n∈N, such that ηn →
n→∞ 0. We want to show that
f(ηn) →
n→∞ infη>0
f(η), (84)
or that, for every ε > 0, there exists N(ε) > 0 such that, for
n ≥ N(ε), it holds that
f(ηn)− inf
η>0
f(η) < ε. (85)
Consider a nonincreasing sequence defined as η˜n ,
supk≥n ηk ≥ ηn. Then, by construction, it is true that
lim
n→∞ η˜n ≡ limn→∞ supk≥n ηk
≡ lim sup
n→∞
ηn
≡ lim
n→∞ ηn ≡ 0. (86)
By monotone convergence (note that f is bounded from below),
we get that, for every ε/2 > 0, there exists N(ε) > 0 such
that, for n ≥ N(ε),
f(η˜n)− inf
n
f(η˜n) < ε/2. (87)
Note, though, that
inf
n
f(η˜n) ≤ f(η˜n), ∀n, (88)
and also that we can always find a sufficiently small η˜no ≡
η˜no(ε), such that
f(η˜no) < inf
η>0
f(η) + ε/2. (89)
Therefore, it follows that
inf
n
f(η˜n) < inf
η>0
f(η) + ε/2. (90)
Additionally, f(ηn) ≤ f(η˜n) by monotonicity. Consequently,
it is true that
f(ηn)− inf
η>0
f(η)− ε/2 < f(η˜n)− inf
n
f(η˜n) < ε/2, (91)
which implies that f(ηn)− infη>0 f(η) < ε, thus proving our
claim.
APPENDIX C
PROOFS FOR THE NOISY CASE
A. M -ary Erasure Channel
For the M -ary erasure channel, it is true that
I(Yi;Yj) = (1− qi)(1− qj)I (Xi;Xj) . (92)
for all i, j ∈ V and qi, qj ∈ [0, 1). To prove this, we start
by expanding the mutual information from the definition and
pulling out the erasure event as follows
I(Yi;Yj)
=
∑
yi,yj∈[M+1]2
p†(yi, yj) log
p†(yi, yj)
p†(yi)p†(yj)
=
∑
yi,yj∈[M ]2
p†(yi, yj) log
p†(yi, yj)
p†(yi)p†(yj)
+
∑
yi∈[M ]
p†(yi,M + 1) log
p†(yi,M + 1)
p†(yi)p†(M + 1)
+
∑
yj∈[M ]
p†(M + 1, yj) log
p†(M + 1, yj)
p†(M + 1)p†(yj)
+ p†(M + 1,M + 1) log
p†(M + 1,M + 1)
p†(M + 1)p†(M + 1)
=
∑
yi,yj∈[M ]2
p†(yi, yj) log
p†(yi, yj)
p†(yi)p†(yj)
=
∑
xi,xj∈[M ]2
(1− qi)(1− qj)p(xi, xj) log p(xi, xj)
p(xi)p(xj)
= (1− qi)(1− qj)I (Xi;Xj) . (93)
An erasure occurs independently on each node variable
observable and independently with respect to the X, thus
p†(yi,M + 1) = p†(yi)p†(M + 1), for any yi ∈ [M + 1] and
p†(M + 1, yj) = p†(M + 1)p†(yj) for any yj ∈ [M + 1]. The
latter gives (93). 
B. Binary Symmetric Channel with Non-Identically Distributed
Noise
Under the assumption of Io > 0, we wish to show that if
(1− 2qi)
(1− 2qj) ∈
 max
(i,j)∈ET
|E[XiXj ]|, 1
max
(i,j)∈ET
|E[XiXj ]|
 , (94)
for all i, j ∈ V then Io† > 0. We start by finding the values of
the sequence of crossover probabilities q1, q2, . . . , qk ∈ [0, 1/2)
which guarantee that Io† > 0. The mutual information of two
binary random variables Yi, Yj ∈ {−1,+1} (see [24]) is
I (Yi, Yj) (95)
=
1
2
log2
(
(1− E [YiYj ])1−E[YiYj ] (1 + E [YiYj ])1+E[YiYj ]
)
.
The definition of Io† (Definition 3) and (95) give
Io† =
1
2
{I (Yw;Yw¯)− I (Yu;Yu¯)} (96)
=
1
2
log2
(1− E [YwYw¯])1−E[YwYw¯] (1 + E [YwYw¯])1+E[YwYw¯]
(1− E [YuYu¯])1−E[YuYu¯] (1 + E [YuYu¯])1+E[YuYu¯]
.
Define the function f(·) as
f(x) , (1− x)1−x (1 + x)1+x ≡ f(|x|), (97)
then
Io† =
1
2
log2
f(|E [YwYw¯]|)
f(|E [YuYu¯] |) (98)
and
E [YuYu¯] = (1− 2qw)(1− 2qw¯)E [XwXw¯] , (99)
E [YuYu¯] = (1− 2qw)(1− 2qu¯)E [XwXw¯]
×
∏
(i,j)∈pathT(u.u¯)\(w,w¯)
E [XiXj ]) (100)
for the last equality we used the correlation decay property [5],
[11]) and the fact that for ±1-valued variables the binary
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symmetric channel can be consider as multiplicative binary
noise [11]. Note that f(x) is increasing for x > 0. To guarantee
that Io† > 0 we need
(1− 2qw)(1− 2qw¯)
(1− 2qu)(1− 2qu¯) >
∏
(i,j)∈pathT(u.u¯)\(w,w¯)
|E [XiXj ] |. (101)
Recall that (101) should hold for all (w, w¯) ∈ E and for all
u, u¯ ∈ V such that (w, w¯) ∈ pathT(u, u¯).
In addition,∏
(i,j)∈pathT(u.u¯)\(w,w¯)
|E [XiXj ] | ≤
(
max
(i,j)∈ET
|E[XiXj ]|
).
The last two inequalities give the sufficient condition
(1− 2qw)(1− 2qw¯)
(1− 2qu)(1− 2qu¯) >
(
max
(i,j)∈ET
|E[XiXj ]|
)|pathT(u,u¯)|−1
.
As a consequence, if
(1− 2qi)
(1− 2qj) ∈
 max
(i,j)∈ET
|E[XiXj ]|, 1
max
(i,j)∈ET
|E[XiXj ]|
 ,
for all i, j ∈ V then Io† > 0. Note that for the case of i.i.d.
noise (qi¯ = qj¯ for all i, j ∈ V) the inequality always holds
because max(i,j)∈ET |E[XiXj ]| ∈ (0, 1). 
C. M -ary Symmetric Channel
Lemma 3. Let A,B ∈ [L] be two discrete random variables,
such that A ∼ pA(·), B ∼ pB(·) and H(A) < H(B). Assume
A′, B′ ∈ [L] and A′ ∼ pA′(·) and B′ ∼ pB′(·) and q ∈
[0.1/2) such that
pA′(`) = (1− q)2pA(`) + 1− (1− q)
2
L
, for all ` ∈ [L],
pB′(`) = (1− q)2pB(`) + 1− (1− q)
2
L
, for all ` ∈ [L].
Then H(A′) < H(B′) for sufficiently small values of q > 0.
Proof. Define  ,
(
1− (1− q)2) /L, so 0 <  < q for any
L ≥ 2.
pA′(`) log2 pA′(`)
=
(
(1− q)2pA(`) + 
)
log2
(
(1− q)2pA(`) + 
)
= (1− q)2pA(`) log2
(
(1− q)2pA(`) + 
)
+
 log2
(
(1− q)2pA(`) + 
)
(102)
= (1− q)2pA(`) log2
(
(1− q)2pA(`)
)
+ +O(2)
+  log2
(
(1− q)2pA(`)
)
+O(2).
To derive (102) recall that log(1 + x) = x+O(x2) for x < 1,
and set x = /(1− q)2pA(`) then the latter gives
pA′(`) log2 pA′(`)
= (1− q)2pA(`) log2
(
(1− q)2pA(`)
)
+ 
(
1 + log2
(
(1− q)2pA(`)
))
+O(2). (103)
Also,
pB′(`) log2 pB′(`)
= (1− q)2pB(`) log2
(
(1− q)2pB(`)
)
+ 
(
1 + log2
(
(1− q)2pB(`)
))
+O(2). (104)
Expanding both sides of the inequality H(A) < H(B) we
obtain the following:
−
L∑
`=1
pA(`) log2 pA(`) < −
∑
`
pB(`) log2 pB(`) =⇒
−
L∑
`=1
(1− q)2pA(`) log2
(
(1− q)2pA(`)
)
< −
∑
`
(1− q)2pB(`) log2
(
(1− q)2pB(`)
)
,
then for sufficiently small q and for any L > 2,pA(·),pB(·)
there exist  > 0 such that
−
L∑
`=1
[
(1− q)2pA(`) log2
(
(1− q)2pA(`)
)
+ 
(
1 + log2
(
(1− q)2pA(`)
))
+O(2)
]
< −
L∑
`=1
[
(1− q)2pB(`) log2
(
(1− q)2pB(`)
)
+ 
(
1 + log2
(
(1− q)2pB(`)
))
+O(2)
]
.
This together with (103) and (104) give H(A′) < H(B′).
We consider the extension an extension of the binary
symmetric channel to alphabets of size M as follows. Assume
X ∼ PT(c1, c2), X ∈ [M ] and let Zi for i ∈ [p] be i.i.d
uniform random variables, P(Zi = k) = 1/M , for all k ∈ [M ].
Also assume that Z and X are independent, then the noisy
output variable Y ∈ [M ]p of the channel is defined for
q ∈ [0, 1) as
Yi = Fi (Xi) =
{
Xi, with probability 1− q
Zi, with probability q
. (105)
Lemma 4. The distribution of the two output variables Yi, Yj
of the M -ary symmetric channel can be expressed as
P (Yi = yi, Yj = yj)
= (1− q)2P (Xi = yi, Xj = yj) + 1− (1− q)
2
M2
.
Proof. This is a straightforward calculation
p†(yi, yj)
= P (Yi = yi, Yj = yj)
= (1− q)2P (Xi = yi, Xj = yj)
+ q(1− q)P (Zi = yi, Xj = yj)
+ q(1− q)P (Xi = yi, Zj = yj)
+ q2P (Zi = yi, Zj = yj)
= (1− q)2P (Xi = yi, Xj = yj) + 2q(1− q)
M2
+
q2
M2
= (1− q)2P (Xi = yi, Xj = yj) + 1− (1− q)
2
M2
,
and we are done.
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Lemma 5. Consider Xk, X`, Xm, Xr as four distinct inputs
variables of the M -ary symmetric channel (defined in Sec-
tion V-C) with corresponding outputs Yk, Y`, Ym, Yr. If the
crossover probability q is sufficiently small and I(Xk;X`) <
I(Xm;Xr) then I(Yk;Y`) < I(Ym;Yr).
Proof. Note that the assumption of uniform marginal distribu-
tions for all four Xk, X`, Xm, Xr, implies that Yk, Y`, Ym, Yr
also have uniform marginal distributions. Thus, it it sufficient
to show that if H(Xk, X`) > H(Xm, Xr) then
H(Yk, Y`) > H(Ym, Yr). (106)
Lemma 4 shows that
p†(yk, y`) = (1− q)2p(xk, x`) + 1− (1− q)
2
M2
, (107)
p†(ym, yr) = (1− q)2p(xm, xr) + 1− (1− q)
2
M2
. (108)
Then we consider M2 = L and Lemma 3 gives (106).
Lemma 6. Consider Xw, Xw¯, Xu, Xu¯ as inputs variables of
the M -ary symmetric channel (defined in Section V-C) with
corresponding outputs Yw, Yw¯, Yu, Yu¯, X ∼ p(·) ∈ PT(c1, c2)
and ((w, w¯), u, u¯) ∈ EV2. If the crossover probability q is
sufficiently small (q → 0) then
I(Yw;Yw¯)− I(Yu;Yu¯)
= (1− q)2 [I(Xw;Xw¯)− I(Xu;Xu¯)]
− (1− (1− q)2) [KL(U ||p(xw, xw¯))− KL(U ||p(xu, xu¯))]
+O(2),
and  = [1− (1− q)2]/M2 and U is the uniform distribution
on the alphabet [M ]2.
Proof. Recall that the marginal distributions of each node
variable Xw, Xw¯, Xu, Xu¯ is uniform and this implies that
the marginal distributions of the corresponding outputs
Yw, Yw¯, Yu, Yu¯ are uniform as well. Note that Y ∈ [M ]p and
X ∈ [M ]p In addition, the pairwise joint distributions of Y in
terms of the corresponding joint pairwise distributions of X
P (Yw = xw, Yw¯ = xw¯)
= (1− q)2p(xw, xw¯) + 1− (1− q)
2
M2
, xw, xw¯ ∈ [M ]2,
P (Yu = xu, Yu¯ = xu¯)
= (1− q)2p(xu, xu¯) + 1− (1− q)
2
M2
, xu, xu¯ ∈ [M ]2.
We denote the probability mass function of the pairs Xw, Xw¯
and Xu, Xu¯ by p(xw, xw¯) , P (Xw = xw, Xw¯ = xw¯) and
p(xu, xu¯) , P (Xu = xu, Xu¯ = xu¯) for (xw, xw¯), (xu, xu¯) ∈
[M ]2 and similarly, for the noisy versions Yw, Yw¯ and
Yu, Yu¯, we use p†(xw, xw¯) , P (Yw = xw, Yw¯ = xw¯) and
p†(xu, xu¯) , P (Yu = xu, Yu¯ = xu¯) for (xw, xw¯), (xu, xu¯) ∈
[M ]2. Thus,
I(Xw;Xw¯)− I(Xu;Xu¯)
= −H(Xw, Xw¯) +H(Xu, Xu¯) (109)
=
∑
xw,xw¯∈[M ]2
p(xw, xw¯) log p(xw, xw¯)
−
∑
xu,xu¯∈[M ]2
p(xu, xu¯ log p(xu, xu¯)
=
∑
xw,xw¯∈[M ]2
p(xw, xw¯) log(1− q)2p(xw, xw¯)
−
∑
xu,xu¯∈[M ]2
p(xu, xu¯) log(1− q)2p(xu, xu¯)
=
[ ∑
xw,xw¯∈[M ]2
(1− q)2p(xw, xw¯) log(1− q)2p(xw, xw¯)
−
∑
xu,xu¯∈[M ]2
(1− q)2p(xu, xu¯) log(1− q)2p(xu, xu¯)
]
× (1− q)−2, (110)
and (109) holds because the marginal distributions are uniform.
Define  ,
(
1− (1− q)2) /M2, so 0 <  < q for any M2 ≥ 2.
Similarly to Lemma 3, for any xw, xw¯ ∈ [M ]2
p†(xw, xw¯) log2 p†(xw, xw¯)
=
(
(1− q)2p(xw, xw¯) + 
)
log2
(
(1− q)2p(xw, xw¯) + 
)
= (1− q)2p(xw, xw¯) log2
(
(1− q)2p(xw, xw¯) + 
)
+  log2
(
(1− q)2p(xw, xw¯) + 
)
(111)
= (1− q)2p(xw, xw¯) log2
(
(1− q)2p(xw, xw¯)
)
+ 
+  log2
(
(1− q)2p(xw, xw¯)
)
+O(2). (112)
Here the last equality holds because log(1 + /(1 −
q)2p(xw, xw¯)) = /(1−q)2p(xw, xw¯)+O(2) for  sufficiently
small, while p(xw, xw¯) and M are considered fixed. Also,
p†(xu, xu¯) log2 p†(xu, xu¯)
= (1− q)2p(xu, xu¯) log2
(
(1− q)2p(xu, xu¯)
)
+ 
+  log2
(
(1− q)2p(xu, xu¯)
)
+O(2). (113)
Now, we add and subtract the terms (1 −
q)−2
∑
xw,xw¯
 log2
(
2(1− q)2p(xw, xw¯)
)
+ O(2) and
(1 − q)−2∑xu,xu¯  log2 (2(1− q)2p(xu, xu¯)) + O(2) in
(110), and we get
I(Xw;Xw¯)− I(Xu;Xu¯)
=
[ ∑
xw,xw¯∈[M ]2
(1− q)2p(xw, xw¯) log(1− q)2p(xw, xw¯)
+  log2
(
2(1− q)2p(xw, xw¯)
)
+O(2)
−
∑
xu,xu¯∈[M ]2
(1− q)2p(xu, xu¯) log(1− q)2p(xu, xu¯)
+  log2
(
2(1− q)2p(xu, xu¯)
)
+O(2)
+
∑
xu,xu¯∈[M ]2
 log2
(
2(1− q)2p(xu, xu¯)
)
−
∑
xw,xw¯∈[M ]2
 log2
(
2(1− q)2p(xw, xw¯)
) ]
(1− 2q)−2
+O(2).
The latter and (112) and (113) give
I(Xw;Xw¯)− I(Xu;Xu¯)
=
1
(1− q)2 [−H(Yw, Yw¯) +H(Yu, Yu¯)]
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+

(1− q)2
[ ∑
xu,xu¯∈[M ]2
log2 (p(xu, xu¯))
−
∑
xw,xw¯∈[M ]2
log2 (p(xw, xw¯))
]
+O(2)
=
1
(1− q)2 [I(Yw;Yw¯)− I(Yu;Yu¯)]
+

(1− q)2
[ ∑
xu,xu¯∈[M ]2
log2 (p(xu, xu¯))
−
∑
xw,xw¯∈[M ]2
log2 (p(xw, xw¯))
]
+O(2), (114)
and the latter holds because the marginal distribution of each
Y is uniform. The definition of ,  ,
(
1− (1− q)2) /M2
together with (114) give
I(Yw;Yw¯)− I(Yu;Yu¯)
= (1− q)2 [I(Xw;Xw¯)− I(Xu;Xu¯)]
− 1− (1− q)
2
M2
[ ∑
xu,xu¯∈[M ]2
log2 (p(xu, xu¯))
−
∑
xw,xw¯∈[M ]2
log2 (p(xw, xw¯))
]
+O(2)
= (1− q)2 [I(Xw;Xw¯)− I(Xu;Xu¯)]
− 1− (1− q)
2
M2
[ ∑
xu,xu¯∈[M ]2
log2
(
p(xu, xu¯)
1/M2
)
−
∑
xw,xw¯∈[M ]2
log2
(
p(xw, xw¯)
1/M2
)]
+O(2)
= (1− q)2 [I(Xw;Xw¯)− I(Xu;Xu¯)]
− (1− (1− q)2)
[
−
∑
xu,xu¯∈[M ]2
1
M2
log2
(
1/M2
p(xu, xu¯)
)
+
∑
xw,xw¯∈[M ]2
1
M2
log2
(
1/M2
p(xw, xw¯)
)]
+O(2)
= (1− q)2 [I(Xw;Xw¯)− I(Xu;Xu¯)]
− (1− (1− q)2) [KL(U ||p(xw, xw¯))− KL(U ||p(xu, xu¯))]
+O(2).
This completes the proof.
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