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Abstract 
 
Recent volcano tectonic activity at Harrat Lunayyir, western Saudi Arabia has signaled a 
renewed geohazard. The year 2009, marked the occurrence of the most substantial recent 
activity resulting in a regional dyke that reached a level very close to the surface in Harrat 
Lunayyir; Western Saudi Arabia. This in turn, caused an evacuation of more than 40,000 
residents of the area. This study presents new general numerical models on the local stresses 
induced by arrested dykes. The numerical results show that, for a given surface deformation, 
non-layered (half-space) models underestimate the dyke overpressure/thickness needed and 
overestimate the likely depth to the tip of the dyke. Also, as the mechanical contrast between 
the layers increases, so does the stress dissipation and associated reduction in surface stresses 
(and associated fracturing). The width of a graben, if it forms, should therefore be roughly 
twice the depth to the tip of the associated arrested dyke. When applied to the 2009 episode at 
Harrat Lunayyir, the main results are as follows. The entire 3-7 km wide fracture zone/graben 
formed during the episode is far too wide to have been generated by induced stresses of a 
single, arrested dyke. The dyke tip was arrested at only a few hundred meters below the 
surface, the estimated thickness of the uppermost part of the dyke being between about 6 and 
12 m. For the inferred dyke length (strike dimension) of about 14 km. In order to study 
complex occurrences, which lead to natural hazards and monitor volcanic activities, remote 
sensing has been used. In order to study complex occurrences, which lead to natural hazards 
and monitor volcanic activities, remote sensing has been used. Monitoring and estimating the 
relative changes in surface temperatures as a means for detecting an impending dyke-fed 
eruption or, alternatively, dyke arrest at a shallow depth. An analysis of thermal (infrared) 
data with a focus on the spatial distribution of land surface temperatures over a longer period 
of observation may help reveal the link between volcanic activity and dyke propagation. Here, 
the land surface temperature changes in the center of Harrat Lunayyir were recorded when 
the 2009 dyke was propagating toward the surface. The spatial distribution of the land surface 
temperatures in the area indicated the segmentation of the dyke and suggested the segments 
were arrested at somewhat different depths below the surface. we also have been studied the 
spectral behaviors of different volcanic terrains 'TOA Reflectance' The goal is to characterize 
recent lava flows, and old lava flows based on their spectral reflectance properties. According 
to the mapping results, three identified basaltic flows erupted in the same area as most of the 
epicenters of the earthquake swarm are associated with the dyke emplacement in the spring-
summer of 2009. More specifically, most of the earthquakes were located around the most 
recent basaltic flows. 
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 Chapter 1: Introduction 
 
1.1 Overview and Aims 
An active volcano is a vent that transports magma and volatiles to the Earth’s surface 
(Gudmundsson, 2019). The accumulation of volcanic materials around the vent gives rise 
to a small volcano. This is commonly a crater cone: a cinder or scoria cone or a spatter 
cone and similar structures. Volcanoes formed in single eruptions are referred to as 
monogenetic. Many of these are volcanic fissures composed of many spatter and cinder or 
scoria cones, single craters or cinder cones. Repeated eruptions through a single or, more 
commonly, multiple nearby vents lead to the accumulation of volcanic materials into a 
volcanic edifice. The volcanoes formed through multiple eruptions are considered 
polygenetic. Edifices can be formed by several types of polygenetic volcanoes, including 
shield volcanoes (basaltic edifices) and stratovolcanoes, which are also known as 
composite volcanoes. Well-known examples of shield volcanoes are the Mauna Loa and 
Kilauea, which form part of the Island of Hawaii. Another is Fernandina, which forms part 
of the Galapagos Islands. The well-known stratovolcanoes include Augustine in Alaska, 
Mount Fuji in Japan, Teide on Tenerife (Canary Islands) and Semeru in Indonesia 
(Gudmundsson, 2019). 
Volcanoes are classified on the basis of three main elements: eruption style, edifice type 
and magma composition. To gain a good understanding of the behaviour of volcanoes, 
their eruptions and the generation of molten magma and its transportation through the 
Earth’s crust, a knowledge of dyke emplacement, i.e. initiation, propagation and arrest, and 
magma chamber formation, are required (Brown, 1994; Fowler, 1989; Gudmundsson, 
2012, 2019). 
 The present thesis focuses on the volcanic processes related to the tectonic movements and 
shifts in the Harrat Lunayyir regions under consideration. The purpose is to improve the 
understanding of dyke emplacement in volcanoes and, specifically, the 2009 dyke 
emplacement in the Harrat Lunayyir region. The mechanical and aspects and thermal 
effects on the host rocks are considered. The initial chapter of the present study contains an 
overview and summary of the field work. It also discusses the methods used to study the 
dykes. 
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1.2 Magma Chamber Initiation 
A magma chamber is a reservoir in the Earth’s crust into which molten magma is 
channelled from a deeper reservoir. It may be totally or partly molten (Gudmundsson, 
2012; Maaloe & Scheie, 1982; Marsh, 1998). Some magma chambers are partly molten 
throughout their lifetimes. Others are totally molten in the beginning and become partly 
molten as they evolve (Gudmundsson, 2012). In particular, small sill-like chambers may be 
totally molten during their early stages of development.  
Several recent studies have investigated the dynamical effects and geological consequences 
of the injection of a new supply of hot, relatively dense magma into a comparatively 
homogeneous magma chamber. If dense, the incoming magma may initially occupy a 
separate layer at the bottom of the magma chamber; however, over time, its density may 
equalise with that of the existing magma in the chamber. The two would then become 
intimately mixed (Huppert et al., 1980). Magma reservoirs located at shallow depths in the 
Earth’s crust  - commonly referred to as magma chambers - are most easily studied through 
the geophysical investigations of active volcanoes and the petrological and geochemical 
studies of erupted igneous rock or to fossil plumbing systems. Such studies have shown 
that as the magma cools, it undergoes chemical changes and becomes more fractionated 
over time in addition to providing information on the geometries and mechanics of the 
systems.  
At various times, active magma chambers are replenished with supplies of fresh, usually 
hotter, magma from the deeper reservoirs in the Earth’s crust or upper mantle (Huppert & 
Sparks, 1982). This places the rocks surrounding the magma chamber under pressure 
mainly because of the excess pressure in the chamber. When the rock fractures because of 
this pressure, a fraction of the magma is able to propagate as a dyke or an inclined sheet 
into the chamber roof and sometimes towards the surface (Gudmundsson, 2002, 2006; 
Jellinek & DePaolo, 2003; Macdonald, 1982). Magma compressibility is highly significant. 
Therefore, it must be considered in the estimations of the change of mass or the 
comparisons of the amount of magma that is being stored with the volume that has erupted 
(Gudmundsson, 2006; Johnson et al., 2000).  
Recent advances have been made in the understanding of the hazards associated with dyke 
emplacement and, eventually, volcanic eruptions. Specifically, the internal processes in 
volcanoes during unrest periods are now better understood. In addition, the mechanics of 
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dyke propagation and arrest are being interpreted through geodetic and seismic 
measurements (Gudmundsson & Philipp, 2006; Gudmundsson, 2019). One of the most 
important and studied geodetic quantities is the volume of the ground surface uplift, the 
inflation and the integral of the vertical displacement over the deformed volcanic edifice 
(Johnson et al., 2000). This is a measure of the strain energy stored in the volcano during 
the unrest period (Gudmundsson, 2019). 
A very important topic is the mechanisms behind the development of shallow magma 
chambers. Gudmundsson (1990, 2012) has suggested that a majority of chambers start as 
sills. Two conditions must then be fulfilled for a sill to develop into a magma chamber. 
The first is that the sill should be tens of metres thick. Second, it must be frequently 
replenished with magma through dykes to sustain a high temperature and to maintain the 
magma in a liquid state. This enables a chamber to grow and to develop and to inject the 
dykes and sheets (Gudmundsson, 1990, 2012; Gudmundsson et al., 2014).  
 
1.3 Dyke Propagation, Deflection and Arrest 
A dyke is a tabular body of igneous rock that is normally almost vertical or steeply inclined 
and cuts through the layers that constitute the volcano – that is, is discordant. A dyke is an 
intrusion. Specifically, it is formed by a magma-driven fracture. Dykes normally dissect or 
cut through the layers of the surrounding host rock, such as lava flows and pyroclastic 
layers, and are thus discordant. Originally, the word ‘dyke’ referred to the solidified rock 
in a fracture. However, phrases such as ‘dyke propagation’ and ‘dyke emplacement’ reflect 
the more recent use of this word to denote the propagating magma-driven fracture itself. 
‘Dike’, the American spelling, is also used in British English; however, ‘dyke’ is 
exclusively British (Gudmundsson, 2017).  
Volcanic eruptions are fed most commonly by dykes, as is observed in erupting volcanoes 
around the world (Cayol & Cornet, 1998; Gudmundsson, 2002, 2006; Sigmundsson, 2006). 
Most dykes and inclined sheets, however, do not reach the surface to erupt; rather, they 
become arrested, i.e. stop their propagation paths or stall, at various depths in the crust 
(Gudmundsson, 2002, 2003; Moran et al., 2011; Rivalta et al., 2015; Townsend et al., 
2017). The conditions for dyke arrest have been studied in the field (Gudmundsson, 2002, 
2003; Gudmundsson & Philipp, 2006; Tibaldi, 2015). They have also been examined 
through analogue models (Kavanagh et al., 2006), numerical models (Barnett & 
Gudmundsson, 2014; Gudmundsson & Philipp, 2006; Rivalta et al., 2015; Townsend et al., 
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2017) and analytical models (Gudmundsson, 2011a, 2011b). An understanding of these 
conditions is critical to theoretical and applied volcanology.  
Despite the available instrumentation for volcano monitoring, forecasting dyke propagation 
paths once a dyke has been initiated during magma chamber or reservoir rupture is still not 
possible. Therefore, reliable forecasts about (1) the likely path of the dyke: in particular, 
(2) the likelihood of the dyke’s reaching the surface and erupting or, alternatively, (3) 
becoming arrested at some depth in the volcano cannot be made. Direct field studies of 
arrested solidified or ‘fossil’ dykes, as well as geodetic and seismic studies of dyke arrest 
during unrest periods, are vital for improving the understanding of dyke propagation and 
dyke-fed eruptions.  
Many dyke arrests have been reported in recent decades. In some unrest periods, many 
dykes become arrested; however, at the end of the unrest period, one or more dykes will 
have reached the surface to erupt. A well-documented case is the unrest in Eyjafjallajökull 
in South Iceland for nearly two decades before the 2010 eruption. Between 1993 and 2010, 
four to five dyke injections became arrested, and some of the dykes changed into sills. 
However, in March 2010, a new dyke injection reached the surface and erupted 
(Sigmundsson et al., 2010). That many dykes and sills are exposed in the volcano suggests 
that such episodes are common (Gudmundsson, 2017, 2019). Many of the unrest periods 
with dyke injections, however, have not resulted in eruptions. One eruption happened in 
Tenerife in the Canary Islands in 2004 (Garcia et al., 2006; Gottsmann et al., 2006), and 
another in Harrat Lunayyir in western Saudi Arabia in 2009 (Baer & Hamiel, 2010; 
Pallister et al., 2010; Xu et al., 2016). The Harrat Lunayyir in western Saudi Arabia is the 
main topic in Chapter 3.  
Hundreds of arrested dykes have been observed, and many of their tips have been studied 
in detail. Field studies have shown that while some dykes terminate within layers, most 
become arrested at the contacts between the rock layers or units: in particular, at the 
contacts between mechanically dissimilar layers (Gudmundsson, 2002, 2003). Some of 
these dykes become deflected into sills (e.g. Barnett & Gudmundsson, 2014; Casagli et al., 
2009; Gudmundsson, 2011b; Kavanagh et al., 2015; Tibaldi, 2015; Tibaldi & Pasquarè, 
2008). However, others become arrested upon meeting the contact.  
There are three principal mechanisms by which dykes and other extension fractures or 
mode I cracks become arrested: (1) Cook–Gordon delamination, (2) stress barriers and (3) 
elastic mismatches. All of these mechanisms may operate simultaneously; however, the 
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Cook–Gordon delamination is most effective at shallow crustal depths. The other two 
mechanisms can operate at any depth. A detailed description of these mechanisms, 
including the appropriate references, has been provided by Gudmundsson (2011a, 2011b, 
2019). The Cook–Gordon delamination mechanism implies that the contact that arrests the 
dyke is mechanically weak. Therefore, the tensile strength and, by implication, the shear 
strength (because of their relationship) is low. Around the dyke tip is a tensile stress field 
(Kavanagh et al., 2018). The highest tensile stress is orientated perpendicular to the dyke 
and serves to generate the dyke fracture. However, there is also a high dyke parallel tensile 
stress that, for a contact with a low tensile strength, could open the contact when the dyke 
tip is close to it. The opening of a contact, which has been observed in many numerical 
models of dyke emplacement (Gudmundsson, 2003, 2011a, 2019), is likely to occur in 
nature. When the dyke tip finally reaches the open contact, the tip then either becomes 
deflected along the contact to form a sill or stops altogether: i.e. it becomes arrested.  
  
 1.4 Significance of the Study and the Study Area 
During the early Miocene (∼25 Ma), the Arabian plate separated from Africa along the 
Red Sea and the Gulf of Aden rifts ~10–15 Ma prior to the beginning of the Arabia–
Eurasia continental collision (Garfunkel, 1987; Garfunkel & Beyth, 2006; McQuarrie et 
al., 2003). Geologically, Arabia lies on a tectonic plate of its own, the Arabian Plate, which 
has been moving away from Africa and creating the Red Sea. The other plates in the 
vicinity of the Harrat Lunayyir are the Eurasian Plate in the east and the Anatolian Plate in 
the north. The formation of the Arabian Plate is believed to be related to the African Rift. 
At ~30 Ma, the rifting processes started in Afar, and the opening of the Red Sea was linked 
to the sinistral strike–slip displacements along the Gulf of Aqaba–Dead Sea transform fault 
system (Abdel Khalek et al., 1993; Bosworth et al., 2005; Morgan, 1998). It propagated 
both eastward and northward to form the Gulf of Aden and the Red Sea, respectively 
(Camp & Roobol, 1992; Cochran & Martinez, 1988).  The understanding of the rift history 
of the Red Sea has evolved beyond the early ‘two-stage’ models that included two stages 
of ocean spreading (at 41–34 Ma and 5–4 Ma; Girdler & Styles, 1974) or two pulses of 
‘initial’ or ‘early-stage’ rifting (at ∼34 Ma and 25–21 Ma; Omar & Steckler, 1995) to the 
wide acceptance of the late Oligocene (28–24 Ma) as the initial formation of the Red Sea 
rift basins (Bosworth, 2015; Fig. 1.1).  
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Figure 1.1: Tectonic features of the greater Red Sea rift system, including the northern 
Ethiopian (East African) rift, Afar and the Gulfs of Aden, Aqaba and Suez. Modified from 
Bosworth et al. (2015). 
 
The Red Sea, an active rift system, was formed by the rifting of the Precambrian 
continental lithosphere beginning in the late Oligocene and continuing with the breakup 
and spreading of the seafloor (Roeser, 1975). The present rifting led to the expansion and 
propagation of the Red Sea from the south to the north. Currently, the Red Sea extends 
from 30° N, the northern limit of the Gulf of Suez, to 12.5° N, where it meets the Gulf of 
Aden. The total north–south length is ~2,250 km, and the maximum east–west width is 
~354 km. The oceanic crust itself has a maximum width of ~100 km. The Red Sea could 
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be regarded as an excellent example of the early stages of ocean development through 
seafloor spreading (Bonatti et al., 2015). It has a continental scale rift system that stretches 
from the Dead Sea to Mozambique. This has led to the popularisation of the term ‘Afro-
Arabian rift system’ by the geologists mapping its segments (Kazmin, 1977). During the 
spreading of the Red Sea, parts of the Arabian Shield became extended and thinned 
because of the associated formation of dyke swarms and volcanic fields, one of which is 
the Harrat Lunayyir (Genna et al., 2002; Hansen et al., 2013a, 2013b).  
The Arabian Shield occupies one-third of the Arabian Peninsula. Its estimated area is 
670,000–725,000 km2 (Brown et al., 1978). The Arabian Shield is a part of a larger group, 
the Arabian–Nubian Shield, whose total estimated area is 2.7 × 106 km2 (Johnson & 
Woldehaimanot, 2003; Rodgers et al., 1999). The upper part of the crust of the Arabian 
plate consists of a crystalline Precambrian basement, Phanerozoic sedimentary cover and 
Cenozoic flood basalt, such as that at Harrat Lunayyir (Stern & Johnson, 2010; Fig. 1.2). 
This is the section that occupies the northeast flank of the Red Sea, which includes the 
well-exposed highlands of Yemen and the central part of Saudi Arabia, i.e. Najd (Powers 
et al., 1963; Stern & Johnson, 2010). The geologic and topographic features of the western 
Arabian shield are different from those of the eastern platform. The shield has extensive 
Proterozoic basement exposures and little or no sedimentary cover. The surface exposures 
in the shield are composed of approximately 50% plutonic rock and 50% volcanic and 
sedimentary rock (Gettings et al., 1986) The platform is covered by as much as 10 km 
Phanerozoic sediment (Stoeser & Camp, 1985). Studies indicate that the platform crust 
stabilised at ~700 Ma. However, the shield crust stabilised ~150 Ma later after the shield 
had undergone several cycles of metamorphism, tectonism and plutonism (Gettings et al., 
1986; Stern & Johnson, 2010).  
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Figure 1.2: Locations of some of the main lithostratigraphic units and structures on a base 
map showing the tectonostratigraphic terranes and terrane boundaries in the Arabian shield 
in Saudi Arabia ( modified from Johnson, 1998). 
 
The average crustal thickness of the Arabian Shield is ~40 km (Al Damegh et al., 2005); 
however, the crust becomes thinner towards the Red Sea coast where the thickness is 23–
25 km. A similar crustal thickness can be found in the Nubian Shield on the west side of 
the Red Sea: a thickness of 25–26 km in Egypt within 50 km of the coast of the Red Sea. 
Yet another similar phenomenon can be observed in the Nubian Shield, which is situated 
towards the western region of the Red Sea. Within Egypt, the thickness of the crust is 25–
26 km, and this continues up to a distance of 50 km towards the coastal region of the Red 
Sea.  
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There are two distinct phases of volcanism within the Arabian plate. From 30–20 Ma, 
tholeiitic-to-transitional lavas were emplaced along the rift-parallel dykes extending 
throughout the length of the Red Sea rift flank. This was contemporaneous with the 
impingement of the Afar plume on the base of the African–Arabian plate. Since 12 Ma, 
transitional-to-strongly-alkalic lavas have been continuously emplaced along a north–south 
trend, the Makkah–Madinah–Nafud (MMN) line of volcanism, thereby forming the 
younger harrats (Camp & Roobol, 1992; Stern & Johnson, 2010). The common name 
‘harrats’ refers mostly to the lava fields (Pint, 2006), which are also known as the Harrat 
Al-Shaqa.  
These areas are among the smallest alkali basaltic lava fields generated during the 
Holocene. They are generally located towards the western margin of Saudi Arabia. 
Specifically, the coordinates for the fields are 25° 10′–25° 17′ N latitude and 37° 45′–37° 
75′ E longitude. The lava field is located ~60 km from the eastern section of the Red Sea 
coastal regions and 150 km east of the central section of the Red Sea (Al Amri & Fnais, 
2009; Al-Zahrani et al., 2013; Baer & Hamiel, 2010; Duncan & Al-Amri, 2013; Fig. 1.3).  
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Figure 1.3: Location of Harrat Lunayyir. 
Approximately 50 monogenetic craters of variously sized volcanic cones contributed to the 
formulation of this region (Baer & Hamiel, 2010). The basaltic lava flows can be 
characterised by two specific segments. The first is the Tertiary unit, the Jarad basalt, 
which is considerably older, and the second is the Quaternary unit, the Maqrah basalt, 
which is younger (Al Amri et al., 2012; Fig. 1.4). 
The eastern, northern and southern sections of Harrat Lunayyir are formed by Precambrian 
rocks. The central section is composed of a variety of rocks, of which those from the 
Precambrian period are found only in isolated sections. The seismic and volcanic events in 
the Harrat Lunayyir began ~0.5 Ma ago (Duncan & Al-Amri, 2013). An informed 
estimation suggests that the most recent lava flows could have occurred ~5,000 years ago 
(Al-Amri et al., 2012). Thus, it can also be presumed that there could have been some 
recent eruptions in the region because a specific cone of craters was formed at a point 
~1,000 years earlier, as indicated by Baer and Hamiel (2010). 
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Figure 1.4: Geological setting around the Lunayyir area (modified from Al-Zahrani et al., 
2013).  
1.5 Research Problem` 
Until recently, the prevalent perception about the Harrat Lunayyir was that it is inactive. 
This perception was derived from previous studies that suggested that the most recent 
eruption in the region had occurred at least 1,000 years ago. . In addition, the assumption 
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was that the eruption that preceded this eruption could have occurred at least 5,000 years 
ago. None of these dates can be ruled out, but recent volcano-tectonic events show clearly 
that the region is active.  
In October 2007, the region experienced a volcano-tectonic episode. This was indicated by 
the earthquake swarm (Al-Amri & Al-Mogren, 2011; Mukhopadhyay et al., 2013; Zobin et 
al., 2013). This relatively limited earthquake swarm involved no more than 500 seismic 
events. The largest of these earthquakes registered at approximately magnitude M3.2. This 
series of events was indicative of a northwest–southeast-striking earthquake swarm. The 
focal depth of the earthquakes was greater than 10 km. This swarm did not give rise to any 
deformations or changes on the surface of the region (Xu et al., 2016). It culminated during 
the final days of May 2008.  
Another volcano-tectonic episode began 18 April 2009, peaked 17–19 May and ended in 
July the same year (Al-Mahri et al., 2009; Baer & Hamiel, 2010; Koulakov et al., 2014; 
Pallister et al., 2010; Xu et al., 2016). Again, it was an earthquake swarm with a general 
northwest–southeast strike; however, it was located ~15 km northwest of the 2007 swarm. 
The 2009 swarm generated more than 30,000 recorded earthquakes. The most intense 
activity occurred 17–19 May, with a sequence of seven earthquakes of M > 4, the largest 
being M5.7 (Baer & Hamiel, 2010; Xu et al., 2016). The focal mechanisms of the M > 4 
earthquakes indicated primarily normal faulting, some of which showed evidence of 
strike–slip components. The main episode came to an end in July 2009. Al-Zahrani et al. 
(2013) estimated the focal depth of the largest earthquake, M5.7, as 9 km. Most of the 
earthquakes were located at depths of 5–15 km. The overall strike was north-northwest–
south-southeast (NNW–SSE; Xu et al., 2016). In addition to the earthquake swarm, there 
was extensive surface deformation during the 2009 episode. There was a broad area of 
uplift and extension. The area was ~2,000 km
2
, the maximum uplift was ~0.4 m, and the 
extension was ~1 m (Pallister et al., 2010). The total NNW–SSE length of the uplifted area 
was 14–15 km. Subsequent studies have estimated the total extension at ~1.5 m across the 
deformation zone and the subsidence at a maximum of 0.8 m in the central part of a 
‘graben’ that dissects the dome (Baer & Hamiel, 2010). 
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 1.6 Research Objectives 
1. To further assess the risks and hazards associated with the 2009 dyke emplacement in 
the research area. This assessment relies partly on the new estimates for the depth to the 
dyke tip when the dyke became arrested.  
2. To estimate the general dimensions of the 2009 dyke.  
3. To conduct a comprehensive numerical study of the dyke-induced surface stresses. In 
particular, to explore the effects of mechanical layering on the surface stresses and the 
resulting fracture pattern.   
4. To formulate, through the use of remote sensing technologies, a rigorous estimation of 
the surface temperature variations in relation to the 2009 dyke emplacement. 
5. To perform the unsupervised classification of the lava flows in Harrat Lunayyir through 
the use of remote sensing. 
  
 1.7 Previous Studies 
Duncan and Al-Amri (2013) indicate that western Saudi Arabia has been the site of many 
volcanic eruptions. The most recent was ~1,000 years ago in Harrat Lunayyir. The current 
phase of volcano-tectonic activity in Harrat Lunayyir began more than 10 years ago, as has 
been confirmed by the Saudi Geological Survey measurements of the geothermal 
anomalies in the area. Duncan and Al-Amri (2013) also indicate that there were no 
differences or changes in the composition of the lava during the development of the present 
volcanic field. Al-Amri et al. (2012) estimated the eruption volumes for each of the 
volcanic units as follows: Quaternary upper Maqrah basalt (lacking erosion) Q5, 7.2 km
3
; 
Q4, 11.5 km
3
; Q3, 6.1 km
3
; Q2, 4.3 km
3
; Q1, 13.7 km
3
; and T, 18.0 km
3
. The authors also 
noted that the high seismic velocity region is partly related to the common intrusions and 
plutons in the crust. Their study discusses the various models that have been applied in an 
attempt to explain the upwelling activity in the Arabian Shield area. Some have associated 
the volcano-tectonic activity at Harrat Lunayyir with melt migration from the Afar mantle 
plume. Others have suggested the presence of a separate mantle plume upwelling beneath 
the Arabian Shield.  
Baer and Hamiel (2010) suggest that the 2009 earthquake was caused by a magma-driven 
rifting episode. They used interferometric synthetic aperture radar (InSAR) measurements 
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and elastic modelling with seismic moment calculations to estimate the dimensions of the 
dyke (Fig. 1.5). The authors concluded that a 12 km-long dyke, which was controlling the 
deformation during the rifting event, dominated the far-field deformation. They also 
discovered that two normal faults dominated the near-field deformation. The study 
compared the geometric, structural and seismic characteristics of Harrat Lunayyir with the 
2005 Dabbahu (Afar) and 2007 Gelai (Tanzania) events. Some similarities regarding the 
size (dyke and fault lengths, graben width) and geodetic moment were found at Harrat 
Lunayyir and Gelai (Tanzania). However, there were differences in their seismic or 
geodetic moment partitioning. There were also similarities between the 2005 Dabbahu 
event and Harrat Lunayyir in terms of size (thicker dyke and longer and narrower graben). 
On the basis of double difference tomography and data from the earthquakes from the 2009 
swarm, Hansen et al. (2013b) focused on the P-wave velocity structure beneath Harrat 
Lunayyir. Their results suggest that unrest in the Arabian Shield region was partly the 
result of the tectonic processes along the Red Sea rift and the transform fault in the Gulf of 
Aqaba–Dead Sea.  
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Figure 1.5: Envisat Advanced Synthetic Aperture Radar (ASAR) interferograms for the 
2009 Harrat Lunayyir swarm period (Baer & Hamiel, 2010). 
 
Hansen et al. (2013b) also found that a pronounced high-velocity anomaly at a depth of 
~15 km included a shallower extension in the north-north-westerly direction. This region is 
considered very important because of the repeated magmatic intrusions. Moreover, as a 
result of the dyke emplacement in 2009, several shallow swarms occurred ~2–8 km 
beneath northern Harrat Lunayyir. Al-Zahrani et al. (2013) attributed the 2009 aftershocks 
that occurred in the northwest and parallel to the Red Sea axis to the largest aftershock. 
The normal fault is representative of this trend. These aftershocks happened subsequently 
at 5–10 km and 15–25 km beneath the Lunayyir area. The authors also noted that the main 
shock was at a depth of 9 km. The stresses associated with the aftershocks were 
characterised by heterogeneity, which was partly attributed to the repeated magmatic dyke 
intrusions that resulted from the main shock. While most of the energy was released with 
the aftershock, energy was also released directly in conjunction with the main shock.  
Kenedi et al. (2013) focused on improving the understanding of the seismic hazards in 
Medina through a rigorous investigation of the previously documented tectonic events and 
earthquake swarms that occurred in Al-Madinah in 1256 A.D. An earthquake swarm 
occurred in Harrat Rahat in 1999, and a magmatic intrusion, i.e. failed eruption, took place 
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in Harrat Lunayyir in 2007, 2008 and 2009. The results of this study suggest the 
probability of the occurrence of significantly destructive volcanic eruptions in Harrat Rahat 
in the future. The study also shows that the volcanism in the Arabian Shield harrats was the 
result of dyke intrusions, as was seen in Harrat Lunayyir. A near-vertical shallow arrested 
dyke was observed by InSAR at a distance of 2 km beneath the surface. This initially 
resulted in a 3 km normal fault that grew to 8 km after the 19 May M5.7 earthquake. This 
was an indication of the continued addition of magma to the dyke. Al-Amri and Fnais 
(2009) concluded that the seismicity associated with the swarms that occurred on the 
eastern side of Harrat Lunayyir on 18 April 2009 was shallow. Koulakov et al. (2015) 
studied P- and S-wave velocities to identify the cause of a missed eruption, dyke arrest, in 
the Harrat Lunayyir basaltic field in 2009. They found a large seismic anomaly of high 
VP/VS ratio below 7 km depth coincides with the locations of more than 50 recent cinder 
cones with ages of older than 100 ka, and is interpreted as a steady-state magma reservoir. 
The study also found another seismic anomaly at depths below 15 km, which is interpreted 
as a conduit for fluids and melts from deeper sources. 
 
1.8 Thesis Outline 
Each chapter of this thesis can be considered to be part of an independent study. Some 
chapters are published papers, and others contain work that is in preparation for publication 
in scientific journals. Chapter 2 provides a comprehensive description and analysis of the 
methods used in the study. The conclusion in chapter 7 concludes the Problem and 
research objectives that have been solved throughout the project. The discussion in Chapter 
6 includes a critical evaluation of the main findings and suggestions for future research. 
Chapters 3, 4 and 5 (results chapters) have been published, chapter 1 is presented as a 
stand-alone work with independent page numbers. Chapter 3, 4, 5 are presented in the 
printed format of the target journal. Chapter 2 presents the main methodological 
frameworks governing each independent study. This chapter is divided into two main 
sections related to the techniques used in the study: numerical and analytical studies, and 
remote sensing and geographic information systems (GIS). 
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The aim of Chapter 3 is to present the unsupervised classification of lava flows in Harrat 
Lunayyir, western Saudi Arabia. The classification was performed with remote sensing 
that used iterative self-organizing data analysis (ISODATA) algorithms. This technique 
allows the user to specify the number of classes into which the data are separated for 
clustering within each land cover. The author previously studied the spectral behaviour of 
different volcanic terrains in terms of top-of-atmosphere (TOA) reflectance. The goal is to 
characterise the recent and old lava flows on the basis of their spectral reflectance 
properties. To validate the classification, samples of the ISODATA classification results 
were obtained from the same sites. The sample was sent to Oregon State University for 
40Ar/39Ar-based dating of the incremental heating structures. Incremental heating 
experiments allow examination of the step-wise release of Ar with increasing temperature 
for evidence of mantle-derived 40Ar. 
Chapter 4 focuses on the monitoring and estimation of the relative changes in surface 
temperature to facilitate the detection of an impending eruption. Infrared observations 
could indicate the approaching dyke-related hazards. The observations can provide critical 
information for supporting potential disaster responds and emergency managers. Also, the 
approach here could facilitate response prioritisation, disaster assessment, mitigation 
planning and comprehensive risk assessment. The Land Surface Temperature (LST) is 
situated in the centre, which is shown in the surface temperature maps. 
Chapter 5 presents new and general results on dyke-induced stresses in crustal segments 
composed of layers with contrasting mechanical properties. The focus is on new numerical 
models of dykes arrested with tips at various crustal depths. The dykes are hosted by rocks 
with mechanical properties ranging from elastic half spaces (uniform properties) to those 
with alternating stiff (high Young’s modulus) and soft (compliant, low Young’s modulus) 
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layers. The results are general; however, they are applied to the 2009 period of volcano-
tectonic unrest in Harrat Lunayyir in Saudi Arabia. The numerical results and analytical 
models, together with field observations of the associated surface deformation, form the 
basis for new estimates of the dyke dimensions. In addition, there are new estimates of the 
depth to the arrested dyke tip below the surface and the surface deformation induced by the 
dyke inferred to have been emplaced during the 2009 episode. 
Chapter 6 integrates all of the key findings and critically evaluates the methods and 
techniques used throughout the study. The possible avenues for expanding the work and 
insights on future research directions are also discussed. 
Chapter 7 warps up the research, It Includes answers to the research questions. 
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Chapter 2: Methodologies 
2.1. Introduction 
2.1.1 Overview 
Many numerical methods have been developed to simulate dyke emplacement and arrest 
(e.g. Al Shehri and Gudmundsson, 2018; Gudmundsson, 2006; Rivalta et al., 2015). The 
most commonly used is the finite element method (FEM), which was used in this study. It 
is described in detail by Logan (2002). The FEM is considered a particularly useful means 
of analysing stress, has been used in various applications (Kulhawy, 1973). In this type of 
analysis, a set of elements connecting the joints or nodal points represents the continuous 
body. It is possible to compute the stresses and strains and displacements of the nodal 
points of each element on the basis of the stress–strain characteristics of the element 
material and the loading More specifically, the stresses and strains within the elements can 
be calculated once the displacements of each nodal point are known (Bathe, 2014). A 
problem can be presented physically as an actual structure or a component of a structure 
that has been subjected to a particular load. The FEM can be used for problem-solving: 
typically for problems that do not have an analytical closed-form solutions. Thus, the 
method is numerical rather than analytical. This type of approach is necessary because 
many engineering and related geology problems are real and complicated and cannot be 
adequately addressed by analytical methods. For example, mathematical theories of 
elasticity and the engineering strength of materials are useful for calculating the strains and 
stresses of a bent beam from an analytical perspective. However, neither of these 
approaches is appropriate for investigating the performance of a car suspension system 
during vehicle cornering. Similarly, layered beams, or a layered crustal segment or a part 
of a volcano, even for simple loadings generate stresses and displacements that are too 
complex to be solved analytically. 
The FEM has been widely adopted in several fields, including fluid mechanics, heat 
conduction, electrostatics and vibration (Modlen et al., 2010) as well as in 
volcanotectonics. Specifically, the present study uses COMSOL Multiphysics, a numerical 
cross-platform finite-element multiphysics simulation software (www.comsol.com). The 
software can manage problems involving structures, heat conduction, fluid transport, and 
other types of physics, engineering, and geological problems.  
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There are three critical stages in the formulation of numeric modelling (Andrew, 2008). 
The first is the pre-processing phase during which the model is defined by utilisation, and 
the applications of the environmental factors are considered. These can be better 
understood and explained in relation to the design formation for the elaboration of the 
model’s structural details. This can be completed inside the program or accomplished via 
specialised software packages. Utilisation can occur subsequently. This geometric 
portrayal is then segmented into components and nodes, framing a mesh composed of the 
elements. The nodes on this mesh are the focal points that highlight, for example, the 
calculated displacements, stresses and strains. 
The second phase can be envisaged as the analysis of the accumulated data gleaned from 
the models. Appropriate properties, e.g. the values of Young’s modulus and Poisson’s ratio 
used for the layers in the model, are then used to define the model behaviour under 
loading. The third is the post-processing phase. The focus is the visualisation of the 
findings through the use of charts, images, graphical interfaces and numerical formats. For 
example, the stresses inside the model are represented by curves that illustrate the stress 
magnitudes. In addition, stresses and displacement at the surface above an arrested dyke 
can be presented in the post-processing phase. The likely location of tension fractures and 
faults can be inferred from the known strengths of the crustal rocks, specifically the tensile 
and shear strength.  
 
2.1.2 Thesis Models 
As was indicated above, the finite-element COMSOL Multiphysics software 
(www.comsol.com) was used for performing a general analysis of the local stresses 
associated with dykes, with specific application to the inferred 2009 arrested dyke. All of 
the models were created in a two-dimensional regime, as is standard for dyke modelling. 
The models were created with sufficient length and width, 15 km × 15 km, to ensure that 
the edge effects would be negligible. The models were fastened in the corners, as indicated 
by the crosses, to avoid rigid-body rotation and translation. Boundary conditions are 
commonly applied to the edges of models to simulate far-field tectonic stresses (see the 2D 
model in Fig. 2.1). The assumed tectonic situation is of the type normally associated with 
dyke emplacement in a rift zone. A free surface is the boundary condition applied to the 
upper edge of the model to allow free movements/displacements without a constraint so as 
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to simulate the ground (the Earth’s) surface. In solid mechanics and geology, a free surface 
is, like here, a solid in contact with air or water, i.e. a surface free from shear stresses. 
In all of the models, the only loading was an internal magmatic overpressure (driving 
pressure) of 6 MPa. A higher overpressure was not used because of the assumption that the 
dyke is basaltic and that this overpressure would be within the range of the typical in situ 
tensile strength of the rocks. Magmatic overpressure in a dyke is determined by the 
following equation (Gudmundsson, 2011a): 
 
                                                                                           (1) 
where pe is the excess magmatic pressure, that is, the pressure in the source chamber in 
excess of σ3, pr is the average host-rock density, pm is the average magma density, g is 
acceleration caused by gravity, h is the dip dimension of the dyke and σd is the differential 
stress (i.e. the difference between the maximum, σ1, and the minimum, σ3, principal stress) 
in the host rock where the dyke in question is located.  
The second term on the right-hand side of Eq. (1) is the buoyancy term. In the uppermost 
1–3 km of the crust in almost all volcanic areas, the average rock density is 2,500–2,600 
kg/m
−3
. In contrast, basaltic magma have a density of 2,650–2,800 kg/m−3 (e.g. Al Shehri 
and Gudmundsson, 2018). It follows that in the uppermost part of the crust, the buoyancy 
of basaltic magmas is often potentially negative. The ascent of magma is normally 
accompanied by gas expansion which makes the magma lighter, i.e. less dense. Gas 
expansion and density reduction are commonly observed in acid magma at depths of many 
kilometres (Gonnermann and Manga, 2013); however, for basaltic magma, such as that in 
the 2009 dyke at Harrat Lunayyir, much of the gas exsolution takes place at very shallow 
depths. In Hawaii, for example, gas exsolution in basaltic magmas occurs primarily in the 
uppermost few hundred metres of the feeder or conduit (Greenland et al., 1985, 1988). 
Similarly, direct observations of dykes, sills and inclined sheets in deeply eroded lava piles 
and central volcanoes have revealed only small, rather infrequent vesicles formed by 
expanding gas at depths exceeding several hundred kilometres below the original surface 
of the volcanic zone or central volcano. In contrast, some feeder dykes contain large 
vesicles that are close to the surface (Galindo and Gudmundsson, 2012). 
 
  dmreo ghpppp 
 21 
 
Chapter 2: Methodologies 
 
 
Figure 2.1: Numerical model of a dyke arrested with a tip at the depth of 1,000 m below 
the Earth’s surface. The magmatic overpressure is 6 MPa, and Poisson’s ratio of all the 
rock layers is 0.25. Each of the top 3 layers is 100 m thick. The top 3 layers and the main 
rock unit hosting the dyke have the same Young’s modulus: 40 GPa. Thus, this is 
effectively an elastic half-space model. a: Schematic of the model. The thickness of the 
layers and the height of the dyke are not to scale. b: Maximum principal tensile stress, σ3, 
in megapascals. The stresses shown here and in subsequent models range from 0 (blue) to 
10 MPa (red). This range, 0–10 MPa, was chosen because the maximum in situ tensile 
strength of crustal rocks is 9 MPa and mostly 5–6 MPa. Thus, tensile stresses above 10 
MPa can normally not be reached in the crust (Gudmundsson, 2011a). The dip dimension 
(height) of the dike in all the models is 9–10 km. c: The von Mises shear stress at the 
Earth’s surface. d: Maximum principal tensile stress, σ3, at the Earth’s surface. 
  
A higher overpressure was not used because of the assumption that the dyke is basaltic. 
Thus, in a continental crust, for a basaltic dyke the buoyancy term may not add much 
overpressure to the excess pressure at the time of magma chamber or reservoir rupture (Eq. 
1). In all of the models, the lower tip (bottom) of the dyke was at a depth of ~10 km; 
however, the upper tip (or top) was at depths of 0.3 km, 0.5 km and 1 km below the 
surface.  
As was discussed by Al Shehri and Gudmundsson (2018), the dip dimension of the 2009 
dyke might have been as large as 15–20 km. However, for the purpose of modelling the 
effects of shallow layering on surface stresses, the 10 km dip dimension used in this study 
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is appropriate. In the first models, the crust has the same uniform properties. This is 
supported by the fact that all the indicated layers have the same Young’s modulus (40 GPa 
in this study). Therefore, the first models represent elastic half-spaces, which are still used 
most commonly to model the surface stresses and deformations associated with volcanic 
unrest periods (Dzurisin, 2006; Segall, 2010). For the models presented in this study, all 
the layers and units had the same Poisson’s ratio, 0.25, which is the most common ratio for 
rocks (Gudmundsson, 2011a). In comparison to the variations in Young’s modulus or 
stiffness, those in the Poisson’s ratio of rocks are generally small enough (normally a 
factor of ≤2) to be negligible. The former may easily vary by two, or sometimes even 
three, orders of magnitude in any volcanic zone or volcanic edifice.  
In the later models, realistic layering was achieved with Young’s modulus in different 
layers ranging from 1 GPa for soft layers to 40 GPa for stiff layers. While this range was 
presumably smaller than the actual range in layers such as those hosting Harrat Lunayyir, it 
serves the purpose of illustrating the effects of reasonable layering on surface stresses and 
the likely fracture formation induced by arrested dykes, such as that in 2009. In the layered 
models, each of the layers constituting the uppermost part of the crust was 100 m thick. 
This thickness remained constant in all the models. Moreover, in all the models, the 
lowermost layer or unit hosted most or all of the dyke. (Depending on the shallowness of 
the dyke tip, the top part of the dyke may penetrate some of the shallow layers in some of 
the models.)  
The Young’s moduli of these shallow layers were derived from the seismic data; thus, the 
dynamic Young’s modulus was calculated on the basis of the velocities of the seismic 
waves (Jaeger and Cook, 1979). The dynamic moduli were 27 GPa for two of the layers 
and 17 GPa for the surface layer. The layer or unit hosting (most of) the dyke had a 
dynamic Young’s modulus of 40 GPa. These values were based primarily on the seismic 
velocities recorded in Harrat Lunayyir. They were also within the range of the laboratory-
determined Young’s moduli for granites and other typical continental rocks 
(Gudmundsson, 2011a) and thus reflect more general conditions. The later layered models 
used still more realistic layering in which comparatively soft layers with Young’s moduli 
of 1–3 GPa formed part of the crustal segment.  
The 100 m layer thickness was somewhat arbitrary in that it generally reflects ‘seismic 
layers’, i.e. groups of layers with similar seismic or mechanical properties. Although some 
sedimentary layers and some lava flows, such as pahoehoe, may reach a thickness of 
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100 m and more, this thickness should be interpreted here as being mechanical or seismic 
rather than lithological. In all the models, the layering (and lack of layering in the first 
models) was included to illustrate the assumed general structure of the crust. The layers are 
shown in Part A of each model figure, which also provides the Young’s modulus of each 
layer. The location of the dyke tip, however, is not changed in Part A of the figures (e.g., 
Fig. 2.1; cf. Al Shehri and Gudmundsson, 2018). The dyke is always shown at the same 
location because the main aim is to illustrate the layering. Part B of the figures shows the 
exact location of the dyke tip, which, in some of the later models, penetrated the lowermost 
of the top three to four layers. The early models had three layers above the thick layer or 
unit that hosts (most of) the dyke. In the later models, however, an additional layer 
(coloured white in all the models) with a Young’s modulus or stiffness of 1 GPa was 
included. An in situ Young’s modulus of 1 GPa is common in many compliant pyroclastic 
and sedimentary rocks (Gudmundsson, 2011a). For example, many soil, sediment and 
scoria layers between lava flows have similar or lower Young’s moduli.  
Here, the layer was assumed to have the same thickness as the other layers, namely 100 m. 
There are certainly layers much thinner than 100 m in most crustal segments. Some are 
mere metres or even tens of centimetres thin. However, to illustrate the principles that 
control dyke-induced surface deformation, the thickness used here for the 
seismic/mechanical top layers was appropriate. In the absence of more detailed knowledge 
regarding the actual layering of the Harrat Lunayyir crust to which these models were 
applied, these thicknesses were considered suitable (the soft layers were added in the later 
models) particularly because the main mechanical effect of a layer lies not in its thickness 
but, rather, its softness or compliance. In these models, the depth of the 1 GPa layer was 
varied to explore the effect of the depth on the dyke-induced surface stresses and 
associated deformation.  
   
2.2. Remote Sensing and Geographic Information System 
2.2.1 Overview   
Remote sensing is an efficient method for the analysis of volcanoes and volcano-related 
activity and products. Every type of instrument and methodology available for collecting 
data from the Earth’s surface, monitoring and supervising the parameters involved in the 
essential processes, and managing the data can be used (Bryant et al., 1990; Colwell, 1983; 
Eidenshink & Hass, 1992; Nicholson et al., 1990). Remote sensing can be defined in 
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several ways. According to Colwell (1966), the most common definition is ‘performing 
reconnaissance from a distant position’. Another description refers to fact that remote 
sensing uses methodologies and procedures to obtain information about any object from a 
distance without the need for direct contact between the measuring elements and the object 
itself (Fischer et al., 1976). The energy that radiates from a distant object is measured, and 
this information is used to calculate the properties and physical dimensions of the object, 
along with the environment immediately surrounding the object. As indicated by Moore 
(1979), remote sensing is therefore recognised as being both a technique to generate 
primary data and a scientific process to use as a tool.  
Remote sensing is being applied much more widely in geological studies, and its  
effectiveness and reliability when compared with traditional approaches, such as field 
mapping, is being increasingly acknowledged (Head et al., 2012). For example, it is used 
to map geological phenomena, such as volcanoes and lava flows, and to provide spectral, 
spatial and temporal coverage for the volcanoes and earthquake zones around the world. 
Remote sensing allows for the detection and measurement of electromagnetic radiation 
through the use of a remotely located device (Shen et al., 2008). The spectral reflectance 
and wavelengths of EM were the most important parameters that were measured in the 
present study. 
Remote sensing is particularly important in the monitoring of volcanic activity, especially 
in cases involving InSAR and thermal studies (Nicolas et al., 2008). The energy produced 
by EM can be measured with sensors that detect the energy that strikes them at specific 
wavelengths. Remote sensors can be airborne, ground-based or space-based, the most 
frequently used method for classifying lava flows (Crown & Ramsey, 2016). Factors such 
as surface roughness, permittivity or conductivity determine whether lava will reflect or 
scatter a signal (OSU, 2015). One crucial aspect in the classification and monitoring of 
lava flows is surface reflectivity, defined by D’Alessandro (2006) as the ratio of reflected 
power to direct power. Several of the image processing methods through which lava flows 
are described in the succeeding sections.  
Most geographic occurrences on the Earth’s surface are monitored by satellites. Satellite 
sensing instruments are capable of using optical datasets to map geographic events (OSU, 
2015). Although satellites are largely reliable, mapping can be adversely affected by heavy 
cloud cover; therefore, the data must be gathered from multiple satellite sources over 
several days to obtain a clear picture of events (US Geological Survey, 2008). Landsat 
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imagery is frequently used for unsupervised classification because of the increasing 
number of Landsat satellites monitoring the Earth’s surface and atmosphere. Landsat 
satellites obtain and record image data spectra by using operational land imagers (OLIs) 
and thermal infrared sensors (TIRSs): nine visible and shortwave infrared band spectra and 
two longwave thermal bands (Shen et al., 2008). The three image resolution criteria are 
spectral, spatial and radiometric resolutions. 
 
2.2.2 Thermal mapping 
Remote sensing technology has revolutionised the mapping and monitoring of natural 
hazards and risks, including fault zones, volcanic activity and other important geological 
events. Satellite imagery is an important tool for gathering data to improve the 
understanding of volcanoes and the associated natural phenomena. Several studies have 
highlighted the importance of the observation and investigation of thermal energy 
emissions from high-temperature events and structures, such as volcanoes, to gain a deeper 
understanding of geological occurrences (Barnie & Oppenheimer, 2015; Harris et al., 
1997; Tralli et al., 2005).  
Another remote sensing technique for evaluating the surface temperature of specific areas 
is thermal infrared (TIR) technology, which is also used to investigate and to monitor 
volcanic eruptions, volcano-tectonic events and the tremors and earthquakes associated 
with such events. TIR has been used extensively in the field for at least two decades. In 
brief, all objects that could possess a temperature greater than absolute zero emit thermal 
energy in the infrared band, and this can be measured with TIR technology. Infrared 
energy emission sensors can detect emissions from all artificial and natural objects on any 
landscape on the Earth. This includes water, vegetation, soil, the sun, rocks and life forms, 
such as animals and humans, all of which emit infrared-based electromagnetic and thermal 
radiation. This energy can then be measured by remote TIR sensors. Objects within the 
infrared energy band are undetectable by the human eye. The limit for the human eye is 
light beams in the 400–700 nm range; therefore, changes or measurements in the thermal 
energy emissions outside this spectrum cannot be detected. Jensen (2007) indicates that the 
human eye is sensitive to only 3.0–14 μm within the infrared energy range and 700 nm–
3.0 μm in the infrared reflective index range. Consequently, humans cannot process 
information optically from the reflective infrared band or perceive information from the 
thermal energy emitted from the infrared spectrum.  
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Because the data are collected in remote sensing mode, there is no risk associated with the 
infrared evaluation process. This low risk has led researchers and scientists to intensify 
their efforts to discover and to investigate these types of signals because they are the 
markers of current and imminent volcanic activity around the world. Geological activities, 
including volcanoes, frequently emit much heat. Therefore, remote sensing, such as TIR, 
tends to be used for monitoring and mapping the changing surface temperatures in all 
regions of the world. This technology is essential for detecting and evaluating consistent 
volcano activity patterns because of the possible precursor signals (Haselwimmer & 
Prakash, 2013; Realmuto & Worden, 2000; Tralli et al, 2005; Vaughan et al., 2005). 
Heat sensors are often embedded in satellites to facilitate the detection of heat variation. 
Such satellites include the Landsat Thematic Mapper (TM)/Enhanced Thematic Mapper 
(ETM), Moderate Resolution Imaging Spectroradiometer (MODIS), Advanced Very-High-
Resolution Radiometer (AVHRR), National Oceanic and Atmospheric Administration 
(NOAA) and Advanced Spaceborne Thermal Emission and Reflection Radiometer 
(ASTER). The current study is closely related to the process of deriving thermal bands 
from Landsat and LST, e.g. band 6 from ETM+, across different time periods. In view of 
the objectives of the Harrat Lunayyir-based research, we obtained three separate images 
from the United States Geological Survey (USGS) server (Earthexplorer.usgs.gov).  
ArcGIS 10.1 and ERDAS IMAGINE 2015 software, which can enable the further 
identification of the images, are commonly used in the interpretation of the data pertaining 
to surface temperatures. Landsat imagery was also used in the current study. Specifically, 
the thermal bands related to band 6 of ETM+ were downloaded. The ETM+ bands and 
those from dataset band 6 were preferred because they are brighter and could thus facilitate 
the assessment of the area through photographic images. The region under investigation 
does not have significant amounts of vegetation. The axis, rows and thermal constants 
associated with the developments in the area are typically determined by the metadata from 
the thermal bands. The perspectives from the various algorithm-based operational 
processes that were used are presented in Table 2. The land surface temperature is one such 
indicator. 
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2.2.3 Data Preparation  
The activity involved in the primary phase of the processing of the imagery obtained from 
the satellite images, also known as the pre-processing stage, concerns the strips that can 
become apparent in images acquired after 2003. These strips generally need to be 
completely removed via ERDAS IMAGINE 2015, a focal analysis tool-based software 
package. The strips are in fact generated by the malfunctions associated with the correction 
of the scanning lines (Fig. 2.2). 
 
Figure 2.2: The primary phase of the processing of the imagery obtained from satellite 
images. a: Landsat 7 June 2009 image of Harrat Lunayyir before the removal of the strips. 
b: Image after the removal of the strips. 
 
 
 
Acquisition 
date 
Satellite / 
Sensor 
Path Band Spatial 
resolution 
17 
the
 March 2007 Landsat ETM+ 147 6 60 Meter 
03 
the
 March 2008 Landsat ETM+ 147 6 60 Meter 
22 
the
 March 2009 Landsat ETM+ 147 6 60 Meter 
26 
the
 June 2009 Landsat ETM+ 147 6 60 Meter 
23 
the
 July 2009 Landsat ETM+ 147 6 60 Meter 
26 
the
 August 2009 Landsat ETM+ 147 6 60 Meter 
25 
the
 March 2010 Landsat ETM+ 147 6 60 Meter 
12 
the
 March 2011 Landsat ETM+ 147 6 60 Meter 
 
Table 2.1: Metadata and Acquisition date of Landsat 7. 
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2.2.4 Conversion to Radiance 
The remote sensing mechanism gathers the digital numbers (DNs), which can be converted 
to LST values through a technique designed for radiometric corrections and modifications. 
The data resulting from this step can then be contrasted with the existing data. The sensors’ 
radiance, which relates to the wavelength regions, can be stored and kept within the 
gathered and compared DNs. Specially designed quantification systems can subsequently 
be used to process the DNs. The facilitation of data processing and storage is the main 
benefits of this approach. The DN-based values have no physical units; therefore, these 
values must be transformed into tangible radiances. The formula developed for the 
transformation of DNs into spectral radiance measures is known as ETM+DN, and the 
values are typically 0–255 (Fig. 2.3). 
 
 
 
Figure 2.3: Conversion to radiance. a: The red square shows the location on the satellite 
image. b: The location after zooming in. c: This illustrates the digital number of each pixel. 
(Lwin, 2008). 
 
BrescaleQcalGrescaleL                                                                          (2) 
This is also expressed as: 
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Here, Lλ = spectral radiance at the sensor's aperture in watts/(meter squared × ster × μm), 
Grescale = rescaled gain (the data product "gain" contained in the Level 1 product header 
or ancillary data record) in watts/(meter squared 
×
 ster 
×
 μm) /DN, Brescale = rescaled bias 
(the data product "offset" contained in the Level 1 product header or ancillary data record ) 
in watts/(meter squared 
×
 ster 
×
 μm), QCAL= the quantized calibrated pixel value in DN, 
LMINλ = the spectral radiance that is scaled to QCALMIN in watts/(meter squared × ster × 
μm), LMAXλ = the spectral radiance that is scaled to QCALMAX in watts/(meter squared 
×
 ster 
×
 μm), QCALMIN= the minimum quantized calibrated pixel value (corresponding to 
LMINλ) in DN = 1 for LPGS products, = 1 for NLAPS products processed after 4/4/2004 
,= 0 for NLAPS products processed before 4/5/2004, QCALMAX= the maximum 
quantized calibrated pixel value (corresponding to LMAXλ) in DN = 255. 
 
 
The  Landsat 8 metadata contain all of the ancillary data required to calibrate the data to 
the radiances. 
 
 
CPF_FILE_NAME = "L7CPF19991001_19991123_12" 
GROUP = MIN_MAX_RADIANCE 
LMAX_BAND1 = 191.600 
LMIN_BAND1 = -6.200 
LMAX_BAND2 = 196.500 
LMIN_BAND2 = -6.400 
LMAX_BAND3 = 152.900 
LMIN_BAND3 = -5.000 
LMAX_BAND4 = 157.400 
LMIN_BAND4 = -5.100 
LMAX_BAND5 = 31.060 
LMIN_BAND5 = -1.000 
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LMAX_BAND61 = 17.040 
LMIN_BAND61 = 0.000 
LMAX_BAND62 = 12.650 
LMIN_BAND62 = 3.200 
LMAX_BAND7 = 10.800 
LMIN_BAND7 = -0.350 
LMAX_BAND8 = 243.100 
LMIN_BAND8 = -4.700 
END_GROUP = MIN_MAX_RADIANCE 
GROUP = MIN_MAX_PIXEL_VALUE 
QCALMAX_BAND1 = 255.0 
QCALMIN_BAND1 = 1.0 
QCALMAX_BAND2 = 255.0 
QCALMIN_BAND2 = 1.0 
QCALMAX_BAND3 = 255.0 
QCALMIN_BAND3 = 1.0 
QCALMAX_BAND4 = 255.0 
QCALMIN_BAND4 = 1.0 
QCALMAX_BAND5 = 255.0 
QCALMIN_BAND5 = 1.0 
QCALMAX_BAND61 = 255.0 
QCALMIN_BAND61 = 1.0 
QCALMAX_BAND62 = 255.0 
QCALMIN_BAND62 = 1.0 
QCALMAX_BAND7 = 255.0 
QCALMIN_BAND7 = 1.0 
QCALMAX_BAND8 = 255.0 
QCALMIN_BAND8 = 1.0 
END_GROUP = MIN_MAX_PIXEL_VALUE 
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2.2.5 Conversion from Spectral Radiance to Temperature 
 The ETM+ band 6 imagery can be transformed for increased effectiveness regarding the 
physical dimensions for the existing variables from the spectral radiance. Under the 
presumption of the factor of unity emissivity, such imagery can be effectively used for 
evaluating the Earth’s atmospheric temperatures obtained through the satellites. The 
formula for transformation and conversion is as follows: 
 
 
         










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1
1
2
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                                                                                             (4)               
 
Where T = effective at-satellite temperature in Kelvin, K2 = calibration constant 2 from , 
K1= calibration constant 1 from, L= spectral radiance in watts/(meter squared 
×
 ster 
×
 µm) 
(Table. 2.2). 
 
ETM+ Thermal Band Calibration Constants 
 
Constant 1- K1 
watts/(meter squared 
×
 ster 
× 
µm) 
Constant 2 - K2  
Kelvin 
Landsat 7  666.09 1282.71 
 
Table 2.2: ETM + Thermal Band Calibration Constants. 
 
2.2.6 Conversion from Kelvin to Celsius scale 
Because the temperature was estimated in Celsius, the results obtained from Equation 4 
were converted to Celsius. The formula-based conversion method can be described with 
the formula B6 − 273.15. Here, B6 is the result obtained from Equation 2, which is 
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expressed on the Kelvin scale. This enabled the inference and development of the 
temperature outline map. 
 
2.2.7 Data Processing and Analysis 
The ArcGIS Spatial Analyst provides spatial analysis and investigation tools. It also offers 
tools for model formulation and displays for generating data from both raster (cell-based) 
and feature (vector) units. The capacities of Spatial Analyst are segmented into 
classifications and specific groups that feature interrelated functionalities. The knowledge 
of these classifications facilitates the identification of the most appropriate devices and 
tools for a study. The table located in the final segment of the study provides a list of the 
available effective instruments and tools. The particular functionality of each is included. 
There are a few measures that needed to be used to fully access the functionalities of 
Spatial Analyst. Through geoprocessing, tasks in the Spatial Analyst inventory of 
instrumentation can be managed with the Tool dialog box and the Python programming 
language. The variables involved are the interactive command line interface and the 
written content, such as that in the scripts. Models can also be used. Conventional activities 
and work processes using map algebra and polynomial mathematics can likewise be 
performed in the Python environment. Raster calculators can be used for entering 
straightforward and simplified algebra-based map data to produce the raster output extents 
(ESRI, 2016). 
 
2.2.8 Extraction of the Study Area 
The extraction tools and devices can facilitate the extrication of the necessary cell 
substrates from a raster through the use of the cell characteristic, locations or spatial areas. 
This can further be explained by noting that the values for the cells regarding their specific 
locations can be obtained through the use of the tables and the feature point-based 
classifications (ESRI, 2016; Fig. 2.4). 
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Figure 2.4: Extraction of the study area. a: The red square shows the lava flow border in 
Harrat Lunayyir. b: Harrat Lunayyir after extraction. 
 
2.2.9 Calculation of the Land Surface Temperature 
The map algebra instrument was identified as the most effective method and instrument for 
performing the spatial analysis. It can lead directly to the creation of specific expressions 
on the basis of the delineations of the algebra-based information. With the Raster 
Calculator tool, the formulation and operation of the Map Algebra data expressions can be 
performed to create the final output for the datasets related to the raster. The LST equation 
is presented below with the appropriate inputs (Fig. 2.5). 
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Figure 2.5: Calculation of the land surface temperature. a: Map Algebra tool for 
performing spatial analysis, the land surface temperature equation has been demonstrated 
through the proper inputs. b: The digital numbers obtained through the remote sensing 
mechanism could then be transformed into the radiance. c: Conversion from spectral 
radiance to the Kelvin scale. d: Conversion from the Kelvin to the Celsius scale.  
 
2.2.10 Unsupervised Slassification  
The best way to view the images is to crop them, leaving the region around the studied lava 
flow visible. This method allows for faster and more precise classification because of the 
lower number of pixels to be assessed and classified into groups (Head et al., 2012). This 
method can also be used to determine the number of unimodal spectral classes and to 
identify their locations. The migrating means clustering (MMC) classifier is a widely used 
method in unsupervised classification (Crown & Ramsey, 2016). The unsupervised 
classification of lava flows can be achieved through the use of digital image processing 
software, such as ArcGIS and ERDAS IMAGINE that include spatial analysis tools. Lahar 
flows, flooding and other related natural phenomena are commonly described through the 
MMC algorithm (Joyce et al., 2008). The current study used the ISODATA. 
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2.2.10a  Iterative Self-Organizing Data Analysis Technique  
The ISODATA is one of the most important and widely used algorithms in unsupervised 
clustering. This processing method is a necessary step in the effective classification of 
images obtained from satellite platforms. Spectral reflectance is derived from a variety of 
wavebands for the identification of the characteristics of multidimensional clusters and 
their associated spaces. The results of the classification then need to be analysed to ensure 
validity. These data are considered indispensable to the understanding of the geological 
activity under study and the clusters of lava attributes. The actual numerical extents and the 
nature of the composition of classes must be determined by the classification approaches, 
which need to be wholly unsupervised. The extents must be unrelated to the previously 
developed conceptions regarding the structure of the geological landscape under 
investigation.  
ISODATA-based analyses, which also facilitate the determination of the number of classes 
that may be included, enable the extensive detailing and classification of the obtained data 
(de Alwis et al., 2007). The following tasks are performed during each iteration of the 
algorithm at a high level. Points are designated to their closest cluster centres, which are 
revised to become the centroid of all the points assigned to them. The clusters with a very 
small number of points are deleted, and those with a large number of points that fit specific 
criteria are split. The small clusters that fulfil other criteria are combined. The algorithm 
continues with these iterations until the number of iterations reaches a user-defined value 
(Fig. 2.6).  
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Figure 2.6: The iterative self-organizing data analysis (ISODATA) procedure. Through the 
ISODATA, Clusters (A) and (B, C) were first merged into one cluster because of the small  
distance between their centroids. The cluster (D, E, F, G), which had a large variance, was 
split into two clusters: (D, E) and (F, G)  (Jain et al, 1999). 
 
For the present study, the USGS website allowed the use of an image from the Landsat 8 
OLI data (LC81710432017063LGN00), Path 171 Row 043. The image had minimal cloud 
cover. The data were collected on 4 March 2017, and the images taken during this time 
were identified as the data products of the Level 1 digital number. The data were acquired 
from zipped Georeferenced Tagged Image File Format (GeoTIFF) files representing 
systematically terrain-corrected data (L1T). The analysis, interpretation and elucidation of 
the data obtained from the files required that specific steps be followed. There are two 
parts to the advanced digital processing of the images. The first requires the subsetting of 
the images to establish the required area of study. Imagery upgrading and enhancement 
strategies can then be used during image development and interpretation in order to 
organise the relevant data. 
The L8 Observatory satellite, which is the result of a complex design process, performs a 
705 km sun-synchronous orbit in a cycle that is repeated every 16 days. The L8 satellite 
orbits the Earth once every 98.9 minutes. The satellite contains two sensors: the TIRS built 
by the NASA Goddard Space Flight Center (GSFC) and the Operational Land Imager 
(OLI) built by BATC. The TIRS and the OLI can simultaneously image each scene; 
however, they can also be used independently in the event of a problem with a sensor. 
Under normal conditions, the sensors operate by scanning the Earth and making 
observations at a nadir-positional location that is optimised through the orbital circulation 
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path of the Worldwide Reference System-2 (WRS-2), which is synchronised with the sun. 
Nevertheless, significant and specific imaging can still be performed from an off-nadir 
position. Each sensor can be used to obtain much more advanced and improved technical 
measures than is possible with the previously mentioned Landsat equipment. According to 
Zanter (2016), the L8 Observatory directly references the spacecraft, as well as the 
integration of the sensors. 
 
2.2.10b Spectral reflectance  
When electromagnetic radiation and objects located on the Earth’s surface interact, 
considerable variations in the reflection of energy and light, the absorption process and 
energy transmission can be observed. D’Alessandro (2006) asserted that this process also 
reflects the reciprocal interaction of the objects and the energy generated around them. 
Depending on the characteristics of the objects, significant fluctuations in the amount of 
energy that is reflected, absorbed or transmitted can occur during such a process (Bernard, 
2013). Thus, several complications must be considered when distinguishing between two 
phenomena occurring on the surface of the planet within the available spectral zones. The 
variations in these spectral zones could provide differential measures for the identification 
of specific objects. These factors reflect the wide range of interactions that can facilitate 
the identification of the physical characteristics of an object under study: from light- and 
composition-based perspectives. The following equation can thereby be extrapolated from 
the conservation of energy: 
 
,1 ar                                                                                                                (5) 
 
where Er is the light reflected back from the surface of the object, Et is the light transmitted 
through the object, and Ea is the light absorbed by the object. Each is a function of the 
wavelength. This leads to the realisation that the reflected waves are primarily those that 
are neither absorbed nor transmitted. Regarding the observations that can be determined 
through an examination of the laws of reflection, the light will be reflected from a surface 
at an angle equal to the incident angle (Farrier, 2006). 
The study under consideration emphasised the properties of reflectance. The aspects 
related to the study topic were dependent on the primary evaluation of the roughness at the 
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surface of the object. A close comparison can be made with the wavelength of the emitted 
electromagnetic radiation, which can be observed by focussing on the object. The two 
relevant primary measures of reflectance were diffuse and specular reflectance (Joyce et 
al., 2008). Diffuse reflectance is observable on rough surfaces, and specular reflectance is 
emitted from less rough or are mostly smooth or flat surfaces (Fig. 2.7). 
 
 
Figure 2.7: Reflection models. a: Specular reflectance. b: Diffuse reflectance (Farrier, 
2006). 
 
Radiometric corrections were performed to determine the measure of reflectance that could 
be observed at the surface of the object. This process was important for the successful 
conversion of the data derived from the digital images. The images, which were gathered 
mostly through satellite imagery, were used in the calibration of the quantities and physical 
dimensions associated with the surface conditions of the planet Earth. 
Atmospheric correction, the removal of atmospheric effects, was performed to recover the 
surface reflectance (which portrays the surface properties) from the remotely detected 
imagery. The  radiometric and atmospheric corrective strategies are explained below. 
2.2.10c Conversion to top-of-atmosphere reflectance 
 
The information available from the USGS website facilitated the conversion of the data 
from the OLI band to TOA reflectance. The emphasis was on planetary reflectance; thus, 
the reflectance rescaling coefficients provided in the product metadata (MTL) file were 
applied. The resulting equation could then be used to effectively convert the DN values to 
TOA reflectance values to facilitate the analysis of the OLI data (Zanter, 2016). 
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                                                                                       (6) 
 
where: 
'p  = TOA planetary reflectance without correction for solar angle. 
  = Band specific multiplicative rescaling factor from metadata. 
   = Band-specific additive rescaling factor from the metadata. 
calQ  = Quantized and calibrated standard product digital number (DN). 
Note that  'p  is not true TOA Reflectance, because it does not contain a correction for 
the solar elevation angle.  The conversion to true TOA Reflectance is as follows: 
 
                                                                      (7)          
 
 
where: 
 
 = TOA planetary reflectance. 
    = Solar Elevation Angle (from the metadata, or calculated). 
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Abstract
Mapping of lava flows based on remote sensing data of high accuracy has become a common tool for exploring volcanic
eruptions in greater detail. Mapping data based on remote sensing data provides information on the location and flow direction
of lava flows as well as their areas and enables the localisation of volcanic vents—valuable knowledge for pre- and post-eruption
volcanic activity and behaviour estimations. The current research seeks to expand the understanding of the volcanic and tectonic
processes in Harrat Lunayyir, Saudi Arabia. In view of this, remote sensing data was classified using iterative self-organising data
analysis technique (ISODATA) algorithms. The aim of the classification is to identify spectral top-of-atmosphere (TOA) reflec-
tance values to distinguish layers of old and recent lava flows based on differences. As a result, three distinct basaltic units were
identified to have the following ages: 15.1 ± 6.1 ka (4%), 15.0 ± 8.4 ka (6%), and 14.6 ± 23.1 ka (10%). The differences in the
calculated areas of the lava flows as mapped based on the remote sensing data and earlier modelling are captured and identified in
relation to the local geomorphologic and geologic structures. The differences can be partly explained as being related to a
considerable weathering of the observed geological formations at 800–1600 nm, with reflectance of 12%. The limitation of
the methodology relates to the lack of accurate geochronological timeline, that is, an inability to identify accurate age of the
samples.
Keywords ISODATA .Morphology classification . Remote sensing . Top-of-atmosphere (TOA)
Introduction
The factors that affect the flow of lava and its morphology
include its rheological properties, the rate of discharge or ef-
fusion, the topography, in particular the slope, and the external
environment in which the flow of lava takes place. As the lava
flows, its temperature falls, which affects its rheology
(Griffiths 2000; U.S. Geological Survey 2008). The most im-
portant rheological properties of lava include the yield
strength, viscosity, crystal fraction, composition, and
vesicularity (Loughlin et al. 2014). Yield strength is strongly
dependent upon the lava’s temperature.
Mapping to delineate the nature of the expansion of lava
flows and flow fields is directly associated with factors such as
the improved understanding and identification of vents, in-
cluding their locations, as well as lava-flow volumes.
Moreover, forecasting possible hazards and risks associated
with lava flows can only be performed through obtaining in-
formation concerning the geographical position and direction
of these flows (Trusdell 1995). Estimation of the volume of
lava can be performed by utilising a combination of the infor-
mation derived from the areas of lava flow with that derived
from the measurements of the thickness of the flow of lava,
which can be observed in the field (Shaw and Swansond
1970; Self et al. 1997; Crown and Baloga 1999).
In the last two decades, researchers have studied Holocene
volcanic events and mapped the distribution of associated lava
at several locations, including some of the world’s most vol-
canically active regions. For example, Rossi (1997) and Rossi
and Gudmundsson (1996) mapped lava flows in Iceland,
Head et al. (2012) mapped lava flows in Central Africa, and
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Guest et al. (1987) and Calvari et al. (Calvari and Pinkerton
1999) mapped lava flows in Mt. Etna, while Murcia et al.
(2013) studied lava flows in the Harrat Rahat region of
Saudi Arabia. Most of these studies employed field mapping
techniques to gather data. While field measurements and anal-
ysis are accurate, they are also time-consuming and laborious,
particularly when lava flows are extensive (Cashman et al.
1998; Crown and Ramsey 2016). One viable alternative map-
ping method, which is potentially as reliable and accurate, and
certainly more efficient, is remote sensing.
Urban landscape planning has many benefits in terms of
the environment. Urban landscape planning means making
decisions about the future situation of urban land. In this case,
it is necessary to predict how the land has changed over time
and the effects of natural factors and human activities on the
land. In this way, successful and sustainable landscape plan-
ning studies can be achieved. Land cover and green area
change related to urban area and its immediate surroundings
were determined: Land use change is due to human activities
and natural factors. Land cover is one of the most important
data used to demonstrate the effects of land use changes, es-
pecially human activities. Production of land use maps can be
done by using different methods on satellite images. Some
studies have produced land cover maps of the controlled clas-
sification technique over Landsat satellite imagery. By using
land cover maps, the changes in urban development and green
areas over time have been evaluated. At the same time, the
relationship between changes in the land cover over time and
changes in the urban population has been (Cetin 2015; Cetin
2016a, 2016b; Cetin et al. 2018; Kaya et al. 2018).
Remote sensing technology for geological surveys is a rap-
idly developing field and has been cited as a highly reliable
alternative to traditional approaches such as field mapping
(Head et al. 2012). It provides spatial, spectral, and temporal
coverage for both the monitoring and geological mapping of
broad regions of volcanic terrain. In the supervised classifica-
tion of volcanic morphology, image processing is guided by
the user to specify morphological classes of interest. The user
defines areas of the mapped region that are known to be rep-
resentative of a particular volcanic cover type for each class of
interest. The software then determines the spectral signature of
the pixels within each specified area and uses this information
to define the mean and variance of the classes in relation to the
entire imaged region. Each pixel in the image is then assigned,
based on its spectral signature, to the class it most closely
matches. In unsupervised classification, image processing
software classifies an image based on natural groupings of
the spectral properties of the pixels, without the user specify-
ing how any portion of the image should be classified.
Conceptually, unsupervised classification is similar to cluster
analysis, where observations (pixels) of the same values or
value ranges are assigned to the same classes. For example,
Shen et al. (2008) used a remotely located device to detect and
measure electromagnetic radiation (EM). The most important
parameters of such radiation are the wavelengths and spectral
reflectance of resulting EMs. More often than not, satellite
images are used in both supervised and unsupervised classifi-
cation. In these cases, the wavelength spectrums for an object
are represented as bands.
Remote sensing has been applied in the mapping of lava
flows some time ago (James et al. 2009; Harris et al. 2011;
Dietterich et al. 2012; Kubanek et al. 2015; Slatcher et al.
2015). Recent studies reveal that several types of satellite im-
ages can be used for mapping, including radar, thermal infra-
red, and optical images (Bonne et al. 2008; Millington et al.
2012; Nicolas et al. 2008; Tarquini and Favalli 2011). Bymes
et al. (Byrnes et al. 2004) used remote sensing technology to
characterise the surface morphology of Mauna Ulu in Hawaii.
They employed ASTER and MASTER (multispectral) tech-
niques to map and interpret lava emplacement. Their survey
concluded that pahoehoe lava flows have a higher reflectance
than ‘a’a lava flows. One reason for this is pahoehoe crystal-
line structure providing a greater reflective surface. Pahoehoe
is more crystalline than A ā; due to its slow moving nature, it
is able to cool slower due to heat being retained at depth within
the flow, thereby allowing the formation of larger crystals.
The present paper aims to present the results of the remote
sensing–based classification of flows of lava at Harrat
Lunayyir in western Saudi Arabia (Fig. 1). This classification
was performed in an unsupervised manner through the
utilisation of remote sensing data based on ISODATA algo-
rithms. This technique is effective in that it outlines the num-
ber of different classifications in which the data obtained can
be categorised. The purpose was to form data clusters within
each of the areas of land coverage. The study of the behav-
iours of spectrums being emitted from various volcanic re-
gions, which is known as ‘TOA Reflectance’, also forms an
element of the present research. The objective here is to con-
sistently outline the various categories and characteristics of
both recent and old flows of lava through an evaluation of the
properties of spectral reflectance. The validation of these clas-
sifications has been performed through sampling, which in-
volved the results of the ISODATA classification.
Study area
Harrat Lunayyir is located in the western part of the Arabian
Plate, which is situated in close proximity to the African Plate,
being separated from it by the Red Sea rift zone. A Proterozoic
shield constitutes the core of the western part of the Arabian
Plate. The major tectonic changes that formed the macro-
tectonic structures in the area occurred during the African
Rift formation. Thus, the Red Sea and the Gulf of Aden
formed at around 25 Ma ago (Stern and Johnson 2010).
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Throughout the process of the spreading of the Red Sea,
which has been active over the past 30 million years, some
parts of the Arabian Shield became extended along the Red
Sea rift boundary (Bailey 2009). This process was accompa-
nied by continental collision between the Arabian and Euro-
Asian Plates, which has been taking place since the Miocene
(Hansen et al. 2013). The result of these processes was active
deformation andmagma generation that created the conditions
for the formation of volcanic fields within the areas adjacent to
rifting zone (Al Damegh et al. 2005; Rodgers et al. 1999).
The main geological structures that constitute the Arabian
Shield in the area of interest include pre-Cambrian crystalline
rocks, Phanerozoic sedimentary rocks, and Cenozoic flood
basalts. Harrat Lunayyir is one of those fields that represent
an instance of Cenozoic flood basalts. The average crustal
thickness of the shield is around 40 km (Al Damegh et al.
2005) with a tendency to decreased thickness towards the
Red Sea. Thus, in the areas around Harrat Lunayyir, crustal
thickness is as little as 23 km. A similar degree of crust thick-
ness can also be observed in the Nubian Shield, which is
situated towards the western region of the Red Sea. Within
Egypt, the thickness of the crust is 25–26 km, and this con-
tinues up to a distance of 50 km towards the coastal region of
the Red Sea.
During the Cenozoic period, there was considerable volca-
nic activity in the western section of the Arabian Plate. This
activity took place during two principal episodes. The first
was during a period from around 20 to 30 Ma ago, while the
later one began 12 Ma ago and continues to this day (Camp
and Roobol 1992). The common name of harrats is mostly
attributed to the fields of lava (Pint 2006). These are also
known as the Harrat Al-Shaqa. These areas are amongst the
smallest alkali-basaltic fields of lava generated during the
Holocene and are generally located towards the western mar-
gin of Saudi Arabia. More specifically, the location of the field
is at the coordinates of 25° 10′–25° 17′N latitude and 37° 45′–
37° 75′ E longitude. The field of lava is located approximately
60 km from the eastern section of the Red Sea coastal regions
and 150 km to the east from the central section of the red sea
(Al Amri and Fnais Al-Amri and Fnais 2009; Baer and
Hamiel 2010; Al-Zahrani et al. 2013; Duncan and Al-Amri
2013) (Fig. 1).
The region of Harrat Lunayyir is characterised by the
alkali-olivine-basalt lava flows that formed during the
Cenozoic geological period (Duncan and Al-Amri 2013).
This region, and its formation period, involved approximately
50 monogenetic craters of volcanic cones of various measures
(Baer and Hamiel 2010). There are two specific segments that
Fig. 1 Location map for the
Harrat Lunayyir volcanic field,
western Saudi Arabia
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could characterise the basaltic flows of lava. The first is the
Tertiary unit, which is considerably older (Jarad basalt), and
the second is the Quaternary unit, which is comparatively
younger and is also known as Maqrah basalt, according to
Al Amri et al. (Al-Amri et al. 2012) (Fig. 2).
The eastern, northern, and southern sections of Harrat
Lunayyir are composed of Precambrian rocks. The central
section of the region is composed of a multiplicity of rocks,
of which only isolated sections have rocks from the
Precambrian period as their constituents. The seismic as well
as the volcanic events of Harrat Lunayyir began approximate-
ly 0.5 Ma ago (Duncan and Al-Amri 2013). An informed
estimation suggests that the flows of lava that occurred most
recently could have taken place approximately 5000 years ago
(Al-Amri et al. 2012). In this respect, it could also be pre-
sumed that some recent eruptions could have taken place in
the region, since a specific cone of craters was formed here
approximately 1000 years earlier, as pointed out by Baer and
Hamiel (2010).
Methodology
Nicolas et al. (2008) observe that the use of remote sensing is
invaluable in volcanic monitoring. Sensors are devices that
record the amount of electromagnetic radiation energy that
strikes them at a specific wavelength range. Remote sensing
can be accomplished from air-borne and space-borne plat-
forms. Crown and Ramsey (2016) suggest that space-borne
platforms are the most widely used in the unsupervised clas-
sification of lava flow. The scattering or reflection of an ener-
gy signal by lava flows is dependent on a number of factors,
including conductivity, permittivity, and surface roughness
(OSU 2015). Surface reflectivity is the ratio of reflected power
to direct power and is critical in the monitoring and classifi-
cation of lava flows (D’Alessandro 2006).
Satellites are the principal remote-sensing instruments used
by geoscientists to monitor geographic data on the Earth’s
surface. Satellites map events use optical instruments (OSU
2015). Despite the general reliability of this technology, cloud
cover can hinder satellite mapping. As a result, it is essential
that users utilise satellite imagery from various sources gath-
ered over an extended period (U.S. Geological Survey 2008).
Landsat imagery is widely used in unsupervised classification,
owing to the large number of Landsat satellites that have in-
creased coverage of the Earth’s surface.
Digital image classification techniques
Bernard (2013) reports that digital image classification tech-
niques are the main tools used in grouping pixels to represent
land-cover features. The main purpose of remote sensing is
the interpretation of observed data and classification of fea-
tures. Pixels are the smallest units of an image that are used in
classification (Nicolas et al. 2008). As such, images are clas-
sified according to the reflectance statistics of their pixels.
There are two major image classification techniques, namely
unsupervised and supervised classifications (Head et al.
2012). In practice, supervised image classification involves
the input from the user, who classifies objects in correspon-
dence with the features known or observable in the satellite
imagery, while unsupervised image classification is automated
and performed by software. A brief description of unsuper-
vised classification is provided below.
According to Bonne et al. (2008), the unsupervised classi-
fication of images entails the clustering of pixels according to
their reflectance properties (Fig. 3). Users then determine the
number of clusters to be generated and the bands to be used
(Millington et al. 2012). This information represents an input
into image classification software, which uses clustering algo-
rithms to identify clusters with morphological features. This
approach is most effective in instances where no sample sites
Fig. 2 Volcanic geology of the Harrat Lunayyir volcanic field. a Volcanic ash partly covering a hill. b Basaltic lava flow of Quaternary age (Maqrah
basalt)
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exist (Nelson 2016). In summary, image analysis algorithms
identify related pixels and group them into different classes
without any human guidance whatsoever. Joyce et al. (2008)
report that unsupervised clustering is a fundamental tool in
image processing, particularly for remote sensing and geosci-
ence applications.
General overview
It is advisable to crop the chosen images to include the area
around the lava flow of interest in order to permit accurate and
faster classification, since fewer pixels will need to be evalu-
ated and grouped into classes under these circumstances
(Head et al. 2012). This procedure can be used to determine
the location and number of unimodal spectral classes. One
common approach in unsupervised classification is the mi-
grating means clustering classifier (MMC) (Crown and
Ramsey 2016). Digital image processing software, such as
the spatial analysis tool in ARC GIS Imagine, is used for the
unsupervised classification of lava flows. The migrating
means clustering algorithm is widely used in describing
flooding and lahar flow, amongst a host of other phenomena
(Joyce et al. 2008). In this paper, we use the iterative self-
organising data analysis technique (ISODATA).
ISODATA
One of the most significant and extensively used algorithms
that perform unsupervised clustering is ISODATA. This pro-
cedure is a general process of application that is necessary to
perform the classification of satellite-based imagery. A multi-
plicity of wavebands is used to derive spectral reflectance for
the purpose of identifying the attributes of multidimensional
clusters and the spaces associated with them. The classifica-
tion results must then be analysed from the perspective of the
researchers. The information that these researchers possess
can be understood to be integral regarding the geological
structure or process under consideration; this is also signifi-
cant regarding the understanding of the nature of various clus-
ters of lava attributes. The methods of classification, which
must be completely unsupervised, need to be able to identify
the actual numerical extents as well as the nature of the com-
position of classes that cannot be related to the previously
formulated conceptions regarding the structure of the geolog-
ical landscape under consideration.
Techniques involving ISODATA-based analysis make it
possible to reach the required level of details with identifica-
tion of the number of additional classes (de Alwis et al. 2007).
The algorithm of the data classification can be described in the
following steps: (1) data points are assigned in accordance
with the closest cluster centres; (2) the positions of cluster
centres are amended so that they become centroids for the
set of data points assigned to them; and (3) splitting of clusters
with an abnormally large set of points and merging smaller
clusters (Fig. 4).
Landsat 8 OLI data (LC81710432017063LGN00)
One image ofLandsat 8OLI data (LC81710432017063LGN00),
Path 171 Row 043, which did not have much cloud cover,
was made available by the website of the United States
Geological Survey (USGS) for this study. The data collec-
tion took place on 4 March 2017, and the resulting acqui-
sition of the images could be identified as the data products
of the level 1 digital number. The acquisition process of the
data was undertaken in the format of the zipped
georeferenced tagged image file format (GeoTIFF) files,
representing systematically terrain-corrected data (L1T).
A number of processes needed to be utilised for the analy-
sis, interpretation, and elucidation of the obtained data. The
Fig. 3 Digital image
classification techniques. Input
patterns are shown in (a), and the
desired clusters are shown in (b).
Clusters assigned the same label
(Jain et al. 1999)
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advanced digital processing of images can be sorted into
two parts. The first involves the sub-setting of the images,
which is performed to acquire the zone of study interest.
Thereafter, imagery enhancement and upgrading strategies
can be used in the process of image development and inter-
pretation with the aim of separating out valuable data.
The L8 Observatory satellite was constructed using an intri-
cate design process with the purpose of having a 705-km, sun-
synchronous orbit and a cycle of repetition of 16 days in length.
The L8 completely orbits the Earth every 98.9 min. L8 carries a
two-sensor payload: the OLI was built by the BATC, while the
TIRS was built by the NASA GSFC. Every scene can be au-
tomatically imaged by both the OLI and TRS in a simultaneous
manner; however, both are also capable of being utilised inde-
pendently should any problem occur in one of the sensors.
During the operations that can be undertaken under normal
conditions, the sensors can scan and observe the Earth at a
nadir-positional location that is optimised through the orbital
circulation path of the sun-synchronous Worldwide Reference
System-2 (WRS-2). Both of these sensors can be utilised to
achieve greater improvements and advancements in technical
measures relative to the previous Landsat equipment. The L8
Observatory is a direct reference to the spacecraft, along with
the integration of both of the sensors (Zanter 2016).
Spectral reflectance
General overview
The interaction between the electromagnetic radiation and the
objects situated on the Earth’s surface can lead to significant
variations in the absorption process, reflection of light and
energy, and the transmission of energy. This entire process is
also indicative of the reciprocity amongst the generated ener-
gy and the objects (D’Alessandro 2006). The amount of the
energy that can be transmitted, absorbed, or reflected in such a
process can also fluctuate considerably according to the dif-
ferences in the physical conditions and typology of the objects
(Bernard 2013). There are therefore certain complications in-
volved in distinguishing two separate phenomena that may be
observed on the surface of the Earth involving the available
spectral zones. The variations in these spectral zones can pro-
vide differential measures of undertaking such identifications
of specific objects. These aspects are closely reflective of the
various interactions that can highlight the differential physical
characteristics associated with the light and the physical
composition–based elements of the object being viewed.
The following equation can thereby be extrapolated from the
principle of the conservation of energy:
Er þ Eτ þ Eα ¼ 1 ð1Þ
where Er is the light reflected back from the surface of the
object, Eτ is the light transmitted through the object, and Eα is
the light absorbed by the object; each is a function of wave-
length. It follows that the reflected waves are primarily those
that neither get absorbed nor transmitted. From the laws of
reflection, it also follows that light is reflected from a surface
at an angle equal to the incident angle (Farrier 2006).
The present study emphasises the properties of reflectance.
The aspects related to the study topic depend on the primary
evaluation of the roughness at the surface of the object; this can
be closely compared with the wavelength of the emitted electro-
magnetic radiation, which can be observed through focusing on
the object. The two primary measures of reflectance relevant in
this study are diffuse and specular reflectance (Joyce et al. 2008).
Diffuse reflectance is observable at rough surfaces, while specu-
lar reflectance is that emitted from surfaces that are comparative-
ly less rough, or that are mostly smooth or flat (Fig. 5).
Radiometric corrections were performed to determine the
measure of reflectance that could be observed at the surface of
the object. This process is important for converting the data
derived from the digital images in a successful manner. The
images are mostly gathered through satellite imagery and are
utilised in the calibration of the quantities and physical dimen-
sions associated with the surface conditions on Earth.
Moreover, atmospheric correction is made to recover the sur-
face reflectance (which portrays the surface properties) from
Fig. 4 ISODATA techniques. Merging the clusters (A) and (B, C) into
one cluster since distance between their centroids is small and then
splitting the cluster (D, E, F, G), which has a large variance, into two
clusters (D, E) and (F, G) (Jain et al. 1999)
Fig. 5 Reflection models. a Specular reflectance. b Diffuse reflectance
(Farrier 2006)
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remotely detected imagery by removing atmospheric effects.
The strategies by which radiometric and atmospheric correc-
tive actions are performed are clarified below.
Conversion to TOA reflectance
Based on information available from the USGS website, the
data from the OLI band can be converted to top-of-atmosphere
(TOA), or top of the atmosphere reflectance. The emphasis
here is on planetary reflectance using the reflectance rescaling
coefficients provided in the product metadata file (MTL file).
The resulting equation can be applied to effectively convert
the DN values to TOA reflectance values to facilitate the anal-
ysis of the data regarding OLI (Zanter 2016).
ρλ0 ¼ Mρ  Qcal þ Aρ ð2Þ
where ρλ′ = TOA planetary reflectance without correction
for solar angle, Mρ = band-specific multiplicative rescaling
factor from metadata, Aρ = band-specific additive rescaling
factor from the metadata, and Qcal = quantised and calibrated
standard product digital number (DN).
Note that ρλ′ is not the true TOA reflectance, because it
does not contain a correction for the solar elevation angle. The
conversion to true TOA reflectance is through the following
equation:
ρλ ¼ ρλ
0
cos θð Þ ¼
ρλ0
sin θð Þ ð3Þ
where ρλ = TOA planetary reflectance, and θ = solar ele-
vation angle (from the metadata or calculated).
Landsat 8 OLI spectral endmember selection
In this method, spectra are selected from the images for spe-
cific areas. These regions are generally familiar to the image
interpretation personnel due to their experience with previous
research and field studies. The collected endmember points
regarding the age groups of the lava are four points.
This spectral endmember point can be a specific spectral
signature related to any surface cover of absolute measure that
is visible in the satellite-derived images. This could represent
individual categories, which are utilised to either classify or
determine any aspect within the individual images (Fig. 6).
Such uncontaminated, pure spectral endmembers are usually
defined under either idealised in situ or laboratory conditions.
Under such conditions, reflectance spectra may be obtained
through the application of a portable spectrometer that focuses
only on a single surface. At the point when in situ estimations
become unrealistic, spectral endmembers can likewise be ob-
tained from “pure” features in the imagery. The choice of such
endmembers from the image itself can be carried out on the
basis of prior knowledge regarding the occurrence ofmaterials
imaged in the scene. Manual selection from image data as-
sumes spectral homogeneity.
Sample collection and processing
This section describes the rock samples collected at the site
that were used in the current study. Initially, three volcanic
rock samples were submitted to Oregon State University for
analysis using the 40Ar/39Ar geochronological determination
method. The samples were collected to represent the basaltic
rocks in the study area. In terms of their composition, these
samples are consistent with the amphibole-bearing rocks typ-
ical for the area; e.g., the trace components found in the ba-
saltic rocks in the area are associated with the type of conti-
nental magmatism processes typical to the Arabian Shield.
The selection of the samples was based on the geological
maps of the area. These show fine-grained basanites, alkali
olivine basalt, and trachy basalts (Duncan and Al-Amri
2013). The groundmass of the sample rocks comprises largely
glass and augite with minor olivine (Duncan and Al-Amri
2013). According to Al-Amri et al. (2012), in a study using
an extended set of samples, the plateau ages of the samples
showed significant variances.
Following the methodology developed by Duncan and
Keller (2004), the sample rocks were processed and sieved
to obtain the fractions of 300–600 nm size. The groundmass
was separated from the phenocrysts and cleaned by acid
leaching (Duncan and Al-Amri 2013). Thereafter, the sample
units were cleaned and dried. The samples underwent irradia-
tion in a dummy fuel rod in the reactor’s central ring at 1 MW
(Duncan and Keller 2004).
Results and discussion
TOA reflectance
Weather and climate conditions influence surface weathering of
lava flows and affect their reflectivity. Lavas on Harrat Lunayyir
have undergone different forms of surface alteration, but primar-
ily oxidation-based chemical weathering processes. The lava
flows have erupted at different times—they are of different
age—and this was analysed through spectral reflectance mea-
surements using Landsat 8 in the range of 435–2300 nm (Fig. 7).
The elements constituting the spectral information vary
considerably with the morphological attributes and the age
of the lava flows. In Fig. 8, the common features of the reflec-
tance spectra are illustrated based on the shape of the spectral
curves. A noticeable sharp increase in reflectance at 435–
500 nm for all the studied lava flow with reflectance of 12%
was observed, while the maximum shifts were identified in
shorter wavelengths for lava flows 2, 3, and 4. The steepest
part of the reflectance curves in the visible blue band area of
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Fig. 6 Spectral endmember
points were collected from
Landsat 8 OLI False colour
(bands combination 7, 4, 1)
Fig. 7 Conversion to TOA reflectance. a Landsat 8 OLI image before conversion to TOA reflectance. b Image after conversion to surface reflectance
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the visible range spectrum occurs at 452 nm. The reflectance
curves are very flat for lava flows 1 and 2, apart from a no-
ticeable decrease in reflectance from 1900 nm onwards.
However, there is a gradual and sustained reflectance decrease
in lava flows 3 and 4 beginning from the end of the visible
range. We observe that for lava flow 1, there is a higher re-
flectance at 800–1600 nm at a rate of around 12%. A similar
sustained rate can be seen for lava flow 2, albeit at a slightly
reduced reflectance of around 9 to 10%.
Lava surfaces with a complete absence of any lichen (a
simple slow-growing plant that typically forms a low
crustlike, leaflike, or branching growth on rocks, walls, and
trees) show low and flattened reflectance spectra, expanding
in the visible segment and diminishing in the infrared segment
of the spectrum. This flattening is generally more evident in
older lava flows, which have been subject to considerable
surface oxidation (of iron). In particular, the slope of the re-
flectance curve from the blue to the red range of the spectrum
increases as oxidation increases, a spectral feature useful for
defining an oxidation index that can be used to quantify the
relative degree of the oxidation of lava surfaces.
ISODATA classification
The analysis of imagery regarding the trends of reflectance
and colour is average measures and can be caused by a num-
ber of factors, including the weathering of glass, oxidation of
iron elements, and the gradual development of plant life and
Fig. 8 Reflectance spectra. a
Reflectance spectra of old and
recent lava flows. bNote that lava
flow 1, which has been subject to
significant surface oxidation,
attains high reflectance values
especially in the near-infrared
region
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vegetation upon the uppermost crust of the lava flow. We use
ten classes for the age classification of the lava flows. We also
used geological maps to identify the basement rock types on
which the lava flows were erupted.
The TOA reflectance (Figs. 7 and 8) was utilised as a key to
both classify the lava and to choose the number of classes. We
examined different numbers of classes and found that the best
number that gave us the cluster of the youngest lava was
number 10. As can be seen in Fig. 10, the classification results
were found to be the same as those of the TOA reflectance.
Accordingly, we give the oldest lava flow as ‘class 1’ sequen-
tially with the rest of the classes (Fig. 9).
Accuracy assessment
To validate the classification, we sampled from the sites of the
ISODATA classification (classes 10-9-8) (Fig. 9) for analysis
at the Oregon State University for 40Ar-39Ar incremental
heating age determinations (Fig. 10; Table 1). The accuracy
of the unsupervised classification results is benchmarked to
the output of the supervised classification, which is done with
Fig. 10 Sample locations of lavas from Harrat Lunayyir, NW Saudi
Arabia
Fig. 9 Classification results of the ISO cluster method. a (class 1 represents old eruption) then b (class 2); c ( class 3)...etc. j (class 10) in the legend shows
the most recent lava flow
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reference to the knowledge of local geographic/geological
features. Firstly, we gather training data from the field. This
approach requires a priori knowledge of the geographical/
geological features under investigation. Here, the analysts
must have extensive knowledge of the lava flows, their for-
mation, and subsequent weathering, as such information is
critical in obtaining appropriate training data.
The placement of infrastructure such as pipelines, roads,
and railways is highly dependent on the rock outcrops in an
area. For this reason, the supervised classification of lava
flows is vital. Some of the techniques employed include, but
are not limited to, band ratios, synthetic aperture radar (SAR),
linear spectrum unmixing, and vegetation masking.
Geologists can detect a variety of variables, such as soils and
lava flows (Egorov et al. 2015).
40Ar-39Ar incremental heating method
The precise dating of lava flows is crucial for understanding
the characterisation of volcanic fields, which is itself essential
for the reliable reconstruction of past events that shaped the
topography of the fields (Walsh 2006). Different methods are
used to date lava flows in order to determine the relative ages
of past volcanic events. In this study, we have relied on the
40Ar-39Ar incremental heating method (McDougall and
Harrison 1999) to assign ages to lava flows.
The Quaternary age of Harrat Lunayyir was indicated by a
K-Ar date reported by Camp and Roobol (1992). Al-Amri
et al. (2012) attempted to investigate the chronostratigraphy
of Harrat Lunayyir using the 40Ar-39Ar method on six basaltic
flows. Their results confirm the overall Quaternary (mostly
late Pleistocene) age of the lava field, yet the age spectra are
virtually indistinguishable within the lack of atmospheric ar-
gon ratios. Furthermore, the authors resorted to forcing the
inverse isochron through the 295.5 value, which makes the
results model ages rather than reliable age estimates.
Duncan and Al-Amri (2013) reported 40Ar-39Ar ages for 18
new samples from the six volcano-stratigraphic units mapped in
the Harrat Lunayyir volcanic field (Al-Amri et al. 2012). One of
their samples yielded a plateau age of 1.21 ± 0.13 Ma, which is
considerably older than all other age estimates. The isochron for
this particular sample has an age of 970 ± 29 ka, with an initial
40Ar/36Ar composition of 312 ± 4, thus indicating the presence of
excess 40Ar, which renders this age invalid for the purpose of
delineating the eruptive sequence. All other ageswere considered
acceptable and indicate an overall continuous volcanic activity
from about 600 ka to the present, with putative peaks of activity
at ~ 400 ka and ~ 200 ka. The relatively uniform spread of ages
rules out any significant hiatus in volcanic activity.
Table 1 Location of samples for lavas fromHarrat Lunayyir, NWSaudi
Arabia
Sample number Type of material Longitude (°E) Latitude (°N)
L1 Whole rock 37.846 25.150
L2 Whole rock 37.853 25.195
L3 Whole rock 37.882 25.256
Fig. 11 Location of young lava place sample (L1)
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In this study, we obtained samples from the same sites of
the ISODATA classification results (class 10-9-8) (Fig. 9) and
analysed the three youngest flows at the Oregon State
University in the Argon Geochronology Laboratory
(Fig. 11). The results are as follows:
& L1: plateau age 15.1 ± 6.1 ka (2 s.d. error) (Fig. 12a),
which represents quaternary upper basalt (stratigraphic
unit Qm5), historic to late prehistoric lava flows and
scoria cones. The subunit comprises the products of
four eruption sites of black scoria cones with lava flows
(Al-Amri et al. 2012) surrounded by black air-fall ash
covering adjacent Precambrian basement hills protrud-
ing through the lava field. One of these sites is believed
to have erupted as recently as the tenth century (Al-
Amri et al. 2012).
Fig. 12 Representative age
spectra (plateaus) derived from
40Ar/39Ar incremental heating
experiments on Harrat Lunayyir
basaltic lavas. a represents
location 1 (L1, plateau age
15.1 ± 6.1 ka); b represents the
result of location 2 (L2, plateau
age 15.0 ± 8.4 ka), and c
represents the result of location 3
(L3, plateau age 14.6 ± 23.1 ka)
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& L2: plateau age 15.0 ± 8.4 ka (2 s.d. error) (Fig. 12b). This
represents prehistoric lava flows (stratigraphic unit Qm4),
with prehistoric lava flows and scoria cones, lacks erosion,
and having dust ponds 3 m in diameter. Dust ponds can be
defined as fine-grained deposits in topographic lows
transported and sorted by intense localised electric fields act-
ing on charged dust or by impact-induced shaking. A very
black colour was observed on the aerial photographs and
satellite image.
& L3: plateau age 14.6 ± 23.1 ka (2 s.d. error) (Fig. 12c); non-
eroded lava flows (correspond to the stratigraphic unit Qm3):
non-eroded lava flows, slight gullying on scoria cones, dust
ponds up to 100 m in diameter; Qm2: eroded lava flows and
scoria cones, surface structures on flows such as flow ridges
intact, but erosional rivulets are present. Scoria cones have
distinct gullies and dust ponds are up to 400 m in diameter.
The obtained ages are characterised be exceptionally well-
developed plateaux and comprising 55–72%of the 39Ar released.
The age discrepancy between the inverse isochron of L1 and the
other ages is probably related to the presence of relic 40Ar, as
manifested by the descending age pattern of the first four steps,
which contain about 40% of the released 39Ar. Such an inherited
component would have the undesirable effect of shifting the iso-
chron line towards an older age (Kuiper 2002), a fact exacerbated
by the clustering of data points very close to the 36Ar/40Ar axis.
This same feature was observed by Duncan and Al-Amri (2013),
which they attributed to the presence of small amount of excess
40Ar, probably in olivine xenocrysts not completely removed.
In the current study, we identified spectral top-of-
atmosphere (TOA) reflectance values to distinguish layers of
old and recent lava flows based on differences. As a result,
three distinct basaltic units were identified to have the param-
eters shown in the table below (Table 2). For this dataset, the
temperature ranges fall in the same area as for the Ar testing and
meet the plateau age criteria. On the other hand, the distribution
of the TOR data is not homogenous in this sample set.
The value of the mean square of weighted deviates (MSWD)
does not exceed the analytical value for the sample, whichmeans
that the scatter points of the sample set are consistent with the
analytical model (isochronic relationship is established across
the dataset).
Geographic distribution of the lava flows
The identification of basaltic units that are related to different
typologies was facilitated by the conversion of the reflectance
Fig. 13 a Remote sensing output with lava flow areas identified. b Resulting map by Al-Amri et al. (2012)
Table 2 40Ar-39Ar incremental heating method L1, L2, and L3 lava
flows
Sample Plateau age (ka) 2σ error (ka) MSWD Initial40Ar/36Ar
L1 15.2 6.1 0.67 295.50
L2 15.0 8.4 0.47 291.75
L3 14.9 23.0 0.38 287.03
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values into radiance values. The low reflectance value is a
characteristic of basaltic flows in the visible spectrum. The
Landsat band ratios were employed to distinguish volcanolog-
ic units (ration band 5 to band 4, band 7 to band 6).
In contrast to the findings of Al-Amri et al. (2012), who
found two major basaltic units—Jarad, the older Tertiary unit,
and Upper Maqrah, younger Quaternary unit—with the appli-
cation of remote sensing data processing, three basaltic typol-
ogies were discerned and mapped by red, pink, and turquoise
colours (Fig. 13). We therefore identify three lava flows in
accordance with their relative position at the timescale (the
identification of exact age is not possible using this method-
ology, which is a limitation of the study):
& L1 – the most recent lava flows; as seen in Fig. 13. They
occupy the central part of the Harrat Lunayyir basaltic
field being enclaved into the area of volcanic cones. The
total area occupied by these basaltic units is 25 km2.
& L2 – the lava flows of intermede age that cover the periph-
eral zones of the epicentre and stretch over a total area of
82 km2.
& L3 – the oldest lava flows, which occupy an area of
157 km2 and have a NW-SE direction in alignment with
localisation of the dyke (direction of its intrusion); also
notably represented around the volcanic cones area.
From the map in Fig. 13a, it is evident that all three lava
flows are clustered in the enclave around the volcanic cones;
this relatively small cluster of 18 km2 is constituted of 72% L3,
20%L2, and 8%L1 areas. This clustering towards the epicentre
area may suggest that three separate volcanic events happened
independently of each other. Based on this, we conclude that
the area has been the site of magmatic activity over a longer
period than suggested in previous research (Al-Amri et al.
2012). This is in line with recent research findings suggesting
Fig. 14 Geologic map of Harrat
Lunayyir
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that the 2009 dyke became arrested at a shallow depth (Al
Shehri and Gudmundsson 2018).
According to the mapping results, three identified basaltic
flows erupted in the same area as most of the epicentres of the
earthquake swarm are associated with the dyke emplacement
in the spring-summer of 2009 (Al Shehri and Gudmundsson
2018). More specifically, most of the earthquakes were locat-
ed around the perimeter of the L1 (the most recent basaltic
flows). This can be associated with the peculiarities of Harrat
Lunayyir’s geomorphology. The geomorphology of the harrat
is rather restrictive, with higher (up to 800-m elevation) terrain
forms located along the perimeter of the area.
In order to make more robust inferences about the geolog-
ical connections, it is necessary to juxtapose the mapped ba-
saltic units with a geologic map of the area (Fig. 14). This
enables us to identify the geochronological types to which
the L1, L2, and L3 lava samples belong. In contrast to Al-
Amri et al. (2012) findings, we find the three samples being
related to three different Tertiary-Quaternary basaltic units,
where samples have larger variance in terms of their age.
This is attributed to differences in methodology and the de-
scribed above characteristics of the area’s geomorphology.
With fields being adjacent and enclaved in the limited area,
the remote sensing data provides a more accurate spatiality of
the magmatic intrusion processes.
Besides high clustering of both 2009 earthquake swarms
and the young basaltic lava flows, the mapping also makes the
northwest-southeast strike of the dyke clearly (Fig. 13a, b)
observable. The determinant behind that could be the slope
effect—which is localised in consistency with fault direction.
This may be the basis to conclude the presence of the persis-
tent upward magmatic movement before the swarms as well
as the correlation between the volcanic events and dyke
intrusion.
Conclusions
The main aim of this paper has been to improve our under-
standing of the spatial distribution of volcanic processes in the
Harrat Lunayyir area. To achieve this, the current study
employed the unsupervised classification of remote sensing
inputs from Landsat 8, identifying different generations of
lava flows in Harrat Lunayyir, western Saudi Arabia. The
accurate dating of lava flows is important if we are to under-
stand the eruptive nature of volcanoes and volcanic fields.
There are many technical details to be worked out in order
to be able to date flows accurately using satellite techniques.
We have used numerical classification methods to identify the
number of classes into which the data is separated for cluster-
ing within each land cover.
The utilisation of ISODATA for the segmentation of the
remote sensing data has also been made. The algorithm for
performing unsupervised classification was obtained from the
GIS package raster (ArcInfo). The characteristics of spectral
reflectance regarding volcanic materials, which could be
widely observed at the zone of analysis at Harrat Lunayyir,
have been investigated, and the resultant classifications of the
examined region have been spectrally classified. The data was
derived through an analysis involving the counting of the
pixels of randomly selected regions. This suggests that the
most elevated measures of reflectance value could be exhibit-
ed by the older flows of lava. The reason for this could be
related to the weathering of the same within 800–1600 nm
with a rate of 12%. In contrast, the lava flow, which is consid-
erably younger in geological age, has been analysed to contain
a reflectance measure of lesser intensity and a rate of 9 to 10%.
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Abstract
The 2009 seismic episode at Harrat Lunayyir signalled a renewed geohazard and resulted in a regional dyke that propagated to a
very shallow depth (a few hundred metres) below the surface. Since then, there has been an extensive research debate over the
potential links between the volcanic/intrusive activity and tectonic processes, particularly because the earthquake swarm and
dyke propagation did not eventually result in an eruption. The current study seeks to estimate the relative changes in surface
temperatures as a means for detecting an impending dyke-fed eruption or, alternatively, dyke arrest at a shallow depth. An
analysis of thermal (infrared) data with a focus on the spatial distribution of land surface temperatures over a longer period of
observation may help reveal the link between volcanic activity and dyke propagation. Here, the land surface temperature changes
in the centre of Harrat Lunayyir were recorded when the 2009 dyke was propagating toward the surface. The spatial distribution
of the land surface temperatures in the area indicated the segmentation of the dyke and suggested the segments were arrested at
somewhat different depths below the surface.
Keywords Dyke emplacement . Dyke arrest . Surface temperature . Volcanic hazard . Remote sensing
Introduction
Volcanoes pose a significant threat to human life and property
through their extensive lava flow from effusive volcanic erup-
tions as well as pyroclastic flows and falls from explosive
volcanic eruptions that altogether may create far-reaching haz-
ards in the surrounding environment (Alberico et al. 2010).
Considering the significance of these hazards, there has been
extensive research over the past few decades aimed at explor-
ing effective methods for the monitoring of volcanic activities
(IUCN 2009). Monitoring systems are of great importance in
terms of providing adequate warning of imminent potential
disasters related to active volcanoes. Volcanic activity is usu-
ally controlled by processes that take place in the depths of the
Earth’s lithosphere, particularly in the magma reservoirs, and,
thus, there are several challenges related to the monitoring of
active volcanoes and interpreting volcanic unrest episodes
(Noguchi et al. 2011; Pyle et al. 2015; Al Shehri and
Gudmundsson 2018; Gudmundsson 2019). Volcanic erup-
tions result in the transfer of heat from erupted lava flows
and pyroclastic layers as well as from eruption columns that
extend into the atmosphere. Additional environmental and
tectonic processes associated with volcanoes include gas
emission, earthquakes, and surface deformation (Harris
2013; Murphy et al. 2013; Noguchi et al. 2011; Pyle et al.
2015; Gudmundsson 2019).
The Red Sea Rift is one of the few areas in the world in
which the processes of continental rifting and splitting actively
take place and intraplate volcanism occurs, with a range of
volcanic risk episodes observed in the western part over the last
few decades (Bailey 2009; van der Zwan et al. 2013). The Red
Sea Rift may be considered themost recent example of the early
stages of ocean development via sea-floor spreading. This
makes the areas within and adjacent to the rift particularly suit-
able for exploring volcanotectonic structures, dyke and fault
patterns, and the inter-relation between structural, sedimentary,
tectonic, and volcanic processes. Volcanic fields and dyke
swarms formed along the eastern margin of the rift, predomi-
nantly during the Red Sea spreading as a result of a series of
volcanic eruptions (Genna et al. 2002; Hansen et al. 2013a, b).
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One of the most recent and significant volcanotectonic ep-
isodes occurred in Harrat Lunayyir, a young basaltic lava field
located in the northwestern part of Saudi Arabia and adjacent
to the central part of the Red Sea in 2009. This
volcanotectonic activity was primarily characterised by an in-
tense earthquake swarm that occurred between April and
June 2009, with more than 30,000 earthquakes taking place
over the period of 3 months. It produced far-reaching conse-
quences for the socioeconomic status of the region despite its
limited direct damage and considering the area is quite remote
and no eruption took place. As a result of the episode, the
Saudi Arabian government had to evacuate 40,000 residents
from the town of Al Ays, which is located in the path of lava
flows from the potential volcanic fissure that would have
formed if the dyke had reached the surface. The predominant
interpretation based on both the earthquake data and geodetic
data is that a near-vertical dyke of magmamade its way from a
great depth but then stopped at ~ 2 km beneath the surface,
which induced most of the earthquakes in the swarm (Jónsson
et al. 2010). More recent studies, however, conclude that the
dyke became arrested at much shallower depths, namely, sev-
eral hundred metres below the surface, indicating a signifi-
cantly greater hazard than previously estimated (Al Shehri
andGudmundsson 2018). The arrest of the dyke at a shallower
depth is likely to be the factor in the observed tension fractures
and normal fault formation at the surface. Another important
research question behind why the dyke’s movement was
arrested at such a shallow depth—a topic analysed in many
papers and of great interest and importance to volcanotectonic
and hazard studies (e.g., Gudmundsson 2002, 2003).
In order to study the complex volcanic processes that lead
to eruptions and other natural hazards as well as to monitor
volcanic activities, remote sensing techniques have been ex-
tensively applied. Specifically, satellite images provide key
data for understanding volcanic behaviour and registering
thermal emissions from high-temperature events (Barnie and
Oppenheimer 2015; Harris et al. 1997; Tralli et al. 2005). The
fact that this data is acquired remotely makes these processes
relatively risk-free, meaning this method is particularly well-
suited to studying the precursor signals of changing volcanic
activity patterns. Additionally, thermal infrared (TIR) remote
sensing of land surface temperature has been used in the past
20 years to monitor and explore volcanic processes and activ-
ity. TIR remote sensing is a significant tool in terms of map-
ping and monitoring the temperature of the surface; therefore,
it could be used to identify increased volcanic activity by
examining precursor signals (Haselwimmer and Prakash
2013; Realmuto and Worden 2000; Tralli et al. 2005;
Vaughan et al. 2005). TIR data can provide a simultaneous
and synchronous view of temperature changes in a given land-
scape, overcoming the limitations specific to meteorological
or land-surveying data. Remote sensing TIR is generally used
tomonitor andmap the surface temperature in various regions,
as volcanic and other natural processes can release substantial
amounts of heat. Therefore, the increase of volcanic activity
signals can be both detected and measured with such types of
technology and through the evaluation of precursor signals
(Haselwimmer and Prakash 2013; Tralli et al. 2005;
Vaughan et al. 2005). Nevertheless, recent studies have indi-
cated a currently limited employment of TIR data due to the
prevailing use of low-resolution satellite images (Sobrino
et al. 2008). The present project addresses this phenomenon
by using Landsat 7 satellite images, a split-window algorithm
of land surface temperatures, and threshold methods for heat
emission measurement (Fig. 1). Despite the disadvantages of
Landsat 7, which has only one thermal band, this method of
emissivity measurement meets the project objective of captur-
ing surface temperature anomalies.
Thermal mapping based on satellite data is a valuable tool
that produces a temporal and spatial interpretation of baseline
thermal activity to identify thermal anomalies. Thermal map-
ping has been a common practice in the study of thermal
patterns exhibited during volcanic eruptions (Ramsey and
Flynn 2004). The primary advantage of this method is that it
enables the retrieval of a greater number of spatial details.
More conventional methods, such as meteorological monitor-
ing, are characterised by a lack of a spatial dimension. A focus
on spatiality is particularly important to this project since it
aims to establish the relationship between the tectonic and
volcanic components. A juxtaposition of thermal maps using
the data from tectonic observations, also acquired through
remote sensing, is hypothesised to be a suitable method for
identifying any further relationships between these phenome-
na, thus addressing the research gaps discussed above.
This paper focuses on monitoring and estimating changes
in surface temperature during the 2009 dyke emplacement in
Harrat Lunayyir, Saudi Arabia, in order to examine how this
method can be used to detect a potential dyke-fed eruption
through significant temperature deviations. Overall, this meth-
od could provide critical information related to the support of
disaster response and emergency management. The results
also provide a foundation for response prioritisations and di-
saster assessment as well as informed mitigation planning and
thorough risk assessments.
Methodology
The methodological framework employed in the current paper
involved extending upon the recent research findings from the
Harrat Lunayyir dyke emplacement episode by adding more
extensive spatial components (Al-Amri and Fnais 2009; Baer
and Hamiel 2010; Hansen et al., 2013; Al-Zahrani et al. 2013).
First, the geological settings and hypotheses regarding volca-
nic and seismic activity in the area were reviewed to construct
a basis for the empirical framework. Second, through the
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processing of remote sensing data, the major spatial configu-
rations of both volcanic and seismic processes were identified
using spatial density mapping and spatial alignment. Third,
thermal mapping was conducted based on Landsat 7 satellite
images, which helped plot the distribution of heat anomalies
across the periodical timescale. This allowed for the connec-
tion of the spatial density and alignment analysis findings to
the land surface heat distribution patterns. The resulting sur-
face temperature maps were then further related to the previ-
ous hypotheses about the 2009 dyke intrusion and analysed
using spatial analysis techniques.
Geological setting of Harrat Lunayyir
In order to provide a methodology applicable to the scope of
this project, the major geological and geomorphological char-
acteristics of the area of interest were identified. Harrats, also
known as Cenozoic basaltic lava fields, are commonly found in
the Arabian Shield (Fig. 2). These fields are predominantly
composed of alkali olivine basalt (Koulakov et al. 2014) and
tholeiitic basalt (Al-Amri and Fnais 2009) lava flows. Harrat
Lunayyir is located in the western region of the Arabian Plate
and is composed of Neogene and Quaternary basaltic lava
flows that cover the Neoproterozoic basement (Koulakov
et al. 2014). Lunayyir is one of the youngest Harrats in the
region, exhibiting a more diverse composition. According to
studies conducted by Al-Amri et al. (2012), in terms of geo-
structural composition, Harrat Lunayyir is represented by two
different basalt age groups: older Neogene basalts and younger
Quaternary basalts (Fig. 2b). TheQuaternary basaltic lava flows
are common in the western region of the Arabian Shield and
formed during the Red Sea spreading, which has been occur-
ring since the Miocene period (Al-Amri and Al-Mogren 2011).
The older Neogene basalts are characterised by scoria cones,
Fig. 1 a Satellite image (Landsat
7) identifying the area of interest.
b Harrat Lunayyir borders
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which are significantly eroded to the extent of having indistinct
crater formation (Fig. 2a). The basaltic layers rest directly on the
Precambrian Arabian Shield (Al-Amri and Al-Mogren 2011;
Al-Amri and Fnais 2009), while some Precambrian formations
are also exposed in the central parts of the field. The volcanic
deposits at Harrat Lunayyir are not radiometrically dated, al-
though a number of studies have indicated a possible eruption
that occurred in the tenth century (Zobin et al. 2013). Moreover,
signs of recent volcanic activity have been identified through
the examination of the geomorphic features of the deposits,
including pristine vent structures and unweathered lava surfaces
(Pallister et al. 2010; Zobin et al. 2013).
Dyke intrusion and other hypotheses
The initial monitoring data obtained in the region demonstrat-
ed that the observed magmatic intrusion, or dyke propagation,
was continuous throughout the earthquake swarm (Pallister
et al. 2010). The bulk of research on these earthquake swarms
and their associated surface deformation indicated that the
primary surface deformation might be partly associated with
dyke propagation at a shallow depth and that the earthquake
epicentres resided beneath the morphologically young volca-
nic crater cones (Pallister et al. 2010). According to
Mukhopadhyay et al. (2013), the vertical dyke propagation
initiated at crustal depths and exhibited a 5-day peak period
(15–20 May 2009). After this peak, the volcanic activity was
seen to gradually diminish. During the intrusion process, the
dyke propagated to more shallow crustal levels, which may
have contributed to a portion of the meter-scale fault slip on
the western graben-bounding faults (Mukhopadhyay et al.
2013; Pallister et al. 2010).
Zahran et al. (2009), relying on a range of geodetic moni-
toring data, registered seismotectonic observations
Fig. 2 Landscape features representing typical volcanic structures located
in the southeastern part of the Harrat Lunayyir field. aGround-level view
of the volcanic scoria rocks in the northeast of Harrat Lunayyir (position:
24° 21′ 21.2″N; 39° 46′ 55.3″ E). b Basaltic lava flows of the Quaternary
age, southwestern part of Harrat Lunayyir (position: 24° 12′ 9.1″ N; 39°
52′ 41.6″ E) c Typical scoria cone with a cater formation, northern most
part of the Harrat Lunayyir field (position: 24° 23′ 4.5″N; 39° 49′ 59.02″
E, towards north)
Fig. 3 a Data adopted from the Landsat satellite images of eruption
points and centres developed by the segmented dyke. b Schematic
representation of the possible feeder-dyke to the cinder cones in (a)
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corroborating the dyke intrusion hypothesis. This data indicat-
ed that there was a 3-km-long surface rupture in the central
area of the harrat, which had been extending prior to
May 2009. InSAR data demonstrated that there was an uplift
and 1-m extension following the peak of the earthquake
swarm, which corresponded to the first hypothesis, specifical-
ly in terms of stalled eruption, namely, an arrested dyke
(Zahran et al. 2009). There are three major mechanisms
through which dyke arrest occurs: stress barrier, elastic mis-
match, and Cook–Gordon delamination (Gudmundsson
2011a, b, and 2019). The Cook–Gordon delamination mech-
anism implies that whatever contact that arrests the dyke is
mechanically weak and has low tensile strength, so it opens up
by the dyke-parallel tensile stress induced by the propagating
dyke (Gudmundsson 2011a, b; Kavanagh et al. 2018). The
opening of a contact is observed in many numerical models
on dyke emplacement (Gudmundsson 2003, 2011a, 2019).
When the dyke tip finally reaches the open contact, the tip
becomes either deflected along the contact to form a sill or,
alternatively, stops altogether (i.e., is arrested) (Gudmundsson
2003, 2011a).
Most dykes become arrested at various depths in the crust
rather than ever reaching the surface (Gudmundsson 2002,
2003; Moran et al. 2011; Rivalta et al. 2015; Townsend et al.
2017) (Fig. 3). Previous models (Baer and Hamiel 2010;
Pallister et al. 2010) have inferred that dyke intrusion is based
on the fact that seismic events in the area tended to form a
linear structure oriented toward the southern part of the harrat.
In light of this, Koulakov et al. (2014) modelled the distribu-
tions of P-wave to S-wave velocities in the area and concluded
that it is not possible to directly confirm whether the dyke
intrusion took place in 2009. Based on their research and
Fig. 4 Harrat Lunayyir density
map of monogenetic volcanoes/
eruption points. Around 104
eruption points are mapped; the
majority of which are lava flows
and cinder cones. The spatial
alignments of volcanoes have also
been plotted using the rose dia-
grams for data taken from the
satellite images. The data plotted
also show the zone of maximum
density of vents
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further attempts to develop seismic tomography models, an
alternative hypothesis emerged, which assumes a buried fault
may have caused the tectonic displacements that resulted in
the linear structure of the events distribution (Koulakov et al.
2014). However, the earthquake swarm and thermal effects
were more in-line with dyke emplacement, which is the model
accepted by the present study and discussed in detail by Al
Shehri and Gudmundsson (2018).
Spatial density mapping
Figure 4 shows the density map of 104 volcanic eruption
points and volcanic vents, which have been identified and
mapped. These are mostly crater, spatter, or cinder (scoria)
cones, either existing alone or as parts of volcanic fissures or
lava flows. Arc Map 10.1 was used to plot the volcanic vents,
while the shape files of the volcanoes were imported into Arc
Map 10.1. With the aid of the density maps, the frequency of
eruption centres could be assessed in the neighbourhood sur-
rounding each raster cell. Specifically, the neighbourhood is
the area around each cell centre and the total of all eruption
points divided by the total area of the neighbourhood.
The spatial density mapwas drawn with the help of ArcGIS
10.1, has a radius of approximately 18.5 km, and focuses on
producing a generalised output raster. The addition of linea-
ments (e.g., proposed volcanic fissures) in this map took place
with the help of Harrat Lunayyir raster images. There is an
evident clustering of eruption points and vents, as indicated
by the contours (Fig. 4). In addition, it has been suggested that
a number of eruption points and crater cones form parts of
volcanic fissures whose northwest trend is the same as that
of the proposed 2009 dyke. Themajor density subzone present
in the central area of Harrat Lunayyir is mostly composed of
lava shields and scoria cones, which majorly contribution to
Fig. 6 Landsat 7 satellite images showing the spatial alignment of eruption points/monogenetic volcanoes in the central part of Harrat Lunayyir. The
crater cones are presumably fed by a dyke. The maps also provide the location of the volcanic eruptions
Fig. 5 Lineaments, mostly
normal faults, in Harrat Lunayyir.
The direction of the faults has also
been plotted using the rose
diagrams
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eruption sites. The figure also shows that the lowest eruption
point frequency is concentrated in the form of a cluster in the
southwestern region.
Spatial alignment of volcanic eruptions
Volcanic vent alignment is evident in the assessed satellite
imagery, which exhibits at least three volcanic cones traced
on ArcGlobe 10.1 and saved in polyline shape files (.shp).
These files were exported into ArcGIS 10.1 and juxtaposed
with the lineament’s locations (Fig. 4). Identification of the
alignments was based on the Hough transform method algo-
rithm and automatically calculated using the geosimulation
capacity of the software. The algorithm behind this method
is based on the transformation of the linear data in a Cartesian
plane into points in a parameter plane, calculating the length
and angle between any line of vent alignment origin and the
coordinate system. Each alignment is marked by orientation,
length, and edge coordinates. The volcanic fissures, which
were inferred from the volcanic alignments, have also been
highlighted (Figs. 5 and 6). When more than one configura-
tion is possible, the elongated caters can be used to highlight
the general inferred fissure trend, following a standard method
(Paulsen and Wilson 2009). The strikes of the elongated vents
then coincide with corresponding strikes of the volcanic
fissure. Using the GEOrient software, rose diagrams could
also be produced, which helped identify the volcanic fissures
in the NNE–SSW or NNW–SSE trends that dominate the
volcanic region along with the presence of some small subsets
like the N–S subsets.
The rose diagram of around 84 tension fractures and nor-
mal faults associated with the dyke-induced earthquake
swarm in 2009 (Al-Zahrani et al. 2013) are also shown in
Fig. 5. In terms of the two main sets of fracture strikes, the
main strikes NNW–SSE, whereas the smaller one strikes
NNE–SSW.
Thermal mapping of Harrat Lunayyir
Thermal infrared (TIR) technology is a remote sensing
approach that has been utilised to evaluate the surface
temperature of targeted regions as well as to monitor and
investigate volcanotectonic events, volcanic eruptions, in-
trusions, and any associated earthquakes and tremors.
Satellite images have major potential to gain more infor-
mation about volcanic eruptions and the behavioural as-
pects related to such natural phenomena. In addition, the
investigation and observation of thermal energy emissions
from high-temperature events such as eruptions or shallow
intrusions are also considered to be of paramount signifi-
cance in this field (Barnie and Oppenheimer 2015; Harris
et al. 1997; Tralli et al. 2005).
Thermal infrared (TIR) technology is a remote sensing
approach that has been utilised to evaluate the surface tem-
perature of targeted regions as well as to monitor and inves-
tigate volcanotectonic events, volcanic eruptions, intrusions,
and any associated earthquakes and tremors. TIR has been an
operational standard for the past 20 years. Generally speak-
ing, thermal energy in the infrared band is emitted from each
object at a temperature above absolute zero. Thus, vegeta-
tion, soil, rock, water, and living beings emit infrared band–
based thermal and electromagnetic radiation, which can in
turn be measured and evaluated using infrared energy
emission–detection sensors. The human eye is incapable of
detecting any measurement or change in thermal energy
emissions in the infrared energy band, as it can only detect
light beams in the 400- to 700-nm range and remains sensi-
tive only within this spectrum. Moreover, the sensitivity of
the human eye is generally restricted to the infrared reflective
index range of 700 nm–3.0 μm and the infrared energy range
of 3.0–14 μm (Jensen 2007). Thus, it is not possible for the
human eye to process the reflective infrared band or thermal
energy emanating in the infrared spectrum (Fig. 7).
Some satellites have sensors for the purpose of heat detec-
tion, such as Landsat TM/ETM, NOAAAVHRRASTER, and
MODIS. The current study employed the Landsat 7 series
with a ETM+ sensor (Table 1) to derive thermal bands related
to Landsat and land surface temperatures (LST), such as band
Table 1 Metadata and acquisition dates of Landsat 7
Acquisition date Satellite/sensor Path Band Spatial resolution
17 March 2007 Landsat ETM+ 147 6 60 m
03 March 2008 Landsat ETM+ 147 6 60 m
22 March 2009 Landsat ETM+ 147 6 60 m
26 June 2009 Landsat ETM+ 147 6 60 m
23 July 2009 Landsat ETM+ 147 6 60 m
26 August 2009 Landsat ETM+ 147 6 60 m
25 March 2010 Landsat ETM+ 147 6 60 m
12 March 2011 Landsat ETM+ 147 6 60 m
Fig. 7 The thermal radiation emitted by several reference objects. Hotter
objects have smaller peak wave lengths and sharper curves (Wellons
2007)
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6 from ETM+, for various durations. The objectives of this
Harrat Lunayyir–based study resulted in the obtainment of
three different images from the USGS server (earthexplorer.
usgs.gov), which could be further identified using ERDAS
IMAGINE 2015 and ArcGIS 10.1 software. These two
approaches have been utilised to help understand the
collected surface temperature data.
The downloaded bands are part of the thermal bands, spe-
cifically band 6 of ETM+. The bands of ETM+ and those of
dataset band 6 are generally favoured owing to their enhanced
brightness, which can help facilitate the study of this region
via photographs. This region is devoid of any significant veg-
etation cover, and the metadata of the thermal bands is gener-
ally used to determine the rows, axis, and thermal constants
related to such developments in the region.
Theoretical basis for the method
Conversion to radiance
Landsat thermal data is transformed into a set of mosaic im-
ages, and then any obtained digital numbers can be trans-
formed into LST (land surface temperature) values through
any method used for radiometric modifications and correc-
tions. The data is generated in a manner that allows for a
comparison with the previously available data (Table 1). The
radiance of the sensors, which is related to the regions of the
wavelength, can then be preserved and stored within the col-
lected and compared digital numbers (DNs). These DNs can
then be quantified through the utilisation of systems that have
been specifically designed for such purposes. The primary
benefits of this involve both the processing and storage of
data. The absence of physical units or other such information
associated with DN-based values means that such values need
to be converted into tangible radiances.
The resulting values of ETM+ DN, which is a specific
formula utilised for the purpose of converting the DNs into
spectral radiance measures, will generally fall between 0 and
255.
Lλ ¼ Grescale Qcal þ Brescale ð1Þ
This can also be designated as follows:
L2≡
LMAX2−LMIN2ð Þ
QCALMAX−QCALMINð Þ  QCAL−QCALMINð Þ þ LMIN2
ð2Þ
Here Qcal is the quantified calibrated pixel value in DN,
LMINλ is the spectral radiance scaled to QCALMIN in
(W/(m2 × sr × μm)), LMAXλ is the spectral radiance scaled
to QCALMAX in (W/(m2 × sr × μm)), QCALMIN is the
minimum quantised calibrated pixel value (corresponding to
LMINλ) in DN, QCALMAX is the maximum quantised cal-
ibrated pixel value (corresponding to LMAXλ) in DN = 255
(NASA 2018).
Conversion from spectral radiance to temperature
Landsat ETM+ Band 6 imagery can be transformed and al-
tered to become more effective than spectral radiance or
brightness temperature. On the assumption of unity emissivi-
ty, such imagery can be effectively utilised to evaluate Earth–
atmosphere system temperatures obtained by satellites. The
formula of transformation and conversion is as follows:
T ¼ K2
In
K1
Lλ
þ 1
  ð3Þ
where T is the effective at-satellite temperature in Kelvin, K1
and K2 are calibration constants, and Lλ is the spectral radi-
ance as defined in Eq. 2 (Table 2) (NASA 2018).
Conversion from degrees Kelvin to degrees Celsius
Since the temperature will be estimated in degrees Celsius, the
results obtained from Eq. 3 can be converted into degrees
Celsius. The formula-based method for such a conversion
can be described using the formula B6-273.15. Here, B6 is
the result obtained from Eq. 2, which is expressed in degrees
Kelvin. In this manner, the temperature outline map can be
inferred and developed.
Heat transfer model
The heat transferred via electromagnetic radiation is referred
to as ‘thermal radiation’. Infrared radiation is a sub-category
of thermal radiation and can also transfer heat; consequently, it
is frequently referred to as ‘heat radiation’. However, only a
fraction of the infrared radiation spectrum is actually able to
carry heat (Wellons 2007; Da Wen 2010). While all matter
with a temperature greater than 0°K (absolute zero) will emit
electromagnetic radiation, either the radiant flux density or the
rate of energy flow per unit area and the spectral composition
of this radiation is dependent upon the temperature of the
Table 2 ETM+ thermal band
calibration constants (NASA
2018)
Constant 1—K1 (watts/(m2 × sr × μm)) Constant 2—K2 (Kelvin)
Landsat 7 666.09 1282.71
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emitting matter (Blackett 2017). Thermal radiation is also ca-
pable of directly transferring heat over long distances (e.g., the
Earth continuously receives thermal radiation from the Sun).
As a consequence of the wave nature of radiation and the
Earth’s atmosphere, a proportion of the energy received will
be reflected back, while some may be transmitted further and
Fig. 8 2009 surface temperature map in degree Celsius. a–cAbsolute temperature plots for the whole region during June, July, andAugust 2009. The red
colour in (a-1, b-1, and c-1) highlights the anomalously hot regions
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the remainder absorbed. Only the latter results in the direct
heating of the matter. The percentage of reflected, absorbed,
and transmitted heat is dependent on the nature of the matter,
the surface characteristics of the matter, and the wavelength of
the incipient radiation (DaWen 2010). The Stefan–Boltzmann
law states that the radiant flux density generated by an object
is directly proportional to the fourth power of that object’s
surface temperature (Boya 2004) (i.e. the greater the temper-
ature of an object, the greater the total energy it will emit).
Temperatures associated with volcanic features are subject
to wide variations. While newly erupted basaltic lavas may
have a temperature range of 1050 to 1200 °C for basaltic lavas
and komatiite may be as high as 1600 °C (Gudmundsson
2019), the temperatures associated with lava lakes can be as
Fig. 9 a August 2009 surface temperature map in degree Celsius; the red
colour indicates the temperature. b Unsupervised classification of Harrat
Lunayyir lava flows (Al Shehri and Gudmundsson 2019). You can see the
location of the high surface temperature ‘a’ located in the same area of
new lava flow ‘b. class 10’
Fig. 10 a Reflectance spectrum
of the old and young lava flows. b
An old lava flow affected by
significant surface oxidation
attains high reflectance values in
the near infrared region. c A
typical Quaternary basaltic lava
flow (Upper Maqrah) (Al Shehri
and Gudmundsson 2019)
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high as 1473 °C, and cooler active surfaces may only reach
673 °C (Oppenheimer and Yirgu 2002. At such temperatures,
the primary radiant emissions are derived from the thermal
infrared (TIR), middle infrared (MIR), and shortwave infrared
(SWIR) regions of the electromagnetic spectrum.
Results
Volcanotectonic signals indicative of a potential dyke-fed
eruption in Harrat Lunayyir commenced on 18 April 2009,
peaked between 17 and 19 May, and ended in July that same
year (Baer and Hamiel 2010; Koulakov et al. 2014; Pallister
et al. 2010; Al Shehri and Gudmundsson 2018). The dyke
eventually became arrested at a few hundred metres below
the ground surface, with the dyke’s top section thickness esti-
mated to be between 6 and 12 m (Al Shehri and
Gudmundsson 2018). The strike–dimension (e.g., horizontal
length) of the dykewas estimated to be 14 km, giving a length/
thickness ratio of between 2400 and 1200, a common value
for regional dykes.
For the thermal monitoring and modelling of the arrested
dyke, the digital number (DN) values from the image were
converted to a radiance value and then into degrees Celsius.
Thermal maps for March, June, July, and August 2009 were
prepared in order to monitor the progress associated with tem-
perature increases. It is important to note that the temperatures
of 60–70 °C in June, July, and August 2009 (Fig. 8) were
detected in a region of young lava flow. The lavas were also
mostly vesicular and porous. Climatic conditions impacted
surface weathering and, consequently, the texture of the lava
flows. Lava on Harrat Lunayyir was subject to various kinds
of surface alteration, such as chemical oxidation caused by
weathering. Spectral reflectance measurements of the basaltic
lava flow on Harrat Lunayyir were taken, and lava flow sur-
faces of varying ages were subject to methodical measurement
via Landsat 8 over the range 435–2300 nm (Al Shehri and
Gudmundsson 2019). Young lava exhibited reflectance values
of approximately 4% as a consequence of minimal
weathering, which indicated that a small proportion of the
radiation was reflected, while some were transmitted, and
the remainder was absorbed. However, only the absorbed en-
ergy is relevant to the heating of the lava flow units (Figs. 9
and 10).
The temperature anomalies were identified based on the
normalisation of the neighbourhood pixel brightness values.
First, the baseline surface temperature series data, which in-
cluded averages of the characteristics displayed by the pixel
during the 5-year period of observation (2007–2012), were
estimated and georeferenced for given mapping units. This
helped identify the statistical threshold for the brightness
values for the given neighbourhood of pixels. Second, the
resulting series was obtained by dividing the central values
in the normalised series. Based on this calculation, the ac-
quired surface temperature distribution values were treated
as anomalous if they exceeded 60.7°.
The mapped surface temperature measurements of around
51–60 °C obtained in March were found to be highly variable
throughout the years 2007, 2008, 2009, 2010, and 2011
(Tables 3 and 4; Fig. 11). However, this was not indicative
of an absence of seismic swarm in 2007, in October 2007, a
volcanotectonic episode in the region commenced and was
typified by an earthquake swarm (Al-Amri and Al-Mogren
2011; Mukhopadhyay et al. 2013; Zobin et al. 2013).
Additionally, a swarm of more than 500 earthquakes began
in October 2007 and ended in May 2008, indicating an origin
with a NW–SE strike at a depth greater than 10 km. No sur-
face deformation was correlated with this occurrence (Xu
et al. 2016).
However, the seismic swarm that occurred from October
2007 to May 2008 may be considered a precursor to the main
swarm that occurred during the dyke emplacement between
April and July 2009. This precursor swarm has been interpreted
as a deep-seated reservoir subject to inflation and potential rup-
ture (Koulakov et al., 2015). During reservoir inflation, the
reactivation of fractures, especially faults in the reservoir roof,
would typically result in earthquakes. Furthermore, in regard to
the swarm of 2009, the extent of coverage increased toward the
northern portion of the Harrat and there are other inferred seg-
ments of the dyke. It is therefore anticipated that a number of
other dyke areas will assume the same direction as the 2009
extinction fracture; however, all such areas have been arrested
at different sub-surface depths (Fig. 12c).
Table 3 Mean temperatures from grids
Month/
year
2007 2008 2009 2010 2011
March 35.7 37.4 42.8 40.3 36.6
June 58.4
July 55.5
August 49.5 47.7
December 38.9
Table 4 Mean monthly surface air temperature, Harrat Lunayyir
Month/year 2007 2008 2009 2010 2011
March 22.2 25.1 22.7 25.6 23.6
June 29.7 31.1 30.9 32.5 31.2
July 31.9 31.8 32 32.8 32.5
August 32.6 31.8 32.2 34.5 31.9
December 22.2 22.4 21.9 23 21.9
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To achieve a more comprehensive presentation of the
spatial– temporal distr ibution of LST for several
subsequent periods (using the month March of each subse-
quent year), Fig. 11 reveals the range of the temperature
Fig. 11 March 2007, 2008, 2009, 2010, and 2011 surface temperature maps (degree Celsius); the yellow colour indicates the temperature anomalies
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over the Harrat Lunayyir range—from 51 to 60 °C. The
high temperature coincides with areas of maximum tecton-
ic deformation (e.g., extensive fracture formation) (Fig.
12). Spatial density analysis and LST revealed that heat
emission spikes can be observed throughout the years re-
gardless of whether earthquakes, or any sort of seismic
activity, had occurred or not. However, there is a statisti-
cally significant correlation between the density of heat
and the seismic period timescale.
The analysis of the tectonic processes over the same
periods of observation reveals insignificant levels of cor-
relation between the surface temperatures and seismic in-
tensity. The main cluster of seismic intensity formed in
the southwestern part of the Harrat Lunayyir was not
linked to any post- or pre-activity temperature increase.
The epicentre locations reveal the general direction of
the fracturing process toward the northern central area,
which is in-line with previous research results (Pallister
et al. 2010). Notably, the cluster of temperature anomalies
in the southern central part were seen to have intensified
in the period following the earthquake swarm. These pat-
terns most likely reflect the emplacement of a very shal-
low dyke intrusion.
Discussion
TA thorough interpretation of the heat anomalies and variabil-
ity in land surface temperature based on the remote sensing
data is limited due to certain other factors (geothermal, hydro-
thermal, and geomorphological) behind temperature varia-
tions as well as characteristics of the remote sensing data.
Hence, there are a number of factors that must be taken into
account when acquiring and analysing thermal maps. These
factors include the following:
Fig. 12 Landsat 7 image of Harrat Lunayyir. a From the SGSwebsite, the
probable epicentre locations for the 7 May–15 August 2009 seismic
events are shown as green circles, whereas the extension fracture is rep-
resented by a red line. b The dashed yellow line represents the projection
line of the dyke direction at depth (modified after Baer and Hamiel 2010;
Pallister et al. 2010); the red and yellow solid lines are the projections of
the other inferred segments of the dyke. c Dyke segments arrested at
different depths along the extension fracture of 2009
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1. Spatial resolution. The TIR band of the ETM+ satel-
lite sensor has a spatial resolution of 60 m, whereas
the other six multispectral bands have a spatial reso-
lution of 30 m, and the panchromatic band (or band 8)
has a spatial resolution of 15 m (Galiano et al. 2011).
A major difficulty commonly encountered in evaluat-
ing the accuracy of thermal surveys is the disparity
between the spatial scale of the remote sensing
measurements and contemporaneous ground truth
measurements (Vlassova et al. 2014).
2. Atmospheric effects. Further research should be di-
rected toward the incorporation of InSAR and other
methods of atmospheric correction into volcanic ac-
tivity monitoring systems that use remote sensing da-
ta. Additional complications related to aerial or orbital
measurements of surface radiance to actual surface
Fig. 14 The map of the hot water
wells identified over the period of
observation (2007–2011)
Fig. 13 Map of the geothermal system of the Red Sea Rift area (Chandrasekharam et al. 2016)
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Table 5 Water well depths and temperatures (measured at ground surface level over the period of 2007–2011)
Well Depth (m) Temperature (°C)
2007 2008 2009 2010 2011
Mar July Mar Nov May Oct Jun Oct Feb Sep
1 43 28.9 28.4 27 28.5 28.4 27.6 26.6 28.6 28.3 28.3
2 53 29.5 30 21.1 29.2 29.3 29.3 29.2 29.2 29.3 29.2
3 80 29.7 30.3 30.8 30.2 30.3 30.5 29.6 30.8 30 30.5
4 70 27.6 29.6 27.7 28.1 28.3 29.2 26.5 28.3 27 28.6
5 43 31.3 31.8 31.3 31.7 31.8 32 31.5 31.8 31.1 31.6
6 15 27.7 30 25.3 27.6 28.8 29.7 26.5 29.4 26.4 29.5
7 20 30.2 30.2 26.6 28.8 28.8 27.8 27.5 30 27.7 29.9
8 19 25.1 28.4 25.4 30 26.4 30.1 28.2 30.4 29.6 30.8
9 22 30.8 31.6 28.2 29 31.4 30.4 28.2 30.4 27.3 30.8
10 20 30.9 31.9 31.2 30.8 31 31.3 29.5 31.2 31 31.2
11 10 30.9 31.2 27.3 31.2 31.7 31.3 30.5 31.5 31.6 31.7
12 15 30.2 29.2 25.6 27.7 28.7 28.1 26.1 28.7 26.2 28.4
13 15 26.7 31.2 27.2 28.6 29.3 30.5 26 31.2 26.2 31.1
14 50 28.4 29.8 24.5 29.7 29.2 29.9 29.1 30.2 29.3 30.1
15 49 31.3 32.7 32.1 32.5 32.8 32.6 31.9 32.9 32.5 33
16 35 32 32.6 31.5 32.5 32.2 32.5 31.6 32.8 31.9 32.7
1 43 30.1 31.1 29.6 31 30.4 31 30 31.3 30.4 31.2
17 38 32 32.9 32.3 32.4 32.6 32.7 32.3 33.1 32.3 33
18 22 22.8 26.6 25 26.6 25.9 26.5 24.6 27.9 23.5 27.2
19 26 24.5 27.5 24.5 20.8 26.8 27.2 24.9 27.7 25.6 27.6
20 71 29.5 29.5 29.8 29.6 30 30.4 29.4 29.5 29.8 30.6
21 25 24.4 25.8 25 25.5 25.3 25.9 24.3 26.4 24.6 26.5
22 26 16.9 26.4 24.8 27.3 26.1 26.6 25.4 26.9 25.6 27.1
23 80 28 28.5 27.4 29.7 28.6 28.9 27.8 29.2 28.4 29.2
24 22 30 30 29 29 28.7 28.8 28.7 28.7 30.9 32.7
25 82 23 23.5 25 23.8 28.8 23.8 23.2 23.9 23.3 23.9
26 62 30.6 30.5 27.6 30.5 30.6 30.5 30.6 28.5 30.1 30.7
27 70 30.2 30.5 30.5 30.5 30.4 30.5 30.5 30.5 30.7 30.7
28 75 30.7 30.9 28.5 30.8 30.8 30.8 30.7 30.6 30.9 31.4
29 63 30.5 30.5 30.3 30.6 30.5 30.6 30.5 30.5 30.7 30.7
30 70 30.7 30.5 28.9 30.7 30.6 30.5 30.5 30.2 30.7 30.5
31 45 28.2 29.1 26.6 29 29.1 29.4 28.3 29.5 28.4 29.6
32 35 30.1 31.5 30.2 31.4 31.8 32.1 31.8 32.2 31.5 32.4
33 41 32.9 32.7 31.5 32.1 31.7 31.8 31.4 31.9 30.7 31.8
34 41 31.8 32.3 29.3 32 32 32.2 31.8 32.3 31.9 32.2
35 50 32.4 33 28.8 32.7 32.1 32.6 32.6 32.3 31.8 32.8
36 10 26.2 29.9 27.6 27.6 28.2 28.8 25.3 29.8 26.8 29.7
37 15 31.2 31.5 25.8 27.9 28.1 28 26.6 29.5 25.5 29.4
38 15 31.4 32.5 30 29.4 32 32.4 31.5 32.1 29.6 31.3
39 10 27.8 30.4 24.8 27.1 29.5 30.1 29.3 31 28.3 30.3
40 20 29.5 31.5 29.3 31.1 30.1 30.7 28.2 31.9 27.6 30.9
41 30 28 29.7 25.3 28 27.5 28.5 26.8 29 26.6 28.8
42 26 29.1 29.7 27.3 30 29.3 29.6 28.2 30 28 29.9
43 30 30.6 30.6 26.6 30.1 31.5 30.7 31 30.5 30.7 31.6
44 12 28.2 30.7 22.6 29.2 29.5 29.9 26.8 31 28.3 31.4
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temperatures must be introduced to address these fac-
tors. This is particularly true for space-borne sensors
with large fields of view that conduct regional surveys
over ground swaths of hundreds of kilometres or more
(Hammerle et al. 2017).
3. Emissivity. This is the ratio of energy emitted from a
particular body to that radiated from a perfect emitter (a
blackbody) at the same temperature and wavelength
(Blackett 2017). The energy emitted by the Earth is relat-
ed to the temperature and emissivity of the objects or
materials within a pixel on the ground (Becker and
Liang Li 2009; Galiano et al. 2011). Emissivity quantifies
the radiating efficiency of a surface. An object with an
emissivity of 1.0 is a perfect emitter, emitting radiation
with 100% efficiency; all other objects emit with less
efficiency, with the consequence that the apparent (or ra-
diance) temperature of such objects, if measured remotely,
is less than the true kinetic temperature of the object
(Blackett 2017) (Vlassova et al. 2014).
In addition to the aforementioned factors, there is a need to
account for different explanations for the land surface temper-
ature variation observed via remote sensing data. These tem-
perature variations may be partly due to differences in solar
activity and terrain influence. In the case of Harrat Lunayyir,
the tectonic activity component can be a residual component
after accounting for volcanotectonic activity and terrain influ-
ence. The significant scatter pattern of the heat anomalous
pixels in the developed surface temperature maps indicates
the segmentation of the dyke and forms a linear configuration.
The spatial alignment between the volcanic vent and temper-
ature anomalous areas indicates a correlation between the ob-
served thermal variation and volcanotectonic activity, that is,
the inferred dyke emplacement.
Another major consideration is the hydrothermal re-
gime of the region. The active geothermal systems are
located in the central and southern parts of the Arabian
Shield. However, even in the north and north-central parts
closer to the Red Sea Rift, active thermal springs have
been found (Fig. 13). Based on previous studies
(Chandrasekharam et al. 2015, 2016) of the geothermal
regime, issuing temperatures associated with these springs
are in the range of 31–55 °C but may reach up to 70 °C
during summer periods. Another geothermal factor con-
tributing to heat anomalies is the high heat input from
post-orogenic granites, which are common in the Harrat
Lunayyir area. The clusters of heat anomalies located in
the outskirts of the Harrat might be the result of heat flow
generation due to the process of magma movement at
shallower levels.
The map shown in Fig. 14 indicates that the hot water
wells in the Lunayyir area are preferentially located along
the margins of the basaltic field, but they are typically
restricted to the margins of the lava flows. This pattern is
in agreement with the regional characteristic of hot springs
found in the vicinities of the basaltic fields along the
cataclastic zone (Lashin et al. 2015). These hot water wells
are characterised by low charge, but individual heat flows
may radiate long distances. The maximum depth of the hot
wells is 80 m (Table 5). At this depth, permeable compo-
nents are likely to include tension fractures and normal
faults oriented toward the centre of the field. The hot water
wells of this crustal part are also characterised by low re-
sistance as a result of Table 1. The far-distance heat ema-
nating from the centre of the field that can flow is also
reflected in the two mapping datasets (Figs. 8 and 11), with
the heat anomalies clustered toward the centre of the field
and the hot water wells located alongside the margin.
Table 5 (continued)
Well Depth (m) Temperature (°C)
2007 2008 2009 2010 2011
Mar July Mar Nov May Oct Jun Oct Feb Sep
45 40 26.2 28 24 37.3 28 28.4 26.8 29 26.4 29.5
46 40 28.2 29.2 25.4 28.4 28.3 29.3 27.5 29.5 27.3 30.1
47 30 29.2 29.3 26.8 29.3 28.6 29 28.1 28.2 28 28.5
48 20 26.6 28.5 24 28.1 28 28.6 28.3 29 26.9 29.1
49 48 30.2 30.7 27 29.7 30 29.9 29.1 30 29.3 29.9
50 48 27.7 27.6 25 27.7 27.7 27.6 27.6 27.7 27.8 28.1
51 44 27.1 27.2 26 27.3 27.1 27.1 26.8 27 25.7 26.9
52 50 26.3 28.2 21.5 27.9 27.8 28 26.1 32 26.2 28.5
53 27 31.3 32.2 23 29.6 29.6 29.4 27.4 30 27 28.8
54 33 27.7 24.9 20 27.9 27.8 27.9 27.4 28.5 28 28.5
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Future research objectives highlight the need for a variety
of activities, including in situ field studies on bulk emis-
sivity and the thermal inertia of surface cover materials. An
empirical analysis of high spectral and spatial resolution
imagery is needed to evaluate the utility of thermal infrared
measurements for mapping variations in the emissivity of
natural surfaces. This is also specifically necessary to eval-
uate trade-offs between increased resolution and decreased
signal-to-noise. In future research, atmospheric effects can
be accounted for within localised areas through the use of
upward-viewing, ground-based radiometers.
Conclusions
The current study examined the relationship between the
relative changes in surface temperatures ‘LST’ and
seismic–tectonic activities and provided new insights into
the spatiotemporal relationship between volcanic and tec-
tonic processes in the area. Through the employment of the
methodology of thermal mapping and spatial density map-
ping of volcanic vents (primarily crater cones and small
lava shields), the land surface temperature changes in the
centre of Harrat Lunayyir were recorded when the 2009
dyke was propagating toward the surface. The obtained
results are in agreement with previous research findings
indicating the northwest–southeast direction of the dyke
system and the normal fault formation.
This paper focused on monitoring and estimating relative
changes in surface temperatures as a means for detecting an
impending dyke-fed eruption or, alternatively, dyke arrest at a
shallow depth, which consequently provides an understanding
of the point at which a particular hazard event (‘fissure erup-
tions’) is most likely to occur. This provides critical information
that supports disaster responders and emergency management.
Consequently, this helps provide the foundation for response
prioritisations, disaster assessment, informed mitigation plan-
ning, and thorough risk assessments. Therefore, infrared obser-
vations may increase understanding about a volcano’s activity
status and reveal incoming changes in activity.
A strong correlation was found between dyke intrusion and
LST. The variety of surface temperature values in the past
several years based on the thermal energy response.
Consequently, this study was beneficial in that it can help
protect the lives of those residing close to danger zones by
suggesting necessary courses of action to take before a disaster
occurs in the future.
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Available online 20 March 2018Correct interpretation of surface stresses and deformation or displacement during volcanotectonic episodes is of
fundamental importance for hazard assessment and dyke-path forecasting. Herewe present newgeneral numer-
ical models on the local stresses induced by arrested dykes. In the models, the crustal segments hosting the dyke
vary greatly in mechanical properties, from uniform or non-layered (elastic half-spaces) to highly anisotropic
(layers with strong contrast in Young's modulus). The shallow parts of active volcanoes and volcanic zones are
normally highly anisotropic and some with open contacts. The numerical results show that, for a given surface
deformation, non-layered (half-space)models underestimate the dyke overpressure/thickness needed and over-
estimate the likely depth to the tip of the dyke. Also, as the mechanical contrast between the layers increases, so
does the stress dissipation and associated reduction in surface stresses (and associated fracturing). In the absence
of open contacts, the distance between the twodyke-induced tensile and shear stress peaks (and fractures, if any)
at the surface is roughly twice the depth to the tip of the dyke. Thewidth of a graben, if it forms, should therefore
be roughly twice the depth to the tip of the associated arrested dyke.When applied to the 2009 episode at Harrat
Lunayyir, themain results are as follows. The entire 3–7 kmwide fracture zone/graben formedduring the episode
is far toowide to have been generated by induced stresses of a single, arrested dyke. The eastern part of the zone/
graben may have been generated by the inferred, arrested dyke, but the western zone primarily by regional ex-
tensional loading. The dyke tipwas arrested at only a fewhundredmetres below the surface, the estimated thick-
ness of the uppermost part of the dyke being between about 6 and 12 m. For the inferred dyke length (strike
dimension) of about 14 km, this yields a dyke length/thickness ratio between 2400 and 1200, similar to com-
monly measured ratios of regional dykes in the field.
© 2018 Elsevier B.V. All rights reserved.Keywords:
Dyke propagation
Dyke arrest
Surface deformation
Grabens
Crustal stresses
Numerical models1. Introduction
Most volcanic eruptions occur when a magma-filled fracture is able
to propagate from its source to the surface. In many central volcanoes
(composite volcanoes/stratovolcanoes and collapse calderas) the source
is a shallowmagma chamber, in which case the local stress fieldmay fa-
vour inclined (cone) sheets rather than vertical dykes. In areas of rifting
outside central volcanoes, however, the regional stress field controls the
magma propagation path. In rift zones theminimumprincipal compres-
sive stress σ3 is normally horizontal and parallel with the spreading or
rifting vector. Since all magma-filled fractures generally form perpen-
dicular to the σ3 it follows that the greater parts of magma paths tend
to be vertical dykes.
Most dykes (and inclined sheets) do not reach the surface to erupt
but rather become arrested (stop their propagation path, stall) at vari-
ous depths in the crust (Gudmundsson, 2002, 2003; Moran et al.,
2011; Rivalta et al., 2015; Townsend et al., 2017). The conditions fordmundsson).dyke arrest have been studied in the field (Gudmundsson, 2002, 2003;
Gudmundsson and Philipp, 2006; Tibaldi, 2015) and through analogue
models (Kavanagh et al., 2006), numerical models (Gudmundsson and
Philipp, 2006; Barnett and Gudmundsson, 2014; Rivalta et al., 2015;
Townsend et al., 2017), and analytical models (Gudmundsson, 2011a,
2011b). Understanding these conditions is of fundamental importance
in theoretical and applied volcanology. Despite all the available instru-
mentation for volcano monitoring, we still cannot forecast dyke-
propagation paths once a dyke has been initiated during magma-
chamber/reservoir rupture. It follows thatwe cannotmake reliable fore-
casts as to (i) what the likely path of the dyke is going to be and, in par-
ticular, (ii) whether or not the dyke is going to reach the surface and
erupt or, alternatively, (iii) become arrested at some depth in the vol-
cano. Direct field studies of arrested solidified or ‘frozen’ dykes, as well
as geodetic and seismic studies of dyke arrest during unrest periods,
are of great importance for improving our understanding of dyke prop-
agation and dyke-fed eruptions.
There have been many reported dyke arrests in recent decades. In
some unrest periods many dykes have become arrested while at the
end of the unrest period one or more dykes have reached the surface
279A. Al Shehri, A. Gudmundsson / Journal of Volcanology and Geothermal Research 356 (2018) 278–303to erupt. A well-documented case of this type is the unrest in the vol-
cano Eyjafjallajökull in South Iceland for nearly two decades before its
2010 eruption. During the period 1993 until 2010 there were 4–5
dyke injections that became arrested, some of the dykes changing into
sills, until in March 2010 a new dyke injection reached the surface and
erupted (Sigmundsson et al., 2010). Many dykes and sills are exposed
in the volcano, suggesting that episodes of this kind are common
(Gudmundsson, 2017).Many unrest periods with dyke injections, how-
ever, have not resulted in eruptions. One happened in Tenerife, Canary
Islands, in 2004 (Garcia et al., 2006; Gottsmann et al., 2006), and an-
other one in Harrat Lunayyir in western Saudi Arabia in 2009 (Baer
and Hamiel, 2010; Pallister et al., 2010; Xu et al., 2016). This latter one
is the main topic of the present paper.Fig. 1.Main Cenozoic lava fields (referred to as harrats) in western Saudi
Modified from a map of the SGS (https://www.sgs.org.sa, 2011).This paper has two aims. The first is to present new and general re-
sults on dyke-induced stresses in crustal segmentswith contrastingme-
chanical properties. Here the focus is on new numerical models on
dykes arrested with their tips at various crustal depths and hosted by
rocks with mechanical properties that range from elastic half spaces
(uniform properties) to those with alternating stiff (high Young's mod-
ulus) and soft (compliant, low Young's modulus) layers. The results are
completely general, but are here applied to the 2009 volcanotectonic
unrest period in Harrat Lunayyir in Saudi Arabia (Figs. 1 and 2). The sec-
ond, and main, aim is thus to use the numerical results, as well as some
analytical models together with field observations of the associated sur-
face deformation, to make new estimates of the dimensions, the depth
to the tip at arrest, and contribution to surface deformation of theArabia (their location in a wider geographic context is on the inset).
Fig. 2. Details of the Harrat Lunayyir volcanic field. On the inset, the location of the field within the fields shown in Fig. 1.
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put the dyke propagation and arrest inHarrat Lunayyir into general con-
text of arrested dykes, their dimensions, and aspect (length/thickness)
ratios, as obtained in direct field studies. Furthermore, we explain the
likely conditions for the 2009 dyke arrest in Harrat Lunayyir and the im-
plications of the results for volcanic hazards. For understanding the
2009 episode, we first provide brief outline of the geological setting of
the Harrat Lunayyir, as well as a short overview of its volcanic geology.
2. Regional geological setting
The Harrat Lunayyir forms a part of the Arabian Plate, which is adja-
cent to the African Plate, with several other plates being nearby (Fig. 1).
The eastern part of the Arabian Plate consists of a late Proterozoic shield
(Genna et al., 2002) which is bounded to the southwest by the African
Plate, the Red Sea rift separating the plates. The other plates in the
area are the Eurasian Plate, in the east, and the Anatolian Plate, in the
north. The Arabian Plate was generated by the African Rift that led to
the formation of the Red Sea and the Gulf of Aden during a rifting epi-
sode which began about ~25 Ma ago (Stern and Johnson, 2010).
The Red Sea is considered an active rift zone that emerged from a
weakness formed during continental rifting in the pre-Cambrian era
(Cochrna and Karner, 2007; Bailey, 2009). The present rifting led to
the expansion and propagation of the Red Sea from the south to the
north. Currently, the Red Sea extends from 30° N (the north limit of
the Gulf of Suez) to 12.5° N (where it meets the Gulf of Aden), with atotal north-south length of about 2250 km and a maximum east-west
width of about 354 km – the oceanic crust itself being of maximum
width of about 100 km. The Red Seamay be regarded as an excellent ex-
ample of the early stages of ocean development through sea-floor
spreading. The Gulf of Aqaba-Dead Sea Transform Fault represents an-
other major tectonic element in the area. During spreading of the Red
Sea, parts of the Arabian Shield have become extended and thinned
(as discussed below) with associated formation of dyke swarms and
volcanic fields, one of which is the Harrat Lunayyir (Genna et al.,
2002; Hansen et al., 2013a, 2013b).
The Arabian Shield itself occupies one-third of the Arabian Peninsula
with an estimated area ranging from 670,000 km2 to 725,000 km2
(Brown et al., 1978). The Arabian Shield it is a part of a larger group re-
ferred to as the Arabian-Nubian Shield whose total area is around 2.7
× 106 km2 (Rodgers et al., 1999; Johnson and Woldehaimanot, 2003).
Precambrian crystalline rocks, Phanerozoic sedimentary rocks, and Ce-
nozoic flood basalts (such as at Harrat Lunayyir) constitute the upper-
most part of the western part of the Arabian Shield. This is the part
that occupies the northeast flank of the Red Sea, including the well-
exposed highlands of Yemen and the central part of Saudi Arabia, Najd
(Powers et al., 1963; Stern and Johnson, 2010) (Fig. 1). The average
crustal thickness of the Arabian Shield is about 40 km (Al Damegh
et al., 2005), but the crust becomes thinner towards the coast of the
Red Sea where the thickness is 23–25 km. Similar crustal thicknesses
occur in theNubian Shield on thewest side of the Red Sea, the thickness
being 25–26 km in Egypt within 50 km of the coast of the Red Sea
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the Arabian Shield is much greater than in the western part (Camp and
Roobol, 1992; Stern, 2008). Duncan and Al-Amri (2013).
Close to the volcanic areas of theArabian Shield is the Afar Triangle, a
depression generated by the Afar Triple Junction (Waltham, 2005)
where the rift zones of the Red Sea, the Gulf of Aden, and the East
African Rift meet (Keir et al., 2011). The crustal spreading is at the rate
of 1–2 cm/year across each of the arms or legs of the Triangle. The Trian-
gle is also the site of a hot spot, and widely regarded as the surface ex-
pression of a deep mantle plume (Hansen et al., 2013a, 2013b).
3. Volcanic geology of the Harrat Lunayyir
The western part of the Arabian Plate has been volcanically active
during the Cenozoic. The activity has been largely confined to two epi-
sodes: one happened from 30 to 20 Ma ago while the other began
some 12 Ma ago and is still continuing (Camp and Roobol, 1992). The
cumulative area covered by these relatively young volcanic materials
is about 80,000 km2. The lava fields themselves are commonly known
as ‘Harrats’ (Pint, 2006). Harrat Lunayyir (also known as Harrat Al-
Shaqa) is one of smallest and youngest of the alkali basaltic Holocene
lava fields in western Saudi Arabia. More specifically, the lava field is lo-
cated northwest of the city of Medina (Al-Madinah Al Munawwarah in
Arabic) between latitudes 25° 10′–25° 17′N and longitudes 37° 45′–37°
75′ E. The lava field is somewhat elongated in the northwest-southeast
direction and located about 60 km east of the nearby coast of the Red
Sea or, alternatively, some 150 km east of the Red Sea spreading centre
(Al Amri and Fnais, 2009; Baer and Hamiel, 2010; Al-Zahrani et al.,
2013; Duncan and Al-Amri, 2013) (Fig. 2).
Harrat Lunayyir is characterised by Cenozoic alkali-olivine-basalt
lava flows (Duncan and Al-Amri, 2013) and about 50 monogenetic cra-
ter cones (Baer and Hamiel, 2010). The basaltic lava flows in the area
have been divided into ‘an older Tertiary unit (Jarad basalt)’ and ‘aFig. 3. Volcanic geology of the Harrat Lunayyir volcanic field. a. Basaltic lava flow of Quaternar
shaped basaltic dyke, light coloured (people standing on the dyke). d. Volcanic ash partly coveyounger Quaternary unit (Maqrah basalt)’ by Al Amri et al. (2012)
(Fig. 3). Precambrian rocks are exposed in the northern, southern, and
eastern parts of Harrat Lunayyir, while in the central part the Precam-
brian rocks form only isolated outcrops (Duncan and Al-Amri, 2013).
Volcanic activity in Harrat Lunayyir began about 0.5 Ma ago. The youn-
gest lava flows in the field are generally regarded as about 5000 year old
(Al-Amri et al., 2012). Eruptions in the area, however, may be more re-
cent, since there is some evidence that one of the crater cones was
formed about 1000 years ago (Baer and Hamiel, 2010).
4. The 2007 and 2009 volcanotectonic episodes
Harrat Lunayyir was until recently considered inactive. As indicated
above, the last eruption in the area is at least 1000 years old and more
likely 5000 years old. However, in October 2007 a volcanotectonic epi-
sode began in the area, characterised by an earthquake swarm (Al-
Amri and Al-Mogren, 2011; Mukhopadhyay et al., 2013; Zobin et al.,
2013). The earthquake swarm was comparatively small, including
about 500 earthquakes, the largest one being of moment magnitude
M3.2. The swarm came to an end in May 2008. The swarm indicates a
sourcewith a northwest-southeast strike and located at depth in excess
of 10 km. No surface deformation was associated with this episode (Xu
et al., 2016).
Another volcanotectonic episode began 18 April 2009, reached its
peak 17–19 May, and came to an end in July the same year (Al-Mahri
et al., 2009; Baer and Hamiel, 2010; Pallister et al., 2010; Koulakov
et al., 2014; Xu et al., 2016). Again, there was an earthquake swarm
with a general northwest-southeast strike, but the swarm was located
some 15 km to the northwest of the 2007 swarm. The 2009 swarm gen-
erated over 30,000 recorded earthquakes, peaked in its intensity 17–19
May with a sequence of 7 earthquakes of M N 4, including the largest
earthquake during the episode, of M5.7 (Baer and Hamiel, 2010; Xu
et al., 2016). The focal mechanisms of the M N 4 earthquakes indicatey age (Maqrah basalt). b. Basaltic lava flow of Tertiary age (Jarad basalt). c. An irregularly
ring a hill. The thickness of the nearby pahoehoe lava flow is a few tens of centimetres.
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components. The main episode came to an end in July 2009. Al-Zahrani
et al. (2013) estimate the focal depth of the largest earthquake, M5.7, as
9 km. Most of the earthquakes were located at depths of 5–15 km and
had an overall strike of NNW-SSE (Xu et al., 2016).
In addition to the earthquake swarm, there was extensive surface
deformation during the 2009 episode (Figs. 4–7). There was, first, a
broad area of uplift and extension, the area being about 2000 km2
with a maximum uplift of about 0.4 m and an extension of about 1 m
(Pallister et al., 2010). The total NNW-SSE length of the uplifted area is
14–15 km (cf. Fig. 4). Subsequent studies suggest a total extension of
about 1.5 m across the deformation zone, and a subsidence of a maxi-
mum of 0.8 m in the central part of a ‘graben’ that dissects the dome
(Baer and Hamiel, 2010). Doming normally generates tensile and
shear stresses in the surface layers, as is well known from analytical
models (e.g., Gudmundsson, 1987, 1999), and the same applies to gen-
eral spreading (e.g., Gudmundsson, 2017). These stresses, in turn, may
reach the tensile or shear strength of the rocks so as to generate tension
fractures and/or normal faults. While regional doming, possibly com-
bined with general spreading, very likely contributed to the observedFig. 4. Image and sketch of a part of one of the main faults on the western side of the fracture z
about 2.5 km. The inset in the left lower corner shows the length of the entire fault and its locfracture formation during and prior to the 2009 episode, the focus
here is on the dyke-induced stresses and fracture formation. As indi-
cated above, the particular aim is to understand how much of the frac-
ture pattern could have been generated by dyke-induced stresses and
how deep the dyke tip would have to be to generate the fractures. Fol-
lowing the established tradition, we use the word ‘graben’ for the gen-
eral surface deformation of the 2009 episode. Later in the paper,
however, we discuss in which way, if any, the actual deformation can
be regarded as a classical graben structure.
4.1. Surface fractures
In addition to the uplift and general extension, there was consider-
able fracture development, particularly close to the centre of the uplift
or dome. The fractures are of two main types: tension fractures
(Figs. 5–6) and normal faults (Fig. 7). The tension fractures and normal
faults that formed or became reactivated during the volcanotectonic ep-
isode reach cumulative lengths of up to 8 km (Figs. 4–6; cf. Baer and
Hamiel, 2010; Pallister et al., 2010). While the rupture was still clearly
seen during our field studies in 2015 and 2016, in the sedimentaryone/graben formed during the 2009 episode. The total length of the fault part seen here is
ation within Harrat Lunayyir.
Fig. 5. Tension fractures at thewestern side of the fracture zone/graben, generated during the 2009 episode. a. The tension fracture cutting through pyroclastic and sedimentary rocks and
lava at the surface, with irregular walls and considerable collapse. The person provides a scale. b. Close-up of part of the tension fracture in a. Themaximumopening at the surface is a few
metres, but partly due to collapsed walls c. Tension fracture dissecting pyroclastic and sedimentary rocks. The overall strike of the fracture, indicated schematically by an arrow, is north-
northwest (cf. Fig. 8). The persons provide a scale.
Fig. 6. Close-up of a northwest-striking tension fracture dissecting pyroclastic and sedimentary rocks at thewestern side of the fracture zone/graben generated during the 2009 episode. In
these compliant layers, there is considerable collapse, so that opening at the surface appearsmuch greater than the real opening (seen in the deepest exposed part of the fracture). The car
and the person provide a scale.
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Fig. 7.Mixed-mode fracture, an open normal fault, generated during the 2009 episode and dissecting sedimentary rocks at western side of the fracture zone/graben, generated during the
2009 episode. The trace of the fracture is curved, a common geometry of normal faults and tension fractures inmechanicallyweak rocks. The overall strike is northwest.Where the person
is kneeling, the maximum throw is about 0.9 m while the opening is about 0.4 m. The people and the car provide a scale.
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estimate the openings accurately (Figs. 5–7). The field data, however,
show that many of the fractures that constitute the rupture zone are
pure tension fractures rather than normal faults (Figs. 5–6). Normal-
fault displacement was, however, seen on some of the fractures
(Fig. 7). The most accurately measured displacement in the field was
made during the episode (in June 2009) by Pallister et al. (2010)
where theymeasured a normal fault along part of its 8-km-long surface
rupture. Their results show an open or gaping normal fault with a verti-
cal displacement or throw of 0.78 m and opening (aperture) of 0.45 m.
The fault wall is vertical (Fig. 7). This fault is thus clearly a mixed-mode
(mode I and mode II) fault formed at the surface in absolute tension –
similar to numerous mixed-mode fractures in the pahoehoe lava flows
in the rift zone of Iceland (Gudmundsson, 2017). Other throwmeasure-
ments at the western boundary of the area (graben) yield 0.6 m,
whereas pure tension fractures at the eastern boundary show openings
(apertures) of tens of centimetres (Jonsson, 2012). The tensional axes
inferred from focal mechanism during the episode strike mostly ENE-
WSW (Pallister et al., 2010) and thus roughly perpendicular to the ten-
sion fractures and open normal faults seen in the field (Figs. 4–7).
Our fracture studies focused primarily on the western part of the
graben. What is most noticeable in the parts that we studied are large
tension fractures (Figs. 5–6).While these have collapsed since their for-
mation, it is clear from the deeper parts that the openings range from
tens of centimetres to about onemetre (Fig. 6). The fracture walls on ei-
ther side are at the same elevation, which shows that there is no
normal-fault component in these fractures, and there is also no evi-
dence of strike-slip. The fractures are thus pure tension fractures or
mode I cracks.Weobserved numerous tension fractures along thewest-
ern side of the graben, but also some normal faults (Fig. 7). Jonsson
(2012) confirmed that during the earthquake swarm the fractures
formed on the eastern side of the graben were primarily tension
fractures.
All the observations of surface fracturing during the 2009
volcanotectonic eposide thus show that tension fractures were the
most common, but that there were also some small normal faults. The
normal faults were mostly confined to the western side of the graben
whereas tension fractures formed both on the western and eastern
sides. The surface deformation, however, was not confined to the gra-
ben boundaries since many fractures formed inside the graben (Fig. 8).Clearly, the detailed fracture pattern in Fig. 8a does not show a great
resemblance to that in Fig. 8b. In Fig. 8a thewhite lines show the ‘InSAR-
determined faults’, whereas the fracture pattern in Fig. 8b was derived
from ‘differential coherencemaps’, with black lines showing incoherent
lineaments for the entire rifting episode and white lines for the period
27 May to 1 July 2009 (Baer and Hamiel, 2010). In Fig. 8b there are
two main sets of fractures: a set of NW-striking fractures found at
both sides of the graben, and then a set of roughly N-striking fractures,
found primarily at the eastern side of the graben – although one such
fracture occurs at the north end of the fracture set at the western side
of the graben. The overall strike of the NW-set along the western side
is roughly 315° whereas the common general strike of the N-striking
fractures on the eastern side is about 352°. Thus, the angle between
the two sets is about 37°. However, when individual fractures shown
on Fig. 8b are measured, they range in strike from about 305° (north-
west) to about 25° (north-northeast), yielding a maximum acute
angle between the fractures of some 80°. Since the fractures are all
thought to have formed during the 2009 episode, it is clear that they
must have been subject to widely different local stresses, part of
whichmay relate to the inferred dyke emplacement during the episode.
4.2. Comparison of earthquake swarms in 2007 and 2009
The general interpretation of the 2009 earthquake swarm is that it
was, partly at least, triggered by dyke propagation (Baer and Hamiel,
2010; Pallister et al., 2010; Hansen et al., 2013a, 2013b; Xu et al.,
2016).While no earthquakemigrationwas observed, the interpretation
that at least part of the swarmwas associated with a dyke that failed to
reach the surface – that is, became arrested – is plausible and one that
we take as a basis for our analysis.
We interpret the data provided in the cited papers as follows:
• The seismic swarm in October 2007may be seen as a precursor to the
main swarm associated with subsequent dyke emplacement in April–
July 2009. We interpret the precursor so that a deep-seated reservoir
was subject to inflation and possibly rupture. During inflation of a res-
ervoir, reactivation of fractures, particularly faults, in its roof would
normally generate earthquakes.
• There are, however, remarkable differences between the October
2007 swarm and the April–July 2009 swarm. These differences
Fig. 8.Main fractures generated or reactivated during the 2009 episode in relation to the projected strike and strike dimension (length) of the associated dyke. a. The principal active/new
fractures during the 2009 episode in relation to the surface projection of the inferred dyke, broken line A to A′, and the lava field of Harrat Lunayyir. Notice the difference in strike between
the dyke and the fractures, particularly themain fractures (tension fractures and normal faults) at thewestern margin of the fracture zone/graben. b. Detailed map of the fracture pattern
generated during the 2009 episode. Notice the variety in fracture strike in comparison with the inferred dyke strike and the broad system of (tension) fractures at the eastern side of the
fracture zone/graben. In this interpretation, the projection of the dyke dissects some of the fractures at the western side of the fracture zone/graben.
Data from Baer and Hamiel (2010).
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and surface effects. (a) TheOctober 2007 swarmgenerated only about
500 recorded earthquakes and was mostly some 15 km to the south-
east of the April–July 2009 swarm which generated about 30,000 re-
corded earthquakes. (b) The October 2007 swarm was generally
much deeper than the April–July 2009 swarm. In particular, the earth-
quakes of the October 2007 swarm were mostly located deeper than
about 10 km, and many reached depths of 25–30 km. (c) By contrast,
although the deepest earthquakes of the April–July 2009 swarm reach
depths of 25–30 km, the great majority of the earthquakes are
shallower than 20 km, and very many occurred at depths between
10 km and the surface. (d) In contrast to the April–July 2009 swarm,
there was no recorded surface deformation during the October 2007
swarm.
• There are also certain similarities between the swarms. One is that
they occur in basically the same area, even if not at the same location.
Another is that both can be interpreted as being partly associatedwith
apparently steep-dipping structures (between about 55° and 65°) to
the east (Xu et al., 2016, Fig. 2). However, for both swarms this appar-
ent dipmay be an illusionbecause of theway the earthquakes concen-
trate in certain layers. In case of the October 2007 swarm, the dip can,
in fact, be interpreted in variousways, and there is clear concentration
of earthquakes at depths of about 10–15 km, 20–24 km, and
27–30 km. As for the April–July 2009 swarm, similar concentrations
of earthquakes occur at depths of 2–8 km (although many earth-
quakes reach the surface), and 12–17km(although some earthquakes
occur at depths of 20–30 km).
• The concentration of earthquakes at certain depth intervals in the
crust is very commonand relates normally to stiff (high-Young'smod-
ulus) units or layers. Thus, during loading of the crust, the stiff units or
layers concentrate much more stress (either in tension or compres-
sion) than the more compliant or softer layers. The lateral spread in
earthquakes in the uppermost part of the crust during the April–July
2009 episode and 10–15 km and 27–30 km depth in the October
2007 episode may thus be attributable to the crustal layers or units
at these depths being stiffer than adjacent units. Another interpreta-
tion is that some of the laterally spread earthquakes may be located
in the roof of a magma reservoir – as is commonly observed during
unrest and dyke injections (e.g., Becerril et al., 2013). But in the pres-
ent cases, neither swarm has a distribution in space that is easilyinterpreted as roof failure due tomagma-pressure changes (inflation)
of a reservoir. We therefore think it is more likely that many of the
earthquakes, particularly in the April–July 2009 swarm, relate to
dyke emplacement.
4.3. Dyke emplacement
The data on the October 2007 swarm are too limited to allow us to
decide whether or not there was any dyke emplacement. But contrast,
the data, presented above and below, suggests that there was dyke em-
placement during the April–July 2009 earthquake swarm. The focus
here is on the 2009 swarm.
A swarm of earthquakes of this kind is typically associatedwith dyke
emplacement. It is then the magmatic pressure within the dyke that
triggers many of the fault-slips that generate the earthquakes. Focal
mechanisms of the larger events (M N 4) indicate mostly normal
faulting with some strike-slip components. This is in contrast to the
earthquakes generated during the dyke emplacement in Bardarbunga
in Iceland 2014 where most of the earthquakes were strike-slip
(Agustsdottir et al., 2016). Strike-slip and some reverse slip
(Gudmundsson et al., 2008) are expected in the walls of a dyke, since
they become subject to horizontal compressive stress due to the mag-
matic overpressure of the dyke, which in turn induces shear stresses
on some of the existing fractures, particularly joints. Since many of the
earthquakes during the 2009 swarm, by contrast, seem to be associated
with normal faulting, this may indicate two basic processes:
a. Much of the faulting may occur ahead of an upward-propagating
dyke tip. In the ‘process zone’ around the dyke tip extension fractur-
ing and normal faulting is common (Gudmundsson, 2011a). In this
zone, normal-fault earthquakes are commonly generated by slips
on existing fractures, many of which are cooling joints in the lava
pile. Some dykes also use existing, steeply dipping normal faults as
parts of their paths, in which case slip on an existing normal fault
would be facilitated by the dyke-magma entering the fault plane
(Gudmundsson, 2011a). The macroscopic dyke-fracture itself, how-
ever, is primarily an extension fracture (mode I crack) and thus does
not generate classical double-couple earthquakes.
b. Part of the fault slipmay be generated on existing normal faults, pre-
sumably buried by younger layers before the 2009 episode and thus
Fig. 9.Basaltic dyke arrested in a vertical section inTenerife (Canary Islands). The host rock
by comparatively soft (compliant) pyroclastic rock. The dyke becomes arrested at its
contact with much stiffer (higher Young's modulus) inclined sheet, as forecasted by the
elastic mismatch mechanism of dyke arrest. The maximum thickness of the dyke is
about 0.8 m. There are no dyke-induced extension fractures or faults at the tip. The
person provides a scale.
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quake swarm is used to infer the dip – irrespective of the points
discussed above as to concentration of earthquake in particular layers
or units – then the overall dip would be about 65°E. It is possible that
many of the earthquakes were associated with the western boundary
faults of the graben. However, in case slip on the faultwas triggered by
the magmatic overpressure of the dyke, one would rather expect
strike-slip or reverse faulting on the main boundary fault, as is com-
monly inferred and observed where dyke enter existing grabens
(Gudmundsson and Loetveit, 2005; Gudmundsson et al., 2008).
Normal faulting and dyke emplacement are themost common large-
scale processes associated with rifting worldwide. This is understand-
able since both are attributable to extension, that is, to the relative ten-
sion which dominates in rift zones. The processes may operate
simultaneously; that is to say, dyke injection and normal faulting may
both occurwithout necessarily one triggering the other. Normal faulting
is common without dyke emplacement, such as in sedimentary basins,
and most dykes become arrested without generating any large-scale
normal faults or grabens. In fact, field studies in Iceland show clearly
that where normal faults are common in parts of palaeo-rift zones,
dykes are comparatively rare, and vice versa (Forslund and
Gudmundsson, 1991). This is because there is essentially constant
spreading rate in rift zones, so that if much of the spreading is accom-
modated by normal faulting then less will be accommodated by dykes,
and vice versa. The general rule is, however, that the contribution of
dykes to the overall spreading at plate boundaries everywhere varies
positively with increasing crustal depth (e.g., Gudmundsson, 2002).
As indicated above, one of the unsolved issueswith the 2009 episode
is whether or not the inferred dip of the earthquake swarm is real or an
artefact. We have already explained how it may be an artefact due to
stress concentrations in layers and units of different stiffness. If, how-
ever, the dip is real and about 65°, then we should be able to relate
the dip to the two main processes discussed above. For the second pro-
cess, there is no problem in doing so since a dip of about 65° is a com-
mon dip of normal faults in continental areas.
For the first process, however, we would have to explain why the
dyke triggering much of the normal faulting did not follow a vertical
path but rather path dipping 65°. For a magma reservoir of either a
sill-like or dome-like geometry, as appear to be the most common
shapes (Gudmundsson, 2012, 2017), horizontal tension related to
rifting would normally result in subvertical trajectories of the maxi-
mum principal compressive stress, σ1. As is well known, dyke propaga-
tion paths tend to follow the trajectories of σ1 and, thereby, being
perpendicular to the trajectories of the minimum compressive (maxi-
mum tensile) principal stress, σ3. However, if the main loading is inter-
nal magmatic excess pressure, then the trajectories of σ1 become
generally curved away from the reservoir, and may dip by as much as
65°, particularly above and beyond the marginal parts of the reservoir
(Gudmundsson, 2002).
It is thus possible to explain the dip of the 2009 earthquake swarm in
various ways. Not only as a result of crustal layering and variation in
local stresses – which may certainly play a role and contribute to the
dip being, partly at least, and artefact – but also as a direct consequence
of either a major normal fault (the western boundary fault of the gra-
ben) or a dyke injected from the marginal parts of the source reservoir
whose loading is then primarily internal magmatic excess pressure. In
what follows,we assume that the earthquake swarmwas largely, or pri-
marily, the result of dyke injection and propagation towards the surface.
The focus in themodels is on understanding better the potential surface
effects of such a dyke and trying to estimate aswell asmay be the likely
depth of the tip of the dyke at the time of arrest. This latter is of very
great importance when assessing the hazard in the area, and has impli-
cations for hazard and risk assessments in volcanic areas in general.5. Dyke arrest
Most dykes become arrested. Hundreds of arrested dykes have been
observed, and many tips of such dykes studied in detail. Field studies
show that while some dykes terminate within layers, most dykes be-
come arrested at contacts between rock layers or units; in particular,
at contacts between mechanically dissimilar layers (Figs. 9–12;
Gudmundsson, 2002, 2003). Some of these dykes become deflected
into sills (e.g. Tibaldi and Pasquarè, 2008; Casagli et al., 2009;
Gudmundsson, 2011b; Barnett and Gudmundsson, 2014; Tibaldi,
2015), whereas others become arrested on meeting the contact
(Figs. 9–12).
There are three principal mechanisms by which dykes (and other
extension fractures or mode I cracks) become arrested: (1) Gook-
Cordon delamination, (2) stress barrier, and (3) elastic mismatch. All
themechanismsmay operate simultaneously, but the Gook-Cordon de-
lamination is most effective at shallow crustal depths. The other two
mechanisms can operate at any depth. A detailed description of these
mechanisms, including appropriate references, is given by
Gudmundsson (2011a, 2011b), so only a brief discussion is provided
here.
The Cook-Gordon delamination mechanism implies that the contact
that arrests the dyke is mechanically weak. By this we mean that the
tensile strength (and, by implication, the shear strength also, because
Fig. 10. Subvertical basaltic dyke arrested in a vertical section in Tenerife. The main host
rock is a pyroclastic layer (red-pink) on top of which is a basaltic lava flow (black-blue).
The dyke becomes arrested roughly at the contact between the pyroclastic layer and the
lava flow. More specifically, on meeting the contact, the dyke abruptly becomes much
thinner (its maximum thickness is 0.26 m at the bottom of the 3.7 m tall exposure) and
tapers away to its tip. The length of the yellow steel tape parallel with the lowermost
right margin of the dyke is 1 m. There are no dyke-induced extension fractures or faults
at the tip. The arrest mechanism here is most likely a stress barrier.
Fig. 11. Arrested dyke in the caldera wall of Santorini (Greece). The dyke is arrested at the
contact between layers of pyroclastic rock. The grain size of the layers changes abruptly at
the contact, and thereby their mechanical properties. Themaximumdyke thickness at sea
level is about 2 m. The arrest mechanism here is most likely elastic mismatch.
Fig. 12.Arrested basaltic dyke in the lava pile of East Iceland. At the base of the photograph
thedyke is about2m thick, but gradually thins towards its tip. Thehost rock is basaltic lava
flows with scoria and soil layers (red) in-between. The arrest mechanism here is most
likely a stress barrier, located in the layers above the tip of the dyke. On meeting a stress
barrier, a dyke commonly thins before either stopping its propagation altogether (as
here) or deflecting into a sill.
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field. The highest tensile stress is orientated dyke-perpendicular, and
operates to generate the dyke fracture. But there is also a high dyke-
parallel tensile stress which, for a contact with a low tensile strength,
may open up the contact when the dyke tip is close to it. Opening of a
contact is observed in many numerical models of dyke emplacement
(Gudmundsson, 2003, 2011a) and is likely to occur in nature. When
the dyke tip finally reaches the open contact, the tip then becomes ei-
ther deflected along the contact to form sill or, alternatively, stops alto-
gether, that is, becomes arrested.
Stress barrier is a layer or unit where the local stress field is
unfavourable for a particular type of fracture propagation. For a vertical
dyke, a stress barrier is a layer/unit where the compressive stress per-
pendicular to the projection of the dyke path/plane up into the layer/
unit is either the maximum or the intermediate principal compressive
stress, that is,σ1 orσ2, both being compressive. Since a dyke is an exten-
sion fracture, a mode I crack, it propagates along a pathwhose direction
is parallel with σ1 and σ2 and perpendicular to the minimum compres-
sive (maximum tensile) principal stress σ3. Thus, once a vertical dyke
tip approaches and tries to enter a layer where σ1 and σ2 are horizontal
and σ3 thus vertical, the dyke must either deflect into a sill or become
arrested altogether. Stress barriers form in various ways, but perhaps
the most common in volcanic rift zones is that earlier dyke injections
have resulted in a 90° flip of the principal stresses because of their
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zontally. For example, consider a dyke with an overpressure of 15 MPa
propagating through a layer where, originally, the principal stresses
are σ1 = 50 MPa, σ2 = 45 MPa, and σ3 = 40 MPa. Following the dyke
emplacement the horizontal stress close to the dyke, initially σ3 =
40MPa, becomes 40 + 15= 55MPa, and thus the largest compressive
stress, that is, σ1. Thereby, the layer, temporarily, becomes a stress bar-
riers to subsequent vertical dyke propagation. Given that the crustal
segment hosting the layer constitutes a part of a rift zone, the high hor-
izontal stress of 55 MPa is eventually relaxed (through spreading) and
the state of stress flips back to the original. Slip on the boundary faults
of a graben may also generate stress barriers to dyke propagation
(Gudmundsson, 2011a).
Elasticmismatch is a name given to themechanismwhere deflection
and arrest are primarily controlled by the contrast – the mismatch – in
elastic properties of the layers on either side of a contact, in relation to
the elastic properties of the contact itself (He and Hutchinson, 1989;
Hutchinson, 1996; cf. Gudmundsson, 2011a, 2011b). More specifically,
the probability of a dyke becoming deflected into a sill or arrested at a
contact is related to the Dundurs elastic extensional mismatch parame-
ter αD (He and Hutchinson, 1989; Hutchinson, 1996):
αD ¼ E1−E2E1 þ E2 ð1Þ
where E is the plane-strain extensional Young's modulus (stiffness). Ar-
rest or deflection of a dyke, or an extension (mode I) fracture in general,
on meeting a contact is encouraged when the Young's modulus of the
layer hosting the fracture (E2) and below the contact is lower than
that of the layer above the contact (E1). The probability of dyke arrest
at a contact varies positively with increasing elastic mismatch or differ-
ence between E1 and E2, that is, with increasing Dundurs parameter
(Gudmundsson, 2011a, 2011b). More specifically, arrest of a dyke or
its deflection into a sill is more likely when the layer above the contact
(E1) has a higher Young'smodulus than the layer below the contact (E2).
While field observations show that most dykes are arrested at layer
contacts (Figs. 9–11) and other discontinuities such as faults, somedyke
simply taper away in layers presumably where the overpressure gradu-
ally decreases. Commonly, this happenswhen the dyke tip approaches a
contact where the stress field is unfavourable; for example, a contact
with a layer that acts as a stress barrier (Fig. 12). Part of the reason for
dykes tapering away in vertical sections is decrease in magmatic over-
pressure or driving pressure for a dyke propagating through rocks of
an average density less than that of the dykemagma. This is particularly
the case for basaltic dykes propagating through low-density pyroclastic
and sedimentary rocks. The decrease in magmatic overpressure is then
due to negative buoyancy.
Magmatic overpressure in a dyke is given by (Gudmundsson,
2011a):
po ¼ pe þ ρr−ρmð Þghþ σd ð2Þ
where ρr is the average host-rockdensity, ρm is the averagemagmaden-
sity, g is acceleration due to gravity, h is the dip dimension of the dyke,
and σd is the differential stress (the difference between the maximum
(σ1) and the minimum (σ3) principal stress) in the host rock where
the dyke is studied. The second term on the right-hand side of Eq. (2)
is the buoyancy term. In the uppermost 1–3 km of the crust in almost
all volcanic areas, the average rock density is 2500–2600 kg m−3
whereas a basaltic magma may have density between 2650 and
2800 kg m−3. It follows that, in the uppermost part of the crust, buoy-
ancy for basaltic magmas is commonly potentially negative. During as-
cent of magma, there is normally gas expansion which makes the
magma lighter, that is, of less density. While gas expansion and density
reduction is common in acid magma to depths of many kilometres
(Gonnermann andManga, 2013), much of the gas exsolution in basalticmagma takes place at very shallow depths. In Hawaii, for example, gas
exsolution in basaltic magmas occurs primarily in the uppermost few
hundred metres of the feeder/conduit (Greenland et al., 1985, 1988).
Similarly, direct observations of dykes, sills, and inclined sheets in
deeply eroded lava piles and central volcanoes show only small and
rather infrequent vesicles (formed by expanding gas) at depths exceed-
ing several hundred below the original surface of the volcanic zone/cen-
tral volcano. Some feeder-dykes, by contrast, contain large vesicles close
to the surface (Galindo and Gudmundsson, 2012).
Thus, density decrease of basaltic magma due to gas exsolution is
most likely to occur very close to the surface, mostly in feeder-dykes,
and does thus normally not much affect the potential negative buoy-
ancy term in Eq. (2). It follows that, commonly, for basaltic dykes
injected from shallow magma chambers, the only driving pressure in
Eq. (2) is the excess pressure pe in the chamber. That pressure is roughly
equal to the tensile strength of the walls or, normally, the roof of the
magma chamber. The tensile strength of most rocks is between 0.5
and 9 MPa, the most common values being 2–4 MPa. Thus, the excess
pressure at the time of magma-chamber rupture and dyke injection
may, depending on the variation in tensile strength, vary by a factor of
2–3, and very rarely by a factor of 6–9.
When theonly drivingpressure of basaltic dykes injected frommany
shallow magma chambers is the excess pressure, of the order of mega-
pascals, the driving pressure or overpressure gradually decreases as the
dyke propagates towards the surface. The decrease in overpressure is
then partly because of decline in the excess pressure in the source
chamber as magma flows out of it and up the dyke. This decline may
be described as follows (Gudmundsson, 2016):
p tð Þ ¼ pe 1−e−
Ver
Qt−1ð Þ
 
ð3Þ
where p(t) is the excess-pressure variation in the magma chamber as a
function of time, pe is, as before, the excess pressure at the time of
magma-chamber rupture and dyke injection (roughly equal to the in-
situ tensile strength), Ver is the dyke volume (or, in case of an eruption,
the combined dyke and eruptive volume), and Qt is the magma volume
(inm3) that flows out of the chamber during the time interval t. Clearly,
the exponent has the units of m3/m3 and is thus dimensionless. Eq. (3)
indicates an exponential decrease in excess pressure in the source
chamber during the eruption and/or dyke injection until the excess
pressure approaches zero, that is, p(t) → 0, when the bottom of the
feeder closes, and themagma flow out of the chamber comes to an end.
A dyke injected from a shallow magma chamber under a very low
excess magmatic pressure, say 1 MPa, and propagating through low-
density crustal rocks may thus stop on its propagation path simply be-
cause the overpressure declines to zero. This would apply primarily if
the magma chamber is (a) comparatively small, say with a volume of
20–30 km3 or less and (b) very shallow, say with a roof at a depth of
1–2 km. Many dykes and, in particular, inclined sheets are seen to
taper away in dense sheet swarms associated with such shallow cham-
bers in Iceland and in ophiolites (e.g., Gudmundsson, 2002).
Several other mechanisms suggested for dyke arrest are, based on
field observations and theoretical studies, likely to be of minor impor-
tance. Thus, it has been suggested that down-bending of the crustal seg-
ment on which a volcanic edifice rests generates local stresses that may
arrest dykes (Rivalta et al., 2015). There is plenty of evidence of down-
bending or sagging of crustal layers in the volcanic zones of Iceland,
below volcanic edifices and in the volcanic zones in general, with no
known effects as to dyke arrest. Similarly, down-bending of the litho-
sphere below large volcanic edifices such as in Hawaii has no known ef-
fects as to dyke arrest. If down-bending of crustal layers due to piling up
of new eruptive material was a major factor here in arresting dykes,
then no large edifices could form in the first place here. Generally, vol-
cano spreading and divergent-plate boundary spreading counters any
such effects and the magma chambers stay in close to lithostatic
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during unrest periods). An edifice takes thousands or tens of thousands
of years to form, and the potential down-bendingdue to the load of each
lava flow/pyroclastic layer is normally so small as to have hardly any
stress effects that could result in dyke arrest.
Similarly, it is commonly suggested that cooling or solidification of
the dyke results in its arrest (e.g. Rivalta et al., 2015). However, for
dykes injected from shallow magma chambers the rate of propagation
is commonly 0.1–1 m s−1 and they would normally reach the surface,
in case they were feeders, before any significant cooling would take
place. Furthermore, even if solidification of the dyke tip would occur –
as, for example, if the tip would meet significant amount of groundwa-
ter – the solidified tip has the same tensile strength, or slightly lower,
than that of the host rock. Thus, so long as there is any magmatic over-
pressure in the dyke, a temporarily solidified tip should not stop the
propagation any more than the host rock would.
Based on the considerations above, we conclude that dyke arrest is
primarily controlled by mechanical layering and local stresses along
the potential path of the dyke. Given that the 2009 dyke at Harrat
Lunayyir most likely generated tension fractures at the surface, and
yet became arrested, mechanical layering is the most likely explanation
for the dyke's arrest. Which brings us to the surface deformation associ-
ated with the dyke emplacement, in particular the formation and depth
of the tension fractures.
6. Tension fractures and normal faults
The surface deformation associated with the 2009 dyke emplace-
ment is primarily reflected in the formation or reactivation of tension
fractures and normal faults (Figs. 4–8). Tension fractures can only
reach a certain depth; if they try to propagate to greater depths they
must change into normal faults. This theoretical result follows from
Griffith's crack theory, and is supported by actual field observations in
active rift zones and fossil rift zones (Gudmundsson, 2011a, 2017).
The two-dimensional Griffith criterion for fracture initiation in the
tensile regime is given by:
If σ1b−3σ3 then σ3 ¼−T0 ð4Þ
Here, σ1 is the maximum principal compressive stress, σ3 is the mini-
mum principal compressive stress, and T0 is the tensile strength of the
host rock. On substituting –T0 for σ3 in the inequality (4), we obtain:
σ1−σ3b4T0 ð5Þ
It follows from inequality (5) that the stress difference for the failure
criterion in the tensile regime to apply cannot exceed 4T0. Using the fol-
lowing equation:
σ1 ¼ ρrgd ð6Þ
where ρr is the host-rock density, g is the acceleration due to gravity,
and d is the fracture depth (dip dimension), the maximum depth dmax
that a large-scale tension fracture can reach (by definition, in the ab-
sence of internal fluid overpressure) is
dmax ¼ 3T0ρrg
ð7Þ
If the tension fracture propagates to greater depth than given by
Eq. (7), it must change into a normal fault.
As an example, if the average density of the uppermost part of the
crust of 2500 kgm−3, as is common in continental areas, the maximum
depth of the tension fractures in Figs. 4 and 5 (other tension fractures
are shownby Jonsson, 2012) ranges between about 60m (for the lowest
possible in-situ tensile strength of 0.5MPa) and 1100m (for the highest
possible tensile strength of 9 MPa). These are extreme tensile-strengthvalues, however. Most commonly, the in-situ tensile strengths of
rocks, based on direct measurements through hydraulic fracturing, are
2–3 MPa (Gudmundsson, 2011a). These values are also similar to
those obtained by theoretical strain considerations for the rocks in the
present area, namely 1–3 MPa, by Jonsson (2012). Thus, using
2–3 MPa as the tensile strength, the most likely maximum depths of
the tension fractures in the area would be between 244 and 367 m.
It follows that the absolute tension during the 2009 episode is un-
likely to have reached greater depths than about 370 m. Given the un-
certainty in the values used, we could set this upper limit for the
absolute tension at a depth of about 400 m. The tension fractures may,
of course, be much shallower than this; but they very unlikely to be
deeper. These analytical results also mean that significant tensile stress
must be at the surface; more specifically the tensile stress that the sur-
facemust be at least 2MPa, if we assume that 2MPa is the in-situ tensile
strength. The theoretical tensile stress, however, should normally be ex-
pected to exceed the in-situ tensile strength for fracture formation and
must be maintained to some depth – at least some tens of metres and,
preferably, hundreds of metres so as to generate the tension fractures.
Thus, if the dyke-induced tensile stress at the surface is only 2–3 MPa
and diminishes at a shallow depth, such a dyke is unlikely to have gen-
erated the tension fractures at the surface. And it is even less likely to
have triggered slip on existing, or the formation of new, normal faults.
While discussing the numerical results below, we assume that the ten-
sile stresses at the surface, for fracture initiation at the surface, must
have, theoretically, reached several mega-pascals. As we shall also see
in the numerical models below, there are further constraints on theme-
chanics of fracture formation, if triggered by dyke emplacement, in that
while normal faulting and tension fractures occurred at the western
boundary of the ‘graben’, only tension fractures were generated at the
eastern boundary during the 2009 episode.
7. Numerical models
We used the finite-element software Comsol Multiphasic (www.
comsol.com) for a general analysis of the local stresses associated with
arrested dykes, with application to the inferred arrested 2009 dyke.
All the models are fastened in the corners, as indicated by crosses
(Fig. 13a), so as to avoid rigid-body rotation and translation. In all the
models the only loading is internal magmatic overpressure (driving
pressure) of 6MPa (cf. Eq. (2)). This value iswithin the range of a typical
in-situ tensile strength of rocks (Gudmundsson, 2011a). We do not use
a higher overpressure because we assume the dyke to be basaltic, so
that, in a continental crust like here, the buoyancy term may not add
much overpressure to excess pressure at the time of magma-chamber
or reservoir rupture (Eq. (2)). In all the models, the lower tip (bottom)
of the dyke is at the depth of about 10 km, whereas the upper tip or top
is at depths of 0.3, 0.5, and 1 km below the surface. As indicated above
the dip dimension may be 15–20 km but for the purpose of modelling
effects of shallow layering on surface stresses, the dip dimension used
here is appropriate.
In the firstmodels, the crust has the same uniform properties. This is
shown by all the indicated layers having the same Young's modulus
(here 40 GPa). This means that the first models are elastic half-space
models, as are still the most commonly used to model surface stresses
and deformation associated with volcanic unrest periods
(e.g., Dzurisin, 2006; Segall, 2010). For the models presented in this
paper, all the layers and units have the same Poisson's ratio, namely
0.25, which is the most common ratio for rocks (Gudmundsson,
2011a). Variations in Poisson's ratio of rocks are generally very small
(normally by a factor of 2 or less) so as to be negligible in comparison
with the variation in Young's modulus or stiffness; the latter may easily
vary by 2 orders of a magnitude in any volcanic zone/volcanic edifice,
and sometimes by 3 orders of a magnitude. In later models, we have re-
alistic layering with Young's modulus in different layers ranging from
1 GPa, for soft layers, to 40 GPa for stiff layers. This range is presumably
Fig. 13.Numericalmodel of a dyke arrestedwith a tip at the depth of 1000mbelow the Earth's surface. Themagmatic overpressure is 6MPa and Poisson's ratio of all the rock layers is 0.25.
Each of the 3 top layers is 100m thick. All the 3 top layers, aswell as themain rock unit hosting the dyke, have the same Young'smodulus of 40 GPa. Thus, this is effectively an elastic half-
spacemodel. a. Schematic setup of themodel. The thickness of the layers and the height of the dyke are not to scale. b. Maximumprincipal tensile stress, σ3, in mega-pascals. The stresses
shown here, and in subsequent models, range from 0 (blue) to 10MPa (red). This range (0–10MPa) is chosen so because the maximum in-situ tensile strength of crustal rocks is 9 MPa,
and mostly 5–6 MPa, so that tensile stresses above 10 MPa can normally not be reached in the crust (Gudmundsson, 2011a). The dip dimension (height) of the dike in all the models is
between 9 and 10 km. c. von Mises shear stress at the Earth's surface. d. Maximum principal tensile stress, σ3, at the Earth's surface.
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Harrat Lunayyir, but serves the purpose of illustrating the effects of rea-
sonable layering on surface stresses and likely fracture formation in-
duced by arrested dykes such as the one in 2009.
In the layered models, each of the layers that constitute the upper-
most part of the crust is 100 m thick. This thickness remains constant
in all the models. Also, in all the models the lowermost layer or unit
hosts most or all of the dyke. (Depending on how shallow the dyke tip
is, the top part of the dyke penetrates some of the shallow layers in
some of the models.) Young's modulus of these shallow layers derives
from seismic data, where we calculate the dynamic Young's modulus
based on the velocities of the seismic waves (Jaeger and Cook, 1979).
The dynamic moduli are 27 GPa for two of the layers and 17 GPa for
the surface layer. The layer or unit hosting (most of) the dyke has a dy-
namic Young's modulus of 40 GPa. These values are primarily based on
seismic velocities in Harrat Lunayyir, but are within the range of labora-
tory determined Young's moduli for granites and other typical conti-
nental rocks (Gudmundsson, 2011a) and thus reflect more general
conditions. In later layered models we use still more realistic layering,
where comparatively soft layers, with Young's modulus of 1–3 GPa,
form part of the crustal segment. The layer thickness of 100 m is some-
what arbitrary in that it would generally reflect ‘seismic layers’, that is,
groups of layers with similar seismic/mechanical properties. Some sed-
imentary layers and some lava flows, such as pahoehoe, may reach
100 m thickness, but here this thickness should be interpreted as me-
chanical/seismic rather than lithological.In all the models, we show the layering (and lack of layering in the
first models) to illustrate the assumed general structure of the crust.
The layers are shown in the a-part of each model figure, which also
gives the Young's modulus of each layer. The location of the dyke tip,
however, is not changed in the a-parts of the figures; the dyke is there
always shown at the same location because the main aim of the a-
parts is to show the layering. The b-parts of the figures show the exact
location of the dyke tip, which in some of the later models penetrates
the lowermost of the 3–4 top layers.
The early models have 3 layers above the thick layer or unit hosting
(most of) the dyke. In the later models, however, we have added one
layer which is white in all the models and with a Young's modulus or
stiffness of 1 GPa. In-situ Young's modulus of 1 GPa is common among
many compliant pyroclastic and sedimentary rocks (Gudmundsson,
2011a). For example, many soil, sediment, and scoria layers between
lava flows have similar or lower Young's moduli. Here we assume the
layer to be of the same thickness as the other layers, namely 100 m. In
most crustal segments there are certainly layers much thinner than
100m – some as thin as metres or tens of centimetres – but for the pur-
pose of illustrating the principles that control dyke-induced surface de-
formation the thickness used here for the seismic/mechanical top layers
is appropriate. In the absence of detailed knowledge of the actual
layering of the crust of Harrat Lunayyir – to which these models are ap-
plied - these thicknesses are suitable (we add the soft layers in the later
models), in particular because themainmechanical effect of a layer does
not lie in its thickness but rather in its softness or compliance. In the
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its depth would have on the dyke-induced surface stresses and associ-
ated deformation.
In the first model (Fig. 13) the dyke tip is arrested at 1 km depth
below the surface. Here all the layers have the same Young's modulus,
40 GPa, so that the modelled crust is analogous to a homogeneous and
isotropic elastic half space, a type of model still very common in
volcano-deformation studies. The results (Fig. 13c, d) show that the sur-
face shear stress and tensile stress reach close to 6 MPa. Both stresses
are large enough to have the potential of generating or initiating frac-
tures at the surface. We think, however, that the dyke became arrested
at much shallower depth, at about 500 m or perhaps as little as 300 m
below the surface. This follows partly from the analytical considerations
above, and is used as a basis inmanyof the numericalmodels below.We
therefore may two other elastic half-space models with the dyke tip at,
first, the depth of 500 m (Fig. 14) and, then, at the depth of 300 m
(Fig. 15). The results (Figs. 14–15) show that the surface stresses
reach up from 10 to 12 MPa, for 500 m tip depth, up to 17–18 MPa,
for 300 m tip depth.
In these models the stiffnesses (Young's modulus) of some of the
layers are unrealistically high. This applies, in particular, to the surface
layer; 40 GPa is far too high for the surface layers in Harrat Lunayyir,
where a dynamic modulus of 10–20 GPa would be more reasonable
for some of the surface layers, with the static modulus much lower, as
discussed below. But for an elastic half-space model such as this one,
there must be a uniform Young's modulus, and 40 GPa is reasonable
to the average stiffness of the part of the crustal segment dissected by
the dyke. Thus, even if the surface stresses reach something like
17 MPa, the high stiffness of the surface layers (which tends to raise
the stresses) is unrealistic, making the calculated stress values unrealis-
tic as well.Fig. 14.Numerical model of a dyke arrestedwith a tip at the depth of 500m below the Earth's su
Each of the 3 top layers is 100m thick. All the 3 top layers, aswell as themain rock unit hosting
spacemodel. a. Schematic setup of themodel. The thickness of the layers and the height of the d
0–10 MPa). c. von Mises shear stress at the Earth's surface. d. Maximum principal tensile stresIn the next model (Fig. 16) the crust is layered in the simplest possi-
ble way. There are 3 layers that constitute the uppermost part (300 m)
of the crust. Two have a Young's modulus of 27 GPa, and the surface
layer a Young's modulus of 17 GPa. These values, also used in subse-
quent models, are based on the considerations of the dynamic mechan-
ical layering in Harrat Lunayyir, discussed above. These are likely to be
crude average dynamic values. The unit hosting the dyke is, as before,
with a stiffness of 40 GPa. The results (Fig. 16) show that for dyke
arrested with a tip at 1 km depth and the simplest type of layering,
the induced maximum theoretical tensile and shear stresses at the sur-
face are only about 2MPa, and thus generally too small to generate frac-
tures, either tension fractures or normal faults.
Even when the dyke tip is arrested at the depth of 500 m, for the
same layering, the surface stresses are so low as to be unlikely to gener-
ate surface fractures (Fig. 17). In fact, it is only when the dyke tip has
reached the very shallow depth of 300 m that the surface stresses be-
come high enough so as to have a chance of generating fractures
(Fig. 18). Here the surface stresses reach 9–10 MPa. These stresses are
certainly high enough to generate tension fractures. Whether initiated
tension fractures might change into small normal faults would then de-
pends on the depths to which they could propagate. In the model in
Fig. 18 the tensile stresses are comparatively high to depths in excess
of 300 m (the red zones in part b) so that, based on the conclusions in
Section 6, someof the tension fracturesmight change into normal faults.
The models above, Figs. 16–18, while mechanically perfectly valid,
are geologically perhaps not as realistic as such models can be made.
In all crustal segments there are compliant or soft layers (with low
Young's modulus) in-between stiffer layers. This applies particularly to
volcanically active areas where soft pyroclastic, sediment, and soil
layers are common in-between stiffer units such as lava flows. Such
layers are known to have very great effects on the local stresses inducedrface. Themagmatic overpressure is 6MPa and Poisson's ratio of all the rock layers is 0.25.
the dyke, have the same Young'smodulus of 40 GPa. Thus, this is effectively an elastic half-
yke are not to scale. b.Maximumprincipal tensile stress,σ3, inmega-pascals (range shown
s, σ3, at the Earth's surface.
Fig. 15.Numerical model of a dyke arrestedwith a tip at the depth of 300m below the Earth's surface. Themagmatic overpressure is 6MPa and Poisson's ratio of all the rock layers is 0.25.
Each of the 3 top layers is 100m thick. All the 3 top layers, as well as themain rock unit hosting the dyke have the same Young'smodulus of 40 GPa. Thus, this is effectively an elastic half-
spacemodel. a. Schematic setup of themodel. The thickness of the layers and the height of the dyke are not to scale. b.Maximumprincipal tensile stress,σ3, inmega-pascals (range shown
0–10 MPa). c. von Mises shear stress at the Earth's surface. d. Maximum principal tensile stress, σ3, at the Earth's surface.
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Harrat Lunayyir is unknown, but must certainly include soft layers. In
addition, the surface layer in the western part of the graben, where
we studied the fractures in the field (Figs. 3–7), is partly compliant py-
roclastics, with a Young's modulus of the order of a few giga-pascal
(rather than 17 or 40 GPa used in the models above). On the eastern
side of the graben, however, some of the tension fractures occur in com-
paratively stiff granitic rocks (Jonsson, 2012).
In order to take soft layers into account, and explore their effects on
the dyke-induced stresses, we made several models with a single soft
layer, 100 m thick and with a stiffness of 1 GPa. Such stiffness would
be typical of many soft or compliant pyroclastic and sedimentary layers
– many of which could, in fact, be much softer (Gudmundsson, 2011a).
In the models we, as before, vary the depth of the dyke tip below the
surface – the three depths considered are 1000 m, 500 m, and 300 m.
But, in addition, we vary the location, that is, the depth of the soft
layer itself from being with the top at the depth of 100 m, to being
with the top a depth of 300 m. The results show that varying the
depth of the soft layer has comparatively little effect on the surface
stresses, which are the stresses of greatest interest here. We therefore
show only the results where the soft layer is at the maximum depth,
300 m, except for the last model of this kind, where the surface of the
soft layer is at 100 m depth.
The firstmodel (Fig. 19) shows the stresses induced by a dykewhose
tip is arrested at 1 km below the surface. The model shows very clearly
the great effects of the soft layer on the crustal stresses. In particular, the
soft layer basically suppresses all stresses, so that very low stresses are
transmitted across the layer. The surface stresses (Fig. 19c,d) are well
below 2 MPa, even if the surface layer at 17 GPa is still stiff. It follows
from the low surface stresses that neither tension-fracture formation
nor normal faulting is likely. The next model is identical except for thedepth to the dyke tip, which is here at 500 m (Fig. 20). Even if the
dyke tip is here very close to the surface, the surface stresses are still
very low, the maximum being around 3 MPa. Thus, even at such a shal-
low dyke-tip depth, much dyke-induced surface fracturing is unlikely.
We did not make a model with the dyke tip at 300 m depth for this
layering, because then the tip of the dyke would have entirely pene-
trated the soft layer, thereby making its effect on the stress field mini-
mal. Instead, we show here the dyke tip at 300 m depth, but the soft
1 GPa layer is with a top at 100 m depth below the surface, that is, the
soft layer is the second layer from the surface (Fig. 21). The stress-
suppressing effects of the soft layer are still very noticeable. Neverthe-
less, because the dyke tip is so close to the surface, the maximum
dyke-induced surface stresses reach just over 8 MPa. These stresses
would normally be able to initiate tension fractures and normal faults.
In all the models presented above, the surface layer has stiffness or
Young's modulus of 17 GPa. This value, like that of other moduli here,
is primarily based on seismic velocity considerations, that is, it is a dy-
namic modulus. While dynamic moduli are very suitable for the propa-
gation of an earthquake rupture – whose rate is similar to that of an S-
wave, that is, several kilometres per second – for dyke propagation
static moduli are normally much more appropriate. This follows be-
cause dyke propagation rates are of the order of metres per second or
less and thus many orders of magnitude slower than the velocities of
seismic ruptures for which dynamic moduli are appropriate. The differ-
ence between static and dynamic Young'smodulus varies from zero to a
factor of about 13, and is normally highest at shallow depth in active
areas (Gudmundsson, 2011a). This follows because at shallow depth
in active areas the fractures (e.g. cooling joints) and cavities (pores, ves-
icles), and contacts are normally not yet filled with secondaryminerals,
and discontinuities and cavities of all kind lower the static modulus but
have much less effect on the dynamic modulus.
Fig. 16.Numericalmodel of a dyke arrestedwith a tip at the depth of 1000mbelow the Earth's surface. Themagmatic overpressure is 6MPa and Poisson's ratio of all the rock layers is 0.25.
Each of the 3 top layers is 100m thick. The surface layer has Young's modulus of 17 GPa, followed by two layerswith a Young's modulus of 27 GPa. The unit or layer hosting the dyke has a
Young'smodulus of 40GPa. a. Schematic setup of themodel. The thickness of the layers and the height of the dyke are not to scale. b. Maximumprincipal tensile stress, σ3, inmega-pascals
(range shown 0–10 MPa). c. von Mises shear stress at the Earth's surface. d. Maximum principal tensile stress, σ3, at the Earth's surface.
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graphs (Figs. 3–8), we decided to run several models with a compara-
tively soft or compliant surface layer. In these models, the surface
layer has a Young's modulus of 3 GPa. This is similar to that of many
comparatively compliant layers, such as young lava flows, pyroclastic
layers, and sedimentary layers (Gudmundsson, 2011a).We also include
the earlier soft layer, 1GPa. For thefirst twomodels, the 1GPa layer is the
fourth from the top, that is, with a top surface at the depth of 300 m, so
as to be in agreement with the models above (Figs. 19 and 20). In the
last model, however, where the dyke tip is at the depth of 300 m, the
1GPa layer is with its top surface at 100 m depth, as in the model in
Fig. 21.
The results of the first model with this layering has a dyke tip at
1000 m depth and shows that very little stress reaches the surface
(Fig. 22). The maximum tensile and shear stresses at the surface are
only about 0.4 MPa, and would normally not result in any fracture for-
mation. Very similar results are obtained for a dyke tip at 500 m
depth. The surface stresses are about 0.7 MPa and thus generally too
low to generate either tension fractures or normal faults. In the last
model, the dyke tip is at a depth of 300 m so that the 1GPa layer is
with a top at 100 m depth. Even if the dyke tip is only 300 m below
the surface, the surface stresses are low – just about 2 MPa (Fig. 24).
Some minor surface fracturing is possible, but major tension fractures
and normal faults are unlikely to be generated in this stress field.
8. Dimensions of the 2009 dyke
The dimensions of the dyke inferred to have been emplaced during
the 2009 episode can be estimated using various methods. The main
methods that have been used are the distribution of associated earth-
quakes and geodetic data. Several estimates have been made. Baer andHamiel (2010) give the dyke strike dimension or length as 12 km, the
maximum dyke thickness as 2.5 m, and the dyke dip dimension or
depth as about 10 km. However, they also use dyke segments with cu-
mulative dip dimension of 15 km. The projection line of the hypocentres
of the earthquakes, primarily associated with the dyke emplacement,
during the 2009 episode is about 17 km long (Baer and Hamiel, 2010,
Fig. 1b).
Jonsson (2012) and Xu et al. (2016) infer that the tension fractures
and faults at the surface were in zones as long as 14 km; in particular,
Jonsson (2012) states that a normal fault on thewestern side of the ‘gra-
ben’ reaches this length. Presumably these authors interpret that strike
dimension or length of the dyke as similar to this, or about 14 km. Xu
et al. (2016) conclude that the depth to the dyke source was at least
20 km, and perhaps 35 km, so that the dyke dip dimension, while the
dyke was continuously open, must, in their model, have been in this
range. Their maximum dyke thickness is 2.3 m.
Our interpretation is that the dip dimension of the dyke is at least
20 km. The fact that the dyke continued to expand after it became
arrested shows that the entire dip dimension was open at that time,
and thus functioning as continuous fracture. For ourmodellingpurposes
it is enough to know that the dyke dip dimension is at least 20 km; this
means that its dip dimension is larger than the strike dimension (given
in a moment), so that the strike dimension is the ‘controlling dimen-
sion’, that is, the dimension that controls the thickness or opening of
the dyke (Gudmundsson, 2011a). The strike dimension, based on the
earthquake distribution (e.g. Baer and Hamiel, 2010), is most likely be-
tween 13 and 14 km(Fig. 8b).We take it as 14 kmand conclude that the
strike dimension is the controlling dimension.
To estimate the maximum opening or thickness of the dyke, in any
layer or unit with a given Young's modulus and Poisson's ratio, we can
either use the part-through crack model or the through-crack model.
Fig. 17.Numerical model of a dyke arrestedwith a tip at the depth of 500m below the Earth's surface. Themagmatic overpressure is 6MPa and Poisson's ratio of all the rock layers is 0.25.
Each of the 3 top layers is 100m thick. The surface layer has Young's modulus of 17 GPa, followed by two layerswith a Young's modulus of 27 GPa. The unit or layer hosting the dyke has a
Young'smodulus of 40GPa. a. Schematic setup of themodel. The thickness of the layers and the height of the dyke are not to scale. b. Maximumprincipal tensile stress, σ3, inmega-pascals
(range shown 0–10 MPa). c. von Mises shear stress at the Earth's surface. d. Maximum principal tensile stress, σ3, at the Earth's surface.
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(Gudmundsson, 2011a). However, in the present case the dyke presum-
ably became arrested at amechanically weak contact, perhaps partly an
open contact– given that the contact of arrestmay have been as shallow
as 300m below the surface. In such a case, the through-crackmodel is a
good approximation, andwe used it here. Themaximum opening of the
dyke, or thickness, ΔuI is then given by (Gudmundsson, 2011a):
ΔuI ¼
2po 1−v2
 
L
E
ð8Þ
where po is the magmatic overpressure or driving pressure, ν is
Poisson's ratio and E is Young's modulus of the layer/unit where the
dyke thickness is to be determined, and L is the strike dimension or
length of the dyke where the thickness/opening is determined.
Using the same values as in our numerical models, the main unit
hosting the dyke has a Young's modulus of 40 GPa and a Poisson's
ratio of 0.25. For a magmatic overpressure of 6 MPa and a dyke length
or strike dimension of 14 km, the maximum thickness, from Eq. (8),
would be about 3.9 m. At shallower depths, where the main layers
have a Young's modulus of 27 GPa, the maximum opening or thickness
of a dyke with the same length and overpressure would be about 5.8m.
And the dyke would be even thicker where hosted by very soft layers,
such as 1 GPa in the model in Fig. 23. However, we believe that the
dyke would tend to become arrested on meeting the very soft layers,
so here we assume that the main uppermost part of the dyke would
be in the layers with a stiffness of 27 GPa. As indicated above, these
are dynamic stiffnesses, so that the static stiffness could easily be half
this value or less (Gudmundsson, 2011a), yielding a dyke thickness of
11.6 m.A maximum thickness of 5.8–11.6 m for a 14 km long dyke would
yield a length/thickness ratio between about 2400 and 1200. This is sim-
ilar to themeasured length/thickness ratios of regional basaltic dykes in
Iceland, which range from about 300 to about 2000 (Gudmundsson,
1986). The dykes in Iceland are exposed at depths of 500–1500 m
below the original surface of the volcanic zones within which they
were emplaced so, again, rather similar to the uppermost part of the
2009 dyke. The length/thickness ratios of dykes depend primarily on
host-rock Young's modulus and magmatic overpressure, but measured
dykes worldwide have commonly ratios similar to those reported for
the Icelandic dykes (Rickwood, 1990).
Thus, in our interpretation, the 2009 dyke is much thicker than pre-
viousmodels would indicate. Elastic half-space models, such as disloca-
tion models of dykes, tend to underestimate dyke thicknesses. This
follows because, by definition, thesemodels assume no layering or con-
tacts in the crust, thereby ignoring any stress ‘dissipation’ and suppres-
sion that the layering normally gives rise to (Figs. 13–24). Consequently,
the half-space dislocation models overestimate the surface stresses and
displacements supposed to be generated by a dyke of a given thickness.
Our interpretation of the dyke thickness in relation to its other dimen-
sions is very plausible based on worldwide studies of length/thickness
ratios of dykes, as indicated above.
9. Discussion
9.1. General implications
While the numerical models are here applied to the 2009
volcanotectonic episode at Harrat Lunayyir in Saudi Arabia, the results
are completely general. Here we first discuss some of the general
Fig. 18.Numerical model of a dyke arrestedwith a tip at the depth of 300m below the Earth's surface. Themagmatic overpressure is 6MPa and Poisson's ratio of all the rock layers is 0.25.
Each of the 3 top layers is 100m thick. The surface layer has Young's modulus of 17 GPa, followed by two layerswith a Young's modulus of 27 GPa. The unit or layer hosting the dyke has a
Young'smodulus of 40GPa. a. Schematic setup of themodel. The thickness of the layers and the height of the dyke are not to scale. b. Maximumprincipal tensile stress, σ3, inmega-pascals
(range shown 0–10 MPa). c. von Mises shear stress at the Earth's surface. d. Maximum principal tensile stress, σ3, at the Earth's surface.
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Harrat Lunayyir. Some of the main results for dyke-induced stresses
and surface deformation in an active volcanic zonemay be summarised
as follows:
• Unless there is great mechanical heterogeneity in the crustal segment
withinwhich the dyke is emplaced, the stresses and the related defor-
mation should be symmetric. A highly asymmetric surface deforma-
tion, even in layered and anisotropic crust, is thus unlikely to be
induced by a single dyke.
• The distance between the two surface-stress peaks, where dyke-
induced fractures would be possible in case the maximum stresses
reaches at least several mega-pascals, is similar to twice the depth to
the top of the dyke below the surface. This is a well-known result
from earlier studies, sometimes referred to as the ‘graben rule’ and
confirmed by analytical and numerical studies (Figs. 13–24). The
only exception to this rule is if the Gook-Gordon delamination occurs
– a mechanism mostly limited to very shallow depths - so that the
contact between layers opens up. Then the stresses at the surface nor-
mally peak above the lateral ends of the opened-up contact andwould
not have any correlation with the depth to the top of the dyke
(Gudmundsson, 2003). In the present models, however, the contact
is not weak enough to open up.
• It follows from the last point that, unless Cook-Gordon delamination
operates, the half-width of a dyke-induced graben at the surface is
similar to the depth to the top of the dyke. Thus, if a dyke-induced gra-
ben is 3 kmwide, then the tip of the associated dykewould have to be
at depth of close to 1.5 km. A dyke arrested at 1.5 km depth in an ac-
tive volcanic zone would rarely induce large enough stresses at the
surface to initiate fractures, major normal faults in particular. As wehave seen in the models presented here, a crustal segment with one
or several soft layers would commonly suppress any dyke-induced
surface stresses to such an extent that only dykes arrested at very
shallow depth – a few hundred metres or less – could possible trigger
fracture formation at the surface.
9.2. Implications for the 2009 episode
The analytical and numerical models presented here do not support
the suggestions that the entire surface-fracture formation and develop-
ment during the 2009 episode was induced by an arrested dyke. The
main reasons for this conclusion may be summarised as follows:
1. The graben in Fig. 8 is between 3 and 7 km wide. If we take an aver-
age width as 5 km, then that would imply that the dyke tip at the
time of fracture formation was at a depth of N2 km (which is also
the depth suggested by some of the authors of the cited papers).
However, the numerical models presented here show that, for any
reasonably layering, the surface stresses even at the depth of 1 km,
let alone a depth of N2 km, would be too small to generate significant
fractures. It is only when the tip reaches the shallow depth of 500 m,
and, in particular, 300 m, that the surface stresses become large
enough so as to generate significant fractures.
2. When the tip of the arrested dyke is at 300–500m depth, clearly the
graben that the dyke could initiate at the surface could not be wider
than about 0.6–1 km. A graben of average width 5 km is simply too
wide to be generated by the stresses induced by a dyke arrested at
the depth of 300–500 m.
3. None of the main fractures coincide in strike with the inferred strike
of the dyke and many strike very differently from that of the dyke
Fig. 19.Numericalmodel of a dyke arrestedwith a tip at the depth of 1000mbelow the Earth's surface. Themagmatic overpressure is 6MPa and Poisson's ratio of all the rock layers is 0.25.
Each of the 4 top layers is 100 m thick. The surface layer has Young's modulus of 17 GPa, followed by two layers with a Young's modulus of 27 GPa, and a fourth layer with a Young's
modulus of 1 GPa. The unit or layer hosting the dyke has a Young's modulus of 40 GPa. a. Schematic setup of the model. The thickness of the layers and the height of the dyke are not
to scale. b. Maximum principal tensile stress, σ3, in mega-pascals (range shown 0–10 MPa). c. von Mises shear stress at the Earth's surfac. d. Maximum principal tensile stress, σ3, at
the Earth's surface.
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dyke, when its strike is projected (as a broken line) to the surface.
4. Althoughwe have followed the established tradition in the literature
on this episode and referred to the structure as a graben, the general
fracture pattern supposed to have been generated in the 2009 epi-
sode does not follow the geometry of a classical graben. In fact, the
‘boundary fault’ on the eastern side of the ‘graben’ is not a fault but
rather a zone of tension fractures. The symmetry of the stressfield in-
duced by an arrested dyke would tend to generate a clear graben
structures, with two normal boundary faults, but that is not what
happened here.
While there have, apparently, been no previous numerical models
applied to the 2009 episode (dislocation models of the dyke applied
by many authors are, strictly, analytical models), some authors have
used analogue models to explain the surface fracture pattern. Analogue
models in structural geology and volcanotectonics, while always incor-
rect in detail (due to scaling problems of strength, gravity, grain size,
and related aspects), often provide interesting suggestions and ideas
that can then be tested by detailed field observations as well as analyt-
ical and/or (depending on the complexity of the problem) numerical
models.
For the 2009 episode, Xu et al. (2016) provide an analoguemodel to
explain some aspects of the evolving surface deformation induced by
the inferred dyke emplacement. They use crushed silica powder as an
analogue for the host rock layers of the dyke. The model is 15 cm
wide, 25 cm long, and 12.5 cm thick. The thickness of the layer of
crushed silica powder is such that 2.5 cm in the model corresponds to
1 km in the field. They do not explicitly state the depth of the dyke tip
below the surface, but from their Fig. 5c one can infer that the dyke tipvaries (as an ‘arc’) from a depth of about 3.6 km to, a minimum, of
about 1 km below the surface. Xu et al. (2016) then gradually increase
the opening, or thickness, of the dyke from 0 cm to a maximum of
0.6 cm and record the associated surface deformation.
Briefly, the main relevant results of the experiments are as follows.
At dyke opening of 0.15 cm, there is still no surface faulting. The first
faults at the surface appear when the dyke opening has reached
0.3 cm. The surface faults then continue to develop and link up into
larger faults as the dyke opening is increased from 0.3 cm to 0.45 cm,
and then to 0.6 cm.
These results are interesting, particularly when scaled to the corre-
sponding dimensions in the field. Given that 2.5 cm in themodel corre-
sponds to 1 km, a dyke opening or thickness of 0.15 cm should
correspond to 60 m. The first fault is seen when the dyke opening or
thickness has reached 0.3 cm, which corresponds to a 120 m thick
dyke. The final dyke opening of 0.6 cm in the model would correspond
to 240 m thick dyke in the field.
That a 60m thick dykewith a tip at a minimum depth of 1 kmdepth
is unable to generate fractures at the surface is a remarkable result, as is
the conclusion that the dyke thickness needs to reach 120m for the first
surface faults to form. These results suggest that only very thick intru-
sions, or thinner intrusions but very close to the surface, can induce sur-
face fractures. In the paper by Xu et al. (2016) the dyke inferred to be
emplaced during the 2009 episode has an opening of about 2 m, while
Baer and Hamiel (2010) suggest a general dyke opening of 1–2 m and
Pallister et al. (2010) an opening from b1 m to a maximum of 4 m.
The dyke opening in the analogue model of Xu et al. (2016) at the
time of first surface fault formation is thus 30–100 times greater than
that of the dyke, as modelled from deformation data, and 10–20 times
greater than the dyke thickness calculated in the present paper.
Fig. 20.Numerical model of a dyke arrestedwith a tip at the depth of 500m below the Earth's surface. Themagmatic overpressure is 6MPa and Poisson's ratio of all the rock layers is 0.25.
Each of the 4 top layers is 100m thick. The surface layer has Young'smodulus of 17 GPa, followed by two layerswith a Young'smodulus of 27 GPa, and a fourth and compliant layer with a
Young's modulus of 1 GPa. The unit or layer hosting the dyke has a Young's modulus of 40 GPa. a. Schematic setup of themodel. The thickness of the layers and the height of the dyke are
not to scale. b.Maximumprincipal tensile stress,σ3, inmega-pascals (range shown0–10MPa). c. vonMises shear stress at the Earth's surface. d.Maximumprincipal tensile stress,σ3, at the
Earth's surface.
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ferred dyke emplacement during the 2009 episode, illustrate well-
known points from both field observations and numerical models. The
first point is that there is normally little or no large-scale faulting ob-
served at the tips of arrested dykes (Figs. 9–12; Gudmundsson, 2003).
Many photographs of dyke tips reaching to depths of a few metres
below the surface, such as from eruptions in Iceland and Hawaii, also
fail to show large-scale grabens; well-known examples being the 2011
eruption in Kilauea and the 1980 eruption in the Krafla volcano in
North Iceland. Some feeder-dykes and non-feeders, however, are associ-
ated with grabens; but the question remains whether the dyke-
generated stresses induced the graben orwhether the regional extension
that is responsible for the dyke injection in the first place also generated
the stresses suitable for graben formation. It iswell known thatmost gra-
bens worldwide, in sedimentary basins, in lava piles, and elsewhere are
generated by stress fields that have nothing to do with dyke injections.
Also, in volcanic areas such as Iceland, where grabens and normal faults
are common, dykes are comparatively rarewhere normal faults are com-
mon, and vice versa (Forslund and Gudmundsson, 1991). The ‘graben’ in
Harrat Lunayyir is located at the top of a regional dome, a ridge, which is
30 km wide and rises some 300 m above the surrounding areas (Baer
and Hamiel, 2010). Thus, regional doming, presumably related to
magma-pressure changes in a deep-seated reservoir beneath the area,
may have contributed to the fracture formation during the 2009 episode,
in addition to any contribution from the inferred dyke. Doming and gen-
eral spreading in volcanic areas is a common reason for fracture forma-
tion, particularly the formation of tension fractures and normal faults
(Gudmundsson, 1987; cf. Gudmundsson, 1999, 2017).The second point is that most of the numerical models presented
here indicate comparatively low surface stresses when there is any rea-
sonable layering of the crust (Figs. 16–24). The only layeredmodels that
indicate high enough stresses so as to generate surface fractures are
those where the dyke tip is arrested at a very shallow depth, namely
at the depth of 300m (Figs. 18 and 21). Inmany cases, to initiate surface
fractures the dyke tip would have to be even shallower because the
overpressure used here, 6 MPa, is comparatively high for a basaltic
dyke at a shallow depth in a continental crust. Negative buoyancy
(Eq. (2)) of basaltic magma in the uppermost kilometres of a continen-
tal crust may reduce the overpressure to a few mega-pascals. Also,
layering may reduce the dyke-induced surface stresses, even for dyke
tips at the shallow depth of 300 m, to very low values (Fig. 24).
As for the 2009 episode, the dyke continued to expand or inflate
after it became arrested (Xu et al., 2016). This indicates that the dyke
did not become arrested because of declining overpressure (driving
pressure) or because of cooling of its front – mechanisms that are
often proposed for dyke arrest – but rather thoughone of the three prin-
cipal mechanisms discussed above. That is, the arrest of the dyke was
most likely due to one, or a combination, of the following mechanisms:
Cook-Gordon delamination, stress barrier, and elastic mismatch. All
these mechanisms depend on the dyke tip meeting a contact where
the arrest occurs – as is, indeed, themost commonly observed condition
for dyke arrest in the field (Figs. 9–12; Gudmundsson, 2003, 2011b).
Thus, because the mechanical conditions at and above the contact
where the dyke becomes arrested do not allow the dyke to continue
on its vertical path, irrespective of its overpressure, the dyke can expand
and still stay arrested.
Fig. 21.Numerical model of a dyke arrestedwith a tip at the depth of 300m below the Earth's surface. Themagmatic overpressure is 6MPa and Poisson's ratio of all the rock layers is 0.25.
Each of the 4 top layers is 100m thick. The surface layer has Young'smodulus of 17 GPa, followed by a compliant layerwith a Young'smodulus of 1 GPa, and then two layerswith a Young's
modulus of 27 GPa. a. Schematic setup of themodel. The thickness of the layers and the height of the dyke are not to scale. b. Maximumprincipal tensile stress, σ3, inmega-pascals (range
shown 0–10 MPa). c. von Mises shear stress at the Earth's surface. d. Maximum principal tensile stress, σ3, at the Earth's surface.
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have maintained its connection with its source reservoir. The depth to
the source reservoir is not well constrained but thought to be some-
where between 20 km and 35 km (Xu et al., 2016). Despite the fact
that the dyke must have extended to the depth of at least 20 km, and
perhaps 35 km, elastic half-space dislocation modelling detects dyke
opening primarily between the depth of 2 km and 7 km, with a maxi-
mum opening of 2.3 m, with little modelled opening below 7 km (Xu
et al., 2016). Similarly, little opening was detected above 2 km, even if
the top of the dyke, in that model, is assumed to have reached the
depth of 1 km below the surface.
These results indicate that a dislocation in an elastic half space is a
poor model for the dyke. Not only is it clear that the model captures ba-
sically only a part of the vertical dyke dimension (the uppermost part
and the lower half or two-thirds are mostly missing from the model),
but the model cannot explain why the dyke became arrested in the
first place. Graben subsidence may contribute to dyke arrest
(Gudmundsson, 2003), but in the 2009 episode there was no real gra-
ben subsidence because there were no major normal-fault slips at the
eastern boundary of the ‘graben’, only tension fractures. For an
overpressured dyke such as here, witness its continued expansion sub-
sequent to arrest, the only known effectivemechanisms of arrest are the
three listed above, and all require mechanical layeringwith contacts in-
between the layers. In the elastic half-space dislocation model there is
absolutely no reasonwhy the dyke should not have reached the surface.
The fact that the dyke did not reach the surface clearly indicates a strong
layering and local stresses that contributed to its arrest.
Some authors simulate the dyke geometry by dividing the disloca-
tionmodel into 1 km× 1 km segments or patches, so as to allow for var-
iation in dyke opening. That approach has been used for the dykeemplaced in Harrat Lunayyir in 2009 (Xu et al., 2016). Field measure-
ments of regional dykes of these types, however, show that the thick-
ness variations along strike is generally on the length scale of tens of
metres (Delaney and Pollard, 1981; Gudmundsson et al., 2012). The
tens-of-metre thickness variation along strike can sometimes been
‘smoothed’ to one to a few hundred metres (Delaney and Pollard,
1981), but we are not aware of any dykes that fit with the kilometre-
scale thickness variation along strike. The measured strike variations
in the examples cited above are mostly in mechanically similar host
rocks (basaltic lava flows in Iceland and sedimentary rocks in the
USA), so that the thickness variation is less than would be in case of
greater heterogeneity in the mechanical properties of the host rock in
the direction of strike. Variations on the scale of tens of metres in the
opening and/or displacement on many kilometre long normal faults
are also common and widely observed (Gudmundsson, 2011a). Such
variations in displacements on fractures of any size are perhaps best
analysed through Fourier series (Kusumoto and Gudmundsson, 2014).
The mechanical host-rock variations are normally much greater in
the dip direction than in the strike direction. This follows because the
host rock is layered, with great differences in stiffness between the
layers (e.g., Figs. 9, 10, and 12). The real mechanical layering – primarily
the variation in stiffness or Young's modulus – basically coincides with
the natural layering of the rocks as seen in the field in young and highly
active volcanic zones and fields - although in seismic layering, grouping
together many similar rock layers is common. For a typical lava pile, the
lava thicknesses are commonly 5–20 m and that would correspond to
the main thickness variation in the dyke. Occasionally, there are thick
pyroclastic or pahoehoe layers or intrusions, some of whichmay exceed
one hundred metres in thickness, and the dykes could be of essentially
uniform thickness inside some of those layers or units. Also, as a
Fig. 22.Numericalmodel of a dyke arrestedwith a tip at the depth of 1000mbelow the Earth's surface. Themagmatic overpressure is 6MPa and Poisson's ratio of all the rock layers is 0.25.
Each of the 4 top layers is 100m thick. The surface layer has Young's modulus of 3 GPa, followed by two layers eachwith a Young's modulus of 27 GPa, and then a compliant layer with a
Young's modulus of 1 GPa. The unit or layer hosting the dyke has a Young's modulus of 40 GPa. a. Schematic setup of themodel. The thickness of the layers and the height of the dyke are
not to scale. b.Maximumprincipal tensile stress,σ3, inmega-pascals (range shown0–10MPa). c. vonMises shear stress at the Earth's surface. d.Maximumprincipal tensile stress,σ3, at the
Earth's surface.
299A. Al Shehri, A. Gudmundsson / Journal of Volcanology and Geothermal Research 356 (2018) 278–303volcanic zone evolves, some mechanical layers or units may become
thicker though mechanical homogenisation of the layers
(Gudmundsson, 2011a), and dykes that dissect such layers/units may
show little thickness variation in the dip direction for several hundred
metres. But this applies to few and late-formed dykes in any given vol-
canic area – and primarily basaltic lava piles. Thus, normally, the thick-
ness variation in the dip direction scales with the thicknesses of the
layers that constitute the host rock,most commonly on the order ofme-
tres to one to a few tens of metres. Dividing dyke-dislocation models
into patches of one square kilometre is thus normally not in harmony
with the actual thickness variation of the dyke.
9.3. Interpretation of the 2009 episode
Based on the discussion above, as well as our field observations, an-
alytical models, and numerical models, we interpret the 2009 Harrat
Lunayyir episode as follows.
1. Therewas a regional dyke injection during the episode. The dyke had
plenty of overpressure (driving pressure) so as to be potentially able
to reach the surface, but became arrested at a shallow depth – most
likely at a depth of a few hundred metres below the surface.
2. The arrest, almost certainly, occurred as the dyke tip met a contact
between mechanically dissimilar layers. The detailed mechanism of
arrest was one, or a combination, of the following: Cook-Gordon de-
lamination, stress barrier, and elastic mismatch.
3. We estimate the dimensions of the dyke from seismic and geodetic
data provided in the cited literature on this episode, combined withwell-tested fracture-mechanics models and field studies of regional
dykes. Our results as regards strike dimension (length) and dip di-
mension (height) are similar to those of earlier studies. We conclude
that the strike dimension is about 14 km and the dip dimension at
least 20 km. For the shallow depth of the dyke, the top parts, we es-
timate the maximum thickness in the range of 5.8–11.6 m or, given
the inaccuracy in the estimated Young's moduli and overpressure,
somewhere between 6 and 12m. This is in contrast to themaximum
thickness of 2–2.3m obtained in earlier studies. However, our results
fit much better with actual field measurements of the length/thick-
ness ratios of regional dykes worldwide.
4. The tip of the dyke became arrested, not at a depth of 1–2 km, but
rather at a depth of a fewhundredmetres. Our numerical and analyt-
ical results indicate that a dyke arrested at 1–2 km depth, as sug-
gested in earlier studies, in a reasonably layered crust and with a
typical magmatic overpressure could not induce significant fracture
formation at the surface.
5. From the size and shape of the zone of fractures at the surface (Fig. 8)
we conclude that a single dyke, whether its tip was arrested at 1 km
or at 300 m depth, could not have induced all the fractures. This fol-
lows from thedistance between the peaks of the surface stresses/sur-
face deformation induced by a dyke – in the absence of an open
contact - being roughly double the depth to the tip of the dyke
(Figs. 12–24). This means that a dyke with an arrested tip at 1 km
depth could explain a 2-km-wide fracture zone at the surface, and a
dyke with a tip at 300m depth could explain a 0.6-km-wide fracture
zone. Since the ‘graben’ or fracture zone generated in the 2009 epi-
sode is 3 and 7 km wide, the dyke tip would have to be as deep as
Fig. 23.Numerical model of a dyke arrestedwith a tip at the depth of 500m below the Earth's surface. Themagmatic overpressure is 6MPa and Poisson's ratio of all the rock layers is 0.25.
Each of the 4 top layers is 100m thick. The surface layer has Young's modulus of 3 GPa, followed by two layers eachwith a Young's modulus of 27 GPa, and then a compliant layer with a
Young's modulus of 1 GPa. The unit or layer hosting the dyke has a Young's modulus of 40 GPa. a. Schematic setup of themodel. The thickness of the layers and the height of the dyke are
not to scale. b.Maximumprincipal tensile stress,σ3, inmega-pascals (range shown0–10MPa). c. vonMises shear stress at the Earth's surface. d.Maximumprincipal tensile stress,σ3, at the
Earth's surface.
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a reasonably layered crust are simply far too low to generate the ob-
served fractures.
6. Based on the inferred strike of the dyke, if not its inferred location
(Fig. 8), we incline to the view that some of the fractures on the east-
ern side of the fracture zone or ‘graben’ were initiated by the dyke-
induced stresses. Many of these are tension fractures, and their over-
all direction fits reasonably well with the inferred strike of the dyke.
The projection of the dyke onto the surface, however, is likely to be in
an error if this interpretation is correct, meaning that the real dyke
was located somewhat further to the east. By contrast the directions
of the fractures on the western side of the fracture zone fit poorly
with the inferred strike of the dyke. The local direction of extension
in the uppermost layers, above the dyke, may have been different
from those in some or all the layers through which the dyke propa-
gated. Rotations of the strike of the minimum principal stress σ3
are common in layered rocks and well known from sedimentary ba-
sins and volcanic rift zones (Gudmundsson, 2011a). Such a rotation,
if it occurred, would contribute to the condition for dyke arrest and
also to the variation in the orientation of normal faults and tension
fractures seen in Fig. 8.
7. One possibility thatmight be considered for thedyke to have induced
all the fractures is a weak contact at shallow depths that opens up as
the dyke approaches (basically the Cook-Gordon delamination).
Then the stresses induced by the dyke concentrate at and above the
lateral ends of the contact (Gudmundsson, 2003), so that, theoreti-
cally, the distance between the stress peaks could be anywhere be-
tween 3 km and 7 km (or wider or narrower depending on the
lateral dimension of the open contact). However, for such conditions,the stress peaks at the surface are commonly narrow– a fewhundred
metres – and low in magnitude (Gudmundsson, 2003), and would
thus not ideally fit with the 2–3 km wide zone of fracture formation
on the eastern side of the fracture zone in Fig. 8.
8. In this interpretation, a considerable part of the surface fracturing re-
lates to the tectonic stresses in theHarrat Lunayyir area. Relative ten-
sion due to some sort of spreading and/or doming (the fracture zone/
graben is in the top of a 30 kmwide volcanic ridge rising 300mabove
its surroundings (Baer and Hamiel, 2010)), is normally a necessary
condition for a dyke to form in the first place (Gudmundsson,
2011a). Thus, before the dyke was injected, there existed a local
stress field in the area that favoured the formation of normal faults
and tension fractures. As the dyke propagated to shallower depths,
the local stresses became concentrated in the strip of land above
the tip of the dyke. And these stresses are in addition to any stresses
induced by the magmatic overpressure in the dyke. Depending on
the layering and contacts above the dyke, these stresses could have
generated normal faults and/or tension fractures, in additions to
those directly induced by the magmatic overpressure of the dyke
itself.
It is perhaps worth emphasising that in volcanotectonic rift zones,
dyke intrusion, tension fracturing and normal faulting all connect to
the same general loading; namely, horizontal extension across the rift
zone. Thus, all these types of fractures occur in rift zones, and often si-
multaneously during volcanotectonic events, without one type of frac-
ture necessarily triggering another type. It is worth remembering that
the formation ofmost grabens, andnormal faults in general, has nothing
to do with dyke emplacement. Sedimentary basins are characterised by
Fig. 24.Numerical model of a dyke arrestedwith a tip at the depth of 300m below the Earth's surface. Themagmatic overpressure is 6MPa and Poisson's ratio of all the rock layers is 0.25.
Each of the 4 top layers is 100 m thick. The surface layer has Young's modulus of 3 GPa, followed a compliant layer with a Young's modulus of 1 GPa, and then by two layers each with a
Young'smodulus of 27 GPa. The unit or layer hosting the dyke has a Young'smodulus of 40 GPa. a. Schematic setup of themodel. The thickness of the layers and the height of the dyke are
not to scale. b.Maximumprincipal tensile stress,σ3, inmega-pascals (range shown0–10MPa). c. vonMises shear stress at the Earth's surface. d.Maximumprincipal tensile stress,σ3, at the
Earth's surface.
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to dowith dykes. Thus, as indicated in point 9 above, normal faults, gra-
bens, and dykes form partly due to loading through extension, either
spreading of some sort or doming or both.
An additional point concerns the difference between half-space
models and layered models. In this paper we show that the calculated
surface stresses depend strongly on the assumed layering of the crust
hosting the dyke. In particular, elastic half-spacemodels, which assume
that the crust is non-layered and thus use a uniform average Young's
modulus, yield much higher tensile and shear stresses at the surface,
for a given dyke overpressure or opening and depth, than models with
a crust of alternating stiff and comparatively soft (compliant) layers.
One consequence of using elastic half-spacemodels is that they tend
to underestimate the thicknesses of the dykes supposed to induce the
surface stresses and deformation. This follows because in half-space
models the assumed uniform Young's modulus for the entire crustal
segment hosting the dyke is normally much higher than that of the ac-
tual shallow layers close to the surface of an active volcanic zone or a
volcano. Since there are no soft or compliant pyroclastic, sedimentary,
or soil layers in the half-space model, there is no major stress dissipa-
tion; themodels thus exaggerate the stresses transferred to the surface,
and the associated deformation (cf. Figs. 13–15 and 22–24). Conse-
quently, in a half-space model a thin dyke (normally a dyke with a
low overpressure for its given dimensions) at a comparatively large
depth can induce large stresses and deformation at the surface. Half-
space models thus yield length/thickness or length/height (aspect) ra-
tios of dykes that disagree with direct field studies of dykes as well as
with standard fracture-mechanics models.10. Summary and conclusions
The main conclusions may be summarised as follows.
• Mechanical layering has great effects on dyke-induced stresses and
associated surface deformation. Even if the layering details are com-
monly unknown for volcanic areas, adding plausible general layering,
using information from field observations of similar, well-exposed
fossil volcanic zones, is likely to yield more realistic results as to sur-
face stresses and deformation than non-layeredmodels such as elastic
half-space models.
• Half-spacemodels, such as are commonly used for modelling arrested
dykes, can be highly misleading, especially as regards dyke thick-
nesses. In particular, these models tend to (1) underestimate the
dyke thickness so as to yield length (strike)/thickness ratios that are
much larger than actually observed in the field and (2) overestimate
the likely depth to the tip of a dyke that is supposed to induce a partic-
ular surface deformation.
• In the absence of mechanically weak (low tensile strength) or
open contacts, the distance between the two dyke-induced sur-
face stress peaks, tensile and shear stresses (and thus, normally,
the main surface fractures, if formed) is roughly double the
depth to the tip of the arrested dyke. In a reasonably layered
volcanic zone/volcano, a typical dyke would rarely induce frac-
tures (if at all) until its tip was as shallow as a few hundred me-
tres or less. This means that any graben or fracture zone
induced by the dyke would normally not be wider than several
hundred metres.
302 A. Al Shehri, A. Gudmundsson / Journal of Volcanology and Geothermal Research 356 (2018) 278–303• In case there is an open contact between layers of the host rock of the
dyke, the depth to the dyke tip has no relation to the distance be-
tween the stress peaks or graben width at the surface.
• As for the 2009 Harrat Lunayyir episode, we conclude that both dyke
emplacement and normal faulting were partly triggered by a regional
extensional loading. Furthermore, part of the surface fracturing was
the result of dyke-induced stresses. Based on inferred dyke orienta-
tion in relation to the fracture pattern, it is likely that primarily the
fractures on the eastern side of the fracture zone/graben where thus
formed.
• Based onnumerical results, we infer that the dyke tip becamearrested
at a depth of only a few hundred metres. This means that the hazard
during the 2009 episodewas considerable since the dyke propagation
halted only a few hundred metres below the surface. Most likely, the
dyke became arrested at a contact between layers of widely different
mechanical properties. This follows partly because the dyke thickness
continued to increase after it became arrested, and yet the tipwas not
able to break through the arrester.
• From the inferred depth of the dyke dip it follows that the dyke-
induced zone of fractures at the surface ismost likely several hundred
metres wide. We conclude that the dyke, on its own, could not have
generated the entire 3–7 km wide fracture zone associated with the
2009 episode. Much of that fracturing must be directly related to the
regional extension and/or doming in the area.
• Using analyticalmodels, we estimate the thickness of the dyke at shal-
low depths as being in the range of 6–12 m. From seismic data we
infer the strike dimension (length) of the dyke as 14 km and the dip
dimension or depth as in excess of 20 km. From these results we cal-
culate the length/thickness ratio of the dyke as between about 2400
and 1200, which is similar to the results of field measurement of the
length/thickness ratios of dykes exposed at shallow depths in many
palaeovolcanic zones.
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Chapter 6: Discussion, critical evaluation 
 
         6.1 Classify lava flows of Harrat Lunayyir using Landsat 8 satellite 
images. 
Tarquini and Favalli (2011) observed that the most prominent representations of 
volcanic activities are those found in the flows of lava, and that this is a phenomenon 
that can be observed throughout all of the variegated surfaces of different planets. 
Michalski et al. (2006) reported that lava flows could be determined to be both 
scientific anomalies, capable of enthralling and arousing the interest of researchers, 
and natural phenomena, which could have an in-depth influence and impact on 
society. The simulation of flowing lava is associated with frontal movement 
simulation techniques. These techniques are utilised to considerably reduce the 
magnitude of the risks posed by the flow of lava from the uphill positions of the 
volcanic crater towards the densely inhabited regions that could be situated at the 
lower slopes of the volcanoes or at the foothills of such locations (Crisci et al., 2003; 
Favalli et al., 2009; Vicari et al., 2009). The nature of lava flows can be understood to 
be generally unstable, and the factors that influence such conditionality for streams of 
flowing lava are numerous. These factors may include the characteristic attributes of 
the magma after an eruption, the rate of discharge or effusion, the topographical 
contours of lava, and finally, the external environment in which the flow of lava takes 
place. This environment generally becomes responsible for diminishing the heat of the 
lava (Griffiths, 2000). Concerning the processes by which the extents and nature of 
geological hazards are evaluated, the history of previous volcanic magma eruptions, 
forecasting the lava flows in an active manner, and the available information 
regarding the manner in which lava streams behave are all dependent on the 
classification of lava flows. The data necessary to carry out these evaluations is 
derived from GIS and remote sensing satellites.  
In Chapter 3 we have performed unsupervised classification of lava flows in Harrat 
Lunayyir, western Saudi Arabia, using remote sensing. The first step to study the 
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history of previous volcanic magma eruptions is to differentiate between lava flows of 
different ages. In this study we aimed at separating different ages lava flows of Harrat 
Lunayyir by using remote sensing technique. The remote sensing technique had been 
applied through the following steps: 
 
- Classify the lava flow by using ISODATA unsupervised classification 
algorithm. 
- Field check of the image classes and their boundaries. 
- Sampling all the lava flow classes.  
- Using  40Ar-39Ar to determine the age of incremental heating structures. 
- Convert the Landsat image digital numbers (DNs) to radiance using the 
bias and gain values of the given Landsat image, then converts the 
radiance data to Top of the Atmosphere (TOA) reflectance.   
- Using GIS to define the pure endmember (spectral signature) of each lava 
flow class out of the reflectance image data. 
- Using the pure endmembers of all lava flow classes to build spectral 
library of lava flow classes Harrat Lunayyir.  
 
              6.1.1 Classify the lava flow by using ISODATA unsupervised 
classification algorithm  
 
ISODATA unsupervised classification was used to classify the Landsat 8 image. The 
significant advantage of ISODATA is that the user need only provide an initial 
estimate of the number of clusters, and based on various heuristics the algorithm may 
alter the number of clusters by either deleting small clusters, merging nearby clusters, 
or splitting large diffuse clusters.  However, ISODATA suffers from several 
limitations: 
 - First, the user has to have a feel for the necessary parameters. The critical distance 
parameter needs to be specified carefully to enable a satisfactory set of initial cluster 
centres to be established. The user often spends much analyst time on specifying input 
parameters by trial and error, particularly initial cluster centres and the maximum 
number of iterations.   
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- In addition, the user has to know how many standard deviations to use when 
assigning pixels in the second and subsequent lines of sample to existing clusters. 
With experience, those parameters can be estimated reasonably.  
- Another limitation is the method's dependence on the first line of samples to initiate 
the clustering. Since it is only a one pass algorithm, and has no feedback checking 
mechanism by way of iteration, the final set of cluster centres can depend 
significantly on the character of the first line of samples. 
The results are indicative of the most extensive value of reflectance that could be 
obtained from the old lava flows. This could be explained from the perspective of the 
existence of considerable weathering of the observed geological formations at 800-
1600nm, with a rate of 12%. The outcomes of the ISODATA-based classification have 
been examined and found to be similar to those for TOA Reflectance. Moreover, the 
analysis of the samples can be effectively compared with the outcomes derived from 
the TOA Reflectance and ISODATA-based classification. These results can be 
presented in the following form:  15.1 ± 6.1 ka (4%), 15.0 ± 8.4 ka (6%), 14.6 ± 23.1 
ka (10%). 
However, the actual conditionalities which exist on the ground concerning the 
appropriation of the measurements of fields of lava and the associated reflectance 
spectra, could be outlined in the future through the application of  ASD Field Spec 3 
(Robertson et al., 2013). This would be significant regarding the collection of data 
from the region under study for the purpose of validation of the images derived from 
Landsat. This could be effective concerning the fields and terrains which are not 
rugged in appearance and have been formed by the flow of lava. Mafic flows of lava 
could be understood to be a common one. To this effect, the studies related to 
Volcanology have been consistently focusing on the Mafic lava flows over the 
previous years. Furthermore, the field based researches concerning the lava flows, 
both older ones and those which are active currently have been consistently impeded 
by various complications regarding accessing the information pertaining to the 
research derived from the field study. The flows which are active are mostly hot, on 
the other hand the flows of lava which are older in geological age could be identified 
from their undulated and irregular surface compositions which are harder to negotiate. 
This could be the reason of the Morphometric studies having been not able to achieve 
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the equal measure of research levels of those of the studies related to the behaviour of 
the lava flows. 
To this effect, the progression and improvement of the technological applications have 
lead to the realisation of the possibilities of promoting the detailed and in-depth 
research studies regarding the flows of lava.  This could be exemplified from the 
utilisation of the drone which could provide access to the hitherto inaccessible regions 
since most of the volcanic regions are replete with life threatening dangers for 
researchers to traverse. Apart from this, the cutting edge technologies could as well be 
permissive the research processes to extend the necessary coverage to a greater region 
which is beyond the scope of foot based research coverage. The drones could capture 
certain images which could provide the research scientists with the data which could 
be classified regarding the surfaces on which the lava flows could occur. Such data 
could be utilised to formulate digitised topographic maps which, are three 
dimensional, regarding the flows of lava. Such maps are also effective regarding the 
constitution of the estimation of the volumes and compositions of shapes of such lava 
flows. 
 
              6.2 Estimating relative changes in surface temperatures 
 
In order to study complex occurrences, which lead to natural hazards and monitor 
volcanic activities, remote sensing has recently been used. Satellite images hold 
paramount importance when seeking to gain an understanding of volcanic behaviour, 
while investigating and observing thermal emissions from High Temperature Events. 
(Harris et al., 1997; Tralli et al, 2005; Barnie and Oppenheimer, 2015). Thermal 
infrared (TIR) remote sensing of land surface temperature has been used to monitor 
and explore magmatic processes and volcanic activity throughout the past 20 years. 
The fact that data is acquired remotely makes these processes relatively risk-free, 
therefore, enabling us to look for precursor signals of changing volcanic activity 
patterns. There have been many recent studies on the thermal properties of volcanoes 
using satellite data but for Lunayyir there is poor or we can say there is no any study 
about it. In chapter 4 we focuses on monitoring and estimating relative changes in 
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surface temperatures, as a means for detecting an impending eruption. With regards to 
the year 2009, the size of coverage has increased in the direction of the North of the 
Harrat Centre. We expect that there are several other parts of the dyke that take the 
same direction as the extinction fraction in 2009, but all these sectors have been 
arrested at different depths beneath the earth's surface.  
The relationship between landscape pattern and land surface temperature is still a 
challenging task. There are a number of considerations that must be taken into 
account when acquiring and analyzing thermal imagery of volcanic activity:  
1- Spatial resolution: The energy emitted by the earth is related to the temperature and 
emissivity of the objects or materials on the ground. The TIR band registers a range of 
wavelengths with lower energy content than the other remote sensing spectral bands, 
implying that a TIR image has a coarser spatial resolution. For instance, the TIR band 
(or band 6) of the ETM+ satellite sensor has a spatial resolution of 60 m, whereas the 
other 6 multispectral bands (bands 1, 2, 3, 4, 5 and 7) have a spatial resolution of 30 m 
and the panchromatic band (or band 8) has a spatial resolution of 15 m (Galiano et al, 
2011). Spatial resolution relates to the smallest spatial unit of data that a sensor can 
collect, and in terms of remote sensing, it relates to the area on the Earth’s surface that 
is imaged by one pixel (Blackett, 2017). It is to some extent a function of the altitude 
of the sensor, with the area imaged by one pixel being larger the further a sensor is 
from the surface. Major difficulty commonly encountered in evaluating the accuracy 
of thermal surveys is the disparity between the spatial scale of the remote sensing 
measurements and contemporaneous ground truth measurements. Aerial and orbital 
sensors are designed to measure the average radiance of a particular area. In 
comparison, ground truth determinations of kinetic surface temperature are generally 
point measurements. Areas 10m2 or larger in size can contain significant spatial 
variations in vegetation density, soil moisture, surface texture, etc. (Settle, 1980). 
2- Atmospheric effects:  All thermal remote sensing data, independent of the 
instrument used, is influenced by atmospheric conditions and radiative processes 
along the measurement path (Rybicki, 1996). In the TIR part of the electromagnetic 
spectrum, atmospheric effects that alter the radiance observed by the sensor include 
absorption and emission primarily induced by water vapour, carbon dioxide and 
ozone. These atmospheric effects can lead to temperature differences between true 
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surface temperature and remotely sensed values recorded by the sensor larger than 
10K (Jacob et al., 2003). 
Introduce additional complications in relating aerial or orbital measure· ments of 
surface radiance to actual surface temperatures. This is particularly true for space 
borne sensors with large fields of view which conduct regional surveys over ground 
swaths of hundreds of kilometres or more (Hammerle et al, 2017 ). Water vapour 
content, aerosol concentration, and thermal structure of the atmosphere can vary 
significantly over distances of several hundred kilometres. These atmospheric 
variations can contribute to areal or orbital measurements of surface radiance in ways 
which serve to camouflage the actual thermal energy being emitted at the earth's 
surface (Settle, 1980). Most infrared bands on sensors used to monitor volcanic 
activity have been strategically placed in ‘atmospheric windows’, or portions of the 
electromagnetic spectrum with high transmissivity and, hence, low atmospheric 
absorption . Even in these windows, however, a small proportion of the signal may be 
absorbed because volcanic gasses, including water vapour, strongly absorb certain 
wavelengths (Blackett, 2017). 
3- Emissivity: This is the ratio of energy emitted from a particular body, to that 
radiated from a perfect emitter (a blackbody) at the same temperature and wavelength; 
in effect (Blackett, 2017).The energy emitted by the earth is related to the temperature 
and emissivity of the objects or materials within a pixel on the ground (Galiano et al, 
2011) (Becker and Liand Li, 2009).  Emissivity quantifies the radiating efficiency of a 
surface.  An object with an emissivity of 1.0 is a perfect emitter, emitting radiation 
with 100% efficiency;  all other objects emit with less efficiency with the effect that 
the apparent (or radiance) temperature of such objects, if measured remotely , is less 
than the true kinetic temperature of the object (Blackett, 2017). 
It is an intrinsic material property and is independent of temperature, unless the 
material approaches near-molten temperatures. At such high temperatures the 
relationship between temperature and spectral emissivity of volcanic materials has 
been observed to vary (Abtahi et al., 2002). Spectral radiance is not an intrinsic 
material property; it depends on spectral emissivity and varies exponentially with 
temperature (Blackett, 2017). This means that to derive the true temperature of a 
volcanic, or indeed any surface, remotely, and then its emissivity must be known. The 
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emissivity of volcanic surfaces has been shown to vary widely depending on 
mineralogy, temperature and the waveband of observation (e.g., it has been shown to 
be 0.92 in the SWIR bands for cooled andesitic lava at Lascar in Chile and close to 
1.0 for the active lava lake at Erta Ale in Ethiopia) we found also the emissivity rising 
systematically as the lava cools (Abtahi et al., 2002). Accurate emissivity values are 
essential, as errors in it have been shown to result in temperature retrieval 
discrepancies of over 125k (Blackett, 2017). 
Future research objectives highlighted the need for a variety of activities, including: 
- In situ field studies of the bulk emissivity and thermal inertia of surface cover 
materials. 
- Empirical analysis of high spectral and spatial resolution imagery to evaluate the 
utility of thermal infrared measurements for mapping variations in the emissivity of 
natural surfaces (specifically, to evaluate tradeoffs between increased resolution and 
decreased signal-to-noise). 
- Atmospheric effects can be accounted for within localized areas through the use of 
upward· viewing, ground based radiometers. 
 
 
               6.3 Surface stresses and arrested dykes 
 
Volcanic eruptions occur when a magma-filled fracture is able to propagate from its 
source to the surface. Most dykes (and inclined sheets) do not reach the surface to 
erupt but rather become arrested (stop their propagation path, stall) at various depths 
in the crust (Gudmundsson, 2002, 2003; Moran et al., 2011; Rivalta et al., 2015; 
Townsend et al., 2017). The conditions for dyke arrest have been studied in the field 
(Gudmundsson, 2002, 2003; Gudmundsson and Philipp, 2006; Tibaldi, 2015) and 
through analogue models (Kavanagh et al., 2006), numerical models (Gudmundsson 
and Philipp, 2006; Barnett and Gudmundsson, 2014; Rivalta et al., 2015; Townsend et 
al., 2017), and analytical models (Gudmundsson, 2011a, 2011b).  Understanding these 
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conditions is of fundamental importance in theoretical and applied volcanology when 
we study Harrat Lunayyir.  
Most studies of volcano unrest in Harrat Lunayyir are concentrate on Interferometric 
Synthetic Aperture Radar (InSAR) measurements to evaluate the surface deformation 
associated with the event (Bear and Hamiel, 2010; Jónsson et al, 2010; Pallister et al, 
2010), or studying Aftershock sequence analysis of 19 May, 2009 (Al-Zahrani et al, 
2013), Evidence of magma activation beneath the Harrat Lunayyir basaltic field 
(Saudi Arabia) from attenuation tomography (Koulakov et al, 2014), study seismic 
activity recorded prior to some volcanic eruptions at active, new-born, and re-
awakening basaltic volcanoes and associated with dike injections along rift zones is 
presented (Zobin et al, 2013). In chapter 5 (Alshehri and Gudmundsson, 2018) we 
present new and general results on dyke-induced stresses in crustal segments with 
contrasting mechanical properties. Here the focus is on new numerical models on 
dykes arrested with their tips at various crustal depths and hosted by rocks with 
mechanical properties that range from elastic half spaces (uniform properties) to those 
with alternating stiff (high Young's modulus) and soft (compliant, low Young's 
modulus) layers. The results are completely general, but are here applied to the 2009 
volcano tectonic unrest period in Harrat Lunayyir in Saudi Arabia. The second, and 
main, aim is thus to use the numerical results, as well as some analytical models 
together with field observations of the associated surface deformation, to make new 
estimates of the dimensions, the depth to the tip at arrest, and contribution to surface 
deformation of the dyke inferred to have been emplaced during the 2009 episode. We 
also put the dyke propagation and arrest in Harrat Lunayyir into general context of 
arrested dykes, their dimensions, and aspect (length/thickness) ratios, as obtained in 
direct field studies. Furthermore, we explain the likely conditions for the 2009 dyke 
arrest in Harrat Lunayyir and the implications of the results for volcanic hazards. For 
understanding the 2009 episode, we first provide brief outline of the geological setting 
of the Harrat Lunayyir, as well as a short overview of its volcanic geology. 
The qualitative nature of our final forecast model (Alshehri and Gudmundsson, 2018) 
means Mechanical layering has great effects on dyke-induced stresses and associated 
surface deformation. Even if the layering details are commonly unknown for volcanic 
areas, adding plausible general layering, using information from field observations of 
similar, well-exposed fossil volcanic zones, is likely to yield more realistic results as 
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to surface stresses and deformation than non-layer models such as elastic half-space 
models. 
The models were created in a two-dimensional regime, as is standard for dyke 
modelling. Three-dimensional effects for long fractures such as dykes are primarily 
felt at the lateral ends of the dykes. Along the main part of the strike dimension of the 
dyke, two-dimensional models give very accurate results and three-dimensional 
modelling is not needed. Here we are only looking at the stresses induced by the 
dykes in vertical cross-sections, so that the segmentation is not generally of relevance. 
There exist, however, well-known analytical solutions for the interaction of mode I 
(dyke) fracture segments which show that when the lateral ends of the segments are 
close to each other when compared with the overall lengths of the segments, then the 
segmented fracture (here the dyke) functions as a single fracture – here a single dyke 
(Gudmundsson, 2011, Rock Fractures in Geological Processes, Chapter 13). There is 
no evidence for multiple dykes in the data analyzed and modeled for the 2009 
volcanotectonic event. Most dykes are thought to grow as self-similar structures, so 
that even if there were multiple dyke injections, then as the dyke became thicker the 
surface effects would be similar to those in case of one original thick dyke.   
In all of the models, the lower tip (bottom) of the dyke was at a depth of ~10 km. As 
was discussed by Al Shehri and Gudmundsson (2018), the dip dimension of the 2009 
dyke might have been as large as 15–20 km but for the purpose of modelling effects 
of shallow layering on surface stresses, the dip dimension used here is appropriate.  In 
all the models the only loading is internal magmatic overpressure (driving pressure) of 
6MPa and we assume there is no any effect of the dyke on the depth of 20km because 
we have the same overpressure and it is the main factor to dyke emplacement.  
More specifically, it should be emphasised that increasing the depth dimension of a 
tall dyke has little effect on the stress concentration around its upper tip, which is the 
stress concentration of concern here. Thus, even if the depth of the dyke were 
extended to 20 km, the modelling results as regards the local stresses in the layers 
above the upper tip (the top) of the dyke would remain very similar to those shown 
here.  
Based on numerical results, we infer that the dyke tip became arrested at a depth of 
only a few hundred meters. This means that the hazard during the 2009 episode was 
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considerable since the dyke propagation halted only a few hundred meters below the 
surface. Most likely, the dyke became arrested at a contact between layers of widely 
different mechanical properties. This follows partly because the dyke thickness 
continued to increase after it became arrested, and yet the tip was not able to break 
through the arrester. Using analytical models, we estimate the thickness of the dyke at 
shallow depths as being in the range of 6–12 m. From seismic data we infer the strike 
dimension (length) of the dyke as 14 km and the dip dimension or depth as in excess 
of 20 km. From these results we calculate the length/thickness ratio of the dyke as 
between about 2400 and 1200, which is similar to the results of field measurement of 
the length/thickness ratios of dykes exposed at shallow depths in many palaeovolcanic 
zones.  
The General Implications of our study on arrested dyke the simplicity of the analytical 
and numerical models presented here do not support the suggestions that the entire 
surface-fracture formation and development during the 2009 episode was induced by 
an arrested dyke.  
1- The graben is between 3 and 7 km wide. If we take an average width as 5 km, then 
that would imply that the dyke tip at the time of fracture formation was at a depth of 2 
km (which is also the depth suggested by some of the authors of the cited papers). 
However, the numerical models presented here show that, for any reasonably 
layering, the surface stresses even at the depth of 1 km, let alone a depth of N2 km, 
would be too small to generate significant fractures. It is only when the tip reaches the 
shallow depth of 500m, and, in particular, 300 m that the surface stresses become 
large enough so as to generate significant fractures.  
2- When the tip of the arrested dyke is at 300–500m depth, clearly the graben that the 
dyke could initiate at the surface could not be wider than about 0.6–1 km. A graben of 
average width 5 km is simply too wide to be generated by the stresses induced by a 
dyke arrested at the depth of 300–500 m. 
3- None of the main fractures coincide in strike with the inferred strike of the dyke 
and many strikes very differently from that of the dyke. Furthermore, some of the 
fractures apparently dissect the dyke, when its strike is projected (as a broken line) to 
the surface.  
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4- Although we have followed the established tradition in the literature on this 
episode and referred to the structure as a graben, the general fracture pattern supposed 
to have been generated in the 2009 episode does not follow the geometry of a 
classical graben. In fact, the ‘boundary fault’ on the eastern side of the ‘graben’ is not 
a fault but rather a zone of tension fractures. The symmetry of the stress field induced 
by an arrested dyke would tend to generate a clear graben structures, with two normal 
boundary faults, but that is not what happened here. 
 
     6.3.1 Regional tectonics and relative contribution of the dyke 
 
Before the dyke was injected, there existed a local stress field in the area that favoured 
the formation of normal faults and tension fractures.  As the dyke propagated to 
shallower depths, its overpressure resulted in local stresses that became concentrated 
in the strip of land above the tip of the dyke. Depending on the layering and contacts 
above the dyke, these stresses could have generated normal faults and/or tension 
fractures. 
It should be noted that the overpressure of the dyke, the pressure that generates the 
dyke-induced stresses, is by definition the total pressure minus the minimum principal 
compressive stress, σ3. It follows that for a given total pressure in the dyke, the lower 
the regional σ3; the greater will be the effective overpressure. Thus any regional 
tension perpendicular to the dyke tends to reduce σ3 and thereby increase the effective 
overpressure. That increase, in turn, results in greater tensile and shear stress 
concentration above the tip of the dyke and, therefore, in more fracture formation. 
Thus, the regional stress contributes to the overpressure of the dyke, and since only 
the overpressure is inducing the stresses and the fractures in the area above the dyke, 
the effect of the total pressure and reduction in σ3 cannot be distinguished. As we say 
in the paper, however, dyke-induced stresses at the surface are always local, and in 
the present case the fracturing occurred in such a wide area that a single dyke arrested 
at a shallow depth cannot have generated all the fractures . 
No dykes form by ‘passive’ filling of existing fractures. All dykes form their own 
fractures through the rock being ruptured by the magmatic overpressure. Dykes are 
extension (mode I) fractures. Such fractures cannot form in the absence of fluid 
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pressure except in the uppermost several hundred metres of the crust. This result 
follows from the Griffith crack theory and is well-understood in terms of Mohr’s 
circles. Below several hundred meters in the crust, extension in the absence of a fluid 
body always results in the formation of normal faults (shear fractures) – never in the 
formation of extension fractures. There are no large-scale tension fractures (where σ3 
is negative in the absence of a fluid body) at depths of many kilometres that magma 
can flow passively into – as is well established from field studies of fractures to 
crustal depths of 2km in Iceland and other similar deeply eroded areas 
(Gudmundsson, 2011). This is all well explained in Section 6, particularly Equation 
(7) of the paper by Al Shehri and Gudmundsson (2018) – Chapter 5 in the Thesis. 
 
    6.3.2 The effect of magma cooling and magma composition 
 
Magma cooling has normally hardly any effects on dyke emplacement in most areas, 
and is therefore not considered here.  Rate of cooling of magma is slow in comparison 
with the rate of propagation of dykes – the latter being commonly about 0.5 m/s. Thus 
during most propagation episodes of basaltic dykes cooling would have very little 
effect on the magma viscosity during dyke propagation. Only in the case of basaltic 
dykes propagating many tens or hundreds of kilometres would cooling be expected to 
have strong effect. Even if a part of a propagating dyke became solidified – say a 
small horn or particularly thin part of a dyke – the cooling as such would not be able 
to arrest the dyke.  This follows because the solidified part of the dyke would have the 
same or lower tensile strength as the host rock. Thus, as long as there is any 
overpressure in the dyke, its magma would simply rupture the solidified part or, 
alternatively, find another path to bypass that solidified part.  
Since almost all the erupted lavas in the studied areas are basaltic, we assume that the 
magma in the 2009 dyke was basaltic. We have no means of deciding which type of 
basalt was emplaced. The numerical results depend only on the geometry of the dyke, 
its overpressure (including effects of regional stresses), and the mechanical layering 
above the dyke tip. Magma composition is not of relevance for this type of modelling.  
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Chapter 7: Conclusion 
 
 
In this thesis, the focus was on the volcanic processes related to the tectonic movements and 
shifts in the Harrat Lunayyir regions under consideration. The purpose is to improve the 
understanding of dyke emplacement in volcanoes and, specifically, the 2009 dyke 
emplacement in the Harrat Lunayyir region. The mechanical and aspects and thermal effects 
on the host rocks are considered. 
 
In chapter 1.6 objectives statement the following objectives statement were formulated: 
 
       1. To further assess the risks and hazards associated with the 2009 dyke 
emplacement in the research area. This assessment relies partly on the new 
estimates for the depth to the dyke tip when the dyke became arrested. 
 
The tip of the dyke became arrested, not at a depth of 1–2 km, but rather at a depth of a few 
hundred meters. Our numerical and analytical results indicate that a dyke arrested at 1–2 km 
depth, as suggested in earlier studies, in a reasonably layered crust and with a typical 
magmatic overpressure could not induce significant fracture formation at the surface. 
 
         2.  To estimate the general dimensions of the 2009 dyke. 
 
We estimate the dimensions of the dyke from seismic and geodetic data provided in the cited 
literature on this episode, combined with well-tested fracture-mechanics models and field 
studies of regional dykes. Our results as regards strike dimension (length) and dip dimension 
(height) are similar to those of earlier studies. We conclude that the strike dimension is about 
14 km and the dip dimension at least 20 km. For the shallow depth of the dyke, the top parts, 
we estimate the maximum thickness in the range of 5.8–11.6 m or, given the inaccuracy in 
the estimated Young's moduli and overpressure, somewhere between 6 and 12 m. This is in 
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contrast to the maximum thickness of 2–2.3mobtained in earlier studies. However, our 
results fit much better with actual field measurements of the length/thickness ratios of 
regional dykes worldwide. 
 
       3. To conduct a comprehensive numerical study of the dyke-induced surface 
stresses. In particular, to explore the effects of mechanical layering on the surface 
stresses and the resulting fracture pattern. 
 
Mechanical layering has great effects on dyke-induced stresses and associated surface 
deformation. Even if the layering details are commonly unknown for volcanic areas, adding 
plausible general layering, using information from field observations of similar, well-
exposed fossil volcanic zones, is likely to yield more realistic results as to surface stresses 
and deformation than non-layered models such as elastic half-space models. 
 
      4. To formulate, through the use of remote sensing technologies, a rigorous 
estimation of the surface temperature variations in relation to the 2009 dyke 
emplacement. 
 
We examined the relationship between the relative changes in surface temperatures ‘LST’ 
and seismic–tectonic activities and provided new insights into the spatiotemporal 
relationship between volcanic and tectonic processes in the area . 
 
Through the employment of the methodology of thermal mapping and spatial density 
mapping of volcanic vents (primarily crater cones and small lava shields), the land surface 
temperature changes in the center of Harrat Lunayyir were recorded when the 2009 dyke was 
propagating toward the surface . 
 
Chapter 7: Conclusion 
 
55 
 
The obtained results are in agreement with previous research findings indicating the 
northwest–southeast direction of the dyke system and the normal fault formation. 
 
       5.  To perform the unsupervised classification of the lava flows in Harrat Lunayyir 
through the use of remote sensing. 
 
We employed the unsupervised classification of remote sensing inputs from Landsat 8, 
identifying different generations of lava flows in Harrat Lunayyir, western Saudi Arabia . 
We have used numerical classification methods to identify the number of classes into which 
the data is separated for clustering within each land cover. 
The utilization of ISODATA for the segmentation of the remote sensing data has also been 
made. The algorithm for performing unsupervised classification was obtained from the GIS 
package raster (Arc Info). 
The characteristics of spectral reflectance regarding volcanic materials, which could be 
widely observed at the zone of analysis at Harrat Lunayyir, have been investigated, and the 
resultant classifications of the examined region have been spectrally classified . 
The data was derived through an analysis involving the counting of the pixels of randomly 
selected regions. This suggests that the most elevated measures of reflectance value could be 
exhibited by the older flows of lava. The reason for this could be related to the weathering. 
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