The Huron Institute, Cambridge, Massachusetts Many evaluations of social interventions are based on uncontrolled assignments of individuals to treatment groups. Statistical adjustments are often used to compensate for naturally occurring differences between groups. There is much confusion and controversy about the adequacy of these statistical methods. A variety of interrelated problems have been identified, including measurement error, unequal growth rates across groups, and regression artifacts. In this article it is shown that these problems can all be subsumed under a general conceptual framework, as particular examples of model misspecincation. This perspective is helpful in revealing clearly the nature of the problems posed by lack of experimental control. The important case of linear adjustment (analysis of covariance) is given special attention. An expression is derived for the proportion of bias remaining after adjustment, in terms of easily interpretable parameters. Implications of these results for research and evaluation design are considered.
To evaluate the effectiveness of a social intervention, the performance of a group receiving the "treatment" must be compared with a standard representing the expected performance in the absence of intervention. The fundamental problem in research design is to find a valid standard of comparison. Randomization is generally accepted as the ideal approach. That is, we use a random mechanism to assign individuals to either a treatment group or an untreated control group. Random selection virtually guarantees (at least for large samples) that the control group's performance will correspond to that of the treatment group without the intervention. So a straightforward comparison of mean This work was supported by Grant NIE-G-76-0090 from the National Institute of Education, U.S. Department of Health, Education and Welfare. However, points of view or opinions stated do not represent official NIE position or policy.
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outcomes for the two groups will provide an unbiased estimate of the treatment's effect.
Often, however, it is impossible tjo exercise experimental control. Complex social forces unknown to the investigator determine which individuals wind up in each of trie groups. With such uncontrolled selection designs, the straightforward difference of gro\|ip means may be a biased estimate of the effect. In these situations a variety of statistical methods have been proposed to compensate for this bias and thus provide an unbiased! estimate. The analysis of covariance (ANCOVA) ;is perhaps most widely used for this purpose.
Recently there has been a great deal of concern about the adequacy of ANCOVA and other statistical adjustment procedures. Several investigators have shown that undjer models representing uncontrolled selection, tjie ANCOVA may either overadjust or underadjast (Bryk & Weisberg, 1977; Cain, 1975; Cochran & Rubin, 1973; Cronbach, Rogosa, 71oden , & Price, Note 1). The estimates generated may in some instances be seriously misleading. It is even possible for the remaining bias after adjustment to be larger in absolute value than the initial bias without any adjustment.
Confusion over the adequacy of j statistical adjustments is part of a larger debate about the usefulness of designs based on uncontrolled 
