











Endogenous growth requires that non-reproducible factors of production be either augmented or elimi-
nated. Attention heretofore has focused almost exclusively on augmentation. In contrast, we study factor
elimination. In our theory, maximizing agents decide when to reduce the importance of non-reproducible
factors. We use a Cobb-Douglas production function with labor and capital as factors of production. There
is no augmenting progress of any kind, whether Hicks, Harrod, or Solow neutral, thus excluding the standard
engine of growth. What is new is the possibility of changing the factor shares endogenously by spending
resources on R&D. Firms invest in physical capital, and they undertake R&D that alters the factor shares
of the capital and labor used for production. The model allows derivation not only of the balanced growth
solution but also of the full transition dynamics. There are two possible ultimate outcomes, depending on
parameters and initial conditions. The economy may evolve into one that uses both labor and capital at
shares that settle upon ￿xed ￿nal values, or it may evolve into one that uses only capital. The ￿rst outcome
is the standard Solow model, and the second is the AK model. The latter produces perpetual endogenous
growth, and it is itself an endogenous outcome of a rational maximizing process. In contrast to virtually all
existing endogenous growth literature, neither monopoly power nor an externality is a necessary condition
for perpetual endogenous growth. The transition paths are interesting, allowing non-monotonic behavior
of both the capital/labor ratio and the factor shares. An aspect of the transition path that is unique for
a Cobb-Douglas economy is that the origin is not an equilibrium. An economy that starts at the state
space origin (capital equal to zero, capital￿ s share equal to zero: pure labor production) moves away from
the origin, simultaneously accumulating capital and increasing capital￿ s share to make the capital useful.
The theory thus o⁄ers a purely endogenous explanation for the transition from a primitive to a developed
economy, in contrast to other existing theories. Finally, several aspects of the transition paths accord with
the evidence, suggesting that the theory is reasonable.1 Introduction
Perpetual economic growth requires that the marginal products of all reproducible factors of production
be bounded away from zero. When that condition is met, it is always worthwhile to add to the existing
stock of those factors, thus generating growth. Virtually all theoretical investigations of economic growth
have achieved this necessary condition by augmenting non-reproducible factors, the best-known example
undoubtedly being Harrod-neutral, labor augmenting technical progress. Empirical investigations naturally
have followed the lead of the theory. There is, however, another way that the necessary condition for growth
can be satis￿ed: rather than being augmented, non-reproducible factors can be eliminated. In this paper,
we propose an endogenous theory of factor elimination and examine its implications for economic growth
and other issues.
The problem with non-reproducible factors is that they act as a drag on the marginal products of
the reproducible factors. As the ratios of the reproducible factors to the non-reproducible factors rise,
the marginal products of the reproducible factors fall until they reach su¢ ciently low values that further
accumulation of those factors no longer is economically justi￿ed. At that point, growth stops. Augmentation
of the non-reproducible factors o⁄sets this drag by e⁄ectively increasing the amounts of the non-reproducibles
and thereby raising the marginal products of the reproducibles and permitting accumulation of them to
continue. The generic production function is Y = F(K;L), where Y , K, and L are the aggregate amounts
of output, capital, and labor, and where F satis￿es the usual Inada conditions. In per capita terms we have
y = f(k), where y = Y=L and k = K=L. The important point is that the Inada conditions on F imply
that f0(k) goes to zero as k goes to in￿nity. This property is what prevents perpetual economic growth.
Suppose population is constant. As K is accumulated, the capital/labor ratio k goes to zero, driving down
the marginal product of K to the point where it equals the depreciation rate. The marginal bene￿t of
capital accumulation then just equals the marginal cost, and accumulation stops, bringing growth to a halt.1
The Solow and Cass models introduce the possibility of perpetual growth of income per person by allowing
for augmentation of labor. The production function has the form F(K;AL), where A is labor-augmenting
technical progress that grows at the exogenous rate g. The augmented capital/labor ratio k￿ = K=(AL) is
constant on the balanced growth path, implying that the capital/labor ratio k = Ak￿ grows at the rate g.
The crucial element leading to perpetual growth is that the non-reproducible factor L has been augmented
by a quantity that grows through time, allowing reproducible factors to be perpetually accumulated. This
theory is better called a theory with growth than a theory of growth because all growth arises from strictly
exogenous forces that the theory makes no attempt to explain. The great advance of endogenous growth
theory was precisely to provide a theory of technical progress, endogenizing the incentives to make A grow.
For example, in Romer￿ s (1986) pathbreaking model of learning by doing, A is a linear function of K, so that
we have F(K;KL). No matter how large K gets, the augmented capital/labor ratio k is constant at 1=L
so that the unaugmented ratio k = Kk￿ grows at the same rate that K itself does. Variety expansion and
quality ladder models have the same property, augmenting the non-reproducible factor and thus enabling
perpetual growth.2
Elimination of the non-reproducibles achieves the same end by a totally di⁄erent mechanism, which
1Of course, if L is growing at rate n, then K and Y can grow perpetually at that rate, too; however, Y=L cannot grow
because this economy cannot sustain growth of K faster than L. Any attempt to make K grow faster than L leads to a fall in
k and a drop in the return to K.
2See chapters 6 and 7 in Barro and Sala-i-Martin (2003) for a discussion of these models. In the variety expansion model,
the ￿nal goods production function for ￿rm i can be written
Yi = (NLi)1￿￿(NXi)￿
where X is the constant common quantity of each type of intermediate good used by ￿rm i and N is the number of varieties
of intermediate goods. N augments L, and growth in N drives growth in Y . The corresponding production function in the















where here the number of varieties N is ￿xed, q is the distance between quality rungs, and ￿j is the highest rung achieved for
intermediate Xj. Growth is governed by increases in the ￿j, which augment L.
1is to dispense with the non-reproducibles altogether, at least asymptotically. This method of achieving
perpetual growth has not been discussed in the literature, but it is related to the mechanism that permits
endogenous growth when the production function is CES and the elasticity of substitution is su¢ ciently
high. In that case, reproducible factors can be substituted for non-reproducible factors fast enough to
allow growth to persist, even though there is no augmentation of non-reproducible factors.3 That model
of endogenous growth has an unappealing element, though: the possibility of perpetual growth is simply
a matter of chance, depending on whether mankind has been endowed with a su¢ ciently high elasticity of
substitution.4 A more satisfying theory would be one in which people could eliminate a non-reproducible
factor by committing resources to the task. They then would have to decide for themselves whether the
bene￿ts of elimination justify the cost. In what follows, we propose just such a theory.
In our theory, maximizing agents decide when it is optimal to reduce the importance of a non-reproducible
factor. To keep matters as simple as possible, we use a Cobb-Douglas production function with two factors
of production, one reproducible (e.g., physical or human capital) and one not (e.g., unskilled labor, land, or
natural resources). There is no factor-augmenting technical progress of any kind, whether Hicks, Harrod, or
Solow neutral, so the standard engine of growth is excluded by construction. What is new is the possibility
of changing the factor shares endogenously. The factor shares are state variables that can be altered by
devoting resources to R&D. The model is eminently tractable, allowing us to derive not only the balanced
growth solution but also the full transition dynamics. There are two possible ultimate outcomes, depending
on parameters and initial conditions: a technology that uses both factors with ￿xed ￿nal shares, or one that
uses only the reproducible factor. The ￿rst outcome has a balanced growth path along which growth is
zero (our model has no population growth or exogenous technical progress). The second outcome is the AK
model, which produces perpetual endogenous balanced growth. Thus the AK model can be the endogenous
outcome of a rational maximizing process. The theory o⁄ers a route to perpetual endogenous growth that
avoids most or perhaps even all the criticisms proposed by the skeptics of endogenous growth theory based
on purely augmenting technical progress.
The model o⁄ers an interesting theory of economic development and the transition from primitive to
advanced technologies. Existing theories of the development transition usually suppose that society is
endowed from the start with two production functions, one primitive and one advanced; all require exogenous
technical progress to drive the transition from the primitive technology to the advanced technology. For
example, Hansen and Prescott (2002) posit primitive and advanced production functions (the "Malthusian"
and "Solow" technologies), and the transition between them is driven by exogenous technical progress.
Goodfriend and McDermott (1995) present a mostly-endogenous theory of development which, like Hansen
and Prescott￿ s model, takes as given the existence of primitive and advanced production functions. The
transition from the former to the latter is driven by the growth of ideas, which in turn is driven by exogenous
population growth through a scale e⁄ect. Zeira (2005) develops a model in which there are two exogenously
endowed technologies, pre-industrial and industrial. Growth occurs if the cost structure is such to make
it worthwhile to substitute investment in the industrial technology for investment in the pre-industrial
technology. Even Galor and Weil￿ s (2000) model, which has only one technology, requires exogenous
technical progress working through a scale e⁄ect to kick the economy out of its initial position of very low
productivity with no growth and put it on a path of self-sustaining endogenous growth. In our theory, by
contrast, there is no exogenous technical progress, no scale e⁄ect, and only one initial technology. Alternative
technologies appear endogenously, arising only if people devote resources to inventing them. Our theory
thus provides a completely endogenous explanation for economic development.
2 A Theory of Factor Elimination
There are three groups of agents in our model: households, producers of ￿nal goods, and producers of
intermediate goods. The number of varieties of intermediate goods is ￿xed and therefore not a source of
3See Chapter 1 of Barro and Sala-i-Martin (2003) for discussion of this model.
4Moreover, empirical evidence suggests that the elasticity of substitution is below the critical value that would sustain
endogenous growth, casting doubt on the practical relevance of the model. See Pereira (2003) for a discussion of the existing
evidence as well as new estimates of the elasticity of substitution.
2economic growth. The intermediate goods ￿rms engage in R&D that is the source of technical change. It is
the nature of that technical change that is new and that leads to the innovations of our analysis. We begin
our theoretical development with a simple case that is easy to handle and that presents the main ideas.
2.1 Households
The households sell a non-reproducible factor to earn income. In what follows, we call this factor
"unskilled labor" (or , just "labor" for short), but it could be any non-reproducible factor, such as land.
The households also own all the ￿rms and so receive any pro￿ts earned by the ￿rms. The households buy the
output of ￿nal goods ￿rms and use that output for consumption and saving. Saving is carried out by lending
to the intermediate goods ￿rms, whose use of the loans is described below. We assume that households
behave as in the Solow model, supplying a ￿xed amount of labor and saving a ￿xed fraction of their income.
These assumptions allow us to ignore utility maximization and the resulting choices of saving (equivalently,
consumption) and labor (equivalently, leisure), greatly simplifying the model. The household￿ s consumption
and saving are given by






where C is consumption, s is the constant saving rate, w is the wage rate, L is labor supply (which we
assume constant throughout), and DT is total dividend payment received from all types of ￿rms.
2.2 Final Goods Sector
There is one ￿nal good, Y , bought exclusively by households and produced in the ￿nal goods sector by












where the Xi are the intermediate goods and " is the elasticity of substitution. There is a continuum of
varieties ranging from 0 to 1. This range of varieties is ￿xed; there is no variety expansion. Final goods
￿rms￿pro￿ts are




where Pi is the price of Xi and PY = 1 (Y is the numeraire). The ￿rms choose their demands for the














di ￿ Pidi = 0 (4)
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i Y (6)
2.3 Intermediate Goods Sector
Intermediate goods are produced by monopolistically competitive ￿rms, whose activities are the heart
of the model. Those ￿rms do three things: produce the intermediate goods, invest in capital accumulation,
and undertake R&D.
32.3.1 Technologies
We begin with a discussion of the technologies available to the ￿rm for its three activities of production,
capital investment, and R&D.
Production. The ith intermediate goods ￿rm hires labor from the households and combines it with its






where K is capital. The capital share parameter ￿it evolves as a result of the R&D that the ￿rm conducts,
discussed momentarily.
It is important to emphasize here that in all that follows the term "capital" is used in a very broad sense
to include all types of reproducible factors of production. Thus no distinction is made between physical
and human capital. Both are included in our variable K. It would be desirable to extend the theory to
distinguish between at least these two broad types of reproducible factors, but doing that is well beyond the
scope of the present paper.
The reader should note that referring to ￿ as "capital￿ s share" is not strictly correct here. The interme-
diate goods ￿rms are monopolistic competitors. Their number is ￿xed by assumption (in order to keep the
number of intermediate goods ￿xed), so there is no entry into the intermediate goods sector. As a result,
intermediate goods ￿rms earn excess pro￿t, payments to the two factors of production K and L therefore
do not exhaust ￿rm revenue, and ￿ is not capital￿ s share of the output produced by the representative
intermediate goods ￿rm. The more correct term for ￿ would be the elasticity of intermediate goods output
with respect to capital, which is rather cumbersome. Having given this warning, we continue to use the
inaccurate term "capital share" for ￿ to keep the language simple.
Capital Investment. The ￿rm￿ s capital stock evolves according to the usual accumulation equation
_ Kt = It ￿ ￿Kt (8)
where I is gross investment in K and ￿ is the depreciation rate.
R&D. The ￿rm conducts R&D, which increases the share parameter ￿. We assume the simplest possible
R&D production function:
_ ￿t = Rt (9)
where R is R&D expenditure.
It is unusual to permit R&D to alter factor shares in a Cobb-Douglas production function. In the
literature on economic growth and technical progress, technical change virtually always is restricted to
factor augmentation. With Cobb-Douglas production, that means restriction to changes in total factor
productivity (TFP). There seems to be no a priori reason for such a restriction. A production function is
a mathematical representation of technology. Given a functional form for the production function, it would
seem not only possible but even likely that something as complicated as technical progress would manifest
itself as changes in any or even all the parameters of the function. In particular, with a Cobb-Douglas
production function, there seems to be no reason to ignore the possibility that technical progress changes the
factor shares. Nevertheless, the only previous theoretical research we know that examines R&D speci￿cally
aimed at altering Cobb-Douglas factor shares is by Kamien and Schwartz (1968). They restricted attention
to an atomistic ￿rm facing ￿xed factor prices, whereas we examine the e⁄ect of endogenous changes in factor
shares in general equilibrium with factor prices responding to the changes in factor shares. Our results di⁄er
substantially from those of Kamien and Schwartz. As we discuss later, there is considerable evidence that
factor shares change systematically over time, even when technology is restricted to Cobb-Douglas, and that
the observed changes are consistent with the predictions of our theory.
42.3.2 Optimal Behavior












(PitXit ￿ wtLit ￿ It ￿ Rt)e￿￿ rttdt (10)
where D is the ￿rm￿ s dividend payment, ￿ rt ￿ 1
t
R t
0 rudu is the average interest rate, ru is the instantaneous
interest rate, and the optimization is subject to (7), (8), (9), and the restrictions I ￿ 0 and R ￿ 0. The
individual intermediate goods ￿rm perceives no upper bound on its choices of I or R. In the aggregate,
of course, ￿rms￿choices of I and R must satisfy the constraint
R
(Ii + Ri)di = sY at every time t. This
constraint is important later in solving the model, but, because it is an aggregate constraint, it plays no role
here in the statement of the individual ￿rm￿ s maximization problem. It is convenient to think of the ￿rm as
operating two divisions: (1) production, and (2) investment, the latter itself consisting of two departments,
one for capital investment and one for R&D. We then rewrite the ￿rm￿ s objective function in a way that






[(PitXit ￿ wtLit ￿ rK;iKit) + (rK;iKit ￿ Iit ￿ Rit)]e￿￿ rttdt (11)
The term inside the ￿rst set of parentheses is the instantaneous pro￿t of the production division, and the term
inside the second set of parentheses is the instantaneous pro￿t of the investment division. The production
division rents capital from the investment division, paying an internal transfer price rK. The investment
division receives that rent and spends resources on capital investment and R&D. We can solve the ￿rm￿ s
maximization problem in two steps. First, the production division chooses the optimal values of P and L,
taking K and ￿ as given. Then the investment division chooses I and R subject to the solution presented to
it by the production division. This procedure is similar to concentrating the likelihood function in deriving
estimators.
Choice of P and L. The production division chooses Xi to maximize pro￿t. Both K and ￿ are "owned"












(PitXit ￿ wtLit ￿ rK;itKit)e￿￿ rttdt
because the second term in parentheses on the left side fo the equation is independent of both P and
L. Because the production division accumulates no assets, the right side of (12) is time separable, and
the production division￿ s problem reduces to a sequence of independent instantaneous pro￿t maximization
problems of the form
max
Pit;Lit
(PitXit ￿ wtLit ￿ rK;itKit) (13)
The ￿rm is a monopolistic competitor in its output market and is competitive in the factor markets, so it
sets the price of its output and takes factor prices as given. It is convenient to decompose the production
division￿ s problem into two steps. First, it sets its output price P to maximize revenue, letting the demand
function (6) determine the quantity of output X. Then it chooses labor L to minimize cost. We write the
production division￿ s (monopoly) pro￿t as
￿it = max
Pit;Lit
(PitXit ￿ ^ Jit) (14)
where ^ J is the cost function. Production is Cobb-Douglas, so we have
^ Jit = B￿1￿
￿￿it








Jit = J (wit;rK;it;￿it) ￿ B￿1￿
￿￿it




is independent of Xit. Substituting into (14) gives
￿it = max
Pit;Lit
(Pit ￿ Jit)Xit (17)
which shows that we can think of J as the price of one unit of the composite input K￿L1￿￿. The revenue-

































Using (19), (20), and 16, we can write (17) as
















where Z ￿ "￿"(" ￿ 1)"￿1.































We make the usual symmetry assumption that intermediate goods ￿rms are identical, implying they have
identical solutions for all variables and allowing us to omit henceforth the i subscript except where clarity
requires otherwise.
Choice of I and R. The investment division chooses I and ￿ to maximize total ￿rm pro￿t, taking as






(￿t + rKKt ￿ It ￿ Rt)e￿￿ rttdt
subject to (8), (9), and the initial and terminal conditions. The current-value Hamiltonian is
Ht = (￿t + rKK ￿ It ￿ Rt) +  t (It ￿ ￿Kt) + ￿tRt + !1tIt + !2tRt (24)
where   and ￿ are the costate variables corresponding to K and ￿, respectively, and !1 and !2 are Lagrange
multipliers satisfying the Kuhn-Tucker conditions
!1t ￿ 0;It ￿ 0;!1tIt = 0 (25)
!2t ￿ 0;Rt ￿ 0;!2tRt = 0
6The necessary conditions are
@Ht
@ t




_  t = ￿
@Ht
@Kt
+ rt t = ￿
@￿t
@Kt
￿ rK + ￿ t + rt t (28)
_ ￿t = ￿
@Ht
@￿t






= ￿1 +  t + !1t = 0 (30)
@Ht
@Rt
= ￿1 + ￿t + !2t = 0 (31)
plus the transversality conditions
lim
t!1 tKte￿￿ rtt = 0 (32)
lim
t!1￿t￿te￿￿ rtt = 0 (33)
Because the two FOCs, (30) and (31), do not depend on either of the control variables I or R, they
typically cannot be satis￿ed simultaneously unless one of the Lagrange multipliers is positive, indicating
that one of I or R is zero and the other is set at its maximum value (which will be determined by the
aggregate budget constraint, explained below). We thus have bang-bang control, a consequence of the
Hamiltonian￿ s linearity in I and R. The bang-bang nature of the control variables means that in almost all
the phase space at most one of the controls is positive at any moment and at most one of the state variables
is being actively changed by the ￿rm.5 That simpli￿es the transition dynamics considerably.
2.4 General Equilibrium
We have ￿ve explicit markets (￿nal goods, intermediate goods, labor, physical capital, and equity) and ￿ve
corresponding prices (PY , PX, w, rK, and r). Symmetry implies that intermediate goods ￿rms all produce
the same amount of output, allowing us to write Xi = X. Substitution into the ￿nal goods production
function then yields Y = X for the supply of ￿nal goods. Thus the market-clearing condition for the ￿nal
goods market is
CD + SD ￿ (1 ￿ s)Y + sY = Y (34)
= X
where S is saving. The demand for intermediate goods is given by (6) and the supply by (7), so the market

















Capital demand is given by (23), and capital supply is a state variable whose current value is Kt, so the











5Physical capital depreciates, so it falls passively when I = 0.
7Finally, the equity market guarantees that the rate of return on equity equals the net rate of return on
physical capital:
rt = rK;t ￿ ￿
2.5 Optimal Solution and Adjustment Paths
We begin by imposing the requirements of general equilibrium on equations (28) and (29). Although
intermediate goods ￿rms are monopolistically competitive in the market for their products, they are com-
petitive in the market for loans. That guarantees that in general equilibrium the marginal values of K and
￿, given by the costate variables   and ￿, equal the corresponding marginal costs, both of which are always
1. We therefore have the results that  t = ￿t = 1 and consequently _  t = _ ￿t = 0 for all t. The requirements
of general equilibrium thus e⁄ectively reduce the dimension of the state space from four to two. Instead of
having to solve for the paths of K, ￿,  , and ￿, we need solve only for the paths of K and ￿. That allows
us to use a two-dimensional phase diagram to do the dynamic analysis. The phase diagram will use two
equilibrium loci, one concerning rates of return and the other concerning stationarity of the state variables
K and ￿. The general equilibrium condition that ￿ =   = 1 implies that the two ￿rst-order conditions (30)
and (31) are in fact satis￿ed simultaneously with the Lagrange multipliers equal to zero. These two FOCs
still are independent of the controls, so the intermediate goods ￿rm has the freedom to choose any values
of the controls within the feasible set. The ￿rm makes those choices by comparing the rates of return on
capital investment and R&D, as explained presently.
2.5.1 Rates of Return Locus




+ rK ￿ ￿ (38)





The right side of each equation is the marginal rate of return on the asset in question. Equating the two
gives
r￿ = rK ￿ ￿ (40)
This equation will provide one of the equilibrium loci in our phase diagram, so we must derive the expressions
for the two rates of return r￿ and rK.














PXdi = PX (43)
































where k ￿ K=(BL). Recall that both B and L are constant.

















As monopolistic competitors, intermediate goods ￿rms take aggregate Y as given, so that they act as if
@Y=@￿ is zero. Thus (46) reduces to
































































































9We next eliminate P1￿" in this last expression. To do so, ￿rst note that the production function for the ￿nal
goods sector, given by (2), is a continuous CES function. We can think of the right side of (2) as a composite
good assembled from the full range of intermediate goods (Ethier, 1982). The price index corresponding to






























which by (2) equals Y , so that PX must equal PY , the price of Y . Because Y is the numeraire, its price is


















Substituting (45) and (55) into (40) gives the ￿nal equation for the rates of return locus:
" ￿ 1
"
BLk￿ ln(k) = ￿
" ￿ 1
"








where k is the capital/labor ratio K=L.
2.5.2 State Variable Stationarity Locus
The second locus of interest is the set of points where K and ￿ are stationary simultaneously, that is, where
_ K = _ ￿ = 0. For our purposes, it is convenient to rewrite this equation as _ k = _ ￿ = 0, that is, in terms of the
capital/labor ratio k ￿ K=L rather than the capital stock K. The two loci are equivalent because constant
L implies that _ k = 0 if and only if _ K = 0. We derive the _ k = _ ￿ = 0 locus from the aggregate resource
constraint. Aggregate household income is the sum of wage income and dividends, wL + D. (Final goods
￿rms are perfect competitors with no pro￿ts to distribute as dividends, implying that total dividends DT
equal dividends from the intermediate goods ￿rms D.) By the national income accounting identity, this
income must equal the value of ￿nal goods, Y = wL + D. We can write
C + I + R = Y (58)
= C + sY
Cancelling C and using (8), (9), and the income accounting identity leads to
_ K + ￿K + _ ￿ = sY (59)
10The condition _ K = _ ￿ = 0 then is equivalent to the condition that
￿K = sY (60)
Dividing both sides by L converts everything to per capita terms:
￿k = sy = sk￿ (61)





This is the equation for part of the second equilibrium locus of our phase diagram. The remaining part is the
set of points where k = 0 and ￿ > 0. For such points, no intermediate goods are produced. Intermediate
goods are governed by Cobb-Douglas production. If capital￿ s share is anything other than zero, then capital
is essential for production. Consequently, there will be no production if ￿ > 0 and k = 0. With no
intermediate goods, there also are no ￿nal goods, no aggregate income, no saving, and so no R&D or capital
investment. Thus any point at which k = 0 and ￿ > 0 is a one where _ k = _ ￿ = 0. Note that this argument
does not apply to the point (k = 0;￿ = 0). Whenever ￿ = 0, intermediate goods production is linear in
labor:
X = BL (63)
Capital is irrelevant, so even if k is zero, intermediate goods and therefore ￿nal goods are produced. In
particular, at the point (k = 0;￿ = 0), aggregate saving is positive and depreciation is zero (because there is
no k to depreciate), implying that _ k + _ ￿ > 0. Thus the point (k = 0;￿ = 0) is not on the _ k = _ ￿ = 0 locus.
The _ k = _ ￿ = 0 locus is the union of all points satisfying (62) and all points (k = 0;￿ > 0). The sign of
the right side of (62) depends on the relation between s and ￿ and on whether k is greater or less than 1.
We discuss the case where s > ￿ ￿rst and the converse case subsequently. After we have constructed the
phase diagram for the various cases, we will discuss the economic implications of the dynamics implied by
the diagram.
2.5.3 Phase Diagram: s > ￿
The phase diagram is constructed in the k ￿ ￿ plane. There are two equilibrium loci, given by equations
(57) and (62).
The equation for the r￿ = rK ￿ ￿ locus, (57), implies that
(1) At k = 0: ￿ = 0 and d￿=dk = +1
(2) At k = 1: ￿ = ￿B￿1"(" ￿ 1)
￿1 > 0 and d￿=dk = L + "(" ￿ 1)
￿1 (1 ￿ ￿)￿B￿1 > 0.
See the Appendix for the derivations. The ￿rst set of relations tells us that the r￿ = rK ￿ ￿ locus passes
through the origin and has an in￿nite slope there. The second set of relations tells us that the locus has
a positive ￿nite slope where it crosses the vertical line k = 1, but we cannot tell from the expression for ￿
whether the value of ￿ is greater or less than 1 at the crossing. The value of ￿ at that crossing point has
some implications for the economy￿ s dynamic behavior. We start with the assumption that ￿ < 1 where the
r￿ = rK ￿ ￿ locus crosses k = 1 and consider the converse case later. In either case, we have r￿ < rK ￿ ￿
at points above the locus and r￿ > rK ￿ ￿ at points below the locus.
The _ k = _ ￿ = 0 locus consists of the vertical axis above the origin and the curve determined by equation
(62). On the right side of equation (62), the numerator of the second term is positive because we are
considering the case where s > ￿. The denominator￿ s sign depends on whether k is less than or greater than
1. For k < 1, the denominator is negative, making the entire second term positive, which in turn implies
that ￿ > 1. Thus the _ k = _ ￿ = 0 locus lies above the horizontal line ￿ = 1 for all k < 1. The opposite is
true for k > 1. The locus therefore is discontinuous at k = 1, with ￿ ! +1 as k ! 1 from the left and with
￿ ! ￿1 as k ! 1 from the right. The slope is positive for all k 6= 1 and unde￿ned when k = 1. Finally,
￿ = 1 at k = 0. The precise appearance of the phase diagram depends on how much larger s is than ￿.
11When s is su¢ ciently larger than ￿, the _ k = _ ￿ = 0 and the r￿ = rK ￿ ￿ loci do not intersect, as shown in
Figure 1. Otherwise, the loci do intersect, as shown in Figure 2.
Consider Figure 1. Only the part of the ￿gure below the horizontal line ￿ = 1 is relevant because
￿ cannot exceed 1. In the relevant part, the equilibrium loci divide the phase plane into three regions,
labelled I, II, and III. In region I, the rate of return r￿ to R&D is less than the rate of return rK ￿ ￿ to
investment in capital. R&D therefore is zero and capital investment is positive because of the bang-bang
nature of the controls. With zero R&D, ￿ is constant. Total asset accumulation in region I is positive
(_ k + _ ￿ > 0), so capital investment exceeds depreciation and k grows. The dynamic adjustment paths in
region I are horizontal, with ￿ constant and k growing.. In region II, we still have _ k + _ ￿ > 0, but we now
have r￿>rK ￿￿, implying that R&D is positive and capital investment is zero. As a result, ￿ grows, k falls
because of depreciation, and the dynamic adjustment paths point northwest. Region III is like region II
except that total asset accumulation is negative (_ k+ _ ￿ < 0), a fact of no importance for our purposes. Thus
regions II and III are essentially the same. All dynamic adjustment paths reach the r￿ = rK ￿ ￿ locus and
then move along it in a northeasterly direction. Eventually ￿ reaches its maximum value of 1, after which
all investment is devoted to capital accumulation, moving the economy in a horizontal direction to the right.
The economic implications of these dynamics will be discussed after we have examined the other possible
versions of the phase diagram.
In Figure 2, the saving rate s still exceeds the depreciation rate ￿, but by an amount su¢ ciently small
that the two equilibrium loci intersect. The intersection divides region II into two parts, IIa and IIb, and
creates a new region IV. The dynamics in regions I-III are as before. In region IV, r￿ < rK ￿ ￿, so no
investment is devoted to R&D, leaving ￿ constant. Also, total asset accumulation is negative (_ k + _ ￿ < 0),
meaning that investment in capital, though positive, is less than depreciation, and k falls. The dynamic
adjustment path is horizontal with ￿ constant and k falling. The part of the _ k + _ ￿ = 0 locus to the left of
the segment x-z - that is, the heavy arc between points x and z in Figure 2 - is a set of steady states. The
phase plane is divided into three basins of attraction by the heavy dotted lines labeled SU and SL. The
basins are labeled with capital letters inside circles. Basin A is a basin of attraction for the single point x.
Basin B is a basin of attraction for the rest of segment x-z. Each point on the segment x-z other than x
has as its basin of attraction all the initial points lying on the dynamic adjustment paths leading to it, one
from the left of the _ k + _ ￿ = 0 locus and one from the right. The dynamics in the remaining basin, C, are
the same as in Figure 1.
Figures 1 and 2 are drawn under the assumption that the intersection of the r￿ = rK ￿ ￿ locus and the
vertical line k = 1 occurs at a value of ￿ less than 1. Figure 3 shows the case where that intersection occurs
at a value of ￿ greater than 1. Figure 3 is essentially like Figure 1. There is no region IV, all dynamic
adjustment paths lead to the r￿ = rK ￿ ￿ locus, and ￿ eventually is driven to its maximum value of 1.
Irrespective of which case holds, the transversality conditions (32) and (33) are satis￿ed. In the cases
of Figures 1 and 3, the economy reaches the AK balanced growth path. On that path, the interest rate is
constant and equal to the net marginal product of capital, so that ￿ r = rt = B ￿ ￿, and capital grows at the
rate sB ￿ ￿ < B ￿ ￿ = r. Also,   = 1 for all t. We thus have
lim
t!1 tKte￿￿ rtt = lim
t!1K0e(sB￿￿)te￿(B￿￿)t = 0
The share parameter ￿ reaches a terminal value of 1, and at all times ￿ = 1, so that
lim
t!1￿t￿te￿￿ rtt = lim
t!1e￿(B￿￿)t = 0
In the case of Figure 2, the economy reaches a steady state in which capital is constant and ￿ has a constant
value less than 1, again guaranteeing that (32) and (33) are satis￿ed.
122.5.4 Phase Diagram: s < ￿
When the saving rate s is less than the depreciation rate ￿, the _ k+ _ ￿ = 0 locus is re￿ ected about the vertical
line k = 0. The r￿ = rK ￿ ￿ locus is unchanged. We thus have the diagram shown in Figure 4. The
four regions have dynamics like those in the corresponding regions of Figure 2, so detailed discussion of their
properties is unnecessary. The heavy segment of the _ k + _ ￿ = 0 locus between the point (0,1) and the point
x where the two equilibrium loci cross is a set of steady states, corresponding to the x-z segment in Figure
2. What is di⁄erent from Figure 2 is that all dynamic adjustment paths lead to this set of points. There is
no region leading to ￿ = 1. The only possible steady state with ￿ = 1 has k = 0. The point x here is like
the point x in Figure 2 in that the entire region A is a basin of attraction for it.
Figure 5 shows the phase diagram if the intersection of the r￿ = rK ￿￿ locus and the vertical line k = 1
occurs at a value of ￿ greater than 1. In contrast to the situation in Figures 1 and 2, here nothing important
is changed.
The same arguments as in the case where s > ￿ show that the transversality conditions (32) and (33) are
satis￿ed.
2.6 Economic Implications
The theory o⁄ers several interesting implications.
2.6.1 The Big Three
Three aspects of this economy￿ s dynamics are especially noteworthy: the nature of the origin, the ultimate
form of the production function, and the appearance of the economy at any point on its transition path.
First, in contrast to all other growth models that use a Cobb-Douglas production function, the origin
is not a steady state. In other models, an economy starting at the origin stays there. In contrast, in our
model the origin is a repeller point: an economy starting at the origin moves away from it. What allows
this novel behavior is that output at the origin is positive rather than zero because, at the origin, production
of intermediate goods is linear in labor, as explained above. Consequently, saving is positive even at the
origin, and investment occurs. Investing in capital alone would be pointless if ￿ were not increased from
zero, and increasing ￿ would be equally pointless if capital were not accumulated. Consequently, k and ￿ are
increased simultaneously, and the economy moves along the r￿ = rK ￿ ￿ locus in a northeasterly direction.
This kind of behavior at the origin seems realistic, at least if one accepts the theory of evolution. According
to that theory, humans arose from other animals. Presumably, those animals were like modern animals
in not building capital or doing R&D. Thus humans started with nothing except their labor and, through
their own e⁄orts, moved away from that state. The image we have in mind is the insightful ape in the ￿rst
act of the movie 2001: A Space Odyssey, who has no capital but discovers the use of tools. The di⁄erence
between the movie and our theory is that in our theory, instead of getting his inspiration exogenously from
the Monolith, the ape ￿gures out how to use tools with his own wits and resources. Our theory is in that
sense the culmination of the Renaissance view of man.
This behavior at the origin is an interesting result in itself but it also has the strong result for the theory
of economic development of allowing a fully endogenous transition from the most primitive economy possible
to industrialization. Most existing models of this economic transition (e.g., Goodfriend and McDermott,
1995; Hansen and Prescott, 2002; Zeira, 2005) simply endow the economy exogenously with two production
technologies, one primitive and one advanced. The models then produce some means for making the
transition from one to the other. These models o⁄er a host of useful insights, but they beg the fundamental
question of where the technologies come from. It seems unrealistic to suppose that humans always have had
at their disposal all the technologies they will ever use. Even a casual look at the history of economic growth
and development shows that much human R&D activity has been directed at ￿nding either new products
13or new ways to produce old products. What else do the words "discovery," "invention," and "innovation"
mean? A realistic model would have the technology of production itself be an endogenous variable that
evolves in response to the e⁄ort that people expend on improving it. Indeed, Solow (1994) has remarked:
"I think that the real value of endogenous growth theory will emerge from its attempt to model
the endogenous component of technological progress as an integral part of the theory of economic
growth."
The model presented above has that very characteristic. Advanced technologies are generated endogenously
by the economy through devotion of resources to research and development. Galor and Weil￿ s (2000)
transition model also avoids the undesirable exogenous endowment of primitive and advanced technologies,
and it provides an almost fully endogenous theory of economic transition. Even it, however, has a problem
at the origin and requires an initial period of exogenous technical progress to kick the economy out of its
primitive state and start the endogenous transition process. In our model, no exogenous progress ever
occurs, and the transition is completely endogenous.
The second noteworthy aspect of our economy￿ s dynamics is the behavior at the other end of the transition
path, the form of the production function that the economy ultimately attains. For a saving rate below the
rate of depreciation (see Figures 4 and 5), the economy reaches a steady state with ￿ somewhere between 0
and 1. This is a standard Solow economy, here having a zero rate of growth because there is no population
growth or exogenous technical progress. However, if the saving rate is larger than the depreciation rate,
then the Solow economy is a possible resting place for the economy (the segment x-z in Figure 2) but not a
necessary one. The other possibility is an AK economy (see basin C in Figure 2). Indeed, if the saving rate
is high enough (Figures 1 and 3), the AK outcome is not merely possible but inevitable. Furthermore, the
AK limit is reached in ￿nite time, after which growth continues perpetually at a constant rate. Thus the
AK model is a possible outcome of technical progress. To put it in more general terms, an economy with
constant returns to the reproducible factors and thus perpetual endogenous growth is a possible outcome of
the growth process itself. This outcome stands in sharp contrast to Solow￿ s (1994) doubts about endogenous
growth theory:
"The conclusion has to be that [the constant returns] version of the endogenous-growth model is
very un-robust. It cannot survive without exactly constant returns to capital. But you would
have to believe in the tooth fairy to expect that kind of luck."
In fact, no tooth fairy is required for the economy to achieve constant returns to capital and the perpetual
endogenous growth that ￿ ows from it. Constant returns to capital not only can but inevitably will emerge
from an economy that starts with diminishing returns or even no returns at all to capital, provided the
saving rate is su¢ ciently high. Whether the possibility for perpetual growth is realized depends on human
behavior, not supernatural intervention.
The third noteworthy aspect of our economy￿ s dynamics is the implication it has for what would be seen
by an observer with the conventional view that Cobb-Douglas factor shares are constant. At any transition
point on any dynamic adjustment path, a snapshot of the economy would suggest an inability to sustain
endogenous growth. The economy would have a Cobb-Douglas technology with constant TFP, a value of
￿ between 0 and 1, and diminishing returns to the reproducible factor. Even in the economy depicted
in Figure 1, which is guaranteed to attain in ￿nite time the AK model of perpetual endogenous growth,
an observer who imposes the standard maintained joint hypothesis that factor shares are constant would
estimate a production technology that cannot sustain endogenous growth. He would agree with Solow
(1994) - to quote him yet again:
14"If [the constant returns version of new growth theory] found strong support in empirical material,
one would have to reconsider and perhaps try to ￿nd some convincing reason why Nature has no
choice but to present us with constant returns to capital. On the whole, however, the empirical
evidence appears to be less than not strong; if anything, it goes the other way."
The observer￿ s view would be incorrect because the maintained joint hypothesis is incorrect: capital￿ s share ￿
is not constant. In particular, the non-reproducible factor L becomes increasingly inessential as technological
progress continues. Increasing emphasis is placed on the reproducible factor K, and as a result endogenous
growth is sustainable. We present evidence below that factor shares have been changing in ways consistent
with this theory.
2.6.2 Other Implications
The theory has the unusual characteristic for an endogenous growth model that neither imperfect competition
nor externalities are necessary for R&D to take place. The model has been cast in terms of monopolistic
competition, but examination of the solution shows that imperfect competition is not necessary for R&D
to occur. The important relations are the two equilibrium loci given by equations (57) and (62). The
elasticity of substitution " is the indicator of competitiveness in this economy. Larger values of " indicate
less monopoly power, with perfect competition holding when " = 1. The r￿ = rK ￿ ￿ locus is well de￿ned
for any admissible value of ", including in￿nity, and the _ k + _ ￿ = 0 locus is independent of ". Consequently,
everything we have derived is valid for the competitive case. Note also that there are no externalities in
this model. The model thus delivers the possibility of self-sustaining endogenous growth without either
of the usual conditions of endogenous growth theory. The important element is that the fruits of R&D
are excludable. As long as that condition is met, ￿rms will conduct R&D, irrespective of whether they
have market power or are competitive. The ￿rm￿ s goal is to deliver the maximum possible present value
of dividends to its shareholders. Even in the absence of monopoly pro￿t (that is, even when ￿ is zero),
the ￿rm pays its owners a dividend consisting of the return to capital. The investment division￿ s part in
maximizing present value is to provide the ￿rm with the most e¢ cient production technology possible. It
has two tools at its disposal: investment in physical capital and R&D. Each costs one unit of ￿nal goods,
so the investment division splits its budget between its two activities in whatever way maximizes productive
e¢ ciency. No monopoly pro￿t is necessary to make R&D worthwhile.
Though not necessary, market power still is relevant to the solution of the model. It may even guarantee
the AK outcome. Figure 3 shows a situation in which the r￿ = rK ￿ ￿ locus is su¢ ciently high that it
intersects the vertical line k = 1 at a value of ￿ greater than 1. As a result, the AK model is the economy￿ s
inevitable outcome for any s > ￿. The height of the r￿ = rK ￿ ￿ locus is determined by three parameters:
B, ￿, and ". The last of these is ￿nal goods production￿ s elasticity of substitution in the intermediate goods.
The lower the elasticity of substitution ", the more monopoly power the intermediate goods ￿rms have and
also the higher is the value of ￿ at the intersection of the r￿ = rK ￿ ￿ locus and the vertical line k = 1.
Thus greater monopoly power increases the possibility and perhaps even guarantees that the AK model
and perpetual endogenous growth are the economy￿ s balanced growth outcome. This result suggests the
typical welfare trade-o⁄ found in endogenous growth theory. On the one hand, monopoly power is directly
welfare-reducing, but on the other hand it may lead to sustained growth, which is welfare-enhancing. What is
di⁄erent here is that monopoly power is not necessary for growth, as it is in most endogenous growth models.
An evaluation of the net welfare e⁄ect of monopoly power requires an intertemporal welfare function and so
is beyond the scope of the present version of the theory, which for the sake of simplicity has been constructed
to avoid introducing a utility function.
In our theory, if the saving rate is su¢ ciently high to make the AK model the ultimate outcome, then
the AK model will be reached in ￿nite time. That result arises because the R&D production function is
independent of the level of ￿; see equation (9). If instead the change in ￿ became more di¢ cult as ￿
approached 1, the AK limit might be reached only asymptotically. It is not obvious, though, what the right
structure for the R&D production function is. The idea of changing ￿ through R&D has been given little
15thought heretofore, and there is essentially no evidence or experience to guide the speci￿cation of the R&D
production function. The theory calls for econometric studies aimed at determining the nature of the R&D
production function. National income accounts data now span more than three-quarters of a century and
may provide su¢ ciently long series on factor shares to make time series studies worthwhile.
A critical issue for the economy￿ s path is whether the saving rate s exceeds the depreciation rate ￿, or
equivalently whether the ratio of s to ￿ exceeds 1. That ratio can be increased either by raising s or by
reducing ￿. In our model, s and ￿ both are taken as exogenous constants, but in reality both vary. The
saving rate obviously would be endogenous in a complete model of household choice. We have treated it as
constant here merely for tractability, not for realism. Similarly, there is no reason why the depreciation rate
need be constant. Indeed, in reality it seems to fall. Automobiles require less maintenance now than they
did two or three decades ago, and solid-state electronics break down far less often than their vacuum tube
predecessors. In other words, still another dimension of technical progress is control of the depreciation
rate. Adding endogenous savings or depreciation rates is well beyond the scope of the present paper, but it
would be an interesting area for further research.
The characteristics of the transition to the balanced growth path (which may be just a steady state)
depend on the economy￿ s starting point. For some starting points, the transition is just like the classical
transitional dynamics of the Solow model, with ￿ constant the entire time and k changing monotonically.
In general, however, the transition can involve non-monotonic behavior in k, rising ￿, and switches between
rising and constant ￿, depending on the initial values of k and ￿. For example, starting points in basin
B of Figure 4 have trajectories along which k always falls but ￿ ￿rst rises and then is constant. Starting
points in basin A of Figure 4 and anywhere to right of the r￿ = rK ￿ ￿ locus in Figure 1 have trajectories
along which ￿ always rises but k ￿rst falls and then rises. Starting points in phase I of all the Figures have
trajectories along which k initially rises with ￿ constant but then, if the trajectory hits the r￿ = rK ￿ ￿
locus, ￿ starts rising as well. It is not clear what should be considered the right starting point for humanity.
Apparently, initial ￿ was at or near zero. Animals produce income with production functions that use
no capital, indicating that capital cannot be essential for them. In terms of our model, their ￿ is zero.
Early man would have started with the same production function. (Remember the ape in 2001.) Nature,
however, apparently has endowed the world with a small amount of physical capital. Sticks and stones are
available for the taking virtually everywhere. All that is needed is the knowledge to use them. (Again
remember the ape in 2001.) In addition, at the point where children become adults and members of the
economic community, they have a fair amount of human capital in the form of language, learned practices,
and social skills. Let us consider the possibility, then, that there is a positive minimum amount of total
capital kMin. In that case, the dynamic adjustment paths in the Figures must be changed. Nothing is
de￿ned to the left of kMin, and at kMin itself, the dynamic adjustment path in regions II and III points
straight up, with k ￿xed at kMin.and ￿ increasing. Suppose further that kMin is near 1. Then increases in
￿ initially would have little e⁄ect on income. Time would pass, but income per person would change little.
This behavior corresponds to the facts of human history emphasized by Lucas (1992, Chapter 5). Thus even
this very simple version of the theory is capable of producing an adjustment path that resembles the path
actually taken by humanity. It would be interesting to see what implications would emerge from a model
that extended the theory to include a distinction between physical and human capital and that introduced
endogenous demography.
The theory has obvious implications for the dynamics of income distribution. In the cases where the
AK model is the limiting behavior of the economy, the non-reproducible factors eventually are eliminated
altogether. Unskilled labor presumably is not reproducible in the sense used here, so its share of income
would dwindle, eventually reaching zero. In the present version of the theory, the AK limit is reached in
￿nite time whenever it is the limiting behavior of the economy. That would imply that unskilled labor
would be displaced completely from the production function and earn no income at some ￿nite date. As
mentioned already, reaching the AK limit in ￿nite time may be a consequence of the R&D production
function used here and may not be a general result. In any case, though, the qualitative behavior of the
theory apparently would be the same: the income share of the non-reproducible factors, including unskilled
labor, would diminish over time. Of course, a reduction in share does not necessarily imply a reduction of
16income. If the pie is growing fast enough, the size of a slice can increase in absolute size even if it is falling
in relative size. Ultimately, however, even the absolute size must fall because no income at all is being paid
to the non-reproducible factors once ￿ = 1. It is important to note that this conclusion does not apply to
labor in general. Recall that our variable K is broadly de￿ned and includes human capital. An increase in
￿ would tend to increase the share of skilled labor. These implications are consistent with the behavior of
income shares, as discussed below.
Finally, the theory developed here is related to the one version of endogenous growth theory that does
not rely on factor augmentation - growth through substitution. If the economy has a CES production
function and if the elasticity of substitution is su¢ ciently high, the economy will grow endogenously. The
growth is achieved by building capital at a rapid rate and substituting it for labor. The aspect of this theory
that is unsatisfactory is that whether the elasticity of substitution is su¢ ciently high is simply a matter of
endowment: either the economy has a su¢ ciently high elasticity or it doesn￿ t. Modern industrial economies
apparently do not have elasticities of substitution above the critical level to sustain endogenous growth.6 Our
theory also can be regarded as one of growth through substitution. That may seem strange at ￿rst because
we have a Cobb-Douglas production function. Normally, such a function has an elasticity of substitution of
1, which is never large enough to sustain endogenous growth through substitution of factors. The di⁄erence
here is once again the variability of the factor shares. For a given ￿, the elasticity of substitution is 1, but in
our theory ￿ is itself an endogenous variable. As the dynamic adjustment paths in Figures 1-5 show, ￿ can
be considered a function of k and therefore of K and L. As a result, the elasticity of substitution depends
on k, which changes as the economy evolves.7 In the situation of Figure 1, where perpetual growth is
guaranteed, R&D ultimately raises ￿ and thereby makes capital more productive relative to labor. Capital
then is built and substitutes for labor. The advantage of our theory over the usual CES version is that our
theory does not rely on a fortuitous exogenous endowment of a su¢ ciently high elasticity of substitution.
Instead, the necessary elasticity is created endogenously from scratch by the R&D process.
3 Evidence on Factor Share Variation
We mention brie￿ y some of the evidence that factor shares actually do change systematically over time.
A simple bit of evidence consistent with our theory is the near disappearance of land￿ s share of national
income. In an industrial economy, the share of output going to land is so small that land almost always
is omitted from the aggregate production function. Land is perhaps the most ￿xed input there is. It is
possible to make tiny additions to land by dredging bodies of water, but the changes brought about are so
small as to be imperceptible
A more complicated piece of evidence is the behavior of physical capital￿ s share. It is routinely said that
physical capital￿ s ￿ s share of national income is "roughly constant" at about 30%. In fact, the widely repeated
statement is misleading. Physical capital￿ s share actually has not been constant over either the short run or
the long run, varying substantially over time in many countries. Seater (2005) reports statistically signi￿cant
negative trends in physical capital￿ s share for Canada Japan, and the US. For example, using data from
6See Chapter 1 of Barro and Sala-i-Martin (2003) for a discussion of the theory of growth through the CES function and
Pereira (2003) for a discussion of the evidence.
7The dependence is very complicated. The intermediate goods production function can be written as
X = BK￿(K;L)L1￿￿(K;L) = F(K;L)
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but the simpli￿cation does not apply here because of the dependence of ￿ on K and L means that F(K;L) is not HOD1.
17by Sato (1970), he shows that physical capital￿ s share in the US has been declining over time. Figure 6






where the ￿gures in parentheses are standard errors. Blanchard (1997, 1998) and Jones (2003) also report
signi￿cant trends and variations around trends in physical capital￿ s share in many countries.
A decrease in capital￿ s share might seem inconsistent with our theory, which predicts an increase. Re-
call, however, that the term "capital" has been used in a very broad sense that encompasses all types of
reproducible factors, including human capital. The foregoing evidence on physical capital￿ s share illustrates
that some commonly held beliefs about the intertemporal behavior of factor shares are incorrect, but to see
if shares behave in ways consistent with our theory, we need to look at the shares of all reproducible factors,
not just physical capital. Bound and Johnson (1995) show that skilled labor￿ s share has risen at the expense
of unskilled labor￿ s share. Skills are a form of human capital, so Bound and Johnson￿ s evidence is consistent
with our theory￿ s prediction. Even stronger is Krueger￿ s (1999) evidence that unskilled labor￿ s share in the
US fell from 13.0% in 1959 to 4.9% in 1996. If the three main factors of production are physical capital,
human capital, and raw (equivalently, unskilled) labor, then Krueger￿ s ￿ndings that the income share of the
single non-reproducible factor has been declining is also evidence that the share of the complementary (and
reproducible) factors taken together has been rising, as our theory predicts.
Taken as a whole, the data for the US suggest that income shares have shifted from unskilled labor to
broadly-de￿ned capital (that is, physical and human capital) and that, within broad capital, the shares have
shifted from physical to human capital. The latter ￿nding is beyond the scope of our theory to explain
because we make no distinction among types of reproducible factors. Doing so would be a worthwhile
extension.
Finally, Sato and Beckman (1968) estimate several possible production functions for Germany, Japan, and
the United States, including a Cobb-Douglas form with time-varying factor shares. That form is acceptable
for all three countries and is the preferred form for Japan. These results are consistent with time-varying
factor shares in general and within a Cobb-Douglas framework in particular, as in our theory.
4 Conclusion
We have proposed a theory of endogenous technical progress that alters factor shares. As we have seen,
the theory can deliver perpetual economic growth without any sort of factor augmenting technical change.
In particular, under some parameter settings, the AK model is the endogenous limit of the economy. Growth
occurs along the transition path to this limit, and of course perpetual, self-sustaining growth occurs in the
AK limit itself. In addition, the theory o⁄ers a totally endogenous explanation for the transition from the
primitive state at the dawn of mankind to a modern post-industrial economy with no reliance on exogenous
technical change, scale e⁄ects, or endowments of alternative technologies. Human progress is entirely the
result of human activity. Neither the Monolith nor the Tooth Fairy is required.
Our theory has an important implication for the time path of the price of non-reproducible factors of
production, such as land, labor, and natural resources. If the economy gets on a path that leads to the AK
model, then the non-reproducible factors drop out of the production process altogether, meaning that their
prices eventually go to zero. This result is in line with Julian Simon￿ s (1998) well known remark:
"Our supplies of natural resources are not ￿nite in any economic sense. Nor does past experience
give reason to expect natural resources to become more scarce. Rather, if history is any guide,
natural resources will progressively become less costly, hence less scarce, and will constitute a
smaller proportion of our expenses in future years."
18Unskilled labor also is an non-reproducible factor. Our theory therefore has important implications for
income distribution dynamics. Assuming that the economy starts at or near the origin, unskilled labor￿ s
share drops along the adjustment path, irrespective of which of Figures 1 through 5 pertains. In the cases
of Figures 1 or 3, where the economy eventually reaches the AK limit, unskilled labor￿ s share disappears
altogether. This outcome is similar to what already has happened to land￿ s income share in industrialized
economies. It does not mean that labor as a whole will have no income, only that the unskilled component
will. Human capital, which is subsumed under our broadly de￿ned "capital," will continue to earn income.
In fact, its share may even increase over time.
The theory suggests several lines for future research, both theoretical and empirical. An obvious extension
would be to include both factor-augmenting and share-altering technical change. Empirical evidence suggests
that both occur, so a complete theory would accommodate both. We also have explored along these lines,
and again the theory seems tractable and interesting. Initial results suggest that there are two endogenous
growth limits, one being the AK model as in the theory presented above and the other being the AH model,
where H is labor-augmenting technical progress. Another interesting line of theoretical development would
be to make either saving or depreciation endogenous. Endogenous saving would be parallel to moving from
the Solow model to the Cass model. It is non-trivial because of the increase in the dimensionality of the
system and the fact that saving would behave continuously rather than in a bang-bang manner. Endogenous
depreciation would be another dimension of technical progress.
On the empirical side, our theory suggests that factor shares should change over time. Empirical evidence
supports that prediction. That fact has an implication for measurement of Total Factor Productivity. Hall
and Jones (1999), for example, use a Cobb-Douglas production function to estimate TFP for a large set of
countries. They ￿nd that cross-country di⁄erences in TFP are of paramount importance in explaining cross-
country di⁄erences in economic performance. In making their estimates, they make the usual assumption
that countries have the same capital share of (about) 0.3. Gollin (2002), however, has shown that factor
shares di⁄er substantially across countries. Hall and Jones￿ s estimates strongly suggest that technology
di⁄erences are important in explaining cross-country di⁄erences, but Gollin￿ s estimates suggest, in conformity
with our theory, that it may not be appropriate to summarize all di⁄erences in technology by di⁄erences in
TFP. It would be useful to re-calculate estimates of TFP across countries using Gollin￿ s factor share estimates.
It then would be possible to see how much of the variation in cross-country economic performance depends
on di⁄erences in TFP and how much depends on di⁄erences in factor shares.
The most encouraging aspect of the theory is its formalization of Simon￿ s (1998) vision:
"The ultimate resource is people - especially skilled, spirited, and hopeful young people endowed
with liberty - who will exert their wills and imaginations for their own bene￿t, and so inevitably
bene￿t not only themselves but the rest of us as well."
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20Appendix
1. Phase space equilibrium loci.
(A) r￿ = rK ￿ ￿.
Straightforward substitution into (57) shows that ￿ = 0 when k = 0 and ￿ = ￿A￿1"(" ￿ 1)
￿1 when
k = 1. If ￿A￿1"(" ￿ 1)
￿1 < 1, then the value of k at which ￿ = 1 is greater than 1; otherwise, it is less
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because, by L￿ Hopital￿ s Rule,
lim
k!+1

























which is positive for all k 6= 1: At k = 1, the slope is either +1 or ￿1, depending on whether k approaches
1 from the left or from the right.
21Figure 1: Basic model, phase diagram, s >> ￿.
22Figure 2: Basic model, phase diagram, s > ￿, with an intersection of the equilibrium loci
23Figure 3: Phase diagram, s > ￿, intersection of r￿ = rK ￿ ￿ and k = 1 at ￿ > 1
24Figure 4: Phase diagram, s < ￿
25Figure 5: Phase diagram, s < ￿, intersection of r￿ = rK ￿ ￿ and k = 1 at ￿ > 1
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Figure 6: Capital￿ s share in the US, Sato data.
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