Abstract: Anycast is a new communication service de®ned in IPv6 (Internet Protocol Version 6 for the next generation). An anycast message is the one that should be delivered to the`nearest' member in a group of designated recipients. Anycast and multicast mechanisms may be integrated to provide better services. A group of replicated (or mirrored) servers that provides anycast service may also provide multicast services and needs multicast to consistently update, whereas anycast routing may help a multicast request to reach the`nearest' member in a multicast group. A novel integration routing protocol is presented for both multicast and anycast messages communications in the internet. The protocol is composed of four algorithms: (1) dynamic anycast routing algorithm for ef®cient transmission of anycast messages over the internet to a group of servers. (2) integrated anycast routing with core-based tree technique based on multicast routing algorithms taking advantage of short delay, high throughput and load sharing. (3) Fault-tolerant algorithms for both anycast and multicast routing using backup paths restoring techniques. The performance ®gures have demonstrated the bene®ts of anycast routing in reducing end-to-end packet delay, and attaining load balance and fault-tolerance for multicast.
Introduction
Internet multicast communication services have been widely recognised as a very useful tool for many internet applications such as audio and video conferencing, replicated database updating and querying, software update distribution, stock market information services and resource discovery.
Anycast is a new communication service de®ned in IPv6 (Internet Protocol Version 6 for the next generation). An anycast message is the one that should be delivered to thè nearest' member in a group of designated recipients [1] . An example of an anycast service is that multiple mirrored web sites can share a single anycast address, and users could simply send a request to the anycast address to obtain information (e.g., weather and stock quotes etc.). Anycast and multicast mechanisms may be integrated to provide even better services. For example, a group of replicated (or mirrored) servers that provides anycast service may also provide multicast services and need multicast to do consistent updating, whereas anycast routing may help a multicast request to reach the`nearest' member in a multicast group. The`nearest' member can be measured by the shortest delay for the transmission.
Little research has been done on anycast routing algorithms and to our best knowledge, no work on integration routing protocol for both multicast and anycast messages has been reported. This paper presents a reliable and ef®cient integrated routing protocol for both multicast and anycast communications. We will discuss our protocol focusing on the following three aspects: First, reliable and dynamic anycast routing algorithms for ef®cient transmission of anycast messages to a group of servers. Secondly, new multicast routing algorithms based on tree structure taking advantage of anycast routing in exploring reliability, short delay, and load sharing for multicast traf®c. Thirdly, fault-tolerance algorithms using backup paths technique for anycast and multicast routing. When a faulty component in the network is detected, some prede®ned backup path(s) is (are) used to bypass the faulty component and thus enable the multicast communication to continue. Backup paths can be identi®ed of¯ine. At runtime, our protocol will only require that routers on the backup path(s) be recon®gured. In this way, we are able to reduce the runtime overhead of the protocol without compromising performance.
Related work
Extensive studies have been carried out on routing unicast and multicast messages [2±5] . There are two primary unicast routing schemes: single path and multicast path routing. Single path routing may overload the selected path and hence cause traf®c congestion [6] . The multiple path routing will split traf®c into several different paths. Many analyses have shown that the multiple path routing algorithms can increase network throughput and decrease message delay [7, 8] . Earlier studies and projects mostly addressed multiple paths routing for unicast messages. A survey on the multiple path routing algorithms can be found in [9] . Some of the algorithms split traf®c to multiple paths all the time. Heuristic [10, 11] and optimal methods
[12±16] can be catalogued into these type of algorithms. Some algorithms split traf®c only when the optimal path becomes inoperable [17±19] . For example, in [19] , a SPF-EE algorithm is developed. With the algorithm, traf®c is routed along the shortest path under normal condition. Only in the presence of congestion and resource failures, is the traf®c moved to alternate paths. The ideas of the multiple path routing algorithms are also used in recent versions of internet protocols. OSPF distributes traf®c over paths, which have (almost) equal length [20] . IGRP goes even further: it quanti®es the notion of`almost equality' by introducing variance coef®cient of path lengths and uses it in route selection [21] .
In general, there are two approaches for multicast routing protocols over the internet: source based tree routing and shared tree routing. Many protocols have been developed including distance-vector multicast algorithm (DVMRP) [22] , MOSPF (multicast open shortest-path ®rst) [23] , PIM (protocol independent multicast) [24] , and CBT [25] . The categorisation of those protocols has been described in [26] . PIM architecture supports both shared and source-speci®c distribution trees. PIM Dense and MOSPF are source-based-tree multicast protocols and PIM Sparse and CBT are shared tree protocols.
Because more and more applications demand anycast services, in the latest version of IP speci®cation, Ipv6, anycast has been de®ned as a standard service [27] . Several studies have been done on communication with anycast messages since the notion was introduced [28] . In [27] , it was determined that the anycast addresses are allocated from the unicast address space with any of the de®ned unicast address format. Recently, Deering and Hinden [29] de®ned Subnet-Router as anycast address for all routers within a subnet pre®x, taking from the unicast address space, an additional set of reserved anycast addresses within each subnet pre®x has been de®ned and listed [29] . The implication of an anycasting service supported at the application layer has been explored [30] . The internet draft [29] addressed the issue relevant to notifying a client the address of a server, which is initially accessed via an anycast address. Reference [32] uses network layer anycast for load distribution, especially taking into consideration of anycast packet¯ow of applications.
Modelling and metrics

Notation
Network: A network is modelled as a graph N(V, E) where V is a ®nite set of vertices in N, representing nodes (routers or switches) in the network concerned. E is a ®nite set of edges, representing the links between nodes. We do not explicitly represent hosts, the participation of a host in a multicast group is re¯ected via its local router that is responsible for routing multicast packets and maintaining the group information for all hosts in an area. Multicast communication is taken as a communication between a set of sources and a set of receivers.
Node and router: A node (say R) is next hop from another node (say R H ) if R can receive a packet directly from R H without going through any other router. The key data structure, which a router uses for routing is called a routing where the packet should be sent. The distance ®eld contains the value of the total distance of a path that leads to the host with the destination address. In a router, once the next hop of a packet is determined, the packet will be transported to a proper output (outgoing) interface where the packet will be transmitted into the associated output link, which, in turn, connects to the next hop. It is possible that a packet may have to queue at the output interface because the transmission of previous packet(s)
has not yet been ®nished. Obviously, if the network status is changed (e.g. some link fails, some router joins, etc.), the routing tables of routers in the network may need to be updated. We say that a router is recon®gured if its routing table is updated (in accordance with some protocol). A router has a number of input interfaces. We also assume that there is a FIFO queue attached to each output interface. Path: Routers in the network cooperatively decide a path for a packet and transmit the packet along the path. Formally, P ij denotes a path from R i to R j where R i and R j are nodes. A sequence of nodes may be listed explicitly in a path. We use terms`route' and`path' interchangeably.
Multicast packets: A packet is speci®ed by addresses of its source and destination. The source of a packet is usually a host. The destination for a multicast packet is denoted as G and represents a group of designated recipient hosts. That is, a packet with multicast address G should be sent to all the hosts in the recipient group.
Faults: At runtime, network components (e.g., links and routers) can fail. We assume that the faulty state of a component can be detected by (some of) its neighbouring routers. This can be achieved by a`keep-alive' mechanism operating between adjacent (directly linked) routers. A keep-alive mechanism may be implemented by means of ICMP echo request/reply messages [33] .
Metrics and modeling
Three quantities are of particular interest in characterising the performance of routing algorithms, which are similar to the criteria in [34] : Transmission delay (TD) is measured as the maximum time traversed by a packet from a source to all destinations. It is the upper bound of the delay a multicast packet experienced in network N (without considering any queuing delay). Because many multicast applications have real-time requirements and are interested in bounded delay, maximum transmission delay is considered through a source-receiver path, as opposed to an average source-receiver delay. Bandwidth consumption (BC) is measured as the total number of links used to deliver a packet from a source node to all receiver nodes. Traf®c concentration (TC) is measured as the number of packets transmitted across each link per unit time.
For CBT group modelling, we de®ne G as a group of multicast member nodes (receivers) under concern and a speci®c router c is designated as a core. CBT tree T(G) is a subgraph of N and T(G) (V(T), E(T)), which is the shared shortest path tree from the core to all the members. We de®ne the routers in the set V(T)as the ontree routers, others are thus de®ned as offtree routers.
Delay modelling: As described in the previous section, TD is used to measure the maximum time traversed by a packet from a source to all destinations. A packet must pass through links and routers and reach the ®nal destination members. Therefore, we model the TD in terms of three delays. Router transmission delay d l ij is de®ned as the delay required for router R i to transmit a packet from its lth output interface (denoted as I il or simply I l ) to router R j . Sometimes we also take d ij as d(I il ) or simply d(I l ). In terms of shortest path delay, the shortest path P ij is de®ned a series link transferring a packet from R i to R j with the minimum distance. Denote P ij as {R i , R il , . . . , R m , R m1 , . . . , R j71 , R j }. P ij is a loop-free path if every R in P ij is distinct. Path delay is de®ned as the summary of d
Finally, we consider the span delay of any router in T(V, E). For router R i in T, its span delay is the maximum path delay from itself to the farthest router in T, i.e., for router
Integrated routing algorithms
We ®rst introduce some problems related to CBT, then discuss our new multicast routing algorithm that is able to select a more ef®cient path from a source to the shared tree than a CBT-based scheme. The major objective of this algorithm is to design a dynamic algorithm for anycast packets and to improve the performance of existing CBTbased algorithms by taking advantage of anycast routing. To transfer a multicast packet to all members in a group, the information of the per tree routing table must be equipped for all routers in the tree. (A router has the option to refuse to join a tree. The routing algorithm for those routers that have different routing policy, we refer the interested reader to [35] . To achieve more ef®cient and robustness multicast routing, our new multicast routing protocol targets at selecting the best paths to achieve load balance and to short delay for end-to-end multicast packets. The routing algorithm takes advantage of dynamic anycast multipath selection [35, 36] .
The overview of CBT
CBT Tree creation
The following group formation protocol is similar to the CBTv2 [31] group formation procedure. The CBT protocol is designed to build and maintain a shared multicast distribution tree that spans only those networks and links leading to interested receivers. To achieve this, a host must express its interest in joining a group by multicasting an IGMP host membership report across its attached link [33] . On receiving this report, a local CBT aware router invokes the tree joining process (unless it has already done so) by regenerating a JOIN REQUEST message. The message is sent to the next hop on the path towards the group's core router.
This join message must be explicitly acknowledged (JOIN ACK) either by the core router or by another router that is on the path between the sending router and the core, which itself has already successfully joined the tree. Once the acknowledgement reaches the router that originated the join message, the new receiver can receive traf®c sent to the group.
The state created in routers by the sending or receiving of a JOIN ACK is bi-directional, data can¯ow either way along a tree`branch', and the state is group speci®c, it consists of the group address and a list of local interfaces over which join messages for the group have previously been acknowledged. In CBT, it is necessary to be able to distinguish the upstream interface from any downstream interfaces. These interfaces are known as the`parent' and child' interfaces, respectively.
Data transmission
During the data transmission phase, for the ontree nodes, data packets¯ow from any source to its parent and children. The parent router forwards packets to all the children other than the source and to its parent until data packets reach the core. Data packets are then sent down all the other branches, ensuring that all group members receive them. To accommodate the situation in which a sender is not on the multicast tree, the local router to which the sender is attached encapsulates the data packet and unicasts it to the core; when it reaches the tree, it is decapsulated and disseminated over the tree.
Current problems
The traditional CBT protocol proposed in [25] , involves a single node, known as the core of the tree, from which the branches stretch out.
We have observed that bandwidth consumption (BC) for the CBT routing algorithm is relatively constant because a packet must be spanned over all links on the tree to reach the destination members. It is apparent that transmission delay (TD) for a packet may increase due to the traf®c concentration (TC) on a link because many packets are congested.
Initially, we assume that network is interference-free, i.e., only the traf®c related to G is considered (We will relax the assumption later). Under such assumption, we can estimate the delay from router R i to all the members of group G (denoted as D i;G ) as
under the constraint that R j is the ®rst ontree router in the path from R i to the core.
In the following, we use examples to illustrate that CBT routing algorithms may not be optimal in terms of metrics TD, BC and TC. An example is shown in Fig. 1 and the labels denote the delay on each link. The member group is Fig. 1 Example a set of nodes G {R 1 , R 2 , R 3 }, the shared core-based tree (R 3 , R c )}, R c is the core, R 4 is the sender. Using the CBT algorithm, it can be seen that D 4;G is not the shortest delay for a multicast packet travelling from router R 4 to all the receivers. R 4 sends a packet to R c via the shortest path through R 3 . In terms of eqn. 1, the transmission delay from sender R 4 to all members in G is calculated as D 4;G D 4;3 D span (R 3 ) 2 6 8. Obviously there is another path for R 4 to transmit packets with shorter TD, i.e. from R 4 to R 1 , and then span over T from R 1 , which is D H 4;G D 4;1 D span (R 1 1 6 7. Now we use Fig. 2 as another example to illustrate TC in terms of the CBT algorithm. Because all packets from different sources are supposed to be transmitted to the core according basic CBT algorithm [25] , traf®c congestion may occur when many packets from different sources are transmitted along the same link. Assume that the multicast group is G {R 1 , R 2 , R 3 }, the shared CBT tree is V(T) {R 1 , R 2 , R 3 , R c } and E(T) {(R 1 , R c ), (R 2 , R c ), (R 3 , R c )} where R c is the core. Nodes S 1 , S 2 , S 3 , S 4 are multicast packet sources that send packets to all members in G. In lines of CBT algorithm, {S 1 , S 2 , S 3 , S 4 } will transmit their traf®cs to R 4 along the edge (R 4 , R 2 ). If the bandwidth of this edge is relatively lower, traf®c congestion may occur. As discussed above, if both S 1 and S 2 transmit their multicast packets to R 1 , the delay can be reduced and the traf®c can be split along different paths. Like previous example, using CBT routing, the packets sent from S 1 and S 2 via R 4 have to take the total delay of nine but if the packets are transmitted via R 1 , the total delay is eight.
CBT routing may suffer problem of bandwidth wastage. We still use Fig. 2 as an example. If the CBT algorithm is used, packets forwarded along with a shorter path from sources S 1 and S 2 may have to pass six links but if they go through R 1 , only ®ve links are used.
Anycast strategy
From the above examples, we may notice that the worse values of TD, BC and TC of CBT are due to the fact that the source nodes of the multicast packets outside the CBT tree always choose the core for transmission of multicast requests. The routing of the shortest path from source to the core is not adaptive. Although some researchers try to alleviate this problem by selecting more cores [34] , similar problems still remain.
We now intend to minimise the overall delay for the source-to-core and span delay by relaxing the condition that R j is the ®rst router on the path from R i to the core.
Our new algorithm aims to adaptively choose an appropriate ontree router for the multicast routing so as to balance the traf®c load and to utilise less network bandwidth. In the algorithm, sources are able to forward their packets to any one router in V(T) which results in the shortest delay. In other words, we want to achieve the minimum total delay among all the possibilities for a packet originating from source R i to the tree, i.e. to achieve
Note that, in general, to enable more routing possibilities will introduce more cost over the routers in the network. It is prohibitively expensive for the algorithm to test all the routes for each individual source since the distribution of sources is dynamic and cannot be predicated. To realise eqn. 2, i.e. to implement the adaptive anyone routing semantics, in the following section, we describe a novel routing technology called anycast routing for adaptive and fault tolerant routing where the CBT tree is applied.
Ontree anycast group establishment
For a multicast group G, when the CBT tree T is built, all ontree routers (including the core) in V(T) are selected to join an anycast group with anycast address G A to replace the role of the core. G A can be advertised to the network N (by broadcast). G A may be considered as some`temporary' anycast address as long as G exists. For those senders (hosts) outside G, their attaching router is not the ontree router and may assign G A as an interface entry and their routing tables are con®gured with <G A , G> mappings. For any ontree router, there is a forwarding information base (FIB) used as its multicast routing table [25] . An FIB entry has the form <G, input-interface, output-interfaces>.
Ontree router span delay calculation
For any router R i in V(T), the longest path delay from itself to the farthest router in the tree T is taken as its span delay. For a router R i PV(T), its spanning delay D span (R i ) is de®ned as D span R i maxfD ij : R j P V T g 3
Considering all routers in G, the span delay is denoted as a set D span (G) {D span (R i )jVR i PV(T)}. This delay information is required by all offtree interested routers. When each router in the shared tree calculated its own span delay (this can be easily achieved with Drjkstra's algorithm), it may transfer the delay to the core. Allowing the core to¯ood one message to the overall network will reduce the number of¯oods substantially.
Offtree router anycast group con®guration
Upon the reception of the spanning delays D span (G) ooded from the core, the offtree routers that are interested in sending multicast packets to G will install an anycast routing table according to D span (G). The anycast routing table enables the router to dynamically select a`better' path to reach the shared tree among multiple paths even in the presence of link or next hop failure. To better illustrate the offtree router anycast group con®guration, we take the ARPA network [37] , shown in Fig. 3 , as an example. The network consists of 21 nodes. Assume the shared CBT tree is V(T) {5, 9, 13, 14, 15, 10}, where router 14 is the core and the anycast group G A {5, 9, 13, 14, 15, 10}. The con®guration procedure works as follows:
(1) For each router R, it ®nds all of the shortest paths from R to the group G A . We call those output interfaces (of R) Fig. 2 Example used by these shortest paths its candidate output interfaces. For example, the router 1 has six shortest paths to the individual members in G A :<1, 5>, <1, 5, 9>, <1, 5, 9, 14>, <1, 5, 9, 14, 13>, <1, 2, 7, 10> and <1, 2, 7, 10, 15>, respectively. But the router 1 uses only two different output interfaces to route the packets to the group in disjoint paths. Denote the output interface from R i to R j as R i 3 R j . Thus the output interfaces 1 3 2 and 1 3 5 are candidate output interfaces of router 1. (2) For each candidate output interface j of R, (1 j k), denoted as I j , it ®nds the shortest paths use the interface to group G A . For every one of the shortest paths, assume that R i is the ®rst ontree router in the path, therefore, the path is denoted as P(I j , R i ). Denote the delay for the path P(I j , R i ) as D(I j , R i ). The total delay to multicast a packet starting from interface I j denoted as D(I j ) can be calculated as
i.e. D(I j ) represents the minimum delay when packet is transmitted through I j . Taking Fig. 3 as an example, for the candidate output interface 1 3 5 of router 1, there are three shortest paths to G A that share the candidate output interface, and their ®rst ontree router is router 5, thus by eqn. 4 we have (3) Once each individual D(I j ) is decided, I j is a candidate output interface, and the next task is to establish the anycast routing table. Assume that the offtree router R has k candidate outgoing interfaces leading to ontree routers. Without losing generality, the routing table is set in nondescending order of Table 2 shows how each row in the table is arranged.
Destination is an ontree router corresponding to D(I j ), OK j is a Boolean control variable for fault-tolerance and loop prevention. If the path (channel) through interface j is connected and using this interface dos not lead a loop, then OK j 1. Otherwise, OK j 0. For those output interface j, if OK j 1, then the interface is de®ned as available, otherwise, it is blocked.
Dynamic anycast routing algorithm
As shown in Table 2 , as long as the anycast routing table is created, the optimal routing path is already established. The next hop corresponding to interface I 1 provides the minimum delay for multicast. Unicast can be used to route multicast packets.
Considering possible congestion and any fault, dynamic routing algorithms for splitting traf®c¯ow (DAR) are desirable. The idea of DAR on a router is simple. In the normal situation (less traf®c and no fault), all routers use single-path routing for anycast/multicast (A/M) traf®c using the speci®c interface (say I 1 ). Routers will adaptively select the second interfaces (say I 2 , I 3 . . . ) etc. for alternative routing for splitting the traf®c to G if any congestion occurs at I 1 . Therefore, each router adaptively applies the multipath routing strategies in response to the dynamic traf®c.
To realise the idea, one important criterion must be decided: how to de®ne the level of possible`congestion'? Assume that a router is able to monitor the dynamic queue length of FIFO for each interface. A rule of thumb for a router to decide the congestion is to calculate the delay for the packets buffered in FIFO that may be longer than certain time interval. Let Q j be the queue attached to the interface j and jQ j j be the number of packets queued in Q j , waiting for transmission. We assume uniform size of packet and that one packet takes one unit of time to process. Therefore the FIFO length is measured in number of packets. As shown in Fig. 3, D(I j ) is the distance which re¯ects the minimum cost (or number of hops) when interface j is used to route a A/M packet to the destination. We apply composite metrics of D(I j ) and jQ j j to estimate the transmission delay.
The delay is expressed in units of time. It represents the sum of the transmission delays of all links on the path between the router and the destination. The congestion is measured by setting the threshold length for the FIFO queue Q j associated with interface j. A simple heuristic method is imposed for calculating the estimated (minimum) transmission delay. Assume that one packet consumes one unit of time for processing. The delay of packets buffered in Q j is the summary of the queuing length Q j plus D(I j ) which is T j jQ j j D(I j ).
In general, a router R uses interface j to transmit the traf®c, so the following inequality should hold: jQ j j DI j jQ j1 j DI j1 5
More speci®cally, (eqn. 5) should hold even jQ j1 j 0 when interface j is selected, i.e., the expected minimum transmission delay through interface j should be shorter than that through interface j Ä 1. Thus R chooses the interface (j 1) for alternative routing only when
Denote DD j1j D(I j1 ) 7 D(I j ). Considering the hardware restriction for the maximum (capacity) length of queue Q j (denote as P j ), the value of threshold of FIFO (denote as L j which is measured as integer) is de®ned as L j minfP j ; dDD jl j eg 7
i.e. when jQ j j ! L j then R selects interface (j 1) for splitting the traf®c. This approach can be applied recursively on interface j 2, . . . , k etc. (normally k 2).
Integrated approach
With the anycast routing tables, the integrated routing algorithm can be described below. Note that we differentiate the packets originated from the nodes in G and that outside G. They are called offtree and ontree routers as listed below:
3.5.1 IRA-1: Anycast packet m A originated from a node inside and outside G:
(1) Offtree router: for any anycast packet received by the router, the packet is routed in accordance of DAR (see Section 3.3). (2) Ontree router: for any anycast packet which reaches an ontree router, the packet is routed to a member P G using the shortest path from this ontree router.
IRA-2: Multicast packet m originated from a host H in G:
All ontree Routers: The other ontree routers, upon reception of m, read the multicast-header group id G, and propagate m to the output-interfaces that match the triple <G, input-interface, output-interface>. If the routers have hosts attached that belong to G, m is transmitted to these hosts, making m deliveries.
3.5.3 IRA-3: Multicast packet m originated from a host H outside G:
(1) Ontree home router. if the home router R of the host H (originator of m) is an ontree router, i.e. R PV(T), the routing algorithm is the same as IRA-2.
(2) Offtree home router R = PV(T). Upon reception of m, R adds m with anycast-header (G A , G), makes it into anycast packet m A and uses DAR for routing m A (see Section 3.3). Other offtree routers receive an anycast packet m A . They read the header G A and use DAR routing algorithm (Section 3.3). (3) Ontree router R. When R receives a packet with header (G A , G), it knows this is a multicast packet. R strips off the anycast header from m A and propagates it over G (see IRA-2).
Adding fault tolerance
Recall that the routers in the network are divided into two categories: ontree routers and offtree routers. The routers/ links on the path from the source to tree may fail or become disconnected. On the other hand, the routers/ links in the tree also could fail in operation or become disconnected. On/offtree fault tolerant subprotocols (called onFTSP and offFTSP, respectively) are responsible for detecting faults and recon®guring the network once a fault is detected.
Offtree fault-tolerant subprotocol
OffFTSP is responsible for detecting faults outside the CBT tree and recon®guring the anycast path (AP) once faults are detected. To continue the transmission of the anycast/multicast packets from the source to the tree when a network component on the anycast path becomes faulty, any router (say R) off the tree should ®nd an alternative path to bypass the failed component. We allow R to search the alternative path. The offtree fault management subprotocol involves the following tasks:
(1) Initialisation. The main task here is to select the alternative path(s). (2) Run-time management. There are two main tasks here:
(a) Fault detection. We assume that each router is continuously monitoring the status of the downstream link and the connected router on the anycast path. (b) Alternative path invocation. Once it has detected a fault on the downstream link, the router should start notifying this information to all its next hops (routers) so that they are ready to prepare the change of anycast paths.
Initialisation
, say R, may have multiple AP-paths to the tree. The paths are ranked in a sequence order when the router initially con®gures its routing table. The SAP-path is de®ned as the shortest of these AP-paths. If the SAP-path fails in operation, R invokes the alternative path in accordance with the ranking for subsequent multicast packet routing. Therefore, each router has an output interface corresponding to the path.
Runtime negotiation algorithm
The runtime management algorithm negotiates between two linked routers for the invocation of alternative path. This is called the runtime negotiation algorithm. It works as follows:
However, the negotiation algorithm may suffer cascade delay. Assuming that k routers R 1 , . . . , R k negotiate for the backup interface invocations, the longest delay could be
where d i is the max message processing/transmission delay from router R i to R i1 , 1 i k.
Another problem associated with the algorithm is that when router R changes its SAP-path, other routers' SAPpaths that pass through R may suffer longer delays than expected because the paths have been changed. To deal with such cases we introduce the following force algorithm.
Force algorithm
It can be seen that the delay caused by the negotiation algorithm is due to the fact that a router has to negotiate with its next hop in the designated alternative path. To overcome these two shortcomings, we propose another algorithm called the runtime force algorithm that works as follows:
(1) A router R detects the disconnection through its SAPinterface:
(a) R invokes the backup interface by sending a force change message through the backup interface to R H where R H is the next hop connected with backup interface of R. Then R uses R 3 R H for subsequent multicast packets transmission.
(b) In the meantime, R transmits an interface changeTo illustrate how the force algorithm works, consider the network in Fig. 3 again. Assume that router 16 detects the nonalive state through its SAP-interface 16 3 12, router 16 executes 1(a), sending the`force change' message to router 19 and invokes the backup interface and transmits multicast packets. Router 19, upon reception of the force change message as well as the subsequent multicast packets, invokes its backup interface, sending the force change message to router 20 and routing the multicast packets to router 20 as well (step 2(b)(i)). Router 20, upon reception of the force change message from router 19, executes 2(a). The alternative path of router 16, i.e., <16, 19, 20, . . . > is invoked and the algorithm terminates at router 20 because its SAP-path does not go through 19. As a result, the algorithm only incurs a very short delay. In fact, thè force change' message can be piggybacked with a multicast packet. Even shorter delay is introduced.
Another problem can be resolved and we also illustrate this from Fig 3. Assume router 12, upon detecting the disconnection from router 13, invokes backup interface through 12 3 11 by sending the force change message to router 11 (1(a)), and at the same time, transmitting an interface change message to router 16 (step 1(b)). Since router 16 calculates that the length of path <16, 12, 11, 8, 5> is 4 and compares it with length of its alternative path <16, 19, 20, 18, 17, 15> which is 5, router 16 decides to follow router 12's alternative path. But it propagates the interface change message to router 19 (step 2(b)(ii)). Router 19, upon reception of the message, ®nds that the <19, 16, 12, 11, 8, 5> is longer than its alternative path <19, 20, 18, 17, 15>. Router 19 decides to use its alternative path by executing step 3(b) of the algorithm. From our previous example, we know that the algorithm terminates at router 20.
Ontree fault tolerant subprotocol
Recall that onFTSP is responsible for detecting faults and recon®guring the CBT tree once faults are detected. Thus, it provides the necessary infrastructure for the packet transmission subprotocol to deliver multicast packets. If at the run time, a component (link or router) becomes faulty, to continue multicast communication, the multipackets must take alternative routes.
There are generally two approaches to deal with such problems: global and local. With a global approach, the faulty status will be noti®ed to all the routers in the network. The run-time overhead (including the noti®cation of the faulty state and recon®guration of routers) may be too large to make this approach practical. Apparently, the local approach involves less costs. It takes prede®ned backup paths to bypass the faulty component and only the routers/links involved in the backup paths are recon®-gured. All the packets that were supposed to be transmitted over the faulty link will be routed via the backup path(s). For a detailed discussion of the onFTSP protocol, we refer interested readers to [38] .
5 Performance evaluation
Simulation model
To obtain the performance data, we use a discrete event simulation model to simulate data communication networks. The simulation program is written in C programming language and runs in a SUN SPARC workstation 20. The network simulated is the ARPA network [39] in which there are 47 nodes, and 69 links. During the simulation, 20 000 multicast packets are randomly generated as a Poisson process. Simulation starts when the ®rst multicast packet generates, and ends when all the packets reached their destinations. Faults are also randomly generated with X being the average life-time of a fault and Y being the average inter-arrival time of faults. Then we have Pf Prob (the system is in a faulty state) X/Y 8 That is, Pf is the probability that the system is in a faulty state. We will measure the network performance as function of Pf.
We are interested in the following performance metrics:
Average end-to-end delay (or average delay in short). The delay of a packet at a router is de®ned as the summation of the routing delay, the queuing delay, and the transmission delay. The end-to-end delay of a packet is the sum of the delays at all the routers through which the packet passes. In a simulation session, the average end-to-end delay is computed by dividing the sum of all the packets' end-toend delays by the number of packets that are received. Network resource usage. This is de®ned as the total number of hops that copies of a multicast packet travel to reach all the members in the multicast group. It is computed by dividing the total number of hops measured in a simulation session by the number of packets received.
Mean standard deviation of queue length. A router, say R i , assume that there are packet queues attached to its output interfaces. Let the average queue length of R i be @ i . For routers R 1 , R 2 , . . . , R k , their average queue lengths are
2 )/K) is the standard deviation of the queue length. The value of the standard deviation indicates the degree of load balance for the traf®c on the links/paths.
Three systems are simulated: ®rst, IRS. In this system, our newly integrated communication protocol is simulated. Faults are generated with the fault probability equal to Pf. For an offtree router, it routes a packet to the tree using anycast technology without considering the traf®c load. Secondly, IRD is simulated. It is similar to system IRS, but takes the traf®c load into consideration. Thirdly, CBT is simulated. The original CBT protocol is used, but no fault is generated in the simulation.
We use the original CBT protocol as a baseline system. All the performance measures of IRS, IRD and CBT, will be normalised by the corresponding data of CBT. Thus, the data we report are relative to CBT.
Performance observations
The results of the average delay metric are shown in Fig. 4 , while the results of network resource usage metric are shown in Fig. 5. Fig. 6 shows the comparison of the standard deviations of queue length under the CBT, IRS and IRD. Fig. 7 shows the average delay changes of the CBT, IRS and IRD. Fig. 8 shows the throughput that changes with the arrival rate under the protocols CBT, IRS and CBT. In Figs. 4 and 5, the traf®c load is relatively lower. Figs. 6±8 do not consider any failure. From the ®gures, we have the following observations: First, as expected, IRS and IRD perform better than CBT. In Fig.  4 , the average relative delays of IRS and IRD are 89.9% as compared with the delay incurred by CBT. Similarly, in Fig. 5 , the network resources consumed by IRS and IRD are 92.8% relative to CBT on average.
Secondly, in the case of low probability of fault (say, Pf < 10%), both IRS and IRD perform almost identically, to CBT. When the probability of fault becomes larger (i.e., greater than 10%), the performance of IRS and IRD is clearly impacted. The greater the value of Pf, the worse the end-to-end delay and resource usage are. We note that 10% fault probability is really high and is unlikely to happen in reality. Note that in CBT we do not consider the occurrence of fault. Thirdly, in Fig. 6 the standard deviations of queue length are much lower when IRS/IRD are compared with CBT. It shows that the IRS and IRD have a much higher ability to prevent congestion and to balance the traf®c loads than CBT, especially, when there is heavy traf®c. Finally, from Fig. 7 , it can be seen that as the traf®c load is higher, IRS and IRD become less congested and more balanced than CBT. IRS and IRD achieve a higher throughput than CBT. Fig. 6 shows that under the same traf®c pattern, CBT introduces a much longer delay than the integrated routing algorithms.
Conclusions
We have proposed, designed and analysed the new integrated anycast/multicast routing protocol. Our protocol improves CBT protocol in terms of end-to-end delay, load balance and fault-tolerance while maintaining the same level of scalability as CBT. For the fault management subprotocol, we take a localised approach that has a relatively low run-time overhead. Performance evaluation of the new protocol indicates that it is cost effective for both anycast and multicast traf®c.
The integrated routing protocol can be useful in practice. For example, in a group of replicated database servers, the multicast packets must be sent to all the members to maintain data consistency. A request by clients can be taken as an anycast message and transmitted to any of the server members to achieve short delay.
The protocol can be used for internet applications where clients may not care about the speci®c servers but quality of service is very desirable. The integrated anycast and multicast paradigm is very useful while anycast would provide the ef®ciency and transparency that meets the quality of service requirement of applications and multicast can guarantee the cooperation and reliability of the group servers.
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