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Abstract: The definitions of 4 basic models of GM(1,1), such as Even Grey Model (EGM), Original Difference Grey Model (ODGM), Even Difference Grey Model (EDGM),and Discrete Grey Model (DGM), are put forward. The properties and characteristics of different models are studied and their equivalence are proved. The suitable sequences of different models are studied by simulation and analysis with homogeneous exponential sequences, nonhomogeneous exponential increasing sequences, and vibration sequences. The main conclusions have been obtained as follows: (1) The 3 discrete models of Difference Grey Model (ODGM), Even Difference Grey Model (EDGM), and Discrete Grey Model (DGM) are suitable for homogeneous exponential sequences or sequences close to a homogeneous exponential sequence; (2) The Even Grey Model (EGM) are suitable for nonhomogeneous exponential increasing sequences and vibration sequences.
The outcome obtained in this paper can be consulted for model selection in the course of practical modelling.
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1 Introduction
Model GM(1,1) is the basic model of the grey prediction theory[​[1]​] and it is used widely since it appeared at the early 1980s[2]. In terms of grey system theory, it is a new methodology that focuses on the problems involving small data and poor information. It deals with uncertain systems with partially known information through generating, excavating, and extracting useful information from what is available. Then it gives correct description of the system’s dynamic behaviour and the evolution law, and thus materializes quantitative predictions of future changes[3-5].. Incomplete and inaccurate information is the basic characteristic of uncertainty system. In the literature[6], the author had given in-depth discussion of the characteristics of uncertainty system and the role of the uncertainty model in the research of uncertainty systems[6]. And it clearly pointed out that pursuing the meticulous model in the case of incomplete information and inaccurate data was impossible. In fact, Lao Zi had this very brilliant exposition two thousand years ago: invisible, inaudible, no touch, the three can not be explained clearly. The founder of fuzzy mathematics Professor Zadeh’s (L.A. Zadeh) incompatibility principle is also clearly stated: when the complexity of the system growing, the ability we make an accurate and significant description of system’s characteristics decreases until it reaches a threshold value that, if it exceeded the value, accuracy and significant would become two mutually exclusive characteristics[8]. Incompatibility principle tells us that pursuing fine one-sidedly will reduce the feasibility and significance of recognition results. Refined model is not effective means to deal with complex matters. A large number of practical systems which people faced have the characteristics of incomplete information, of which many famous scholars have clear conclusions[9-11]. It is prevalent in the real world uncertainty system involving small data, poor information, and it provides rich resources for research in the grey system theory.
In the last thirty years, the research of Model GM(1,1) has been very active due to the practical needs, and new research results are continuously emerging. Most studies are focusing on how to further optimize the model and to improve the simulated and predictive results. According to the focus of research, the studies on model GM(1,1) can be roughly divided into the following aspects: (1) The research on the nature and characteristics of model GM(1,1) conducted by Ji Peirong, Wang Wenping and others[12-15]; (2) The study about the problem of selecting the initial value by Dang Yaoguo et al[16-17]; (3) The research on the optimization of the model parameters persued by Xiao Xinping and others[18-20]; (4) Tan Guanjun, Li Junfeng tried to improve the simulation accuracy of the model by recreating the background value[21-22]; (5) Song Zhongmin and Wang Yinao tried to optimize the model through different modeling methods[23-29];  (6) The research on Discrete model GM(1,1) put forwarded by Xie Naiming et al [30-31]; (7) Luo Youxin and others study in Modeling for non-equidistant sequence and model optimization[32-34]; (8) The research on the application bound of different models by Liu Sifeng et al [35-37]; (9) Salmeron, Jose L., and Zhang Qishan combine the grey system model with other soft computing methods to improve the accuracy of the model[38-40].
The author proposed buffer operator in 1991[41], and it had attracted much attention in recent years[42-47]. Buffer operator is essentially a method for processing the raw data, rather than a technique to improve the degree of accuracy of the model simulation and prediction. During the period that the researchers are collecting the raw data, the system is subject to interference from external shocks, then the data must be distort and be difficult to reflect the operation of the system behavior. In this case, people can choose or construct a suitable buffer operator according to the qualitative analysis of the results to eliminate the impact of the distort data sequence and keep the true nature of the data.
The above-mentioned researches have played a positive role in improving the degree of the accuracy of the simulation and prediction of model GM(1, 1) and helping scholars engaged in applied research make proper selection and use of Gray Prediction Model.
This article will present the definitions of four basic forms of model GM(1,1), including Even Grey Model (EGM), Original Difference Grey Model (ODGM), Even Difference Grey Model (EDGM)  and Discrete Grey Model (DGM). The properties and characteristics of different models are studied in-depth. The suitable sequences of different models are studied by simulation and analysis with homogeneous exponential sequences, non-exponential increasing sequences, and vibration sequences. It can provide reference and basis for people to choose the correct model in the actual modelling process.

2 Model definition
Definition 1 Let  is the 1-AGO sequence of , that is 
,
where   Then 
                           (1)
is referred to as the original form of model GM(1,1), and actually it is a difference equation.
The parameter vector of formula (1) can be estimated using the least square method, which satisfies
                              (2)
where 
, .                     (3)
Definition 2 Based on the original form of model GM(1,1) and the formula (2) to estimate the model’s parameters, then the model that take the solution of the original difference equation (1) as the time response formula is called the original difference form of model GM(1,1), and it refers to Original Difference Grey Model (ODGM) for short. 
Definition 3 Let  just like definition 1, let
,
where ,then
                             (4)
is referred as the even form of the model GM(1,1).
The even form of the model GM(1,1) is also essentially a difference equation.
The parameter vector of formula (4) can also be estimated with formula (2), but it should be paid attention to that the elements of matrix B are different from that in the formula (3), which is 
                              (5)
Definition 4 The following differential equation 
                             (6)
is called a whitenization(or image) equation of the even form  of the model GM(1,1).
Definition 5 Replacing the matrix B of the formula (2) with (5), in accordance with the parameter vector of the least squares estimator of (6) and the solution of whitenization equation (6), modeling the difference, differential hybrid model of the time response formula of GM(1,1), that is called the even hybrid form of model GM(1,1), and is referred to Even Grey Model (EGM) for short.
Definition 6 The parameter  of even GM(1,1) is called development index and b is called grey actuating quantity. The development index reflects the trend of  and . 
Even Model GM(1,1) is the grey prediction model proposed firstly by Professor Deng Julong[1,2], and it is currently the most influential, the most widely used form. In most cases, model GM(1,1) refers to EGM.
Definition 7 Based on the even form of model GM(1,1) and estimated the model parameters, then the model that take the solution of the even difference equation (4) as the time response formula is called the even difference form of model GM(1,1), and it refers to Even Difference Grey Model (EDGM) for short.
Definition 8 The difference equation as follows
                        (7)
is called a discrete form of model GM(1,1), and it refers to Discrete Grey Model (DGM) for short.
The parameter vector  in the Equation (7) is similar to the Formula (2), where 
,.
The four different models of GM(1,1), using only the system’s behavior data sequence to modeling the predictive models, all belong to the simple and practical modeling method with the single sequence. In the case of the time series data, it only involves the regular time variable. In the case of the horizontal sequence data, it only involves a regular variable with a target number. Without involving the other explanatory variables, that is the modeling method of which the application is relatively simple and at the same time it can be found out the practical changing information. This method is widely used.

3 Nature and characteristics of the model
Theorem 1 The time response sequence of Even Model GM(1,1) is as the following (8)
;                (8)
Proof: The solution of whitenization equation  is
.                           (9)
When t=1, we let , and fed into Equation (9) we can obtain , after that we take C into Equation (9) and can get
.                   (10)
The Equation (8) is the discrete form of the Equation (10).
From the Equation (8)’s regressive reduction formula
,,
we can obtain the time response formula of X(0), that is 
,              (11)
Theorem 2 The time response formula of the Formula (7) of Discrete Model GM(1,1) is 
                  (12)
Proof: The general solution of the difference Equation (13)
                        (13)
is 
,                         (14)
where C is an arbitrary constant and can be definited by the initial conditions.
The Formula (7) and (14) are exactly the same difference equation. Let, then
 .                       (15)
When k=0, let , and fed into Formula (15) then we can get ,then take C into Formula (15) and we can obtain Formula (12).
From the Formula (12)’s regressive reduction formula
,,
we can obtain the time response Formula of X(0), that is 
.                    (16)
Theorem 3 The time response formula of Original Difference Model GM(1,1) is 
                   (17)
Proof: From the original form (1) of the model GM(1,1) we can get 
.                  (18)
After transposition, we obtain 
.
Contrast with the difference Equation (13), when we fed  into the Equation (14), then can obtain
                       (18)
When k=0, let , fed into Formula (18) and got ,then we fed C into Formula (18) and can obtain Formula (17).
From the Formula (17)’s regressive reduction formula
,,
we can obtain the time response formula of X(0), which is 
.
that is 
                    (19)
Theorem 4 The time response formula of Even Difference Model GM(1,1) is 
                   (20)
Proof: From the even form (4) of model GM(1,1) we can get 
.
After transposition, we obtain 
.
Contrast with the difference Equation (13), and fed  into the Formula (14), can obtain
                       (21)
When k=0, let , fed it into Formula (21) and got ,then fed C into Formula (21) and we can obtain Formula (20).
From the formula(20)’s regressive reduction formula
,,
we can obtain the time response formula of X(0), which is 
.
that is 
                 (22)
Lemma 1 When , .
Proof: The Maclaurin expansions of  and  are as follows


As the case n=3, then there is , therefore, when , .
Theorem 5 When , Even Model GM(1,1) and Discrete Model GM(1,1) is equivalent.
Proof: From the even form (4) of the Model GM(1,1)
 ,
and contrast with the discrete form (7), we can obtain  and 
.                (23)
Take  into Formula (8), we can get 
,       (24)
It is known from Lemma 1 that when , therefore, Even Model GM(1,1) and Discrete Model GM(1,1) is equivalent.
Analogously, we can proof that when , the four basic forms of model GM(1,1): Even Model GM(1,1) (EGM), Original Difference Model GM(1,1) (ODGM), Even  Difference Model GM(1,1) (EDGM) and Discrete Model GM(1,1) (DGM) are pairwise equivalent, but the degree of approximation between different forms are difference. This difference leads to different forms of Model GM(1,1) which are suitable different situations, and also it offers a variety of possible options for people in the actual process of modeling.
Theorem 6 Original Difference Model GM(1,1) (ODGM), Even Difference Model GM(1,1) (EDGM) and Discrete Model GM(1,1) (DGM) all can accurately simulate homogeneous exponential sequence.
Since the time response formulas of Original Difference Model GM(1,1) (ODGM), Even  Difference GM (1,1) model (EDGM) and Discrete GM (1,1) model (DGM) are all geometric sequences, those can accurately simulate homogeneous exponential sequence.

4 Numerical Simulation and Analysis
For further study of the suitable squences of four basic forms of model GM(1,1), we let =0.01,0.02,0.03,0.04,0.05, 0.1,0.15,0.2,0.25,0.3, 0.35,0.4,0.45,0.5,0.55, 0.6,0.65,0.7,0.8,0.9, 1.0,1.1,1.2,1.5,1.8 and conduct simulation analysis respectively. Let k=1,2,3,4,5, with the homogeneous exponential function , and accurate to six decimal places, then we can get the corresponding sequences as follows
=0.01, 
               =(1.010050,1.020201,1.030455,1.040811,1.051271)
=0.02, 
  =(1.020201,1.040811,1.061837,1.083287,1.105171)
... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... 
=1.8, 
              =(6.049647,36.59823,221.4064,1339.431,8103.084).
Using , , ..., as the original data to establish Even Model GM(1,1)(EGM), Original Difference Model GM(1,1) (ODGM), Even Difference Model GM(1,1) (EDGM)  and Discrete Model GM(1,1) (DGM) respectively. We can find that Original Difference Model GM(1,1) (ODGM), Even Difference Model GM(1,1) (EDGM) and Discrete Model GM(1,1) (DGM) can accurately simulate homogeneous exponential sequence, which confirms the conclusions of Theorem 7 once again. Using Even Model GM(1,1) (EGM) to simulate , , ..., , it is found that with increasing of , the error will be increasing. Table 1 shows the average relative error using four kinds of model GM(1,1) to simulate the homogeneous exponential sequence , , ..., .




























In Table 1, we can see that the small errors of Original Difference Model GM(1,1) (ODGM), Even Difference Model GM(1,1) (EDGM) and Discrete Model GM(1,1) (DGM) in simulating the homogeneous exponential sequence are caused by the round-off errors. In fact, all the three models can accurately simulate the homogeneous exponential sequence.
Then, we limited the range of random numbers at first, and got the non-exponential increasing sequence , ,...,  randomly generated by the homogeneous exponential sequence , , ..., , along with the vibration sequence,,...,with that when,  will arise in the sequence data but there is the growth trend as a whole, and both of the two are equally accurate to six decimal places. Then we build Even Model GM(1,1) (EGM), Original Difference Model GM(1,1) (ODGM), Even Difference Model GM(1,1) (EDGM) and Discrete Model GM(1,1) (DGM) using the sequences , ,..., and ,,..., respectively. The errors we can see are in Table 2 and Table 4. Due to the limited space, the generating data are not showed here.





























From Table 2 we can see that four kinds of model GM(1,1) all can simulate the non-exponential increasing sequence to a certain degree. Generally speaking, the simulation error will increase with the increasing of the development index. In most cases, the simulation error of the difference, differential hybrid form of Even Model GM(1,1) (EGM) is smaller than that of the three discrete forms of Original Difference Model GM(1,1) (ODGM), Even Difference Model GM(1,1) (EDGM) and Discrete Model GM(1,1) (DGM). As the non-exponential increasing sequence is more close to the homogeneous exponential sequence, the simulation accuracy of the three discrete models is higher. When the non-exponential increasing sequence is close to the homogeneous exponential sequence to a certain extent, the condition will occur that the simulation accuracy of the discrete models will be smaller than that of Even Model GM(1,1) (EGM). From the simulation results of the three discrete model GM(1,1), we can see that with the increasing of the development coefficient, the simulation accuracy of Original Difference Model GM(1,1) (ODGM), Even Difference Model GM(1,1) (EDGM) is higher than that of Discrete Model GM(1,1) (DGM) in most cases. Sorting the simulation errors of different models with the sequence , ,..., in ascending order in Table 2, Table 3 shows the statistical results.








As can be seen from Table 3, among the four kinds of models, Even Model GM(1,1) (EGM) is the most suitable one for modeling non-exponential increasing sequence, followed by Original Differential Model GM (1,1) (ODGM) and Even Difference Model GM (1,1) (EDGM). The error is slightly larger when using Discrete Model GM (1,1) (DGM) to simulate the non-exponential increasing sequence.





























In theory, any simple model which describes the monotonous trend is difficult to describe the change of the vibration sequence. Therefore, we add the limiting condition of the random number, then the research range is the vibration sequence,,...,with that when ,  will arise in the sequence data but there is the growth trend as a whole. We can see from Table 4 that, for this specific vibration sequence, the simulation errors of the four kinds of models are significantly higher than the non-exponential increasing sequences. Similar to the situation of the non-exponential increasing sequences, in most cases, the simulation errors of Even Model GM(1,1) (EGM) for the vibration sequences are smaller than that of the three discrete forms of Original Difference Model GM(1,1) (ODGM), Even Difference Model GM(1,1) (EDGM) and Discrete Model GM(1,1 )(DGM). For the vibration sequences being close to the homogeneous exponential sequences, the simulation error of the discrete model is smaller than the one of the difference, differential hybrid form of Even Model GM(1,1) (EGM).
Sorting the simulation error of different models with the vibration sequence, ,..., in ascending order in Table 4, Table 5 shows the statistical results.







As can be seen from Table 5, the four kinds of models, Even Model GM(1,1) (EGM) is more suitable for modeling with vibration sequences than the other three discrete form models. The error using Discrete Model GM (1,1) (DGM) to simulate the vibration sequences is slightly larger.
The author once tried to use the original form (1) of Model GM(1,1) to estimate the parameter vector , and in accordance with the solution of whitenization Equation (6) along with the time response formula of Even Model GM(1,1) (EGM), modeled the original Model GM(1,1). After simulated the above data, we found that even in the case that the development index are very small, the simulation error were still comparatively large. And as the development index increases, the simulation error increases rapidly. Based on the even transformation of the once accumulation data to build the Even Model GM(1,1), a magical effect is brought forward. The simulation accuracy has improved greatly. Then a new method which can accurately simulate and predict the uncertain system involving small data and poor information is established.
Among the four basic forms of model GM(1,1)s discussed in this article, three discrete models can accurately simulate the homogeneous exponential sequence. In the real world, a mass of practical data are not the simple homogeneous exponential sequence or close to it. This is the fundamental reason that people prefer to choose Even Model GM(1,1) (EGM) in the modeling process of the uncertain system involving small data and poor information, and it can reflect a satisfactory result in most cases.

5 Conclusions
The definitions of four basic forms of model GM(1,1) were put forward in this paper. And the properties and characteristics of different models are studied in-depth. The suitable sequences of different models are studied by simulation and analysis with homogeneous exponential sequences, non-exponential increasing sequences, and vibration sequences. The main conclusions of the research are as follows:
(1) The four basic forms of model GM(1,1): Even Model GM(1,1) (EGM), Original Difference Model GM(1,1) (ODGM), Even  Difference Model GM(1,1) (EDGM) and Discrete Model GM(1,1) (DGM) are pairwise equivalent.
(2) Original Difference Model GM(1,1) (ODGM), Even  Difference Model GM(1,1) (EDGM) and Discrete Model GM(1,1) (DGM) all can simulate the homogeneous exponential sequence accurately.
(3) For the non-exponential increasing sequences and vibration sequences, we should first choose the difference, differential hybrid form of Even Model GM(1,1) (EGM).
(4) For the non-exponential increasing sequences and vibration sequences being close to the homogeneous exponential sequences, we should first choose the discrete form of Original Difference Model GM(1,1) (ODGM), Even  Difference Model GM(1,1) (EDGM) or Discrete Model GM(1,1) (DGM).
The conclusions above provide a foundational reference to choose the proper model in actual modeling process. There is free available modeling software corresponding to the models[48] from the website of Institute for Grey System Studies of Nanjing University of Aeronautics and Astronautics (http:// igss.nuaa.edu.cn) or from the website of the project of Marie Curie International Incoming Fellowship (FP7-People-IIF-GA-2013-629051) (http://preview.dmu.ac.uk/research/research-faculties-and-institutes/technology/cci/projects/). 
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