Abstract
Introduction

28
The characterization and the description of phenomena that involve fractured aquifers, 29 especially if considered in relationship with water resource exploitation, is an important issue 30 because fractured aquifers serve as the primary source of drinking water for many areas of the 31 world. In fractured rock aquifers, groundwater is stored in the fractures, joints, bedding planes 32 and cavities of the rock mass. Water availability is largely dependent on the nature of the 33 fractures and their interconnection. Fractures enable fast pathways for fluid flow that can 34
Hydrol. Earth Syst. Sci. Discuss., https://doi.org/10.5194/hess-2018-106 Manuscript under review for journal Hydrol. Earth Syst. Sci. Discussion started: 20 March 2018 c Author(s) 2018. CC BY 4.0 License. apertures can be described by normal, (Lee et al., 2003) , lognormal (e.g., Keller, 1998; Keller 69 et al., 1999), or gamma distributions (Tsang and Tsang, 1987) , or a self-affine scale invariance 70 (Plouraboue et al., 1995) . They showed that the flow conformed to the cubic law and also that the maximum flow occurs 75 through the largest apertures, thereby emphasizing that flow occurs through preferred paths. 76
Thus in their analysis, the flow depended on the tail of the frequency distribution. 77 Tsang and Tsang, (1987) proposed a theoretical approach to interpret flow in a tight fractured 78 medium in terms of flow through a system of statistically equivalent one-dimensional channels 79 of variable aperture. The channels were statistically equivalent in the sense that the apertures 80 along each flow channel are generated from the same aperture density distribution and spatial 81 correlation length. 82 Oron and Berkowitz (1998) have examined the validity of applying the 'local cubic law' (LCL) 83 to flow in a fracture which is bounded by impermeable rock surfaces. A two-dimensional order-84 of-magnitude analysis of the Navier-Stokes equations yields three conditions for the 85 applicability of LCL flow, as a leading-order approximation in a local fracture segment with 86 parallel or nonparallel walls. These conditions demonstrate that the 'cubic law' is valid provided 87 that aperture is measured not on a point-by-point basis but rather as an average over a certain 88
length. 89
Experimental work by Plouraboué et al. (2000) in self-affine rough fractures with various 90 translations of the opposing fracture surfaces indicated that heterogeneity in the flow field 91 caused deviations from the parallel plate model for fracture flow. 92
Some researchers often find it convenient to represent aperture fields in terms of equivalent 93 aperture in the parallel plate model (Zheng et al., 2008) . 94 Zheng et al., 2008 carried out a systematic series of hydraulic and tracer tests on three 95 laboratory-scale fracture replicas, and calculated the cubic law, mass balance, and frictional 96 loss apertures. They fitted an analytical solution to the one-dimensional advection-dispersion 97 equation to each experimental breakthrough curve three times, each time applying v based on 98 one of the three ''equivalent apertures' '. 99 The excellent agreement between the experimental breakthrough curves and the simulated 100 curves based on the single-parameter curve fit applying the mass balance aperture clearly 101
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Srinivasan et al. (2010) presented a particle-based algorithm that treats a particle trajectory as 140 a subordinated stochastic process that is described by a set of Langevin equations, which 141 represent a continuous time random walk (CTRW). They used convolution based particle 142 tracking (CBPT) to increase the computational efficiency and accuracy of these particle-based 143 simulations. The combined CTRW-CBPT approach allows to convert any particle tracking 144 legacy code into a simulator capable of handling non-Fickian transport. processes. They observed power-law tails of the solute breakthrough for broad distributions of 149 particle transit times and particle trapping times. The combined model displayed an 150 intermediate regime, in which the solute breakthrough is dominated by the particle transit times 151 in the mobile zones, and a late time regime that is governed by the distribution of particle 152 trapping times in immobile zones. 153
The present study is aimed at analysing the scenario of groundwater contamination of the 154 industrial area of Modugno (Bari -Southern Italy) where the limestone aquifer has a fractured 155 and karstic nature. 156
Previous studies carried out in the same aquifer have applied different conceptual models to 157 model fluid flow and contaminant transport. 158 Cherubini (2008) applied the discrete feature approach (Diersch, 2002) where the 3D geometry 159 of the subsurface domain describing the matrix structure was combined by interconnected 2D 160 and 1D discrete feature elements in two dimensions in order to simulate respectively fractures 161 and karstic cavities in the Bari limestone aquifer. The fracture distribution was inferred from a 162 nonparametric geostatistical analysis (Indicator Kriging) of fracture frequency data which had 163 been derived by RQD (Priest and Hudson, 1976) This succession appears stratified and fissured and, where it is not interested by tectonical 232 discontinuities, it shows a subhorizontal or slightly inclined lying position. This formation is 233 subjected to the complex and relevant karstic phenomena that, locally lead to the formation of 234 cavities of different shapes and sizes, partially or completely filled by "terra rossa" deposits. 235
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Well performance tests: step-drawdown tests 305 98 long term step drawdown hydraulic tests have been analysed in the study area. 306
A step-drawdown test is a single-well test in which the well is pumped at a low constant 307 discharge rate until the drawdown within the well stabilizes. 308
Step drawdown tests can be used to evaluate the characteristics of the well and its immediate 309 environment. Unlike the aquifer test, it is not designed to produce reliable information 310 concerning the aquifer, even though it is possible to estimate the transmissivity of the immediate 311 surroundings of the catchment. This test determines the critical flow rate of the well, as well as 312 the various head-losses and drawdowns as functions of pumping rates and times. Finally, it is 313
Hydrol designed to estimate the well efficiency, to set an exploitation pumping rate and to specify the 314 depth of installation of the pump. 315
The total drawdown at a pumping well is given by: 316 
Where rw (L) represents the well radius, rSKIN (L) the radius of the damage zone, R (L) the radius 324 of influence of the well. Analysis of the scenario of contamination for the study area 
The term in square bracket represents the equivalent hydraulic transmissivity The fitness function responds to maximum likelihood criteria between the observed and the 430 simulated values and can be written as: 431
Where h represents the model that, starting from the parameter vector, estimates the state 433 variable, R is the measurement error covariance matrix. Generally this function can be reduced 434 to the square root of the sum of the squared difference between the measured and simulated 435
Where ΔH represents a parameter of accuracy of observed data. 438
The penalty function is used to discriminate the solutions with values of the fitness function 439 comparable by means of geostatistical criteria (Kitanidis, 1995): 440
Where Q represents the spatial covariance matrix, X is a unit vector and β is the mean of the 442 values of the parameters. The penalty function can be rewritten eliminating β: 443
The common assumption is that the spatial distribution of the parameters follows the 445 geostatistical distribution defined by the variogram. Under this hypothesis the covariance 446 matrix present in the penalty function can be defined as: 447 
Where L (L) and T (L) are the longitudinal and transverse dispersion coefficients respectively.
457
In order to solve the advective transport equation a numerical Lagrangian particle based random 458 walk method is implemented. The solute plume is discretized into a finite number of particles. 459
For pure advective transport the particle moves along the flow lines. In order to represent 460 dispersion phenomena, the random walk method adding a random displacement to each 461 particle, independently of the other particles, in addition to advective displacement. 462
For a given time step t, considering the tensorial nature of the dispersion and the spatially 463 variable velocity field each, particle moves according to: 464
With: 466
For steady -state flow and for a source constant intensity, the assumption that the particles N 468 The domain has been discretised by means of a structured grid of 100 m size with. 477
In correspondence of the coast line a first type boundary condition has been imposed (h = 0 m), 478 along the detected watershed a second type boundary condition (q = 0 m 2 /s), the recharge from 479
Hydrol (Table 1) . 500 Table 2 shows the data of model calibration and Figure 10 shows the graph of the calibration. In fracture networks, the presence of nonlinear flow plays an important role in the distribution 552 of the solutes according to the different pathways. In fact, the energy spent to cross the path 553 should be proportional to the resistance to flow associated to the single pathway, which in 554 nonlinear flow regime is not constant but depends on the flow rate. This means that by changing 555 the boundary conditions, the resistance to flow varies and as a consequence the distribution of 556 solute in the main and secondary pathways also changes, giving rise to a different behavior of 557 solute transport (Cherubini et al. 2014 ). 558 The results also show that the presence of nonlinear flow influences advection, in that it leads 584 to a delay in solute transport respect to the linear flow assumption. Moreover, the distribution 585 of solute according to different pathways is not constant but is related to the flow rate 586 This is due to the non-proportionality between the energy spent to cross the path and the 587 resistance to flow for fractured media, which affects the distribution of the solutes according to 588 the different pathways. 589
The obtained results represent the fundamental basis for a detailed study of the contaminant 590 propagation in correspondence of the hot spot area in order to find the best clean up strategies 591 and optimize any anthropic intervention on the industrial site 592
Future developments of the current study will be to implement a transient model and to include 593 the density dependent flow into the simulations. 594 595 596
