This paper concerns exact differential equations. First, I define two types of functions which I have named Basic Function of Type One and Basic Function of Type Two. I then derive the properties of these functions and their theorems. Finally, by applying the properties and theorems of Basic Functions, I establish the simplest method for the exact differential equation with n variables.
Introduction
Let's consider the following first order differential equation:
M (x, y) dx + N (x, y) dy = 0
From ordinary differential equation [1] , we know the following theorem which precisely define exact differential equation with two variables.
Theorem: Let's consider the functions M, N, ∂M ∂y = M y and ∂N ∂x = N x to be continuous in a region R. Then equation (1) is exact differential equation if and only if the following relation is true at each point of R:
That is , there exists a function u(x, y) such that: u x (x, y) = M (x, y), u y (x, y) = N (x, y)
From equation (3) we get:
u(x, y) = M (x, y)dx + h(y)
Alternatively, we can find u(x, y) as below:
u(x, y) = N (x, y)dy + k(x)
To find u(x, y), first we need to find either h ′ (y) or k ′ (x) using equations (3) and then find h(y) or k(x) by integration, and substitute h in (4) or k in (5) to get u(x, y).
Suppose that the solution u(x, y) is a linear combination of N simpler functions as follows:
where, every function φ i can be a function of x, y or both and n is an arbitrary integer greater than zero. From equation (4) we conclude that, some of φ i s are in M (x, y)dx and the rest of φ i s are in h(y). Alternatively, from equation (5), we conclude that some of the φ i s are in N (x, y)dy and the rest of φ i s are in k(x). The hard part of solving exact differential equations is to calculate h(y) or k(x). The difficulty increases rapidly as the number of variables increases. In general, if u is a function of n variables, then we have to find the integration constant h which is a function of n − 1 variables and finding h needs many calculations. Instead of using equations (4) or (5) separately, let's consider the union of the φ i s which are in M (x, y)dx and φ i s in N (x, y)dy. We may ask the following questions: Does the union contain all φ i s ? Are any φ i s missed in the union? In this paper I show that the union contains all φ i s. I also show how to solve exact differential equation with n variables without calculation of integration constant.
Theory
Definition 1. Let f (x 1 , x 2 , ..., x n ) be differentiable on D and ∂f ∂xi be continuous on D for some i = l where D ⊆ R n , then f is called a Basic Function Of Type One with respect to x l if and only if the following condition is satisfied when we set the integration constant to zero: 
is not a Basic Function of Type One with respect to x but it is a Basic Function of Type One with respect to y .
so g(x, y) is a Basic Function of Type One with respect to x and y, so it is a Basic Function of Type Two .
Properties:
1. Linear combination of Basic Functions of Type one with respect to the same variable is a Basic Function of Type One with that variable.
Linear combination of Basic Functions of Type
Two with respect to the same variables is a Basic Function of Type Two.
is a basic function of type two, let's consider that we know dF as below:
It follows that:
Hence, if we have dF (x 1 , x 2 , ..., x n ) , we can calculate F by dividing the above integrals by n or by eliminating the repeated terms as below: Proof: By definition 1:
By fundamental theorem of calculus [2] :
Therefore we get: Proof: Let's check the definition of Basic Function from x 1 to x n :
where f 1 is the result of the integration of the left hand side. By theorem 1, f 1 is a Basic Function of Type One with respect to x 1 . Now differentiate with respect to x 1 from both sides, then we get:
Thus:
where C 1 (x 2 , ..., x n ) is a constant with respect to x 1 but in general it can be a function of x 2 , x 3 , ..., x n . Now let's work on C 1 as below:
where f 2 is the result of the integration of the left hand side. By theorem 1, f 2 is a Basic Function of Type One with respect to x 2 . Let's differentiate with respect to x 2 from both sides, then we get:
Therefore:
where C 2 (x 3 , ..., x n ) is a constant with respect to x 2 but in general it can be a function of x 3 , x 4 , ..., x n . So we get:
If we keep doing the above process for C 2 , C 3 , ...., C n we get the following result for F .
where f i is a Basic Function of Type One with respect to x i for i = 1, .., n and C = C n is a constant.
We can apply this result; equation (8) to all f i and keep doing that for the following Basic Functions of Type One. Since we can not do that infinitely many times, this process will stop at some point. Therefore, the final Basic Functions all have either one variable or they are Basic Functions of Type Two.
Exact Differential Equation
First, Let's consider the first order differential equation with two variables as follows:
M (x, y)dx + N (x, y)dy = 0 (9)
Assume that equation (9) is exact. We can use Theorem 2 and property 5 to solve (9). Suppose that the solution of the differential equation is φ(x, y) = C where C is a constant, therefore by Theorem 2, φ(x, y) is a linear combination of some Basic Functions of Type Two. The most general form that we can write φ(x, y) as linear combination of Basic Functions of Type Two is as below:
where B i are basic functions of type two. Therefore we can write equation (9) as follows:
Then by property 5 we get:
Which is the solution of exact differential equation (9). Now let's consider the first order differential equation with three variables as below:
Assume that it is an exact differential equation. Suppose that the solution of the differential equation is φ(x, y, z) = C where C is a constant. By Theorem 2, φ(x, y, z) is a linear combination of some Basic Functions of Type Two. The most general form that we can write φ(x, y, z) as linear combination of Basic Functions of Type Two is as below: 
Which is the solution of exact differential equation (11).
Finally, Suppose that the Exact Differential Equation with n variables is given as equation below:.
We can generalize the method using Rule 1 and Rule 2 as below:
Integrate each term of (13) separately as follows:
14) Rule 2: eliminate any repeated term after the integration of (14).
Examples
Let's solve the following exact differential equations that motivates the method:
(e x sin y − 2y sin x) dx + (e x cos y + 2 cos x + Φ(x, y) = e x sin y + 2 y cos x + ln y = c which gives the same result as the regular method.
example 2:
(e x sin y cos z − 2y sin x e z )dx + (e x cos y cos z + 2cos x e z + 1 yz )dy + (2y cos x e z − e x sin y sin z − ln y z 2 )dz = 0 where:
M (x, y, z) = e x sin y cos z − 2y sin x e z , N (x, y, z) = e x cos y cos z + 2cos x e z + 1 yz P (x, y, z) = 2y cos x e z − e x sin y sin z − ln y z 2 The differential equation is exact because M y = N x , M z = P x , and N z = P y .
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