Determining loadability margins to various security limits is of great importance for the secure operation of a power system, especially in the current deregulated environment. A novel approach is proposed in this paper for fast prediction of loadability margins of power systems based on neural networks. Static security boundaries, comprised of static voltage stability limits，oscillatory stability limits, and other operating limits, such as generator power output limits, are constructed by means of loading the power system until these security limits are reached from a base operating point along various loading directions. Back-propagation neural networks for different contingencies are trained to approximate the security boundaries. A search algorithm is then employed to predict the loadability margins from any stable operating points along arbitrary loading directions through an iterative technique based on the trained neural networks. The simulation results for the IEEE two-area benchmark system and the IEEE 50-machine test system demonstrate the effectiveness of the proposed method for on-line prediction of loadability margins.
Introduction
In the operation of power systems, maintaining the system in a secure operating region is of prime importance to system operators. Typically, loadability margins considering various security limits are the main tools of interest to operators, and hence being able to determine these margins on-line would allow system dispatchers to properly monitor the system. Power system security involves many limits, i.e. equipment thermal and voltage limits, generation capability limits, voltage stability, oscillatory stability and transient stability limits, which define the system loadability margins [1] .
Extensive research work has been conducted on loadability margin determination considering static voltage stability [2] - [8] . The continuation-power-flow method may be the most reliable technique to calculate loadability margins along a given loading direction by tracing the system P-V curves, which may be associated with a saddle-node bifurcation or a limit induced bifurcation [2] . In [3] , an interior-point nonlinear optimization method is proposed to obtain a set of optimal loading parameters that maximizes system loadability. On the other hand, a method based on multiple load flow solutions is proposed in [4] to obtain the "minimum" loadability margins. In [5] , an energy-function-based approach is proposed to evaluate the loadability margins on a given loading direction. The authors in [6] maximize the loadability margin in a given loading direction through minimizing the reactive power losses near the critical loading point by means of linear programming. In [7] , a method for monitoring the maximum permissible loading based on voltage stability limits is proposed, simplifying the system using Thevenin equivalent circuits for each load bus. The authors in [8] propose a boundary identifier tracing framework using a predictor-corrector technique to evaluate the loadability margins for different control parameter settings and a given loading direction, considering voltage and oscillatory stability.
More recently, some research work has been conducted on the loadability margin evaluation considering oscillatory stability limits, which can be associated with Hopf bifurcations [9] - [10] . In [9] , a linear index is proposed for oscillatory instability prediction by computing the minimum singular value of a modified full Jacobian matrix, whereas in [10] , the real part of the critical eigenvalue is identified using stochastic subspace identification technique, which is then proposed as an index to predict loadability margins.
Since the 1990s, extensive research work has been carried out on the application of neural networks to power system problems [11] . The neural network is a highly efficient computational tool that could be used for on-line loadability evaluation. Some research work has been devoted to neural network applications to voltage security assessment and monitoring [12] - [16] . Multi-layered feed-forward neural networks have been used for power margin estimation associated with static voltage stability by means of different training criteria and algorithms. The active and reactive powers on load and generation buses are frequently used as the inputs to the multi-layered feed-forward neural networks [12] - [15] ; bus voltages and angles are also part of the inputs in some research work [12] , [14] ; and in [16] , the active and reactive power flows of some selected lines are also used as inputs. In [13] , active power margins are predicted based on saddle node bifurcation and Hopf bifurcation point detection. In [14] , a hybrid neural network consisting of a Kohonen network and a multi-layered feed-forward neural network is proposed, with the Kohonen network as a front-end to cluster input patterns with similar features to improve the generalization ability of the multi-layered feed-forward neural network. The main drawback of these neural-network-based approaches is that they predict the loadability margin for each operating point only for a specific loading direction, which is defined by fixed load distribution coefficients. Some researchers have proposed the use of neural networks for small-signal stability assessment by eigenvalue estimation or stability classification [17] - [19] , but these neural networks are not designed for loadability margin prediction.
From the previous discussions, it is clear that the problem of loadability prediction still needs further investigation for on-line applications. In the operation of practical power systems, different loading directions may result in very different loadability margins for the same operating point; hence, loadability margins should be predicted for any loading direction. It would also be advantageous to consider voltage stability, oscillatory stability and other system operating limits, such as generator power output limits, in a unified framework [10] , [13] . Therefore, this paper considers these issues to present a novel approach for prediction of loadability margins based on neural networks. The proposed method is based on computing a large number of voltage stability, oscillatory stability limits and other operating limits, which are represented as loading margins for various loading directions from a base operating point, by means of continuation-power-flow and eigenvalue studies. Through approximating the security boundary defined by these limits using a back-propagation neural network, the loadability margins can be quickly predicted from any operating point along arbitrary loading directions. The main features of the proposed approach are that the loading direction for prediction can be arbitrarily given, and that various stability and operating boundaries are considered under the same framework. The numerical results obtained for the IEEE two-area benchmark system and the IEEE 50-machine test system demonstrate the effectiveness of the proposed approach.
Construction of the security boundary 2.1 Definitions
A power system can be represented by the following differential and algebraic equations:
where x is a vector of the state variables, such as generator speed and torque angles; y is a vector of algebraic variables, such as load terminal voltages; p is a vector of controllable parameters, such as generator terminal voltage settings; and λ is a group of non-controllable parameters, such as active and reactive load powers. When λ changes, the operating conditions change, and hence the system may become insecure.
In the operation of power systems, the system load usually presents different variation patterns. When the system load increases along a specific loading direction, the operating point may reach the system security boundary. Therefore, the loadability margin is defined as the active power load margin from the current operating point to the security boundary.
T in (1) represent a set of load parameters corresponding to load increase rates. In this case, the power system loads change as follows:
where P i0 and Q i0 are the active and reactive powers at the ith (i=1,2,…,n) load bus for the base operating condition.
The parameters i
λ can then be represented as:
where 0 ≥ α is a scalar factor typically referred to as the loading factor. The parameters 1 2 , , ..., n d d d define a loading direction as follows:
, with the following equation being satisfied:
Once the loading direction is defined, the system load can be increased to a security boundary by increasing the loading factor α . Observe from the definition of D that the parameters d i (i = 1, 2,…, n) are greater than or equal to zero, i.e.
all the loading directions are restricted to the first quadrant in the d-parameter space.
In steady-state operation, the security region is typically defined by various types of boundaries, i.e. static voltage stability, oscillatory stability and other operating limits. The concept of defining a static security boundary and its associated secure region is illustrated in the λ -parameter space for a 2-dimesional example in Fig.1 . In this figure, λ 1 and λ 2 are the load increase rates for loads 1 and 2; by increasing the loading factor from the base point (0, 0) along a certain direction D r , one of the 3 security boundaries may be reached. The loadability margin from the base point to the security boundary at the ith load can be given by 
Computational process
To obtain the boundary points to build the training and test samples of the neural network, continuation-power-flow and eigenvalue analysis techniques are combined to calculate critical loading factors along different loading directions, and assuming certain generation dispatch (in this paper, generators were assumed to be loaded in proportion to their available power, i.e. the difference between the generators' capacity and their power levels at the base loading conditions). After defining the loading directions, the saddle node bifurcation and limit induced bifurcation boundary points are first obtained by continuation-power-flow analysis, and the Hopf bifurcation boundary points are then calculated by eigenvalue analysis in an iterative manner using a dichotomy method applied to the voltage stability boundary obtained with the continuation-power-flow. In the process of finding the saddle node bifurcation, limit induced bifurcation and Hopf bifurcation boundary points, the generator power limits are monitored; if the generation powers reach their limits, the boundary points are then defined by a generator output limit boundary. The computational process can be summarized as follows: 1) Define all the loading directions with an even distribution in the d-parameter space.
2) Carry out power flow and eigenvalue analysis at the base operating point. 3) Calculate the saddle node bifurcation and limit induced bifurcation boundary points along all the selected loading directions using a continuation-power-flow program.
4) Calculate the Hopf bifurcation boundary points by eigenvalue-analysis and the generator output limit points within the voltage stability limits obtained in item 3.
5) The 3 types of boundaries are used to define a unified security boundary representing the maximum allowed loading factors.
It is important to mention that an N-1 contingency criteria should be used to obtain this unified security boundary. If no contingencies are considered, a stability rather than a security boundary is obtained through this process.
In this study, UWPFLOW [20] was used to obtain the voltage stability boundary, and PST [21] was used to obtain the oscillatory stability boundary. To avoid inconsistent power flow solutions between UWPFLOW and PST for operating points close to the voltage stability boundary, the power-flow solution from UWPFLOW was used as the input for PST, since this program is a more robust tool to obtain solutions near voltage collapse points.
Determination of loading directions
To construct a continuous boundary, the loading direction points should have an even distribution and reasonable 
To get an even distribution of the loading direction points in a multi-dimensional d-parameter space, the interval [0 1] on each axis is divided into n t sections; n t +1 cutting points that include the two end points 0 and 1 on each axis can then be obtained. All the possible combinations of the cutting points that satisfy (5) are found for all axes by a depth-first search technique [22] .
Prediction of loadability margins using neural networks
After obtaining the security boundary, a back-propagation neural network can be trained to approximate it for fast prediction of loadability margins, since this neural network can be used for nonlinear mapping and approximation of complex functions. Previous studies show that a 3-layered back-propagation neural network can approximate any nonlinear function with finite discontinuities [23] , thus a typical 3-layered back-propagation neural network, with n input neurons and one output neuron, is assumed to be powerful enough to approximate the security boundary in this study.
The inputs of the neural network are the vector entries [23] . The input neurons are used only to distribute the input data to the hidden neurons, and no activation function is applied to them. The mean-square-error function was used as the training criterion, and the number of hidden neurons N, which varies according to the test system and its topology, was chosen empirically through trial and error.
Neural network training and test
All the boundary points for neural network training to approximate the security boundary can be obtained by the method given in Section 2. After obtaining all the boundary points, the associated loading factors are all normalized to values from 0 to 1. All the input-output pairs for all the loading directions are grouped into a sample set for neural network training. After training, the neural network can be used to predict the loading factors from the base point on any loading directions.
The testing samples for the trained neural network were obtained in the d-parameter space by choosing m t loading direction points based on randomly generated d values. The security boundary computational process described in Section 2.2 is then used to determine the accuracy of the neural network predictions.
Prediction of loadability margins from arbitrary operating points
After training the back-propagation neural network, the loadability margins from the given base operating point along any loading directions can be quickly predicted. However, the aim is to predict the loadability margins from any operating point along any loading directions, which would be more useful in power system operation applications. The computational procedure to accomplish this is described below.
The basic principle to determine the loadability margin based on the neural network prediction is illustrated by a 2-dimensional example in Fig. 2 . In the λ-parameter space shown in this figure, the point j is an arbitrary operating point defined by
, and it approaches the boundary point defined by
Suppose that the loading factor from j to k is jk α , the boundary point k λ can then be obtained by
The loading direction from the base point to the point k is then defined as
Hence, the loading factor k 0 α from the base operating point to the point k can be predicted by the trained neural network, and the following equation should be satisfied at the point k:
The point k is obtained using the following iterative method: The operating point is first moved from j to h in Fig. 2 by a loading factor α jh along the given D jk ; therefore, the operating point h can be defined by
Based at the point
, the D 0h can be computed using (9) , and the neural network can be used to predict the loading factor ) (
where f 1 is directly obtained from (11), f 2 is obtained from (9) , and f NN is a mapping function representing the neural network, a function f e can be defined as:
This function can be used to estimate the desired critical loading factor by solving the nonlinear equation:
The root * jh α of (17) must lie in the interval [0, α max ], where α max is the maximum loading factor for all loading directions; notice that 0 and α max are two "extreme" roots of (17) . The following algorithm, which is based on the bisection method [24] , is used here to obtain the desired root of (17) 
Numerical results and discussions

IEEE Two-area benchmark system
The IEEE two-area benchmark system shown in Fig. 3 is employed here to demonstrate the proposed approach: The generators are modeled using detailed subtransient models, and simple excitation system and speed governor models are used at all generators. A power system stabilizer is installed on the generator G4 to damp possible low frequency oscillations. There are two load buses, namely, Bus 7 (Load 2) and Bus 9 (Load 1), and their load powers at the base condition are 9+j1.0 pu and 17+j1.0 pu, respectively, for a 100MVA base. The active power generation limit is 9.5 pu for each of the generators.
Following classical security analysis methods, voltage stability limits associated with saddle node bifurcations and limit induced bifurcations were determined with the help of PV curves, constructed using a continuation-power-flow program and assuming constant-power load models and constant power factors. Oscillatory stability limits associated with Hopf bifurcations were computed based on eigenvalue studies, where the loads were modeled as 50% constant impedance and 50% constant current.
Fig. 3. IEEE two-area benchmark system
Security boundaries
For the normal topology and a Line 8-9 outage, 41 loading directions with an even distribution are defined to construct the unified security boundaries illustrated in Fig. 4 for the two topologies. The parameters λ 1 and λ 2 define the load increase rates of Load 1 and Load 2, respectively. 
Neural network training and test
Two back-propagation neural networks in the Matlab-based neural network tools are employed to approximate the security boundaries for the two topologies. Each of the neural networks used has 2 input nodes for the loading direction parameters and 1 output node for the maximum loading factor. From training, the "optimal" number of the hidden nodes chosen is 8.
The 41 boundary points in each of the two topologies are used as the training samples to train the two neural networks separately. The difference between the predicted loading factor value by the neural network and the actual one of a case is defined as the prediction error. The prediction error value divided by the actual loading factor value of the same case is defined as a percentage prediction error. The prediction errors and the percentage prediction errors with the maximum absolute values are 0.001 and 0.12% for the normal topology, and -0.0028 and -0.32% for the Line 8-9
outage, respectively. All the prediction error values for the 41 loading directions are given in Table 1 for the two topologies. To test the ability of the trained neural networks to predict the loadability margins for other cases, 40 new loading directions are randomly created to build test sample sets for each topology. The prediction errors and the percentage prediction errors with the maximum absolute values are -0.0058 and -0.63% for the normal topology, and 0.0027 and 0.33% for the Line 8-9 outage, respectively. The prediction error values for the 40 loading directions are given in Table   2 for the two topologies. From Tables 1 and 2 , observe that the back-propagation neural networks can approximate the security boundaries with very high precision, as the prediction error values for the training and test samples are very small. 
Prediction from any operating point
The trained neural networks are then used to predict the loadability margins from any stable operating point along The loading factors for all the 15 cases are calculated under the normal topology and for the Line 8-9 outage. The prediction results for both topologies are given by Table 3 and Table 4 , respectively; these results show that the prediction of the loading factors is very accurate. The prediction errors and the percentage prediction errors with the maximum absolute values are only 0.0014 and 0.2973% for the normal topology, and 0.0042 and 0.5326% for the Line 8-9 outage. 
IEEE 50-Machine Test System
To test the effectiveness of the proposed approach in a more realistic environment, the IEEE 50-machine test system [9] is employed to test the proposed loadability margin prediction technique. Basically, the same numbering of buses and generators as those used in [9] is used here as well. Generators 1 to 6 are modeled using subtransient models, and the rest are represented using classical models. A simple excitation system model is used for Generators 1 to 6, and 3
power system stabilizers are installed on Generators 1 to 3 to damp possible low frequency oscillations.
As in the case of the two-area benchmark system and following classical security analysis methods, voltage stability limits were determined with the help of PV curves and assuming constant-power load models and constant power factors, whereas oscillatory stability limits were determined through eigenvalue analyses using constant-impedance load models.
There are a total of 64 load buses in the system. All the load buses, except Bus 137, are used to simulate load changes, since the maximum loading factor for Bus 137 is very small (about 0.02). The 63 load buses are divided into three groups for load monitoring: Group 1 has 11 load buses, with a total load power of 159089+j42274 MVA; Group 2 has group (Group 3), with a total load power of 5311+j10431 MVA. The loads in each of these 3 groups participate in the loading process with the same participating factor, which means that the load monitoring is carried out in a 3-area λ-parameter space defined by λ 1 , λ 2 and λ 3 for Group 1, Group 2 and Group 3, respectively.
Security boundaries
The security boundaries for the normal topology and a Line 67-125 outage are calculated using the proposed procedures. A total of 631 loading directions are defined with an even distribution in a 3-dimensional d-parameter space.
The security boundaries are comprised of voltage stability points and oscillatory stability points, since no generator output limit points were encountered. Before normalization, the maximum loading factor is 1.0412 and the minimum is 0.2822 among all the loading directions for the normal topology, and 1.0433 and 0.2819 for the Line 67-125 outage.
The security boundary for the normal topology is illustrated in Fig.5 ; observe that the security boundary is a continuous "complex" surface, with the loading factor changing significantly in different loading directions. 
Practical applications
From the simulation results of the two test systems, the effectiveness of the proposed approach for loadability margin prediction is demonstrated. Hence, using the proposed approach, the loadability margins can be quickly predicted at any operating points along any loading directions. To demonstrate the practical application of the proposed technique, the two-area system is used here as an example. Thus, suppose that the operating point and the loading direction are changed based on the loading pattern shown in Fig. 7 . Let the base point represent the night minimum load, and assume that the operating point moves continuously from point 0 back to 0 during the day as illustrated in Fig. 7 . The security margins in MW at different operating points can then be easily predicted using a back-propagation neural network through the day, as depicted in Fig. 8 . The "jump" in the margin for an operating point is due to changes in the loading direction.
Using the proposed approach, the security margins at different operating points can be closely monitored. Thus, notice in Fig. 8 , that when the system reaches the loading conditions associated with the point 3, the system enters a "warning" region, since the power margin is less than 10% of the total base load (2600MW). If a Line 8-9 outage occurs at point 3, the operating point will fall into an "emergency" region where the power margin is less than 4% of the total base load. Hence, the proposed approach can be a helpful tool for power system operators to make dispatching decisions on-line. It is also important to highlight the fact that, in practical power systems, there is a large number of load buses; however, it is impractical and also unnecessary to monitor each of the loads individually, since load buses are typically grouped into zones/areas for the purpose of system security monitoring. Thus, transmission system capacities, which have been classically used to define power system security, are only determined for "key" transmission corridors between well predefined interchange areas. For example, in the case of Ontario, these security limits are typically defined for the main transmission lines interconnecting about 8 zones: Michigan, NY, Quebec, Manitoba, Eastern, South-Western and Northern Ontario, plus the Greater Toronto Area. Therefore, the dimension of the d-parameter space in the proposed technique, which is directly associated with these predefined interchange areas, should be a manageable number (e.g. around 10 in most systems), considering that the training of the proposed neural network is done off-line and not on-line.
Conclusions
An effective approach to predict loadability margins considering static voltage stability, oscillatory stability and operating limits is proposed based on neural networks. By appropriately selecting a group of loading directions, a back-propagation neural network can be trained to accurately approximate the security boundary to predict loadability margins from a base operating point, and for any other operating point within that boundary. It is shown in this paper, that a properly trained back-propagation neural network can readily be used to quickly monitor the loadability margins during the daily operation of a practical power system.
