We exploit symmetry to reduce the memory storage requirements of linear explicit model predictive controllers. In the first part of the paper we define controller symmetry. We describe how symmetry can be used to compress the explicit controller and discuss the implementation of the resulting compressed controller. In the second part we develop a method for computing the reduced-memory controller without first computing the full-memory controller by employing the concept of fundamental domain.
INTRODUCTION
In Bemporad et al. [2002] the authors have shown how to compute the solution to constrained finite-time optimal control (CFTOC) problem for discrete-time linear systems as a piecewise affine (PWA) state-feedback law. Such a law is computed off-line by using a multiparametric programming solver which divides the state space into polyhedral regions, and for each region determines the linear gain and offset which produces the optimal control action. This state feedback law is often referred to as the "explicit solution".
At each sampling time a Model Predictive Control (MPC) strategy (Mayne et al. [2000] ) requires the solution of an open-loop CFTOC problem, which, for a quadratic performance index and known (measured/estimated) system state, corresponds to solving a Quadratic Program (QP). Having a precomputed solution as an explicit piecewise affine function of the state vector reduces the online computation of the MPC control law to a function evaluation, thus avoiding the on-line solution of a quadratic program.
Excessive storage requirements is one of the barriers for the implementation of explicit MPC. Methods for reducing the footprint of explicit model predictive controllers have been well studied (see the survey Alessio and Bemporad [2009] and reference therein).
In this paper we exploit the symmetries of the model predictive control problem to design an explicit controller with reduced-memory requirements. Symmetric problems have small amounts of unique problem data. In Cogill et al. [2008] symmetry was exploited in solving robust control problems. In Boyd et al. [2009] symmetry was used to find optimal Markov chains weightings on very large graphs. Symmetry has been used extensively in semi-definite programming de Klerk [2010] and integer linear programming Margot [2010] . In Recht and D'Andrea [2004] the study symmetric continuous-time systems. In Szucs et al. [2011] the authors employ a methodology similar to our own albeit for a larger class of symmetries.
The paper is divided into two parts. In this first part we formally define controller symmetry. We begin by defining the symmetry group of the model predictive control problem and discussing its relationship to the symmetries of the explicit controller. The symmetry group of the model predictive control problem is the intersection of the symmetry groups of the dynamics, constraints, and cost. We describe how symmetry can be used to compress the explicit controller and discuss the implementation of the resulting compressed controller. In the second part we develop a method for producing the reducedmemory controller without first producing the full-memory controller by employing the concept of fundamental domain. In this paper This research was supported by Ford Research Laboratories and the National Science Foundation under Grant n. 0844456 we assume the symmetries of the controller and MPC problem are known and focus on techniques for exploiting symmetry.
The paper is organized as follows. We begin reviewing standard results from model predictive control. In section 3 we define symmetric explicit controllers and discuss how these controllers can reduce memory requirements. In section 4 we show the relationship between the controller symmetries and the symmetries of the model predictive control problem. Finally in section 5 we provide a method for calculating the reduced-memory explicit controller.
EXPLICIT MPC
In this paper we consider the following model predictive control (MPC) problem for constrained linear time invariant systems with quadratic cost
subject to:
where x 0 = x(t) ∈ R n is the measured state, x k ∈ R n is the predicted state under control action u k ∈ R m over the horizon N , X and U are polytopic, and Q = Q T 0 and R = R T 0.
Problem (1) can be written as a multi-parametric quadratic program (Bemporad et al. [2002] )
where
] is the input trajectory over the horizon N , J(x 0 , U ) is quadratic, and T (x) is the polytopic set of feasible input trajectories U that satisfy constraints (1c) and (1d) under dynamics (1b).
In Bemporad et al. [2002] it was shown that (2) has a continuous piecewise affine solution
where CR i ⊂ X are polytopes called critical regions, and F i ∈ R N m×n and G i ∈ R N m are constant matrices. The set of initial conditions x 0 for which problem (2) is feasible is denoted by X 0 . The
and CR i ∩ CR j is a zero-measure set for all i = j.
The optimal state-feedback piecewise affine MPC control law can be obtained by extracting the first m terms of the optimal input trajectory U (x 0 ) and setting x 0 = x(t)
. . .
• we refer to the triple (F i , G i , R i ) as the i-th piece of the controller κ(x), • I = {1, . . . r} is the index set of the controller pieces,
• The regions R i are p-collections formed by taking unions of critical regions CR j where the components of the i-th control law are identical.
A p-collections is a finite union of convex polytopes. We assume that each set R i is full-dimensional. We call the partition {R i } i∈I minimal if it contains the smallest number of partitions |I| needed to express κ(x).
A simplified implementation of controller (4) Kvasnica et al. [2010] .
Algorithm 1 Standard Implementation
for i ∈ I do if x(t) ∈ R i then return i end if end for u (t) = F i x(t) + G i
SYMMETRIC CONTROLLERS
In this section we define controller symmetry and discuss how symmetry can be used to reduce controller complexity. Definition 1. Let (Θg, Ωg) for g ∈ G be a finite set of pairs of invertible matrices Θg ∈ R n×n and Ωg ∈ R m×m indexed by g ∈ G. Then the explicit controller (4) is symmetric with respect to G if for every g ∈ G and every i ∈ I there exists j ∈ I such that
Each pair of matrices (Θg, Ωg) satisfying (5) is called a symmetry of the explicit controller (4). The set of all symmetries (Θg, Ωg) for (4) form a group. Proposition 1. Let Aut(κ) denote the set of all pairs of matrices (Θg, Ωg) satisfying (5). Then Aut(κ) is a finite group.
Proof. The pair (Θg, Ωg) ∈ Aut(κ) is an automorphism of the explicit controller (4) i.e. κ(x) = Ω −1 g κ(Θgx). The set of all automorphisms of a mathematical object form a group (Lang [2002] ). The group is finite since it permutes the finite extreme points of X 0 .
Aut(κ) denotes the set of pairs of matrices (Θg, Ωg) ∈ Aut(κ) that satisfy (5) and the index set of these matrices g ∈ Aut(κ). We call Aut(κ) the symmetry group of the explicit controller κ(x). We say that pieces i, j ∈ I are symmetric if there exists g ∈ Aut(κ) such that (5) holds.
Symmetry can be used to reduce the storage requirements for explicit controllers. Storing the i-th piece of the controller requires
floating point numbers where n is the dimension of the state-space, m is the input dimension, and c i is the number of inequalities defining the region R i . Note that c i ≥ n + 1 and typically the number of states is greater than the number of inputs n ≥ m. Thus if controller piece i ∈ I is the symmetric image of piece j then it can be more efficiently stored using the symmetry transformations Θg ∈ R n×n and Ωg ∈ R m×m since
In addition the storage saving offered by symmetry are compounded by the fact that Aut(κ) is a group. A single symmetry pair (Θg, Ωg) may relate several pairs i, j ∈ I of controller pieces.
Furthermore groups can be defined by a small set of generators Gen(κ) ⊂ Aut(κ). In other words for every g ∈ Aut(κ) the matrices Θg and Ωg are can be expressed as products of matrices Θĝ and Ωĝ forĝ ∈ Gen(κ). Therefore we only need to store (Θg, Ωg) for
Controller Orbits
In this section we organize the controller pieces into equivalence classes called controller orbits.
In group theory, orbits are defined in terms of a group action (Lang [2002] ). In this case the symmetry group Aut(κ) acts on the control pieces I according to (5). For i ∈ I we define a group action µg(i) = j if i and j satisfy condition (5) for some (Θg, Ωg). Therefore we can define the orbit of controller piece i by
This is the set of all controller pieces j ∈ I that are symmetric to piece i ∈ I. The orbits O i partition the controller pieces I into equivalence classes.
Using this concept the memory requirements for explicit controller κ(x) can be reduced by storing only a single representative controller piece j ∈ O i for each orbit O i . The other pieces k ∈ O i are then recovered using the symmetry conditions (5) and the controller symmetry group Aut(κ). In terms of the orbits the explicit controller can be written as
where the index set O I = {i 1 , . . . , ir} ⊆ I contains one representative from each orbit O i . O I is a subset of controller pieces that completely define κ(x) by symmetry.
The implementation of (9) works in a similar manner to the standard implementation in Algorithm 1. The point location problem still requires searching the controller pieces I. However this step has now been broken into two steps; searching the controller orbits O I and searching each individual orbit for the controller partition i ∈ O j . Searching within an orbit involves a for-loop over the elements of Aut(κ). Algorithm 3.1 provides a simple depth-first implementation of this search.
Once the appropriate orbit O i and group element g ∈ Aut(κ) have been found the appropriate control u (t) is calculated using the symmetry transformations
Exploiting symmetry requires an additional matrix multiplication during each step of the point location search and three additional matrix multiplications to calculate the appropriate control u (t). Example 1. In this example we consider a model predictive control problem of the form (1). The cost matrices are Q = In ∈ R n×n and Orbit Implementation 1 
The constraints on the state and input are box constraints
The partition {R i } i∈I of the explicit controller for this problem is shown in Figure 1 . The explicit controller κ(x) is symmetric with respect to the group of planar rotation matrices
where Aut(κ) = {1, 2, 3, 4} and
, φ 3 = π, and
. This rotational symmetry can be seen in Figure 1 . Rotating the optimal partition {R i } i∈I by φg produces the same partition.
The pieces i ∈ I of this controller can be organized into orbits. For instance the set O 1 = {1, 2, 3, 4} ⊂ I forms an orbit. The regions {R 1 , R 2 , R 3 , R 4 } shown in Figure 1 are rotational images of each other. We only need store one controller partition per orbit. For instance we could store (F 1 , G 1 , R 1 ) and recover the parameters (F j , G j , R j ) for controller partitions j ∈ {2, 3, 4} by symmetry.
This controller can be implemented using Algorithm 3.1. Suppose x ∈ R 3 and piece 1 is the representative for the orbit O 1 = {1, 2, 3, 4}. Algorithm 3.1 will search each orbit O i until it comes to the orbit O 1 = {1, 2, 3, 4} containing region R 3 . The algorithm then checks whether Θgx ∈ R 1 for each g ∈ Aut(κ). This is equivalent to searching through R 1 , . . . , R 4 since by the definition of the controller orbits for each j ∈ O i there exists g ∈ Aut(κ) such that
Once the algorithm has found the appropriate region R 3 = Θ −1 3 • R 1 the control is calculated. The controller parameters are only stored for partition 1. However by the definition of controller symmetry the appropriate control action is 14) where for this example Ω 
SYMMETRY GROUPS
Our ultimate goal is to use symmetry to directly produce a reduced memory explicit controller without first producing the full controller (4). Thus we need to be able to identify the symmetry group Aut(κ) without solving the multi-parametric program.
In subsection 4.1 we define the symmetry group Aut(QP ) of the model predictive control problem (1). In subsection 4.2 we provide a sufficient condition for the explicit controller to be symmetric with respect to Aut(QP ). Finally in subsection 4.3 we present a counterexample that demonstrates that the explicit controller may have additional symmetries not shared by the model predictive control problem (1), i.e. Aut(κ) = Aut(QP ) in general.
Symmetry of the MPC Problem
We begin by defining the symmetry group of the general multiparametric program (2). Definition 2. Let (Θ h , Ω h ) for h ∈ H be a finite set of invertible matrices Θ h ∈ R n×n and Ω h ∈ R m×m indexed by H. Then the MPP (2) is symmetric with respect to H if it satisfies
where ⊗ is the Kronecker product.
Each pairs of matrices (Θ h , Ω h ) that satisfy (15) is called a symmetry of the general multi-parametric program (2). In particular we are interested in the symmetries of the model predictive control problem (1). We will show that the symmetries of (1) are the symmetries of the dynamics, constraints, and cost function. We define these symmetries now.
Definition 3. Let Θ ∈ R n×n and Ω ∈ R m×m be a pair of invertible matrices.
(Θ, Ω) is a symmetry of the dynamics if it satisfies
ΘA = AΘ (16a) ΘB = BΩ.(16b)
(Θ, Ω) is a symmetry of the constraints if it satisfies
Θ • X = X (17a) Ω • U = U .(17b)
(Θ, Ω) is a symmetry of the cost if it satisfies
The following proposition shows that the model predictive control problem (1) is symmetric with respect to the set of all symmetries (Θ, Ω) that satisfy Definition 3.
Proposition 2. Let Aut(QP ) denote the set of all pairs of matrices (Θ, Ω) satisfying Definition 3. Then the model predictive control problem (1) is symmetric with respect to Aut(QP ).
Proof. We show that each pair (Θ, Ω) that satisfies Definition 3 also satisfies Definition 2 for the model predictive control problem (1).
Let us define the state trajectory
where X = [x 1 , . . . , x N ] T and U = [u 0 , . . . , u N −1 ] T . Then the cost in (1) can be written as 20) and the constraints on the feasible input trajectories for (1) can be written as
where the state trajectory X(x 0 , U ) is dependent on the initial condition x 0 and input trajectory U . We will now prove that the cost and constraints satisfy (15).
First we show that the cost satisfies (15a). By symmetry condition (16) the state trajectory (19) satisfies
By symmetry condition (18) we conclude the cost satisfies (15a).
Now we show the set of feasible input trajectories T (x) satisfies (15b). Note
where the first equality follows from the definition of (I N ⊗ Ω −1 ) • T (Θx), the second equality follows from (22), and the forth equality follows from (17).
We call Aut(QP ) the symmetry group of the model predictive control problem (1). In the next section we will discuss conditions for when the explicit controller (4) is symmetric with respect to Aut(QP ).
Before continuing we present the following corollary on the symmetry of the set of feasible initial conditions.
Corollary 3. The set of feasible initial conditions X 0 is symmetric with respect to Aut(QP )
for all h ∈ Aut(QP ).
Proof. Let x 0 ∈ X 0 and let U ∈ T (x 0 ) be a feasible input trajectory for x 0 . Then (I N ⊗ Ω h )U ∈ T (Θ h x 0 ) is a feasible input trajectory for each h ∈ Aut(QP ).
Symmetry of the Explicit Controller
Definition 1 applies to the piecewise affine expression of the explicit controller (4). This expression is not unique even when the underlying function κ : X 0 → U is unique. Not all expressions κ(x) for κ are symmetric with respect to Aut(QP ). It can be shown that κ will always have a symmetric piecewise affine expression. However since our ultimate goal is to reduce the storage requirements of the explicit controller we would like to show the smallest expression for κ is symmetric. This will guarantee that symmetry reduces the memory requirements of the explicit controller.
In Theorem 4 we will show that when {R i } i∈I is the minimal pcollection partition then (4) is symmetric with respect to Aut(QP ). We first present the following lemma.
for all x ∈ X 0 and h ∈ Aut(QP ).
Proof. Let U (x) be the optimal solution of the multi-parametric program (2). Then (I N ⊗ Ω
−1 h
)U (Θ h x) is feasible and optimal for each h ∈ Aut(QP ) by Definition 2 and Proposition 2.
Theorem 4. Let κ be a unique function expressed by (4) where {R i } i∈I is the minimal p-collection partition. Then the piecewise affine expression κ(x) is symmetric with respect to Aut(QP ).
Proof. Suppose the expression κ(x) is not symmetric. Then there exists h ∈ Aut(QP ) and there exists i ∈ I such that (5) is not satisfied for any j ∈ I.
There exists j ∈ I such that
is a full-dimensional set since Θ −1 h
• R i ⊂ X 0 is full-dimensional and {R i } i∈I is a partition of X 0 . Therefore P contains a set of affinely independent points. Since κ(x) = Ω −1 h κ(Θ h x) at each of these affinely independent points we have
Therefore κ(x) is non-symmetric only if the partition {R i } i∈I is non-symmetric
Without loss of generality assume Θ −1 h
• R i ⊂ R j (otherwise switch the roles of i and j). Then there exists a minimal coving K ⊂ I, |K| > 1 such that
for k ∈ K will be full-dimensional. Thus we conclude
for each k ∈ K. Therefore we can merge the sets R k for k ∈ K. However this contradicts the fact that {R i } i∈I is the minimal partition. Therefore we conclude that the expression (4) where {R i } i∈I is the minimal p-collection partition is symmetric.
This theorem shows that we do not need to increase the memory requirements of the explicit controller (4) before exploiting symmetry. This result does not hold when {R i } i∈I is a minimal polytope partition. Consider the following counter-example.
Example 2. Figure 2 (a) shows a collection of critical regions symmetric with respect to the dihedral-4 group D 4 . If these critical regions have the same control law F x + G then they can be merged into the p-collection shown in Figure 2 (b). This p-collection has the same group of symmetries as the original set of critical region. However the minimal polytope partitions are not symmetric with respect to D 4 as shown in Figures 2(c) and 2(d). Therefore we cannot guarantee that the minimal polytope partition will be symmetric. 3
Fortunately we can avoid this issue by working with p-collection partitions {R i } i∈I . A polytope sub-partition {P i k } k∈K i for each R i is still needed to test x ∈ R i . However this sub-partition need not be symmetric.
Additional Symmetries of the Explicit Controller
In the previous subsection we showed that the explicit controller (4) is symmetric with respect to Aut(QP ). However it is possible that the explicit controller (4) has additional symmetries not shared by the model predictive control problem (1). Consider the following counter-example. 
The cost matrices are Q = In ∈ R n×n and R = ρIm ∈ R m×m where ρ = 5 × 10 6 . The horizon is N = 1. The state constraints are the octagon shown in Figure 3 (a) and the input constraints are the box shown in Figure 3 (b) .
This problem is symmetric with respect to the group of rotations of {0, The limiting factor in the symmetry group Aut(QP ) in this example is the box constraint U . However the optimal controller κ(x) does not use every possible u ∈ U . The image κ(X ) of the optimal control for each x ∈ X is shown in Figure 3 (d) . It can be seen that the optimal controller only uses an octagonal subset of U . Therefore the explicit controller can have a larger symmetry group than the model predictive control problem (1). 3
DIRECT SYMMETRIC CONTROLLER SYNTHESIS
In this section we present a method to directly generate a reducedmemory explicit controller without first solving for the full explicit controller (4).
From Definition 2 if two states x 1 and x 2 satisfy x 1 = Θ h x 2 for some h ∈ Aut(QP ) then the optimal control u = κ(x) at these points is related by (5). Thus if we have the optimal control at one of these points we have the optimal control at the other point by symmetry. This invites the question: "What is the small set of pointsX at which we can solve (1) and obtain the optimal control at every point in X 0 ?" The answer to this question is called a fundamental domain (Aurenhammer and Klein [1999] ).
Definition 4. Let S ⊆ R d and Θg ∈ R d×d for g ∈ G be a group of transformations. A setŜ is called a fundamental domain of S if {Θg •Ŝ} g∈G is a partition of S.
We call {Θg •Ŝ} g∈G a fundamental partition. Clearly fundamental domains are not unique. The following Lemma from Aurenhammer and Klein [1999] provides a procedure for generating a fundamental partition of a set S.
Lemma 2. Suppose s ∈ S is not fixed by Θg (i.e., Θgs = s) for all non-identity elements g ∈ G. Then the voronoi diagram of the orbit
is a fundamental partition of S.
We apply this fundamental domain concept to the set of feasible states X and symmetries Aut(QP ) of the model predictive control problem (1).
Example 4. We revisit Example 1. The symmetry group Aut(QP ) of this problem is the intersection of the symmetry groups of the dynamics, constraints, and cost. The intersection of these groups is the set of rotations matrices (13).
There are an infinite number of fundamental domains. We now apply the concept of fundamental domains to explicit model predictive control. Let us consider the model predictive control problem (1) restricted to a fundamental domainX of X with respect to the symmetry group Aut(QP ) of (1)
This problem is identical to (1) except that x 0 ∈X . The set of feasible initial conditionsX 0 for this problem is a fundamental domain of the set of feasible initial conditions X 0 of the unrestricted model predictive control problem (1).
Lemma 3. The set of initial conditions for which (35) is feasible iŝ
Proof. If x 0 ∈X then problems (1) and (35) are identical. Thus x 0 is feasible for (35) if and only if x 0 ∈ X 0 is feasible for (1). Thereforê X 0 = X 0 ∩X is the set of feasible initial conditions for (35).
The set X 0 is symmetric. Furthermore X 0 = X 0 ∩ X since X 0 ⊆ X . Thus
where {Θ h •X } h∈Aut(QP ) is a partition of X by definition.
Letκ :X 0 → U be the explicit solution of the restricted model predictive control problem (35) Theorem 5.κ(x) in (39) is an optimal explicit solution to (1).
Proof. The proof is omitted for space. The optimality and feasibility ofκ(x) on X \X can easily be verified by the symmetry of the model predictive control problem (1) and properties of the fundamental domainX .
Algorithm 2 describes how the extended controllerκ(x) is implemented. The algorithm has three phases. In the first phase the algorithm searches Aut(QP ) for the transformation Θ h that maps the measured state x(t) into the fundamental domainX . In the second phase the algorithm finds the critical regionR i for the restricted controllerκ(x) in (38). Finally the optimal control u (t) is calculated using the optimal controllerκ(x) u (t) = Ω Example 5. We revisit to example (1). Let us consider the restricted explicit controller (38) whereX is the fundamental region shown in Figure 4 (b). The partition {R i } i∈Î of this controllerκ(x) is shown in Figure 5 . Comparing Figures 1 and 5 it is clear that the partition {R i } i∈Î in Figure 5 is the intersection of the full partition {R i } i∈I in Figure 1 with the fundamental domainX in Figure 4 (b).
Implementation of this controller follows Algorithm 2. First we find the rotation matrix Θg in (13) that maps Θgx into the fundamental domainX . In this case it is Θ 4 the rotation of 3π 2 radians. Next we search the partition {R i } i∈Î ofκ(x) for the proper regionR i . In this caseR i is the green region shown in Figure 5 . The optimal control in this region isû (t) =F ix (t) +Ĝ i .
This is the optimal controller forx(t) = Θ 4 x(t). By symmetry the appropriate control for x(t) is 
