The paper studies the Heath-Jarrow-Morton-Musiela equation of the bond market. The equation is analyzed in weighted spaces of functions defined on [0, +∞). Sufficient conditions for local and global existence are obtained . For equation with the linear diffusion term the conditions for global existence are close to the necessary ones.
Introduction
The Heath-Jarrow-Morton-Musiela equation, driven by a real Lévy process L, is a stochastic partial differential equation of the form dr(t, x) = d dx r(t, x) + F (r(t))(x) dt + G(r(t−))(x)dL(t), r(0, x) =r 0 (x), x ≥ 0, t ∈ (0, T * ], (1.1) can be interpreted as the price, at moment t, of the bond which matures at moment T (and then pays 1). The equation (1.1) describes the dynamics of the forward curves in the moving frame and was introduced by Musiela in [13] . The original version, in the natural frame, appeared first in the PhD dissertation of Morton [12] . For more information about the financial background of the equation see Appendix 10.1. If the process L is not present in the equation, that is if L is identically zero, then J ′ = 0, F = 0 and G = 0 and the equation has trivial solution r(t, x) = r 0 (t + x). So only the stochastic case is of real interest. The equation was intensively studied in the case when L is a Wiener process, see e.g. [6] , [14] and references therein. Then the function J ′ is linear: J ′ (z) = qz, z ∈ R, q ≥ 0. There are also several results for the case of general infinite dimensional Lévy process L, see e.g. [14] , [5] , [17] , [18] , [19] , [10] , [8] , [15] . In particular in [10] local solvability of (1.1) was studied for Lévy process L having exponential moments, the assumption which we find very restrictive. In fact a majority of the results presented in the paper can be extended to infinite dimensional noise. Our intention was to obtain optimal results in the most important case of the one dimensional process L, to see what kind of results could be expected in the general case.
The aim of the present paper is to establish existence and uniqueness of weak solutions to (1.1). We restrict our attention to positive solutions which are relevant for applications. The equation is studied either in the Hilbert space H = L 2,γ , of square summable functions h on [0, +∞) with the norm The paper is divided into Part I and Part II. Part I studies equation (1.1) with general volatility g and uses some versions of the contraction mapping theorem. Part II is devoted to the case when g is a linear function of the second variable:
g(x, y) = λ(x)y, x, y ≥ 0.
In the latter case, more special but important, better results can be obtained using some monotonicity properties of the equation.
Part I starts with formulating local and global existence results in the sets L (1 + λ(t − s + x)△L(s)) e −λ(t−s+x)△L(s) .
The equivalence of (1.6) and the weak form of (1.5) is established in Section 5, in Theorem 5.9 and Theorem 5.10, preceding the proofs of the main results. The proofs are rather involved and require some new results on regularity of Lévy fields of independent interest, see Proposition 6.2 Proposition 6.3 . Standard methods exploiting the Lipschitzianity of the coefficients, applied for instance in [8] , [10] , require more restrictive conditions.
As we have already said, the study of the linear HJMM equation was initiated by Morton, in his PhD dissertation [12] . He showed that the equation (1.5) in the natural frame, with L being a Wiener process, does not have a solution in the class of bounded functions of two arguments on a finite domain. The situation changes substantially when L is a general Lévy process and results on existence and explosions for the equation (1.5) but in the natural frame were obtained [1] .
The present paper is a much elaborated version of the note [2] presented in arxiv.
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Preliminaries
We gather first results on properties of the Laplace exponent J of the process L and its derivatives, which will be frequently used in the following sections of the paper. The first derivative J ′ , appears explicitly in the basic equation (1.1)-(1.2). As our prime issue will be the solvability of (1.1)-(1.2) in the set of non-negative functions we concentrate on the properties of J and its derivatives for non-negative arguments.
The function J is defined by
and admits explicit representation
with a ∈ R, q ≥ 0 and the measure ν satisfies the following integrability condition
It is easy to see that J is well defined for all positive numbers z if and only if
Its derivative, J ′ is of the form In particular, if the support of the Lévy measure is bounded from below then J ′ is well defined and continuous on [0, +∞) if (B0) is satisfied. J ′ is automatically increasing on its domain and its derivative is equal to:
The results on the function J ′ formulated below are explained in detail in Section 10. The function J ′′ is bounded on [0, +∞) iff
In the second part of the paper we will need more involved assumptions on the growth of the function J ′ .
If J ′ is a bounded function then (B4) obviously holds. Thus, in particular, (B4) is satisfied for subordinators (increasing Lévy processes) with possible drifts, see Proposition 4.1 in [1] . However, (B4) does not imply that J ′ is bounded, see Example 4.2 in [1] . Moreover, we have the following result, see [1] .
This means that each Lèvy process with non-degenerate Wiener part or negative jumps automatically satisfies (B3). Moreover, if L does not have the Wiener part nor negative jumps then (B4) is affected only by the behavior of ν close to zero. To see this, note that
which means that the part of J ′ corresponding to jumps greater than 1 is bounded. Thus (B4) in fact depends on the growth of the function
Below we formulate the conditions (B3) and (B4) explicitly in terms of the measure ν, for the proofs we refer to [1] . Let us recall that a positive function M varies slowly at 0 if for any fixed
Proposition 2.4 Assume that for some ρ ∈ (0, +∞),
where M is a slowly varying function at 0.
ii) If ρ < 1, then (B3) holds.
iii) If ρ = 1, the measure ν has a density and
then (B4) holds.
Part I HJMM equation with general diffusion
By classical results, see e.g. [14] , existence of weak solution to (1.1) is equivalent to the existence of a solution to the integral version of (1.1):
called mild solution. In (2.7), {S t , t ≥ 0}, stands for the shift semigroup
acting on the Hilbert space H. The equation (2.7) will be treated here within the standard SPDE framework for which the crucial role is played by the Lipschitz properties of the transformations F and G. Existence of positive solutions is deduced from abstract results presented in Section 4. Theorem 4.1 generalizes standard results on existence, see [14] , to the case when coefficients have linear growth and are locally Lipschitz. To obtain positivity of solutions we use Theorem 4.2 which is a generalized version of the result of Milian, see [11] , and provides if and only if conditions for positivity in the framework of locally Lipschitz coefficients. As a corollary, in Theorem 3.1 we obtain direct conditions for positivity in our model. The results on existence of local solutions in L Proofs are postponed to Section 4.
Formulation of the main results
We start from a general result on positivity of the solutions to the equation (2.7) which throws some light on the conditions imposed in the sequel. It is a consequence of our generalization of an abstract result on positivity due to Milian, see Theorem 4.2. 
g(x, 0) = 0 for all x ≥ 0.
LOCAL EXISTENCE
For solvability of the HJMM equation in L 2,γ + we will need the following conditions on g:
The function g is continuous on R 2 + and g(x, 0) = 0, g(x, y) ≥ 0, x, y ≥ 0.
(ii) For all x, y ≥ 0 and u ∈ supp ν :
x + g(x, y)u ≥ 0.
(iii) There exists a constant C > 0 such that In view of Proposition 2.1 we get more explicit result. For local existence in H 1,γ + we will need more stringent conditions on g: , +∞ .
Proof: Indeed, we have
. In virtue of Proposition 2.1 and Proposition 2.2 we get more explicit result. For global existence in H 1,γ + we need additional conditions on g: In virtue of Proposition 2.1 and Proposition 2.2 we get more explicit result.
Theorem 3.10 Assume that conditions (G1), (G2) and (G3) are satisfied and
Then for arbitrary r 0 ∈ H 1,γ + there exists a unique global solution of (2.7) in H 1,γ + .
Proofs of the results
The proofs will be based on general existence and positivity results for evolution equations:
with one dimensional Lévy process L and general transformations F , G acting on the Hilbert state space H. They are some improvements of the classical results. Their proofs are given at the end of the present section.
Theorem 4.1 Assume that
for some c > 0 and for each R > 0 there exists c R > 0 such that for all x, y ∈ H satisfying |x| ≤ R, |y| ≤ R,
Then there exists a unique càdlàg weak solution to the equation (4.1).
The following theorem is an extension of a result of Milian [11] to the equations with locally Lipschitz coefficients. 
, with µ being a σ-finite measure on E, and that the semigroup preserves positivity. Assume that for each R there exists a constant C R such that
where B R := {z ∈ H; z H ≤ R}. If for each f ∈ H + ∩ C ∞ c (E) and ϕ ∈ H + ∩ C(E) such that ϕ, f = 0 the following holds
then X ≥ 0. Conversely, if all solutions to (4.1), starting from non-negative initial conditions, stay non-negative, then (4.3) and (4.4) hold.
Proof of Theorem 3.1
We will use Theorem 4.2 in a similar way as in [14] . Let us consider the Lévy-Itô decomposition of L
, where
yπ(ds, dy), and a sequence of its approximations of the form
Here π stands for the random Poisson measure of L andπ for its compensated measure.
The equation (2.7) preserves positivity if and only if for each n the equation
is a compound Poisson process with jumps greater than 1 n , the driving noise in (4.5) between the jumps is the Wiener process only. Thus we may use the result of Milian. The conditions
are satisfied for any ϕ, f ∈ L 2,γ such that < ϕ, f >= 0 if and only if g(x, 0) = 0. The solution remains positive in the moment of jump of L n if and only if
Passing to the limit n → +∞ we obtain (3.1).
Proofs of Theorem 3.2, Theorem 3.7 and Theorem 3.4, Theorem 3.9
For the proofs of the existence results from Section 3 it is enough to establish local Lipschitz property and linear growth for F, G in L 2,γ and H 1,γ respectively, formulated as Proposition 4.3 and Proposition 4.5. Then Theorem 3.2 and Theorem 3.4 follow from Theorem 3.1 and the fact that locally Lipschitz coefficients imply existence of local solutions, see [14] . Theorem 3.7 and Theorem 3.9 can be deduced from Theorem 4.1 and Theorem 3.1.
Local Lipschitzianity and linear growth of the coefficients in L 2,γ
As in the space L 2,γ the Lipschitz condition of g implies linear growth and Lipschitz property of G, below we formulate the results for F only.
Proof of Proposition 4.3:
a) The following estimations hold
b) For any r,r ∈ L 2,γ we have
where
Let us notice that in view of (10.4) in Appendix we have
) the local Lipschitz constant of J ′ we thus obtain
Similarly, for a local boundary B of J ′ we get
and thus local Lipschitz property follows.
Local Lipschitzianity and linear growth of the coefficients in H 1,γ
Let us start from the auxiliary result. 
In particular lim x→+∞ r(x) = 0.
Moreover, Proof of Proposition 4.5: (a) Linear growth of G follows from the estimation
To show linear growth of F let us start with the inequality
The second integral can be estimated in the same way as (4.6). Linear growth of the first integral follows from the inequality
(b) To get the required estimation for G we need to estimate
Using Lemma 4.4 we obtain the following inequalities
and thus local Lipschitz property for G follows. To show the same for F it is sufficient to show the Lipschitz estimation for the formula
By explicit calculations we obtain
2 e γx dx,
We can estimate I 1 in the same way as in the proof of Proposition 4.3. With the use of (i) and (ii) one obtains the estimate for I 2 . I 3 can also be estimated in the same way as in L 2,γ provided that we have additional inequalities for
which is exactly I 0 and is estimated above, and
Estimation for I 4 follows from the bound on g ′ y .
4.3 Proof of Theorem 4.1
(ii) for all t > 0 and x ∈ H,
(iii) there is a constant c n such that for all x, y ∈ H,
By Theorem 9.29 of [14] , the equation obtained from (4.1) by replacing F and G by F n and G n , has a unique càdlàg solution X n starting from any x 0 ∈ H and satisfying the estimation
for some C > 0. Let
On the time interval [0, τ n ), the trajectories of X n are contained in the ball B(0, n) in H with center at 0 and radius n, and therefore X n satisfies (4.1). In particular, for all m > n, X m and X n coincide on [0, τ n ). Define X(t) = X n (t) if t < τ n . Note that X is well defined. To finish the proof it is enough to show that
Let n be such that X(0) ≤ n/3 for t ≤ T . Then
However, for a constantĉ independent of n,
and hence, by Chebyshev's inequality and (4.7), there is a constantĉ such that
Hence I 1 → 0 as n → ∞. By Kotelenez's inequality (see e.g. [14] ) and (4.7) there is a constant c such that
Hence I 2 → 0 as n → ∞ and the assertion follows.
Proof of Theorem 4.2
Proof of Theorem 4.2: We use the original result of Milian [11] . Let us consider a sequence of transformations
One can check that h n is Lipschitz for each n and thus F n , G n are Lipschitz on H. The following hold
and G n (ϕ), f = 0. Therefore it follows that the solution X n of the equation (4.1) with F, G replaced by F n , G n is non-negative. But
which implies that X is non-negative on each ball. Passing to the limit with the radius and using the fact that X is bounded we obtain positivity of X. Using the arguments in the opposite direction we get necessity of (4.3), (4.4).
Part II HJMM equation with linear diffusion
In this part we assume that g(x, y) = λ(x)y, x, y ≥ 0 where λ(·) is a continuous function. Then the weak version of (1.5) is of the form: Proof: Assume, to the contrary, that J ′ is unbounded and define r n (x) = n1 [1, 3] (x), n = 1, 2, ... .
As for sufficiently large z ≥ 0 the function (J ′ (z)) 2 is increasing we have, for large n
Since,
the main claim holds. The rest follows from Proposition 2.2.
Formulation of the main results

EXISTENCE OF LOCAL SOLUTIONS
The following theorem is a direct consequence of Theorem 3.2.
Theorem 5.1 Assume that: In the formulation of the theorem a simplified, but under (Λ0), (Λ1), equivalent version of the condition (L1) from the Preliminaries was used. In fact the positivity assumptions (G1)(i), (G1)(ii) follow from (Λ0), (Λ1) and the assumption (G1)(iii) follows from (Λ0). Local Lipschitzianity is a consequence of (L1), see Proposition 2.1 and Proposition 4.3.
Similarly as a consequence of Theorem 3.4 we obtain the following local existence result in H 
NON-EXISTENCE OF GLOBAL SOLUTIONS IN H
1,γ +
Our first result on global solutions is of negative type. 
where M is a slowly varying function, at 0 and ρ < 1, are satisfied.
Then, for some k > 0 and all r 0 (·) ∈ H 
EXISTENCE OF GLOBAL SOLUTIONS
We have the following existence result in which the key role is played by the logarithmic growth condition (B4). Condition (B2), which appears in its formulation, was introduced in Proposition 2.2. 
where M is a slowly varying function, at 0 and ρ > 1, are satisfied. Our assumptions implying global existence are not very restrictive. The condition (B4) is weaker than the requirement that J ′ is bounded, which was necessary for the standard contraction principle approach, see Proposition 4.6. Moreover, the assumptions do not imply local Lipschitz property of the coefficients. In Theorem 5.5 we need (B4) and integrability of ν outside of the unit ball, that is 
EXISTENCE OF STRONG SOLUTIONS IN H
1,γ +
Under additional conditions we can establish existence of the strong solutions to (1.5).
Theorem 5.7 Assume that λ(x) ≡ λ is constant and all assumptions of Theorem 5.5 (b) are satisfied. Then the weak non-exploding solution given by Theorem 5.5 (b) is a strong solution of (1.5).
UNIQUENESS OF THE GLOBAL SOLUTION IN H
1,γ +
Assumptions of Theorem 5.5 do not imply, in general, the uniqueness of the solutions. Also this property does not follow from the uniqueness of the local solutions. Thus the following theorem cannot be deduced from the contraction principle. 
EQUIVALENT EQUATION
We pass now to the formulation of an equivalence result indicated in the introduction. It is of independent interest and will serve as the main technical tool in the majority of the proofs.
A random field r(t, x), t ∈ [0, T * ], x ≥ 0, is said to be a solution, in L 2,γ , respectively in H 1,γ , to the integral equation:
where, for
, is L 2,γ , respectively H 1,γ valued, bounded and adapted process such that, for each t ∈ [0, T * ], the equation (5.5) holds for almost all x > 0, in the case of L 2,γ , and for all x ≥ 0, in the case of H 1,γ .
The random field a will be called the random factor of the equation (5.5).
Theorem 5.9 Let r be a solution of (4.8) in the state space H 
Proofs of the equivalence results
The proofs require representation of the solution in a natural and in a moving frame which is discussed in Section 6.1. The proof of Theorem 5.10 is technically rather involved. In particular it requires auxiliary results concerned with the regularity of the random factor a of the equation (5.5).
Equations in natural and moving frames
We will need a result on a relation between the solution of the equation (4.8) and its version in the natural frame. To this end let us consider two random fields {r(t, x), t, x ≥ 0}, {f (t, T ), 0 ≤ t ≤ T < +∞} such that for each x and each T they admit the following representation
for some regular fields δ(·, ·), σ(·, ·) and initial conditions r 0 (·), f 0 (·). We have the following auxiliary lemma showing the relation between the dynamics of r and f in the case when f (t, T ) = r(t, T − t).
Lemma 6.1 a) Let r be a random field given by (6.1). If f (t, T ) := r(t, T −t), 0 ≤ t ≤ T < +∞ then f satisfies (6.2) with σ(t, T ) := δ(t, T − t).
b) Let f be a random field given by (6.2). If r(t, x) := f (t, t + x), t, x ≥ 0 then r satisfies (6.1) with δ(t, x) := σ(t, t + x).
Proof: (a) In virtue of (6.1) we have
To get (b) we can repeat the calculations in the reversed order.
Proof of Theorem 5.9
Let us consider the solution of (4.8) in a natural frame f (t, T ) := r(t, T − t), 0 ≤ t ≤ T < +∞. As convergence in H 1,γ implies uniform convergence on [0, +∞), see Lemma 4.4, it follows from the càdlàg property of r in H 1,γ + that for each T > 0 the process f (·, T ) is càdlàg on [0, T ]. As r satisfies (6.1) with δ(t, x) := λ(t)r(t−, x), it follows from Lemma 6.1 that f satisfies
Thus f (·, T ) solves the Doléans-Dade equation
and admits the following representation, see [16] ,
Putting T = t + x, x ≥ 0 into (6.4) and checking thatâ(t, t + x) = a(t, x) one obtains that r satisfies (5.5).
Proof of Theorem 5.10
The proof is divided into two main steps establishing the regularity of the random factor a and then the regularity of the nonlinear part of(5.5).
6.3.1 Step 1. Regularity of the random factor of (5.5)
Here we are dealing with the regularity of the random fields ii) If (Λ3) is satisfied then the above assertion is true for the random field
Proof: We will show (i). The proof of (ii) is similar. By Proposition 9.16 of [14] the integration by parts formula holds
The integral on the right hand side of (6.7) is continuous in t as the convolution of two locally bounded functions. Boundedness follows from the assumption (Λ2).
Proposition 6.3 Let I 2 be given by (6.6) and (Λ0), (Λ1) be satisfied.
i) Then I 2 is a bounded field on [0, T * ] × [0, +∞) and for each x ≥ 0 the process I 2 (·, x) has càdlàg version.
ii) If (Λ2) holds then the above assertion is true for the field
Proof: Under (Λ0), (Λ1) we can write I 2 in the form
where π(ds, dx) stands for the jump measure of the process L. Let us fix two numbers a ≤ 0 and b > 0 such that
Outside of the set [0, T * ] × [a, b] the measure π consists of finite numbers of atoms only, so the fields
are obviously bounded and càdlàg in t. Thus required properties of I 2 (t, x) are equivalent to those of the field
First we show boundedness. By (6.8) we have
and consequently
Due to (Λ0), (Λ1) boundedness of J follows. Since
in view of (6.8), the following estimation holds
Therefore, by (Λ2), boundedness of J ′ x (t, x) and thus also ∂ ∂x I 2 (t, x) follows. Below we show càdlàg property for I 2 (·, x). The proof for ∂ ∂x I 2 (t, x) is the same. We will use the following lemma. 
and γ finite, the result follows from the Lebesgue dominated convergence theorem.
Now define a bounded and continuous function
To use Lemma 6.4 let us define
and γ(ds, dy) := y 2 π(ds, dy). Then
The function Φ is continuous by Lemma 6.4 and thus J(·, x) is càdlàg for any x ≥ 0.
We will need one more result concerned with regularity of random fields.
and H(·, x) is càdlàg for each x ≥ 0. Then the functionh : [0,
is càdlàg in L 2,γ .
Proof:
We have the following estimation
Using the dominated convergence theorem we see that the limit for the first integral when s → t exists and is equal to zero when s ↓ t. The second integral disappears when s → t because the semigroup is strongly continuous in L 2,γ . Thush is a càdlàg function in L 2,γ .
Step 2. A priori regularity of the solution
Let us write (5.5) in the form
where B(t, x) := b 1 (t, x)I 2 (t, x)b 2 (t, x) and
where I 1 (t, x), I 2 (t, x) are defined in (6.5) and (6.6).
(a) First we will show that r is càdlàg in L 2,γ . We will show that sup (t,x)∈[0,T * ]×[0,+∞) | B(t, x) |< +∞ and B(·, x) is càdlàg for each x. Then the assertion follows from Proposition 6.5. It follows from Proposition 6.2 and Proposition 6.3 that (Λ0), (Λ1) and (Λ2) imply that b 1 (t, x) and I 2 (t, x) are bounded and càdlàg in t. It is clear that b 2 (·, x) is continuous. By (Λ1) and (B0) the function J ′ is well defined on [0, +∞). In view of (10.4) we have
and thus the inequality
. Now we will argue that r is a solution of (4.8). Putting x = T − t we see that the solution in the natural frame satisfies
For each fixed T the process f (·, T ) is a stochastic exponential and thus admits the representation
Now the assertion follows from Lemma 6.1.
(b) To show that r is càdlàg in H 1,γ we use the equality
Thus in view of (a) it is enough to show that r ′ (t) is càdlàg in L 2,γ . Differentiating (5.5) yields
In view of Proposition 6.2 and Proposition 6.3, (Λ2) and (Λ3) imply that b ′ (t, x) is bounded and càdlàg in t,
To finish the proof we need to show that b ′ 2 is bounded and càdlàg in t. We have
The assumptions (Λ1) and (B2) guarantee that J ′′ is continuous on [0, +∞) and thus locally bounded. In view of Lemma 4.4 we obtain
By monotonicity of J ′ and boundedness of λ ′ one gets
and boundedness of b ′ 2 follows. The proof that r solves (4.8) is the same as in (a). 
which is the equation studied in [1] . Assumptions (Λ0), (Λ1), (Λ3), (B0) imply the conditions (A1) − (A4) in [1] . We check f is as regular as required in [1] . Since r is adapted and càdlàg in H 
where a(t, x) is given by (5.6). Then the equation (5.5) can be compactly written in the form
The problem of existence of solutions will be examined via properties of the iterative sequence of random fields
Let us write a in the form a(t, x) = r 0 (t + x)b(t, x). It follows from Proposition 6.2 and Proposition 6.3 that under (Λ2) the field b is bounded, i.e. + then h n (t) is a bounded process in L 2,γ + for each n. Indeed assume that for h n and show for h n+ 1 . In view of (8.3) and the estimate (10.4) in Appendix, we have
and thus h n+1 (t) is bounded in L 2,γ + . It follows from the assumption λ > 0 and the fact that J ′ is increasing that the sequence {h n } is monotonically increasing and thus there exists
Passing to the limit in (8.2) , by the monotone convergence, we obtain
It turns out that properties of the fieldh strictly depend on the growth of the function J ′ . In the sequel we show that if (B4) holds thenh(t) is a bounded process in L 
Proof: By (10.4) in Appendix and (8.3), for any t ∈ [0, T * ], we have
and thus it is enough to find constant c 1 such that
. If J ′ takes positive values then it is enough to find large c 1 such that
Existence of such c 1 is a consequence of (B4).
Proof of Theorem 5.5: Sinceh(·, x) is adapted for each x ≥ 0 as a pointwise limit, we only need to show thath(t) is a bounded process in L 
where 
F 2 (t, x) < +∞.
We have
It follows from Proposition 2.3 that (B4) excludes Wiener part of the noise as well as negative jumps. Thus J ′′ reduces to the form J ′′ (z) = +∞ 0 y 2 e −zy ν(dy) and 0 ≤ J ′′ (0) < +∞ due to the assumption (B2). Since J ′′ is decreasing, the following estimation holds
and it is enough to show thath is bounded on {(t, x), t ∈ [0, T * ], x ≥ 0}. In view of the fact thath = Kh we obtain
Proof of Theorem 5.7: Let r be a solution given by Theorem 5.5(b). Then, by Theorem 5.9, r solves (5.5). We will show that the assumption λ(·) = λ implies that r is a solution of equation (1.1). Differentiating (5.5) yields
(1 + λ△L s )e −λ△Ls ,
we have SDEs of the form
Using the formulas above, we obtain SDE for r(t, x):
which is (1.1).
9 Proof of the uniqueness of the solutions in H Using this inequality we will show by induction that
Then letting n → 0 we haved(t, x) = 0. The formula (9.2) is valid for n = 0. Assume that it is true for n and show for n + 1:
Proof of Theorem 5.8: Assume that r 1 , r 2 are two solutions of the equation (4.8) in H 1,γ + . Then they are bounded processes in H 1,γ and, in view of Theorem 5.9, satisfy (5.5). Define 
Appendix
HJM approach to the bond market
Let P (t, T ) denote a price at time t ≥ 0 of a bond paying 1 unit of money to its holder at time T ≥ t. The prices P (·, T ) are processes defined on a fixed filtered probability space (Ω, F t,t≥0 , P ). The forward rate f is a random field defined by the formula
The prices of all bonds traded on the market are thus determined by the forward rate f (t, T ), 0 ≤ t ≤ T < +∞ and thus the starting point in the bond market description is specifying the dynamics of f . In this paper we consider the following stochastic differentials df (t, T ) = α(t, T )dt + σ(t, T )dL(t), 0 ≤ t ≤ T,
where L is a Lévy process. The equation above can be viewed as a system of infinitely many equations parameterized by 0 ≤ T < +∞. The discounted bond pricesP (t, T ) are defined bŷ
v(s)ds · P (t, T ), 0 ≤ t ≤ T < +∞, where v(t) := f (t, t), t ≥ 0 is the short rate. If we extend the domain of f by putting f (t, T ) = f (T, T ) for t ≥ T we obtain the formulâ
f (t,u)du , 0 ≤ t ≤ T < +∞.
The market is supposed to be arbitrage free, i.e. we assume that the processesP (·, T ) are local martingales. This implies that the coefficients α, σ in (10.1) satisfy the Heath-Jarrow-Morton condition, i.e. for each T ≥ 0 for almost all t ≥ 0, see [3] , [4] , [9] . The function J above is the Laplace exponent of L defined by (2.1). As J is differentiable, (10.2) can be written as α(t, T ) = J If we put x = T − t then from the above we obtain (2.7) for the dynamics of r(t, x), which is a weak form of (1.1).
The assumptions that the process r(t, ·), t ≥ 0, takes values in L 2,γ or in H 1,γ have financial interpretations. For instance if r ∈ L 2,γ then 
Laplace exponent
To examine properties of the Laplace exponent 
