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Abstract
Every plane electrostatic system produces pair of orthogonal curve families – field lines and equipotentials, which can be
associated with trajectories and lines of constant action of some mechanical system. The pair of opposite parallel line charges has
a two-dimensional representation on a plane perpendicular to charge lines. Such electrostatic system is used as trajectories/action
generator. Both action and its arbitrary function are orthogonal to particle trajectories simultaneously. This fact can be used to
regularize result two-dimensional potential function and to optimize three-dimensional charged particle motion. The method is
applied to create charged particle energy analyzer with an ideal focusing in the symmetry plane. The system useful property is that
its energy dispersion tends to infinity when the angle between direction to detector and initial velocity tends to π . Also, for some
simple examples it was shown that together with the ideal focusing in a plane of symmetry the system has transversal first order
focusing for some initial angles.
Copyright © 2015, St. Petersburg Polytechnic University. Production and hosting by Elsevier B.V.
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[1] follows the way of increasing both their sensitivity
and resolving power. From this point of view it seems
to be useful to study systems providing charged particle
beam ideal focusing on detector at least in one direction.
Professor Yu.K. Golikov proposed the following ap-
proach for ideal system synthesis [2] called the method
of physical analogies. We consider some physical sys-
tem such as a set of electric charges or hydrodynamical
system or something else with their pairs of orthog-
onal lines on a plane (force lines and equipotentials,
streamlines and potential lines etc.). These mutually
orthogonal lines can be associated with charged particle∗ Corresponding author.
E-mail addresses: n.k.krasnova@mail.ru (N.K. Krasnova),
k-solovyev@mail.ru (K.V. Solovyev).
http://dx.doi.org/10.1016/j.spjpm.2015.03.013
2405-7223/Copyright © 2015, St. Petersburg Polytechnic University. Product
the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.
(Peer review under responsibility of St. Petersburg Polytechnic University).trajectories and lines of constant action S of some
mechanical system. The potential f (x, y) providing
required motion in mechanical system should have the
following form
f (x, y) = h − K(S)(Sx2 + Sy2) (1)
where h is a particle energy, K(S) is a function
connected with the variety in action S(x, y) definition.
Let us take as a physical system the pair of paral-
lel line charges with different charge signs. Let these
charges orthogonally intersect a plane z = 0 in the
points (–1, 0), (1, 0). The force lines of the resulting
field [3] will start on one charge and finish on another.
So, we can associate the field force lines with the parti-
cle trajectories in two-dimensional mechanical system.
As a result, the particles starting in a point source will
finish also in a point detector. It means that an idealion and hosting by Elsevier B.V. This is an open access article under
0/).
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tem defined as a potential of physical system, is
S(x, y) = 1
2
ln
(x + 1)2 + y2
(x − 1)2 + y2 =
1
2
ln
q
p
, (2)
where p = (x − 1)2 + y2, q = (x + 1)2 + y2.
Then we get
Sx2 + Sy2 = 4p q = 4/[((x − 1)
2 + y2) ((x + 1)2 + y2)]
(3)
The model will be correct if the function K(S) in
Equation (1) compensates singularities of Sx2 + Sy2 ex-
pression situated in particle start/finish points. For this
we need to find a function containing pq factor in its
structure. As
e−S + eS = p + q√pq and e
−2S + e2S = p
2 + q2
pq
,
we can use as the compensator K(S) the following
functions
K(S) =
n∑
k=1
ak
4ch2kS
=
n∑
k=1
4k−1ak
(e−S + eS)2k
=
n∑
k=1
4k−1ak pkqk
(p + q)2k (4)
and
K(S) =
n∑
k=1
ak
4ch2k S
=
n∑
k=1
ak
2(e−2kS + e2kS)
=
n∑
k=1
ak
2
pkqk
p2k + q2k . (5)
Consequently the two-dimensional potential (1) of
the mechanical system can be written now in following
forms
f = h −
n∑
k=1
4kak pk−1qk−1
(p + q)2k , (6)
f = h −
n∑
k=1
2ak pk−1qk−1
p2k + q2k . (7)
The function K(S) symmetry with respect to x, y
in (4) and (5) formulae leads to f symmetry in (6)
and (7).
It is also possible to use the asymmetric functions
K(S) like these
K(S) =
n∑
k=1
4k−1ak
(Ake−S + BkeS)2k
=
n∑
k=1
4k−1ak pkqk
(Ak p + Bkq)2k
(8)and these
K(S) =
n∑
k=1
ak
2 (Ake−2kS + Bke2kS)
=
n∑
k=1
ak
2
pkqk
Ak p2k + Bkq2k , (9)
satisfying the conditions Ak p + Bkq = 0 and Ak p2k +
Bkq2k = 0 respectively.
The choice of the function K(S) does not affect the
geometry of charged particle trajectories in XOY plane,
but it changes particle flight time and particle motion
outside the plane z = 0. Also, three-dimensional poten-
tial distribution will be different for various functions
K(S). Choosing the proper function K(S) we can se-
lect fields providing transversal (in z-direction) beam
focusing.
It should be mentioned that taking
K(S) = 1
(e−S + eS)2
(the formula (4), a0 = 1, ak = 0, k > 0), we immedi-
ately receive well-known case of half-circle trans-axial
ideal focusing (see book [4]).
The trajectories in the symmetry plane are shown in
Fig. 1. Energy dispersion D = w0 dx/dw calculated in
x direction in the point of ideal focusing x = 1 is pre-
sented on Fig. 2. It is obvious that D → ∞ as θ → π .
To build an energy analyzer using the method con-
sidered we need to calculate true three-dimensional po-
tential distribution using a solution of incorrect Cauchy
problem for the Laplace equation. We cannot use any
special analytical methods to continue a general two-
dimensional function f (x, y) to three dimensions. So,
we need to find 3-d potential as well-known series in a
small value z:
φ(x, y, z) =
∞∑
k=0
(−1)k
(2k)!
xy
k f (x, y) z2k,
xy = ∂
2
∂x2
+ ∂
2
∂y2
. (10)
Particle motion near the plane of symmetry is usually
studied in so-called paraxial approximation, taking into
account terms in Equation (10) till z2 only. It is interest-
ing to carry out a numerical experiment for estimating
a real number of terms needed. Analytical calculations
may be rather cumbersome, but they can be easily ful-
filled with the aid of Wolfram Mathematica [5].
Let us consider the following test problem. Let we
have the model field of two point charges with the same
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Fig. 1. Charged particle trajectories in XOY plane; output angles θ : 10°–160° (step 10°) (a), 150°–160° (step 5°); (b) dashed lines show those with
0.2% energy shift.
Fig. 2. Energy dispersion along the axis x in the plane XOY for two angular ranges.charge sign [3]:
φm(x, y, z) = − 1√
x2 + y2 + (z − a)2
− 1√
x2 + y2 + (z + a)2
. (11)
A potential function (11) has symmetry with re-
spect to the plane z = 0 and its singular points are
(x, y, z) = (0, 0, ±a). The functions (6) and (7) prob-
ably also have the singularities of φ in (10) for z > 0.
So, the function (11) is acceptable model for error anal-
ysis in our system. We define the function fm(x, y) =
φm(x, y, 0) and take a finite number of series (10) terms
to approximate φm in (11). Fig. 3 shows the error ε
distribution along z = 0 plane. As the error we take
the gradient norm of difference between true and ap-
proximate (up to 4 terms of (10)) potentials; a = 1/2.In a particle motion area the error is small, but for
z > 1/10 it grows rapidly with z increasing. In the point
(x, y, z) = (0, 1, 0, 02, 0, 1) error is ε ≈ 3 · 10−4.
Let the charged particle start from the point source
(x, y, z) = (−1, 0, 0), with an unit energy, with an an-
gle α = 10◦ between a velocity vector and the symme-
try plane and with the varying angle θ (1 < θ < 70◦)
between the axis x and velocity projection on the plane
z = 0. The absolute error of coordinate calculation in
detector (y = 0) plane is about a 10–3 for 4-terms ap-
proximation (10). Maximum z shift in y = 0 plane is
0.6 and the transversal angle aperture is 0.17.
Returning to the ideal focusing system, we take the
potential (4) with a0 = 1, ak = 0, k > 0. Quality of
the potential continuation from z = 0 plane to three-
dimensional space is illustrated by Fig. 4 which shows
function φ(x, y, z) in the plane y = 0.02 for different
number of (10) terms. By the way, practical realization
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Fig. 3. Error ε = ‖grad(φm − φ6)‖ of field calculation taking the se-
ries (10) terms up to z6.
Cof the system should be made keeping the required po-
tential distribution in z = ±a planes. It is necessary to
find voltage applied to field boundary insertions and to
estimate the field error influence in z = ±a planes on
ideal focusing destruction in the plane z = 0.
The simplest function of the class (6) considered here
is
f = − 1
(1 + x2 + y2)2
= − 1
(1 + r2)2
. (12)
First four terms of (10) series for this function are:
φ(x, y, z) = − 1
(1 + r2)2
+ 4−1 + 2r
2
(1 + r2)4
z2
−81 − 6r
2 + 3r4
(1 + r2)6
z4
+64
5
−1 + 12r2 − 18r4 + 4r6
(1 + r2)8
z6 + ... (13)Fig. 4. Potential distributions in the plane y = 0.02 for approximationswhere r2 = x2 + y2.
Numerical analysis shows that it is sufficient to take
four (13) terms only to provide satisfactory precision
of the particle trajectory calculation. The particle starts
with angle α ≤ 15◦ between the velocity vector and the
symmetry plane.
The question on transversal (z-direction or α angle)
focusing existence in the system considered is very im-
portant for energy analyzer design. To answer the ques-
tion, the aberration coefficient
α(θ ) = ∂z(α, θ )
∂α
∣∣∣∣
y=0
(14)
was computed for the wide range of θ angles (see
Fig. 5).
From Fig. 5 (curve 1) it is clear that Cα(θ ) = 0
for four θ values at least. Another words, there exist
four different θ angles when the first order transver-
sal focusing is implemented. The particle starting with
angle θ → π has both infinite flight time and infi-
nite y displacement. So, it is senseless to use an-
gles close to π despite dispersion tends to infinity as
θ → π . Thus, it is reasonable to analyze first three
roots of equation Cα(θ ) = 0 only. Angles θ of transver-
sal focusing and the corresponding dispersion values
are: θ1 = 90◦, D1 ≈ 1, 8, θ2 = 132, 2◦, D2 ≈ 30, θ3 =
155, 9◦, D3 ≈ 1000. Aberrations can be evaluated by
means of particle trajectories traces analysis of on
the plane y = 0. Fig. 6 shows particle final points
in the detector plane. Particles start from the point
(x, y, z) = (−1, 0, 0) with angles −15◦ ≤ α ≤ 15◦ and
θ = θi, i = 1, 2, 3.
The second zero of Cα(θ ) curve corresponds with the
smallest aberration spot size.containing the series (10) terms up to z4 (gray) and z6 (black).
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Fig. 5. Aberration coefficients Cα as a dependence of the output angle θ for the function K(S) of form (4) for different parameters a.
Fig. 6. Charged particles traces in the plane of detector (y = 0). Parti-
cles start with angles −15◦ ≤ α ≤ 15◦ and transversal focusing an-
gles θ1 = 90◦ (1), θ2 = 132, 2◦(2), θ3 = 155, 9◦(3). (For the field
(13))
Fig. 7. Charged particles traces in the plane of detector (y = 0). Parti-
cles start with angles −15◦ ≤ α ≤ 15◦ and transversal focusing an-
gles for different mixing coefficients a = 0, θ1 = 90◦ (1), a = 5,
θ2 = 85.68◦(2), a = 10, θ3 = 76.4◦(3).
function.Exploiting expressions (6) and (7) it is possible to
optimize the device resolution on a set of parameters
{ai}. But this problem needs the additional study. In the
present article we shall only demonstrate that the addi-
tional term usage in the expression (6) can affect system
focusing/dispersive properties considerably.
Let us consider a function
K(S) = 1
(e−S + eS)2
+ a
(e−S + eS)4
, (15)
which has the form (4) with a set of parameters a1 = 1,
a2 = a/4 , ak = 0, k > 2. The function is differed from
K(S) studied above in the second item. Aberration coef-
ficient Cα dependences on θ are shown on Fig. 5 for dif-
ferent mixing constant values (a = 5, 10, 15, 20, 25—
corresponding curves are 2–5). Plots given on Fig. 7 are
similar to the ones shown on Fig. 6 but for angles θ
which are the first roots of Cα(θ ) = 0 equations with
mixing constants a = 0, 5, 10.Note that essential (in 1–2 orders of magnitude) aber-
ration reduction was a result of small complication of
the K(S) function. For a > 0 θ1 is less than that for a
= 0, and as result, energy dispersion is decreased. For
large angles θ2 when the dispersion becomes larger, the
parameter a = 0 in (15) does not give any gain in aber-
ration spot size.
Thus, the method of two-dimensional potential
building up for providing ideal focusing in a plane was
studied. It was proposed a new kind of regularizing
function K(S). In particular case, it reduces the system to
well-known trans-axial one. It was investigated the field
continuation to three-dimensional space by means of se-
ries (10). The field calculated was applied to make cor-
rect trajectory analysis of the system. Dispersive prop-
erties of the field were studied. In some examples it
was found that the system has transversal focusing for
a set of start angles θ dependent on a form of K(S)
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