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Abstract
We consider the non-linear realizations of the Poincare group for p-branes with
local subgroup SO(1, p) × SO(D − (p + 1)). The Nambu-Goto p-brane action is
constructed using the Maurer Cartan forms of the unbroken translations. We perform
a throughout phase space analysis of the action and show that it leads to the canonical
action of a p-brane. We also construct some higher order derivative terms of the
effective p-brane action using the MC forms of the broken Lorentz transformations.
keywords: Non-linear Realizations, p-branes, Space-Time Symmetries, Effective
Actions
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1 Introduction
Recently there has been a renewal of interest to construct the effective string theory
action [1] (see also [2]) using non-linear Lorentz invariance. The lowest order term in
derivatives is the well known Nambu-Goto (NG) action. In [3], and references therein,
it has been examined the next order Lorentz invariant corrections to the NG action
in the static gauge1. In that approach it is required the invariance under the broken
Lorentz transformations of coordinates of the string, which are the Goldstone bosons
associated with the broken translations. The broken Lorentz transformations rotate
the longitudinal and transverse directions of the string. In this paper we consider
p-brane diffeomorphism (Diff) invariant actions in the non-linear realization (NLR)
approach [6], see also [7]. In our case they contain the Goldstone bosons of both
broken and unbroken translations and Lorentz rotations. The MC forms, pullbacked
to the world volume, are used to build these Lagrangians with the geometric tools of
the wedge product, Hodge operator, and covariant differentiation. These actions are
functionals of both of the embedding variables x and the Lorentz variables Φ.
The general action will be
S[x,Φ] =
∫
e[x,Φ]L[x,Φ] , (1.1)
where the volume form e[x,Φ] is constructed by using the Maurer Cartan (MC)
forms associated to unbroken translations. With L = 1, it leads to the NG action
for the embedding variables, see for example [8][9][10][11], once the Inverse Higgs
(IH) mechanism [12], or equivalently the equations of motion (EOM) of the Lorentz
variables are used2. In this lowest order case in derivatives, the Lorentz variables are
non-dynamical.
To construct more general actions with L 6= 1 we can use the MC forms associated
to the broken and the unbroken Lorentz transformations. In this case the Lorentz
variables are dynamical. Note that the form of the invariant scalar Lagrangian has no
additional restrictions, and there is an infinite arbitrariness of choices. For p-brane
actions we should also consider WZ terms LWZ that are constructed from closed
invariant p+2 forms, Ωp+2 = dLWZ .
If we want to obtain a Lagrangian depending on the embedding coordinates x’s
alone, we should express the Lorentz variables in terms of these coordinates. A
standard procedure is to impose an invariant set of constraints, so called the IH
mechanism (see (1.7)) and to construct the corresponding MC forms on the world
volume associated to the broken Lorentz transformations and to the unbroken rota-
tion (to build covariant derivatives) and use them to construct the polynomial and
non-polynomial invariants of the coefficients of these forms along the lines of, for
example [7]. This procedure give all possible local terms in the effective action.
In this paper we explore a possible different method to express the Lorentz vari-
ables in terms of geometrical quantities by solving the equations of motion pertur-
batively. A starting Lagrangian is called the seed Lagrangian in the following sense:
since we want to obtain a Lagrangian depending on the embedding coordinates x’s
alone, we should express the Lorentz variables in terms of these variables. This can be
1See also [4],[5] for recent work on effective strings in the static gauge.
2For a recent discussion about the relation between the IH mechanism and the equation of motion of
non-dynamical Goldstone bosons see [13].
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done by solving perturbatively the equations of motion of the Lorentz variables and
substitute these perturbative solutions into the seed Lagrangian. Thus from a seed
Lagrangian we obtain a perturbative series of Lagrangians in terms of the embed-
ding variables. Let us insist however that there is an infinite freedom of choosing the
seed Lagrangian. Obviously we could limit ourselves to polynomial seed Lagrangians,
organized in number of derivatives, as is done in effective theories.
We first illustrate it here in the case of a particle (see details in the section 3). We
consider a coset G/H = (Poincare)/SO(D−1) and the coset element g = g0 U, where
g0 = e
ix0P0eix
a′Pa′ is the coset representing the Minkowski space and U = eiθ0
b′J0b′ is
a general Lorentz rotation, xa
′
(a′ = 1, ...D − 1) are the Goldstone bosons of broken
translations, x0 is the Goldstone boson of the unbroken time translation3 and U is
parametrized by the Goldstone bosons of the broken Lorentz transformations. The
MC forms are given by, (a = 0, ...,D − 1)4,
Ω = −ig−1dg = LaPa + 1
2
La
b Jab, L
b = dxaΦa
b, Lab = (Φ−1dΦ)ab,(1.2)
where Φa
b(θ) is a Lorentz boost parametrized by θ0
b′ . The action5 of a free massive
particle is the SO(D−1) invariant one form L0 associated to the unbroken translation
P0,
I = −m
∫
(L0)∗ = −m
∫
dτ x˙aΦa
0(θ) = −m
∫
dτ e. (1.3)
This action is invariant under Diff, as is the case for every action built from the
pullback of MC forms and with the tools mentioned above. If we compute the
momenta
pa =
∂L
∂x˙a
= −mΦa0 (1.4)
therefore Φa
0(θ) are functions of the momenta of the particle. This fact implies
that the Goldstone bosons of broken rotations θ0
b′ are actually phase space degrees
of freedom of the particle.
Now if we regard Φa
0 as independent degrees of freedom we can rewrite the action
as
I = −m
∫
dτ
(
x˙aΦa
0 +
γ
2
(ηabΦa
0Φb
0 + 1)
)
=
∫
dτ
(
pax˙
a − γ
2m
(ηabpapb +m
2)
)
,
(1.5)
where γ is the Lagrange multiplier to constrain Φa
0 to be a time-like unit Lorentz
vector. It is the canonical action of the relativistic free particle, as can be extracted
from [15] [16]. Therefore the NLR action that include the Goldstone bosons of the
translations and the Goldstone bosons associated to the broken boost is the canonical
action of the massive relativistic particle.
If we use the equations of motion of Φa
0 and γ, we obtain
Φa
0 = − x˙a√−x˙2 . (1.6)
3The unbroken Lorentz translation P0 generates via a right action [14][11] a transformation which is
equivalent to the world-line diffeomorphism.
4We follow the notations of [10].
5In writing the Lagrangians, the pullback to the world volume of the MC forms is always understood.
The pullback notation ∗ is sometimes suppressed just for notational simplicity.
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Note that Φa
a′ is normal to the worldline and is equivalent to the vanishing the MC
form La
′
associated to the broken translations
La
′
= dxaΦa
a′ = 0 (1.7)
which is known as the inverse Higgs (IH) mechanism [12].
We can construct corrections to the NG action of the particle by considering the
pullback of the MC forms associated to the broken Lorentz transformations6. We
use the standard tools (wedge product, Hodge operator, and covariant differentiation)
available with the MC forms. In the case of the particle we define the Hodge operator
by assigning L0 = dτ e as the volume form which implies ∗dτ = −e−1. Since we want
corrections to the NG action in the spirit of effective theories, we first consider the
term with first order derivatives of the Lorentz variables. In particular the polynomial
one, which is quadratic in the velocities, whereas the coefficient is chosen to be small.
This is made by choosing, among the SO(D − 1) invariant one forms, the structure
L0a′ ∗ L0a′ , which depends at most on the velocities Φ˙ab. Adding this term to the
action (1.5) we obtain
I = −m
∫
dτ{ e+ γ
2
(Φa
0Φa0 + 1) +
β
2m2
(
1
e
Φ˙a0(ηab − Φa0Φb0)Φ˙b0
)
}, (1.8)
or better, with a redefinition of γ,
I = −m
∫
dτ{ e + γ
2
(Φa
0Φa0 + 1) +
β
2m2
(
1
e
Φ˙a0Φ˙
a0)}, (1.9)
where the constant parameters β is dimensionless and the term with β is considered
as a perturbation of the free particle action7. Notice that in this Lagrangian the
Φb
0 variables are independent dynamical variables. We have been unable to solve
dynamically to all orders in β the equation of motion of Φb
0 in terms of xa, γ.
We do not use other possible Lagrangian candidates, like La′ ∗ L0a′ or La′ ∗ La′ ,
since they vanish at lowest order due to (1.7). We could also add invariant terms
with an increasing number of derivatives of Φ like for instance (D˜ ∗L0a′) ∗ (D˜ ∗L0a′),
where D˜ is the covariant differential, as in effective theories. We will focus in this
paper the lowest order in derivatives, and we will use this action (1.9) as a seed to
produce a set of geometrical invariant actions. In fact in order to make contact with
an effective Lagrangian written in terms of the geometric quantities of the world-line
in Minkowski space we use the procedure of solving the equations of motion of Φb
0
perturbatively in β, in terms of the velocities, accelerations,... of the particle. At
lowest order in β, Φb
0 is given by (1.6) and the geometrical action becomes8, in terms
of proper time s,
I = −m
∫
ds
(
1 +
β
2m2
κ21 +O(β
2)
)
(1.10)
6In [17] [18] the MC forms associated to broken Lorentz rotations were used to construct relativistic
gauge fixed (super) particle action in two dimensions with extrinsic curvature.
7We could have also added terms with higher derivatives in Φ. We will not consider those terms in this
paper.
8If we only consider the term of order β the dynamics of that Lagrangian is not equivalent to the
starting Lagrangian (1.9). The equivalence would only be achieved with the full perturbative series.
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where κ1 is the first curvature of the world-line, κ
2
1 = (A)
2, Aa = d
2xa
ds2
. Note that we
do not make use of the EOM of the coordinates x, unlike what is customarily done
in the standard procedure for effective field theories [2][3]. At first order in β the
solution for Φ0b from (1.9) departs from the IH mechanism,
Φa
0 = −Ua − βΣa (1.11)
where Ua =
dxa
ds
and Σa =
d3xb
ds3
(δb
a + UbU
a) is the relativistic jerk vector, see for
example [19] [20]. Note that there is a rationale for the presence of the relativistic
jerk vector, since it is orthogonal to the velocity, and this orthogonality is already
imposed on Φa
0 in (1.11) due to the Lorentz constraints ηabΦa
0Φb
0 + 1 = 0.
By substituting (1.11) into (1.9) we can consider the expansion of the action up
to order β2 in terms of the embedding variables,
I2 = m
∫
ds
β2
2m4
(κ21κ
2
2 + (
dκ1
ds
)2), (1.12)
where κ22 = (
d3x
ds3
O2
d3x
ds3
)/κ21 is the second curvature of the world-line, (O2) is the
projector orthogonal to accelerations and velocities (s is proper time). We should
notice that the combination of curvatures κ21κ
2
2+(
dκ1
ds
)2 appearing at order β2 of the
effective Lagrangian (1.12) is the Σ2 of the relativistic jerk vector Σa .
Note that we could consider within our approach more general, non-polynomial,
actions, like
L = −e
(
1 +
γ
2
(Φ2 + 1)
)
+
β˜
2
√
(Φ˙)2. (1.13)
In this case the relation to order β˜ among the Lorentz variables and the geometrical
quantities is given
Φa 0 = −Ua + β˜
2
√−x˙2
Aa√
(A)2
(1.14)
As long as the seed Lagrangian contains the term with first time derivatives of the
Lorentz variables, the first correction term to the NG will be a functional of the first
extrinsic curvature.
In this paper we will see that the previous results for the particle are extended to
the case of a p-brane and show that:
1. The Goldstone bosons of broken Lorentz rotations are functions of the phase
space degrees of freedom of the p-brane.
2. The NLR action constructed from the MC forms of unbroken translations leads
in a natural way to the canonical form of NG action. Since the Goldstone bosons
of the broken rotations are non-dynamical we can eliminate them through their
own equations of motion and one gets the world-volume NG action [10].
3. We can also construct a WZ term for a p-brane in dimensions p+ 2 using only
the MC forms of the translations9.
9For the case of the string see [21][22] and for the 2-brane [23].
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4. As in (1.5) it is often useful to introduce also Goldstone bosons associated to
the unbroken Lorentz rotations as independent degrees of freedom without using
explicit parametrization of the Lorentz transformation. In this case the Poincare
invariant p-brane action will be invariant under local SO(1, p)×SO(D−(p+1))
rotations as well as world-volume diffeomorphism (Diff).
5. We also consider terms of the effective action of a p-brane with non-linearly
realized Poincare symmetry by adding invariant forms associated with the bro-
ken Lorentz transformations. In these cases actions, like the particle case, will
contain the first derivatives of the Goldstone bosons of broken rotations and the
Φ’s become dynamical. The Lagrangian with both the embedding variables and
the Lorentz variables is used as a seed to produce corrections, in terms of the
embedding variables, to the NG Lagrangian. The procedure consist in solving
for the Lorentz variables by using the equations of motion (EOM) iteratively
and substituting them back into the Lagrangian so that it will produce an ef-
fective action in terms of geometrical quantities, like the intrinsic curvature,
extrinsic curvature and the higher curvatures of the world-volume.
The organization of the paper is as follows. In section 2 we will construct the
action of a tensionfull p-brane with the lowest order derivatives using the non-linear
realization approach with local subgroup SO(1, p)×SO(D−(p+1)). We will perform
the Hamiltonian-Dirac analysis that leads to the canonical action of the NG action.
In section 3 we will construct leading order -and beyond- corrections to the NG action.
Finally we will present some conclusions and outlook. There are two appendices with
technical details.
Note added: when this paper was in a process of submission it has appeared a
paper by Gliozzi and Meineri [24] which proposes a different procedure to construct
some higher order derivative corrections to the Nambu Goto action. Their results
agree with ours.
2 Nonlinear realization with local subgroup
SO(1, p)× SO(D − (p + 1))
In this section we will construct the p-brane action using the NLR approach [11] by
Callan, Coleman, Wess and Zumino [6]. However we will not follow the method in
terms of coset representatives. In the present case it is more useful to reformulate
the theory of non-linear realizations in terms of the group elements10 of G themselves
rather than those of the coset G/H. We consider group elements g of G and take
the symmetries of the non-linearly realized theory given by
g(x)→ g0g(x) and g(x)→ g(x)h(x) (2.1)
where g0 ∈ G is a rigid transformation while the second independent local transfor-
mation h(x) is an arbitrary space-time dependent transformation that belongs to H.
In this more general way the theory contains gauge degrees of freedom that can be
10For the case of internal symmetries see [25].
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fixed using the local H transformations. We will refer to such a formulation as a
non-linear realization of a group G with local subgroup H.
The global G transformations of the coset coordinates x’s are determined up
to the local H transformations and are in general non-linear. One could from the
beginning use these local H transformations to fix the gauge freedom and so work
only with coset representatives. This is equivalent to the original approach and it
requires the H-compensating transformations for the global g0 transformations. One
can also work in a half way house where only some of the fields are removed.
For the case of relativistic p-branes we consider the NLR of G = ISO(D − 1, 1)
with the local subgroup SO(1, p)× SO(D − (p+ 1)). The generators11 Pa, Jab, Ja′b′
generate the unbroken translations, local longitudinal and transverse rotations via
the right transformations [14]. In the non-linear realization the reparametrization
invariance corresponds to the invariance under unbroken translations with additional
local Lorentz rotations for a general p-brane, see [11].
The group elements are parametrized by
g = eix
aPaeix
a′Pa′eiθa
b′Jab′ ei
1
2
θa
bJabei
1
2
θa′
b′Ja
′
b′ = g0 U, (2.2)
where g0 = e
ixaPaeix
a′Pa′ is the coset representing the Minkowski space and U is a gen-
eral element of the Lorentz group. In (2.2) we have introduced SO(1, p)× SO(D − (p + 1))
degrees of freedom in addition to the coset elements of ISO(D−1,1)
SO(1,p)×SO(D−(p+1)) used for
example in [10]. The MC form is given by
Ω = −ig−1dg = LaPa + 1
2
La
b Jab, (2.3)
where the vielbein and spin connection forms in the flat D dimensional target space
are
La = dxb Φb
a, Lab = Φc
adΦcb, (2.4)
and are satisfying the MC equations
dLa + Lab ∧ Lb = 0, dLab + Lac ∧ Lcb = 0. (2.5)
Here Φb
a is a finite Lorentz transformation parametrized by θa
b′ , θa
b, θa′
b′ . The ex-
plicit form of the finite Lorentz transformation Φ in terms of the Goldstone fields θ
is not simple. Also, the local SO(1, p) × SO(D − (p + 1)) transformations of θ are
involved.
Like in the case of the particle (1.5), it is more convenient to consider the D2
elements of Φa
b of the Lorentz transformation themselves as new variables restricted
by the orthonormality constraint
Ccd = ηabΦa
cΦb
d − ηcd = 0 , (2.6)
and with the implicit choice of detΦ = 1,Φ0
0 ≥ 1. Under the local rotations Oba ∈
SO(1, p) and Ob′
a′ ∈ SO(D − (p + 1)) it transforms as
Φa
a → ΦabOba(ξ), Φaa′ → Φab′Ob′a′(ξ), (2.7)
11a goes over all possible values from 0 to D−1 while the unprimed indices a take the values a = 0, . . . , p
and primed indices a′ take the values p+ 1, . . . , D − 1. The latter are the indices which are longitudinal
and transverse to the brane respectively.
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where ξi, (i = 0, 1, ..., p) are the p + 1 coordinates of the world-volume of a p-brane.
The number of Goldstone bosons θ of (2.2) is D(D−1)2 . We describe them by the D
2
elements of Φa
b subject to the D(D+1)2 conditions (2.6).
(p+1)p
2 of them are the gauge
degrees of freedom of SO(p, 1) and (D−(p+1))((D−(p+2))2 are the ones associated to the
local SO(D − (p + 1)). So the number of non-gauge degrees of freedom for the Φ
variables will be (p + 1)(D − (p + 1)) which agrees with the counting of Goldstone
bosons θa
b′ associated to broken Lorentz rotations of the coset ISO(D−1,1)
SO(1,p)×SO(D−(p+1))
[10].
2.1 NG p-brane Lagrangian
The action of relativistic p-branes with lowest order of derivatives is constructed from
the pullback of the MC forms (2.4) on the world-volume, with dimensionless coordi-
nates (ξ0, ξm),m = 1, ..., p. It must be invariant under world-volume diffeomorphism
associated to the longitudinal unbroken translation invariance and local longitudinal
and transverse Lorentz rotations. The Lagrangian density, for a generic dimension,
is given by
L = L0 + L1, (2.8)
with L0 is the world-volume density of the p+ 1-brane12
dp+1ξ L0 = κ 1
(p+ 1)!
ǫa0...ape
a0 ...eap = −dp+1ξ κ e, (2.9)
where κ is the tension of the p-brane with dimension [κ] = mp+1 and e = det(ei
a)
with (p+ 1)-bein given by
ea = (La)∗ = dξieia eia = ∂ixaΦaa (2.10)
which is the pullback of the La in (2.4). L1 is the Lagrange multiplier term for the
orthonormality of the D-beins Φa
c, (2.6),
L1 = e
γcd
2
(ηab Φa
cΦb
d − ηcd). (2.11)
We can write the Lagrangian (2.8) as13
L = −κ′ e, (2.12)
with
κ′ = κ− γcd
2
(ηab Φa
cΦb
d − ηcd). (2.13)
Not all of the Euler-Lagrange (EL) equations of motion are independent but there
are p+ 1 Noether identities for diffeomorphism invariance,
δL
δxa
∂ix
a +
δL
δΦb
a ∂iΦb
a +
δL
δγba
∂iγba ≡ 0, (i = 0, 1, ..., p). (2.14)
12We often omit the ∧ symbol for the wedge products.
13A similar action in terms of Lorentz harmonics was considered in [26] [27].
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The Noether identities associated with the local SO(p, 1) × SO(D − (p + 1)) gauge
invariance are14
∂L
∂Φc
[a
Φc b] + 2
∂L
∂γc[a
γc b] ≡ 0,
∂L
∂Φc
[a′
Φc b′] + 2
∂L
∂γc[a
′
γc b′] ≡ 0. (2.15)
They are p(p−1)2 +
(D−(p+1))(D−p−2)
2 relations among these equations of motion.
The presence of gauge symmetries and their associated Noether identities results
in the appearance of the first class constraints in the Hamiltonian formalism. In
addition, since the variables Φb
a, γba are non-dynamical (for the Lagrangian (2.8)),
the EL equations will produce Lagrange constraints (relations among coordinates
and velocities). As we will see they will produce Hamiltonian secondary constraints
and relations among the arbitrary functions appearing in the Hamiltonian.
Now we will make contact with ordinary NG action written in terms of the coordi-
nates of the p-brane. In fact, if we introduce the inverse vielbein eb
i, eb
iei
a = δab, the
IH mechanism La
′
= 0 like the particle case (1.7) and the orthonormality condition
(2.6), we can write Φab as
Φab = eb
i∂ix
a, (2.16)
we have also
ei
b = ηbcec
jgji, (2.17)
where gij is the induced metric, gij = (∂ixa∂jx
a). Taking the determinant of (2.17)
we have that the Lagrangian (2.12) becomes
L = −κ
√
−g (2.18)
which is the ordinary NG action.
2.2 WZ Lagrangian density
Apart from the invariant Lagrangian density (2.8) valid for any dimension we can
construct a WZ term for a p-brane in dimensions D = p+2 using only the MC forms
of the translations15 La. In fact
Ωp+2 = ǫa0···ap+1L
a0 ∧ · · ·Lap+1 = (detΦ) ǫa0···ap+1dxa0 ∧ · · · dxap+1 (2.19)
is a closed invariant (p+ 2) form. Since detΦ = 1 we can write it as
Ωp+2 = d(ǫa0···ap+1x
a0 ∧ dxa1 ∧ · · · dxap+1) = d(LWZ). (2.20)
We can either add LWZ on the NG Lagrangian [21] [22] or consider the p + 1 form
LWZ solely as a particle model Lagrangian. The WZ term of the p-brane action
represents the coupling of the p-brane to a (p+1) form Abelian gauge potential given
by Ap+1 = ǫa0···ap+1x
a0 ∧ dxa1 ∧ · · · dxap+1 , this coupling breaks parity invariance for
odd p.
14Our convention is
δγab
δγcd
= 12 (δ
c
aδ
d
b + δ
c
bδ
d
a).
15See [21][22] for the case of the string and [23] for the 2-brane.
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2.3 NLR action versus canonical action
In this subsection we will see how the Goldstone bosons of the broken Lorentz gener-
ators are functions of the phase space variables of the p-brane. This result generalizes
(1.4) of the particle, sketched in the introduction to the p-brane case. We will see
that the NLR action (2.8) leads in a natural way to the canonical action of a p-
brane. The definition of all the canonical momenta from the action (2.8)16 gives
primary constraint equations (See the details of the Hamiltonian formalism in the
appendix B)
φa ≡ pa + κ′ e eb0Φab = 0, (2.21)
φab ≡ Πab = 0, (2.22)
φabγ ≡ pabγ = 0. (2.23)
Note that the combination eeb
0 does not depend on the velocities17 x˙a . The Hamil-
tonian is a sum of primary constraints,
HD =
∫
dpξH, H = φa λa + φabΛa b + φabγ λγab, (2.24)
where λa, Λa
b and λγab are arbitrary functions of ξ at this moment. Using the Hamil-
ton’s equations they are related to the velocities,
x˙a = {xa,HD} = λa, γ˙ab = {γab,HD} = λγab, Φ˙a b = {Φa b,HD} = Λab.(2.25)
The Hamilton’s equations for momenta reproduce the EL equations. The consistency
condition that the primary constraints (2.21)-(2.23) remain zero under time evolution
gives the secondary constraints
χab ≡ Cab = 1
2
(ηcdΦc
aΦd
b − ηab) = 0, (2.26)
γb′c = γb′c′ = 0, γab − κηab = 0, (2.27)
χm
b′ ≡ ∂mxaΦab′ = 0, (m = 1, ..., p) (2.28)
and conditions on λa and Λ,
λ˜b
′ ≡ λaΦab′ = 0, (2.29)
(eeb
0 Λc
b + eeb
m ∂mΦc
b )Φca′ = 0, (2.30)
where eeb
m, (m = 1, ..., p) are linear functions of λa = x˙a. Eq.(2.26) is the orthonor-
mality of Φ and Eq.(2.27) fixes the γab. Eq.(2.28) and Eq.(2.29) coincide with the
vanishing of the MC forms Lb
′
in (2.4) associated to broken translations, which is
known as the inverse Higgs mechanism (IH) [12].
The stability of the secondary constraints does not produce any further constraints
but only conditions on the multipliers,
χ˙ab =
1
2
(ηcdΛc
aΦd
b + ηcdΦc
aΛd
b) = 0, (2.31)
16We consider ξ0 as the canonical time and use ”dot” as ξ0 derivative. We often do not write the
dependence on ξi.
17It is useful the relation eea
i = − 1
p! ǫ
ii1...ipǫaa1...ap ei1
a1 ... eip
ap .
10
χ˙γab = λ
γ
ab = 0 (2.32)
and
∂mx
aΛa
b′ + ∂mλ
aΦa
b′ = 0. (2.33)
If we redefine the arbitrary functions Λa
b in terms of Ωa
b by Λa
b ≡ ΦacΩcb, the
consistency condition (2.31) imposes antisymmetry of Ωab, and Eq.(2.30)-(2.33) are
solved for Ωb
b′ as
Ωa′
b =
(
(ee[d
mea]
0 Φa
a∂mΦc
dΦca′)
(eeb0)
g
− ( ∂mΦaa′)gmℓeℓb
)
λa, (2.34)
where gmℓ is the inverse of the spatial world-sheet induced metric gmℓ = em
aeℓa and
g is the determinant of gmℓ. There remain arbitrary anti-symmetric Hamiltonian
multipliers Ωab, Ωa′b′ and λ˜
a ≡ λaΦaa corresponding to local SO(p+1), SO(D− (p+
1)) and Diffp+1 gauge invariances.
The Hamiltonian is written as a linear combinations of constraints with the in-
dependent arbitrary multipliers as
H = λˆ⊥H⊥ + λˆmHm + 1
2
(
Jab Ω˜
ba + Ja′b′ Ω˜
b′a′
)
, (2.35)
where we have used the fact that products of two constraints vanish as strong equa-
tions. The constraints appearing here are the first class combinations of the con-
straints18
H⊥ = 1
2κ
(ηabpapb + κ
2 g) + Jba
′
(ee[d
meb]
0)(∂mΦc
dΦca′), (2.36)
Hm = pa ∂mxa +Πab∂mΦab, (2.37)
Jab = Π
c
[aΦcb], (2.38)
Ja′b′ = Π
c
[a′Φcb′] (2.39)
and the arbitrary multipliers λˆ⊥, λˆm, Ω˜ba, Ω˜b
′a′ are given in (B.61) and (B.73).
The other independent constraints are the second class constraints that are used
to reduce the phase space variables. In order to find them explicitly we rewrite the
variables Φa
b in terms of new variables as
Φa
b =
(
B1a
c ϕ˜ c
′
a B2c′
d′
−ϕda′B1dc B2a′d
′
)(
φc
b 0
0 φd′
b′
)
, (2.40)
where B1 and B2 are symmetric matrices defined by
((B1)
−2)a
b
= (δa
b + ϕa
c′ϕbc′), ((B2)
−2)a′
b′
= (δa′
b′ + ϕ˜ca′ϕ˜
b′
c ). (2.41)
In terms of these variables the orthonormality constraints (2.26) are written as
φa
cφbc = (φφ
T )a
b
= δa
b, φc′
a′φc
′
b′ = (φ
′Tφ′)a
′
b′ = δ
a′
b′ , ϕ˜a
b′ = ϕa
b′ . (2.42)
18Notice that the first class constraint H⊥ depends on the broken rotations Jba′ , this is in agreement
with results of [11] about local right translations.
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It means φa
b is a group element of SO(p, 1) and φa′
b′ belongs to SO(D − (p + 1)).
Using the local invariances we can take φa
b = δa
b, φa′
b′ = δa′
b′ . In this gauge the
second class constraints are ϕ˜ab′ = ϕ
a
b′ and ϕa
b′ are expressed in terms of pa and
∂mx
a as19
ϕa0
b′ =
−1
p!∆
ǫi0...ipǫa0...ap∂i1x
a1 ...∂ipx
ap ∂i0x
b′ |x˙a→pa, (2.43)
∆ =
−1
(p+ 1)!
ǫi0...ipǫa0...ap ∂i0x
a0∂i1x
a1 ...∂ipx
ap |x˙a→pa, (2.44)
where the replacement ∂0x
a → pa is to be done in the right hand side of the previous
equations.
Therefore the Goldstone bosons ϕa
b′ associated to Lorentz broken rotations are
written as functions of the phase space variables of the p-brane. Now all second class
constraints are used to reduce the phase space to that of the space-time coordinates
and momenta of a p-brane (xa, pa). The action of p-brane obtained from the non-
linear realization in the reduced space leads to the canonical action of a Dirac-Nambu-
Goto p-brane in configuration space. The canonical Lagrangian becomes
L =
∫
dpξ
(
pax˙
a − (λˆ⊥H1⊥ + λˆmH1m)
)
, (2.45)
with
H1⊥ =
1
2κ
(ηabpapb + κ
2 g), H1m = pa ∂mxa. (2.46)
In summary the action (2.8), which depends on the coordinates of the p-brane and
the Goldstone bosons associated to the broken Lorentz rotations, leads in a natural
way to the canonical action of a p-brane.
3 Corrections to the NG Lagrangian
In section 2 we have constructed in generic dimensions an invariant action for p-brane
in terms of the MC forms of unbroken translations. We have also constructed the
WZ Lagrangian (quasi invariant Lagrangian) in dimension p+ 2 for a p-brane using
the MC forms of all translations. In this section we will see that we can use the
MC forms of the broken Lorentz rotations to discuss possible terms of the effective
action of a p-brane20. In order to construct these terms we will need to use the world-
volume geometry, in particular the Hodge star operator on the MC forms. According
to the dimensionality of the couplings, the candidate Lagrangians built up with the
MC forms will be added as corrections to the lowest order Lagrangian (2.8). As was
mentioned in the introduction we make a perturbative dynamical determination of
the variables associated with the broken Lorentz rotations to obtain higher order
derivative corrections to the Nambu-Goto Lagrangian instead of the minimal use of
the IH condition[12]. In the spirit of the effective theories, the coefficients of these
terms will be small compared to the NG term. After considering general properties
of the p-brane we will consider in some detail the case of the particle and the string.
19Note that in this gauge, Eq.(2.40) becomes the parametrization of Lorentz transformations used in
[10].
20In [17] [18] the MC forms associated to broken Lorentz rotations were used to construct relativistic
(super) particle gauged fixed action in two dimensions with extrinsic curvature.
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3.1 p-brane
First we note that the volume form for p-brane is expressed in terms of Hodge operator
∗ as
µ = L0...Lp =
1
p+ 1
La ∗ La = dp+1ξ e, (3.1)
where the Hodge ∗ on q form is defined by (Lb1 ...Lbq )∗(La1 ...Laq ) = µδb1a1 ...δ
bq
aq , (for b1 <
... < bq, a1 < ... < aq). The NG action of a p-brane is proportional to the volume
form (3.1), see (2.9). The equations of motion for the NG p-brane are expressed as
δΦ→ La′ = 0, δxa → Lab′ ∗ La = 0. (3.2)
The first one is obtained by the variation with respect to Φ and is known as the IH
condition [12]. In the following we construct a geometric p-brane action using with
the MC forms La, Lab
′
and solve the EOM of Φ iteratively. By eliminating Φ up to a
given order a geometric effective action is obtained as a function of higher derivative
of the world-volume coordinates xa.
As possible corrections to the NG action we here consider some invariant p + 1
forms,
Rab ∗ (LaLb), Lab′ ∗ Lab′ , Ka′ ∗Ka′ , Rab ∗Rab, (3.3)
where
Rab = dLab + LacLc
b = Lac
′
Lbc′ , (3.4)
is the curvature two form and
Ka
′
=
−1
p!
ǫa0a1...apL
a0a
′
La1 ...Lap = Laa
′ ∗ La (3.5)
is essentially the trace of the extrinsic curvature expressed as a p+1 form transverse
vector. Explicitly
Rab ∗ (LaLb) = dp+1ξ eea[iebj](∂iΦaa(ηab − ΦacΦbc)∂jΦbb) ≡ dp+1ξ eR,
Rab ∗Rab = 1
2
dp+1ξ eR · R, Ka′ = −dp+1ξ e ebi (∂iΦb · Φa′) ≡ −dp+1ξ eKa′ ,
Ka
′ ∗Ka′ = dp+1ξ eKa′Ka′ = dp+1ξ e eaiebj(∂iΦaa(ηab − ΦacΦbc)∂jΦbb)
Lab
′ ∗ Lab′ = dp+1ξ e eaieaj(∂iΦab(ηab − ΦacΦbc)∂jΦbb). (3.6)
More correctly R and Ka′ become Riemannian and extrinsic curvatures at lowest
order of β (NG p-brane) (see e.g. (3.60)). Note also that the first three quantities
in (3.3) are not independent at the lowest order of string, but related by the Gauss-
Codazzi equation, see for example [28]. In (3.3) we didn’t consider to use the forms
La
′
because they vanish at lowest order of the EOM for Φ (3.2). They only contribute
in higher order perturbations. On the other hand we do keep the extrinsic curvatures
Kb
′
which vanish when the EOM of xa of the NG brane is taken. We use the EOM
of Φ but not the EOM of xa in constructing the effective action. This procedure is
different from [2] [3] where the extrinsic curvatures are ignored in the effective action
by using the EOM of xa’s at lowest order.
The mass dimension of the volume form (NG term) is [µ] = m−1−p and the terms
in (3.3) have dimensions
[Rab∗(LaLb)] = m1−p, [Lab′∗Lab′ ] = m1−p, [Ka′∗Ka′ ] = m1−p, [Rab∗Rab] = m3−p.
(3.7)
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In the following we will examine the Lagrangian by adding a linear combination of
these terms -we pick those that are independent at the lowest order- whose coefficients
are scaled by the brane tension κ, ([κ] = mp+1),
L = −κ′ e + β1
κ
1−p
1+p
eR+ β3
2κ
1−p
1+p
eKa′Ka′ + β2
κ
3−p
1+p
eR · R, (3.8)
where the Lagrange multiplier terms are included in κ′ (2.13)21 and the constants
β’s are dimensionless.
3.2 Particle
In case of relativistic bosonic particle (p = 0) the NG particle action is proportional
to the invariant one form L0. We define the Hodge operator on the world-line by,
(τ = ξ0),
(L0)∗ ∗ (L0)∗ = dτ e = (L0)∗ (3.9)
which implies
∗dτ = −1
e
= − 1
(x˙aΦa
0)
. (3.10)
Since there is no two form Rab on the world-line we only consider the K2 term in the
action (3.8). Using Ka
′
= L0a
′
,
Ka
′ ∗Ka′ = L0a′ ∗ L0a′ = (dτΦb0Φ˙ba′)(−
(Φa
0Φ˙aa
′
)
e
) = −dτ
e
Φ˙a0(ηab − Φa0Φb0)Φ˙b0
(3.11)
Eq.(3.8) becomes
L = −m{ e+ γ
2
(Φ0aΦ
a0 + 1) +
β
2m2e
Φ˙a0(ηab − Φa0Φb0)Φ˙b0}, (3.12)
where β is a dimensionless constant and [m] = m1. Redefining γ in Eq.(3.12) in order
to absorb Φb
0Φ˙b0 terms it becomes (in units m = 1)
L = −e− γ
2
(Φ2 + 1)− β
2e
Φ˙2, (Φ)a = Φa
0, e = x˙aΦa
0. (3.13)
the β term is considered as a perturbation of the free particle action22. In order to
make contact with an effective Lagrangian written in terms of the geometric quan-
tities of the world-line we solve the equations of motion of Φ perturbatively in β, in
terms of the higher velocities of the particle.
The EL equations of Φ are
δΦ ; −x˙a − γ Φa + β d
dτ
(
Φ˙a
e
) + β
Φ˙2
2e2
x˙a = 0, (3.14)
and that of γ gives
δγ ; Φ2 + 1 = 0. (3.15)
21We could also have considered invariant terms with higher order derivatives.
22We could have also added terms with higher derivatives of Φ, like for example D˜ ∗ L0a′ ∗ (D˜ ∗ L0a′),
where D˜ is the covariant derivative with respect to rotations.
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Using the second we obtain
Φa =
1
1 + β (DΦ)
2
2
[−Dxa + β((DΦ)
2
2
Dxa + D2Φa)], (3.16)
where ”derivation D” is defined by D ≡ 1
e
d
dτ
. Although it is a dynamical equation it
is solved for Φ iteratively in β,
Φa = −Dxa + β ((DΦ)2Dxa + D2Φa))− β2((DΦ)2
2
((DΦ)2Dxa + D2Φa)
)
+O(β3).
(3.17)
Using (Dx)2 = x˙
2
e2
it follows
e2 =
−x˙2
1− β2J2e
, (3.18)
J2e ≡
((DΦ)2)2
4
(1 + (Dx)2) + (DΦ)2(D2Φ ·Dx) + (D2Φ)2. (3.19)
It tells that the correction of e from
√−x˙2 starts from an O(β2) term
e =
√
−x˙2
(
1 +
β2
2
J2e +O(β
4)
)
. (3.20)
This result will be used to rewrite the derivative D in terms of proper time derivative
d
ds
≡ Ds = 1√−x˙2
d
dτ
plus corrections. Remember (Dsx)
2 = −1.
The effective action is obtained by using (3.20) and (3.17) in the original action
(3.13),
L = −e(1 + β
2
(DΦ)2). (3.21)
The expression of Φa up to order β2 is given by
Φa = −Ua − βΣa + β2
(
−Ca + A
2
2
Σa − (AΣ)
2
Aa − Σ
2
2
Ua
)
+O(β3), (3.22)
Ua = Dsx
a,
Aa = DsU
a = D2sx
a,
Σa = DsA
b(δb
a − DsxbDsx
a
(DsxDsx)
) = D3sx
a − (D2sxD2sx)Dsxa,
Ξa = DsΣ
b(δb
a − DsxbDsx
a
(DsxDsx)
) = D4sx
a − (D2sxD2sx)D2sxa − 3(D2sxD3sx)Dsxa,
Ca = DsΞ
b(δb
a − DsxbDsx
a
(DsxDsx)
) = D5sx
a − (D2sxD2sx)D3sxa − 5(D2sxD3sx)D2sxa
−{3(D3sxD3sx) + 4(D2sxD4sx)− (D2sxD2sx)2}Dsxa. (3.23)
where Ua is the velocity, we have also the space-like vectors acceleration, Aa, rela-
tivistic jerk, Σa, snap Ξa, crackle Ca [19] [20]. The following relations are verified by
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theses vectors
U2 = (DsxDsx) = −1, (3.24)
A2 = (D2sxD
2
sx) = κ
2
1,
(AΣ) = (D2sxD
3
sx) =
1
2
κ1Dsκ1,
Σ2 = (D3sxD
3
sx) + (D
2
sxD
2
sx)
2 = ((Dsκ1)
2 + κ21κ
2
2), (3.25)
where κ1, κ2 are the first and second curvature of the worldline. The Lagrangian up
to order β3 is
L = −
√
−x˙2
(
1 +
β
2
L(1) +
β2
2
L(2) +
β3
2
L(3)
)
+O(β4). (3.26)
Here
L(1) = (DΦ)2|0 = (D2sx)2 = A2 = κ21, (3.27)
L(2) = − (((Ds2x)2)2 + (Ds3x)2) = −Σ2 = − (κ21κ22 + (Dsκ1)2) , (3.28)
L(3) =
3
2
((Ds
2x)2)3 +
5
2
(Ds
2x)2(Ds
3x)2 + 12(D3sxD
2
sx)
2 + (Ds
4x)2
= Ξ2 +
1
2
A2 Σ2 − (AΣ)2. (3.29)
If we use another seed Lagrangian, for instance by introducing a non-polynomial
term,
L = −e(1 + β˜
2
√
(DΦ)2) , (3.30)
(Note that the last term of (3.30) is obtained from the MC forms in the worldline by
computing the square root of a scalar: L0 ∧ (
√
∗(L0a′ ∗ L0a′)) = dτ
√
Φ˙2.) then the
expression for Φa will change to
Φa = Ua +
β˜
2
√−x˙2
Aa√
(A)2
+ ... , (3.31)
and, accordingly, the Lagrangian in terms of the embedding coordinates will also
change. Up to lowest order in β˜ it becomes,
L = −
√
−x˙2
(
1 +
β˜
2
√
κ21
)
(3.32)
Notice that the first correction in both cases, polynomial and non-polynomial, is a
function of the first curvature of the world line. This result is general and it also holds
when we consider the alternative procedure, already mentioned in the introduction,
of constructing Diff invariant actions through the IH mechanism (1.6).
3.3 Particle in three dimensions
In the particular case of three dimensions we can construct a pseudo invariant La-
grangian from a H invariant two form L01 ∧ L02 constructed from the MC forms of
broken Lorentz rotations, we have
L01 ∧ L02 = dL12, L12 = −dτ
(
Φ˙a1Φa
2
)
, (3.33)
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therefore we can consider an action of a particle in three dimensions
I = −m
∫
dτ{ e − γcd
2
(ηabΦa
cΦb
d − ηcd) + β
m
(
Φ˙a1Φa
2
)
}. (3.34)
The EOM of γ gives the orthonormality of Φ’s and that of Φ gives
x˙a − γ0cΦac = 0, γb′c + ǫb′d′ β
m
Φ˙ad
′
Φac = 0. (3.35)
Using the second one the first equation becomes
x˙a − γ00 Φa0 − β
m
Φb0 ǫc′d′Φ˙
bc′ Φad
′
= 0. (3.36)
Saturating this last equation with Φa
0 we get e = −γ00 and
Φa0 = −1
e
(
x˙a − β
m
Φb0 ǫc′d′Φ˙
bc′ Φad
′
)
. (3.37)
On the other hand, saturating Eq.(3.36) with Φa
b′ , we obtain
x˙aΦa
b′ =
β
m
Φb0Φ˙
b
c′ ǫ
c′b′ (3.38)
which is the correction of the IH condition (1.7). Saturating Eq.(3.37) with x˙a we
can express e as
e =
√
−x˙2
(
1 +
β2
2m2(−x˙2) (Φa0Φ˙
ab′)2
)
. (3.39)
Using it and Eq.(3.37) we can rewrite the Lagrangian (3.34). In doing so, since
SO(2) is a symmetry of Eq.(3.34), one can make different choices for Φa1, Φa2, com-
patible with Eq.(3.37). Each choice amounts to a complete gauge fixing of the SO(2)
invariance. A possible choice is
Φa0 = −Dsxa − β
m
((DsΦb
0)Φbc′ ǫ
c′d′)Φad′ , (3.40)
Φa1 =
D2sx
a√
(D2sx)
2
− β
m
((DsΦb
0)Φbc′ ǫ
c′1)Φa0, (3.41)
Φa2 =
ǫabc(Dsxb)(D
2
sxc)√
(D2sx)
2
− β
m
((DsΦb
0)Φbc′ ǫ
c′2)Φa0. (3.42)
The action (3.34) becomes, up to O(β2)
I = −m
∫
ds
(
1 +
β
m
(
DsΦ
a1Φa
2
) |NG + β2
m2
(DsΦa
0Φab
′
)2|NG)
)
+O(β3),
(3.43)
where β2 term comes from both e and β
m
( Φ˙a1Φa
2) terms in (3.34).23 Here A|NG
means A is evaluated at O(β0). It is written as
I = −m
∫
ds
(
1 +
β
m
κ2 +
β2
m2
κ1
2
)
+O(β3). (3.44)
23Different parametrizations of Φ’s connected by local SO(2) give equivalent action since(
DsΦ
a1Φa
2
) |NG differs by a surface term and (DsΦa0Φab′)2|NG is SO(2) invariant.
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The O(β) term κ2 is the torsion and κ1 in O(β
2) term is the curvature, all defined
in (3.27)-(3.28). Particle dynamics with the torsion term has been discussed in [39]
and in non-covariant gauge -corresponding to another choice instead of (3.41),(3.41)-
in [40] [41]. Both Lagrangians differ by a total derivative.
3.4 String
The NG action for the string is constructed from the SO(1, 1)×SO(D− 2) invariant
two form 12ǫabL
a ∧ Lb = L0 ∧ L1 ≡ µ, which is the volume form of the world-sheet
(2.9). The Hodge operator for one form is
La ∧ ∗Lb = δab µ, µ = d2ξ det e (3.45)
then the Hodge operations on La and dξi are
∗La = −ǫabLb, ∗dξi = −e gijǫjkdξk, (3.46)
where gij is the inverse of the metric of the world-sheet gij = ei
aei
bηab and e =
det e = −12(ǫabǫijeiaejb). Using (3.6) we can write the invariant scalar local density
(3.8) for the string as
L = −κ′ e + β1
κ
eR+ β3
2
eK2 + β2
κ
eR2. (3.47)
The dimension of the string tension is [κ] = m2 and the β’s are dimensionless. The
Lagrangian is described by xa,Φa
b and the Lagrange multipliers γcd. The first term
is the NG Lagrangian and the second term is a total divergence. If we ignore the
surface term Eq.(3.47) becomes
L = −κ e+ e
2
γcd(Φa
cΦb
dηab − ηcd) + β2
κ e
(
ǫabǫ
ij∂iΦa
aO
ab
Φ ∂jΦb
b
)2
+
β3
2
e (ea
i∂iΦa
a)O
ab
Φ (eb
j∂jΦb
b) ≡ −κ′ e+ β L′. (3.48)
whereO
ab
Φ = (η
ab−ΦacΦbc). For small β’s we may solve the EOM for Φ perturbatively
and the resulting geometrical Lagrangian depends on higher order derivatives of x.
The EOM of Φ is
−κeebi∂ixaδbb + eγbdΦad + β(L′)ab = 0, (L′)ab ≡
δL′
δΦa
b
. (3.49)
Since L′ does not depends on Φab′ , (L′)ab′ = 0. Taking b = b′ in Eq.(3.49) we obtain
γb′d = γb′d′ = 0, (3.50)
whereas from the b = b component of Eq.(3.49) we can determine
γab = κηab − β
e
(L′)aaΦab, (L′)a[aΦab] = 0. (3.51)
The latter equality holds identically due to the local SO(1, 1) invariance of L′ under
δΦa
b = αbcΦa
c, (αbc + αcb = 0). Plugging (3.50) and (3.51) into (3.49),
Φab = eb
i∂ix
a − β
κe
O
ab
Φ (L′)bb. (3.52)
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Now, saturating Eq.(3.52) with Φa
c′ and using the orthogonality relations we get
∂ix
aΦa
c′ =
β
κe
ei
b(L′)abΦac
′
, (3.53)
which is the correction of the IH condition. Multiplying ∂ixa on (3.52)
ei
b = ∂ix
aΦa
b = ηbcec
jgji − (
β
κe
)2ei
b(L′)acOabΦ (L′)bc, (3.54)
where gji is the induced metric,
gji = (∂jxa∂ix
a). (3.55)
Taking its determinant we get an expansion of e
e = det e =
√
−g
(
1− 1
2
(
β
κe
)2(L′)abOabΦ (L′)bb
)
+O(β3). (3.56)
We use (3.52) and (3.56) to rewrite the Lagrangian (3.48) up to O(β2) as
L = −κ
√
−g
(
1 + β L′|NG +
(
1
2
(
β
κe
)2(L′)abOabΦ (L′)bb
)
|NG
)
= −κ
√
−g
(
1 +
β2
κ
R2|NG + β3
2
K2|NG +
(
1
2
(
β
κe
)2(L′)abOabΦ (L′)bb
)
|NG
)
.
(3.57)
Here A|NG means A is evaluated at O(β0) order, where the IH condition ∂ixaΦaa′ = 0
holds and Φa
a’s are tangential to the world-sheet.
Up to SO(1, 1) gauge freedom we can choose, for example,
Φa0 = − x˙
a
√−x˙2 , Φ
a1 =
x
′a
⊥√
(x
′
⊥)
2
, x
′a
⊥ = x
′a − x
′ · x˙
x˙2
x˙a. (3.58)
The R|NG is the scalar curvature of the world-sheet
R|NG = 1
(−g) ǫ
i1i2ǫj1j2 (∂i1∂j1x
a)(ηab − gi3j3∂i3xa∂j3xb) (∂i2∂j2xb) (3.59)
and the Kc′ = Kc′ |NG is the extrinsic curvature written as
Kc′ |NG = (xa)nac′ , (3.60)
here  is the gij covariant d’Alembertian and na
c′ = Φac
′ |NG are normal unit vectors
of the world-sheet. The O(β2) term of the Lagrangian in (3.57) should give higher
order curvatures of the world-sheet.
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4 Conclusions
In this paper we have constructed terms of the effective action of a tensionfull p-
brane using the non-linear realization method. We have considered the Goldstone
bosons associated to the broken and unbroken translations, coordinates of the p-
brane, and the Goldstone bosons associated to the broken Lorentz rotations. In order
to avoid using an explicit parametrization of the Lorentz transformations we have
introduced also Goldstone bosons associated to the unbroken rotations SO(1, p) ×
SO(D − (p+1)). The Goldstone bosons of unbroken generators could be eliminated
using the corresponding gauge transformations of local rotations.
We have seen using the action with the lowest order of derivatives that the Gold-
stone bosons of the broken Lorentz rotations are non dynamical and can be expressed
as functions of the coordinates and momenta of the p-brane. We have also seen how
the unperturbed action leads in a natural way to the canonical action of the NG
p-brane. In other words the action obtained through the non-linear realizations of
space-time symmetries is an action of phase space type, this result generalizes anal-
ogous results for the particle [15] [16] to the p-brane.
We have constructed the lower order corrections up to velocities in x and Φ to the
NG action. The correction terms in the spirit of the effective action are small. We do
not use the IH constraint[12], instead we solve perturbatively the equations of motion
for the Lorentz variables Φ which, upon substitution in the original Lagrangian, give
higher order geometrical terms for the effective action. For the case of the particle and
string, the actions obtained in this way are written in terms of natural geometrical
objects.
Our method does not have the completeness of the IH method, which gives any
possible correction terms for the NG Lagrangian of a p-brane. However we want to
remark that it naturally selects some specific terms within the wider set of potential
correction terms. It appears that there is a very natural, an non-trivial, geometric
interpretation of the first terms obtained in our approach, which may suggest that
there could be physical reasons behind the selection of the seeds that give raise to
these terms. At this point we do not have a compelling argument for these choices,
but we think that they have enough interest to be considered.
This method could be also useful in cases where the geometrical quantities are
not well known, for example non-relativistic string theories, [32] [33] [34] [35] [36],
Finsler type theories [37] and the corresponding supersymmetrization.
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A MC equations of Poincare group. Geomet-
rical Aspects
The MC forms of the Poincare algebra (1.2) satisfy the MC equations
dLa + LabLb = 0, dL
ab + LacLc
b = 0 , (A.1)
which mean that the target space is torsionless and has no curvature.
We can consider the pullback to the world-volume Σ and La∗ = dξi eia as p+ 1-
bein of Σ and Lab∗ = dξi ωiab as the spin connection. Using (A.1)24
dLa + LabLb + L
ab′Lb′ = 0, → dea + ωab eb = −Lab′Lb′ ≡ T a, (A.2)
dLab + LacLc
b + Lac
′
Lc′
b = 0 → dωab + ωacωcb = −Lac′Lc′b ≡ Rab. (A.3)
Here T a is torsion two form of Σ, which vanishes for the NG p-brane since Lb′ = 0
using the EOM. Rab is the curvature two form, Rab =
1
2
dξidξj Rij
ab. It is related to
the scalar curvature R as follows. In general p+ 1 dimensions (ǫ01... = 1 = −ǫ01...)
−1
(p− 1)! ǫa0...ape
a0 ...eap−2 Rap−1ap
=
−1
2(p− 1)! d
p+1ξ ǫa0...apǫ
i0...ipei0
a0 ...eip−2
ap−2 Rip−1ip
ap−1ap
=
1
2
dp+1ξ e eap−1
[ip−1eap
ip]Rip−1ip
ap−1ap , e = det(ei
a),
= dp+1ξ e ea
ieb
j Rij
ab = dp+1ξ eR, R = eaiebj Rijab. (A.4)
In the case of the string (p = 1),
−ǫabRab = −1
2
d2ξ ǫabǫ
ij Rij
ab =
1
2
d2ξ e ea
[ieb
j]Rij
ab = d2ξ eR, (A.5)
where
ea
[ieb
j] = −ǫabǫij det(eai) = −ǫabǫij/e . (A.6)
In addition, in this case,
Rab = −Lac′Lc′b = dωab + ωacωcb = dωab (A.7)
because ω0cωc
1 ≡ 0 for the string. Then the curvature Rab is an exact form and, as
a consequence, the scalar density eR is a surface term in 2-dimensions.
B Canonical formalism
In this Appendix we present the canonical formalism of the action (2.8)
L = −κ′ e = −κ e+ e γcd
2
(ηab Φa
cΦb
d − ηcd) (B.1)
24All expressions below are pullbacks to the world-volume. The pullback notation, La → La∗, etc., is
omitted for simplicity.
21
and show how the NLR action leads in a natural way to the canonical action of the
NG p-brane. We will also show that the Goldstone bosons of the broken Lorentz
generators are functions of the phase space variables of the p-brane generalizing the
result of the particle in the introduction.
The canonical momenta are25
pa =
∂L
∂x˙a
= −κ′ eeb0 ∂e0
b
∂x˙a
= −κ′ e eb0 Φab, (B.2)
Πab =
∂L
∂Φ˙ab
= 0, (B.3)
pabγ =
∂L
∂γ˙ab
= 0, (B.4)
where eb
i is the inverse vielbein eb
iei
a = δab. We have eea
i = − 1
p!ǫ
ii1...ipǫaa1...ap ei1
a1 ... eip
ap .
Note that the combination eeb
0 does not depend on the velocities x˙a. Therefore all
the definitions of momenta (B.2)-(B.4) yield primary constraints,
φa ≡ pa + κ′ e eb0Φab = 0, (B.5)
φab ≡ Πab = 0, (B.6)
φabγ ≡ pabγ = 0. (B.7)
The Hamiltonian is a sum of primary constraints,
HD =
∫
dpξH, H = φa λa + φabΛa b + φabγ λγab, (B.8)
where λa, Λa
b and λγab are arbitrary functions of ξ at this moment.
In order to compute the Hamiltonian equations of motion we introduce the Poisson
brackets, ( ξ0 is temporal and ξm, m = 1, ..., p, are spatial world-volume coordinates)
{xa(ξ0, ξm), pb(ξ0, ξ′m)} = δab δp(ξm − ξ′
m
) (B.9)
{γab(ξ0, ξm), pcdγ (ξ0, ξ′m)} =
1
2
(δcaδ
d
b + δ
d
aδ
c
b) δ
p(ξm − ξ′m) (B.10)
{Φab(ξ0, ξm),Πcd(ξ0, ξ′m)} = δcaδbd δp(ξm − ξ′m) (B.11)
from which we obtain Hamilton’s equations for the configuration variables,
x˙a = {xa,HD} = λa,
γ˙ab = {γab,HD} = λγab,
Φ˙a
b = {Φa b,HD} = Λab, (B.12)
and the momenta,
p˙a = {pa,HD} = ∂m
(
∂
∂∂mxa
(κ′ e eb0 Φcbλc)
)
= −∂m
(
∂
∂∂mxa
L
)
,
p˙abγ = {pabγ ,HD} = −
e
2
(ηcdΦc
aΦd
b − ηab),
Π˙
a
b = {Πa b,HD} = −
∂
∂Φa
b
(
κ′ e eb0 Φabλa
)
=
∂
∂Φa
b
(L) . (B.13)
25We consider ξ0 as the canonical time and use ”dot” as ξ0 derivative. We often do not write the
dependence on ξi.
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The relations (B.12) determine the velocities x˙a, Φ˙
b
a and γ˙
γ
ab in terms of the multipli-
ers λa, Λa
b and λγab respectively. Here and hereafter the velocities x˙
a, Φ˙
b
a and γ˙
γ
ab,
when appear in the Hamiltonian analysis, are to be understood as the multipliers
λa, Λa
b and λγab.
The consistency condition of the primary constraints φ˙ = 0 reproduces the EL
equations of γab,Φa
b and xa ,
φ˙abγ = p˙
ab
γ = −
e
2
(ηcd Φc
aΦd
b − ηab) =
(
∂
∂γab
L
)
= 0, (B.14)
φ˙ab = Π˙
a
b = − ∂H
∂Φa
b
=
∂
∂Φa
b
L = 0, (B.15)
φ˙a = p˙a + ∂τ (κ
′ e eb0 Φab) = −∂m
(
∂
∂∂mxa
L
)
− ∂0
(
∂
∂x˙a
L
)
= 0. (B.16)
From Eq.(B.14) we get D(D+1)2 secondary constraints, which are the orthonormality
conditions for Φa
b
χab ≡ Cab = 1
2
(ηcdΦc
aΦd
b − ηab) = 0. (B.17)
The D2 conditions (B.15) give
−κ′ e δbbebi ∂ixa + e γbcΦac = 0, (B.18)
where γbc is symmetric by definition. The b = b
′ components of Eq.(B.18) are (D −
(p+ 1))(p + 1) +
(D − (p+ 1))(D − p)
2
secondary constraint,
χγb′c ≡ γb′c = 0, χγb′c′ ≡ γb′c′ = 0, (B.19)
whereas the b = b components of Eq.(B.18)
−κ e ebi ∂ixa + e γbcΦac = 0 (B.20)
imply
(p+ 1)(p + 2)
2
secondary constraints,
χγab ≡ γab − κηab = 0, (B.21)
and (p+ 1)(D − (p+ 1)) relations
∂ix
aΦa
b′ = 0. (B.22)
Notice that Eq.(B.22) coincides with the vanishing of the MC forms Lb
′
in (A.1),
associated with broken translations. The vanishing of these forms is known as the
inverse Higgs mechanism [12]. Eq.(B.22) gives p(D − (p + 1)) secondary constraints
for i = m;
χm
b′ ≡ ∂mxaΦab′ = 0, (m = 1, ..., p). (B.23)
and (D − (p+ 1)) conditions on the multipliers λa = x˙a for i = 0,
λ˜b
′ ≡ λaΦab′ = 0. (B.24)
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The D equations (B.16) do not give secondary constraints, but only (D− (p+1))
relations among the arbitrary functions. Let us find them. Using the notational
convention mentioned after Eq.(B.13) we have
φ˙a = ∂i(κ eb
iΦa
b) = ∂i
(−κ
p!
ǫii1...ipǫba1...ap ei1
a1 ... eip
ap Φa
b
)
= κ ee[b
i ea1]
i1 (∂i1x
b∂iΦb
a1)Φa
b + κ eeb
i ∂iΦa
b (B.25)
where −1
(p − 1)! ǫ
ii1...ipǫba1...ap ei2
a2 ... eip
ap = ee[b
i ea1]
i1 . (B.26)
Then, using Eq.(B.22) and the constraints (B.17), we obtain, for φ˙a,
φ˙a = κ ee[b
i ea1]
i1 (∂i1x
bΦb
d)(Φcd∂iΦc
a1)Φa
b + κ eeb
i ∂iΦa
b
= κ eeb
i ∂iΦc
b Φca′ Φa
a′ = 0, (B.27)
showing that only D− (p+1) components of φ˙a, which can be conveniently taken as
φ˙aΦ
a
a′ , give independent conditions,
(eeb
0 Λc
b + eeb
m ∂mΦc
b )Φca′ = 0, (B.28)
where eeb
m, (m = 1, ..., p) are linear functions of λa = x˙a.
We should further examine the stability of the secondary constraints. Let us first
consider the conditions associated with the constraints χab in (B.17),
χ˙ab =
1
2
(ηcdΛc
aΦd
b + ηcdΦc
aΛd
b) = 0. (B.29)
If we redefine the arbitrary functions Λa
b in terms of Ωa
b by
Λa
b ≡ ΦacΩcb, (B.30)
then the consistency condition (B.29) imposes antisymmetry of Ωab,
χ˙ab =
1
2
(Ωab +Ωba) = 0. (B.31)
On the other hand, the consistency condition of χγab = 0 determines the
D(D + 1)
2
multipliers λγab,
χ˙γab = λ
γ
ab = 0. (B.32)
Finally, the consistency of χm
b′ = 0 in (B.23) is
∂mx
aΛa
b′ + ∂mλ
aΦa
b′ = em
bΩb
b′ − λa ∂mΦab′ = 0, (B.33)
which are p(R− p− 1) linear relations among multipliers Ωbb′ and λa.
This finishes the analysis of constraints. No tertiary constraints arise because
the dynamical consequences of the secondary constraints boil down to the partial
determination of the arbitrary multipliers. This is a consistent dynamical system.
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Let us examine for further use this partial determination of the arbitrary multi-
pliers. Combining (B.33) with (B.28), we obtain (p+ 1)(D − (p+ 1)) equations
eeb
0 Ωa′
b + eeb
m ∂mΦc
b Φca′ = 0, em
bΩb
b′ − λa ∂mΦab′ = 0 (B.34)
that can be solved for (p+ 1)(D − (p+ 1)) components Ωba′ = −Ωa′b in terms of λa.
To do it we use the fact that
(eea
0, em
a), (a = 0, 1, ..., p) (B.35)
is a complete set basis in terms of canonical variables, that is, for any Aa we can
make the decomposition
Aa = (eea
0)a˜0 + emaa˜
m, ⇔ a˜0 = eea0ηabAb/(e2g00), a˜m = gmℓeℓbAb, (B.36)
where gmℓ is the inverse of the p × p matrix of gmℓ = emaeℓbηab, g00 = ea0eb0ηab =
det gℓm
g
= g−e2 , g = det gij and g = det gmℓ. It follows the completeness relation
δa
b = −(eea
0)(eeb0)
g
+ emag
mℓeℓ
b. (B.37)
Using it Ωa′
b is expressed in terms of λa as
Ωa′
b = Ωa′
a
(
−(eea
0)(eeb0)
g
+ emag
mℓeℓ
b
)
= (eed
m ∂mΦc
d Φca′)
(eeb0)
g
+ (−λa ∂mΦaa′)gmℓeℓb. (B.38)
Let us remind that only p + 1 components of λa are independent, as expressed in
(B.24), and that the anti-symmetric parts of Ωab and Ωa′b′ remain undetermined.
In summary we have the primary constraints (with their number in parenthesis)
φa = pa + κ
′ e eb0Φab = 0, (D), (B.39)
φab = Π
a
b = 0, (D
2), (B.40)
φabγ = p
ab
γ = 0, (
D(D + 1)
2
), (B.41)
and the secondary constraints
χab =
1
2
(ηcd Φc
aΦd
b − ηab) = 0, ((D(D + 1)
2
), (B.42)
χγab = γab − κηab = 0, (
(p + 1)(p + 2)
2
), (B.43)
χγa′b = γa′b = 0, (p+ 1)(D − (p+ 1)), (B.44)
χγa′b′ = γa′b′ = 0, (
(D − (p+ 1))(D − p)
2
), (B.45)
χm
b′ = ∂mx
aΦa
b′ = 0, (p(D − (p+ 1))). (B.46)
The conditions for the Hamiltonian multipliers are Eq.(B.32) for λγab
λγab = 0, (
D(D + 1)
2
), (B.47)
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Eq.(B.31) for Λ = ΦΩ
Ωab +Ωba = 0, (
D(D + 1)
2
), (B.48)
and Eq.(B.24) for λa
λ˜b
′
= λaΦa
b′ = 0, (D − (p+ 1)). (B.49)
In addition there are (p + 1)(D − (p+ 1)) linear relations (B.28)+(B.33) for λa and
Ωb
b′ which are solved for Ωb
b′ as Eq.(B.38),
Ωa′
b =
(
(ee[d
mea]
0 Φa
a∂mΦc
dΦca′)
(eeb0)
g
− ( ∂mΦaa′)gmℓeℓb
)
λa. (B.50)
The remaining arbitrary Hamiltonian multipliers are Ωab (in number
p(p− 1)
2
), Ωa′b′
(in number
(D − (p + 1))(D − p− 2)
2
), and λ˜a ≡ λaΦaa (in number p + 1). As
expected, they correspond respectively to the local SO(p+ 1), SO(D − (p+ 1)) and
Diffp+1 gauge invariances.
B.1 First and Second class constraints
We classify the constraints into the second class constraints that reduce the dependent
canonical variables and the first class constraints that generate the gauge transfor-
mations. The constraints (B.41) and (B.43)-(B.45) are the second class constraints
that allow us to reduce the canonical pairs (γ, pγ),
pabγ = 0, γab = κηab, γab′ = γa′b′ = 0. (B.51)
The D2 constraints (B.40) are rearranged as26
Kcd ≡ Πa(cΦad) = 0, Jcd′ ≡ Πa[cΦad′] = 0, (B.52)
and
Jcd ≡ Πa[cΦad] = 0, Jc′d′ ≡ Πa[c′Φad′] = 0. (B.53)
The D constraints φa in (B.39) are projected into
φ˜b ≡ φaΦab = (paΦab + κ eeb0) = 0, (p+ 1), (B.54)
φ˜b′ ≡ φaΦab′ = paΦab′ = 0, (D − (p+ 1)). (B.55)
The symmetric constraints Kab’s, in number
D(D+1)
2 , are combined with the same
number of χab to form D(D+1)2 pairs of second class constraints,
{χab,Kcd} = δa(c δbd). (B.56)
26Our convention of (anti-)symmetrizations are A[aBb] = AaBb −AbBa and A(aBb) = AaBb +AbBa.
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The (p+ 1)(D − (p+ 1)) constraints Jab′ in (B.52) are paired with p(D − (p+ 1))
χm
a′ in (B.46) and (D − (p + 1)) φ˜b′ in (B.55). They are actually second class pairs
since they satisfy non singular set of Poisson brackets;{
Jcd′ , φ˜
b′
}
= = δb
′
d′ p
bΦbc = −κ eec0 δb′d′ ,{
Jcd′ , χm
b′
}
= δb
′
d′ ∂mx
bΦbc = emc δ
b′
d′ . (B.57)
The constraints appearing in the Hamiltonian (B.8) with arbitrary multipliers are
the first class constraints. Let us start with the original Hamiltonian
H = φa λa + φabΛa b + φabγ λγab (B.58)
and obtain the primary first class constraints present in this Hamiltonian (B.58) as
the combinations of primary constraints that still keep arbitrary multipliers attached
to them. In doing so we use the conditions of the multipliers (B.47)-(B.50) obtained
from the consistency conditions of the constraints,
ΩT +Ω = 0, λγab = 0, λ
aΦa
b′ = 0, (B.59)
and (B.50). In addition to above conditions on the multipliers we repeatedly use the
fact that product of two constraints vanish as strong equation in the Hamiltonian[29]
.
First we note using the completeness (B.37)
λ˜a = λaΦa
a =
(
ηac(eec
0)(eeb
0)
−g + em
agmℓeℓb
)
λ˜b = −ηac(eec0) λˆ⊥ + ema λˆm,
(B.60)
where λˆ⊥ and λˆm are introduced by
λˆ⊥ =
(eeb
0)
g
λ˜b, λˆm = gmℓeℓbλ˜
b. (B.61)
The first term of (B.8) φa λ
a is written as
φa λ
a = (φaΦ
a
b)(λ
cΦc
b) = φ˜b λ˜
b, λ˜b = λcΦc
b, φ˜b = φaΦ
a
b. (B.62)
Using the completeness (B.37)
φ˜bλ˜
b = (paΦ
a
a + κ eea
0)
(
ηac(eec
0)(eeb
0)
−g + em
agmℓeℓb
)
λ˜b
= (paΦ
a
a + κ eea
0)
ηac(eec
0)(eeb
0)
−g λ˜
b + (paΦ
a
a + κ eea
0)em
agmℓeℓbλ˜
b
= −(paΦaa + κ eea0)ηac
(
(pbΦ
b
c + κ eec
0)− (pbΦbc − κ eec0)
)
2κ
λˆ⊥
+φaΦ
a
a∂mx
bΦb
agmℓeℓbλ˜
b. (B.63)
The last term becomes
φaΦ
a
a∂mx
bΦb
aλˆm = φa(δ
a
b − Φaa′Φba′)∂mxbλˆm = φa∂mxaλˆm
= (pa + κ eec
0Φa
c)∂mx
aλˆm = pa ∂mx
aλˆm ≡ H1mλˆm.(B.64)
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where the square of constraint term (φaΦ
a
a′)(∂mx
bΦb
a′) has been dropped from sec-
ond to third equation27. In the last second line of (B.63) we omit the square of
constraint φa
2 term and
1
2κ
(paΦ
a
a + κ eea
0)ηac(pbΦ
b
c − κ eec0) = 1
2κ
(pa(η
ab − Φaa′Φba′)pb − κ2 e2g00)
=
1
2κ
(paη
abpb + κ
2 g) ≡ H1⊥, gmn = ηab∂mxa∂nxb, (B.65)
where again square of constraint terms (paΦ
a
a′)(Φb
a′pb) = (φaΦ
a
a′)(Φb
a′φb) have also
been dropped from the second to the third equation. We arrive at
φa λ
a = λˆ⊥H1⊥ + λˆmH1m, (B.66)
where
H1⊥ =
1
2κ
(ηabpapb + κ
2 g), H1m = pa ∂mxa. (B.67)
The second term of (B.8) is
φabΛa
b = ΠabΦacΩ
cb =
1
2
JabΩ
ba +
1
2
Ja′b′Ω
b′a′ + Jb
a′Ωa′
b, (B.68)
where we have used the anti-symmetry of Ω. Note that Ωba and Ωb
′a′ are arbitrary
while Ωa′
b is given in (B.50). Let us write Jb
a′Ωa′
b as a linear combination of λˆ⊥ and
λˆm. To do this we use (B.60) and
eed
m =
−1
(p− 1)!ǫda1...apǫ
m0m2...mpe0
a1em2
a2 ...emp
ap = ee[d
mea0]
0 λaΦa
a0
= −ee[dmea]0 (eea0) λˆ⊥ + ee[dmea0]0 Φaa0(∂ℓxa λˆℓ), (B.69)
and take into account that in (B.50) Ωa′
b is expressed in terms of λˆ⊥ and λˆm. After
some work we arrive at
Jb
a′Ωa′
b =
(
Πab∂mΦa
b +
1
2
Jab(Φ
ca∂mΦc
b) +
1
2
Ja
′b′(Φca′ ∂mΦ
c
b′)
)
λˆm
+ λˆ⊥Jba
′
(ee[d
meb]
0)(∂mΦc
d Φca′). (B.70)
In summary the Hamiltonian is written as
H = λˆ⊥H⊥ + λˆmHm + 1
2
Jab Ω˜
ba +
1
2
Ja′b′ Ω˜
b′a′ (B.71)
with the first class constraints
H⊥ = 1
2κ
(ηabpapb + κ
2 g) + Jba
′
(ee[d
meb]
0)(∂mΦc
dΦca′),
Hm = pa ∂mxa +Πab∂mΦab
Jab = Π
c
[aΦcb],
Ja′b′ = Π
c
[a′Φcb′] (B.72)
27In (B.64) use has been made also of the secondary constraints (B.42). One can check that their
contribution cancels out in the final expressions.
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and with a redefinition of arbitrary functions,
Ω˜ba = Ωba + (Φca∂mΦc
b)λˆm, Ω˜b
′a′ = Ωb
′a′ + (Φca
′
∂mΦc
b′)λˆm. (B.73)
The (p+1)p2 constraints Jab and the
(D−(p+1))(D−p−2)
2 constraints Ja′b′ are respec-
tively the SO(1, p) and SO(D−(p+1)) local generators for the Φ variables, satisfying
the algebras,
{Jab(ξ), Jcd(ξ′)} =
(
ηb[cJad](ξ)− ηa[cJbd](ξ)
)
δp(ξ − ξ′),
{Ja′b′(ξ), Jc′d′(ξ′)} =
(
ηb′[c′Ja′d′](ξ)− ηa′[c′Jb′d′](ξ)
)
δp(ξ − ξ′). (B.74)
The Diffp+1 generators H⊥ and Hm28 are multiplied by local functions as
H⊥[h] =
∫
dpξ h(ξ)H⊥(ξ), Hm[fm] =
∫
dpξ fm(ξ)Hm(ξ), (B.75)
and satisfy a closed algebra as
{H⊥[h],Hm[fm]} = H⊥[h∂mfm − fm∂mh],{
Hℓ[hℓ],Hm[fm]
}
= Hℓ[hm∂mf ℓ − fm∂mhℓ],
{H⊥[f ],H⊥[h]} =
∫
dσ ggℓm(f∂mh− h∂mf)
×
(
Hℓ − 1
2
(Jab (Φbb∂ℓΦba) + J
a′b′ (Φbb′ ∂ℓΦ
b
a′))
)
.(B.76)
The last equation means that the commutators of two local Diff transformations
generated by H⊥ results in a local transverse Diff Hm and associated local Lorentz
transformations SO(1, p) and SO(D − (p+ 1)). Finally
{Hm[fm], Jab(ξ)} = −∂m (fmJab(ξ)) , {Hm[fm], Ja′b′(ξ)} = −∂m (fmJa′b′(ξ)) ,
{H⊥[h], Jab(ξ)} = {H⊥[h], Ja′b′(ξ)} = 0 (B.77)
showing that (H⊥,Hm, Jab, Ja′b′) forms a first class constraint set.
Let us consider the example of the string, where we have a, b = 0, 1, m = ℓ = 1.
The arbitrary functions λˆ⊥ and λˆm, (m = 1) have the familiar forms,
λˆ⊥ =
e
g
=
√−g
g11
, λ˜1 = g11g10 =
g10
g11
. (B.78)
H⊥ becomes (”prime” means ξ1 derivative)
H⊥ = 1
2κ
(ηabpapb + κ
2 x
′2
a ) + J
ba′ǫdb(Φ
′
c
d
Φca′), (B.79)
where (ee[d
1eb]
0) = ǫdb and the second term commutes with the first term. One can
easily check the closure of the algebra for the string case,
{H⊥[f ],H⊥[h]} = H1[fh′ − f ′h]− 1
2
∫
dσ (fh′ − f ′h)
(
Jab (ΦbbΦ
′
ba) + J
a′b′ (Φbb′ Φ
′b
a′)
)
,
{H1[f ],H⊥[h]} = H⊥[fh′ − f ′h], {H1[f ],H1[h]} = H1[fh′ − f ′h]. (B.80)
28Regarding p-dimensional world-sheet integrations, H⊥ in (B.72) is a density of weight 2 and the
multiplier λˆ⊥ is a density of weight −1, Hm is a vector density of weight 1 and the multipliers λˆm behave
as a vector. All this guarantees that (B.71) is a density of weight 1 as expected.
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B.2 Reduced phase space and Gauge fixing
The second class constraints are used to reduce the phase space variables. In order
to find them explicitly it is convenient to rewrite the D2 variables Φa
b in terms of
same numbers of coordinates
φa
b; (p+ 1)2, ϕa
b′ ; (p+ 1)(D − (p+ 1)),
ϕ˜ b
′
a ; (p+ 1)(D − (p+ 1)), φa′b
′
; (D − (p+ 1))2. (B.81)
as
Φa
b =
(
B1a
c ϕ˜ c
′
a B2c′
d′
−ϕda′B1dc B2a′d
′
) (
φc
b 0
0 φd′
b′
)
, (B.82)
where B1 and B2 are symmetric matrices defined by
((B1)
−2)a
b
= (δa
b + ϕa
c′ϕbc′), ((B2)
−2)a′
b′
= (δa′
b′ + ϕ˜ca′ϕ˜
b′
c ). (B.83)
In terms of new variables (B.81) the orthonormality constraints (B.42) are written
as
φa
cφbc = (φφ
T )a
b
= δa
b, φc′
a′φc
′
b′ = (φ
′Tφ′)a
′
b′ = δ
a′
b′ , ϕ˜
b′
a = ϕa
b′ . (B.84)
It means that φa
b is an element of SO(p, 1) and φa′
b′ is an element of SO(D−(p+1)).
One can adapt the canonical variables to the redefinition (B.82) of the Φ con-
figuration variables. Indeed, making a canonical transformation Φ → (φ, φ′, ϕ, ϕ˜)
generated by
W (Π, φ, φ′, ϕ, ϕ˜) = Πab Φab(φ, φ′, ϕ, ϕ˜), (B.85)
we obtain the new momenta as πφ =
∂W
∂φ
, etc. The primary constraints Π = 0 in
(B.40) become, in terms of the new momenta, as
πφ = πφ′ = πϕ = πϕ˜ = 0. (B.86)
The gauge SO(p+ 1) and SO(D − (p+ 1)) degrees of freedom can be eliminated by
imposing gauge fixing constraints for the SO(p + 1) and SO(D − (p + 1)) matrices.
The simplest choice for this gauge fixing is
φa
b = δa
b, φa′
b′ = δa′
b′ . (B.87)
Note now that πϕ˜ = 0 and ϕ˜ − ϕ = 0 are the second class constraints to eliminate
the (p + 1)(D − (p+ 1)) canonical pairs
(ϕ˜a
b′ , πaϕ˜b′) = (ϕa
b′ , 0). (B.88)
Using them Φ is expressed in terms of ϕ only as in [10], see also [30],
Φa
b =
(
B1a
b ϕa
c′B2c′
b′
−ϕca′B1cb B2a′ b
′
)
. (B.89)
The ϕ’s are further determined by solving the second class constraints χm
a′ = 0
and the (D − (p + 1)) constraints φ˜a′ = 0. In the gauge (B.87) they are
χm
a′ = (∂mx
aϕa
b′ + ∂mx
b′)B2b′
a′ = 0, (B.90)
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φ˜a
′
= (paϕa
b′ + pb
′
)B2b′
a′ = 0. (B.91)
They are combined with πϕ = 0 in (B.86) to form (p + 1)(D − (p + 1)) second class
constraints pairs to eliminate ϕa
b′ in terms of pa and ∂mx
a as in (2.43). Notice that
ϕa
b′ are written as functions of the phase space variables of the p-brane.
Now all second class constraints are used to reduce the phase space to that of
(xa, pa). There remain the first class constraints H⊥ = Hm = 0, and the first class
Hamiltonian becomes
H =
∫
dpξ (λˆ⊥H1⊥ + λˆmH1m), (B.92)
H1⊥ =
1
2κ
(ηabpapb + κ
2 g), H1m = pa ∂mxa. (B.93)
The action of p-brane obtained from the non-linear realization in the reduced space
leads to the canonical action of a Dirac-Nambu-Goto p-brane action in configuration
space.
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