Abstract-Gaussian kernel is a very popular kernel function used in many machine
I. INTRODUCTION Machine learning deals with huge data set to recognize hidden patterns, and design models based on the recognized patterns to predict the unknown events. Dealing with linear data set is not difficult and straightforward. But when the training data set is nonlinear, straight and simple approaches don't work properly. To address nonlinear training datasets, we often use kernels. Applying a kernel function is a mathematical way to map the training datasets to higher dimension spaces from lower dimensional space. There are many popular kernel functions available, but one of the most famous is the Gaussian kernel. The Gaussian kernel is very popular for nonlinear support vector machine (SVM) formulation in classical paradigm. Recently we have witnessed some of the important quantum algorithms which outperformed their classical counterparts in terms of time complexities [1] [2] [3] . In [1] , authors have discussed a big data quantum support vector machine algorithm where they used a quantum version of the polynomial kernel to handle nonlinear classification. In this paper, we have proposed and formulated a quantum version of the Gaussian kernel. We have started the discussion in the classical sense with polynomial kernels, where they have been used for designing Gaussian kernel with appropriate parameter settings in classical paradigm. A Gaussian kernel can be expressed as the normalized polynomial kernel of infinite degree. We followed the same notion in quantum paradigm and used quantum polynomial kernels to formulate the quantum Gaussian kernel. The quantum version of Gaussian kernel exhibits complexity of with instances and an accuracy . The proposed quantum Gaussian kernel formulation can be an instrument in many quantum based applications, broadly in quantum classification (quantum SVM) and quantum clustering in the machine learning context.
II. GAUSSIAN KERNEL IN CLASSICAL PARADIGM
A dot product of feature vectors can be defined as , where is the transpose of . A polynomial kernel is defined as (1) Here is the scaling factor which scales the polynomial kernel by √ , and is a free parameter which trade off the influence between the lower-order terms and higher-order terms in the polynomial. We simplify the polynomial kernel structure by deploying the conditions;
to frame a Gaussian kernel. We can formulate a Gaussian kernel by normalizing polynomial kernel of infinite degree as follows:
After normalization to improve the generalization, we get
Assume a parameter , which can be defined to scale the input vectors by when used in the equation (2) as follows:
III. GAUSSIAN KERNEL IN QUANTUM PARADIGM Now we have formulated the Gaussian Kernel in a quantum paradigm which we can use to map the features space to a higher dimension. Mathematically we can define the quantum version of the Gaussian kernel as
After normalizing the above equation (4), we get
In the same notion of classical formulation, the parameter can be used in quantum perception too, and also the number of contours in the higher dimensional feature space can be control with this parameter
IV. COMPLEXITY OF GAUSSIAN KERNEL IN QUANTUM PARADIGM
A QRAM is the quantum version of classical RAM. It contains the address and output registers which are composed of qubits. The QRAM allows to access the data in quantum parallel, and perform memory access in coherent quantum superposition [4] . The address register holds a superposition of addresses. The QRAM returns a superposition of big data in a data register as output, which is correlated with address register ,
Here contains a superposition of addresses ∑ | ⟩ , and is the memory cell content. The dimensional complex vector data has been defined with qubits onto quantum states in QRAM [5] [6] [7] [8] [9] [10] [11] . This takes steps to retrieve an item from QRAM.
Let us now calculate the complexity of the above-mentioned quantum Gaussian kernel function. We initialize our discussion first by calculating the complexity of a dot product of two training instances. Let | ⟩ | ⟩ are two training instances and we are interested to calculate the complexity of their dot product quantum mechanically. We store the examples in QRAM [12] . It takes steps to reconstruct any state from QRAM. To evaluate a dot product of the two instances, first of all we generate two quantum states | ⟩ | ⟩ with an ancilla variable [13] . We then need to estimate the sum of the squared norms of the two training instances, say parameter ‖ ‖ ‖ ‖ . We then do a swap test to perform a projective measurement on the ancilla alone.
At first, we construct a quantum state
by querying the QRAM. We estimate another quantum state
The quantum state | ⟩ is then generated by evolving the state [4] we can estimate ‖ ‖ ‖ ‖ and create the quantum state | ⟩ with accuracy , and therefore the complexity will be . Thus the overall complexity to evaluate a single dot product of the training instances considering the QRAM access, estimating ‖ ‖ ‖ ‖ and constructing the quantum state | ⟩ is
Now when we generalize to polynomial kernel for handling non-linear training instances, we consider copies of | ⟩ | ⟩. Each instance maps into -times tensor product and the polynomial kernel is formulated by mapping the original instances of linear space to -dimensional linear hyperspace. This leads to (13) with accuracy as the overall complexity of order polynomial kernel. Where, is the dimension of the polynomial, is the dimension of feature space. Thus based on this argument we will evaluate the complexity of the proposed quantum Gaussian kernel. In section III we have calculated the Gaussian kernel, , by expended it to the sum of infinite polynomial dot products (ignoring the denominator factor for time being in the context of discussion). We used the same trick to calculate the complexity of Gaussian kernel. We have calculated the complexity of each polynomial dot product term and solve the summation series to extract the complexity.
By equation (13), we get
Let us simplify the expression (∑ ) and then will put it back to equation (14). 
V. CONCLUSION Gaussian kernel is an important kernel function that has been widely used in many machine learning algorithms, especially in support vector machines. The linear data set in machine learning can be handled in straightforward manner. But with nonlinear data set, kernels are often employed. The kernel function is a mathematical way to map the training datasets to higher dimension spaces from lower dimensional space. For nonlinear training instances in machine learning, Gaussian kernel often outperforms Polynomial kernels in model accuracy. In this paper, we have shown the implementation and complexity of Gaussian kernel in quantum paradigm. We have analyzed the complexity of the quantum Gaussian kernel and shown that its complexity, , is better as compared to quantum polynomial kernel of order by factors. The analysis also indicate toward the reasons for good performance of Gaussian kernel over Polynomial kernel i.e. Gaussian kernel contains an infinite dimensional polynomial kernel within it. Gaussian kernel has a very broad application space in different fields. Similarly Gaussian kernel could be a better choice to tackle non-linear training instances in quantum SVM as compared to linear and polynomial kernels.
