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Abstract 
Carbon nanotubes are fullerene-related structures, which are entirely composed of carbon atoms. 
We present molecular mechanics (MM) simulations of mechanical properties of single-walled 
carbon nanotubes (SWNT) and molecular dynamics (MD) simulations of interactions between 
polymers and SWNT. 
A SWNT is usually thought of as a perfect graphene sheet wrapped up into a cylinder. How-
ever, in practical applications defects on SWNT are very common. In our study, a molecular 
mechanics approach is applied to study the mechanical properties of "zigzag" and "armchair" 
SWNT with or without defects under tensile and compressive load. Three kinds of defects 
are studied: defects caused by chemical functionalization, topological defects, and vacancies. 
In our study, the influence of defects on mechanical properties of SWNT is investigated. Our 
study shows that the elastic modulus of SWNT is slightly influenced by these defects, while the 
buckling and fracture strength are greatly affected. The buckling strength of all the SWINT dete-
riorates with increasing defect concentration. The defects greatly decrease the fracture strength 
of SWNT, and we use the Weibull strength distribution to describe the fracture data of defected 
SWNT. Furthermore, a weakest link model is used to bridge the scale gap between the length 
of SWNT in simulations and that of SWNT in experiments. 
Carbon nanotubes have exceptional mechanical properties and large aspect ratio, which make 
them ideal candidates as ultra-strong reinforcers for composites. Good interfacial binding is a 
necessary condition for successful load transfer across the interface between carbon nanotubes 
and polymer matrix. A series of MD simulations of the interaction between polymers (PS, 
PPA, PrnPV and PPV) and SWNT are carried out, and the results indicate that the interaction 
between carbon nanotubes and polymers is strongly influenced by the specific monomer struc-
ture. Among the four polymers, the intermolecular interactions are strongest for conjugated 
polymers with aromatic rings on the polymer backbone, as these rings are able to align paral-
lel to the nanotube surface and thereby provide strong interfacial adhesion. In the presence of 
well-separated SWNT, different polymer chains get disentangled and align along the SWNT 
to cover the nanotube surface ("wrapping"). This phenomenon is most pronounced for PmP'V 
which combines certain flexibility in the backbone structure, flexible side-chains and strong 
interaction with the nanotube surface. 
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Carbon nanotubes are particularly important because of their great strength, and 
among the carbon nanotubes there is a subset that I believe is transcendentally 
important: the single-wall carbon nanotubes, which are actually giant fullerenes. 
The reason they have this transcendental importance, at least at the moment, is that 
the properties you actually measure Jr these things are very close and sometimes 
exactly the properties you expect for a perfect Jidlerene, where no single carbon is 
,nissingfro,n the structure. 
Dr. Richard Smalley 
1996 Nobel Laureate 
The discovery of carbon nanotubes is mostly regarded as one of the most fundamental scientific 
events in the last twenty years. The expected structural perfection, exceptional electrical and 
mechanical properties of carbon nanotubes make them potential candidates for a wide range 
of applications such as making molecular devices, reinforcing polymer composites, etc. This 
thesis is about the molecular simulation of mechanical properties of single-walled carbon nan-
otubes (SWNT), influence of defects on SWNT mechanical properties, fracture statistics of 
defected SWNT and interfacial interaction between SWNT and polymers. 
1.1 Carbon nanotubes 
1.1.1 Structure of carbon nanotubes 
Carbon nanotubes are fullerene-related structures which were discovered in 1991 by Sumio 
lijima when he used a high-resolution transmission electron microscope (TEM) to study the 
soot created in an electrical discharge between two carbon electrodes [1]. A carbon nanotube 
is usually thought of as one or more graphene cylinders, and like graphite the whole structure 
of a perfect carbon nanotube solely consists of sp2 carbon atoms. According to the number of 
graphene cylinders forming a carbon nanotube, the carbon nanotubes can be divided into single-
walled nanotubes (SWNT) and multi-walled nanotubes (MWNT). SWNT consist of only one 
46 
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graphene cylinder, while MWNT consist of several concentrically arranged graphene cylinders. 
Both SWNT and MWNT structures are shown in Figure 1. 1, 
Figure 1.1: SWNT and MWNT structures 
By thinking of each graphene cylinder as a result of rolling a graphene sheet and specifying 
the direction of rolling and the circumference of the cross-section, the structure is conveniently 
expressed in terms of a one-dimensional unit cell. In Figure 1.2 there is a graphene sheet with 
defined roll-up vector r. After rolling to form a carbon nanotube, the two end atoms coincide. 
One thing which should be pointed out here is that r can be expressed as a linear combination 
of base vector a and b (dashed line in Figure 1.2) of the hexagon [2,3] as in Equation 1. 1, 
Figure 1.2: Definition of roll-up vector as linear combinations of base vectors a and  
r = na + mb, 
where 71 and rn are integers. Different types of carbon nanotube are thus uniquely defined by 
the values of ri and m. For example, (4,4), (10,8), (12,12) have unique geometric structures, 
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and for a SWNT in equilibrium, its diameter is determined by its geometric type defined in 
Equation 1.1. 
Three major categories of carbon nanotubes can also be defined based on the chiral angle 9 in 
Figure 1.2. 
o = 00, 	 "zigzag" 
00< 0 < 300, 	 "chiral" 
0 = 30°, 	"armchair" 
Armchair carbon nanotubes are formed when ri = rn. and the chiral angle 0 is 30°. Zigzag 
carbon nanotubes are formed when either ri or rn is zero and the chiral angle is 0°. All other 
nanotubes, with chiral angles intermediate between 0° and 30°, are known as chiral nanotubes. 
Figure 1.3: Roll-up vectors for zigzag and armchair SWNT 
Carbon nanotubes exhibit unique electronic properties in that they can be metallic or semicon-
ducting depending on their chirality. It was predicted theoretically that according to electronic 
properties, the carbon nanotubes have two major classes: on one hand the moderate band gap 
nanotubes that do not satisfy the in - ii = 3 x integer condition in the graphene, and on the other 
hand the small band gap and truly metallic serpentine conformation nanotubes that do satisfy 
3 
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(a) 	 (b) 
Figure 1.4: Structure of SWNT (a): zigzag SIVNT ('b). armchair SWNT 
this condition [4-6]. Recent scanning tunnelling microscopy (STM), scanning tunnelling spec-
troscopy (STS) and 13C nuclear magnetic resonance (NMR) measurements on SWNT support 
this prediction [7-11]. This novel electronic property of carbon nanotubes allows formation of 
semiconductor-semiconductor and semiconductor-metal junctions useful in molecular device 
fabrication. 
Carbon nanotube diameters range from about 3 A to larger than 30 A for SWNT, and from 
about 14 to at least 1000 A for MWNT [12-14]. Thus carbon nanotubes, in particular SWNT, 
may reach very high aspect ratio (length-to-diameter ratio), which together with their extraordi-
nary strength makes carbon nanotubes ideal candidates as ultra-strong reinforcers for potential 
composites [15]. 
1.1.2 Synthesis of carbon nanotubes 
Arc-discharge, laser ablation and chemical vapour deposition (CVD) have been the three main 
methods used for carbon nanotube synthesis [16]. The first two methods employ solid-state 
carbon precursors to provide carbon sources needed for carbon nanotube growth and involve 
carbon vaporisation at high temperatures [1, 17]. For the method of arc-discharge, the tempera-
ture is greater than 3000 °C, while for laser ablation the temperature is around 1000 °C. These 
two methods are well established in producing high-quality and nearly perfect nanotube struc-
tures, however, they have fatal shortcomings for further large-scale application - the amount 
4 
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of carbon nanotubes produced is limited and the final product contains substantial amounts of 
byproducts [18]. 
Different from the arc-discharge and laser ablation methods, the CVD method utilises hydro.-
carbon gases as source for carbon atoms and metal catalyst particles as "seeds" for nanotube 
growth that takes place at relatively lower temperature (500 —1000 °C) [19-21]. This technique 
makes it possible to produce carbon nanotube in large scale, and is the most promising synthe-
sis route for economically producing large quantities of nanotubes. In 2002, Rodney Andrews 
and his colleagues have developed a low-cost CVD process for the continuous production of 
aligned MWNT [22]. 
These three methods sometimes cannot satisfy applications for certain purposes, and there has 
been a lot of effort to improve these methods. For instance, the original methods of making 
carbon nanotubes can produce only small amounts of SWNT. In 1997, the original electric-
arc technique used to generate fullerenes and MWNT was improved by C. Journet et al. to 
produce high yields (70 —90%) of SWNTs by laser ablation of carbon targets [23]. Later, with 
condensation of a laser-vaporised carbon-nickel-cobalt mixture at 1200 C,  Andreas Thess et 
al. made ropes of SWNT in a two-dimensional triangular lattice with a lattice constant of 17 
A[24]. 
There is another problem in the synthesis of carbon nanotubes with these three original meth-
ods: all the above synthesis methods for SWNT result in major concentrations of impurities. 
To solve this problem, in 2004, Kenji Hata et al. improved the method of CVD to make SWNT 
by adding water to stimulate catalytic activity and enhance the lifetime of catalysts. In this way, 
they made impurity-free SWNT with carbon purity above 99.98% [25]. 
A lot of efforts have also been made to produce macroscopic fibers of carbon nanotubes. In 
2002, long nanotube strands, up to several centimetres in length, consisting of aligned SWNT 
were synthesised by the catalytic pyrolysis of n-hexane with an enhanced vertical floating tech-
nique [26]. Later in 2004, macroscopic fibers composed solely of SWNT were also produced 
through conventional spinning. In this method, fuming sulfuric acid is used to charge SWNT 
and promotes their ordering into an aligned phase of individual mobile SWNT surrounded by 
acid anions, and then the ordered dispersion was extruded via solution spinning into continuous 
lengths of macroscopic SWNT fibers [27]. 
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1.1.3 Mechanical properties of carbon nanotubes 
The bonding structure of carbon nanotubes provides them with unique mechanical properties. 
According to theoretical estimates, carbon nanotubes are the strongest known material as far 
as tensile strength is concerned [28]. The main mechanical properties of different materials are 
shown in Table 1.1. 
Materials Young's modulus (GPa) Tensile Strength (GPa) Density(g/cm3) 
SWNT 1250 250 1.4 
MWNT 1800 250 2.6 
Diamond 600 130 3.5 
Keviar 186 3.6 7.8 
Steel 208 1.0 7.8 
Wood 16 0.008 0.6 
Table 1.1: Strength of different materials 
1.1.3.1 Young's modulus 
The Young's modulus is a material property that describes elastic stiffness and is one of the 
most important mechanical properties in materials study. Experimental analysis of Young's 
modulus of carbon nanotubes has been mostly made by assuming the carbon nanotubes to be 
elastic beams [2,29]. Assuming small deformations, the equation of motion for a beam is 
32u 	04u 
pA 	+ YI— = q(x), 	 (1.2) 
where u is the displacement, p is the density, A the cross-sectional area, Y Young's modulus, I 
the moment of inertia, and q(x) a distributed applied load. This equation is derived assuming 
that displacements are small and that sections of the beam normal to the central axis in the 
unloaded state remain normal during bending. These assumptions are usually valid for small 
deformations of long, thin beams, although deviations from this linear theory are probable for 
many applications of carbon nanotubes [30]. 
The natural frequency of the it' mode of vibration is then given by 
(1.3) 
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where /3 is the root of an equation that is dictated by the boundary conditions. For a beam 
clamped at one end and free at the other, this equation is 
	
cos3cosh/3 + 1 = 0. 	 (1.4) 
Thus, the frequencies of the first three modes of vibration can be computed from Equation( 1.4) 
as /31R1.875, /24.694, /33 7.855 for the first three modes, respectively, and /3r( + 1/2)r 






Measurements on vibrating carbon nanotubes can, therefore, be used to estimate Young's mod-
ulus. Using this method, the Young's modulus of carbon nanotubes was found at an average of 
about 1.8 TPa for 11 samples of MWNT and 1.25 TPa for 27 samples of SWNT by observing 
their freestanding vibration in TEM [29, 31]. 
Rather than relying on estimates of thermal vibrations, methods using electromechanical ex-
citation and static beam bending have also used to measure Young's moduli of carbon nan-
otubes [30, 32]. 
1.1.3.2 Tensile strength 
The tensile strength is the maximum resistance to fracture. It is equivalent to the maximum 
load that can be carried by a material when the load is applied in simple tension. The ten-
sile strength of carbon nanotubes is predicted to be as high as 250 GPa. In experiment, the 
stress-strain response and strength-at-failure of carbon nanotubes were measured with SEM 
and AFM [33, 34]. First, a manipulation tool built was used as a mechanical loading device, 
which operated inside a SEM. Afterwards, individual carbon nanotubes were picked up and 
attached at each end of a section length onto the opposite tips of AFM cantilever probes. Each 
nanotube section was then stress-loaded and observed in situ in the SEM. The AFM probes used 
in these experiments provide a sharp end for picking up and mounting each nanotube, and they 
act as force sensors through the imaging of the cantilever deflection. By recording the whole 
tensile-loading experiment, both the deflection of the cantilever and the length change of the 
nanotube were simultaneously obtained. In this way, Yu et.al [33, 34] measured the mechanical 
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Figure 1.5: Fracture of SPVNL this image is courtesy of ME Yu et al [33] 
response of SWNT and MWNT under tensile load. For SWNT, the values of tensile strength 
range from 13 to 52 GPa (mean 30 GPa). MWNT broke in the outermost layer, and the tensile 
strength of this layer ranged from 11 to 63 GPa for the set of 19 MWNT which were loaded. 
There is a huge difference between the tensile strength predicted by theoretic calculations and 
that measured from experiments, which very likely depends on the distribution of defects and 
geometric factors [35]. 
1.1.3.3 Buckling of carbon nanotubes 
A material may fail to support its load in compression, and buckling is the most common mode 
of failure under compressive load. Leonhard Euler long ago showed that there is a critical load 
for buckling of a slender column. Experiments and theory have addressed structural instability 
of carbon nanotubes under axial compression, bending or torsion [36-42]. It has been shown 
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Figure 1.6: Buckling of a carbon nanotube, this image is courtesy of MR Falvo et al [3 7] 
that buckling of carbon nanotubes can occur in both axial and transversal directions [43]. Such 
instability is characterised by the collapse of the cross-section and confirmed by TEM and AFM 
experiment observations as shown in Figure 1.6. It was shown that carbon nanotubes can be 
bent repeatedly through large angles using the tip of an AFM, without undergoing catastrophic 
failure [37]. Buckling can either occur in the whole structure or locally, depending on diameter 
and length of the nanotubes [44,45]. 
1.1.4 Applications of carbon nanotubes 
Because of their unique mechanical and electrical properties, carbon nanotubes have a lot of po-
tential applications in many fields. For example, intramolecular junctions in carbon nanotubes 
have already been made, which are potentially ideal structures for building robust, molecular 
electronics [46]. The development of methods for the routine synthesis of carbon nanotubes has 
generated intense interest in exploiting their remarkable mechanical properties in more general 
applications [22]. The conductivity, strength, elasticity, toughness, and durability of polymer 
composites may all be substantially improved by the addition of nanotubes. The very high 
aspect ratio of carbon nanotubes enables them to be aligned with one axis of the composite. 
In other applications, their high axial electrical conductivity offers the potential for fabricating 
Introduction 
conducting polymers. It has been reported that by using only 1 wt% MWNT reinforcement the 
elastic stiffness of polymer-matrix nanocomposites was improved by 40% over that of the bare 
polymer-matrix materials and strength values were improved by nearly 25% [47]. 
1.2 	Objectives of this thesis 
Up to now, most studies on mechanical properties of carbon nanotubes have focused on nan-
otubes without any defect, which were usually thought of as perfect cylinder-like structures. 
However, recent studies indicate that carbon nanotubes are probably not as perfect as they were 
thought to be. In practical applications, defects such as pentagons, heptagons, vacancies or 
functional ization defects are very common. They might result from synthesis [48-51], or be 
deliberately introduced in order to modify properties of carbon nanotubes [52,53]. Since such 
defects may significantly change the mechanical properties, an accurate assessment of their 
influence is essential for potential applications of carbon nanotubes such as composite rein-
forcement. 
Another concern on carbon nanotubes is about their interfacial bonding in polymer composite 
applications. Good interfacial bonding is required to achieve load transfer across the carbon 
nanotube-matrix interface, a necessary condition for improving the mechanical properties of the 
composite. It is important to characterise fully the polymer morphology and bonding strength 
around the interfacial region between nanotubes and polymers. 
Therefore, the objectives of this thesis are to use state-of the-art molecular simulation methods 
to investigate the mechanical properties of carbon nanotubes with or without defects, and the 
interaction between nanotubes and polymers. 
1.3 Thesis overview 
The thesis is divided separated into five main parts: 
Chapter 1 Here we present an introduction to carbon nanotubes including their properties and 
applications, and the objectives of our study are stated. 
Chapter 2 In this chapter, we briefly talk about the principles of molecular mechanics and 




Chapter 3 In this chapter, we use molecular mechanics to study the buckling of single-wall 
carbon nanotubes with/without defect(s) under compressive load. Three kinds of defects in-
cluding functionalization defects, topological defects and vacancies are introduced onto carbon 
nanotubes. Carbon nanotubes of various diameter are studied, and the influence of defects on 
their buckling strength is investigated. 
Chapter 4 In this chapter, we use molecular mechanics simulations to study the fracture be-
haviour of carbon nanotubes with/without defects under tensile load. Size dependence of frac-
ture strength of carbon nanotubes with defects is studied with extreme order statistics, and a 
relationship between length of carbon nanotubes and their fracture strength is established. This 
study reasonably explains the difference between fracture strength measured in experiments 
and that obtained from theoretical calculations on ideal carbon nanotubes. 
Chapter 5 In this chapter, we use molecular dynamics simulations to study the interaction 
between single wall carbon nanotubes and polymers including flexible polymers and rigid con-
jugated polymers. The conformation of different polymers interacting with carbon nanotubes is 
investigated and the interaction energy is calculated. The results indicate that flexible polymers 
with conjugated backbone might have strong interaction with carbon nanotubes, and they are 
promising candidate matrix materials in making carbon nanotube reinforced polymer compos-
ites. 




Brief introduction to molecular 
mechanics and molecular dynamics 
2.1 Introduction 
Molecular mechanics (MM) can be based on quantum mechanics via the Born-Oppenheimer 
approximation. According to this approximation, the electronic motions are completely ignored 
and the energy of a molecular system is calculated as a function of the nuclear positions only. 
In molecular mechanics, the interatomic interactions of molecules are usually described by an 
empirical potential energy function (force field), which depends on the structure (geometry) 
of the molecule. In practise, the challenge and success of molecular mechanics rely on both 
effective formulation of the potential energy function and the application of suitable search 
algorithms to find conformations of minimal energy. 
Molecular dynamics (MD) is a method based on molecular mechanics to study the time evo-
lution of a molecular system. The evolution is based on the Newton's law, F = ma, and the 
forces are obtained as gradients of a certain potential which is a function of the geometry of the 
molecular system. As a counterpart to experiment, molecular dynamics simulations are used 
to estimate equilibrium and dynamics properties of complex systems that cannot be calculated 
analytically. 
Molecular mechanics is different from molecular dynamics since molecular mechanics ignores 
the temporal evolution of the system and instead focuses on finding particular geometries and 
their associated energies or other static properties such as equilibrium structures, etc. It only 
provides an absolute result in tenn of energy regardless of temperature, pressure, etc, which is 
insufficient for understanding certain phenomena since molecules continuously interact among 
themselves and with surrounding molecules. In contrast to molecular mechanics, molecular 
dynamics follows the dynamics of a molecular system in space and time, thereby, we can obtain 
a rich amount of information concerning structural and dynamic properties including molecular 
geometries and energies; deformation of macromolecules, etc. 
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In our study, we use both molecular mechanics and molecular dynamics. Molecular mechanics 
is used to study the compression and elongation of carbon nanotubes since the changes of their 
potential energy are the key factor in determining their mechanical behaviour under external 
load. By contrast, we use molecular dynamics to study the interaction between carbon nan-
otubes and polymers since we want to understand influence of temperature, continuous change 
of configuration, etc. 
2.2 Molecular mechanics 
2.2.1 The Born-Oppenheimer approximation 
The complete mathematical description of a molecule, including both quantum mechanical 
and relativistic effects, is a formidable problem, due to the small scales and large velocities of 
electrons and neutrons. However, for most applications, these intricacies are ignored and the 
relativistic and quantum effects can be implicitly incorporated into functions based on empirical 
data. 
Since no complete relativistic quantum mechanical theory is suitable for the description of 
molecules, we shall only consider situations where the potential energy is independent of 
time, which enables the Schrodinger equation to be written in nonrelativistic, time-independent 
form [54]: 
	
7- b(r,R) = E(r,R), 	 (2.1) 
where 7-1 is the Hamiltonian for the system, is the wavefunction, and E is the potential energy. 
In general, is a function of the coordinates of the nuclei (R) and of the electrons (i'). 
However, the Schrodinger equation is still too complex and can only be solved for very small 
systems, so approximations are made. Noting that the electrons are several thousands of times 
lighter than the nuclei and therefore move much faster, Born and Oppenheimer (1927) proposed 
what is known as the Born-Oppenheimer approximation: the motion of the electrons can be 
decoupled from that of the nuclei, and the total wavefunction for the molecule can be written 
in the following form: 
f'(r, R) = b(r),b(R). 	 (2.2) 
As a result, the Born-Oppenheimer approximation gives two separate equations. The first equa- 
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tion describes the electronic motion: 
7-((r; R) = E(R)/'(; R) 	 (2.3) 
and depends only parametrically on the positions of the nuclei. Note that this equation defines 
an energy E(R), which is a function of the coordinates of the nuclei only. This energy E(R) is 
usually called the potential energy surface. 
The second equation then describes the motion of the nuclei on this potential energy surface 
E(R): 
7- b(R) = E(R)(R). 	 (2.4) 
The direct solution of Equation 2.3 is the province of ab initlo quantum chemical calculations. 
Semiempirical calculations also solve Equation 2.3, but it approximates many of the integrals 
with empirically fit functions. 
Most times we are content simply to know the potential energy contributed by the electrons 
as function of the distance between the nuclei. That is, in many systems the only significant 
impact that the electrons have on nuclear position is to make a contribution to the potential 
energy E(R) of the system. If we know the positions of the nuclei of a molecular system we 
can determine the potential energy of the system. This is effectively, a Newtonian potential 
energy function (not quantum mechanical), despite the fact that the particular value of E(R) at 
a particular point could be computed from Schrodinger's equation. 
2.2.2 Force field 
Because the gradient of the potential energy function E(R) defines a conservative force field, 
MM methods are also called "force field" methods. While it would in principle be possible 
to determine E(R) by solving Schrödinger's equation, in practice it is usual to use available 
experimental data and to infer the nature and shape of E(R) by interpolation. A force field is 
normally based upon a rather simple model of the interactions within a system with contribu-
tions from processes such as the stretching of bonds, the opening and closing of bond angles 
and the rotations about single bonds. A simple force field could have the following potential 
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energy function: 
E 0t = Y,  Ebo d(i,j) + E Earjqe(i,j,k) + E Edih 	+ 
bonds 	 angles 	 dihedrals 	 atorapairs 
(2.5) 
where i,j,k and I are atoms involved in the respective interactions, and Eb0 d, E0910, EdIh, and 
Ejj are empirical potential functions representing chemical bonds, bond angles, dihedral angles 
and non-bond pairwise interactions. The first three are regarded as intra-molecular interactions 
and the last as inter-molecular interactions. Now the forces can be written in terms of potential 
energy functions of various structural features such as bond lengths, bond angles, non bonded 
interactions etc. For example, the potential functions can be as follows: 
Figure 2.1: Bond potential function Ebor 
Ebond(Tij) = k(r - ro)2 ; 	 (2.6) 
Figure 2.2: Bond angle potential function Eangie 
Eangle(9jik) = (9 k - )2; 
	 (2.7) 
Figure 2.3: Dihedral angle potentialfienction Elh 
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= 	
- 	 (2.8) 
Non-bond pairwise potential function Ejj (the standard Lennard Jones potential) 
- ()6]; 	 (2.9) = 4€  
These functions together with the parameters required to fit the potential energy define a force 
field. Many different kinds of force fields have been developed over the years, and some have 
more complicated functions and include additional energy terms that describe other kinds of 
conformations. The goal of a force field is to describe entire classes of molecules with reason-
able accuracy. In a sense, the force field interpolates and extrapolates from empirical data or ab 
initio computations of a small set of samples used to parameterise the force field to a larger set 
of related models, and it returns the energy of a system as a function of the conformation of the 
system. Since force fields are combinations of potential energy terms, they are also sometimes 
referred to as potentials. 
Parameterisation of force fields ensures that calculations produce appropriate molecular ge-
ometries and interaction energies for a set of model compounds that are appropriate for the 
force field. Force field parameters are optimised such as to reproduce the increasing body of 
experimental information ranging from molecular geometries (from crystal and solution stud-
ies) to many other properties: measurements of vibrational frequencies, heats of formation, 
intermolecular energies and geometries, torsional barriers, and more. 
Generally, force fields are used within the class of compounds for which the parameters had 
been fitted. In the following, we will talk about MM3 force field and Brenner's potential, 
which are used in our study [54]. 
2.2.2.1 MM3 force field 
MM3 force field has been developed by Allinger and coworkers [55] from 1989 based on MM2 
force field, which was first formulated during the 1976-1977 period. The functions that describe 
the force field are as follows: 
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Bond stretching 
	
E9 = 71.94k(1 - 10 )2  [1 - 2.55(1 - 1) + (7/12)2.55(1 - l)2] , 	(2.10) 
Angle bending 
E9 	= 0.021914(ko)(8 - 00)2 [1 - 0.014(9 - 9) + 5.6(10-5) x 
(8 - 0)2 -7.0(  10-7)(0 7.0( —)(9 - 9)3 + 9.0(10_10)(0 - 9)4], 	(2.11) 
Torsion 
E 	(V1 /2)(1 + cosw) + (V2/2)(1 - cos2w) + 
(V3 /2)(1 + cos 3w), 	 (2.12) 
Stretch-bending interaction 
= 2.511181c30 [(1 - l) + (1' - l)] (0— 0w), 	 (2.13) 
Torsion-stretch interaction 
E 3 = 11.995(K/2)(1 - lo)(1 + cos3w), 	 (2.14) 
Bend-bend interaction 
E00 = —0.021914Koo(0 - 0)(8' - 0 1), 	 (2.15) 
van der Waals' interactions 
Evd = e{-2.25(rv /r)6 + 1.84(10)5 exp[-12.00(r/rv )]} 	(2.16) 
The parameters are determined beginning with the necessary bending and stretching parame-
ters, taking them to be equal to the spectroscopic force constants, and then calculating many 
known structures to obtain values for 10, 00, etc. Having then good geometries for the molecules, 
the vibrational spectra were examined, and the force parameters were further adjusted. Small 
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further modifications of the structural parameters were then made to refine the calculated values 
for these data as well as possible. Simultaneously, heats of formation, crystal structures, and 
van der Waals' parameters were examined [55]. 
In our study, most of atoms are sp2 hybridised carbon atoms of graphite or carbon nanotube. 
The parameters are as shown in Table 2.1. 
Bond stretching 
atoms 10 	 k 
C-C 1.3320 	 7.5000 
Angle bending 
atoms k0 	 90 
C-C-C 0.7600 	 122.000 
Torsion 
atoms V1 	 V 	 V3 







van der Waals' interaction 
atoms 
CC 1.9600 	 0.056 
Table 2.1: MM3 force field parameter set for carbon nanotube (none torsion-stretch interac-
tion) [53] 
2.2.2.2 Brenner's potential 
Following the earlier Abell-Tersoff bond order potential [56-59], the reactive empirical bond 
order (REBO) potential has been developed by Donald W Brenner et al. since 1985 [60,61], 
and Brenner's REBO potential is usually referenced as Brenner's potential. This potential is 
characterised by the quantum-mechanical concept of bond order formalism, and it is of partic-
ular utility in modelling graphite and carbon nanotube structures. The potential, though limited 
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to the elements carbon and hydrogen, has the great advantage that it can handle transition states 
and unstable structures. Thus, given essentially arbitrary coordinates of the carbon and hy-
drogen atoms in a system without specifying bond connections, Brenner's potential will return 
the energy of the system. Unlike normal force fields, Brenner's potential allows formation and 
destruction of bonds, which makes it possible to trace the energy of carbon nanotubes during 
fracture. 
Beginning with a local basis of unperturbed atomic orbitals, Abell showed that the chemical 
binding energy Eb can be simply written as a sum over nearest neighbours in the form [56] 
Eb = 	: [VR(rjj ) - jVA(r)] . 	 (2.17) 
i j>i 
The functions V'() and VA (r) are pair-additive interactions that represent all interatomic 
repulsions (core-core, etc) and attraction from valence electrons, respectively. The quantity 
rij is the distance between pairs of nearest-neighbour atoms i and j, and Bij is a bond order 
between atom i and j that is derivable from Huckel or similar level electronic structure theory. 
Tersoff introduced this important concept into the modelling of Group IV elements such as 
C, Si, and Ge, and the result showed that the bond structure of complex molecules of these 
elements is well represented. In Tersoff-Abell bond order formalism, the energy of the system 
is a sum of the energies of each bond. The energy of each bond is composed of a repulsive part 
and an attractive part. A bond order function is embedded in the formulation. The bond order 
depends on the local atomic enviromnent [57, 58]. 
Brenner modified the Tersoff potential by introducing additional terms into the bond order func-
tion. The main purpose of these extra terms is to correct the overbinding of radicals. Compared 
with the Tersoff potential, Brenner's potential shows robustness in the treatment of conjugacy, 
and it allows for forming and breaking bonds with the correct representation of bond order. The 
forms: 
VR(r1) = 	 - 	 (2.18) ij 
and 
VA(r) = 	 - 	 (2.19) ij 
are used for the pair terms. The function f 1(r), which restricts the pair potential to nearest 
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neighbours, is given by 
1 	 r < RM jj 
fij 	= [i + cos [
] ] 
	<r < 	 (2.20) 
0 	 r>R. 
The parameters for carbon are as shown in Table 2.2. 
parameter value 
R(e) 	1.315x10 10 rn 
De  6.325 eV 
/3 1.5x1010 m 1  
S 1.29 
R 1  1.7x10'° m 
R 2  2.0x10'° m 
Table 2.2: Brenner 's potential parameter set Jbr carbon 1591 
The parameter Bij in Equation 2.17 is the bond order parameter, which can be calculated from 
Tij  = 	+ 	 (2.21) 
where 
B 3 = 1 + E G(O? jk)f(rk) 	 (2.22) 
k(i,j) 
6=0.80469, Tjk  is the distance between atoms i and k, f is the cutoff function in Equation 2.20, 
9ijk is the angle between bonds i-j and i-k, the function C is given by 
c 	1 
C(s) = a0 [i + 	
- 	
(2.23) 
d + (1 + COS 8)21' 
and the constants a0 = 0.011304, c0 = 19, d0 = 2.5. It is straightforward to show that Bij 
is very close to 1. For 8 = 27/3, as in the equilibrium structure of a graphene, the coefficient 
Bij = 0.95. 
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2.2.3 Energy minimisation 
In MM calculations, we are especially interested in finding minima of the energy surface of a 
molecular system. Minimum energy configurations of a molecule correspond to stable states, 
and any movement away from a minimum gives an unfavourable configuration with a higher 
energy. There might be a very large number of minima on the energy surface. The minimum 
with the very lowest energy is known as the global energy minimum. To identify those optimal 
geometries of the system that correspond to minimum points on the energy surface we use a 
minimisation algorithm [54]. 
The minimisation problem can be formally stated as follows: given a function f with depends 
on one or more independent variables x1, x2,. . -Xi, find the values of those variables where f 
has a minimum value. At a minimum point the first derivative of the function with respect to 
each of the variables is zero and the second derivatives are all positive: 
Of 92 f 	
(2.24) 
In molecular mechanics computations the variables x, are usually the Cartesian coordinates of 
the particles, where the energy is a function of 3N variables (N is the number of the particles). 
For analytical functions, the minimum of a function can be found using standard calculus. How-
ever, this is not generally possible for molecular systems due to the complicated way in which 
the energy varies with coordinates. Instead, minima are located using numerical methods which 
gradually change the coordinates to produce configurations with lower and lower energies until 
the minimum is reached. 
The minimisation algorithms in molecular mechanics usually use derivatives of the energy with 
respect to the coordinates. There are also some non-derivative minimisation methods, but they 
are out of use simply because of computation efficiency. Derivatives can be useful because 
they provide information about the shape of the energy surface, and if used properly they can 
significantly enhance the efficiency with which the minimum is located. The direction of the 
first derivative of the energy (the gradient) indicates where the minimum lies and the magnitude 
of the gradient indicates the steepness of the local slope. The energy of the system can be 
lowered by moving each atom in response to the force acting on it; the force is equal to minus 
the gradient. Second derivatives indicate the curvature of the function, information that can be 
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used to predict where the function will change direction. Most of the optimisation algorithms 
require the repeated computation of 
The function value (optimisation criterion) 
The gradient vector (first-order partial derivatives) 
For some algorithms, the Hessian matrix (second-order partial derivatives) 
Values of linear and nonlinear constraints 
The first-order partial derivatives (Jacobian) of nonlinear constraints 
We will talk about the algorithms of "conjugate gradients minimisation" and "Newton-Raphson 
method", whose variant, the Quasi-Newton method is used in our molecular mechanics calcu-
lations. 
2.2.3.1 Conjugated gradient minimisation 
The gradient of the energy with respect to the coordinates provides information that can be very 
useful in energy minimisation. The direction of the gradient indicates where the minimum lies 
and the magnitude of the gradient indicates the steepness of the local slope. The energy of the 
system can be lowered by moving each atom in response to the force acting on it; the force is 
equal to minus the gradient. We can expand the function of potential energy into a Taylor series 
expansion around the point xk [54]: 
E(x) = E(xk) + (x - xk)E' (Xk) + (x - Xk)2E(Xk)/2 +..., 	(2.25) 
where the potential energy E(x) is a function of 3N Cartesian coordinates; the vector x con-
tains 3N components and xk corresponds to the current configuration of the system; E'(xk) 
is a 3N x 1 matrix (i.e. a vector) which is the partial derivative of E with respect to the ap-
propriate coordinate,3E/8x. The gradient at point k is also written as gi (gkE'(xk)). Each 
element E(Xk) of the matrix E"(Xk) is the partial second derivative of the energy function ij 
with respect to the two coordinates xi and xj, E (E = &2E/0xDx). E"(xk) is thus of ii 
dimension 3N x 3N and is known as the Hessian matrix of the force constant matrix. 
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The conjugate gradients method moves in a direction ek from point xk where ek  is computed 
from the gradient at the point and the previous direction vector ek-1: 
ek = — gk + 7kek1. 	 (2.26) 
'fk is a scalar constant given by 
tic
gkgk = 	. 	 (2.27) 
gk-1gk-1 
In the conjugate gradient method all of the directions and gradients satisfy the following rela-
tionships: 
gj•gj = 0; 	eEij e = 0; 	gje3 = 0. 	 (2.28) 
A set of conjugate directions has the property that for a quadratic function of lvi variables, the 
minimum will be reached in M steps. 
2.2.3.2 Newton-Raphson method 
The Newton-Raphson uses not only the first derivative (the gradient), but also the second deriva-
tives to locate the minimum. Second derivatives provide information about the curvature of the 
function. The Newton-Raphson method is the simplest second-order method. Recall our Tayler 
series expansion about xk, Equation( 2.25): 
E(x) = E(xk) + (x - xk)E'(xk) + (x - Xk)2E(Xk)/2 + 
The first derivative of V(x) is: 
E'(x) = E' (Xk) + (x - Xk)E"(xk). 	 (2.29) 
If the function is purely quadratic, the second derivative is the same everywhere, and so E" (x) = 
Xk. 
At the minimum (x = x*), E/(x*) = 0 and so 
X 	Xk - E'(xk)E" 1 (xk), 	 (2.30) 
E'(xk) is the inverse Hessian matrix of second derivatives which must therefore be inverted. 
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The Newton-Raphson method is usually very reliable, works well with boundary and general 
linear constraints, and generally converges after a few iterations to a precise solution. However, 
this technique needs to compute a Hessian matrix in each iteration. One needs at least 4(n(ri + 
1)/2)t bytes of work memory (n = the number of manifest variables, t = the number of 
parameters to estimate) to store variables. Computing the approximate Hessian in each iteration 
can be very time and memory demanding, especially for large molecular systems. The Newton 
- Raphson method is thus more suited to small molecules (usually less than 100 atoms). For 
large molecular systems a quasi-Newton technique, a variant on the Newton-Raphson method, 
especially with Broyden-Fletcher-Goldfarb-Goldfarb-Shanno (BFGS) update [62], can be far 
more efficient. The Quasi-Newton method is the main method used to optimise the molecular 
structure in our simulations. 
2.2.3.3 Quasi-Newton method 
The calculation of the inverse Hessian matrix is a potentially time-consuming operation which 
is a significant drawback of the Newton-Raphson method. The quasi-Newton method gradually 
builds up the inverse Hessian matrix in successive iterations. That is, a sequence of matrices 
Hk is constructed that has the property [54] 
urn Hk = E"'. 	 (2.31) 
k—*oo 
At each iteration k, the new positions xk+1  are obtained from the current positions Xk, the 
gradient g, and the current approximation to the inverse Hessian matrix Hk: 
Xk+1 = Xk - Hkg, 	 (2.32) 
11k+1 = Hk 
+ (xk+1 - Xk) ® (xk+1 - Xk) + 
	 (2.33) 
(xk+1 Xk) . (k+1 - gk) 
Finally, we have to point out that no algorithm for optimisation exists that will always find the 
global optimum in a reasonable amount of time. We can only hope to find an approximation to 
the true minimum or saddle point. It is therefore necessary to have some means to decide if the 
approximation is sufficiently close to the minimum and so the optimisation can be terminated, 
otherwise, most minimisation calculations will keep going forever, moving ever closer to the 
minimum. A simple strategy is to monitor the energy from one iteration to the next and to 
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stop when the difference in energy between successive steps falls below a specified value. An 
alternative is to monitor the change in coordinates and to stop when the difference between 
successive configurations is sufficiently small. A third method is to calculate the root-mean-
square (rms) gradient. This is obtained by adding the squares of the gradients of the energy 
with respect to the coordinates, dividing by the number of coordinates and taking the square 
root: 
rms 
= rUN * (2.34) Tg  
2.3 Molecular dynamics 
Molecular dynamics (MD) is a computer simulation technique where successive configurations 
of a system are generated by integrating Newton's laws of motion. The result of a molecular 
dynamics calculation is a time evolution of the positions and velocities of the atoms in the 
system. A trajectory is obtained by solving the differential equations 
(2.35) 
dt2 	rn 
This equation describes the motion of a atom of mass mi along one coordinate (xi) with Fxi 
being the force on the atom in that direction. 
2.3.1 Time integration algorithm 
The Equation 2.35 cannot be solved analytically for a real molecular system. The force on 
each atom will change whenever the atom changes its position, or whenever any of the other 
atoms with which it interacts changes position, therefore, the motions of all atoms are cou-
pled together. Under such circumstances, the equations of motion are integrated using time 
integration algorithms. 
Time integration algorithms in MD are based on the finite difference method, where time is 
discretized on a finite grid, the time step /.t being the distance between consecutive points on 
the grid. Knowing the positions and some of their time derivatives at time t, the integration 
scheme gives the same quantities at a later time t + AL By iterating the procedure, the time 
trajectory of the system can be approximated. 
There are several algorithms used in molecular dynamics. Here we mainly discuss two integra- 
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tion algorithms: Verlet algorithm and Beeman algorithm. 
2.3.1.1 Verlet algorithm 
Among all the integration algorithms in molecular dynamics, the Verlet algorithm is the most 
widely used [54]. It uses the positions and accelerations at time t, and the positions from the 
previous step, r(t - At) to calculate the new positions at t + At, r(t + At) [63]. 
r(t + At) = r(t) + Atv(t) + At2a(t)  +..., 	 (2.36) 
r(t - At) = r(t) - Atv(t) + At2a(t) - ... 	 (2.37) 
Adding up Equations 2.36 and 2.37 gives for the new positions and velocities 
r(t + At) = 2r(t) - r(t - At) + At2a(t). 	 (2.38) 
The velocities do not explicitly appear in the Verlet integration algorithm. The velocities can 
be calculated as in Equation 2.39 or 2.40. 
v(t) = [r(t + At) - r(t - At)] /2At, 	 (2.39) 
v(t + At) = [r(t + At) - r(t)] /At. 	 (2.40) 
The Verlet method is overall second-order accurate. This is because Equation 2.38 is an ap-
proximation to Equation 2.35. Though the same trajectory positions are followed in theory, 
differences are realised in practise among Verlet variants due to finite computer arithmetic. Lo-
cal accuracy together with stability considerations affect global measurements, like the kinetic 
temperature. 
2.3.1.2 Beeman's algorithm 
Like a lot of other integration algorithms, this algorithm is closely related to the Verlet algo-
rithm [64]. 
r(t + At) = r(t) + v(t)At + a(t)At2 - a(t - At)At2 , 	(2.41) 
v(t + At) = v(t) + _a(t + At)At + a(t)At - a(t - At)At. 	(2.42) 
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Comparing to the Verlet algorithm, it has more complex expressions and is therefore computa-
tionally more demanding, while the advantage of this algorithm is that it provides a more ac-
curate expression for the velocities and better energy conservation. Our MD simulation utilises 
Bceman's algorithm as integration algorithm. 
2.3.2 Integration time step 
After we decide the integration algorithm for molecular dynamics, one thing left in the time 
integration algorithm is the choice of time step At. If At is too small the trajectory of molecular 
dynamics will be limited to a small part of the phase space; if At is too large it will cause 
instability of the integration algorithm. The time step should be chosen to be at least an order 
of magnitude smaller than the length of the time corresponding to the fastest motion in study. 
The characteristic timescales of internal motion in molecules are shown in Table 2.3 [63]. 
Internal Motion Timescale (seconds) 
Light-atom bond stretch 10— 14 
Double-bond stretch 2 x 10-14 
Light-atom angle bend 2x i' 
Heavy-atom bond stretch 3x 10-14  
Heavy-atom angle bend 5x 10-14  
Table 2.3: The characteristic timescales in molecules 
Therefore, in our molecular dynamics simulation a time step of 1 fs (1015  second) is used. 
2.3.3 Canonical ensemble and thermostat methods 
An experiment is usually made on a macroscopic sample that contains an extremely large num-
ber of atoms or molecules sampling an enormous number of conformations. In contrast, from 
molecular dynamics simulation we can only calculate averages defined in terms of ensemble 
averages, which are averages taken over a large number of replicas of the system considered 
simultaneously. (More details are given in the Appendix "Ensembles and ensemble averages in 
MD simulations".) 
In MD simulations there are several different types of thermodynamic ensembles. The micro-
canonical ensemble (NVE) may be considered as the natural ensemble for MD simulations. If 
no time dependent external forces are considered, the system's Hamiltonian is constant, imply- 
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ing that the system's dynamics evolves on a constant energy surface. In practise, this theoretical 
condition is generally violated due to limited accuracy of the integration algorithms and round-
off errors, and long time corrections therefore are expected, otherwise, after a certain time, 
roundoff errors will be dominant. The simplest extension of the microcanonical ensemble is 
the (NVT) canonical ensemble, where the number of atoms, the volume and the temperature 
are fixed to prescribed values. The temperature T is, in contrast to N and V, an intensive 
parameter. The extensive counterpart would be the kinetic energy of the system [65]. 
Several thermostat methods have been proposed to control the temperature during MD sim-
ulation. With these methods, the molecular system is coupled to a heat bath to ensure that 
the average system is maintained close to the requested temperature with a certain fluctuation. 
When this is done the equations of motion are modified and the system no longer samples 
the microcanonical ensemble (NVE). Instead, trajectories in the canonical ensemble (NVT) 
or something close are generated. There are three thermostat methods that are widely used: 
Andersen, Berendsen and Nose-Hoover thermostats (More details are given in the Appendix 
"Thermostat algorithms of MD simulations"). Of these only the Nose-Hoover algorithm gen-
erates trajectories in the genuine canonical ensemble (NVT), and is used in our MD simula-
tions [54, 66]. 
2.4 	Molecular simulation of carbon nanotubes 
In recent years, modelling methods based on molecular simulation have become a useful tool in 
scientific research. To some extent, molecular simulations have filled the long existing gap be-
tween experimental and theoretical divisions of natural sciences such as physics, chemistry and 
pharmacy. The structure of carbon nanotubes is well defined, and suitable for molecular simu-
lation. The earliest molecular simulations of carbon nanotubes were reported in the mid-90s of 
the last century [67] and since then a lot of simulations have been implemented to investigate 
the properties and applications of carbon nanotubes. 
In general, there are three categories of molecular simulation methods for carbon nanotube (or 
carbon nanotube-organic molecule) systems: ab initio quantum mechanics [68, 69], reactive 
empirical bond order (REBO) potentials [61, 70], and classical molecular dynamics (MD) [71-
73]. Ab initio quantum mechanics calculations are a common approach and usually give more 
accurate results than the other two methods, but they are computationally expensive for large 
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molecular systems. Calculations based on REBO potentials and classical MD are much faster 
than those using ab initio quantum mechanics. For studies where no change in intramolecular 
chemical bonding takes place, classic MD is effective to simulate carbon nanotubes. However, 
it is unable to investigate some radical deformations of carbon nanotubes involving chemical 
bond construction and destruction such as the fracture and buckling of carbon nanotubes, in 
which case, the calculation should be based on REBO potentials. 
2.5 Summary 
Molecular simulation already has become an indispensable tool in materials design, drug dis-
covery and more. Because of their small size at a scale of around a nanometre, the study of 
carbon nanotubes becomes a big challenge for traditional methods. Simulation methods such 
as MM and MD are promising approaches to investigate the mechanical properties of carbon 
nanotubes. In this chapter, we mainly talked about the basic principles of MM and MD. The 
techniques used in our simulations of carbon nanotubes are stated, especially, MM3 force field 
and REBO potential (Brenner's potential) are explained in detail. 
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Young's modulus and buckling 
strength of SWNT with/without defects 
3.1 Introduction 
A lot of theoretical study of elastical properties of defect free SWNT have been carried out with 
continuum theory [74,75]. In this chapter, we mainly focus on SWNT with atomic defects. The 
atomic defects have great influence on the elastical properties of SWNT, and SWNT always 
tend to fail around defect sites. The continuum model is unable to describe defects at a atomic 
scale. From previous research [45, 76, 77], MM based on MM3 force field has been proven 
to give a total potential energy of a carbon nanotube that is in good agreement with the more 
accurate tight-binding density-functional theory (DFT), which is computationally demanding 
and only suited to small molecular systems. Therefore, in this chapter, molecular simulations 
with MM3 force field are empolyed to study the SWNT with defects. 
3.2 	Simulation of SWNT under axial load 
3.2.1 Method 
To simulate SWNT compression, we carry out a sequence of small compression steps. For 
every step, we move the atoms at both ends of a carbon nanotube by a small amount (0.01 A 
per step) in the axial direction towards the centre of SWNT. Then we optimise the deformed 
SWNT geometry with the Quasi-Newton method down to a root mean square (rms) deviation 
<0.1 kcal/mol (c 0.004 eV), while the potential energy increases around 0.5 eV after a step. 
During geometry optimisation, a springlike harmonic restraint is applied to the atoms at the 
ends to prevent the SWNT from restoring its initial structure (structure of the lowest potential 
energy): 
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[_Constructing SWNT model 
Moving atoms at ends of SWNT along 
axis to elongate or compress it 
(0.01 Angstrom per step) 
L_Applying constraint on atoms at ends 
Optimizing  CNT geometries with standard 
conjugated gradient technique down to 
a root mean square (rms) deviation <lO 
Figure 3.1: Computation scheme Jbr SWNT elongation and compression 
COrtrEflt constraint 
Figure 3.2: SW/VT under axial load 
J 
k(r — ro) 	Ir — ro>r, 
= 	 (3.1) 
o Ir - r0 	e, <r  
where k= 20000 kcal/A2, and r=0.0005 A. With the force constant k, the atoms at the ends 
are almost fixed to their positions. With the parameter r, we define a small sphere around r0 
within which the constraint force is zero, to enable these atoms to move around r0 . 
In the simulation of carbon nanotube compression we do not directly increase the forces on the 
two ends of a carbon nanotube like in normal tensile experiments on materials. Instead we just 
gradually move the end atoms at fixed steps. From Equation 3. 1, we can see that the constraints 
on the atoms at the ends are spring-like external forces. On the other hand, there must be forces 
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from the carbon nanotube to resist the deformation. As a result there is a force equilibrium at 
the ends between the external forces and those from the carbon nanotube. Together with the 
diameter of a SWNT, we can obtain the stress within the carbon nanotube. The calculation 
method of the stress will be discussed below in section 3.2.3. 
3.2.2 Modified MM3 force field 
The energetics of SWNT deformation under compressive loading is determined with MM with 
a modified MM3 force field. The total molecular potential energy E of a SWNT is expressed 
as a sum of several individual energy terms 
E=E8+Eo+E+Eso+Es+Eoo'+Ed. , 	 (3.2) 
where E, E39, E 3  and E09 are energies associated with torsion, stretch-bending interaction, 
torsion-stretch interaction and bend-bend interaction, and Ed denotes the energy associated 
with van der Waals interaction. Of these, the major contribution to the total molecule potential 
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Figure 3.3: The relationship between 10 and C-C bond length of graphite 
In the original MM3 force field, the equilibrium bond length is about 1.3320 A fitted from 
alkenes. With this bond parameter, the bond length of graphite will be equal to 1.3455 A, 
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which is smaller than that measured experimentally. The equation for bond energy is 
E8 = 71.94k8(1 - 10 ) 2  [1 - 2.55(1 - lo) + (7/12)2.55(1 - 10 ) 21 . 	(3.3) 
To get a desirable equilibrium structure of carbon nanotubes in simulations, a series of simula-
tions have carried out with different values of iü,  and the result is shown in Figure 3.3. 
In some literature references [76, 77], the MM3 force field was modified for carbon nanotubes 
simulation by simply setting 10 to the C-C bond length of the graphite. From our calculation, 
it is clear that if we want to obtain a desirable structure of graphite we should set 10 to 1.4115 
rather than 1.420 A. Therefore, with the modified MM3 force field, the equilibrium bond length 
of graphite approximately equals 1.420 A in agreement with the experimental result [78]. The 
nj 
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Figure 3.4: Bond lengths and bond angles around a representative atom: (a) for armchair 
SW/VT and (b)for zigzag SWNT 
carbon bond length is 1.42 A and the bond angle is 120° for every carbon atom on graphite. 
Unlike a graphene, a carbon atom and its three nearest-neighbour atoms on a carbon nanotube 
form a tetrahedron because of the curvature effect. Therefore, the carbon bonds on a carbon 
nanotube may have different lengths and angles, depending on the bond orientation and the 
diameter of the carbon nanotube. Figures 3.5 and 3.6 show the results of bond lengths and 
angles prior to deformation for zigzag and arnichair carbon nanotubes of different diameter. It 
is observed that for carbon nanotube diameters above 14 A, the bond lengths and angles are 
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curvature has little effect. However, for the carbon nanotubes with a diameter smaller than 14 
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Figure 3.5: Bond lengths around a representative atom: (a)Jbr armchair (n, n) nanotube and 
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Figure 3.6: Bond angles around a representative atom: (a) for armchair (n, n) SWNT and (b) 
for zigzag (n,0) SWNT 
3.2.3 Potential and stress of SWNT 
The energetics of the deformed SWNT are determined with MM using the TINKER pro-
gram [79] with the modified MM3 force field. 
For every deformed SWNT, we can calculate its total potential energy after relaxation. Fig-
ure 3.7 shows the variation of the total potential energy versus the tensile strain during tension 
or compression of zigzag (11, 0) SWNT. Under tensile load, the total potential energy of a 
SWNT increases monotonically, whereas under compressive load, after a similar constant in-
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Figure 3.8: Stress of SWNT under axial load: (a) elongation and (b) compression 
at a critical compressive strain. We cannot simulate failure of SWNT under tensile load us-
ing the MM3 force field because the bond connection in this force field cannot be changed 
during computation, consequently, there is no bond destruction and thereforeno fracture. The 
simulation of fracture of SWNT requires the use of REBO and is discussed in the next chapter. 
The total potential energy of a compressed SWNT can be expressed as [80] 
11=U—.w, 	 (3.4) 
where W is the virtual work of the axial load force F, and U is the total potential energy of the 
SWNT. The principle of minimum potential energy is written as 
811 = 8(U - W) = 8U - F81 = 0, 	 (3.5) 
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where Si is the variation in SWNT length. We can conclude F = SU/Si, at 511 = 0. Therefore, 
we can get the force applied to SWNT from the derivative of its total potential energy with 
respect to its length change during tension or compression. Figure 3.8 shows the variation 
of the stress versus the tensile strain during elongation and compression for a zigzag (11, 0) 
SWNT. 
3.3 	Young's modulus and Poisson's ratio of SWNT 
A series of simulations of SWNT deformation have been carried out. To simulate tension of 
SWNT, we carry out stepwise elongation up to 500 steps, and the final engineering strain is 
about 0.05. Zigzag (n, 0) (n=6, 7, . .., 27) and armchair (n, n) (n=5, 6.....16) SWNT are 
studied. The diameter range is from 4.8 to 21.7 A, and the length is around 200 A for all 
SWNT. 
3.3.1 Calculation of Young's modulus and Poisson's ratio of SWNT 
The Young's modulus (also known as the modulus of elasticity or elastic modulus) is a material 
property that describes elastic stiffness and is one of the most important mechanical properties 
in materials study. In our study, we investigate the longitudinal and surface Young's modulus 
of SWNT. The longitudinal Young's modulus of the SWNT can be defined as the slope of 
the engineering stress-strain curve. By envisaging the SWNT as a shell with diameter R and 
thickness t or a solid cylinder with radius R, the longitudinal Young's modulus of SWNT F11  
or Eu can be written as 
F 
(3.6) E11 
 = 2Rtr11 
or Til 
= 7rR2Ell 
The modulus based on the association with a solid cylinder is also called the effective modulus 
of SWNT, which is indicated by an overbar. The definition of the major Poisson's ratio of the 
SWNT does not require a thickness, it can be defined as 




where Ell and E22 represent the axial strain and the radial strain of SWNT, respectively. The 
surface Young's modulus, denoted as E 1, is the ratio of the axial force per length over the 
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The relationships between the Young's moduli based on various definitions can be written as 
follows: 
El I 	and Ell = - 11 
	
(3.9) 
where r is the engineering strain, and F is the force applied to the two ends of the SWNT. 
3.3.2 Effective longitudinal Young's modulus of SWNT 
a 	 a 	 Ia 	 LU 
Diameter (A) 
Figure 3.9: Effective longitudinal Young's modulus of SWNT 
The effective longitudinal Young's modulus of SWNT of different diameter is plotted in Fig-
ure 3.9. It is very clear that the Young's modulus decreases with increasing diameter of SWNT 
because we use the whole cross section of the SWNT for stress calculation. The Young's mod-
uli of simulated SWNT range from 0.5 2.4 TPa, which agrees well with results 0.32 1.47 
TPa from AFM experiments [33]. The longitudinal Young's moduli of armchair and zigzag 
SWNT almost overlap, i.e., there is no significant difference in effective longitudinal Young's 
modulus caused by SWNT chirality. 
3.3.3 Surface longitudinal Young's modulus of SWNT 
We can directly calculate the surface longitudinal Young's modulus of SWNT from their ef-
fective longitudinal Young's modulus according to Equation 3.8. The variation of the surface 
longitudinal Young's modulus with diameter is plotted in Figure 3.10. It is clear that the sur- 
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Figure 3.10: Suijiice longitudinal Young's modulus of SWNT 
face longitudinal Young's modulus of SWNT is about 0.29 TPanm for all SWNT of different 
diameter and chirality, with variance about 3.0%. 
In some studies of mechanical properties of SWNT, a fixed thickness of 3.4 A is used to calcu-
late the longitudinal Young's modulus E11 [45]: 
	
Ell = E 1 xt, 	 (3.10) 
where L=3.4 A is the thickness of SWNT. With E 1 0.29 TPanm we obtain the Young's mod-
ulus E11 of 0.85 TPa for all SWNT according to Equation 3.10. 
3.3.4 Poisson's ratio of SWNT 
According to Equation 3.7, we can calculate the Poisson's ratio of SWNT under tensile load. 
The variation of Poisson's ratios of armchair (6,6) and zigzag (10,0) SWNT with strain is plot-
ted in Figure 3.11. Apart from the numerical fluctuations at the onset of deformation, the 
Poisson's ratios decrease linearly with strain. 
To compare the Poisson's ratio of SWNT of different diameter, we use the Poisson's ratio at 
a strain of 0.04. The Poisson's ratio of SWNT is shown in Figure 3.12. It is clearly seen 
that the Poisson's ratio of SWNT depends significantly on their diameter and chirality. For 
armchair SWNT, the Poisson's ratios are between 0.223 and 0.234, and gradually increase with 
their diameter. For zigzag SWNT studied, their Poisson's ratios are between 0.198 and 0.227, 
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Figure 3.12: Poisson's ratio of SWNT 
and increase more strongly with diameter. Generally, the Poisson's ratio of armchair SWNT is 
larger than that of zigzag SWNT, but the difference caused by chirality becomes smaller with 
increasing diameter. 
The longitudinal Young's moduli of SWNT without defects between 0.5 and 2.4 TPa and 
Poisson's ratios around 0.23 are in a good agreement with the values reported in the litera-
tures [31,80,81]. 
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3.4 	Buckling of SWNT 
3.4.1 SWNT under compressive loading 
Under compressive loads, SWNT fail in form of buckling. Initially deformation is homoge-
neous: the length decreases gradually, and the radius increases accordingly. When SWNT are 
compressed to some extent, without exception they will buckle. The continuum theory of shells 
explains that buckling occurs due to instabilities governed by elastic energy [38]. The energy 
of a shell can be expressed as a surface integral of the quadratic form of deformation and insta-
bility occurs because buckling tends to decrease energy above a critical strain. The continuum 
theory of buckling instabilities envisages small perturbations from the original shape which is 
decomposed into Fourier harmonics. SWNT are, however, at the limit of applicability of this 
type of analysis since the Fourier wavelengths are not large as compared to the inharmonic 
spacing. This is even more evident if localized perturbations (defects) are considered. Hence, 
a systematic study based on atomistic simulation can yield useful insights into the collapse 
process. 
A series of simulations of compression of defect free SWNT have been carried out. The final 
strain is about 0.10. "Zigzag" (n, 0) (n=6, 7, . . ., 27) and "armchair" (n, n) (n=5, 6, . . ., 16) 
SWNT have been studied. The diameter range is from 4.8 to 21.7 A, and the length is around 
200 A for all SWNT. 
Figure 3.13: Buckling of SWNT 
As we can see from Figure 3.13, the initially "perfect" circular structure of SWNT is elastically 
deformed and buckles under compression. We find that the buckle begins to appear at a critical 
applied strain, and radically changes the circular cross-sectional structure of the SWNT as the 
load increases. 
3.4.2 Buckling strength of SWNT 
From the study of potential energy of SWNT, we can see that there is an abrupt jump in stress 
when SWNT buckle. We can calculate the force F applied to SWNT from Equation 3.5, and if 
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we regard SWNT as solid cylinders, the buckling stress can be obtained as 
(3.11) 
where F is the peak force applied at the point of buckling, and R is the radius of SWNT. 
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Figure 3.14: Buckling strength of SWNT 
The buckling stress of all samples is shown in Figure 3.14. The buckling strength of a SWNT 
decreases with increasing S\V'NT diameter. For SWNT of small diameter, the buckling strength 
is as high as 140 GPa ((4,0) zigzag SWNT), and decreases to 40 GPa when the diameter is as 
large as 22 A. For SWNT of diameter smaller than 14 A, the buckling strength of zigzag SWNT 
is generally larger than that of armchair SWNT. For SWNT of diameter larger than 14 A, the 
buckling strengths of armchair and zigzag SWNT are approximately equal, and the topology 
has little influence. 
3.4.3 Buckling modes of SWNT under compressive load 
From our simulations, we find that the buckling behaviour of a SWNT depends on their diame-
ter. SWNT of small diameter bend like rigid beams, while those of larger diameter buckle like 
shells. We now study the configuration of SWNT in some detail to see their different failure 
modes under compressive load. 
To investigate the details of configuration change during compression, we monitor the change 
of cross sections of SWNT with strain. The zigzag SWNT we used have all the same length, 
and each of them has 96 cross sections along its axis. We use the mean radius Rg to characterise 
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r 
Figure 3.15: Cross sections of SWNT 
the distribution of carbon atoms on a cross section as shown in Figure 3.15: 
Rg = 	 - ro)2. 	 (3.12) 
Here N is the number of atoms in the cross section, ro the centre of gravity of the atoms, ri the 
position of atom i. 
Figure 3.16 and 3.17 show the buckling structures of two simulated SWNT with different 
diameter under compression. It is clear that both SWNT undergo a similar homogeneous defor-
mation before they buckle, while the buckling structure of SWNT depends on their diameter. 
According to Markus J. Buehler et al, the buckling behaviour of SWNT can be classified into 
three buckling modes [44]: 
The first mode is "Euler buckling", which happens to SWNT of small diameter. After a ho-
mogeneous deformation, at some critical strain the SWNT will bend like rigid beams, and at 
the same time there is an inhomogeneous change of their circular structure, which can be seen 
through calculation of their mean cross-sectional radius as shown in Figure 3.16. The mean 
radius can decrease by up to 8% in the parts of SWNT where the buckling happens. 
The second mode is "shell buckling", which happens to SWNT of large diameter. Like "Euler 
buckling", SWNT of this buckling mode also undergo a homogeneous deformation in the early 
stage of compression. Then at some critical strain, the SWNT will buckle and their configura-
tions deform radically in some parts, as localized "folds" develop. The configuration of SWNT 
after buckling in this mode is different from that in the first mode. The difference is clear if we 
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Figure 3.16: Buckling section gyration radius of zigzag(1O,O) S WNTd=7.85 A 












0 	 20 	 40 	 60 	 80 	 100 	 120 
Cross section NO. 
Figure 3.17: Buckling section gyration radius of zigzag(25,0) SWNT d=19.6 A 
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compare Figure 3.16 with Figure 3.17. 
Another buckling mode is "wire-like buckling", which is not seen from our simulations, be-
cause the SWNT we studied are only about 200 A in length and the aspect ratios are from 
about 10 to 40 only. This buckling mode only happens to long SWNT of large aspect ratio. It 
is observed in simulations of long (4,4) and (8,8) armchair SWNT. The lengths of the SWNT 
range from 150 to 350 nm, which refers to aspect ratios up to 580. It is indicated that "wire-like 
buckling" not only appears in very thin SWNT, but also in SWNT with larger diameters pro-
vided the aspect ratio is sufficiently large [44]. In wire-like buckling, the SWNT do not develop 
cross-sectional heterogeneity but instead coil up like a spring. 
Euler buckling 
SWNT 1 (4,4) (5,5) (6,6) (7,7) (8,8) (9,9) (10,10) 
Diameter (A) 1 5.47 6.81 8.15 9.50 10.9 12.2 13.6 
Shell buckling 
SWNT I 	(11,11) (12,12) (13,13) (14,14) (15,15) (16,16) 
Diameter (A) 1 14.9 16.3 17.6 19.0 20.3 21.7 
Table 3.1: Different buckling modes of armchair SWNT under compressive load 
Euler buckling 
SWNT (6,0) (7,0) (8,0) (9,0) 1 	(10,0) (11,0) 
Diameter (A) 4.78 5.53 6.30 7.07 7.85 8.62 
SWNT (12,0) (13,0) (14,0) (15,0) (16,0) (17,0) 
Diameter (A) 9.40 10.2 11.0 11.7 12.5 13.3 
Shell buckling 
SWNT (18,0) (19,0) (20,0) (21,0) (22,0) 
Diameter (A) 14.1 14.9 15.6 16.4 17.2 
SWNT (23,0) (24,0) (25,0) (26,0) (27,0) 
Diameter (A) 18.0 18.7 19.6 20.4 21.1 
Table 3.2: Different buckling modes of ziagzag SWNT under compressive load 
It is also noticed that some SWNT of "Euler buckling" mode exhibit post-buckling instabilities 
if loading continues. The snapshots and mean radius of an armchair (6,6) SWNT under com-
pressive load are shown in Figure 3.18. The SWNT buckles at a strain 4.0%, and at strain 
6.5% undergoes a post-buckling instability leading to the emergence of the localised folds. 
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Figure 3.18: Buckling section gyration radius of armchair (6,6) SWNT d=8.15 A 
3.4.4 Critical strain of SWNT buckling 
As shown in Figure 3.19, the critical strain of SWNT buckling is dependent on SWNT diameter 
and chirality. All of the SWNT in the study start to buckle at strains below 8.0%. From AFM 
experiments, it is estimated that the onset buckling strain of a carbon nanotube to be about 
5.0% after analyzing a large number of buckled nanotubes embedded in polymer matrix [82]. 
For armchair SWNT, the critical strain increases with SWNT diameter, reaches the maximum at 
a diameter about 15 A, and afterwards decreases with SWNT diameter. For zigzag SWNT, the 
critical strain also increases with SWNT diameter, reaches the maximum at a diameter around 
13 A, and afterwards decreases with SWNT diameter. 
Generally, the critical strain of zigzag SWNT is larger than that of armchair SWNT, while for 
SWNT of diameter larger than 15 A there is no significant difference in critical strain between 
armchair and zigzag SWNT. 
We can qualitatively explain the variation of the buckling strain of SWNT in the context of 
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Diameter (A) 
Figure 3.19: Critical strain of SWNT buckling 
buckling load is [36,44] 
Fc =qr2 . 	 (3.13) 
This critical load is inversely proportional to the square of the length and proportional to the 
flexural rigidity. The flexural rigidity is linearly proportional to the Young's modulus of the 
material, Dcx:E, and is related to the radius of rod according to DoR3 (geometrical moment of 
inertia). The critical load and critical strain are, therefore, 
R3 	 R2  
Fcx and rjx. 	 (3.14) 
The critical strain of the "Euler buckling" buckling mode follows the Equation 3.14. 
The second mode is "shell buckling", which happens to SWNT of diameter larger than about 
14.0 A (armchair SWNT 14.5 A and zigzag SWNT 13.5 A). As discussed in [36], the critical 
strain for "shell buckling" depends on shell radius R like 
1 
rscx. 	 (3.15) 
With Equation 3.14 and 3.15, we can see that the critical strain will increase with increasing 
SWNT diameter if the buckling mode is "wire-like buckling" or "Euler buckling", while for 
SWNT of large diameter the buckling mode is "shell buckling" and the critical strain will 
decrease with increasing diameter. Without further investigation, it is not clear if the critical 
strain will strictly observe the Equation 3.14 and 3.15. However, from Figure 3.19, we can see: 
for both armchair and zigzag SWNT, the critical strain linearly increases with increasing SWNT 
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diameter for SWNT of "Euler buckling" mode; the critical strain monotonically decreases with 
increasing diameter for SWNT of "shell buckling" mode, which agrees qualitively with the 
Equations 3.14 and 3.15. 
3.5 	Defects of SWNT 
Most of studies on SWNT regard them as "ideal" carbon nanotubes. However, several years 
after the discovery of carbon nanotubes, people found out that defects on carbon nanotubes are 
very common and have great influence on their properties, especially mechanical properties [35, 
50, 83-851. There are several kinds of defects thought to occur to carbon nanotubes. For 
simplicity, we only studied three kinds of well-defined defects: functionalization defects caused 
by chemical functionalization [86-9 1], topological defects (5-7-7-5 defects) [28, 83,92], and 
structural defects (vacancies) [93] as shown in Figure 3.20. For any model of defective SWNT, 
only one kind of defect was considered. 
W_qPI MP 	 MW 
* 	 , 
4k PON 	 ••••••••'"* 
(a) 	 (b) 	 (c) 
Figure 3.20: Defects on SWNT (segment): (a) functionalization defect, (b) 5-7-7-5 defect, (c) 
vacancy 
To simulate SWNT with functionalization defect(s), we chemically attach one or more methyl 
groups to the SWNT, and accordingly the SWNT atom attached by methyl group changes its 
type of hybridisation from sp2 to sp3 as shown in Figure 3.20 (a). 
To simulate SWNT with 5-7-7-5 defect(s), we just change the topological connections among 
the atoms. For one 5-7-7-5 defect, four adjacent hexagons are replaced by two pentagons and 
two heptagons as shown in Figure 3.20 (b). 
To simulate SWNT with vacancy(ies), we take one or more carbon atoms from the SWNT. 
Each vacancy will directly have influence on the geometry of three adjacent hexagons as shown 
in Figure 3.20 (c). 
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The defects are regularly distributed on SWNT to avoid aggregation of defects. All the defect 
models are optimised via energy minimisation with MM to obtain stable initial configurations 
for further simulation. 
3.6 	Simulation of SWNT with defects under axial load 
From our simulations, we find that defects have great influence on the buckling behaviour of 
SWNT, and the buckling always happens near the site of a defect. For example, we investigate 
the relationship between defect sites and buckling sites of zigzag (6,0) and (16,0) SWNT, which 
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Figure 3.21: The relationship between deject site and buckling site: (a) zigzag (6,0) SWNT 
(diameter.' 4.78 A), (b) zigzag (16,0) SWNT (diameter: 12.5 A). 
The defect site is the position where the defect is located on a SWNT when there is no de-
formation, and we use the distance from the site to the middle of the SWNT along its axis to 
specify the place. Since all the atoms of the SWNT will displace during deformation, the defect 
site will shift away from the middle of the SWNT. The buckling of SWNT will involve more 
than one atom, and it tends to happen around the defect site. We check the sections around the 
buckling site, we calculate the mean radius of the section with Equation 3.12. The mean radius 
has a maxium change around the centre of the buckling site. From Figure 3.2 1, it is clear that 
buckling tends to take place around the defect no matter where the defect is located (a defect 
site of 0 Acorresponds to a defect in the middle of the SWNT). 
As in the simulations of SWNT without defect, a series of simulations of elongation and com-
pression has been carried out. To simulate the tension of SWNT, we carry out stepwise elonga-
tion up to 500 steps, and the final strain is about 0.05. To simulate compression of SWNT, we 
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carry out up to 1000 steps to make sure that buckling happens to every SWNT in study, and the 
final strain is about 0.10. The defected SWNT models used include zigzag (n, 0) (n=6, 7, 
27) and armchair (n, n) (n=5, 6, ..., 16) SWNT. 
3.7 	Influence of defects on Young's modulus and buckling strength 
of SWNT 
3.7.1 Influence of defects on Young's modulus of SWNT 
The Young's modulus and buckling strength of the SWNT are examined. Because the surface 
Young's modulus of SWNT can be calculated from their longitudinal Young's modulus and 
their diameter, in the following study, we only investigate their longitudinal Young's modulus, 
in short, denoted Young's modulus. 
Figures 3.22, 3.23 and 3.24 show the Young's modulus of the SWNT with or without defects. 
Generally, introducing any of the three kinds of defects will slightly decrease the elastic modu-
lus of SWNT, but if only a small amount (< 2%) of S\VNT atoms are functionalized, the elastic 
modulus of functionalized SWNT is a little higher than that of pristine SWNT. The variations 
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Figure 3.24: Young's modulus of SWNT with vacancies 
3.7.2 Influence of defects on buckling strength of SWNT 
Figures 3.25, 3.26 and 3.27 show the buckling stress of SWNT with or without defect(s). 
In contrast to Young's modulus, SWNT of different chirality usually have different buckling 
strength. It is clear that the buckling strength of SWNT is greatly decreased after introducing 
any one of the three kinds of defects investigated. For example, if 10% SWNT atoms are 
functionalized with methyl groups, the buckling strength will be decreased by 30% or more as 
shown in Figure 3.25. Even one defect can have significant influence on the buckling strength 
for SWNT with small diameter (<14 A). For SWNTs with larger diameter (>14 A), although 
their buckling stress is not so sensitive to one defect as that of SWNTs with smaller diameter, 
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Figure 3.26: Buckling stress of SWNT with 5-7-7-5 defect: (a) armchair SWNT (b) zigzag 
SWNT 
3.7.3 Influence of number of defects 
Multiple defects have a greater influence on Young's modulus of SWNT than a single defect be-
cause defects can act collectively. We use two SWNT with functionalization defects: armchair 
(10,10) and zigzag (16,0) SWNT. Both SWNT have around 3200 atoms. We chemically attach 
some methyl groups to the SWNT, and we make 9 samples containing different numbers of de-
fects. The SWNT atoms percentage attached by such side groups are from l.0%,2.0%,...,9.0%, 
and that means the number of defects varies from 32, 64.....288. 
Figure 3.28 shows results of Young's modulus and buckling strength of these SWNT. The 
Young's modulus of armchair (10,10) SWNT decreases from 0.82 to 0.74, and that of zigzag 
(16,0) SWNT decreases from 0.91 to 0.82. Both armchair (10,10) and zigzag (16,0) SWNT 
will become weaker in terms of Young's modulus if they have more defects. 
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Figure 3.28: Influence of number of defects (functionalisation defects): (a) Young's modulus, 
(b) buckling strength 
3.8 Summary 
In this chapter, we compute the Young's modulus of SWNT under axial tensile loading and 
buckling strength under axial compressive loading. The computational results indicate that the 
longitudinal Young's modulus decreases with increasing nanotube diameter. We also investi-
gate the influence of defects on the Young's modulus and buckling strength of SWNT. Three 
kinds of defects are studied: defects caused by chemical functionalization, topological defects 
(5-7-7-5 defects), and structural defects (vacancies). The results show that the Young's modulus 
of SWNT is slightly influenced by these defects, while the buckling stress is greatly decreased. 
For SWNT with small diameter (<14 A), the buckling strength is especially sensitive to defects, 
and the buckling strength of all the SWNT deteriorates with increasing defect concentration. 
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Chapter 4 
Size effect in tensile fracture of SWNT 
with defects 
4.1 Introduction 
Simulation of carbon nanotube fracture is aimed at understanding the influence of defects on 
fracture properties and effects of size-dependence of strength. Fracture involves phenomena 
occurring at a range of length scales. The defects we study are atomic defects, thus we need 
to understand the fracture at atomic scale. Basically, at the atomistic level, fracture happens in 
form of breaking of individual atomic bonds. Continuum analysis thus gives an incomplete pic-
ture, and experimental studies usually cannot reach the atornistic scale. Therefore, simulation 
studies are essential for investigating failure of defective carbon nanotubes. 
4.2 Models 
The carbon nanotubes used in our simulations are zigzag (8,0) SWNT. The length of the carbon 
nanotubes is about 100 A and the diameter is about 6.4 A. The same kinds of defects are studied 
in tensile failure of SWNT as in our previous study of buckling failure of SWNT. Instead of 
MM3 force field, we use Brenner's potential as the force field in our molecular mechanics 
calculations. 
Zigzag (8,0) SWNT with functionalization defects 
Number of defects (%x number of SWNT atoms) 1 1.5 1 3.0 14.5 1 6.0 1 7.5J 
Zigzag (8,0) SWNT with topological defects 
Number of defects (%x number of SWNT atoms) 1 0.5 1 1.0 1 1.5 1 2.0 1 2.5 
Zigzag (8,0) SWNT with vacancies 
Number of defects (%x number of SWNT atoms) 1 1.5 1 3.0 1 4.5 1 6.0 1 7.5 
Table 4.1: Types of samples used in simulations 
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As shown in Table 4. 1, for each kind of defects, we use five different defect concentration. Since 
one topological defect will change the structure of four adjacent hexagons, we use lower defect 
concentrations than for the other two kinds of defects. All defects are randomly distributed. 
Therefore, the structure of every carbon nanotube has a random factor, which mimics the real 
distribution of defects on carbon nanotubes. For each defect concentration, we use 45 SWNT 
samples. 
4.3 Modified Brenner's potential 
4.3.1 Potential energy and stress of SWNT with original Brenner's potential 
As in Chapter 3, we first elongate a defect free zigzag (8,0) SWNT step by step until it fractures, 
and we calculate the potential for every step. From the change of the potential energy with the 
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Figure 4.1: Potential energy of SIVNT under tensile load ((8,0) zigzag SWNT) 
As we can see, with the original Brenner's potential, the stress of carbon nanotubes under 
tensile load will have a unreasonable sharp increase before they fail (around strain equal to 
0.17). To find the cause of this phenomenon, we monitor the change of bond length and angle 
of the carbon nanotube during elongation. For SWNT without defect, the initial elongation 
before fracture can be regarded as homogeneous deformation, therefore we can measure the 
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Figure 4.2: Stress o/SWNT under tensile load (zigzag (8,0) SVNT) 
4.3.2 Bond length and angle of SWNT with original Brenner's potential 
Figure 4.3: Bond length and angle of SWNT 
The result is shown in Figure 4.4. In the beginning of the elongation, the length of bond a 
increases fast, while that of bond b increases only a little. When the length of bond a reaches 
the cut-off 1.7 A, it increases very slowly since its increase will cause a high potential energy 
penalty, while the length of bond b instead increases faster than before. At strain equal to about 
0.25, one or more bonds are broken, and then the length of bond a stops increasing, as fracture 
begins. It can be clearly seen that the sharp increase mentioned before is caused by the cut-off 
function of Brenner's potential. 
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Strain 
Figure 4.6: Stress of SWNT under tensile load with modified Brenner's potential 
4.3.4 The influence of cut-off on potential energy and stress of SWNT 
We can see that the potential and stress calculated with the modified Brenner's potential are the 
same as that with original Brenner's potential in the initial stage (strain < 0.16). Actually, if 
the cut-off distance is larger than 2.0 A, and smaller than 2.5 A, it does not change the final 
result of the potential and stress from the simulation. The results for different cut-off distances 
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Strain 
Figure 4.8: Stress of SWNT under elongation with different cut-off distance 
4.3.5 Bond length and angle of SWNT with modified Brenner's potential 
Strain 	 Strain 
Figure 4.9: Bond length and bond angle under tensile load with modified Brenner's potential 
Figures 4.2 and 4.6 show the stress of a carbon nanotube under tensile load both with original 
Brenner's potential and our modified Brenner's potential. It is clear that with the modified Bren-
ner's potential the stress has no sharp increase before carbon nanotubes fail. More details about 
the changes of bond length and angle of carbon nanotubes under tensile load are illustrated in 
Figure 4.9. It is clear that there is irreversible bond destruction when SWNT fractures, and 
the remaining bonds will restore to their equilibrium structure. The structure of SWNT won't 
change much since the SWNT is broken into two parts and there is no more stress applied to it. 
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4.4 	Tensile failure of SWNT with/without defect(s) 
4.4.1 Elongation of SWNT 
To simulate the elongation of carbon nanotubes, we move the end atoms in the axial direction 
away from the center of the carbon nanotube until it fails, calculate the potential energy after 
every step, and then derive the stress from the potential change. An illustration of the elongation 
of a defected carbon nanotube is given in Figure 4.10. 
Figure 4.10: Defected SWNT under tensile load 
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Figure 4.11: Tensile failure of SWNT with/without defect(s) (Zigzag (8,0)) defect concentration 
Since every defected carbon nanotube has a random distribution of defects, from our simula-
tion, we find that the carbon nanotubes have different fracture strength for different samples as 
shown in Figure 4.11. Since the fracture strength of the defected carbon nanotubes has a wide 
distribution, the strength of defected carbon nanotubes can be described by a distribution with 
an average strength in terms of fracture statistics. 
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4.4.3 Fracture strength distribution of simulated SWNT 
We can sort the fracture strength ci by magnitude from low to high. The probability distribution 
of fracture strength can be estimated as 
P, (a') = (1 - 0.5)/N, 	 (4.1) 
where i is the ranking of the strength and N the number of samples. Simulation results are 
shown in Tables 4.2, 4.3 and 4.4. According to Equation 4. 1, we can also obtain the probability 
distributions of fracture stresses of defected SWNT as shown in Figure 4.12, 4.13 and 4.14. 
Fracture probability 0.011 0.033 0.056 '... 0.944 0.967 0.989 
Strength (GPa) 1.5% defects 110 122 125 ... 169 170 174 
Strength (GPa) 3.0% defects 97.5 108 109 ... 164 165 167 
Strength (GPa) 4.5% defects 91.5 94.9 101 ... 154 154 155 
Strength (GPa) 6.0% defects 89.8 90.6 94.4 ... 151 151 153 
Strength (GPa) 7.5% defects 67.0 85.0 87.2 ... 142 148 148 
Table 4.2: Fracture probability oJSWNT with functionalization defcts 
Fracture probability 0.011 0.033 0.056 . 0.944 0.967 0.989 
Strength (GPa) 0.5% defects 61.8 70.9 81.4 ... 130 132 134 
Strength (GPa) 1.0% defects 46.7 47.0 51.2 ... 100 102 104 
Strength (GPa) 1.5% defects 21.7 31.8 38.3 ... 80.8 91.9 95.9 
Strength (GPa) 2.0% defects 26.9 28.2 34.1 ... 67.2 75.7 76.5 
Strength (GPa) 2.5% defects 9.95 22.0 25.0 ... 66.7 69.0 69.0 
Table 4.3: Fracture probability of SWNT with topological deft cts 
Fracture probability 0.011 0.033 0.056 . 0.944 0.967 0.989 
Strength (GPa) 1.5% defects 110 122 125 ... 169 170 174 
Strength (GPa) 3.0% defects 97.5 108 109 ... 164 165 167 
Strength (GPa) 4.5% defects 91.5 94.9 101 ... 154 154 155 
Strength (GPa) 6.0% defects 89.8 90.6 94.4 ... 151 151 153 
Strength (GPa) 7.5% defects 67.0 85.0 87.2 ... 142 148 148 
Table 4.4: Fracture probability of SWNT with vacancies 
From Table 4.2, 4.3 and 4.4, we see that generally all the three kinds of defect have great 
influence on SWNT fracture strength. A zigzag (8.0) SWNT without any defect has a fracture 
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strength of 190 GPa. After introducing each kind of defects, SWNT fracture strength has a 
broad distribution. If some defects on a SWNT are very close to each other, they tend to form 
a big defect. Therefore the SWNT will fracture very early, and have a low fracture strength. 
SWNT with a big defect will have lower fracture strength than those with a single or small 
defect. If we increase the defect concentration, the probability of forming a big defect will 
increase accordingly. As a result, the fracture strength will decrease, and the fracture strength 
distribution will shift to low strengths. 
4.5 	Weibull distribution fitting of fracture strength of SWNT 
4.5.1 Weibull strength distribution 
The Weibull distribution with a flexible two-parameter analytic formula has been found to suc-
cessfully describe fracture data of brittle materials [94]. The Weibull strength distribution can 
be represented as [95] 
F(x) = 1 
expXO [- () ] 
	
(4.2) 
where xo is a normalised material strength and in is the Weibull modulus. The Weibull modulus 
is a measure of the relative width of the strength distribution which decreases with increasing 
m, and is also called the shape factor. Typical values of in are 5 for blackboard chalk, 10 for 
engineering ceramics and 100 for steel. Steel is therefore an example of a material that has a 
tensile strength that can be defined within a reasonably narrow range, in contrast to chalk. 
4.5.2 Determination of the parameters in Weibull strength distribution 
The determination of the parameters xo and m is not always straightfoward. In order to find 
the unknown parameters in a distribution function, the usual way is the linear regression (least-
squares) procedure. However, the best estimate of these parameters is by the maximum likeli-
hood method, which shows the smallest coefficient of variation (the ratio of the standard devi-
ation and mean of a random quantity). The likelihood of a given probability density function is 
defined as L = ll 1f(z), and thus its log-likelihood function is logL 	i 11og(x), where 
N is the number of strength data. 
For our two-parameter Weibull distribution, the equation for determining these parameters from 
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N measured strength values xi is [95] 
X", 
in x = 	




where rn can be obtained by an iterative procedure, and then the normalised material strength 
x0 is calculated from 
X771 =x 71. (4.4) 
With m and x, we can use Equation 4.2 to describe the fracture strength distribution of defected 
carbon nanotubes. 
4.5.3 Weibull distribution fitting of SWNT strength from simulations 
Figure 4.12, 4.13 and 4.14 show the results of Weibull distribution fitting. Apart from some 
low defect concentration samples, SWNT fracture strength distributions generally agree well 
with Weibull distributions. It should be pointed out that the Weibull distribution is not a good 
distribution to describe all sets of the data. For SWNT with low defect concentration (function-
alization defect 1.5% and topological defect 0.5%), the distribution of fracture strength is not 
easily seen, and it might be clearer if we use more samples for these defect concentrations. 
Ziezac (8.0) SWNT with functionalization defects 
Number of defects (%x number of SWNT atoms) 1.5 3.0 4.5 6.0 7.5 
Normalised materials strength (GPa) 163 148 138 131 116 
Weibull modulus 15.7 10.3 8.47 7.91 6.62 
Zigzag (8.0) SWNT with t000logical defects 
Number of defects (%x number of SWNT atoms) 0.5 1.0 1.5 2.0 2.5 
Norrnalised materials strength (GPa) 170 153 153 145 137 
Weibull modulus 12.5 1 	14.3 13.0 7.70 6.92 
Zigzag (8,0) SWNT with vacancies 
Number of defects (%x number of SWNT atoms) 1.5 3.0 4.5 6.0 7.5 
Normalised materials strength (GPa) 114 85.6 65.8 56.2 48.9 
Weibull modulus 8.81 5.76 4.56 5.31 3.75 
Table 4.5: normalised materials strength and Weibull modulus of SIVNT with defrcts 
From Table 4.5, we can see that the normalised material strength of SWNT decreases with 
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Figure 4.12: Weibull strength distribution of SWNT with functionalization defects 
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Figure 4.13: Weibull strength distribution of SWNT with topological defects 
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Figure 4.14: Weibull strength distribution of SWNT with vacancies 
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increasing concentration of defects. For SWNT with functionalization defects, the defect con-
centration varies from 1.5% to 7.5%, and their normalised strength decreases from 162.9 to 
115.9 GPa; For SWNT with topological defects, the defect concentration varies from 0.5% to 
2.5%, and their normalised materials strength decreases from 170.1 to 136.6 GPa; For SWNT 
with vacancies, the defect concentration is from 1.5% to 7.5%, and their normalised strength 
decreases from 114.1 to 48.9 GPa. 
The Weibull modulus also decreases with increasing defect concentration. This means the 
distribution of fracture strength becomes wider and wider with increasing defect concentration. 
For SWNT with functionalization defects, the defect concentration is from 1.5% to 7.5%, and 
their Weibull modulus decreases from 15.7 to 6.62. For SWNT with topological defects, the 
defect concentration is from 0.5% to 2.5%, and their Weibull modulus decreases from 12.5 
to 6.92; For SWNT with vacancies, the defect concentration is from 1.5% to 7.5%, and their 
Weibull modulus decreases from 8.81 to 3.76. The Weibull modulus of SWNT with defects is 
between that of black chalks and that of ceramics. 
4.6 	Size effect of SWNT fracture strength 
4.6.1 Weakest link model 
In our simulations, carbon nanotubes are rather short, about 100 A or so. In practical applica-
tions or experiments the carbon nanotubes used are about several Pm or longer. An increase in 
sample size increases the probability of finding a larger defect and therefore implies a reduction 
in strength. In order to compare our simulation results with those from experiments, we have 
to take this size effect into account. 
We can regard a short nanotube as a segment of a long carbon nanotube. Like a chain of 
many links, if the weakest link breaks, then the whole carbon nanotube will fail as shown in 
Figure 4.15. The strength S of a defected carbon nanotube is a random quantity and it thus 
has a distribution L(x) = P(S < x). Now we divide a long carbon nanotube into ri equal 
segments. Let the random strength of the ith segments be x. Since the whole carbon nanotube 
will break as soon as one part, the weakest one, breaks, the strength of the carbon nanotube 
equals the minimum I4/  of x, 1 < I < ri, therefore L(x) = P(W < x). 
Me 
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Figure 4.15: Weakest-link model 
If the fracture strength distribution of each segment is F(x) = P(xi < x), we obtain 
L(z) = P(Wri <x) = 1 - [1 - (1 - F(x))]Th . 	 (4.5) 
The proof is as follows: Let X1, X2, .. . , X be independent and identically distributed random 
variables. With the notations 
W =min(Xi,X2,. . .,X);Fj(z) = P(X3 < x), 	 (4.6) 
and 
	
C(x) = 1 - Fj(x) = P(X>x) 	 (4.7) 
C(xi,x2,.. .,x) = P(Xi>xi,X2~!x2,.. 	 (4.8) 
We get 
L(x) = P(W <x) = 1 - P(W1 ~!x) = 1 - P(Xi>x, X2>x,. . . , Xx) 
= 1 - P(X>x)Th = 1 - [1 - F(x)]7 . 	 (4.9) 
4.6.2 Size effect in fracture strength of defected carbon nanotubes 
From above, we know that the distribution of fracture strength of long carbon nanotube is 
L(x) = 1— [1— F(x)]Th . 	 (4.10) 
If F is a Weibull distribution, the strength distribution of a long carbon nanotube is also a 
Weibull distribution: 
L(x) = 1— [1 -F(x)] = 1— [ex 
(_ ()m)F = 
1 —exp 
[ (i)]. (4.11) XO  
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Therefore 
L(x) = 1 exp 
[ (XxnO) ,n" l I 	
(4.12) 
where rn = in, and x0 = 
As a result, if we know to  and x, we can obtain the normalised material strength of defected 
carbon nanotubes of different length from 
x10cxlor 	
xiO = (i)T 	
(4.13) 
XO 
where 1 is the length of a carbon nanotube, and in the Weibull modulus. For example, if to  =I0 
nm and 1 = 1 pm., ii = 100 in Equation 4.12. 
In our simulations, the original length of all SWNT is about 100 A(0.01 gm), and from our 
simulations we can obtain their material modulus and normalised material strength. With 
Equation 4.13, we can obtain the normalised material strength of defected carbon nanotubes 
of different length. For example, we can use the results from SWNT with 6.0% functionaliza-
tion defects, 2.0% topological defects and 1.5% vacancies. The normalised material strengths 
are 131, 145, 114 GPa, and the Weibull moduli are 7.91, 7.70, 8.81, accordingly. The results 
calculated with Equation 4.13 are shown in Figure 4.16. 
Ziuzan (8.0) SWNT with functionalization defects 
SWNT length (irn) 0.01 0.05 0.20 1.0 2.5 5.0 10.0 
Functionalized SWNT (GPa) 131 107 89.6 73.1 65.1 59.7 54.7 
SWNT with topological defects (GPa) 145 117 98.2 79.7 70.7 64.6 59.1 
SWNT with vacancies (GPa) 114 95.1 81.2 67.7 61.0 56.4 52.1 
Table 4.6: nor,nalised strength ofSVNT with dejècts:SWNTwithjiinctionalization defrcts con-
tain 6.0% dejècts; SWNT with topological defects contain 2.0% defects; SWNT with 
vacancies contains 1.5% defects 
From Table 4.6, it is seen that for all the three kinds of defects, the SWNT fracture strengths 
decrease with increasing their length. For (8,0) zigzag SWNT with 6.0% functionalization 
defects, the normalised strength is 131 GPa if the length is 100 A (0.01 pm), while 54.7 GPa 
if the length is 10 pm; For (8,0) zigzag SWNT with 2.0% topological defects, the normalised 
strength is 145 GPa if the length is 100 A, while 59.1 GPa if the length is 10 Pm; For (8,0) 
zigzag SWNT with 1.5% vacancies, the normalised strength is 114 GPa if the length is 100 A. 
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Figure 4.16: normalised material strength of defected SWNT of dffèrent length: SWNT with 
functionalization defects contain 6.0% defects; SWNT with topological defects 
contain 2.0% defrcts; SWNT with vacancies contains 1.5% defrcts (The SWNT in 
experiment is about 10 lim long, and the fracture strength is from 13 52 GPa) 
while 52.1 GPa if the length is 10 pm. Defects together with the size effect make long carbon 
nanotube weak, which reasonably explains the low SWNT fracture strength (13 	52 GPa) 
from experiments far below the theoretical prediction ('-. 250 GPa) [33]. 
4.7 Summary 
This chapter shows that the simulation of fracture of SWNT with and without defects. Size 
dependence of fracture strength of defected carbon nanotubes is studied with extreme order 
statistics, and a relationship between the length of SWNT and their fracture strength is estab-
lished. This study reasonably explains differences between SWNT fracture strengths measured 
in experiments (13 - 52 GPa) and those from theoretical calculations on defect free carbon 
nanotubes ('-i  250 GPa). The results show that extreme order statistics with Weibull distribu-
tion function is a sound method to analyse the strength of defected carbon nanotubes. It can be 
developed into an important tool for helping to understand the influence of defects on fracture 
strength of carbon nanotubes. 
Chapter 5 
MD simulations of interactions 
between SWNT and polymers 
5.1 Introduction 
Polymer composites using carbon nanotubes as fiberlike reinforcers possess-at least in theory-
great potential as ultrastrong lightweight materials and have therefore attracted much recent 
attention of theoretical scientists [96, 97]. The high strength and large aspect ratio of car-
bon nanotubes make them ideal candidates as ultrastrong reinforcers for composites. It has 
been reported that by using only I wt% MWNT reinforcement the elastic stiffness of polymer-
matrix nanocomposites was improved by 40% over that of the bare polymer-matrix materials 
and strength values improved by nearly 25% [47]. By sandwiching carbon nanotubes between 
polymer layers, researchers have created a revolutionary material that is 6 times stronger than 
conventional carbon-fiber composites and exhibits hardness values comparable to some ultra-
hard ceramic materials used in engineering [98]. Recently, it has also been reported that carbon 
nanotubes composites using 60% carbon nanotubes exhibited a rupture strength of 1.8 GPa, 
which matches that of spider silk [99]. 
5.2 Interfacial interaction in polymer composites 
From the research on microfiber-reinforced composites over the past few decades, it is well-
established that the structure and properties of the fiber-matrix interface play a major role in 
determining mechanical performance and structural integrity of composite materials [100]. 
Several groups have reported investigations of the interfaces in carbon nanotube-reinforced 
polymer composites. For example, from experimental studies and molecular modelling of car-
bon nanotube-polystyrene and carbon nanotube-epoxy composites, it has been suggested that 
the interfacial shear stress of the carbon nano tub e-polymer systems is at least an order of mag-
nitude higher than that of conventional microfiber-reinforced composites [101]. In morphology 
analysis of fracture surfaces of carbon nanotube-epoxy composites, however, no broken carbon 
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nanotubes were observed. This indicates that the load transfer from polymer to carbon nan-
otube was not sufficient to fracture the carbon nanotubes. Instead, the failure of the composite 
appears to arise from pullout of the nanotubes and from mechanical fracture of the polymer 
matrix [82]. 
Good interfacial binding is a necessary condition for successful load transfer across the inter-
face between carbon nanotubes and polymer matrix. An obvious strategy for improving inter-
facial binding is chemical functionalization by attaching polymeric side chains to the carbon 
nanotubes. In this manner, one may hope to improve the binding of nanotubes by interdigitation 
of the polymeric side chains into the polymer matrix. However, the extraordinary mechanical 
properties of carbon nanotubes depend on their specific chemical structure. Covalent func-
tionalization introduces atomic defects and internal stresses into the nanotubes, which thereby 
deteriorates their mechanical properties as confirmed by our study in the previous chapters 
and work by other researchers [102, 103]. It is therefore desirable to explore the possibility 
of optimising noncovalent intermolecular interactions between carbon nanotubes and polymers 
in view of achieving strong interfacial binding in a composite [104-109]. Since carbon nan-
otubes exhibit an even charge distribution, there is hardly any electrostatic interaction between 
nanotubes and polymers, and therefore in the absence of defects on carbon nanotubes, the 
polymer-carbon nanotube interaction is solely due to van der Waals forces. The strength of 
the interfacial binding in this case depends on the geometrical conformation of the polymer 
with respect to the nanotube, and accordingly in the present study, we investigate the relation-
ship between the conformation of different polymers and their adhesion to carbon nanotubes of 
different diameters. 
5.3 Simulation method 
5.3.1 Model 
In the present study, we consider SWNT in "zigzag" configuration. The SWNT considered have 
a fixed length of 103.8 A with diameters ranging from 3.9 to 53.6 A. The simulated polymers 
were polystyrene (PS), poly(phenylacetylene)(PPA), poly(p-phenylenevinylene)(PPV), and 
poly(m-phenylenevinylene-co-2,5-dioctyloxy-p-phenylenevinylene)(PmPV). Since the number 
of atoms and monomers used is small (about 150 atoms per molecule which corresponds to 10 
monomers for PS, PA, PPV, and 2 monomers for PmPV), our molecules are better described 
71 
MD simulations of interactions between SWNT and polymers 
as oligomers than polymers; however, we use the term "polymer" throughout the paper for 
simplicity, with the understanding that the results of our simulation describe the behaviour of a 
small part (block) of a "long" polymer. PS and PPA are molecules with side groups of aromatic 
rings. PS is rather flexible because its cr-bonds between repeating units allow easy rotation 
around the axis of the backbone, whereas PPA is much more rigid because of its completely 
conjugated backbone structure; PPV is a rigid linear molecule with a conjugated aromatic ring 
backbone structure, and PniPV is a substituted form of PPV with an added dihedral angle that 
makes the chain more flexible. 
Conjugated polymers [I 10] have been reported to exhibit good binding with SWNT, and elec-
tron microscopy studies have demonstrated heavy coating of SWNT by several conjugated 
polymers including PmPV [107, 111-113]. This suggests the possibility of using SWNT for 
mechanical reinforcement of a PmPV matrix [114]. Polymers with increased affinity for ph-
ysisorption on carbon nanotubes are good candidates in promoting enhanced interfacial bind-
ing between a polymer matrix and carbon nanotubes if they are used as parts (blocks) within 
a diblock copolyrner that contains another block with affinity to the polymer matrix. Such 
an "amphiphilic" copolymer can be used in small quantities to increase both the dispersion in 
appropriate organic solvents during processing and the interfacial binding between the carbon 
nanotubes and the polymer matrix in the final product (carbon nanotube-polymer composite). 
In this way, one can avoid chemical functional ization that (a) is a nontrivial processing step and 
(b) induces defects in the carbon nanotube structure, compromising their superb mechanical 
properties. The potential of this approach has been confirmed by recent experiments [115]. 
The adsorption of the amphiphilic copolymer on the carbon nanotube is to occur in a selective 
solvent (bad solvent for the blocks which are to adhere on the carbon nanotube). Our simula-
tion is related to the behaviour of these blocks when they are close to the carbon nanotube in 
an "ideal" bad solvent, as will be discussed in more detail below. 
The molecular models have been built with the commercial Chem3D software, and the orig-
inal atom coordinates of carbon nanotubes were generated from DUPOLY Java [116]. The 
structures are shown in Figure 5.1. 
5.3.2 Parameters and thermostat algorithm for MD simulations 
In the simulations, the velocity form of Brook's "Better Beeman" method is used to integrate 
the equations of motion with a basic time step of 1.0 fs. In order to speed up our simulation 
72 
MD simulations of interactions between SWNT and polymers 





Figure 5.1: chemical structure of the investigated polymers 
and facilitate our later morphology analysis of polymers, we fix the position of SWNT atoms 
in our simulation, and only polymers are allowed to move freely. Carbon nanotubes have rigid 
structure, and they can keep intact under the conditions of our study. 
To investigate the influence of fixing SWNT atoms and to assess the behaviour of different 
thermostat algorithms, we also simulate the interaction between a graphene sheet and polymers 
since the graphene sheet has the same local structure as the SWNT (we can regard a graphene 
sheet as a SWNT with infinite diameter). We set the temperature in these simulations at 500 
K. Fixing SWNT atoms has little influence on the interaction between SWNT and polymer, as 
will be discussed below. 
We use NVT simulations (constant number of atoms, constant volume and constant temper-
ature). There are several thermostat algorithms used in MD simulations including Andersen 
algorithm, Berendsen algorithm and Nose-Hoover algorithm. MD simulations were carried 
out using the TINKER package'[l 17] with MM3 force field [55]. More details about these 
algorithms are included in Appendix "Thermostat algorithms of molecular dynamics". 
After finishing MD simulation, we obtain a trajectory which contains the time evolution of 
molecular structure. In this simulation, the trajectory records the molecular structure of the 
graphene and polystyrene every 1 ps, and totally 1500 ps long. We retrieve the molecu-
lar structures and calculate the total potential energy and intermolecular energy between the 
graphene and polystyrene. When we calculate the intermolecular energy between the graphene 
and polystyrene, we set the atoms of graphene and those of the polystyrene as two separate 
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Figure 5.2: Potential energy of graphene and polystyrene with different thermostat algorithms: 
(a) graphene unstrained, (b) graphene fixed 
groups, and only calculate the interaction between the two groups. These energy calculation 
can be implemented via analyse program with keyword group and group-inter in key file. 
Figure 5.2 shows the potential energy of graphene and polystyrene with and without graphene 
atoms fixed. The total potential energy with graphene fixed is larger than that with graphene 
unstrained. That is because that when we keep graphene atoms fixed, the interaction within the 
graphene atoms are excluded in our computation, therefore the potential energy only includes 
the potential energy of the polystyrene molecule and the interaction between the graphene and 
the polystyrene. 
The potential energy of the whole system itself has nothing to do the interaction between 
graphene and polymer. We check the influence of fixing atoms on the potential energy, and 
the differences with different thermostats to validate the stability of the thermostat with the 
graphene atoms fixed. Figure 5.2(a) shows that the total potential energy becomes stable 
quickly with reasonable variation for all the three thermostats when the graphene atoms are 
unconstrained, while if the graphene atoms are fixed, although Andersen and Nose-Hoover al-
gorithms have stable potential energy, the potential energy calculated with Berensen algorithm 
is unstable. 
For the intermolecular energy between the graphene and the polystyrene, we obtain the similar 
conclusions. Therefore, the Berendsen algorithm is not suitable if we keep SWNT fixed to 
study their interaction with polymers. The intermolecular energy between the graphene and the 
polystyrene is shown in Figure 5.3. 
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Figure 5.3: Intermolecular interaction between graphene and polystyrene with different ther-
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Figure 5.4: Temperature of graphene and polystyrene with different thermostat algorithms: (a) 
graphene unstrained, (b) graphene fixed 
ble 5.1 shows the potential energy, intermolecular energy and temperature of simulations with 
different thermostat algorithms. Berendsen and Nose-Hoover algorithms have better control 
of temperature than Andersen algorithm. If we compare the intermolecular energy from sim-
ulation with Berendsen algorithm and that with Nose-Hoover algorithm, we can see that with 
fixed graphene, the energy only changes by 0.3% with Nose-Hoover, while 3% with Berendsen 
algorithm. The computation time of graphene fixed system is only 40% of that without any con-
straint. In simulation of interaction between SWNT and polymers, the efficiency improvement 
by fixing SWNT is dependent on the atoms number of SWNT, and normally around 30%. 
If we take all these factors into account, we can see that Nose-Hoover has good temperature 
control and is the best thermostat algorithm for our study. Unless explicitly specified other-
wise, all MD simulations were implemented at 400 K. A cutoff distance of 10 A was used for 
nonbonded interaction. 
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Simulations of unstrained graphene and polystyrene 






Andersen algorithm 2631 -89.75 505.6 
Berendsen algorithm 2600 -90.67 500.0 
Nose-Hoover algorithm 2600 -89.65 500.0 
Simulations of fixed graphene and polystyrene 






Andersen algorithm 263.1 -89.93 518.3 
Berendsen algorithm 241.9 -86.90 500.0 
Nose-Hoover algorithm 253.4 -89.93 500.0 
Table 5.1: Comparison of simulations with different thermostat algorithms 
5.3.3 Boundary conditions 
We use a constant NVT simulation in vacuum, which implies that the simulated volume is 
actually infinite. The polymer chain is initially placed alongside the carbon nanotube such that 
part of the polymer is within the cutoff distance of the van der Waals interactions with carbon 
nanotube atoms, and subsequently the polymer adsorbs onto the nanotube due to the attrac-
tive force between the polymer and the carbon nanotube. For each carbon nanotube-polymer 
pair, different initial conditions are tested to ensure that the calculated adsorption energy does 
not depend on the initial conformation of the polymer. From the characteristics of the Nose-
Hoover thermostat, we know that the MD simulation with this method produces a canonical 
distribution. However, it has to be noted that our simulation does not explore all the states of 
the ensemble because of the short simulation time (several nanoseconds). If the simulation time 
were long enough, then the polymer would move away eventually and very likely never interact 
with the carbon nanotube again. This is a direct consequence of the fact that we use infinite 
volume (no boundary conditions). However, this "escape" event is extremely rare, and it does 
not affect the results within our simulation time. We simulate the effect of an ideal bad solvent 
by doing the simulation in a vacuum, and the thermostat in our simulation can be thought of as 
mimicking the action of the bad solvent. 
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5.4 Interaction between SWNT and polymers 
5.4.1 Simulation of interaction between SWNT and polymers 
MD simulations are first carried out on a SWNT of 11.8 A diameter and interacting with in-
dividual molecules of PS, PPA, PmPV, and PPV, respectively. The models are equilibrated for 
2 us to stabilise the interactions. After this, the total interaction energy between the SWNT 
and the polymers in equilibrium is calculated for 3 ns. In Figure 5.5, we present the inter-
molecular interaction energy for the four models as a function of time. The simulated polymers 
have comparable numbers of atoms (PS 162 atoms, PPA 142 atoms, PmPV 158 atoms, and 
PPV 142 atoms); hence the magnitude of the interaction energy gives a direct measure of the 
strength of their binding to the SWNT. The figure shows that although all of the polymers have 
an obvious attractive interaction with the nanotube, the specific monomer structure plays a very 
important role in determining adhesion to the SWNT. It is seen that PPV exhibits the strongest 
interaction with the SWNT, then PmPV, PPA, and PS. The polymers with aromatic rings in 
the backbone(PmPV and PPV) have stronger interactions with the SWNT than those with side 
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Figure 5.5: Intermolecular interaction between SWNT and polymers 
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5.4.2 Temperature dependence of the intermolecular interactions 
To assess the temperature dependence of the intermolecular interaction between the polymers 
and the SWNT, MD simulations are carried out at different temperatures. The temperature is 
varied between 300 and 500 K in steps of 25K. Figure 5.6 shows the temperature dependence 
of the intermolecular interaction. 
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Figure 5.6: Intermolecular interaction as a function of temperature 
In general, the temperature has limited influence on the interaction between SWNT and poly-
mers. It is seen that for all considered polymers the attractive interaction with the carbon nan-
otube decreases only weakly with increasing temperature. With temperature increasing from 
300 to 500K, the change of interaction energy is within 10%. 
5.4.3 Influence of SWNT diameter on the intermolecular interactions 
To determine the influence of the carbon nanotube diameter on polymer adhesion, MD simula-
tions are carried out on SWNT with PS, PPA, PmPV, and PPV respectively. The SWNT diame-
ter in these simulations is varied from 3.9 to 53.5 A. When the SWNT diameter is increased, the 
attractive interaction between the simulated polymers and the SWNT monotonically increases 
toward an asymptotic value given by the interaction of the polymer with a flat graphene surface 
(Figure 5.7). This indicates that the curvature of the graphene sheets that constitute the carbon 
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nanotubes diminishes polymer adhesion. The influence of SWNT diameter on interaction en-
ergy is evident for small SWNT, while for SWNT of diameter larger than 15 A, the diameter 
dependency is very limited. For SWNT of large diameter, their surface is much closer to that 
of graphene, and their intermolecular interaction with SWNT is close to that with graphene. 
However, the effect of the polymer flexibility is important since the intermolecular interaction 
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Figure 5.7: Intermolecular interaction as ajIrnction of diameter 
5.5 	Morphology of polymers on SWNT surface 
When a polymer interacts with a graphene molecule or carbon nanotube, the alignment of parts 
of the polymer chain along the graphene or carbon nanotube surface may lead to conformational 
changes. For illustration, we simulate the interaction between graphene and polymers (PS and 
PmPV). 
Figure 5.8 (a) and 5.9 (a) show the configurations of PS and PmPV alone in vacuum, while 
Figure 5.8 (b) and 5.9 (b) show the configurations of PS and PmPV when they interact with 
graphene. For PS, its configuration does not change very much, while for PmPV, by contrast, 
its configuration alters quite a lot when it interacts with graphene. The configuration of PmPV 
aligns very well on the graphene, and the aromatic structure on its backbone is parallel to the 
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Figure 5.9: PmPV configurations: (a) before interacting with graphene, (b) interacting with 
graphene 
graphene surface. The side-chain aromatic structure of PS can not align well on the graphene, 
which limits its interaction. 
In the following study, we investigate the morphological aspects of polymer-graphene and 
polymer-S WNT interactions both on the local level, where we focus on the arrangement of 
the aromatic rings of the polymer with respect to the hexagons that constitute the nanotube 
surface, and on the level of the global conformation of the polymer, which we characterise in 
terms of its radius of gyration. 
5.5.1 Dihedral angles between graphene surface and polymer aromatic rings 
To investigate the relative arrangement of polymer aromatic rings with respect to the graphene 
surface, we calculate the dihedral angles between the surface and the plane of the aromatic rings 
(Figure 5.15). 
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Figure 5.10: Definition of the dihedral angle between the surface of graphene and the plane of 
a polymer aromatic ring 
The atomic configuration of the polymer was recorded in intervals of 1 Ps during a simulation, 
and the dihedral angles between the planes of the polymer aromatic rings and the surface of 
the SWNT were determined as follows. To every aromatic ring on the polymer, we fit a plane 
function of the form 
A1x + B1y + C1z + D1 = 0. 	 (5.1) 
To the surface of graphene, we also fit a plane function of the form 
A2x + B2y + C2z + D2 = 0. 	 (5.2) 
The dihedral angle between the surface of the graphene and the plane of the polymer aromatic 
ring is then evaluated as 
Cos (0) = 
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Figure 5.11: Dihedral between the surface of graphene and that of aromatic rings of polymer: 
(a)PS (4 repeating units, containing 4 aromatic rings), (b) PmPV (2 repeating 
units, containing 4 aromatic rings) 
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We simulate the interaction between graphene and polymers. Both the PS and PmPV in the 
simulations contain 4 aromatic rings, the dihedral angles are denoted by 01, 02, 03 and 04 
in order from one end to another end of polymer chains. Figure 5.11 shows variance of the 
dihedrals between graphene and polymers (PS and PmPV). The PS contains 4 aromatic rings. 
The dihedrals of PS vary very quickly all the time because PS has a or bond on its backbone, 
which can rotate freely. The dihedrals of PmPV are quite stable apart from the beginning of 
the equilibrium procedure. Because PmPV has very strong interaction with graphene and its 
backbone is completely conjugated, its backbone to rotate will have to overcome a very high 
energy barrier, which is impossible within the short simulation time (2 ns). 
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Figure 5.12: Dihedral distribution: (a)PS (4 repeating units, containing 4 aromatic rings), (b) 
PmPV (2 repeating units, containing 4 aromatic rings) 
Furthermore, we can calculate the distribution of the dihedral angles. The result is shown in 
Figure 5.12. For PS, the dihedral between the first aromatic ring (in the first unit of PS) and 
the surface of graphene is around 00  or 180°, and the other dihedral angles are around 90°. The 
PmPV also contains 4 aromatic rings. All the dihedral angles between PmPV aromatic rings 
and the surface are around 0° or 1800.  A dihedral equal to 00  or 1800  means that the aromatic 
ring is parallel to the surface of graphene, while a dihedral equal to 90° means that the aromatic 
ring is perpendicular to the surface of graphene. Therefore, we can see that the aromatic rings 
of PS are mostly vertical to the graphene, while the aromatic rings of PmPV are mostly parallel 
to the graphene. 
The dihedral angle distribution of longer polymers containing more such dihedrals is shown in 
Figure 5.13. It is evident that the length of the polymers has little influence on their alignment 
of polymers on the graphene surface. From the distributions of the dihedral angles, we can 
obtain the total probability distribution shown in Figure 5.14. 
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Figure 5.13: Dihedral distribution: (a)PS (14 repeating units, containing 14 aromatic rings), 




















Figure 5.14: Probability density of dihedral: (a)PS (14 repeating units, containing 14 aromatic 
rings), (b) PmPV (7 repeating units, containing 14 aromatic rings) 
5.5.2 Dihedral between surface of SWNT and that of polymer aromatic rings 
The atomic arrangement of carbon nanotubes as that of graphene sheets, consists of hexagons. 
To measure a dihedral between an aromatic ring of a polymer and the surface of a SWNT, we 
first use the coordinates of the atoms of the aromatic ring to fit a plane function. Then, we 
determine the hexagon on the SWNT that is closest to the aromatic ring under consideration in 
terms of the distance between the centres of gravity, and we again fit another plane function. 
We calculate the probability distribution of the dihedral angle in the same way as for the dihedral 
angles between polymer aromatic ring and graphene surface. The result is shown in Figure 5.16. 
It is seen that the dihedral angle distribution is like that for polymers interacting with graphene. 
Most of the dihedral angles of PS and PPA are distributed around 90°, while most of the dihedral 
angles of PmPV and PPV are distributed around 0° and 1800.  
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Figure 5.15: Definition of the dihedral angle between the surface of a carbon nanotube and 
the plane of a polymer aromatic ring 
The polymers with aromatic rings on the backbone provide an instructive contrast to those 
with aromatic rings as side chains. Figure 5.16 shows that for the latter polymers (PS and 
PPA), the plane of the aromatic rings tends to be vertical to the surface of the SWNT, while 
for polymers with aromatic rings on the backbone (PmPV and PPV), these rings tend to align 
parallel to the nanotube surface. The different behaviour of the aromatic rings can be explained 
in terms of the overall polymer conformation. In case of PS and PPA, alignment of the polymer 
backbone parallel to the carbon nanotube surface is not compatible with surface aligmuent 
of the aromatic rings in the side chains (which then would require a significant twisting of 
bonds). The aromatic rings in the side chains instead rotate away from the carbon nanotube 
surface and align parallel to each other to optimise their mutual interaction. In PmPV and PPV, 
however, both the polymer backbone and aromatic rings in it align parallel to the surface, and 
this significantly increases the overall carbon nanotube-polymer interaction (cf. Figure 5.5). 
Such parallel stacking has been experimentally confirmed by atomic force microscopy (AFM) 
for a complex of the conjugated polymer and SWNT [118]. 
5.5.3 The change of mean radius of polymers 
To characterise the effect of the adsorption on the overall size of the polymer, we use the change 
of its mean square root of gyration radius, R9 (mean radius change). The square of R. equals 
the mean-square distance of the polymer atoms from the center of mass of the polymer chain, 
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i=1 
where r1 is the position of atom i, N is the number of atoms, and r is the center of gravity of 
the polymer. 
From MD simulations of the polymers in the absence of carbon nanotubes, we determined the 
mean radius 6.64 A for PS, 6.29 A for PPA, 8.81 A for PmPV, and 18.46 A for PPV. We then 
calculated the change of the mean radius as the polymers interact with SWNT. Figure 5.17 
shows the mean radius change as a function of SWNT diameter. It is clear that the mean 
radius of PmPV increases markedly as the flexible polymer backbone aligns well along the 
carbon nanotube. This increase becomes more pronounced with increasing SWNT diameter. 
A possible explanation for this observation is that the side chains "wrap" around the nanotube, 
which means that their contribution to the mean radius increases with increasing nanotube 
radius. 
However, no significant increase in the mean radius is found for the other polymers. For PPV, 
the reason is the rigidity of the polymer backbone, which does not markedly "stretch out" when 
MD simulations of interactions between SWT'JT and polymers 
aligning along the carbon nanotube surface. For PS and PPA, however, the change in radius 
is small because their general interaction with the carbon nanotube surface is weak and the 
polymer configurations remain almost unperturbed by the carbon nanotube. 
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Figure 5.17: Change of the mean radius after the interaction with a carbon nanotube 
5.6 	"Wrapping" of SWNT by polymers 
5.6.1 Simulation of interaction between SWNT and aggregated polymers 
We denote as wrapping the enveloping of the surface of carbon nanotubes by polymers. As 
we know, polymers with aromatic rings on their backbone have strong interaction with carbon 
nanotubes. The same kind of isomorphism is responsible for the strong tendency of carbon 
nanotubes to "stick together", which provides a major obstacle to their processing. Polymer 
wrapping of carbon nanotubes has received attention as a means of preventing the carbon nan-
otubes from aggregating into bundles and thereby improving their dispersion into a composite 
matrix [15]. Polymer wrapping of carbon nanotubes may also be a promising way for manip-
ulating and organising carbon nanotubes into ordered structures and even of their noncovalent 
functionalization. Recently, experiments [107, 111] have been reported for the wrapping of 
SWNT with PniPV and Chen et al. [108] found that a molecule containing a planar phenyl 
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DNA, and smaller biomolecules on the nanotube sidewalls. 
5.6.2 Polymer wrapping of SWNT 
We carry out a series of MD simulations to investigate the wrapping process. To assess the ef-
ficiency of polymer wrapping, we consider the competitive interaction between two aggregated 
polymer chains and a SWNT. Initially, we put two polymers of same kind close to each other 
and let the complex evolve for 2 ns. This leads to aggregation of the polymers due to their van 
der Waals interaction. Next, we place the aggregated polymers close to the wall of SWNT and 
run a MD simulation for another 3 ns. 
Figure 5.18 shows snapshots of polymers and SWNT observed at different time steps of the 
simulation. In the beginning, the intertwisted polymers move toward the SWNT. For PmPV 
and PPV, which have aromatic rings on the backbone, these aromatic rings gradually align par-
allel to the nanotube surface; in this way, the polymer backbones separate from each other and 
assume conformations parallel to the long axis of the carbon nanotube. After 50 ps, the poly-
mers wrapped on the surface of the SWNT and equilibrium was achieved, and the conformation 
of polymers around SWNT did not change much afterwards. 
5.6.3 Intermolecular interaction between SWNT and aggregated polymers 
The intermolecular energy between the polymers, and intermolecular energy between the poly-
mers and the SWNT were monitored during the wrapping process. Figure 5.19 shows the 
intermolecular energy for PS, PPA, PmPV, and PPV. Initially, for all the polymers the inter-
molecular energy between the two polymer chains gradually deceases. For PPA, PmPV, and 
PPV, the interaction decreases almost to zero after a while, and the two chains become com-
pletely separated. For PS, however, the interaction between the polymers and the SWNT is not 
strong enough to separate the two polymer chains, which remain intertwisted all the time. 
5.7 Summary 
Our MD simulations of the interaction of PS, PPA, PmPV, and PPV with SWNT in a vacuum 
indicate that, although all these polymers exhibit obvious attractive interactions with carbon 
nanotubes, the interaction between SWNT and polymers is strongly influenced by the specific 
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Figure 5.18: MD simulation snapshots of the wrapping of a SWNT of 11.8 A in diameter by 
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Figure 5.19: Time evolution of polymer-polymer and polymers-carbon nanotube interactions 
during wrapping 
monomer structure of the polymers. For polymer chains of comparable molecular weight but 
different monomer structure, intermolecular interaction energies are found to differ by up to 
a factor of 4. Carbon nano tube -polymer interactions are the strongest for conjugated poly-
mers with aromatic rings on the polymer backbone, as these rings are able to align parallel 
to the nanotube surface and thereby provide strong interfacial adhesion. In the presence of 
well-separated carbon nanotubes, different polymer chains get disentangled and align along the 
carbon nanotubes to cover the nanotube surface (wrapping). This is a general observation for 
all investigated polymers; however, the effect is most pronounced for PmPV, which combines 




This chapter briefly summaries the main results of this thesis, and the future directions on the 
subject are given and discussed. 
6.1 Summary 
6.1.1 Mechanical properties of SWNT with/without defects 
We investigate mechanical properties of SWNT under axial loading, namely the Young's mod-
ulus of SWNT under axial tensile/compressive loading and buckling strength under axial com-
pressive loading. The computational results indicate that the longitudinal Young's modulus de-
creases in inverse proportion with increasing nanotube diameter. We also investigate the influ-
ence of defects on the Young's modulus and buckling strength of SWNT. Three kinds of defects 
are studied: defects caused by chemical functionalization, topological defects (5-7-7-5 defects) 
and structural defects (vacancies). The results show that the Young's modulus of SWNT is but 
slightly influenced by these defects, while the buckling stress is greatly decreased. For SWNT 
with small diameters (<14 A), the buckling strength is especially sensitive to defects, and the 
buckling strength of all the SWNT deteriorates with increasing defect concentration. 
6.1.2 Size dependence of fracture strength of SWNT with defects 
We investigate the size dependence of defected SWNT fracture strength under tensile loading. 
The size dependence of fracture strength is studied with extreme order statistics, and a rela-
tionship between the length of SWNT and their fracture strength is established. This study 
reasonably explains differences between fracture strengths measured in experiments (13 - 52 
GPa) and those from theoretical calculations on defect free carbon nanotubes ('-- 250 GPa). 
The results also indicate that extreme order statistics may be an important tool for helping to 
understand the influence of defects on fracture strength of carbon nanotubes. 
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6.1.3 Interaction between SWNT and polymers 
We investigate the interaction between SWNT and polymers. MD simulations of the interaction 
of PS, PPA, PmPV, and PPV with SWNT in a vacuum indicate that, although all these polymers 
exhibit obvious attractive interactions with carbon nanotubes, the interaction between SWNT 
and polymers is strongly influenced by the specific monomer structure of the polymers. For 
polymer chains of comparable molecular weight but different monomer structure, intermolec-
ular interaction energies are found to differ by up to a factor of 4. Carbon nanotube-polymer 
interactions are the strongest for conjugated polymers with aromatic rings on the polymer back-
bone, as these rings are able to align parallel to the nanotube surface and thereby provide strong 
interfacial adhesion. In the presence of well-separated carbon nanotubes, different polymer 
chains get disentangled and align along the carbon nanotubes to cover the nanotube surface 
(wrapping). This is a general observation for all investigated polymers; however, the effect 
is most pronounced for PmPV, which combines certain flexibility in the backbone structure, 
flexible side chains, and strong interaction with the nanotube surface. 
6.2 Future work 
All the effort in this thesis is a part of systematic study on carbon nanotube-reinforced polymer 
composites. This is clearly not the end of the subject, and more experimental work is needed 
to validate the results from computer simulations. It also would be interesting to investigate the 
following areas with computer simulation: 
6.2.1 Computer simulation of full-size defected carbon nanotubes 
The carbon nanotubes we used in our study are very short (only 100 or 200 A). Real carbon 
nanotubes can be 1000 times longer than this. Although we use extreme order statistics to 
extend the fracture strength distribution of defected carbon nanotubes from a small scale of 0.1 
im to a scale of 10 turn, some specific phenomena can not be observed. For example, "wire-
like buckling", only happens to carbon nanotubes of large aspect ratio. For such purpose, it is 
necessary to study full-size carbon nanotubes, however, it is difficult to simulate long nanotubes 
since they may contain more than 100,000 atoms. 
Continuum models have already been proposed to speed up such simulations. Continuum mod- 
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els of carbon nanotubes incorporate interaction potentials into continuum constitutive laws by 
homogenization through the Cauchy-Born rule and can reproduce the corresponding atornistic 
models with reasonable accuracy for smooth deformations. But most studies with these models 
are focused on mechanical properties of perfect nanotubes and the influence of defects is not 
considered. Continuum modes themselves are usually unable to deal with atomic defects. One 
possible way is to use molecular mechanics to investigate the defects of a nanotube, while con-
tinuum models are used for the remaining defect free parts, and with a multiscale method the 
two different methods are incorporated into one simulation. An effective multiscale method for 
linking atomistic scale and continuum elements would be the major issue in such a study. 
6.2.2 Computer simulation of carbon nanotubes dispersion 
Our study indicates that some polymers have strong attractive interaction with well-separated 
carbon nanotubes. However, the interaction between carbon nanotubes and polymers might not 
be strong enough to prevent carbon nanotubes from aggregating. The aggregation of carbon 
nanotubes will greatly damage their reinforcing ability in polymer composites. To functionalize 
carbon nanotubes chemically may improve their interaction strength with polymers but, as we 
indicated before, the defects introduced will greatly decrease the strength of the nanotubes, 
and, as a result, the composites can not be reinforced as well as we expected. Simulations of 
large nanotube-polymer aggregates would involve numerous molecules and may be problematic 
because of computational cost. 
Since the focus of a study of nanotube reinforced polymers is not on local interaction between a 
nanotube and a matrix material, but on the effect of the global arrangement of the nanotubes in 
the polymer matrix, finite element simulation might play an important role in finding strategies 
for improving the dispersion of nanotubes into polymer matrices, and requisite constitutive 
properties describing the nanotubes can be derived from molecular simulations. Nanotubes can 
be presented with volume elements including the effects of the surrounding matrix material. In 
this study interfaces between the nanotubes and matrices might pose serious challenges to this 
method because at the nanoscale or microscale, the interface is not a continuous surface. Thus, 
simulation results near the interfaces should be interpreted carefully. 
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Ensembles and ensemble averages in 
MD simulations 
A.1 Ensembles 
An ensemble is a collection of systems which have different microscopic states but represent an 
identical macroscopic or thermodynamic state. There exist different ensembles with different 
characteristics. 
Microcanonical ensemble (NVE): The thermodynamic state characterized by a fixed 
number of atoms, N, a fixed volume, V, and a fixed energy, E. This corresponds to an 
ensemble of isolated systems. 
Canonical Ensemble (NVT): This is a collection of all systems whose thermodynamic 
state is characterized by a fixed number of atoms, N, fixed volume, V, and fixed temper-
ature, T. 
Isobaric-Isothermal Ensemble (NPT): This ensemble is characterized by a fixed number 
of atoms, N, a fixed pressure, P, and a fixed temperature, T. 
Grand canonical Ensemble (iVT): The thermodynamic state for this ensemble is char-
acterized by a fixed chemical potential, , a fixed volume, V, and fixed temperature, 
T. 
The study of molecular properties as a function of temperature and pressure, rather than volume 
and energy, is of general importance. Thus, microcanonical ensembles are inappropriate for 
simulating certain systems which require constant pressure and/or temperature conditions and 
allow the energy and volume to fluctuate. In such cases, canonical ensembles (NVT), isobaric-
isothermal ensembles (NPT) and grand canonical ensembles may be more appropriate. 
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A.2 Ensemble averages in MD simulations 
In statistical mechanics, average values are defined as ensemble averages. The ensemble aver-
age is given by 
(A)enSrnbie = if d P  N drN A 	rN) P (N rN) 	 (Al) 
where A (N N) is the observable of interest and it is expressed as a function of the momenta, 
p, and the positions, r, of the system. The integration is over all possible variable of 'r and p. 
The probability density of the ensemble is given by 
(N rN) = exp [—H (RN, rN) /kBT] 	 (A.2) 
where H is the Hamiltonian, T is the temperature, kB is Boltzmann's constant and 9 is the 
partition function 
9 = jj' (I,)NdrNexp  [—H (N 1N) /kBT] 	 (A.3) 
This integral is generally extremely difficult to calculate because one must evaluate all possi-
ble states of the system. In a molecular dynamics simulation, the points in the ensemble are 
calculated sequentially in time, so to calculate an ensemble average, the molecular dynamics 
simulations must pass through all possible states corresponding to the particular thermodynamic 
constraints. 




<A >tim 	urn 
- f A (pN(t), rN (t)) dt 	A (N rN) 	(A.4) 7-00  T t=1 
where -F is the simulation time, M is the number of time steps in the simulation and A (EN, rN) 
is the instantaneous value of A. 
The dilemma appears to be that one can calculate time averages by molecular dynamics simu-
lation, but the experimental observables are assumed to be ensemble averages. Resolving this 
leads us to one of the most fundamental axioms of statistical mechanics, the ergodic hypothesis, 
which states that the time average equals the ensemble average. 
< A >cnsemble< A >tirne 	 (A.5) 
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The basic idea is that if one allows the system to evolve in time indefinitely, that the system will 
eventually pass through all possible states. One goal, therefore, of a molecular dynamics simu-
lation is to generate enough representative conformations such that this equality is satisfied. If 
this is the case, experimentally relevant information concerning structural, dynamic and ther-
modynamic properties may then be calculated using a feasible amount of computer resources. 
Because the simulations are of fixed duration, one must be certain to sample a sufficient amount 
of phase space. For example, average potential energy 
where M is the number of configurations in the molecular dynamics trajectory and V is the 
potential energy of each configuration. 
A molecular dynamics simulation must be sufficiently long so that enough representative 
conformations have been sampled. 
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Thermostat algorithms of molecular 
dynamics 
A modification of the Newtonian MD scheme with the purpose of generating a thermodynami-
cal ensemble at constant temperature is called a thermostat algorithm. The use of a thermostat 
algorithm requires the definition of an instantaneous temperature. This temperature will be 
compared to the reference temperature To of the heat bath to which the system is coupled. 
B.1 Andersen thermostat 
The Andersen thermostat [54], also known as stochastic collision method, is able to generate 
a rigorous canonical ensemble. In this method, a particle is randomly chosen at intervals and 
its velocity is reassigned by random selection from the Maxwell-Boltzmann distribution. This 
is equivalent to the system being in a contact with a heat bath that randomly emits "thermal 
particles" which collide with the system and so the overall effect is equivalent to a series of 
microcanonical simulations, each performed at a slightly different energy. The distribution 
of the energies of these "mini microcanonical" simulations will be a Gaussian function. By 
calculating the energy change due to a collision, Andersen showed that the mean rate (v) at 
which each particle should suffer a stochastic collision is given by: 
2w 
v = 2kBp'/3N 2/3 
 
where a is a dimensionless constant, ic is the thermal conductivity,N is the number of the 
particles and p is the number density of the particles. If the thermal conductivity is not known 
then a suitable value of v can be obtained from the intermolecular collision frequency v: 
I-Ic 
I_i = 
N 2!3  
(B.2) 
If the collision rate is too low then the system does not sample from a canonical distribution of 
energies. If it is too high then the temperature control algorithm dominates and the system does 
Thermostat algorithms of molecular dynamics 
not show the expected fluctuations in kinetic energy. 
B.2 Berendsen thermostat 
The Berendsen thermostat [54] is a simple and popular method to control system temperature. 
In this method, the system is coupled to an external heat bath that is fixed at the desired tem-
perature. The bath acts as a source of thermal energy, supplying or removing heat from the 
system as appropriate. The velocities are scaled at each step, such that the rate of change of 
temperature is proportional to the difference in temperature between the bath and the system: 
dT(t) - 	
- T(t)] 	 (13.3) 
dt 	'7- 
'i- is a coupling parameter whose magnitude determines how tightly the bath and the system are 
coupled. This method gives an exponential decay of the system towards the desired tempera-
ture. The change in temperature between successive time steps is 
- 	 (B.4) 
T 
The scaling factor for the velocities is thus: 
8t A2_1+_I [Tbatli  _1] 	 (B.5) 
y [T(t) 
If 'r is large, then the coupling coupling will be weak. If 'r is small, the coupling will be strong 
and when the coupling parameter equals the time step (T = 5t) then the algorithm is equivalent 
to a simple velocity scaling method. 
B.3 	Nose-hoover thermostat 
The Nose-Hoover thermostat [66] introduces an additional degree of freedom into the system's 
Hamiltonian, for which equation of motion can be derived. These equations for the additional 
degrees of freedom are integrated together with "usual" equations for spatial coordinates and 
momenta to reduce the effect of an external system. Two sets of variables p, qj and 7t, pi are 
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where is the virtual time, t is the real time and s is the resulting scaling factor, which also 
treated as a dynamical variable. The transformation from the virtual variables ir, pi to the real 
ones p, q j is performed according to: 
pi = 7r j; q j = pi 	 (B.7) 
The introduction of the effective mass M connects also a momentum to the additional degree 
of freedom 7r, The resulting Hamiltonian, expressed in terms of the virtual coordinates can be 
written as: 
N 2 	 2 
H* =-+U(p1p2,...,piv)+-+gkbTln(s) 	 (B.8) 
where g = 3N + 1 is the number degrees of freedom of the extended system(N particles +1 
the new degree of freedom). It was shown, that this Hamiltonian H*  leads to a density of 
probability in phase space, corresponding to the canonical ensemble. 
The equations of motion obtained from the Hamiltonian are: 
dp - DH*  - 7r 
-' dT 07Vj ms2  
(B. 10) 
dT 	0 Ai 	Dpi 





N H* gkT  
- - 






Then we obtain 
(B.13) 
dt m 
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='; 	 (B.15) at 
d( 	 p2 
dt=ii ( 	
.._ - kbT) ;pHI 	 (B16) 
These equations describe the Nose-Hoover thermostat. The parameter M is a thermal inertia 
parameter, which determines rate of the heat transfer. The value of this parameter must be 
set carefully, because if it is chosen to be too small the phase space of the system will not be 
canonical, and it is chosen to be too large the temperature control will not be efficient. 
Appendix C 
Molecular simulation packages 
In our simulation, we mainly use TINKER with MM3 force field and Brenner's code with 
REBO potential (Brenner's potential) to implement our simulations. The official home page 
for the TINKER code is located at http: //dasher. wustl . edu/tinker/,  and there is 
also a detailed guide on how to use it. For Brenner's code, the source code can be obtained 
from the website: 
http: //www. bayesianinvestor. com/brenner/ but there is no formal documenta-
tion. However, useful information about the code can be obtained from the website: 
http: / /www. eng. fsu. edu/dommelen/research/nano/brenner/ index, htmlt 
TINKER was developed by the Department of Biochemistry and Molecular Biophysics, Wash-
ington University, School of Medicine. Like other open source codes, it is free and the user has 
access to its source code, which makes it a desirable tool for research. TINKER is designed 
to be an easily used and flexible system of programs and routines for molecular mechanics 
and dynamics as well as other energy-based and structural manipulation calculations. Rather 
than incorporating all the functionality in one monolithic program, TINKER provides a set of 
relatively small programs that interoperate to perform complex computations. 
C.1 The TINKER simulation package 
Totally, there are more than 50 programs in TINKER packages. We will talk about several 
programs frequently used in our simulations. 
analyze 
This program provides information about a specific molecular structure (.xyz file). The 
user also supplies the type of analysis. Optional outputs including: (1) total potential 
All the information is correct as of September 2005 
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energy of the system, (2) breakdown of the energy by potential function type or over in-
dividual atoms, (3) computation of the total dipole moment and its components, moments 
of inertia and radius of gyration, (4) listing of the parameters used to compute selected 
interaction energies, (5) energies associated with specified individual interactions. 
dynamic 
This program performs a MD computation. It starts either from a specified input molecu-
lar structure (.xyz file) or from a structure-velocity-acceleration set saved from a previous 
dynamics trajectory (.dyn file). MD trajectories are propagated using either a modified 
Beeman or a velocity Verlet integration method. Coordinate sets of molecular system 
along the trajectory can be saved as sequentially numbered cycle files or directly to a 
TINKER archive (.arc file). 
minimize 
This program performs a minimization of an input structure over Cartesian coordinates. 
The user supplies coordinates of molecular system (.xyz file) and a target rms gradient 
value at which the minimization will terminate. Output consists of minimization statistics 
written to the screen or redirected to an output file, and the new coordinates written to 
updated structure files (.xyz files) or to cycle files. 
xyzedit 
This program performs a variety of manipulations on an input structure (.xyz file). It has 
a lot of interactively selectable options including deleting or inserting atoms, append-
ing another .xyz file to current one, and assigning connectivities based on distance, etc. 
Multiply options can be applied sequentially to an input file. At the end of the editing 
process, a new version of the original coordinate set (.xyz file) is written as output. 
The most important file in TINKER is the keyword parameter file, which always has the ex-
tension ".key". It contains values for any of a wide variety of switches and parameters that are 
used to change the course of the computation from the default. All programs of TINKER look 
first for a key file, and in the absence of a key file will query the user for needed information. 
The keywords in a key file can reset a wide variety of algorithmic and procedural options. Some 
options are often used in simulations: 
cutoff 
This keyword sets the cutoff distance value for all nonbonded potential energy interac- 
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tions. The energy for any of the nonbonded potentials of a pair of sites beyond the cutoff 
distance will be set to zero. 
group 
This keyword defines an atom group as a substructure within a molecular structure. To-
gether with keywords group-inter or group-intra, it can only calculate inter-group or 
intra-group interactions. For example, if we calculate the interaction between a carbon 
nanotube and a polymer, we can use the keyword group to define two groups, one for the 
carbon nanotube, another for the polymer, and together with keyword group-inter. With 
these contents in keyword file we can use program analyze to calculate the total potential 
energy of the carbon nanotube and the polymer, which actually is the interaction energy 
between the carbon nanotube and the polymer. 
inactive 
This keyword sets the list of inactive atoms during a TINKER computation. Individual 
potential energy terms are not computed when all atoms involved in the term are inactive. 
The Cartesian coordinates of inactive atoms are not allowed to change. 
parameters 
This keyword provides the name of the force field parameter file to be used for a TINKER 
calculation. For example, if MM3 force field is used, we should set the parameter value 
to "mm3". 
restrain-position 
This keyword provides the ability to restrain an individual atom to a specified coordinate 
position with a harmonic restraint force. 
thermostat 
This keyword selects a thermostat algorithm for use during molecular dynamics. Three 
modifier are available corresponding to Berendsen bath coupling, Andersen stochastic 
collision, and Nose-Hoover extended dynamics methods. 
The detailed usages of these program and keywords are included in the user's guide of TIN-
KER:http://dasher.wustl.edu/tinker/guide.html  
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C.2 Brenner's code 
Brenner's code is developed by D.W. Brenner, J.A. Harrison S.B. Sinnott and 0. Shenderova [61]. 
It includes a suite of molecular dynamics and interatomic force routines. The user supplies two 
files with this computation program. The first is the structure file (coord.d) and the second a 
parameter file (input.d). The structure file gives the coordinates of the atoms, and the parame-
ter file specifies the parameters controlling computation. The parameter file reads as follows: 
1000 1 6 1 / # steps, # steps between data, thermostat, xmol writes 	—first line 
0.6955 0.500 0.0 / Random # seed, neighbor list, ternperature(K) 	- second line 
1 / =1 REBO (C,H,Si,Ge), =2 tight-binding for C 	 - third line 
6 12.0 51.2 2.28 / carbon Lennard-Jones parameters 	 —fourth line 
11.08.62.81 / hydrogen 
-14 28.0 51.2 2.28 / silicon = carbon 
-10 20.0 47.0 2.72 / Neon 
-18 40.0 119.83.41/Argon 
-36 131.0 164.0 3.83 / Krypton 
In every line, the contents after "/" are ignored by the program, and have nothing to do with the 
computation. 
In first line of the parameter file, the first parameter is the total number of time steps to take, 
the second parameter specifies the number of steps to take before doing basic output, and the 
third parameter is used to chose the thermostat algorithm, which we set to 6 since we only use 
molecular mechanics to minimize the energy of a system. In this case of energy minimization, 
the first two parameters in the first line don't have any influence on the computation. 
In the second line, the first parameter is the random seed for the random number generator in 
the program, the second is the allowed maximum displacement of the atoms before we rebuild 
the neighborhood list of all atoms (neighborhood list is used to speed-up the calculation of 
interactions of the atoms). The third parameter is the temperature in Kelvin, at which the user 
implements molecular dynamics simulation. 
In the third line, there is selection of potential: set to 1 for REBO (Brenner's potential); set to 2 
for tight-binding. 
103 
Molecular simulation packages 
The rest of the parameter file specifies atom number (type), atom mass, and two parameters for 
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