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Abstract
We present the Le´vy’s distributional property for symmetric Le´vy processes
with triplet (σ 6= 0, γ, ν) or (0, 0, ν) (see (2.1)) where ν is a symmetric measure
on R\{0}. This generalizes the classical Le´vy’s theorem about Brownian motion
with drift.
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1. Introduction
Throughout this paper, Bt is the standard Brownian motion (Bt = 0,
E(Bt) = 0 and EB
2
t = t). A classic Le´vy’s theorem states that
law(Bt − inf
0≤s≤t
Bs,− inf
0≤s≤t
Bs) = law(|Bt|, L(Bt))
under some probability measure P . Here L(Bt) is the local time of Brownian
motion at 0. This theorem is generalized into the case of Brownian motion with
drift starting at 0 by Graversen and Shiryaev ([2]) and the case of Brownian
motion with drift starting at x ∈ R+ by Peskir ([5]).
The main purpose of this paper is to prove the corresponding Le´vy’s distri-
bution theorem for symmetric Le´vy processes.
First we unify the existing results with an identity. Suppose Xt is a semi-
martingale with X0 = x. Define Ax(Xt) as
|Xt − x| =
∫ t
0+
sgn(Xs− − x)dXs +Ax(Xt) (1.1)
where sgn(x) is the left derivative of |x|, that is sgn(x) = 1 if x > 0 and
sgn(x) = −1 if x ≤ 0(cf. Theorem 66 of Chapter IV in [6]). Here Xs− is
lim
t→s−
Xt. Suppose X
λ
t is the strong unique solution of the stochastic differential
equation
dX
γ
t = γsgn(X
γ
s− − x)dt+ dBt, X
γ
0 = x;
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Let m(Xt) be infs≤t(Xt − x) ∧ 0). Consider the following identity
law(Xt −m(Xt),−m(Xt)) = law(x+ |X
γ
t − x|, Ax(X
γ
t )) (1.2)
With the viewpoint of (1.2), Graversen and Shiryaev derived (1.2) when Xt is
the Weiner process starting at 0. Peskir ([5]) obtained (1.2) with Xt as the
Wiener process originating at x > 0. Earlier in 1983, Simons ([8]) also proved
an identity similar as (1.2) when Xt is a symmetric random walk. Therefore it
is natural to ask: (a) Is (1) true only when Xt is a Weiner process? (b) If not
what’s the role of symmetric property for Le´vy processes to obtain (1.2)? These
questions are positively answered for symmetric Le´vy processes.
The paper is organized as follows. In the next section we state the main
result of this paper. Some preliminary results are also discussed. In section
3 we prove the main result in the case of symmetric Levy processes without
a drift. In the last section the case of symmetric Le´vy processes with drift is
considered with the help of Girsanov’s theorem.
2. The Main Result
In this section some preliminary concepts are discussed. The main result of
this paper is also formulated.
Let (Ω,F , {Ft}t≥0, P ) be a complete filtered probability space. Denote
(C[0,∞),B) as the canonical space of functions right continuous, left limits and
its Borel σ−algebra. Assume Xt is the stochastic process adapted to {Ft}t≥0.
Then law(Xt|P ) is the distribution(law) on (C[0,∞),B) induced by (Xt, P ).
Suppose Q is another probability on (Ω,F) and Yt is another stochastic process
adapted to {Ft}t≥0. It is said that law(Xt|P ) = law(Yt|Q) if (Xt, P ) and (Yt, Q)
induce the same distribution on (C[0,∞),B).
Definition 2.1. Let Xt be a Levy process with triplet (σ, γ, ν) where σ is the
diffusion, γ is the drift and ν is the Levy measure. In terms of Ito’s decompo-
sition(cf. theorem 19.2 of Chapter 4 in [7]), a Le´vy process Xt can be written
as
Xt = x+ σBt + γt+Nt X0 = x (2.1)
Here Bt is a standard Brownian motion and Nt is a pure jump Levy process
with triplet (0, 0, ν) given as
Nt =
∑
s≤t
(Xs −Xs−)− t
∫
|y|≤1
yν(dy)) N0 = 0 (2.2)
(cf (33.5) of Chapter 6 in [7]). Recall that a semimartinagle Yt is pure jump
if [Y, Y ]ct = 0. In (2.1) Nt is said to the jump part of Xt, σBt + γt is the
continuous part of Xt, written as X
c
t .
Definition 2.2. Let Xt be a Le´vy process with generating triplet (σ, γ, ν). If
γ = 0, Xt is said to be without drift. If the Le´vy measure ν is symmetric then
Xt is said to be symmetric. A measure ν is symmetric if ν(dy) = ν(−dy).
2
Moreover it is easy to see that
Lemma 2.1. With the notation in (2.1), a Le´vy process Xt is symmetric if and
only if law(Nt|P ) = law(−Nt|P ). A symmetric measure Xt is without drift if
and only if law(Xt − x|P ) = law(x−Xt|P ).
We denote Xγt as the solution of the stochastic differential equation
dX
γ
t = γsgn(X
γ
s− − x)dt + σdBt + dNt X
γ
0 = x (2.3)
The main result of this paper is formulated as follows.
Theorem 2.2. If Xt is a symmetric Le´vy process with triplet (σ, 0, ν) under
measure P , then
law{(Xt −m(Xt),−m(Xt))|P} = law{(x+ |Xt − x|, Ax(Xt))|P} (2.4)
If Xt be a symmetric Le´vy process with triplet (σ 6= 0, γ 6= 0, ν). Then
law{(Xt −m(Xt),−m(Xt))|P} = law{(x+ |X
γ
t − x|, Ax(X
γ
t ))|P} (2.5)
X
γ
t is from (2.3), Ax is from (1.1). X0 = x and m(Xt) denotes inf
s≤t
{(Xt−x)∧0}
(2.4) is the Le´vy’s theorem about symmetric Le´vy process without drift.
(2.5) is the Le´vy’s theorem about symmetric Le´vy process with drift. The former
is proved in section 3, and the latter is proved in section 4. The following lemma
discusses the independence of two Le´vy processes.
Lemma 2.3. On a fixed filtered probability space, a Wiener process Xt and a
pure jump Levy process Nt are independent.
Proof. Since Wt is continuous and Nt is pure jump, [Wt, Nt] = 0 (cf. Theorem
28, Chapter II in [6]). This lemma follows from Theorem 43, Chapter XI in
([3]). It says that two Le´vy processes Xt and Yt are independent if and only if
[Xt, Yt] = 0.
3. The case without drift
In this section, we consider the case that Xt is a symmetric Le´vy process
without drift under measure P .
Lemma 3.1. Assume Xt is a symmetric Le´vy process without drift. X0 = x.
Then
law(x+
∫ t
0+
sgn(Xs− − x)dXs|P ) = law(Xt|P ) (3.1)
Proof. Since dXt = d(Xt − x), without loss of generality we can assume that
x = 0. From lemma 2.1 we have law(Xt|P ) = law(−Xt|P ). Recall that
sgn(x) =
{
1 x > 0
− 1 x ≤ 0
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The reason we use this definition is that (1.1) requires the left derivative of |x|.
Let 1{A} be the indicator function of a set A. Then for a.e ω ∈ Ω
1{sgn(Xs−)=1}(ω) + 1{(sgn(Xs−)=1}(ω) = 1 (3.2)
For given interval (a, b], {σn}n≥1 are a family of partition a = t1 < t2 · · · <
tn+1 = b satisfying lim
n→∞
max
k
|tk+1 − tk| = 0. According to the definition of
stochastic integral for semimartingale (cf. section 2, Chapter II in [6]),∫ b
a+
sgn(Xs−)dXs = lim
n→∞
n∑
k=1
sgn(Xtk−)(Xtk+1 −Xtk) (3.3)
The limit is taken in probability. Therefore for any u ∈ R
E{exp(iu
∫ b
a+
sgn(Xs−)dXs)} = lim
n→∞
E{exp
(
iu(
n∑
k=1
sgn(Xtk−)(Xtk+1 −Xtk))
)
}
Recall that Xt is a Le´vy process adapted to {Ft}. Then by the strong Markov
property
E{exp
(
iu(
n∑
k=1
sgn(Xtk−)(Xtk+1 −Xtk))
)
}
= E{exp
(
iu(
n−1∑
k=1
sgn(Xtk−)(Xtk+1 −Xtk))
)
E
(
exp(iu(sgn(Xtn−)(Xtn+1 −Xtn)))|Ftn
)
}
= E{exp(iu(
n−1∑
k=1
sgn(Xtk−)(Xtk+1 −Xtk)))}E{exp(iu(Xtn+1 −Xtn))}
Here the last identity is because of lemma 2.1 and (3.2). In fact
E{exp(iusgn(Xtn−)(Xtn+1 −Xtn))|Ftn}
= E{exp(iuy(Xtn+1 −Xtn))}|{y=sgn(Xtn−)}
= E{exp(iu(Xtn+1 −Xtn))}1{sgn(Xs−)=1}
+ E{exp(−iu(Xtn+1 −Xtn))}1{sgn(Xs−)=−1}
= E{exp(iu(Xtn+1 −Xtn))}
(3.4)
This is the most important place we use the property of symmetric Le´vy process.
By induction on n,
E{exp(iu(
n∑
k=1
sgn(Xtk−)(Xtk+1 −Xtk)))} =
n∏
k=1
E{exp(iu((Xtk+1 −Xtk)))
= E{exp(iu(Xb −Xa))}
Summarizing the above computations,
E{exp(iu
∫ b
a+
sgn(Xs−)dXs)} = E{exp(iu(Xb −Xa))}
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Recall that X0 = 0. This is enough to show that
∫ t
0+
sgn(Xs−)dXs is a Le´vy
process and has the same law as Xt. We complete the proof.
Recall the definition of Ax(Xt) in (1.1) (cf. section 7, chapter IV in ([6]).
Let Lx(Xt) be the local time of semimartingale Xt at x. Then
Ax(Xt) = Lx(Xt) +
∑
s≤t
(|Xs − x| − |Xs− − x| − sgn(Xs− − x)∆Xs). (3.5)
Here ∆Xs = Xs −Xs−. All properties of Ax(Xt) are collected as follows.
Lemma 3.2. For a semimartingale Xt, Ax(Xt) is adapted, increasing and sat-
isfies ∫ ∞
0+
1{|Xs−x|6=0}dAx(Xs) = 0 a.s ω (3.6)
Moreover, Ax(X0) = 0.
Proof. Ax(Xt) is increasing and adapted according to theorem 66, chapter IV
in ([6]). By theorem 69, chapter IV in ([6]), dLx(Xt) is supported on {Xt =
Xt− = x}. Since Xt is ca´dlag(right continuous and left limit), for a.s ω,
a) Xs = Xs− except a countable set in [0,∞).
b)
∑
s≤t
(|Xs − x| − |Xs− − x| − sgn(Xs−− x)∆Xs) = 0 except a countable set in
[0,∞).
With those facts, (3.5) implies that dAx(Xs) is also supported on {Xs = x}.
Next we describe the ca´dlag version of the deterministic Skorohod problem.
Definition 3.1. (Deterministic Skorohod Problem) Fix x ∈ R. For a given
ca´dla´g function x(t) : [0,∞) → R with x(0) ≥ x. There are to find ca´dla´g
functions z(t) and y(t)) such that
(i) z(t) ≥ x for all t ≥ 0;
(ii) y(t) is an increasing function with y(0) = 0 and
∞∫
0
1{z(s) 6=x}dys = 0
(iii) It holds that z(t) = x(t) + y(t) for all t ≥ 0.
The solution is the following lemma.
Lemma 3.3. For every ca´dla´g function x(t) such that x(0) ≥ x, there is a
unique pair (y(t), z(t)) to solve the deterministic Skorohod problem where
y(t) = − inf
s≤t
{(x(t)− x) ∧ 0} z(t) = x(t)− inf
s≤t
{(x(t) − x) ∧ 0} (3.7)
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In the lemma 1 of ([1]) the above lemma was proved only in the case of
x = 0(cf. [9] Lemma 20), the general case is easily obtained just by setting
x¯(t) = x(t) − x. Now we are ready to prove theorem 2.2 in the case of a
symmetric Le´vy process Xt without drift.
Lemma 3.4. Let Xt be a Le´vy process without drift and X0 = x. m(Xt) denotes
inf
s≤t
{(Xs − x) ∧ 0}. Then
law{(Xt −m(Xt),−m(Xt))|P} = law{(x+ |Xt − x|, Ax(Xt))|P} (3.8)
Here Ax(Xt) is from (1.1).
Proof. By the Ito’s formula for convex function,
x+ |Xt − x| = x+
∫ ∞
0+
sgn(Xs− − x)dXs +Ax(Xt)
Lemma 3.1 guarantees that
law{x+
∫ ∞
0+
sgn(Xs− − x)dXs|P} = law(Xt|P )
Our lemma follows from the uniqueness of the deterministic Skorohod problem
(cf. lemma 3.3)
4. The case with drift
In this section we show the drift case (3.4) in theorem 2.2. Throughout
this section assume Xt is a symmetric Le´vy process with generating triplet
(σ 6= 0, γ 6= 0, ν) under measure P . With the notation in (2.1), Xt is the
solution of the stochastic differential equation:
dXt = γdt+ σdBt + dNt, X0 = x (4.1)
Let X0t be the solution of the stochastic differential equation:
dX0t = σdBt + dNt, X
0
0 = x (4.2)
And Xγt is the solution of the stochastic differential equation
dX
γ
t = γsgn(X
γ
t− − x)dt+ σdBt + dNt, X
γ
0 = x (4.3)
Here Bt is a standard Le´vy process and ν is a symmetric Le´vy measure, Nt is a
quadratic pure jump Le´vy with triplet (0, 0, ν) and sgn(x) is the left derivative
of |x|.
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4.1. Measure Transformation
For any fixed T > 0, we define two new probability measures on (Ω, {Ft}t≤T )
as follows. Let λ be σ−1γ.
dQ = e−λBT−
λ2
2
TdP
dQγ = e−λ
∫
T
0+
sgn(Xγ
s−
−x)dBs−
λ2
2
T dP
According to Girsanov’s theorem (cf. theorem 8.6.3 of Chapter 8 in [4]), e−λBT−
λ2
2
T
and e−λ
∫
T
0+
sgn(Xγ
s−
−x)dBs−
λ2
2
T are both martingales on (Ω,F , {Ft}t≤T , P ). More-
over,
law(σBt|P ) = law(γt+ σBt|Q) = law{γ
∫ T
0+
sgn(Xγs− − x)dt+ σBt|Q
γ} (4.4)
Now we are going to use the following notation. EP , P -martingale and P -
independent are the expectation, the martingale and the independence with
respect to measure P respectively. First we observe that
Lemma 4.1.
law(Xt|Q) = law(X
γ
t |Q
γ) = law(X0t |P ) (4.5)
Proof. Since Xt is a Le´vy process under measure P , Nt and −λBt −
λ2
2 t are
P -independent. For any Borel set A and t < T
Q(Nt ∈ A) =
∫
Ω
1{Nt∈A}e
−λBt−
λ2
2
tdP
= EP (e
−λBt−
λ2
2
t)P (Nt ∈ A) = P (Nt ∈ A)
(4.6)
Here EP (e
−λBt−
λ2
2
t) = 1 since e−λBt−
λ2
2
t is a P -martingale. Therefore the
distribution of (Nt, Q) is infinitely divisible and equal to that of (Nt, P ). Due
to the one-to-one correspondence between infinitely divisible distribution and
Le´vy process(cf. theorem 7.10 of chapter 2 in [7]), we find that
law(Nt|Q) = law(Nt|P ) (4.7)
According to (4.4) and lemma 2.3, Nt and γt+ σBt are Q-independent. This,
together with (4.7) and (4.4), implies that
law(Xt|Q) = law(X
0
t |P ) (4.8)
Now let’s consider Xγt .
Let Zt be
∫ t
0+
sgn(Xs− − a)dBs for a while. It’s easy to check that
[Z,Z]t =
∫ t
0+
d[Bs, Bs] = t
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Since Zt is also a continuous martingale, the Le´vy characterization of Brownian
motion indicates that
law(
∫ t
0+
sgn(Xs− − x)dBs|P ) = law(Bt|P ) (4.9)
From lemma 2.3, Nt and
∫ t
0+
sgn(Xs− − x)dBs are P -independent. For any
Borel set A and t ≤ T ,
Qγ(Nt ∈ A) =
∫
Ω
1{Nt∈A}e
−λ
∫
t
0+
sgn(X0s−−x)dBs−
λ2
2
tdP
= EP (e
−λ
∫
t
0+
sgn(X0s−−x)dBs−
λ2
2
t)P (Nt ∈ A)
= P (Nt ∈ A)
(4.10)
The last identity is because that e−λ
∫
t
0+
sgn(X0s−−x)dBs−
λ2
2
t is a P -martingale.
Similar as the derivation of law(Nt|Q) it is easy to see that
law(Nt|Q
γ) = law(Nt|P ) (4.11)
Then Nt is a quadratic pure jump Le´vy process under measure Q
λ. According
to lemma 2.3 and (4.4), Nt and γ
∫ t
0+ sgn(X
γ
s−−x)ds+σBt are Q
γ-independent.
With (4.11) and (4.4), this leads to
law(Xγt |Q
γ) = law(X0t |P )
We accomplish the proof.
4.2. The Proof of Main Theorem 2.2
Now we are ready to finish the proof of main theorem 2.2.
Proof. Suppose G(x, y) is any given measurable function on R2. For any process
Yt with Y0 = x, m(Yt) denote infs≤t{(Yt − x) ∧ 0}. Let Y
c be the continuous
part of Yt.
Now assume that Xt is a Le´vy process with generating triplet (σ 6= 0, γ 6=
0, ν), X0 = x. X
0
t and X
γ
t follow the definitions in (4.2) and (4.3). Recall that
λ is σ−1γ. On one hand
EP {G(Xt −mt(Xt),−m(Xt))} = EQ{e
λBt+
λ2
2
tG(Xt −mt(Xt),−m(Xt)}
For Xt its continuous part X
c
t is σBt + γt. By λBt +
λ2
2 t = λσ
−1Xt −
λ2
2 t and
(4.1) we find that
EP {G(Xt −m(Xt),−m(Xt))} = EQ{e
λσ−1Xct−
λ2
2
tG(Xt −m(Xt),−m(Xt))}
= EP {e
λσ−1(X0t )
c−λ
2
2
tG(X0t −m(X
0
t ),−m(X
0
t ))}
= EP {e
λ Bt−
λ2
2
tG(X0t −m(X
0
t ),−m(X
0
t ))}
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Here the second equality is from that law(Xt|Q) = law(X
0
t |P ) and the last
equality is from that the continuous part X0t is σBt. Compare the following two
identities.
X0t −m(X
0
t ) = σBt +Nt + (−m(X
0
t ))
x+ |X0t − x| = x+ σ
∫ t
0+
sgn(X0s−)dBs +
∫ t
0+
sgn(X0s−)dNs +Ax(X
0
t )
Notice that law(σBt|P ) = law(σ
∫ t
0+ sgn(X
0
s−)dBs|P ). Since X
0
t is a symmetric
Le´vy process without drift, lemma 3.1, lemma 3.3 and (4.9) imply that
EP {G(Xt −m(Xt),−m(Xt))}
= EP {e
λσ−1(|X0t−x|−Ax(X
0
t )−
∫
t
0+
sgn(X0s−−a)dNs)−
λ2
2
tG(x + |X0t − x|, Ax(X
0
t ))}
(4.12)
On the other hand
EP {G(x+ |X
γ
t − x|, Ax(X
γ
t )}
= EQγ{e
λ
∫
t
0+
sgn(Xγ
s−
−x)dBs+
λ2
2
tG(x + |Xγt − x|, Ax(X
γ
t )}
For Xγt , its continuous part (X
γ
t )
c is γ
∫ t
0+ sgn(X
γ
s− − x)ds+ σBt. Hence
λ
∫ t
0+
sgn(Xγs− − x)dBs +
λ2
2
t = λσ−1
∫ t
0+
sgn(Xγs− − x)d(X
γ
s )
c −
λ2
2
t
We obtain
EP {G(x+ |X
γ
t − x|, Ax(X
γ
t )}
= EQγ{e
λσ−1
∫
t
0+
sgn(Xγ
s−
−x)(Xγt )
c−λ
2
2
tG(x+ |Xγt − x|, Ax(X
γ
t )}
= EP {e
λ
∫
t
0+
sgn(X0s−−x)dBs−
λ2
2
tG(x + |X0t − x|, Ax(X
0
t ))}
Here the last equality from law(Xγt |Q
γ) = law(X0t |P ) and the continuous part
X0t is σBt. By (1.1) and lemma 3.3, we observe that
EP {G(x+ |X
γ
t − x|, Ax(X
γ
t )}
= EP {e
λσ−1(|X0t−x|−Ax(X
0
t )−
∫
t
0+
sgn(X0s−−x)dNs)−
λ2
2
tG(x + |X0t − x|, Ax(X
0
t )}
(4.13)
Combining (4.12) and (4.13) we obtain (2.5). Since lemma 3.4 proves (2.4), we
completes the proof of theorem 2.2.
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