We analyze the ex-post variation of equity prices in the frequency domain. A realized periodogram-based estimator is proposed, which consistently estimates the quadratic variation of the log equilibrium price process. For prices which are contaminated by market microstructure noise, the proposed estimator behaves like a filter: it removes the noise by filtering out high frequency periodograms. In other words, the proposed estimator converts high frequency data into low frequency periodograms. We show, through a simulation study and an application to the General Electric transaction prices, that the proposed estimator is insensitive to the choice of sampling frequency and it is competitive with other existing volatility measures.
INTRODUCTION
Suppose that X(t) is the log equilibrium price of an equity at time t and it follows a continuous-time semimartingale. Denote by [X, X](T ) its quadratic variation (henceforth denoted by QV ) over a fixed interval of time [0, T ]. It follows from probability theory that a sum of squared increments over fine intervals consistently estimates [X, X](T ). To be specific, supposing that X is discretely sampled at Π n = {0 = t 0 < t 1 < . . . < t n = T }, RV X n . = n j=1 (X(t j ) − X(t j−1 )) 2 converges to [X, X](T ) in probability as the mesh of the partition Π n goes to zero, and RV X n is known as realized variance in financial econometrics. See for instance [4] , [3] , [29] , [8] , [1] , [10] , [25] , [31] , among many others.
It has been widely recognized that ultra high frequency prices are contaminated by market microstructure(MS) noise. In other words, when the mesh of Π n is small enough (less than 1 minute), the observed prices are not true prices. Let Y j be noisy observation of X(t) at t j for j = 0, . . . , n. The realized variance computed from the noisy prices, RV
2 , can not identify the true price * The author would like to thank the Editor, Associate Editor and the Referee for their valuable comments.
variation -see for instance [2] , [22] , [7] , [11] , among others. Because RV Y n can be decomposed as a sum of periodograms that are attributable to different Fourier frequencies and RV Y n contains both signal X and noise, one can think of extracting signal from RV Y n by filtering out periodograms due to noise.
In this paper, we propose a realized periodogram-based estimator of QV which is the weighted average of periodograms over non-zero Fourier frequencies. This is motivated by the fact that the estimation of QV is analogue to estimating spectral density of a stationary process at zero frequency. The proposed estimator transfers high frequency data into low frequency periodograms. The estimator is determined by three factors: sample size, a so-called cutoff frequency which controls the number of periodograms to be included, and spectral window. We will study the periodogram-based estimator with and without the MS contamination, and derive the optimal cut-off frequency which minimizes the effect of the noise on the periodogram-based estimator.
The proposed estimator generalizes the Fourier estimator of [27] , which is defined asσ ). The proposed estimator features a weighting structure and it does not include zero frequency periodogram. Assigning different weight (or a spectral window) to a different periodogram can potentially improve the finite sample performance. We will show, through a simulation study, that the weight does matter. Periodogram at zero-frequency is excluded so that the estimator is invariant to the mean shift in the data. In other words, one does not need to demean raw data before computing the estimator.
The new estimator has a natural connection with the auto-covariance-based estimators of QV in the time domain, for instance, the kernel-based estimator of [36] and [22] , the realized kernel of [11] . Therefore this work fills the gap between time-domain and frequency-domain analysis of QV, and it enriches the literature of the ex-post measure of price variation. Moreover, compared with the auto-covariancebased estimators, the proposed estimator is easy to implement and the fast Fourier transform makes it computationally efficient.
The rest of paper is organized as follows. In section 2, we lay out the model and introduce the periodogram-based estimator. Its properties are derived in Section 3 and Section 4. The first focuses on the true price process, while the latter deals with the noisy observations. Section 5 discusses the choice of the cut-off frequency in a finite sample. In Section 6, we perform a simulation experiment to evaluate the accuracy of the proposed estimator, and an empirical exercise is presented in Section 7. Section 8 concludes the paper. All the proofs are collected in an Appendix.
A REALIZED PERIODOGRAM-BASED ESTIMATOR OF QV
Suppose that the log equilibrium price X(t) is defined on some filtered probability space (Ω, F, (F t ) t≥0 , P ) and has the dynamics (1)
where B is a standard Brownian motion, μ(t) and σ 2 (t)
are adapted processes satisfying E[ 
with X at all lags and leads.
If {ΔX j } is covariance stationary, the spectral density of ΔY j is given by
The noise affects spectral density at non-zero frequencies. The spectral density increases as ω moves towards π or −π. This is consistent with the empirical feature of tick-by-tick data. Figure 1 plots the power spectrum of log-returns for General Electric transaction prices on Feb 1, 2007. 1 The periodogram is small around zero frequency and tends to increase with the frequency. So the problem of estimating QV in the presence of noise would be analogue to the estimation of f ΔY (0), i.e., using periodograms close to zero frequency.
Define the discrete Fourier transform of an arbitrary sequence {Z j } n j=1 at frequency ω ∈ (−π, π]:
1 See Section 7 for details. where
We propose a realized periodogram-based estimator of QV:
where ω k = 2πk/n is the Fourier frequency, and the weight W (k) satisfies:
We exclude periodogram at zero frequency, in that periodograms are invariant to location shift at the non-zero Fourier frequencies.
2 Thus we don't need to demean raw data before computing the estimator.
The proposed estimator is determined by two types of frequencies: the sampling frequency T/n and the cut-off Fourier frequency 2πN/n (for irregularly sampled data, T/n measures the average distance between successive observations). The first determines how often the data should be sampled, while the latter controls the number of Fourier frequencies to be included in estimation. Note that RV 
where
The right hand side of (6) is similar in spirit to the Realized Kernel of [11] and [14] . In particular, the non-negative Realized Kernel of [14] is defined as
where the kernel weight Λ(·) has the property of Λ(0) = 1, Λ(1) = 0, and
where 
FREQUENCY-DOMAIN REPRESENTATION OF QV
We first study the periodogram-based estimator in the absence of the MS noise, namely,
Suppose that there is a continuous record on the sample path of X over [0, T ]. We define a continuous-time counterpart of F ΔX (N, n):
is the continuous-time Fourier transform of X at k ∈ Z. Proportion 3.1 below shows that the drift has a negligible effect on F dX (N ).
Moreover,
where 'plim' means convergence in probability. 
, and B is the Bohr convolution product. 3 The convergence of convolution product in (11) is held in probability. Equality (11) extends Theorem 2.1 of [27] to jump diffusion processes. More generally, consider two jump diffusion processes X 1 (t) and X 2 (t) satisfying (1) . Denote by [X 1 , X 2 ](t) the quadratic covariation between X 1 (t) and
If the true price process were observable, the peridogrambased estimator consistently estimates QV. For sufficiently large n, F ΔX (N, n) provides a spectral decomposition of [X, X](T ). Since the drift μ(t) does not influence the asymptotic behavior of F dX (N ) and periodogram is invariant to location shift at the non-zero Fourier frequencies, we will assume μ(t) = 0 in the rest of the paper.
ESTIMATE QV USING NOISY OBSERVATIONS
In this section, we will study the impact of market MS noise on the periodogram-based estimator with a focus on the finite sample properties.
Denote by I ΔX,Δ n (ω) the cross periodogram between {ΔX j } and {Δ j }:
. Consequently, we can rewrite F ΔY (N, n) as the sum of three components:
and
The two additional terms are due to the presence of the noise. We measure the accuracy of F ΔY (N, n) as an estimator of QV by its mean squared error:
To understand the noise-induced bias, we derive the mean and variance of
, and F ΔX,Δ (N, n) as functions of N and n.
We consider
estimates the spectral density of the MS noise at 0 frequency and hence 4 We show below a refined result for 
As a result,
We turn to the cross periodogram next which characterizes the interaction between noise and the true price. Assume that 4 See for instance [15] , [32] , [20] , [17] , [16] , [18] . and 4.1 hold. We have EF ΔX,Δ (N, n) = 0, and
By virtue of Propositions 4.1, 4.2 and 4.3, we have the following theorem which presents the main result. (15) lim [24] and [14] The discussion so far assumes that the MS noise is uncorrelated with the true price process at all frequencies. This assumption is reasonable when intraday returns are sampled every 15 ticks or so (see for instance [22] ). We will next consider endogenous noise, namely, noise correlated with the true price. As in [22] and [11] , we assume that the noise j has the following decomposition 
THE CHOICE OF CUT-OFF FREQUENCY IN A FINITE SAMPLE
A practical issue arises: how to choose cut-off frequency N for a given data. In this section, we discuss optimal cut-off frequency by virtue of MSE minimization. Because N should be less than n/2 to avoid aliasing, we define the optimal cutoff frequency as follows
Theorem 5.1 below provides an approximation to choose the optimal cut-off frequency N opt . 
Theorem

Suppose that
In the absence of the noise, i.e., σ 2 = 0, we have N opt = [n/2] the integer part of n/2. This is consistent with Theorem 3.1.
As an application of Theorem 5.1, we discuss two special cases when one can find N opt in closed-form.
Define the rectangular window:
. . , N and 0 otherwise.
It satisfies Assumption 2.2. We haveF
This is the Fourier estimator of [26] . By virtue of Theorem 5.1, the optimal cut-off frequency is
16π 2 . See also [34] . Next we consider a triangular window which is defined in the following corollary. 
+ 2n
The optimal cut-off frequency is then
where N * has the form of (20) Theorem 5.1 is practically important. It provides a simple approximation to compute the optimal cut-off frequency for a given data set. It should be noted that the results hold when the volatility σ 2 (t) is stationary and the prices are sampled at regular intervals (i.e., Assumption 4.1). Though the stationarity of σ 2 (t) is required, it does not rule out conditional heteroskedasticity in the volatility process. Stationary volatility processes have been widely discussed in literature. Examples include, but are not limited to, the constant elasticity of variance (CEV) process, the non-Gaussian Ornstein-Uhlenbeck (OU) process, and the sum or superpositions of independent CEV or OU processes. See also the eigenfunction stochastic volatility(SV) models of [6] . It has been shown that these SV models are empirically reasonable. See [13] , [8] , [19] , [30] , [6] , [33] , among others.
Theorem 5.1 applies to intraday returns that are sampled at evenly spaced intervals, i.e., calendar time sampling. Calendar time sampling is common for exchange rates data, for instance, the data from Olsen & Associates. When dealing with trade and quote data, it is more natural to sample prices in tick time (number of trades between observations). We will consider irregularly spaced data in a simulation study, and assess numerically how sampling frequency affects the optimal cut-off frequency given in equation (18).
SIMULATION STUDY
In this section a simulation experiment is performed to evaluate the accuracy of F ΔY (N, n) as an estimator of QV in finite samples, especially at N = N opt .
Two data generating processes are considered. The first is a GARCH diffusion process
where B 1 (t) and B 2 (t) are Brownian motions, with the leverage correlation corr(dB 1 , dB 2 ) = ϕ. We use the parameter setting in [5] and [23] : θ = 0.0350, = 0.6365, λ = 0.2962, ϕ = −0.62. The second model is a stochastic volatility model with jumps (SVJ)
where N (t) is a compound Poisson process with intensity λ J .
We use values reported in [9] : θ = 0.01, = 0.5, λ = 0.05, λ J = 2 and the jump size is Gaussian with mean 0 and variance 0.64 , and corr(dB 1 , dB 2 ) = −0.62.
The true log price process is generated via the Euler discretization: take one day as a reference measure, and simulate 6.5 hours of trading with dt = 1/23,400, i.e., a total of 23,400 second-by-second returns per day. We simulate 500 daily replications, with X(0) = log(100) and σ(0) 2 = . The noise t is specified as Gaussian with mean 0 and variance σ 2 . Two variance levels are considered: σ 2 = 0.000142 and 0.00142.
Denote by Nopt R and Nopt T the optimal cut-off frequencies for the rectangular window and the triangular window respectively, which are calculated from (20) and Corollary 5.1. Figure 2 displays Nopt R and Nopt T as functions of sampling interval ranging from 1 second to 3 minutes for σ 2 = 0.000142, and from 20 seconds to 9 minutes for σ 2 = 0.00142, where X(t) follows GARCH diffusion (22) . The dashed curve corresponds to the Nyquist frequency n/2. When the sampling interval is smaller than 30 seconds for σ 2 = 0.000142 and 3 minutes for σ 2 = 0.00142, Nopt R and Nopt T are much smaller than the Nyquist frequency. This observation shows that the effect of the MS noise is pronounced at ultra high frequencies. The plots for SVJ model (23) are similar and hence are omitted.
We then compute the periodogram-based estimators with rectangular and triangular windows. For comparison purposes, we also use the Realized Kernel to estimate daily QV. As suggested in [14] , we compute the Realized Kernel with the Parzen weight (24) Λ
The preferred bandwidth is H * = 3.51ξ
. Prior to computing the realized kernel, we average the first two prices and the last two prices to remove
Figure 2. N opt versus sampling interval, GARCH diffusion (22).
end-effects as suggested in [14] . Since the MS effect is pronounced at ultra high frequencies, we focus on prices at frequencies of 1 second, 5 seconds, 10 seconds, 20 seconds and 30 seconds. Meanwhile, we also consider returns that are sampled at randomly spaced time points. Noisy prices are picked up at times {t j } wheret j −t j−1 is Exponential distributed with mean duration τ . We consider the following values of τ : 5 seconds, 10 seconds, 20 seconds and 30 seconds. Tables 1 and 2 report mean squared errors for regularlysampled and irregularly-sampled prices, respectively. For the periodogram-based estimators, we report not only the mean squared error at the optimal cut-off frequency -see the number in the parentheses, but also the minimum mean squared error (min MSE) with the associated cut-off frequencysee the number in the parentheses. Evidently, the approximation in equation (18) offers a good representation of the optimal cutting frequency, and it is not sensitive to the sampling frequency. Moreover, the periodogram-based estima- tors are competitive with the Realized Kernel. When the sample path does not feature jumps, the triangular window is preferred over the rectangular window. When jumps are present, the rectangular window achieves a smaller mean squared error for σ 2 = 0.000142. The simulation results also suggest using returns sampled at the highest possible frequency to construct the periodogram-based estimators.
REAL DATA ANALYSIS
In this section, we consider an application on the transaction prices of General Electric on Feb 1, 2007. The intraday data are extracted from the Wharton Research Data Services, TAQ database. We focus on the prices from the New York Stock Exchange. Transaction prices before 9:30 am and after 4:00 pm were removed. We deleted entries with zero prices. For multiple transactions with the same time stamp, we used the median price. We also filtered out prices that are more than one spread away from the bid and ask quotes. There are 8,052 observations left in the sample, so the prices are recorded every 3 seconds on average. The price series are plotted in Figure 3 .
As suggested by the simulation study, we will use all the available data to construct the periodogram-based estimator. To compute the optimal cut-off frequency, we need to estimate σ 2 X and σ 2 . Denote by RV sparse the subsampled RV based on 20-minute returns, which is the average of 1,200 RV's by shifting the time of the first observation in 1 second increment. Definê
where RV (1) , RV (2) , . . . , RV (q) are q distinct realized variances based on every qth trade by varying the starting point, and n (j) is the number of non-zero returns in the calculation of RV (j) . We use RV sparse andσ σ 2 respectively, with q = 50 (see [12] for details). We obtainedσ 2 e = 0.0065% andσ 2 X = 1.98%. The optimal cut-off frequencies are 169 for the rectangular window and 247 for the triangular window. The periodogram-based estimators at the optimal cut-off frequency are 1.66% and 1.71% for the rectangular window and the triangular window respectively. Figure 4 presents volatility signature plot for the realized variance, periodogram-based estimators using rectangular window and triangular window. We consider both tick time sampling and calendar time sampling. The horizontal line is the subsampled 20-minute RV. The signature plots for the periodogram-based estimators are almost level, especially for the triangular window, which shows that the periodogram-based estimators are robust to market microstructure noise.
CONCLUSION
In this paper, we proposed a new frequency-domain estimator of quadratic variation. It is based on the weighted average of periodograms at non-zero Fourier frequencies. It is nonparametric in nature. The performance of the estimator depends on both sample size n and cut-off frequency N . We provide a simple approximation to calculate the optimal cut-off frequency for a given data set. This work fills the gap between the time-domain and the frequency-domain analysis of the ex-post measure of price variation. The appeal of the proposed estimator is its flexibility and simplicity. It is easy to implement and is computationally efficient as well. We show, through a simulation study, that the proposed estimators with rectangular window and triangular window are competitive with the realized kernel of [14] , and they are insensitive to the choice of the sampling frequency.
APPENDIX A. TECHNICAL APPENDICES
A.1 Proof of Proposition 3.1
It suffices to show that 
and hence (A.1) holds.
A.2 Proof of Proposition 3.2
. It follows from the Ito's lemma that
It suffices to prove that (E|A
for some constant C > 0, where
Note that
It follows from the Burkholder-Davis-Gundy inequality that there exists a constant C 1 > 0 such that 6) and
Therefore,
In view of (A.6) and (A.7), we have
for some constant C > 0.
A.3 Proof of Theorem 3.1
It suffices to prove that
for some C > 0. It follows from Lemma 3.1 and Proposition 3.2 that
(A.10)
where (A.10) is due to equation (35) of [27] . Therefore there exists a constant C 3 > 0 which is independent of n such that T 4 ≤ C 3 kρ(n). The proof is complete.
A.4 Proof of Equality (11)
By definition,
We need to show that
2πisv . Similar to the proofs of Lemma 3.1 and Proposition 3.2, we have
for some constant C > 0. Since
) is true and this completes the proof.
A.5 Proof of Proposition 4.1
Equalities (13) and (14) follow from Lemma A.1. Therefore
The proof of Proposition 4.1 needs the following lemma. 
and for
Proof of Lemma A.1: Let ω = ω j , λ = ω k . According to the proof of Theorem 10.3.2 of [18] , 
and n s,t,u,v=1
for ω = λ = π, and n s,v=1
As a result, for 0 ≤ ω = λ ≤ π,
and for 0 < ω < π
A.6 Proof of Proposition 4.2
By the definition ofF
. In view of (A.12) and (A.13), we have
2 (n − (n − 1) cos(ω s )) for 0 ≤ ω s = ω k ≤ π. Note that
As a result, 
A.8 Proof of Theorem 4.2
Let Z j = (1 − (1 + α) −1 αB)ΔX j where B is the backshift operator. We have
A.9 Proof of Theorem 5.1
It follows from (A.19) that for a fixed n, the optimal cutoff frequency should be such that minimizes to leading order For N ∈ (0, ∞), N → For N ∈ (0, ∞), N → 
