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Abstrakt
Sít¥ zaloºené na pokrytí dané oblasti trojúhelníky nebo £ty°st¥ny (ve 2D a 3D) jsou hojn¥
vyuºívány v °ad¥ oblastí jako je po£íta£ová graﬁka, geodézie, interpolace, modely terénu
atd. Av²ak nej²ir²í uplatn¥ní nacházejí p°i numerickém °e²ení parciálních diferenciálních
rovnic a °e²ení sloºitých simulací fyzikálních proces· popsaných t¥mito rovnicemi. Té-
matem této práce je generování sítí.
Summary
Meshes based on triangulation (2D) or tetrahedralization (3D) are widely used in ap-
plications such as computer graphics, interpolation, surveying, and terrain modelling.
Although the most important use is in numerical methods for the solution of partial
diﬀerential equations. This solution is use for simulation of complex physical processes,
which are described by this equations. The main topic of this thesis is mash generation.
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1. Úvod
1.1. Numerické metody a sít¥
Mnoho fyzikálních jev· a technických úloh je popsáno pomocí parciálních diferenciálních
rovnic (PDR). Rovnice pro tyto jevy byly vytvo°eny uº v minulých staletích. V¥t²inou v²ak
není moºné je p°esn¥ °e²it prost°edky klasické analýzy. Proto hledáme °e²ení p°ibliºná,
numerická.
astými numerickými metodami pouºívanými pro °e²ení PDR jsou metoda kone£ných
prvk· (MKP), pouºívaná p°i °e²ení problém· z oblasti mechaniky pevných t¥les, a metoda
kone£ných objem· (MKO), vhodná na °e²ení problém· z oblasti proud¥ní tekutin. Pod-
statou t¥chto metod je diskretizace v prostorových prom¥nných.
Proto musí být oblast, na které má být rovnice spln¥na, rozd¥lena na kone£ný po£et
malých kousk·, element·, z nichº jsou kaºdé dva bu¤to disjunktní nebo mají v rovin¥
spole£ný vrchol £i spole£nou hranu, v prostoru mohou navíc mít spole£nou i st¥nu . Tyto
elementy by m¥ly být jednoduchého tvaru. Pro oblasti, které mají hranice rovnob¥ºné
s osami sou°adnic, mohou být ve 2D elementy obdélníky a ve 3D kvádry. Av²ak oblasti
sloºit¥j²ího tvaru je vhodné v rovin¥ vyjád°it jako sjednocení kone£n¥ mnoha trojúhelník·
a v prostoru £ty°st¥n· (v obecné dimenzi simplex·). Mnoºina t¥chto element· je nazývaná
sí´.
Sít¥ jsou obvykle d¥leny na strukturované a nestrukturované. Strukturované sít¥ mají
ur£itou uspo°ádanou topologickou strukturu, která sítím nestrukturovaným chybí (viz
obr. 1.1). Generování obou typ· sítí p°iná²í své problémy a komplikace. V tomto textu se
dále budeme v¥novat generování nestrukturovaných sítí.
Obrázek 1.1: Strukturovaná sí´ (vlevo) a nestrukturovaná sí´ (vpravo).
1.2. Poºadavky na sí´
Základním poºadavkem na sí´ je, aby správn¥ modelovala tvar dané oblasti. Kaºdá oblast
má vn¥j²í hranici, která odd¥luje prostor pokrytý triangulací od prostoru, který pokryt
není. Vn¥j²í hranice je na povrchu celého objektu, ale m·ºe být i uvnit°, pokud má objekt
v sob¥ díry. Vnit°ní hranice jsou uvnit° oblasti, která je pokryta triangulací a p°edstavuje
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omezení pro elementy. Ty ji totiº nemohou k°íºit. Tato hranice obvykle odd¥luje materiály
s r·znými vlastnostmi.
Dal²ím poºadavkem je, aby bylo moºné relativn¥ snadno sí´ lokáln¥ zjem¬ovat. Tím
se rozumí na ur£itých místech d¥lit elementy na men²í a tím zvy²ovat hustotu sít¥. Díky
tomu je moºné dosáhnout p°esn¥j²ího numerického výpo£tu. Zdálo by se, ºe tento problém
je moºné obejít tím, ºe se na celé oblasti vytvo°í jemn¥j²í sí´. Ale i tento p°ístup vede ke
komplikacím. Kdyby na v²ech místech byly elementy malé, tak nalezené p°ibliºné °e²ení by
bylo sice p°esn¥j²í, ale náro£nost výpo£tu by byla obrovská. Proto je t°eba najít kompromis
mezi náro£ností výpo£t· a p°esností °e²ení.
Cennou vlastností sít¥ je i tzv. good graded (viz obr. 1.2). U takovéto sít¥ je moºné
rychle p°ejít od malých element· k velkým aniº by se p°íli² sniºovala kvalita sít¥.
Poºadavky jsou kladeny i na tvar element·.
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Obrázek 1.2: Ukázka vlastnosti good graded.
1.3. Nestrukturované sít¥
Výhody nestrukturovaných sítí nemusí být z°ejmé na první pohled. Zvlá²t¥ proto, ºe
konstrukce strukturovaných sítí je mnohem jednodu²²í, výpo£ty na nich jsou rychlej²í
a jednodu²eji implementovatelné. U strukturovaných sítí jsou totiº p°edem ur£eni sousedé
kaºdého elementu.
Av²ak výhody nestrukturovaných sítí jsou zna£né. Tyto sít¥ jsou nepostradatelné
u tvorby pokrytí na oblastech nepravidelných tvar·, kde není moºné pouºít sítí struk-
turovaných.
Práce se v¥nuje metodám generování nestrukturovaných sítí a to p°eváºn¥ ve 3D.
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2. Simpliciální pokrytí a sít¥
2.1. Simpliciální pokrytí
Nech´ S = {Pi}ni=1 je kone£ná mnoºina bod· v Eukleidovském prostoru Rd. Fyzikální
význam mají p°edev²ím p°ípady d = 1, 2, 3, 4. Symbolem
◦
U zna£íme vnit°ek mnoºiny
U ⊂ Rd.
Deﬁnice Konvexní kombinací bod· z mnoºiny S rozumíme bod P , který vznikne speciální
lineární kombinací
P =
n∑
i=1
tiPi,
n∑
i=1
ti = 1, ti ≥ 0 pro i = 1, . . . , n.
Deﬁnice Konvexním obalem Conv(S) mnoºiny S se rozumí mnoºina v²ech konvexních
kombinací
Conv(S) = {P : P je konvexní kombinací bod· z mnoºiny S} .
Poznámka Konvexní obal (viz obr. 2.1) obsahuje s kaºdými dv¥ma body rovn¥º úse£ku
tyto body spojující.
Obrázek 2.1: Konvexní obal mnoºiny bod· v rovin¥.
Deﬁnice Nech´ Aj = (a1j, . . . , ad,j), j = 1, . . . , d+ 1 je d+ 1 bod· v Rd
A =

a11 a12 . . . a1,d+1
a21 a22 . . . a2,d+1
. . . . . . . . . . . . . . . . . . . .
ad1 a22 . . . ad,d+1
1 1 . . . 1
 .
Nech´ je matice A regulární, pak konvexní obal této mnoºiny nazýváme d-simplexem.
Poznámka d-simplex má práv¥ d + 1 vrchol·. Tedy pro 2D je to trojúhelník a pro 3D
tetrahedron (£ty°st¥n). Viz obr. 2.2.
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Deﬁnice Nech´ Ω = Conv(S), kde S ⊂ Rd je kone£ná mnoºina bod·. Simpliciálním
pokrytím uzav°ené oblasti Ω je mnoºina d-simplex· T spl¬ujících následující vlastnosti:
• (H1) mnoºina v²ech vrchol· d-simplex· T je práv¥ S,
• (H2) Ω je sjednocením v²ech simplex· pokrytí
Ω =
⋃
T∈T
T,
• (H3) kaºdý simplex T ∈ T má neprázdný vnit°ek ◦T 6= ∅,
• (H4) vnit°ky simplex· mají prázdný pr·nik ◦T i ∩
◦
T j= ∅, Ti, Tj ∈ T .
Obrázek 2.2: 2-simplex (trojúhelník) a 3-simplex (£ty°st¥n).
Poznámka Simpliciální pokrytí ve 2D se nazývá triangulace, ve 3D tetrahedralizace.
Obrázek 2.3: Simpliciální nekonformní pokrytí a simpliciální konformní pokrytí.
Poznámka Podmínka (H3) není nezbytná, ale je praktická. Proto ji budeme p°edpoklá-
dat.
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Deﬁnice Fazetou dimenze k rozumíme (k − 1)-dimenzionální polytop. Pro k = 3 je to
mnohoúhelník, pro k = 2 je to úse£ka.
Poznámka Hranou budeme rozum¥t úse£ku. Pro k = 2 pojmy fazeta a hrana splývají.
Vrcholem budeme rozum¥t bod. Fazetu dimenze 3 budeme nazývat st¥na.
Deﬁnice ekneme, ºe simpliciální pokrytí T je konformní pokrytí, pokud spl¬uje pod-
mínku
• (H5)
Ti ∩ Tj je simplex dimenze < d Ti, Tj ∈ T .
2.2. Sít¥
Nyní budeme uvaºovat obecnou uzav°enou ohrani£enou oblast Ω ⊂ Rd pro d = 2, 3.
Deﬁnice Termínem geometrický element budeme rozum¥t podmnoºinu Rd, která nemusí
být nutn¥ simplexem. Systém geometrických element· T nazveme sítí na oblasti Ω, jsou-li
spln¥ny následující podmínky:
• (H2) Ω je sjednocením v²ech element· sít¥
Ω =
⋃
T∈T
T,
• (H3) kaºdý element T ∈ T má neprázdný vnit°ek ◦T 6= ∅,
• (H4) vnit°ky element· mají prázdný pr·nik ◦T i ∩
◦
T j= ∅, Ti, Tj ∈ T .
Deﬁnice ekneme, ºe sí´ T je konformní, pokud spl¬uje podmínku:
• (H5)
Ti ∩ Tj je fazeta dimenze < d Ti, Tj ∈ T .
Obrázek 2.4: Konformní sí´.
Základním rozdílem mezi pokrytím a sítí je ten, ºe pokrytí je deﬁnováno na konvexním
obalu mnoºiny bod·, kdeºto sí´ je deﬁnována na dané oblasti, která obecn¥ nemusí být
konvexní.
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Poznámka Sí´ jejímiº elementy jsou simplexy nazveme simpliciální sí´. Takováto sí´ má
n¥kolik výhod.
• Simplex je jeden z nejjednodu²²ích geometrických element·, a proto jím mohou být
snadno aproximovány sloºité oblasti.
• Simpliciální sít¥ umoº¬ují lokální zjem¬ování aniº by vzniklé sít¥ byly nekonformní
(viz obr. 2.5).
• Na simplexu je snadné reprezentovat polynomy r·zných stup¬·. K tomu ú£elu se
s výhodou pouºijí lokální (barycentrické) sou°adnice.
Obrázek 2.5: Vlevo je zjemn¥ní obdélníkové sít¥. Je patrné, ºe zjemn¥ní není lokální.
Vpravo je lokální zjemn¥ní simpliciální sít¥.
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3. Sít¥ vhodné pro MKP
Metoda kone£ných prvk· p°evádí lineární PDR na °ídkou soustavu lineárních rovnic
(SLR) Ax = b. P°esnost °e²ení t¥chto rovnic souvisí s podmín¥ností matice A, kterou
m¥°íme £íslem podmín¥nosti κ (A) ≥ 1. Je-li £íslo κ (A) malé, pak je matice dob°e
podmín¥ná (a zárove¬ je dob°e podmín¥ná celá SLR). V opa£ném p°ípad¥ je matice
A ²patn¥ podmín¥ná (a s ní i celá SLR). Obtíºnost °e²ení SLR obvykle roste s £íslem
podmín¥nosti. Velké £íslo podmín¥nosti v¥t²inou zp·sobí, ºe iterativní °e²i£ pot°ebuje
k dosaºení poºadované p°esnosti velmi mnoho krok· a tím je pomalý a p°i pouºití p°ímého
°e²i£e se mohou objevit velké zaokrouhlovací chyby.
íslo podmín¥nosti normální matice A m·ºeme ur£it pomocí vztahu
κ (A) =
∣∣∣∣λAmaxλAmin
∣∣∣∣ ,
kde λAmax je nejv¥t²í vlastní £íslo matice A a λ
A
min je nejmen²í vlastní £íslo matice A.
3.1. Kvalita sítí
Podmín¥nost matice A je ovlivn¥na jak vlastnostmi fyzikálního problému (nap°.: PDR,
materiálové konstanty, tvar oblasti, atd...), tak i sítí (velikost a tvar prvk·). Zatímco
vlastnosti fyzikálního problému obvykle bývají sou£ástí zadání a nelze je m¥nit, tak ve-
likost a tvar prvk· je uº sou£ástí °e²ení a proto je moºné jejich vhodnou volbou ovlivnit
podmín¥nost matice A. Z tohoto d·vodu je t°eba n¥jak porovnávat jednotlivé sít¥ a jejich
vliv na matici A. Mluvíme o m¥°ení kvality sítí. Obecn¥ lze °íct, ºe £ím lep²í numerická
p°esnost °e²ení, tím lep²í sí´. V praxi se v¥t²inou toto neur£uje. Obvykle se postupuje tak,
ºe se zavádí kritéria na m¥°ení kvality jednotlivých element·. Kvalita nejhor²ího elementu
v síti pak ur£uje i kvalitu celé sít¥.
Existuje °ada kritérií pouºívaných k m¥°ení kvality element·. Nap°íklad pom¥r polom¥-
ru vepsané kruºnice ku polom¥ru kruºnice opsané. V anglické literatu°e je toto pravidlo
nazýváno radius ratio. Dal²í moºností je pom¥r nejdel²í strany ku polom¥ru kruºnice ve-
psané. V této práci bude kvalita element· m¥°ena pomocí velikosti tzv. dihedrálních úhl·.
Deﬁnice Nech´ α a β jsou protínající se roviny, nα a nβ jejich jednotkové normálové
vektory. Dihedrální úhel mezi rovinami α a β je úhel φαβ mezi jejich normálovými vektory.
Jeho velikost je dána vztahem
cosφαβ = nα · nβ.
Poznámka P°edpokládejme ºe tetrahedron má vrcholy a, b, c, d. Dále deﬁnujme vektory
u = b− a, v = c− a a w = d− a. Normály ke stranám α = abc a β = abd jsou nα = u× v
a nβ = u × w. Dihedrální úhel φαβ mezi stranami α = abc a β = abd (viz obr. 3.1) lze
ur£it takto:
cosφαβ =
(u× v) (u× w)
|(u× v)| |(u× w)| .
Nap°íklad se dá ukázat ( v [17]), ºe p°i °e²ení Poissonovy rovnice s lineárním prvkem
(tetrahedronem) ve 3D je λAmin ovlivn¥no vlastnostmi fyzikálního systému a objemem
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Obrázek 3.1: Tetrahedron má vrcholy a, b, c, d. Dihedrální úhel φαβ mezi rovinami α = abc
a β = abd.
nejmen²ího elementu v síti, ale není p°íli² ovlivn¥no jeho tvarem. Na druhé stran¥ λAmax
je závislé na tvaru tetrahedronu a jeho velikosti. Pro Poissonovu rovnici je proto dobré
vytvá°et elementy, které mají tvar blízký rovnostrannému tetrahedronu a jeho dihedrální
úhly nejsou blízké 0◦ nebo 180◦.
Pro kaºdou PDR (a kaºdý druh elementu - lineární, kvadratický...) jsou ov²em tyto
závislosti jiné.
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4. P°ehled metod na generování
sítí
4.1. Advancing-front metoda
Advancing-front metoda je iterativní metoda, která vytvá°í sí´ prvek po prvku. Do kaºdé
iterace vstupuje tzv. fronta, která je tvo°ena ve 2D mnoºinou hran a ve 3D mnoºinou
trojúhelníkových st¥n. Fronta rozd¥luje oblast Ω, na které má být vytvo°ena sí´ na prostor,
na kterém sí´ uº je vytvo°ena a prostor, na kterém sí´ je²t¥ není. V první iteraci je frontou
simpliciální pokrytí hranice oblasti. V kaºdé iteraci se nový simplex s utvo°í tak, ºe se
vybere prvek z fronty e a spojí s bodem, který bu¤ jiº existuje a nebo se nov¥ vytvo°í.
Poté se z fronty odstraní prvek e a p°idají se tam ty hrany (resp. strany) simplexu s, které
sousedí s oblastí nepokrytou sítí. Iterativní proces je ukon£en, kdyº je fronta prázdná.
Schéma metody
1. Na hranici oblasti Ω ⊂ Rd vytvo°íme (d−1)-simpliciální sí´. Její prvky utvo°í frontu,
2. podle ur£itého kritéria je vybrán prvek e z fronty,
3. je vytvo°en bod P , tak aby simplex s daný prvkem e a bodem P byl podle kritéria
kvality ideálním prvkem,
4. zkontroluje se, jestli vzniklý simplex s neprotíná n¥jaký uº existující simplex,
5. zkontroluje se, jestli je moºné vytvo°it rozumný (tj. dostate£n¥ kvalitní) simplex
daný prvkem e a n¥jakým existujícím bodem V ,
6. poté, co je ur£en správný bod, tak je vytvo°en simplex a aktualizovaná fronta,
7. pokud není fronta prázdná, tak se pokra£uje bodem 2.
Otázkou z·stává, podle jakého kritéria vybrat prvek z fronty. Kritéria mohou být r·zná
a závisí na ú£elu sít¥. Nap°íklad ve 2D je moºné vybrat nejkrat²í hranu a ve 3D st¥nu
sousedící se st¥nou, která byla vytvo°ena naposledy.
Tento algoritmus se dá pouºít i pro vytvá°ení sítí s r·zn¥ velkými elementy. K tomu je
t°eba zadat funkci h (v anglické literatu°e tzv. size function), která ur£uje poºadovanou
velikost element· ve v²ech bodech oblasti Ω. Tyto hodnoty se vyuºijí p°i d¥lení hranice na
(d−1)-simplexy i p°i ur£ování bodu P . Ten je ve 2D moºno nalézt nap°íklad následujícím
zp·sobem: nalezneme st°ed hrany e a bod P nalezneme na kolmici k hran¥ e procházející
bodem P ve vzdálenosti ur£enou hodnotou funkce h ve st°edu strany e.
Metoda advancing-front docela dob°e funguje ve 2D, kde je za ur£itých podmínek
dokázána konvergence. Tyto výsledky bohuºel neplatí ve 3D.
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4.2. Deloného metoda
Deﬁnice Nech´ S je mnoºina n bod· S = {Aj}nj=1 ⊂ Rd. Pak Voroného diagram je
mnoºina bun¥k Vi pro i = 1, . . . , n, pro které platí
Vi = {X|d (X,Ai) ≤ d (X,Aj) ,∀i 6= j} ,
kde d (x, y) je vzdálenost bod· x, y.
Ke kaºdému Voroného diagramu existuje duální graf (viz obr. 4.1). Ve 2D v tomto
duálním grafu existuje ke kaºdé Voroného bu¬ce vrchol a kaºdé hran¥ mezi sousedními
bu¬kami odpovídá spojnice t¥chto vrchol·. Tento graf nazýváme Deloného graf, který je
jednozna£ný pro danou mnoºinu bod· S. Výjimku tvo°í p°ípad, kdy alespo¬ 4 vrcholy
grafu leºí na kruºnici, v tomto p°ípad¥ Deloného graf není jednozna£ný. Ve 3D je kon-
strukce Deloného grafu obdobná.
Deloného graf povaºujeme za pokrytí konvexního obalu S. Charakteristickou vlastností
tohoto pokrytí je to, ºe kaºdá otev°ená koule opsaná simplexu neobsahuje ºádný bod
mnoºiny S.
Nech´ T je libovolné pokrytí mnoºiny S v rovin¥, α = α (T ) je vektor úhl· mezi
hranami T a r = r (T ) je vektor polom¥r· koulí opsaných simplex·m náleºícím T .
Nech´ V (T ) je vektor úhl· uspo°ádaných podle velikosti (od nejmen²ího k nejv¥t²ímu)
a W (T ) je vektor polom¥r·, které jsou uspo°ádány od nejv¥t²ího k nejmen²ímu. Dále
nech´ T ′ je jiné pokrytí stejné mnoºiny bod· S a V (T ′) vektor úhl· p°íslu²ící k to-
muto pokrytí a W (T ′) p°íslu²ný vektor polom¥r·. ekneme, ºe vektor úhl· V (T ) je
v¥t²í neº vektor úhl· V (T ′) (resp. vektor polom¥r· W (T ) je men²í neº vektor polom¥r·
W (T ′)), kdyº platí αi (T ) = αi (T ′), pro v²echna i < j a zárove¬ αj (T ) > αj (T ′) (resp.
ri (T ) = ri (T ′), pro v²echna i < j a zárove¬ rj (T ) < rj (T ′)). Pí²eme, ºe V (T ) > V (T ′)
(resp. W (T ) < W (T ′)).
N¥které vlastnosti ve 2D: Vzhledem ke v²em moºným pokrytím S Deloného pokrytí:
• maximalizuje minimální úhel tvo°ený stranami trojúhelníku (V (T ) > V (T ′)),
• minimalizuje maximální polom¥r opsané kruºnice (W (T ) < W (T ′)).
N¥které vlastnosti v libovolné dimenzi:
• maximální polom¥r minimální koule opsané simplexu je minimální,
• sjednocení opsaných koulí ke v²em simplex·m majících spole£ný vrchol je obsaºeno
v p°íslu²ném sjednocení ke stejnému bodu v libovolném jiném pokrytí,
• váºený sou£et £tverc· délek hran simplex· (váhami jsou sou£ty objem· simplex·
p°íslu²ícími k t¥mto hranám) je minimální.
Deloného pokrytí (ve 2D) je moºné vytvo°it nap°íklad pomocí Inkrementální metody
(Bowyer-Watson·v algoritmus).
M¥jme Deloného pokrytí Ti, které je konvexním obalem prvních i bod· mnoºiny S. Do
pokrytí Ti chceme p°idat (i+ 1)-tý bod této mnoºiny. Ozna£me jej jako A. Inkrementální
metodou získáme Ti+1 obsahující tento bod jako vrchol. Kaºdý element, jehoº opsaná
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Obrázek 4.1: P°íklad Voroného diagramu (£árkovan¥) a Deloného grafu ve 2D.
otev°ená koule obsahuje nový vrchol A, bude z triangulace vypu²t¥n. V²echny ostatní
elementy v triangulaci z·stávají. Vrcholy odstran¥ných element· spojíme s novým bodem
A. Tím vzniká nové pokrytí Ti+1. M·ºe nastat p°ípad, ºe bod A neleºí uvnit° Ti. Tento
bod lze sice p°idat naprosto stejným zp·sobem, ale je to implementa£n¥ náro£n¥j²í.
Jednodu²²í situace by byla, kdybychom p°edem v¥d¥li, ºe p°idávaný bod leºí pouze
uvnit° konvexní mnoºiny. Toho lze dosáhnout tím, ºe p·vodní mnoºinu S uzav°eme do
velkého trojúhelníka A−1A−2A−3. Nyní budeme vytvá°et Deloného pokrytí S∪Q, kdeQ =
{A−1, A−2, A−3}. Trojúhelník A−1A−2A−3 bude vstupem do první iterace. Po vytvo°ení
pokrytí je t°eba je²t¥ odstranit ty hrany, které mají jako koncový bod alespo¬ jeden vrchol
trojúhelníka A−1A−2A−3. Tak vznikne Deloného pokrytí pouze mnoºiny S.
Otázkou z·stává, jak z pokrytí oblasti Ω ud¥lat sí´ na oblasti Ω. Uvedený postup platí
pro 2D:
1. vytvo°í se pokrytí S∪{A−1, A−2, A−3}, E je mnoºina hran sít¥ na hranici oblasti Ω;
2. zkontroluje se, jestli kaºdá hrana e z E je v pokrytí obsaºena. Pokud ne, pak se
p°idá takto:
• odstraníme z pokrytí v²echny hrany protínající hranu e. Tím vznikne mno-
hoúhelník jehoº úhlop°í£kou je hrana e. Tato úhlop°í£ka rozd¥luje mnohoúhel-
ník na dva men²í (konvexní) mnohoúhelníky s prázdným vzájemným pr·nikem;
• vytvo°íme Deloného pokrytí t¥chto dvou mnohoúhelník·;
3. jsou odstran¥ny hrany mají jako koncový bod alespo¬ jeden z bod· A−1A−2A−3
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a dále ty, které jsou vn¥ oblasti Ω. Tím uº vzniká sí´ na oblasti Ω. Tato sí´ má ale
velmi ²patnou kvalitu (nemá ºádné vrcholy uvnit° oblasti);
4. je zlep²ována kvalita sít¥ p°idáváním bod· (tzv. Seinerovy body) podle následujících
pravidel:
• kruºnice opsaná hran¥ nesmí obsahovat ºádný vrchol (krom¥ koncových bod·
hrany). Pokud je toto pravidlo poru²eno, je hrana ozna£ena za neoprávn¥nou
a v míst¥ jejího st°edu je p°idán vrchol (st°ed kruºnice je totoºný se st°e-
dem hrany). Toto pravidlo rekurzivn¥ opakujeme, dokud opsané kruºnice nov¥
vzniklých hran nejsou prázdné;
• pokud je u n¥jakého trojúhelníka pom¥r mezi polom¥rem opsané kruºnice
k délce nejkrat²í strany v¥t²í neº p°edem zadané B, tak je do triangulace vsunut
jako dal²í vrchol st°ed této opsané kruºnice.
4.3. Octree metody
Metody obvykle postupují v n¥kolika základních krocích. 3D oblast je uzav°ena do
krychle, která je iterativn¥, podle ur£itých pravidel, rozd¥lena na r·zn¥ velké krychle (tím
vzniká pokrytí p·vodní krychle, které ale není simpliciálním pokrytím). Poté je kaºdá
krychle rozd¥lena na simplexy. Nakonec je celá sí´ optimalizována (nap°.: n¥které sim-
plexy mohou být osekány, aby sí´ pokrývala danou oblast, nebo je vylep²ována kvalita
sít¥).
V celé následující kapitole je podrobn¥ vysv¥tlen algoritmus Isosurface stuﬃng, který
pat°í do této skupiny metod.
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5. Isosurface Stuffing
Algoritmus Isosurface Stuﬃng °e²í problém generování sít¥ na uzav°ené mnoºin¥ Ω ⊆
R3. Mnoºina Ω reprezentuje t¥leso, na kterém je t°eba vytvo°it sí´. Mnoºina je popsána im-
plicitní spojitou funkcí f : R3 → R, Ω = {x ∈ R3 |f (x) ≥ 0}. O mnoºin¥ {x ∈ R3 |f (x) > 0}
budeme hovo°it jako o vnit°ku t¥lesa, o mnoºin¥ {x ∈ R3 |f (x) = 0} jako o povrchu t¥lesa
a mnoºinu {x ∈ R3 |f (x) < 0} budeme nazývat vn¥j²kem t¥lesa. Funkce f se nazývá SD-
funkce (z anglického sign-distance function). Viz obr. 5.1.
Obrázek 5.1: P°íklad SD-funkce znázor¬ující 2D t¥leso. Povrch t¥lesa je znázorn¥n £ernou
£arou.
Ve stru£nosti lze algoritmus popsat takto: na za£átku je uºivatelem zvolena p°ibliºná
velikost elementu sít¥ h. Algoritmus pak rozd¥lí prostor na krychle o hran¥ h.
V dal²ím kroku je t°eba najít ty krychle, kterými prochází povrch t¥lesa. V praxi se
hledá kaºdá krychle, pro kterou platí ºe má alespo¬ jeden vrchol venku a zárove¬ alespo¬
jeden bod uvnit° t¥lesa, a nebo má alespo¬ jeden vrchol na povrchu t¥lesa.
Dále jsou tyto krychle zano°eny do stromové struktury podobné octree. Na základ¥
této struktury je vytvo°ena primární sí´ (skládající se z tetraherdon·). Poté jsou nalezeny
body, které leºí jak na hranách primární sít¥, tak povrchu t¥lesa (tzv. povrchové body).
V následujícím kroku je u kaºdého vrcholu primární sít¥ q zkontrolováno, jestli neleºí
p°íli² blízko n¥jakému povrchovému bodu. Pokud ano, pak je tento vrchol primární sít¥
p°esunut do nejbliº²ího povrchového bodu a jsou zru²eny v²echny povrchové body leºící
na hranách vycházejících z q.
Nakonec je kaºdý tetrahedron primární sít¥, který má alespo¬ jeden vrchol uvnit°
t¥lesa vypln¥n jedním aº t°emi p°edpo£ítanými tetrahedrony. Tím vznikne výsledná sí´.
V dal²ím textu bude kaºdý z t¥chto krok· podrob¥ popsán.
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5.1. Kontinua£ní metoda
Kontinuace je metoda pouºívaná k ur£ení p°ibliºného °e²ení nelineárních rovnic.
f (x) = 0,
kde f : Rn → R je spojité zobrazení.
Metoda generuje krychle s délkou hrany h takové, ºe pro n¥které dva její vrcholy v1,
v2 platí f (v1) f (v2) ≤ 0.
Po£áte£ní bod x0, pro který platí f (x0) = 0 se nazývá zárodek. Po£áte£ní krychle má
délku hrany h a v jejím st°edu je zárodek. Dal²í krychle vznikají jako sousední krychle
t¥ch st¥n, které mají alespo¬ dva vrcholy, pro které funkce f dává hodnoty s navzájem
opa£nými znaménky nebo je v nich f = 0. Metoda je u konce, pokud uº nevznikají ºádné
nové krychle. Lze dokázat, ºe algoritmus skon£í (viz [2]). Pr·b¥h metody je nazna£en na
obr. 5.2.
x0
f (x, y) = 0
Obrázek 5.2: Kontinua£ní metoda ve 2D. Bod x0 je zárodek. erven¥ jsou ozna£eny ty
body, pro které funkce f (x) dává záporné hodnoty. Zelen¥ jsou ozna£eny body s kladnými
hodnotami.
Nevýhodou Kontinua£ní metody je, ºe pokud se zvolí p°íli² velký parametr h, tak
n¥které oblasti odpovídající rovnici f (x) = 0 nejsou v·bec nalezeny (viz obr. 5.3).
V algoritmu Continuation3D (viz 1) je popsána rekurzivní kontinua£ní metoda. Výstu-
pem algoritmu je mnoºina krychlí. Aby bylo moºné algoritmus za£ít, je t°eba znát krychli
seed. To je krychle, o které víme, ºe je prvkem výsledné mnoºiny. V pr·b¥hu algoritmu je
t°eba po£ítat polohu vrchol·. Tím se rozumí zjistit, jestli pro vrchol v platí f (v) < 0 resp.
f (v) = 0 nebo f (v) > 0. Takový vrchol v je pak ozna£ován za leºící uvnit° resp. leºící na
hranici nebo leºící vn¥. V kaºdé iteraci jsou n¥které st¥ny ozna£eny za zam£ené. Jedná se
o st¥ny krychlí vytvo°ených v probíhající iteraci, ke kterým p°iléhají krychle vytvo°ené
v minulé iteraci. Algoritmus pracuje s n¥kolika seznamy. Seznam C obsahuje ty krychle,
které byly do výsledné mnoºiny krychlí p°idány v p°edchozí iteraci, seznam ZA obsahuje
st¥ny, které byly zamknuty v minulé iteraci, seznam ZB je vytvá°en v pr·b¥hu iterace
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h
h
Obrázek 5.3: Parametr h výrazn¥ ovliv¬uje pr·b¥h metody.Vlevo je parametr h p°íli² velký,
vpravo je vyhovující.
a na konci iterace je vyprázdn¥n. Jsou do n¥j p°idávány st¥ny, které jsou ozna£eny za
zam£ené. Seznam L obsahuje krychle vzniklé v této iteraci a seznam V na konci algoritmu
obsahuje výslednou mnoºinu krychlí. P°íklady práce s n¥kterými seznamy je na obr. 5.4.
Aby bylo dosaºeno lep²ích dihedrálních úhl· výsledné sít¥, je t°eba ke kostkám vy-
tvo°ených pomocí algoritmu 1 p°idat dal²í. Tyto kostky p°idáváme podle tohoto pravidla
(tzv. podmínka kontinuace):
Pokud kostka c se st°edem s a vrcholem v má hodnotu f (s) f (v) ≤ 0, pak jsou vytvo°eny
t°i kostky p°iléhající ke kostce c a sousedící s jejími st¥nami, které obsahují vrchol v.
P°i implementaci je navíc vyuºito následujícího faktu: Pokud má zárodek sou°adnice
[Zx, Zy, Zz], je zvolena délka hrany krychle h, libovolný vrchol libovolné krychle vzniklé
v pr·b¥hu algoritmu Continuation3D V = [x, y, z] a zobrazení f : R3 → R3, f (V ) =
[i, j, k] = 2
h
[(x− Zx) , (y − Zy) , (y − Zy)], pak tento bod f (V ) = [i, j, k] má celo£íselné
sou°adnice. Dále pokud zobrazíme vrcholy krychle Vi, i = 1, . . . , 8 na body f (Vi), pak
tyto op¥t budou tvo°it vrcholy krychle a tato krychle bude mít délku hrany rovnu 2.
Z p°edchozího plyne, ºe i st°ed krychle má celo£íselné sou°adnice. Vzhledem k tomu, ºe
v pr·b¥hu algoritmu Continuation3D je t°eba znát jen sou°adnice vrchol· krychlí a jejich
st°ed·, tak je výhodné tyto body uchovávat v pam¥ti v celo£íselném formátu.
Pokud je pot°eba celo£íselný bod f (V ) = [i, j, k] zobrazit na p·vodní bod V = [x, y, z],
pak se vyuºije inverzního zobrazení f−1 : [x, y, z] =
[
Zx +
h
2
i, Zy +
h
2
j, Zz +
h
2
k
]
.
25
Algoritmus 1 Continuation3D
1: Do prázdného seznamu C p°idej krychli seed
2: Do prázdného seznamu V p°idej krychli seed
3: Seznam ZA je prázdný
4: procedure Continuation3D(ZA, C)
5: if Seznam C je prázdný then
6: Konec algoritmu
7: else
8: for Kaºdou krychli c ze seznamu C do
9: for Kaºdou st¥nu s krychle c do
10: for Kaºdý vrchol v st¥ny s krychle c do
11: if Vrchol v nepat°í st¥n¥, která je na seznamu ZA then
12: Spo£ítej polohu vrcholu v
13: end if
14: end for
15: if Strana s není na seznamu ZA a zárove¬ alespo¬ jeden vrchol strany
s leºí uvnit° a alespo¬ jeden leºí venku nebo alespo¬ jeden leºí na plo²e then
16: Ur£i krychli c′, která p°iléhá ke krychli c u strany s stranou s′
17: if Není krychle c′ na seznamu L then
18: P°idej c′ do seznamu V
19: P°idej c′ do seznamu L
20: P°idej stranu stranu s′ do seznamu ZB
21: Vrchol·m strany s′ p°i°a¤ polohu p°íslu²ných vrchol· strany s
22: else
23: P°idej stranu stranu s′ do seznamu ZB
24: Vrchol·m strany s′ p°i°a¤ polohu p°íslu²ných vrchol· strany s
25: end if
26: end if
27: end for
28: end for
29: ZA ← ZB
30: C ← L
31: Vyprázdni seznam ZB
32: Vyprázdni seznam L
33: Continuation3D(ZA, C)
34: end if
35: end procedure
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Obrázek 5.4: Znázorn¥ní za£átku algoritmu 1. List papíru p°edstavuje povrch t¥lesa. Situ-
ace je zobrazena shora, takºe vznikající krychle se jeví jako £tverce. a) Do první iterace
vstoupí krychle S, seznam ZA bude prázdný. Vzniknou krychle ozna£ené 1 a do seznamu
ZB se p°idají st¥ny znázorn¥né £árkovan¥. b) Do druhé iterace vstoupí kostky ozna£ené
1. V seznamu ZA budou st¥ny, které v p°edchozí iteraci byly v seznamu ZB. Seznam
ZB, který byl na za£átku druhé iterace prázdný, na konci druhé iterace obsahuje strany
ozna£ené te£kovan¥.
(out.u3d)
Obrázek 5.5: V algoritmu 1 je v kaºdé iteraci vytvo°en seznam ZB. Na obrázku jsou v²echny
kostky vytvo°ené algoritmem 1. Tmavou barvou jsou kostky vzniklé v lichých iteracích
a sv¥tlou kostky vzniklé v suchých iteracích.
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5.2. Zano°ení do stromové struktury
Dal²ím korkem algoritmu je vytvo°ení stromové struktury octree.
Octree (obr. 5.6) je stromová datová struktura pouºívaná na rozd¥lení 3D prostoru.
Jejími prvky jsou krychle nazývané oktanty. Potomci oktantu vzniknou jeho rozd¥lením
na poloviny v kaºdé dimenzi (vznikne tedy aº osm potomk·). Velikostí oktantu budeme
rozum¥t délku hrany krychle. Je z°ejmé, ºe potomek má polovi£ní velikost neº jeho rodi£.
Více o octree nap°. v [15].
Obrázek 5.6: Octree ([19]).
V algoritmu Isosurface Stuﬃng struktura obsahuje pouze ty oktanty, které jsou bu¤
krychlemi vzniklými p°i kontinua£ní metod¥ (roz²í°ené o pravidlo kontinuace) nebo jejich
p°edci. V dal²ím textu bude tento pozm¥n¥ný octree nazýván octree.
P°i implementaci je velikost kaºdého oktantu rovna mocnin¥ dvojky. Nejmen²í oktanty
mají velikost 2. Pro identiﬁkace jednotlivých potomk· dané velikosti se pouºívá uspo°á-
daná trojice. Kaºdý prvek trojice nabývá hodnot nula nebo jedna. Viz obr. 5.7. Takovýto
systém lze pak s výhodou pouºít p°i ur£ování oktantu o velikosti s, který obsahuje bod
a = [x, y, z].
Postup bude ilustrován na následujícím p°íklad¥ (pro snadn¥j²í kontrolu ve 2D, viz
obr. 5.8). Ve 3D by byly v²echny výpo£ty analogické. Nech´ velikost oktantu je s = 8
a bod a = [11, 9].
V²echna £ísla p°evedeme do binární soustavy: 8 ≡ 1000, 11 ≡ 1011, 9 ≡ 1001. Poté
binárn¥ vynásobíme velikost oktantu s s i-tou sou°adnicí, pro i = 1, 2.
1000
AND 1011
1000
1000
AND 1001
1000
Oktant o velikosti s, ve kterém leºí bod a = [x, y] ur£íme takto: pokud vy²ly v binárním
sou£inu i-té sou°adnice a velikosti oktantu samé nuly, pak na i-tém míst¥ uspo°ádané
dvojice je nula, pokud je výsledek nenulový, pak je tam jedni£ka. V tomto p°ípad¥ oktant
obsahující bod a a mající velikost 8 je [1, 1].
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xz
y
0,0,0 1,0,0
0,0,1 1,0,1
0,1,1 1,1,1
1,1,0
Obrázek 5.7: K identiﬁkaci jednotlivých potomk· se pouºívá uspo°ádaná trojce nul a jed-
ni£ek. Osmý oktant (který není na obrázku vid¥t) má ozna£ení [0,1,1].
Obdobn¥ postupujeme pro velikost s = 4 ≡ 0100
0100
AND 1011
0000
0100
AND 1001
0000
Oktant obsahující bod a a mající velikost 4 je [0, 0]. V C++ lze hledanou uspo°ádanou
dvojici (3D trojici) nalézt takto: (!!(s\&x),!!(s\&y)).
Kv·li zlep²ení kvality sít¥ je t°eba takto vzniklou strukturu je²t¥ slab¥ vyváºit. Slabé
vyváºení zabra¬uje tomu, aby se velikosti sousedních oktant· li²ily více neº dvakrát.
Slabé vyváºení je popsáno v algoritmu 2.
Algoritmus 2 Algoritmus na slabé vyváºení octree.
procedure SlabéVyváºení(octree O)
minSize← délku strany nejmen²ího oktantu
RootSize← délku strany ko°ene stromu
for s←minSize to rootSize do
for Kaºdý oktant o velikosti s do
p←p°edek o
for Kaºdou st¥nu f oktantu p, která sdílí st¥nu a hranu oktantu o do
if Neexistuje oktant velikosti 2s, který sdílí st¥nu f a zárove¬ st¥na f
není hranicí octree then
P°idej do octree oktant n velikosti 2s, který sdílí st¥nu f a v²echny
jeho p°edky.
end if
end for
end for
end for
end procedure
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Obrázek 5.8: 2D znázorn¥ní 3D problému. Na obrázku je situace z vý²e popsaného p°íkladu.
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5.3. Vytvo°ení primární sít¥
Primární sí´ je sí´ na oblasti vymezené octree. Jejími prvky jsou tetrahedrony, které jsou
£ty° typ· (viz obr. 5.9). Hrany terahedronu mohou být bu¤ tzv. hlavními hranami nebo
vedlej²ími hranami. Hlavní hrany jsou ty, které jsou rovnob¥ºné s hranami octree. V²echny
ostatní hrany jsou vedlej²í.
Obrázek 5.9: V primární síti se vyskytují £ty°i typy tertrahedron·. Jsou to BCC tetrahe-
drony (horní °ada vlevo), jejich p°ep·lením vznikají p·l-BCC tetrahedrony (horní °ada
uprost°ed), dal²ím d¥lení vznikají £tvrt-BCC tetrahedrony (horní °ada vpravo). Posledním
typem jsou p·lpyramidy (dolní °ada). U kaºdého typu tetrahedronu jsou tlust¥ vyzna£eny
hlavní hrany a tence vedlej²í hrany.
Dále bude popsán algoritmus na vytvá°ení primární sít¥ ze slab¥ vyváºeného octree.
P°i samotné implementaci tohoto algoritmu je t°eba o²et°it fakt, ºe n¥které tetrahedrony
vznikají dvakrát.
(out.u3d)
Obrázek 5.10: Ukázka vytvo°ení primární sít¥ v místech, kde se m¥ní velikost oktant·.
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Algoritmus 3
1: for kaºdý oktant o, který je listem nebo má nezáporný st°ed do
2: c← st°ed oktantu o.
3: for kaºdou £tvercovou st¥nu s oktantu o do
4: if ve st°edu st¥ny s není ºádný vrchol then
5: if jiný oktant o′ stejné velikosti jako o sdílí st¥nu s then
6: c′ ← st°ed oktantu o′.
7: for kaºdou hranu e st¥ny s do
8: if ve st°edu hrany e není ºádný vrchol then
9: Vytvo° BCC tetrahedron conv(e ∪ {c, c′}).
(out.u3d)
10: else
11: m← st°ed hrany e.
12: for kaºdý koncový bod p hrany e do
13: Vytvo° p·l-BCC tetrahedron conv({p,m, c, c′}).
(out.u3d)
14: end for
15: end if
16: end for
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17: else . st¥na s je sdílena s v¥t²ím oktantem nebo s hranicí
18: Vytvo° dv¥ p·lpyramidy, které vypl¬ují pyramidu conv(s ∪ c).
(out.u3d)
19: . St¥na d¥lící pyramidu na p·lpyramidy musí procházet bu¤ . . .
20: . . . . vrcholem nebo st°edem p°edka c.
21: end if
22: else . ve st°edu st¥ny s je vrchol
23: d← st°ed st¥ny s.
24: for kaºdý vrchol e st¥ny s do
25: if ve st°edu hrany e není ºádný vrchol then
26: Vytvo° p·l-BCC tetrahedron conv(e ∪ d, c).
(out.u3d)
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27: else
28: m← st°ed hrany e.
29: for kaºdý koncový bod p hrany e do
30: if oktant o nemá potomka, který by m¥l vrchol p then
31: Vytvo° £tvrt-BCC tetrahedron conv({p,m, d, c}).
(out.u3d)
32: . else - ned¥lej nic
33:
34: end if
35: end for
36: end if
37: end for
38: end if
39: end for
40: end for
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5.4. Ur£ení povrchových bod·
V primární síti je t°eba o°ezat ty tetrahedrony, které mají n¥který vrchol vn¥ t¥lesa. Je
nutné ur£it bod, ve kterém hrana tetrahedronu (úse£ka) protíná povrch t¥lesa popsaného
SD-funkcí f (x) = 0. Ve 3D jde tedy o vy°e²ení této nelineární soustavy rovnic:
f (x, y, z) = 0
x = (1− t)Px + tQx t ∈ 〈0, 1〉
y = (1− t)Py + tQy t ∈ 〈0, 1〉
z = (1− t)Pz + tQz t ∈ 〈0, 1〉 ,
kde P , Q jsou vrcholy tetrahedronu z nichº jeden leºí uvnit° a jeden vn¥ t¥lesa; Px,
Py, Pz, Qx, Qy, Qz jsou postupn¥ x-ová, y-ová a z-ová sou°adnice bodu P , Q; t je reálný
parametr a funkce f je SD-funkce popisující t¥leso na kterém je t°eba vytvo°it sí´.
Dosazením posledních t°í rovnic do první se úloha p°evede na hledání ko°ene nelineární
rovnice s jednou neznámou t na uzav°eném intervalu 〈0, 1〉.
e²ením soustavy je bod leºící zárove¬ na hran¥ tetrahedronu a na povrchu t¥lesa
(tzv. povrchový bod).
5.4.1. Brentova metoda
Ko°eny nelineární f (x) = 0, kde f : R → R, rovnice obecn¥ neumíme vyjád°it explic-
itním vzorcem. Proto pouºíváme itera£ní metody. Itera£ní metoda generuje posloupnost
x0, x1, x2 . . . , která konverguje ke ko°enu x∗. P°edpokládejme, ºe funkce f je spojitá a má
tolik derivací, kolik je v daném p°ípad¥ t°eba. Za ko°en povaºujeme bod x∗, pro který
platí f (x∗) = 0 a zárove¬ f ′ (x∗) 6= 0.
Pokud je funkce f spojitá a platí f (a) f (b) ≤ 0, pak existenci °e²ení v intervalu 〈a, b〉
zaru£uje Bolzanova v¥ta (nap°.: v [7]).
Brentova metoda je itera£ní metodou pouºívanou p°i hledání ko°ene nelineárních
rovnic na uzav°eném intervalu. Jejím p°edch·dcem je Dekkerova metoda, která kombinuje
metodu se£en a bisekci (nap°.: v [6]). Vstupem této metody (podobn¥ jako Brentovy) je
interval 〈a0, b0〉, kde pro a0, b0 platí f (a0) f (b0) ≤ 0, a poºadovaná p°esnost δ. V k-té
iteraci vystupují body ak, bk, ck takové ºe, f (bk) f (ck) ≤ 0 a |f (bk)| ≤ |f (ck)|. Body ak
a ck n¥kdy splývají. V první iteraci a0 = a1 = c1. Dále je v k-té iteraci vypo£ítáno £íslo
mk =
ck−bk
2
(dané bisekcí) a £íslo sk = bk − ak−bkf(ak)−f(bk)f (bk) (dané metodou se£en).
Deﬁnujme bod
b
′′
k =
{
sk pokud sk leºí mezi bk a bk +mk
bk +mk jindy
a bod
b
′
k =
{
b
′′
k pokud
∣∣bk − b′′k∣∣ > δ
bk + δ signmk jindy
.
Bod b
′
k je dal²í bod, ve kterém je vy£íslena funkce f . Trojice bod· ak+1, bk+1, ck+1 je
formovaná z trojice bk, ck, b
′
k podle vý²e zmín¥ných pravidel.
Metoda je ukon£ena pokud f (bk) = 0 nebo |mk| ≤ δ.
Tato metoda má tu nevýhodu, ºe existují funkce pro které konverguje k °e²ení p°íli²
pomalu. V t¥chto p°ípadech je problémem to, ºe Dekkerova metoda vyuºívá metodu se£en
i kdyº pouºití bisekce by bylo mnohem vhodn¥j²í (viz obr. 5.11).
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Obrázek 5.11: Ukázka funkce, u které není p°íli² vhodné pouºití Dekkerovy metody. Je
z°ejmé, ºe s pouºitím bisekce by byl ko°en nalezen mnohem rychleji.
Brentova metoda je vylep²ena tak, aby konvergovala rychle i v p°ípadech, ve kterých
má Dekkerova metoda potíºe. Zavádí prom¥nnou
e =
{
b′k−1 − bk−1 pokud je v p°edchozím kroku pouºita bisekce
b′k−2 − bk−2 jindy .
Pokud |δ| ≥ |e| a zárove¬ pokud |sk − bk| ≥ |e| , pak je pouºita bisekce. Dal²ím vylep²ením
Brentovy metody, které mírn¥ sniºuje po£et vy£íslení funkce f je pouºívání (tam, kde je to
moºné) inverzní kvadratické interpolace místo metody se£en (tedy lineární aproximace).
Parabola v prom¥nné y má pak tuto rovnici:
x =
(y − f (ak)) (y − f (bk)) ck
(f (ck)− f (ak)) (f (ck)− f (bk)) +
(y − f (ak)) (y − f (ck)) bk
(f (bk)− f (ak)) (f (bk)− f (ck))+
+
(y − f (bk)) (y − f (ck)) ak
(f (ak)− f (bk)) (f (ak)− f (ck)) .
Poloºíme-li y = 0, pak získáme bod sk , ve kterém parabola protne osu x. Takovýto bod
existuje vºdy. Pokud je pouºito toto vylep²ení, pak je taky t°eba doplnit dal²í podmínku:
pokud bod sk neleºí mezi 3ck+bk4 a bk, pak je pouºita bisekce.
Brentova metoda je popsána v následujícím algoritmu.
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Algoritmus 4 Brentova metoda vrací ko°en funkce f s p°esností δ leºící v intervalu 〈a, b〉.
Metoda p°edpokládá, ºe f (a) a f (b) mají opa£ná znaménka.
procedure Brent(a, b, δ, f )
MAXITER ← 1000
c← a
for i←1 to MAXITER do
if f (b) f (c) ≥ 0 then
c← a
e← b− a
end if
if |f (b)| ≤ |f (c)| then
a← b
b← c
c← a
end if
m← c−b
2
if m ≤ δ nebo f (b) = 0 then
Konec algoritmu, vra´ b
end if
if |δ| ≤ |e| then
if a = c then
s← b− a−b
f(a)−f(b)f (b) . Metoda se£en
else
s← af(b)f(c)
(f(a)−f(b))(f(a)−f(c)) +
bf(a)f(c)
(f(b)−f(a))(f(b)−f(c)) +
cf(a)f(b)
(f(c)−f(a))(f(c)−f(b))
. Metoda inverzní kvadratické interpolace
end if
if s leºí mezi 3c+b
4
a b a zárove¬ |s− b| ≤ |e| then
e← |s− b| . Metoda se£en nebo inverzní kvadratické interpolace
else
s← c−b
2
. Bisekce
e← m
end if
else
s← c−b
2
. Bisekce
e← m
end if
a← b
if |s− b| > δ then
b← s
else
b← b+ δsignm
end if
end for
end procedure
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5.5. Deformace primární sít¥
Zjednodu²en¥ °e£eno v tomto kroku je t°eba ur£it, jestli povrchové body nalezené v p°ed-
chozím kroku neleºí p°íli² blízko vrchol·m primární sít¥ a pokud ano, tak je t°eba tyto
vrcholy posunout do povrchových bod·. Tento krok je velice d·leºitý k tomu, aby v síti
nevznikaly tertrahedrony s velmi malými dihedrálními úhly.
K rozhodnutí, jestli je povrchový bod p°íli² blízko, se pouºívá jednoduché pravidlo.
Jestliºe povrchový bod c, který leºí na hran¥ primární sít¥ e s koncovými body vi, i = 1, 2
má vzdálenost od vi α-krát men²í neº je délka e, pak bod c leºí p°íli² blízko vrcholu
vi. Parametr α m·ºe nabývat r·zných hodnot pro hlavní (αhl) a vedlej²í (αvedl) hrany
tetrahedronu. Tato £ísla jsou získána experimentáln¥ tak, aby maximalizovala minimální
dihedrální úhel. P°i implementaci byla pouºita αhl = 0.22383 a αvedl = 0.39700, která
zaru£í, ºe minimální diherální úhel v celé síti bude v¥t²í nebo roven 7.6872◦.
Pokud bod c leºí p°íli² blízko vrcholu v, pak vrchol v musí být p°esunut do povrchového
bodu c a sám se stává povrchovým bodem. ádná hrana vedoucí do v uº nem·ºe mít jeden
vrchol venku a jeden uvnit° t¥lesa, proto je t°eba odstranit v²echny povrchové body, které
leºí na hranách vedoucích do v.
Výsledná sí´ je závislá na po°adí, v jakém byly jednotlivé vrcholy primární sít¥ p°esou-
vány do povrchových bod·. Vhodným uspo°ádáním se dá dosáhnout lep²ích dihedrálních
úhl·. P°i implementaci nebyla pouºita ºádná optimalizace.
5.6. Tetrahedralizace primární sít¥
V posledním kroku algoritmu Isosurface Stuﬃng je vytvo°ena výsledná sí´.
V deformované primární síti známe znaménka v²ech vrchol· tetrahedron·. U tetra-
hedron·, které mají n¥které vrcholy venku a n¥které vevnit°, známe i body na jejich
hranách, které leºí na povrchu t¥lesa. K vytvo°ení výstupní sít¥ z deformované primární
sít¥ vyuºíváme p°edpo£ítané ²ablony (viz obr. 5.12), které vyplní tetrahedron primární
sít¥ jedním aº t°emi tetrahedrony výsledné sít¥. Výb¥r ²ablony závisí na znaménku jed-
notlivých vrchol·. Podle polohy vrchol· (uvnit°, vn¥ a na hranici) m·ºeme rozli²it 81
moºností. Díky symetrii se jejich po£et redukuje na 12. Z toho je 9 na obrázku 5.12
a zbylé t°i jsou triviální (jedná se o p°ípad, kdy v²echny vrcholy leºí uvnit° t¥lesa, pop°í-
pad¥, n¥které leºí na povrchu a zbylé uvnit°).
Na n¥které p°ípady se hodí více ²ablon. Tento problém vzniká v p°ípadech, kdy
povrch t¥lesa u°eºe z trojúhelníkové st¥ny tetraheronu lichob¥ºník (který leºí vevnit°).
Ke správnému pouºití ²ablony je t°eba nejprve ur£it diagonálu d¥lící lichob¥ºník na dva
trojúhelníky. K tomu slouºí dv¥ pravidla.
Kaºdá trojúhelníková strana £ty°st¥nu má jednu hlavní a dv¥ vedlej²í hrany. Pokud je
to hlavní hrana, která má jeden vrchol vevnit° a druhý venku, pak £ty°st¥n rozd¥líme na
dva trojúhelníky diagonálou vedoucí z bodu na povrchu na hlavní hran¥. Toto pravidlo je
pouºito i na obrázku 5.12.
Situace je o n¥co sloºit¥j²í, pokud hlavní hrana leºí uvnit° t¥lesa a roz°ezány jsou ob¥
vedlej²í hrany. Toto pravidlo p°edpokládá, ºe kaºdá krychle vzniklá v pr·b¥hu algoritmu
Continuation3D má celo£íselné sou°adnice vrchol· (stejn¥ jako kaºdá krychle v octree).
Koncovým bodem hlavní hrany m·ºe být pouze vrchol krychle nebo její st°ed. Diagonálu
vybereme tak, ºe ozna£íme koncové body hlavní hrany a a b, povrchové body leºící na
38
vedlej²ích hranách ozna£íme c a d a to tak aby diagonály tvo°ily úse£ky ac a bd. Jestliºe
body a a b jsou vrcholy oktant· a bod a má lichý po£et sou°adnic, které jsou v¥t²í neº
p°íslu²né sou°adnice bodu c, pak za diagonálu vybereme ac. V p°ípad¥ ºe bod a má
sudý po£et sou°adnic v¥t²ích neº sou°adnice bodu c, pak vybereme diagonálu bd. Jestliºe
body a a b jsou st°edy oktant· pak pravidlo obrátíme. Tedy pokud bod a má sudý po£et
sou°adnic, které jsou v¥t²í neº p°íslu²né sou°adnice bodu c, pak diagonálou bude úse£ka
ac a pokud bod a má lichý po£et sou°adnic, které jsou v¥t²í neº p°íslu²né sou°adnice bodu
c, pak diagonálou bude úse£ka bd.
Tímto je získána sí´ na t¥lese popsaném SD-funkcí.
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(out.u3d) (out.u3d) (out.u3d)
a) b) c)
(out.u3d) (out.u3d)
d) e)
(out.u3d) (out.u3d) (out.u3d)
f) g) h)
Obrázek 5.12: ablony pro vytvo°ení kone£né sít¥. Vrcholy kaºdého tetrahedronu jsou o-
zna£eny znaménkem plus, mínus nebo nulou (nulu zna£í malá krychli£ka) podle toho zda
leºí vevnit°, vn¥ nebo na hranici t¥lesa. Místo, kde hrana protíná povrch t¥lesa, je také
ozna£eno malou krychli£kou. U tetrahedron· a), b), c), d) a e) záleºí na poloze hlavních
vedlej²ích hran. Hlavní hrany jsou ozna£eny tlustou £arou. Zbylé ²ablony nezávisí na poloze
hran.
40
5.7. Pouºití sít¥ pro MKP
Sí´ vytvo°ená pomocí algoritmu Isosurface stuﬃng je vhodná k dal²ím úpravám, které
m·ºe vyºadovat MKP. V¥t²inou je t°eba sí´ na n¥kterých místech zjemnit. Jsou dva
p°ístupy a priori a a posteriori. V prvním z nich z podstaty problému p°edem víme, na
kterých místech je pot°eba jemn¥j²í sí´. Druhý probíhá podle následujícího schématu:
EENÍ ⇒ ODHAD ⇒ OZNAENÍ ⇒ ADAPTACE.
P°i dané síti je ur£eno °e²ení metodou kone£ných prvk· v sekci EENÍ. P°esnost
kone£n¥prvkové aproximace je ur£ena v sekci ODHAD. Elementy, na kterých °e²ení ne-
dosahuje poºadované p°esnosti jsou ur£eny v sekci OZNAENÍ. Nová sí´ je vytvo°ena
v kroku ADAPTACE.
Dále budou zmín¥ny algoritmy vhodné k adaptaci.
Algoritmus, který se £asto pouºívá je bisekce simplex·. Je pro n¥j podstatné, aby
v kaºdém simplexu byla jedna hrana ozna£ena jako °ídící (v 1D jsou simplexy tvo°eny
hranami a tak je celý simplex °ídící hranou), viz obr. 5.13. P°i volb¥ °ídící hrany se
pouºívají r·zné p°ístupy. V nejjednodu²²ím p°ípad¥ m·ºe jít o nejdel²í hranu. K tomu,
aby sí´ z·stala konformní i po zjemn¥ní je d·leºité, aby bisekce prob¥hla pouze tehdy,
kdyº °ídící hrana je °ídící hranou pro v²echny simplexy, které ji obsahují. Základní operací
je bisekce °ídící hrany a zárove¬ i v²ech element·, které ji sdílejí (viz obr. 5.14).
M·ºe nastat taková situace, ºe °ídící hrana souseda není spole£nou hranou (souseda
ozna£ujeme jako nekompatibilního). V takovém p°ípad¥ je nejd°íve t°eba provést základní
operaci na sousedním elementu a poté aº na p·vodním simplexu (viz obr. 5.15). Ve 2D
sta£í jedna bisekce souseda, ve 3D je situace sloºit¥j²í. N¥kdy jsou nutné i t°i bisekce.
V 1D tato situace v·bec nenastává.
Algoritmus 5 Rekurzivni algoritmus pro zjemn¥ní simplexu S v sí´i T
1: procedure RecurziveRefinement(simplex S, sí´ T )
2: vytvo° seznam A
3: repeat
4: Do seznamu A vloº v²echny nekompatibilní simplexy se simplexem S
5: for kaºdý prvek S ′ seznamu A do
6: RecurziveRefinement(S ′, T )
7: end for
8: Do seznamu A vloº v²echny nekompatibilní simplexy se simplexem S
9: until seznam A je prázdný
10: Do seznamu A vloº v²echny simplexy obsahující °ídící hranu simplexu S
11: for kaºdý prvek S ′ seznamu A do
12: Prove¤ bisekci simplexu S ′ na S ′0 a S
′
1
13: Ze sít¥ T vyjmi simplex S ′ a vloº tam simplexy S ′0 a S ′1
14: end for
15: end procedure
Je dokázáno, ºe rekurzivní algoritmus neskon£í pro libovolné rozloºení °ídících hran.
Je t°eba, aby °ídící hrany spl¬ovaly ur£ité podmínky.
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Obrázek 5.13: Bisekce simplex· v 1D, 2D a 3D. ídící hrany v p·vodních nerozd¥lených
simplexech jsou ozna£eny tu£n¥.
=⇒
=⇒
Obrázek 5.14: Základní operace je bisekce °ídící hrany a zárove¬ v²ech simplex·, které ji
sdílejí. Na obrázku je tato operace pro simplexy ve 3D a 2D.
A
B
C
Obrázek 5.15: Rekurzivní zjemn¥ní ve 2D. Pro zjemn¥ní byl p·vodn¥ vybrán simplex A.
P°edtím, neº provedeme bisekci elementu A, je t°eba rekurzivn¥ zjemnit simplexy B a C
(protoºe B je nekompatibilní soused simplexu A a C je nekompatibilní k B). ídící hranou
je vºdy nejdel²í hrana.
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a) b) c)
Obrázek 5.16: P°íklad red-green algoritmu ve 2D: a) p·vodní sí´, element ur£ený ke zje-
mn¥ní je ozna£en ²edou barvou b) element v p·vodní sítí je rozd¥len na 4 £ervené elementy
c)zelené uzav°ení - bisekce soused·.
Dal²í metodou vhodnou k adaptaci sít¥ je red-green algoritmus. Element, který má
být zjemn¥n, je rozd¥len ve 2D na 4 podobné trojúhelníky a ve 3D na 8 podobných
tetrahedron· (viz obr. 5.17a). V²echny tyto simplexy jsou ozna£eny jako £ervené. Protoºe
takto vzniklá sí´ je nekonformní je provedeno tzv. zelené uzav°ení (v anglické literatu°e
se mluví o green closure), které je ve 2D prostou bisekcí okolních element· (viz obr.
5.16). Ve 3D je situace o n¥co sloºit¥j²í, protoºe vzniká více typ· element· (viz obr 5.17).
ervené elementy mají stejnou kvalitu jako p·vodní element. Toto uº neplatí o elementech
vzniklých p°i zeleném uzav°ení, u kterých je kvalita hor²í.
Pokud je v n¥kterém z dal²ích krok· pot°eba zjemnit zelený element, tak to nikdy není
provedeno p°ímo, ale zelený element je nahrazen p·vodním elementem a ten je rozd¥len
na £ervené simplexy.
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(out.u3d) (out.u3d)
a) b)
(out.u3d)
c)
Obrázek 5.17: P°íklad red-green algoritmu ve 3D: a) 8 £ervených element· c), d) £ást
zeleného uzav°ení.
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5.8. Ukázky sít¥
Sí´ na t¥lese popsané SD-funkcí:
f (x, y) = z7 + w9 +
√
(z7)
2 + (w9)
2,
kde
w1 = 32 − x2 − y2 − z2 w2 = 1.52 − x2 − (y − 4)2 − z2
w3 = 0.72 − (x+ 1)2 − (y − 5)2 − z2 w4 = 0.72 − (x− 1)2 − (y − 5)2 − z2
w5 = 1.12 − (x+ 3)2 − (y − 1.5)2 − z2 w6 = 1.12 − (x− 3)2 − (y − 1.5)2 − z2
w7 = 0.52 − x2 − (y − 4)2)− (z − 1.5)2 w8 = 1.22 − (x+ 1.5)2 − (y + 2)2 − (z − 2.5)2
w9 = 1.22 − (x− 1.5)2 − (y + 2)2 − (z − 2.5)2 z1 = w1 + w2 +
√
(w1)
2 + (w2)
2
z2 = z1 + w3 +
√
(z1)
2 + (w3)
2
z3 = z2 + w4 +
√
(z2)
2 + (w4)
2
z4 = z3 + w5 +
√
(z3)
2 + (w5)
2
z5 = z4 + w6 +
√
(z4)
2 + (w6)
2
z6 = z5 + w7 +
√
(z5)
2 + (w7)
2
z7 = z6 + w8 +
√
(z6)
2 + (w8)
2
je na obr. 5.18. Lokální zjemn¥ní a °e²ení Poissonovy rovnice je na obr. 5.19.
Obrázek 5.18: Ukázka výsledné sít¥. Na °ezu je vid¥t, jak se elementy sm¥rem dovnit°
zv¥t²ují.
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Obrázek 5.19: Ukázka adaptace sít¥ a °e²ení Poissonovy rovnice na této síti v programu
COMSOL Multiphysics.
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(out.u3d)
(out.u3d)
(out.u3d)
Obrázek 5.20: Ukázka povrchové a objemové sít¥.
47
6. Implementace algoritmu
ve t°ídách C++
6.1. Popis knihovny
Knihovna obsahuje funkce k vytvo°ení sít¥ algoritmem Isosurface Stuﬃng.
• Typ Point reprezentuje 3D bod. Vlastnostmi jsou x, y, z, které p°edstavují jedno-
tlivé sou°adnice.
Konstruktor:
Point(double x, double y, double z);
• Typ GridPoint reprezentuje 3D bod s celo£íselnými sou°adnicemi.
Konstruktor:
GridPoint(int x, int y, int z);
• T°ída ImplicitSurface obsahuje funkce pouºívané p°i Kontinua£ní metod¥.
Konstruktor:
ImplicitSurface(double (*f) (Point), Point seed, double tol = 1.0E-8);
kde f je ukazatel na SD-funkci, která 3D bod p°evede na jeho funk£ní hodnotu,
seed je bod, který leºí na hranici a tol je p°esnost s jakou se ur£í, zda-li body leºí
na hranici.
Funkce:
SurfaceGrid ComputeGrid(double h);
funkce provede kontinua£ní metodu. Krychle mají délku hrany h.
Location ComputeLocation(GridPoint P);
funkce ur£í, zdali bod Q, kterému v celo£íselných sou°adnicích odpovídá GridPoint
P, leºí uvnit°, vn¥ resp. na hranici t¥lesa popsaného SD-funkcí. Vrací hodnotu typu
Location, coº je vý£et obsahující 4 hodnoty: inside(pro body leºící uvnit°, tj. funk£ní
hodnota SD-funkce f v bod¥ Q je záporná a men²í neº tolerance tol se záporným
znaménkem), outside (vn¥, tj. funk£ní hodnota SD-funkce f je v¥t²í neº tolerance
tol), boundary (leºí na hranici, tj. absolutní hodnota funk£ní hodnoty SD-funkce f
je men²í neº tol), unknown (pokud je poloha bodu Q neznámá).
• T°ída BackgroundGrid obsahuje funkce pot°ebné ke vzniku primární sít¥ a prací
s ní.
Konstruktor:
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BackgroundGrid(SurfaceGrid grid, char method = 'z');
konstruktor zano°í krychle v SurfaceGrid grid do octree a tento strom slab¥ vyváºí.
et¥zec method ur£uje, která metoda bude pouºita p°i hledání pr·se£íku hrani-
ce t¥lesa s hranami octree. Pokud nabývá hodnoty z, tak bude pouºita Brentova
metoda, pro jiné hodnoty bude pouºita bisekce.
Funkce:
const Octant* FindOrCreate( int x, int y, int z, int targetSize=minSize );
funkce hledá oktant, který obsahuje bod o celo£íselných sou°adnicí x,y,z a je velikosti
targetSize. Pokud jej nenajde, tak jej vytvo°í a vrátí na n¥j ukazatel. V p°ípad¥,
ºe takový oktant uº existuje, tak jen vrátí ukazatel na n¥j.
const Octant* Find( int x, int y, int z, int targetSize=minSize );
funkce hledá oktant, který obsahuje bod o celo£íselných sou°adnicí x,y,z a je velikosti
targetSize. Pokud jej najde, tak vrátí ukazatel na n¥j. V opa£ném p°ípad¥ vrací
nulu.
void Tetrahedralize(void);
funkce vytvo°í primární sí´ na octree.
void findCuts(void);
funkce najde body na povrchu a deformuje primární sí´.
void CreateMeshSimplices(void);
funkce provede tetrahedralizaci primární sít¥.
Volume* getMesh(void);
funkce vy£istí sí´ od nepouºitých bod·.
void Export(const char*);
funkce exportuje vytvo°enou sí´ do formátu .mesh. Vstupem této funkce je název
souboru, do kterého je sí´ exportována.
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6.2. Pouºití knihovny
Následuje ukázka, jak vygenerovat sí´ na kouli se st°edem v po£átku a polom¥rem jedna.
double Sphere(Point p)
{
return 1 - p.x*p.x - p.y*p.y - p.z*p.z;
}
int main(void)
{
ImplicitSurface* surface;
double h = 0.1;
surface = new ImplicitSurface(Sphere, Point(1,0,0));
SurfaceGrid grid = surface->ComputeGrid(h);
char method = 'z';
BackgroundGrid bckgrid(grid,method);
bckgrid.Tetrahedralize();
bckgrid.findCuts();
bckgrid.CreateMeshSimplices();
Volume* mesh = bckgrid.getMesh();
mesh->Export("tet.mesh");
return 0;
}
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7. Záv¥r
Tato práce podává návod, jak generovat nestrukturované sít¥ a to p°eváºn¥ ve 3D.
T¥ºi²t¥m práce je podrobné vyloºení v²ech krok· v algoritmu Isosurface stuﬃng. Diplo-
mová práce navazuje na bakalá°skou práci [14], ve které byly vysv¥tleny postupy genero-
vání sítí ve 2D.
Generování sítí ve 3D je stále velice ºivé a dosud neuzav°ené téma. Velkým problémem
je automatické generování 3D sítí na komplikovaných oblastech. Existuje sice mnoho algo-
ritm·, ale jen u málokterého je garantovaná kvalita výsledné sít¥. U algoritmu Isosurface
Stuﬃng, který je v této práci popsaný, je dokázáno, ºe nejmen²í dihedrální úhel bude
7.6872◦ a nejv¥t²í 168.0481◦. Po£íta£ový d·kaz je moºné najít v [12]. Tato sí´ má i dal²í
cenné vlastnosti. Její generování je rychlé a numericky robustní. Sí´, která pomocí algo-
ritmu vznikne, je dobré kvality a je vhodná k dal²ímu pouºití v adaptivních p°ístupech
MKP.
Dal²í výhodou algoritmu je, ºe sou£asn¥ vytvá°í povrchovou sí´ i objemovou sí´ a ob¥
sít¥ jsou v dobré kvalit¥. Tato vlastnost není samoz°ejmá. Kup°íkladu u Advancing-front
metody popsané v kapitole 4.1 je nejd°íve nutné vytvo°it povrchovou sí´ a aº poté je
moºné generovat objemovou.
Implementace algoritmu Isosurface Stuﬃng, která vznikla jako sou£ást této diplomové
práce, je funk£ní. Výsledné sít¥ je moºné importovat do program· vhodných k provád¥ní
výpo£t· metodou kone£ných prvk· (jako nap°íklad COMSOL Multiphisics). A£ je im-
plementace základního algoritmu ukon£ena, ur£it¥ by bylo moºné jej roz²í°it nap°íklad
o moºnost lokáln¥ zjem¬ovat sí´ uvnit° t¥lesa i na povrchu.
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8. Seznam pouºitých zkratek
a symbol·
d Dimenze prostoru
3D Prostor dimenze 3
2D Prostor dimenze 2
R Mnoºina reálných £ísel
Ω Uzav°ená oblast
T Pokrytí nebo sí´
S Mnoºina vrchol·
d (a, b) Vzdálenost bod· a, b
Conv(S) Konvexní obal mnoºiny S
◦
U Vnit°ek mnoºiny U
κ (A) íslo podmín¥nosti matice A
〈a, b〉 Uzav°ený interval
|.| Absolutní hodnota
(.× .) Vektorový sou£in dvou vektor·
(u · v) Skalární sou£in dvou vektor· u, v
Φαβ Diherální úhel mezi rovinami α a β
λAmax Nejv¥t²í vlastní £íslo matice A
λAmin Nejmen²í vlastní £íslo matice A
MKO Metoda kone£ných objem·
MKP Metoda kone£ných prvk·
PDR Parciální diferenciální rovnice
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