We study the long-run properties of optimal control problems in continuous time, where the running cost of a control problem is evaluated by a probability measure over [0, +∞). Li et al. ("Limit value for optimal control with general means," Discrete Continuous Dyn. Syst.-Series A, vol. 36, pp. 2113-2132, 2016) introduced an asymptotic regularity condition for a sequence of probability measures to be more and more uniform over [0, +∞) in order to study the limit properties of the value functions with respect to the evaluation. In the particular case of t-horizon Cesàro mean or ρ-discounted Abel mean, this condition implies that the horizon t tends to infinity or the discount factor ρ tends to zero. For the control problem defined on a compact domain, satisfying some nonexpansive condition, and with a running cost function dependent on the state variable only, Li et al. proved the existence of a general limit value, i.e., the value function uniform converges as the evaluation becomes more and more regular. Within the same context, we prove the existence of a general uniform value, i.e., for any ε > 0, there is a robust optimal control that guarantees the general limit value up to ε for all control problems where the cost is evaluated by a probability measure sufficiently regular. This extends the result presented by Quincampoix and Renault ("On the existence of a limit value in some nonexpansive optimal control problems," SIAM J. Control Optim., vol. 49, pp. 2118-2132, 2011) which proved the existence of a uniform value for running costs evaluated by Cesàro means only. Under the compact nonexpansive condition we make, the obtained limit value is in general a function dependent of the initial state, a property not underlined by the traditional ergodic or dissipative approach for the long-run control problems.
I. INTRODUCTION
I NFINITE-HORIZON optimal control has many applications in areas like economics, management, and engineering. Several optimality criteria for an infinite cost flow are used in the literature. The discounted criterion, assuming a fixed discount rate ρ, is usually favored by the economists (cf., [5] for a comprehensive survey on economic growth). This criterion emphasizes that the impact of decisions is significant at present and becomes insubstantial in the far future. One way to model decisions possessing a significant long-run impact is the undiscounted criterion, where the total cost is taken as the limsup of the average costs on finite horizons (limiting average cost, cf., Definition 4.1 for a precise definition). Applications of this approach include the inventory management problems (cf., [9] , [8] , [16] ), the stochastic manufacturing systems (cf., [33] , [40] , [47] ), the queueing systems (cf., [20] , [52] ), etc. One criticism of the undiscounted criterion by economists is that the present impact of the decision is completely ignored by this approach. As for the discounted criterion, the optimal control is sensitive to the specific discount rate, and the estimation of this parameter is in general a difficult task. In the discrete-time control problems, Krass et al. [36] (see also [25] for two-player stochastic games, and [30] for continuous-time framework proposed the weighted average criterion (cf., Definition 4.3) as a compromise between the above two approaches, where the total cost is a weighted average of the discounted one and the undiscounted one. In this model, decisions have both the short-run and the long-run effects. Nevertheless, the same as the discount criterion, the specification of a discount factor is still needed for the analysis. Moreover, the choice of the weight parameter between the discounted and the undiscounted costs is as difficult as that of the discount rate.
To model control problems with an emphasis on the asymptotic long-run impact, another optimality criterion used in the literature is the so-called asymptotic approach. It studies the convergence of the ρ-discounted value (Abel mean) as ρ tends to zero, or the t-horizon average value (Cesàro mean) as t tends to infinity. Under either asymptotic condition (ρ → 0 or t → +∞), the decision maker becomes more and more patient and the effective decision horizon becomes larger and larger.
While the asymptotic approach studies the asymptotic property of the value function, the uniform approach, a stronger optimality criterion, studies the long-run properties of both the value function and the optimal control, i.e., whenever the asymptotic value exists, it asks further for the existence of a single (could be approximately) optimal control for all ρdiscounted problems with a sufficiently small discount factor ρ or for all t-horizon average problems with a sufficiently large horizon t. The uniform approach is a robust optimality criterion because the optimal control that we look for does not depend on 0018-9286 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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the specific discount factor (resp. horizon) provided that it is small (resp. large) enough. This seems to be reasonable for the study of control problems with a small but unknown discount factor (or, a large but unknown horizon) such as sustainable development, environment management, extreme event (disaster) control, etc., (cf., [24] ). The existence of an exactly optimal control being robust to all sufficiently small discount factors refers to the well-known Blackwell optimality in the literature. Blackwell [11] proved the existence of Blackwell optimality in discrete-time control problems with finite state space. Usually, Blackwell optimality is too strong to be satisfied, especially without the assumption of a finite state space (see [32] for a survey). As a weaker notion, Blackwell ε-optimality (cf., [46] ) requests the existence of an approximately optimal control for all discounted problems with sufficiently small discount factor. 1 In this paper, we investigate the long-run uniform analysis of certain optimal control problems. In particular, we consider the control problem with a general evaluation that includes both the ρ-discounted cost and the t-horizon average cost as special cases. We take the long-run condition for general evaluations defined in [37] that corresponds to either "ρ → 0" or "t → +∞" in the usual case.
Let us mention here that the study of control problems with general evaluation is closely linked with the so-called "timeinconsistent" problems in the literature (cf., [10] , [21] , [22] , [34] , [53] ), which has recently received a lot of attention. Indeed, time-inconsistency appears when the decision maker has a present-biased time preference (say hyperbolic discounting, for example), and our approach can be regarded as a study of this general framework when the discount rate is not stationary in time. However, to the best of the author's knowledge, there is no general research yet on the long-run "time-inconsistent" problems in the continuous-time framework. While, in discretetime framework, and especially in repeated games, this issue has been addressed, see [19] , [39] and the references therein.
To focus on our main result, we formulate the control problem under consideration and discuss the related literature that are more specific.
Let U be a compact metric space. A control u is a measurable function from R + to U . Denote by U the set of all controls. We consider the following control system:
where f : R d × U → R d , and y 0 ∈ R d is the initial state. Let g : R d × U → R be the running cost function. We make the following assumptions on f and g throughout the paper: 1 In the literature of two-player zero-sum dynamic problems such as repeated games or stochastic games, a notion similar to Blackwell ε-optimality, uniform value has been extensively studied (cf., [48] ), where the ε-optimality is taken with respect to the t-horizon average costs instead of the ρ-discounted costs. We point out that for stochastic games with finite state space, Blackwell 0optimality does not exist in general even in a very simple game structure, such as the famous "Big Match" game [12] .
(2) Then, for a given initial point y 0 ∈ R d , any control u ∈ U defines a unique absolutely continuous solution to (1) on R + , which we denote by y(t, u, y 0 ).
Denote by J = U, g, f the control problem described above without mentioning explicitly its cost function. Once a cost function is defined for J , the optimal control problem becomes clear. In this paper, we are not interested in some J with a particular cost function, rather, we are interested in some limit properties of J associated with a family of cost functions with respect to the underlying probability measure that defines the cost.
Below are formal notations. Δ(R + ) is the set of Borel probability measures on R + and any θ ∈ Δ(R + ) is called an evaluation. The θ-value of the control problem J is defined as
Specific evaluations and the corresponding value functions include
Cesàro mean: ∀t > 0, θ t has a density s → f θ t (s) = In this paper, we investigate the long-run properties of the control problem J . In particular cases, we look at the convergence of Vθ t as t tends to infinity, the convergence of V θ ρ as ρ tends to zero, and their equality (as mentioned, the asymptotic approach). In case of convergence, the uniform approach further asks for each ε > 0 the existence of an ε-optimal control for all control problems with sufficiently large t and/or with sufficiently small ρ. The uniform approach emphasizes the robustness of the optimal control with respect to a long but unknown duration of the control problem. When this single ε-optimal control exists, we say that the uniform value exists. The terminology "uniform" is used for the independence of the ε-optimal control on the time t or the discount factor ρ.
In the literature, the asymptotic approach has been extensively explored. Most of the results are obtained by assuming certain ergodic condition (cf., [1] - [3] , [7] , [26] ) or dissipative condition (cf., [6] ). A different approach making no ergodic/dissipative assumption is initialized by [42] . Notably, the obtained limit value function (whenever exists) is in general dependent on the initial state. To be more precise, they pose a compact nonexpansive assumption on the control problems, i.e., the running cost g does not depend on the control variable 2 u and is continuous in y, the control system is defined on a compact domain Y and satisfies the following nonexpansive condition:
Quincampoix and Renault [42] proved that for any compact nonexpansive control problem, Vθ t converges uniformly (in the initial state) as t tends to infinity, and moreover for any ε > 0, an ε-optimal control exists for all t-horizon problems with sufficiently large t.
This nonexpansive approach for the asymptotic study of the average value in optimal control has recently been advanced in the literature toward several different directions: [15] for optimal control and differential games linked to PDE techniques, [13] and [28] for stochastic control system, [43] for singularly perturbed control system.
On the other hand, several Tauberian-type results are established in various contexts of optimal control (cf., [41] for deterministic optimal control, [13] for stochastic optimal control, [35] for differential games), which state that the uniform convergence of t-horizon value as t tends to infinity is equivalent to that of ρ-discounted value as ρ tends to zero, and both limits are equal in case of convergence. Tauberian-type results for deterministic control problems are also obtained in [14] , which provided two representation formulas for the limit value function via the occupation-measure techniques.
Motivated by those Tauberian-type results, the asymptotic study of the optimal control problems with general evaluations aims at defining a unique limit value function that is independent of the particularly chosen evaluation sequence (for example, to be Cesàro mean or Abel mean). For this aim, Li et al. [37] introduced the notion of s-total variation (cf., Definition 2.1) to define an asymptotic regularity condition for evaluation sequences. This condition is used to study the asymptotic behavior of V θ as θ becomes more and more "uniform over [0, +∞)," which submerges the asymptotic conditions "t → +∞" and "ρ → 0" as particular cases. In the context of compact nonexpansive control problems, Li et al. [37] proved the existence of a general limit value (cf., Definition 2.2, and Proposition 2.5), i.e., there is a uniform convergence of V θ to some value function V * as θ becomes more and more regular. A characterization of the limit value function V * see (5) , which is similar to the one given in [42] but different from those given in [14] is also provided in [37] .
The asymptotic approach for control problems with a larger family of evaluations is studied by Goreac [28] . In [28] , only a family of probability measures that are absolutely continuous with respect to the Lebesgue measure is considered, and a different asymptotic regularity condition from that in [37] is introduced for the study.
Compared to the large body of literature on the asymptotic approach for control problems, results via uniform approach are relatively rare apart from [42] . Our paper follows the research lines of [42] and [37] to conduct a uniform analysis for compact nonexpansive control problems with general evaluations. Using the asymptotic regularity condition in [37] , we prove the existence of a general uniform value (cf., Definition 2.9), i.e., for any ε > 0, there is an ε-optimal control to guarantee the general limit value for all θ-evaluated problems with θ sufficiently uniform over [0, +∞). This generalizes the result of uniform approach in [42] from t-horizon average to general evaluations. We state here our main result in a less formal way: Theorem 1.1: Consider a control problem that is compact nonexpansive. Let V * be its general limit value function. Then, ∀ε > 0, there exists some control u * such that for all θ that is sufficient "uniform over [0, +∞)"
The proof for the existence of the robust optimal control is constructive. Now we discuss in some detail the idea of our construction by a comparison to that of [42] . Both constructions are inspired by corresponding works in the discrete-time framework: [42] is an adaption of the proof in [44] for dynamic programming with Cesàro means while ours is inspired by [45] , which is a study of the Markovian decision processes with general evaluations. While the robust optimal control in [42] is pure, the one in ours is random.
In [42] , the following auxiliary value function W m ,n played an important role in the proof: An analogous function ϕ T ,S will be introduced in our paper which takes a similar but different form:
We see that after the controller's move (minimizer, choosing a control u), while W m ,n is defined as if an adversary (maximizer) will choose a bad averaging length t ≤ n, ϕ T ,S is defined as if the adversary will choose a bad starting time t ∈ [0, T ]. Nevertheless, both quantities are linked to the concept of a robust optimal control.
Another difference is that the definition of ϕ T ,S involves the random control space, while W m ,n does not. The randomization is introduced for the convexity used in proving a minmax theorem for ϕ T ,S , i.e., we shall prove (in Part A of Section III-B) that the "inf" and "sup" operators in ϕ T ,S commute. The proof in [42] also involves a minmax result for W m ,n (cf., Proposition 3.12), yet, its proof does not follow from a minmax theorem's argument. This explains apparently the resulting use of random optimal control for us but not for [42] .
Next, we explain roughly how the auxiliary value function W m ,n works in [42] and the reason why ϕ T ,S is introduced by us.
The construction of the pure robust optimal control u * in [42] is by blocks. Indeed, u * is defined as the concatenation of a sequence of controls (u m i ) i with each u m i being optimal for some W m i ,n i y(i) and satisfying the following heuristic property: the average cost on each block is approximately no larger than V * and at the same time, the value of V * by the end of the block is nonincreasing. In this way, the uniform optimality for Cesàro means could have been obtained by carefully choosing the parameters m i , n i .
Unfortunately, when proving the existence of a robust optimal control under general evaluations, the above construction for Cesàro means by blocks does not extend naturally. In particular, we notice that in [42] , within each block of length m i + n i , a bounded duration m i (relatively negligible to n i ) is first taken for reaching a "good" state, and then on the remaining part the average cost is no more than V * . For a general family of evaluations, even though asymptotically uniform over [0, +∞), the weight within each block might be concentrated on the starting interval of length m i , which is thus not (relatively) negligible.
This motivated us to introduce the auxiliary value function ϕ T ,S in this generalized framework: the optimal control is chosen by taking into the consideration that the adversary is free to choose any starting time. The ε-optimal control u * will be defined as the "limit" of a sequence of optimal plays u T in finite horizons, where each u T is optimal for ϕ T ,S 0 for a sufficiently large S 0 (with the help of the minmax result, u T can be taken dependent on T ). By the very definition of ϕ T ,S and the "limit" property of u * , to be derived in Section III-A by exploring the compact nonexpansivity property, we are able to prove cf., (23) in Part B of Section III-B : under the limit control u * , the Cesàro average cost on any interval of length S 0 starting from anywhere is no more than V * . Finally in Part C of Section III-B, we will employ a comparison of the normalized average costs under general evaluations by blocks to those under Cesàro means so as to obtain the result.
It is unknown whether uniform value exists in pure controls for compact nonexpansive control problems with general evaluations. In the discrete-time framework and for Cesàro means, Venel and Zillioto [49] proved such existence in pure strategies. Their proof relies on a result of [23] for Markovian decision processes with limiting average criterion and an ergodic theorem on Markovian chain. One may wonder the possibility of extending the result to problems with general evaluations. It is not so clear even for the discrete-time/state framework. Moreover, for the continuous-time/state framework, the similar analysis based on the ergodic theorem seems implausible.
Links are also made to the aforementioned other optimality criteria in the infinite-horizon control literature, such as the undiscounted criterion, and the weighted average criterion. We show that the existence of a uniform value with general evaluations will imply the value notions of the above two criteria (cf., Proposition 4.2 and Proposition 4.4).
The organization of the paper is as follows. Section II presents our main result. The proof of the main result is given in Section III, which consists of two parts: some preliminary results concerning the compact nonexpansivity, and the main part of the proof. In Section IV, we illustrate our main result first by an example and then discuss its implications for other long-run optimality criteria.
II. NOTATIONS AND THE MAIN RESULT
In this section, we state our main result of this paper. For the aim of preparation, some further notations are introduced first.
Let J = U, g, f be the optimal control problem defined by (1) for which Condition (2) is assumed. Let θ ∈ Δ(R + ) be an evaluation for the control problem J , and let V θ (y 0 ) be the θ value of J defined by (3). The following notion is introduced in [37] for the aim of defining a regularity for θ.
Definition 2.1: For any s ≥ 0, the s-total variation of an evaluation θ is
Indeed, we use sup 0≤s≤S T V s (θ) for some S > 0 to measure the regularity of any evaluation θ, and we shall conduct the asymptotic analysis and the uniform analysis for the control problem J as sup 0≤s≤S T V s (θ) becomes sufficiently small. The reader is referred to [37, Sec. 3.3] for an extensive discussion on this regularity condition. In particular, the vanishing condition "sup 0≤s≤S T V s (θ) → 0 for some S > 0" corresponds to either "t → +∞" for the Cesàro mean or "ρ → 0" for the Abel mean.
The following formal definition is concerned with the asymptotic analysis of control problems with general evaluations.
Definition 2.2: The optimal control problem J = U, g, f has a general limit value given by some function V defined on R d if: for each ε > 0 there is some η > 0 and S > 0 such that:
We restrict ourselves to the study of the following class of control problems.
Definition 2.3: The optimal control problem J = U, f, g is compact nonexpansive if: 1) the controlled dynamic (1) has a compact invariant set Y ⊆ R d , i.e., y(t, u, y 0 ) ∈ Y ∀t ≥ 0 for all u ∈ U and y 0 ∈ Y ; 2) the running cost g does not depend on u and is continuous in y ∈ Y ; 3) the controlled dynamic (1) is nonexpansive, i.e., therein) proved that J has a general limit value characterized by the following function: ∀y 0 ∈ Y ,
Proposition 2.5 ([37] ): Let J = U, f, g be compact nonexpansive. Then, the general limit value of J exists and is equal to V * . Remark 2.6: As opposed to most papers in the control literature, say for example [1] - [3] , [7] , [26] , or [6] , no ergodic condition or dissipative condition is assumed for compact nonexpansive control problems. This can be underlined by the fact that in general the limit function V * defined in (5) depends on the initial state y 0 . One concrete control example is presented in Section IV-A to highlight this point.
Remark 2.7: The main result of [37] is actually stated in a more general form than here: let (θ k ) k ≥1 be a family of evaluations satisfying the long-term condition, i.e., sup 0≤s≤S T V s (θ k ) k →∞ − −− → 0 ∀S > 0, then V θ k converges uniformly to V * if and only if the space {V θ k , · ∞ } is totally bounded. Proposition 2.5 is obtained as a corollary of the above result: for a compact nonexpansive control problem, the condition of being total boundedness for value functions is satisfied (cf., [37, Corollary 4.5] for more details). The proof of the result involves mainly the total boundedness of {V θ k , · ∞ }. Our result for uniform analysis is stated only for these specific compact nonexpansive control problems, because the construction of the uniform optimal control uses the compact nonexpansive conditions explicitly.
We study in this paper a value notion that is stronger than the general limit value, namely the general uniform value (the "uniform approach"), which requests the existence of a robust control that is approximately optimal for all θ-evaluated control problems with θ sufficiently regular (i.e., sup 0≤s≤S T V s (θ) sufficiently small for some fixed S > 0).
For the aim of a formal analysis of the uniform approach, we first introduce the notion of random control in control problems, for which we follow [17] (see [4] , for the introduction of random strategies for infinite games).
We are going to work on a set S of probability spaces, which is stable by countable product. To fix the ideas, choose
is the class of Borel sets of [0, 1] n , λ n is some Borel measure on R n for n < ∞ and B([0, 1] ∞ ) is the product Borelfield, λ ∞ is the product measure for n = ∞. As the reader can check easily, the results presented in this paper do not depend on this particular choice of S. When no confusion is caused, we will use the short-hand notation Ω for the triple (Ω, B(Ω) , λ), and may also write simply u for the random control without explicitly mentioning the underlying probability space.
Denote byŨ the set of all random controls, which is convex in the following sense. For any u 1 , u 2 inŨ and α ∈ [0, 1], define u = αu 1 + (1 − α)u 2 to take the value of u 1 with probability α and of u 2 with probability (1 − α). Then, it is easy to find 3 some probability space in S defined on which u also belongs toŨ.
Let (Ω, u) be a random control, then for any initial point y 0 ∈ Y and any ω ∈ Ω, u ω (y 0 , ·) := u(y 0 , ω, ·) defined from [0, +∞) to U is a (pure) control in U, which we denote by u ω (y 0 ). The Borel probability space Ω serves as a random device for the controller to choose a pure control in U.
The expected θ-evaluated cost induced by any random control (Ω, u) and initial point y 0 is denoted by
and the expected θ-value in random controls isṼ θ (y 0 ) = inf u∈Ũ γ θ (y 0 , u). The cost function γ θ (y 0 , ·) is affine 4 in u; thus, the value function in random controls is the same as that in pure controls, that is,Ṽ θ (y 0 ) = V θ (y 0 ) for all y 0 ∈ Y and θ ∈ Δ(R + ).
Definition 2.9: The optimal control problem J = U, f, g has a general uniform value if the general limit value exists, say equal to V * , and moreover for each ε > 0 there are some η > 0, S > 0, and a random control u ∈Ũ such that: ∀θ ∈ Δ(R + ),
The control u appearing in the above definition is called an ε-optimal control for the control problem J .
Our main result of this paper is the following. Theorem 2.10: Assume that the optimal control problem J = U, f, g is compact nonexpansive. Then, it has a general uniform value V * .
III. PROOF OF THEOREM 2.10

A. Some Preliminary Results
For any (y 0 , u) ∈ Y ×Ũ and t ≥ 0, we denoteỹ(t, u, y 0 ) = Ω δ y(t,u ω (y 0 ),y 0 ) dλ(ω) for the distribution of the state at time t. Any z ∈ Δ(Y ) is a probability distribution over Y . Let z be the distribution of the initial state, then t →ỹ(t, u, z) = Y Ω δ y(t,u ω (y 0 ),y 0 ) dλ(ω)dz(y 0 ) is the expected trajectory in Δ(Y ) with respect to z. The above notations are consistent when a point y 0 ∈ Y is identified with the Dirac measure δ y 0 ∈ Δ(Y ).
For anyỹ ∈ Δ(Y ), let g(ỹ) = p∈Y g(p)dỹ(p) be the affine extension of g. Using Fubini's theorem, we have: for any y 0 ∈ Y and u ∈Ũ,
Before proceeding to the proof of Theorem 2.10, we establish in the rest of the section several preliminary results concerning the nonexpansive property of the dynamic in Δ(Y ).
Let d K R be the Kantorovich-Rubinstein distance on Δ(Y ):
where Lip(1) denotes the set of bounded 1-Lipschitz functions defined on Y .
Proof: We fix u : Y × Ω × [0, +∞) → U , a random control defined on the probability space Ω, B(Ω), λ . We first show the result for z 1 and z 2 being Dirac measures. Let p, q in Y . u ω (p) : [0, +∞) → U is a pure control for any ω ∈ Ω. By the nonexpansive assumption, Quincampoix and Renault [42, Proposition 3.6] implies that: for given ω ∈ Ω, there is some pure control u p (q, ω, ·) : [0, +∞) → U , which we denote by u p ω (q) := u p (q, ω, ·), such that
Moreover, one can take the mapping
jointly measurable. 5 Letting u p (q, t) = u p ω (q, t) ω ∈Ω for all t ≥ 0, this defines a random control t) . 5 Indeed, consider for (4): we fix any y 2 ∈ Y and a · : x → a x ∈ U measurable. Then, we can apply the measurable selection theorem (cf., [51, Th. 9.1]) for the optimization problem inf b ∈U y 1 − y 2 , f (y 1 , a y 1 ) − f (y 2 , b) to obtain the existence of a measurable mapping b · : From (6) , we deduce that: for any t ≥ 0,
Consider now z 1 , z 2 in Δ(Y ). By the Kantorovich-Rubinstein duality formula (cf., [50, Th. 5.10] ), there is a coupling ξ(·, ·) ∈ Δ(Y × Y ) with first marginal z 1 and second marginal z 2 , satisfying
Let q → ξ(·|q) ∈ Δ(Y ) be the conditional distribution of ξ on its first marginal. Consider now the Borel isomorphic mapping (between two standard Borel spaces)
which is jointly measurable as the composition function of u · ω (q, t) and h q (ω). (Ω v , v) is then a random control defined on the product Borel probability space Ω ⊗ Ω, B(Ω ⊗ Ω), λ 2 . The interpretation of the random control v is that: at each initial point q ∈ Y , v(q, ·) randomly takes the value u p (q, ·) according to the probability law dξ(p|q).
Next, we check that v satisfies the nonexpansive condition. For any t ≥ 0 and q ∈ supp(z 2 ),
We use Fubini's theorem to the above quantity, first onΩ × Ω and then on Y × Y , to obtain that it is equal to
where the last equality is by the change of variable "p = h q (ω)." From above, we then deduce that t, u, p ,ỹ t, u p , q dξ(p, q) . Now (7) means that the integration on the right-hand side of above is bounded by
with the last equation following from (8) . This completes our proof for the lemma. The proof of Theorem 2.10 involves some compact property of the set of random controls for compact nonexpansive control problem, as we will show in Lemma 3.7: the "limit trajectory" in Δ(Y ) (cf., Lemma 3.6) of a sequence of random controls can be arbitrarily approximated by the trajectory induced by one random control. Here, the random control that we are going to construct is defined as concatenations of certain sequence of random controls, namely behavior control. Formal definitions are as follows. 
Definition 3.3: Fix 0 = t 0 < t 1 · ·· < t m < · · · a partition of [0, +∞), and (Ω m , u m ) m ≥1 a sequence of random controls. Let ⊗ m m =1 Ω m , u [m ] m ≥1 be a sequence of random controls defined inductively as: u [1] = u 1 and u [m +1] = u [m ] ⊕ t m u m +1 for any m ≥ 1. The behavior control
is defined as the concatenations of (u m ) sequentially at points (t m ): for any y 0 ,
where ω m := (ω 1 , . . . , ω m ).
Remark 3.4: The behavior control (Ω [∞] , u [∞] ) is also a random control with the product Borel space Ω [∞] = ⊗ m ≥1 Ω m , which, as a countable union, is still in S.
Remark 3.5: On the other hand, from Kuhn's theorem (cf. [4] , Section 5): for any random control, one can construct a behavior control such that the trajectories in Δ(Y ) induced by them are the same. More precisely, we fix (t m ) m ≥0 a partition of [0, +∞), Ω u , u a random control and y 0 ∈ Y an initial state. Then, there exists some behavior control ⊗ m ≥1 Ω m , u as concatenations of some sequence of random controls Ω m , u m m ≥1 at points (t m ) such that starting from y 0 , the trajectories in Δ(Y ) generated by both u and u are the same, i.e.,ỹ(t, u, y 0 ) =ỹ(t, u, y 0 ) ∀t ≥ 0, a.e. Fix any y 0 in Y , ỹ(·, u k , y 0 ) k ≥1 is the sequence of trajectories in Δ(Y ) generated by a sequence of random controls (u k ) k ≥1 with the same initial point y 0 . Definition 3.6: A measurable mapping t → y(t) defined from R + to Δ(Y ), d K R is a limit trajectory of the sequence ỹ(·, u k , y 0 ) k ≥1 , if there is a subsequence ỹ(·, u ψ (k ) , y 0 ) k ≥1 such that for any m ≥ 1,ỹ(·, u ψ (k ) , y 0 ) converges (for d K R ) to y(·) uniformly on [0, m] as k tends to infinity, where ψ(·) is a strictly increasing function from N * to N * such that for any m ≥ 1,ỹ(·, u ψ (k ) , y 0 ) converges (for d K R ) to y(·) uniformly on [0, m] as k tends to infinity. We first show that the limit trajectory exists for any sequence. Lemma 3.7: ỹ(·, u k , y 0 ) k ≥1 has a limit trajectory in Δ(Y ).
Proof: Fix an m ≥ 0, we look at the restriction of each y(·, u k , y 0 ) on the compact interval [m, m + 1]. Then, the family {ỹ(·, u k , y 0 ) : k ≥ 1} are continuous mappings from [m, m + 1] to the compact domain Δ(Y ), d K R . One can use Ascoli's theorem to deduce the existence of a uniform convergent subsequence ỹ(·, u ψ (k ) , y 0 ) k ≥1 on [m, m + 1]. To obtain this, it is sufficient for us to prove that the family ỹ(·, u k , y 0 ) : k ≥ 1 restricted on [m, m + 1] is equicontinuous. We fix any k ≥ 1 and s, t ∈ [m, m + 1]. Then, by the definition of d K R , we deduce that 
where we have used in the last inequality the fact that t → y t, u k ω (y 0 ), y 0 is absolutely continuous (cf., assumptions in (2)) . As Y ⊆ R d is compact, (9) proves that the family ỹ(·, u k , y 0 ) : k ≥ 1 restricted on [m, m + 1] is equicontinuous. By extracting subsequences for each m, we obtain the existence of a limit trajectory of ỹ(·, u k , y 0 ) k ≥1 . Lemma 3.8: Let y(·) : t → y(t) be a limit trajectory of ỹ(·, u k , y 0 ) k . Then for any ε > 0, there is some behavior control u * whose trajectory in Δ(Y ) is ε-close to y(·) along time, i.e., ∀ε > 0, ∃u * ∈Ũ, s.t. d K R ỹ(t, u * , y 0 ), y(t) ≤ ε ∀t ≥ 0.
Proof: The idea is to construct a behavior control u * by consecutive intervals, such that on each of them, u * follows one random control in the family {u k } whose trajectory is close to the limit y. The proof relies on the nonexpansive property established in Lemma 3.1, which ensures that by iteration, the trajectory generated by u * is close to y on the whole R + .
Let ε > 0 be fixed. The behavior control u * will be constructed as concatenations of a sequence of random controls (û K m ) (to be specified later on) at points {1, 2, 3, . . .}.
By definition, t → y(t) is a limit trajectory of ỹ(·, u k , y 0 ) k in Δ(Y ) for d K R , so for each m ≥ 0, there exists some K m +1 > 0 such that
Following Remark 3.5, we could have assumed that each u K m + 1 is a behavior control, and let u K m + 1 :
In order to define the behavior control u * , it is sufficient to construct by induction a sequence of random controls (û K m ) m ≥1 such that for all m ≥ 1,
where u [1] =û K 1 and u [m ] 
For m = 1, letû K 1 = u K 1 , then from (10), d K R (ỹ(t 1 , u [1] , y 0 ), y(t)) ≤ ε ∀t ∈ [0, 1]. This initializes our induction.
Assume thatû K 1 , . . . ,û K m are defined and let u [m ] 
Next we construct the controlû K m + 1 thus complete the definition of u [m +1] on [m, m + 1). To do this, we consider the two distributionsỹ(m, u [m ] , y 0 ) andỹ(m, u K m + 1 , y 0 ). Take t = m in (10) and (11) , we use the triangle inequality obtain a bound on the distance between them 
We consider then the random control u K m + 1 on the initial distribution B :=ỹ(m, u K m + 1 , y 0 ), and apply Lemma 3.1 to deduce the existence of some random controlû K m + 1 on the starting distribution A :=ỹ(m, u [m ] , y 0 ) such that 
We substitute (14) and (15) back into (13) and use the change the variable to obtain that: for any t ∈ [m, m + 1],
Finally, with the help of definition of K m +1 in (10), we obtain that: for any t ∈ [m, m + 1],
This finishes the inductive definition of the sequence û K m m ≥1 . To conclude, we set the behavior control
as concatenations of û K m m ≥1 at points {m ≥ 1}, and by our inductive construction
as long as ε ∈ (0, 1 3 ]. This completes our proof for the lemma by considering ε = ε/3.
B. Main Part of the Proof
As the proof is long, it is divided into three parts. The organization of the proof is as follows. Part A aims at establishing certain optimality properties for a sequence of controls (see Lemma 3.9), in Part B, we use the compact nonexpansive property (see Lemma 3.8) to obtain a "limit" control of the above sequence ensuring that the Cesàro average cost on each block of fixed length is no more than V * (23) ; Part C concludes the proof through a comparison of the (normalized) θ-evaluated costs to the Cesàro average costs by blocks.
Part A: For any t ≥ 0 , S > 0, y 0 ∈ Y and u ∈Ũ, denote
For T ≥ 0, we put Fix any T, S, y 0 . We first prove a minmax result for ϕ T ,S (y 0 ). We denote for each s ≥ 0:
Then from the definition of γ t,S (y 0 , u), we obtain that Next, we use Sion's minmax theorem (cf., [48, Appendix A.3] ) to show that the operators "inf" and "sup" of the above equation commute. Indeed,Ũ is convex; Δ([0, T ]) is convex and weak-* compact and the cost function (μ, u) → γ ς (μ,S ) (y 0 , u) is affine in both μ and u; moreover, the function γ t,S (y 0 , u) is continuous in t for given u (g is continuous in y and each trajectory g ỹ(s, u, y 0 ) is absolutely continuous), and so is u → γ ς (μ,S ) (y 0 , u). Then, we obtain 
Lemma 3.9: For any ε > 0, there is some S 0 > 0 satisfying:
Proof: Let θ ∈ Δ(R + ) be an evaluation that is absolutely continuous with respect to the Lebesgue measure; thus, it admits a density function t → f θ (t). For any s ≥ 0, we denote I s (θ) = [0,+∞) f θ (t + s) − f θ (t) dt. Then, one obtains that (cf., [37, Lemma 3.3]):
For any S > 0, T ≥ 0 and μ ∈ Δ [0, T ] , we apply the above expression for ς(μ, S) so as to obtain the following bound: ∀s ∈ [0, S], I s ς(μ, S)
where we have used Fubini's theorem to obtain the third equality. According to Proposition 2.5, the general limit value exists and is equal to V * , i.e., for any ε > 0, we take η > 0 and S > 0 such that: ∀θ ∈ Δ(R + ), (17), we obtain that: for all
Hence, by (18) , we have
Next, from (16),
we deduce that
Finally, according to the definition
we have that for any T > 0, there is some u T ∈Ũ s.t.
Together with (19) , one obtain
The proof of the lemma is then complete. Part B : Fix now any ε > 0, and consider S 0 > 0 and the random control u T ∈Ũ for any T > 0 given as in Lemma 3.9. We take an increasing sequence (T k ) k ≥1 in R + and fix any y 0 ∈ Y . For each k ≥ 1, t →ỹ(t, u T k , y 0 ) is the trajectory of u T k in Δ(Y ). Thus from (20), we obtain
Letȳ(·) : t →ȳ(t) be a limit trajectory of the sequence ỹ(·, u T k , y 0 ) k ≥1 , i.e., there is a subsequence ψ(k) such that y(·, u T ψ ( k ) , y 0 ) converges uniformly toȳ(·) on each [m, m + 1].
Since g is continuous on the compact invariant set Y , and Δ(Y ) is weak-* compact for the topology induced by the distance d K R cf., [50, Th. 6.9] , we let k tend to infinity along the subsequence ψ(k) in (21) to get 1 S 0 [t,t+S 0 ] g ȳ(s) ds ≤ V * (y 0 ) + ε ∀t ≥ 0.
Now we apply Lemma 3.8 for the sequence ỹ(·, u T k , y 0 ) k ≥1 and its limit trajectoryȳ(·) to obtain the existence of some behavior control u * such that 
where β s (θ, S 0 ) = 1 S 0 s max{0,s−S 0 } dθ(t) ∀s ≥ 0, and ς(θ, S 0 ) is the evaluation with s → β s (θ, S 0 ) its density function.
Next, we show that 
Indeed, the first inequality follows from Hahn's decomposition theorem applied to the sign measure "θ − ς(θ, S 0 )" cf., [ As ε > 0 is arbitrary, this proves Theorem 2.10 by taking "η = ε" and "S = S 0 ." An open question: Does a pure ε-optimal control exist for compact nonexpansive deterministic control problems with general evaluations?
IV. ILLUSTRATIONS OF THE MAIN RESULT
This last section is devoted to the illustration of the main result. We present in Section IV-A an example of control problem applied to the regulation of gene expression which is compact nonexpansive; thus, the general uniform value exists. Moreover, we show that the control problem is neither ergodic nor dissipative, which thus cannot be solved by an ergodic/dissipative approach as in [1] - [3] , [6] , [7] , [26] . This implies in particular that the obtained long-run value functions via the nonexpansive approach may depend on the initial state, i.e., the initial product concentration.
In Section IV-B, we link the general uniform value to other solution criteria such as the undiscounted criterion (also called limiting average cost, cf., [18] ) and the weighted average criterion (cf., [25] , [30] ). We will see that the general uniform value is a value notion stronger than both of them.
A. Example
Example 1: Goreac [27] studied the mathematics of the stochastic gene networks theory introduced in [31] , which was derived from the promoter region of bacteriophage λ. The associated model formulated in [27, Section 4 ] is a class of piecewise deterministic Markov processes of switch type. We focus on the continuous component, i.e., deterministic flow, of the process, which corresponds to a system of chemical reactions underlining the regulation of gene expression. In this system, two products are of interests: a monomer (x 1 ) and its dimer (x 2 ). There is a continuous transition from monomer to dimer and conversely and the monomer is subject to degradation with a certain rate. The processes are illustrated as follows:
