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Abstract
The longstanding Alperin weight conjecture and its blockwise version
have been reduced to simple groups recently by Navarro, Tiep, Spa¨th and
Koshitani. Thus, to prove this conjecture, it suffices to verify the correspond-
ing inductive condition for all finite simple groups. The first is to establish
an equivariant bijection between irreducible Brauer characters and weights
for the universal covering groups of simple groups. Assume q is a power of
some odd prime p. We first prove the blockwise Alperin weight conjecture
for Sp2n(q) and odd non-defining characteristics. If the decomposition ma-
trix of Sp2n(q) is unitriangular with respect to an Aut(Sp2n(q))-stable basic
set (this assumption holds for linear primes), we can establish an equivariant
bijection between the irreducible Brauer characters and weights.
1 Introduction
Let ℓ be a prime. For an ℓ-subgroup R of a finite group G, we denote by
dz(NG(R)/R) the set of all characters of NG(R) containing R in the kernels and
of defect zero as characters of NG(R)/R. For any ℓ-block B of G, the subset of
dz(NG(R)/R) consisting of those characters satisfying bl(ϕ)
G
= B is denoted by
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dz(NG(R)/R, B). Here, bl(ϕ) is the block of NG(R) containing ϕ. A weight of
G means a pair (R, ϕ) with ϕ ∈ dz(NG(R)/R). In this case, R is necessarily a
radical subgroup of G, i.e. R = Oℓ(NG(R)), and ϕ is called a weight character.
If furthermore ϕ ∈ dz(NG(R)/R, B), then (R, ϕ) is called a B-weight. Denote the
set of all G-conjugacy classes of B-weights by W(B). In the sequel, the term
“weight” will mean a single weight or a conjugacy class of weights depending on
the context. J. L. Alperin gives the following conjecture in [1] called blockwise
Alperin weight (BAW) conjecture.
Conjecture (Alperin). Let G be a finite group, ℓ a prime and B an ℓ-block of G,
then |W(B)| = | IBr(B)|.
This conjecture has been reduced to the simple groups, which means that the
BAW conjecture holds for a finite group G if all non-abelian simple groups in-
volved in G satisfy the inductive blockwise Alperin weight (iBAW) condition.
See [31] for a definition of the iBAW condition and see [19] for another version.
Basically speaking, the iBAW condition consists of two parts: the first one re-
quires to establish an equivariant bijection between irreducible Brauer characters
and weights; the second one (normally embedded conditions) requires to consider
the extension of irreducible Brauer characters and weight characters. This induc-
tive condition has been verified for several cases, such as: simple alternate groups,
many sporadic simple groups, simple groups of Lie type and the defining charac-
teristic, some few cases of simple groups of Lie type and primes different from
the defining characteristic; see [7], [10], [13], [19], [21], [24], [28], [29], [31], etc.
The purpose of this paper is to start the consideration of the iBAW condition
for PSp2n(q) with q a power of an odd prime p and an odd prime ℓ , p. To do this,
we first need to establish a blockwise bijection between the irreducible Brauer
characters and weights of the universal covering group Sp2n(q) of PSp2n(q).
Theorem 1. Let p be an odd prime, q = p f and ℓ an odd prime different from p,
then the blockwise Alperin weight conjecture holds for Sp2n(q) for ℓ.
In [15], the classification of blocks and the partition of irreducible ordinary
characters into blocks for CSp2n(q) are obtained. Using the results of Fong and
Srinivasan in [15] and the results of Lusztig in [20], we can classify the blocks
of Sp2n(q) and partition irreducible ordinary characters into blocks. To give a
parametrization of irreducible Brauer characters, we use the basic set E(Sp2n(q), ℓ
′)
of Sp2n(q) given in [16]. Compared with the parametrization of weights for Sp2n(q)
by J. An in [3], the above theorem follows. In fact, we not only prove the conjec-
ture, but also give an explicit bijection.
Then we prove that the above bijecition is equivariant under the action
of automorphisms of Sp2n(q). For the actions of automorphisms on irreducible
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characters, we first consider the ordinary characters. Assuming the unitriagular-
ity of the decomposition matrix with respect to the Aut(Sp2n(q))-stable basic set
E(Sp2n(q), ℓ
′), the results can be transferred to Brauer characters. Unfortunately,
the unitriangularity of the decomposition matrix has only been proved for linear
primes; see [17]. Note that the actions of automorphisms on the irreducible ordi-
nary characters of Sp2n(q) are also considered by Taylor in [32] using a different
method. We state our next main result as follows.
Theorem 2. Let p be an odd prime, q = p f and ℓ an odd prime different from p.
If the sub-matrix of the decomposition matrix of Sp2n(q) with respect to the basic
set E(Sp2n(q), ℓ
′) is unitriangular, then there is an equivariant bijection between
irreducible Brauer characters and weights for Sp2n(q). In particular, such an
equivariant bijection exists for any linear prime ℓ.
To consider the actions of automorphisms onweights, we introduced the twisted
version of radical subgroups to make the arguments more clear. We also believe
that the twisted version of radical subgroups will be useful when dealing the exten-
sion problem of weight characters, which is required by the “normally embedded
conditions” in the iBAW condition; an application of twisted version of radical
subgroups of type A is in [22].
In [14], the case for type C and linear primes are considered using a different
method; they also consider some other cases for classical groups.
The paper is organized as follows. We first fix some notations in section
§2. Then in section §3, we consider the irreducible characters and blocks of
Sp2n(q). In section §4, by comparing the parametrization of irreducible Brauer
characters with the classification of weights given by J. An in [3], we prove the
blockwise Alperin weight conjecture for Sp2n(q)(Theorem 1). Next, in sections
§5 and §6, we consider the actions of automorphisms on irreducible (ordinary and
Brauer) characters and weights of Sp2n(q). As a byproduct, we establish in §5.B
for Sp2n(q) an equivariant Jordan decomposition, which is conjectured by M. Ca-
banes and B. Spa¨th for any finite groups of Lie type and verified for type A in [11,
§8]. Finally, in section §7, we prove Theorem 2.
2 Notations
In this section, we fix some notations which will be used in this paper; more
will be given in the sequel when needed.
3
2.A General notations
We denote by Cn the cyclic group of order n. Let G be a finite group. For
H 6 G, the restrictions and inductions of modules or characters are denoted by
ResGH and Ind
G
H respectively. Let ℓ be a prime dividingG. For any a ∈ Aut(G) and
ϕ an ordinary or Brauer character of G, ϕa(g) = ϕ(ag) for any g ∈ G or g ∈ Gℓ′ .
The set of all irreducible ordinary or ℓ-Brauer characters of a finite group G is
denoted by Irr(G) or IBr(G) respectively. We also denote byG∧ the set of all linear
characters ofG, especially whenG is abelian. Denote by Bl(G) the set of ℓ-blocks
of G. For any B ∈ Bl(G), the set of irreducible or Brauer characters is denoted
by Irr(B) or IBr(B) respectively. See, for example, [26], for more notations in the
representations of finite groups.
2.B Reductive groups with non connected center
We will need results about reductive groups with non connected centers in
[20]. But for notations, we recall those in [6].
Let i : G→ G˜ be a regular embedding of reductive groups in the sense of [20].
Then Z(G˜) is connected, G˜ = Z(G˜)G, Z(G) = Z(G˜) ∩ G and [G,G] = [G˜, G˜].
Let i∗ : G˜∗ → G∗ be the dual map of i, where G∗, G˜∗ are the duals of G, G˜
respectively. Then i∗ is surjective and Ker i∗ is connected. Denote by F both
the Frobenius maps over G˜ or G˜∗ associated with an Fq-structure whenever no
confusion is caused. Set G = GF, G˜ = G˜F, G∗ = G∗F and G˜∗ = G˜∗F. The
tori Ker i∗ and G˜/G are dual and this dual is compatible with F. Thus there is
an isomorphism (Ker i∗)F  Irr(G˜/G); for any z ∈ (Ker i∗)F , we denote by zˆ the
irreducible character of G˜/G corresponding to z.
For any semisimple element s ofG∗, set AG∗(s) = CG∗(s)/C
◦
G∗
(s). Let Ker′ i∗ =
Ker i∗ ∩ [G˜∗, G˜∗], then there is an injective homomorphism ϕs : AG∗(s) → Ker
′ i∗.
This injection is compatible with the action of F, thus induces an injection from
AG∗(s)
F to (Ker′ i∗)F . For more details, see [6, §8].
Let Z(G) = Z(G)/Z◦(G) and H1(F,Z(G)) be the set of all F-conjugacy
classes of Z(G) as in [6, §1]. Since Z(G) is abelian, we have H1(F,Z(G)) =
Z(G)/(F − 1)Z(G) = Z(G)/(F − 1)Z(G). Thus (Z(G)∧)F  H1(F,Z(G))∧. By
[6, §4], there is an isomorphism ω : Ker′ i∗ → Z(G)∧ which commutes with F,
thus induces an isomorphism ω0 : (Ker′ i∗)F → H1(F,Z(G))∧. The injective ho-
momorphisms obtained by composing ω and ω0 with ϕs are denoted by ωs and ω
0
s
respectively. For other related notations, see [6, §4,§8].
On the other hand, for any Levi subgroup L of G, L˜ = Z(G˜)L is a Levi
subgroup of G˜ and there is an isomorphism σG
L
: H1(F,Z(G)) → L˜F/LFZ(G˜)F.
In particular, it is easy to see that H1(F,Z(G)) is isomorphic to a subgroup of
Out(G) by setting L = G. For details, see [6, §6].
4
2.C Classical groups
In this paper, we assume q = p f is a power of an odd prime and ℓ is an odd
prime different from p. Let Fq be the finite field of q elements and Fq the algebraic
closure of Fq.
For a symplectic or orthogonal space V over the field k = Fq or Fq, the groups
I(V), I0(V), J(V) and J0(V) are defined as in [15, §1]. Thus, if V is symplectic,
Sp(V) = I(V) = I0(V) (CSp(V) = J(V) = J0(V)) is the (conformal) symplectic
group of V; if V is orthogonal, GO(V) = I(V) (SO(V) = I0(V)) is the general
(special) orthogonal group of V . For an orthogonal space V , D0(V) denotes the
special Clifford group of V as in [15, §2].
For any monic polynomial Γ in k[X], let Γ∗ be the monic polynomial whose
roots are exactly the inverses of roots of Γ. Denote by Irr(k[X]) the set of monic
irreducible polynomials. As in [15, (1.7)], we set
F0 = {X − 1, X + 1},
F1 = {Γ | Γ ∈ Irr(k[X]), Γ , X, Γ , X ± 1, Γ = Γ
∗},
F2 = {ΓΓ
∗ | Γ ∈ Irr(k[X]), Γ , X, Γ , X ± 1, Γ , Γ∗}.
The polynomials in F = F0 ∪ F1 ∪ F1 serve as the “elementary divisors” for
semisimple elements in symplectic and orthogonal groups. For any Γ ∈ F , the
reduced degree δΓ and the sign εΓ are defined as in [15, (1.8), (1.9)].
For any semisimple element s of I(V), we have orthogonal decompositions
V =
∑
Γ
VΓ(s), s =
∏
Γ
sΓ,
as in [15, (1.10)]. Let mΓ(s) be the multiplicity of the elementary divisor Γ in s. If
V is orthogonal, let ηΓ(s) be the type of the orthogonal subspace VΓ(s). Then the
multiplicity function mΓ(s) and the type function ηΓ(s) determines the conjugacy
class of s in I(V).
From now on in this paper,V (V∗) will be the symplectic space of dimension
2n (the orthogonal space of dimension 2n + 1) over Fq, and we always set G =
Sp(V), G˜ = CSp(V), G∗ = SO(V) and G˜∗ = D0(V
∗) unless otherwise stated.
Then (G,G∗) and (G˜, G˜∗) are pairs of dual reductive groups. Since V∗ is of odd
dimensional, Ker i∗ = Z(G˜∗). Denote by F (or Fq) both the standard Frobenius
map on G˜ and the dual on G˜∗ defining an Fq-structure on them and byG, G˜,G∗, G˜∗
the corresponding groups of fixed points. These groups of fixed points can be
viewed as symplectic or orthogonal or special Clifford groups of a symplectic or
orthogonal space V over the finite field Fq; see [15]. Let D = 〈Fp〉 be the set of
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field automorphisms, then G˜ ⋊ D affords all automorphisms of the simple group
S = G/Z(G) of Lie type.
Let s be semisimple element ofG∗ = I0(V
∗). Since dimV∗ is odd, 1 must be an
eigenvalue of s and the conjugacy class sI0(V
∗) is the same as the conjugacy class
sI(V
∗). For Γ < F0, the type ηΓ(s) is determined by mΓ(s) (see [15, (1.12)]), thus the
conjugacy class of s is determined by the following data: mΓ(s), ∀Γ ∈ F ; ηX+1(s),
ηX−1(s) satisfying [15, (1.12)]. In particular, when both 1 and −1 are eigenvalues
of s, the data mΓ(s), Γ ∈ F can not determine the conjugacy class of s.
Let s be a semisimple element of G∗. Then |AG∗(s)| = 1 or 2 and AG∗(s)
F
=
AG∗(s). In this case, s is isolated if and only if −1 is eigenvalues of s (recall that 1
is always an eigenvalue), and also if and only if CG∗(s) is not connected, in which
case, |AG∗(s)| = 2.
2.D Cores and quotients
We recall some concepts and notations concerning partitions, Lusztig symbols
and their cores and quotients; see, for example, [27, Chapter I] and [8, §13.8]. Let
e be a positive integer (not necessarily prime).
Given a partition λ of some natural number n, the e-core λ(e) and e-quotient
λ(e) of λ are uniquely determined. Here, λ(e) = (λ0, λ1, . . . , λe−1) is an e-tuple
(ordered sequence) of partitions. Conversely, given an e-core κ and an e-quotient
(λ0, λ1, . . . , λe−1), there is a unique partition λwith λ(e) = κ and λ
(e)
= (λ0, λ1, . . . , λe−1).
For details, see [27, §3].
The definitions of Lusztig symbols in [27, §5] and in [8, §13.8] are equivalent.
But we will use the one in [27], where a Lusztig symbol is defined as an unordered
pair λ = [X, Y] of β-sets and the pairs [X, Y] and [X+t, Y+t] are considered as the
same Lusztig symbol; see [27, §1] for the definition of β-sets and the operator +t.
The Lusztig symbols of the form [X, X] are called degenerate. For convenience,
we will view an empty Lusztig symbol λ = ∅ as degenerate. Thus when we say λ
is non degenerate, we have a fortiori that λ , ∅.
Given a Lusztig symbol λ, the e-core λ(e) and e-quotient λ
(e) of λ are also
uniquely determined. In [27], the e-core and e-quotient is called e-cocore and
e-coquotient respectively if they are obtained by removing the e-cohooks, but we
will follow [15, §9] to use the terms cores and quotients also for this case. As in
[27], λ(e) = [X0, Y0] is again a Lusztig symbol; λ
(e)
= [λ0, . . . , λe−1; µ0, . . . , µe−1]
is an unordered pair of two e-tuples of partitions, i.e. [λ0, . . . , λe−1; µ0, . . . , µe−1]
and [µ0, . . . , µe−1; λ0, . . . , λe−1] are identified. Conversely, given an e-core [X0, Y0]
and an e-quotient [λ0, . . . , λe−1; µ0, . . . , µe−1], there are maybe one or two Lusztig
symbols with [X0, Y0] and [λ0, . . . , λe−1; µ0, . . . , µe−1] as their core and quotient
respectively; see [27, pp.39-40].
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3 Characters and blocks of Sp2n(q)
In this section, we first give a parametrization of irreducible ordinary charac-
ters of Sp2n(q) from that of CSp2n(q) using a result of Lusztig about the represen-
tations of finite groups of Lie type with disconnected center in [20]. Then blocks
and the partition of Irr(G) into blocks are obtained from those of G˜ by Fong and
Srinivasan in [15] by considering the block covering. Finally, a parametrization
of irreducible Brauer characters in blocks follows from the basic set E(Sp2n(q), ℓ
′)
given in [16]. Although the results in this section should be well-known for spe-
cialists, we state explicitly the results in order to fix the notations in a way which
is convenient to our purpose. The proof about blocks given here uses the construc-
tions in [15]; this can probably be obtained using e-Jordan-cuspidal pairs in [9]
and [18]. Note that, the constructions in [15] are also used in Proposition 6.12.
3.A Irreducible ordinary characters of Sp2n(q)
We first recall the Jordan decomposition of irreducible ordinary characters of
G˜ = CSp2n(q) and fix some notations. Let s˜ ∈ G˜
∗, then we have the following
bijections between rational Lusztig series:
J : E(G˜, s˜) ←→ E(CG˜∗(s˜), 1) ←→ E(C
◦
G∗(s)
F, 1),
where s = i∗(s˜). Let s and V∗ be orthogonally decomposed as follows:
V∗ =
∑
Γ
V∗
Γ
(s), s =
∏
Γ
sΓ.
Then C◦
G∗
(s)F 
∏
Γ
C◦
Γ
(s) with C◦
Γ
(s) := CI0(V∗Γ(s))(sΓ) and
C◦
Γ
(s) 
{
I0(V
∗
Γ
(s)) if Γ ∈ F0,
GLmΓ(s)(εΓq
δΓ) if Γ ∈ F1 ∪ F2
(compare with [15, (1.13)]). Then the unipotent characters E(C◦
G∗
(s)F, 1) can be
parametrized by λ =
∏
Γ λΓ, where λΓ is a partition of mΓ(s) for Γ ∈ F1 ∪ F2
while λΓ is a Lusztig symbol of rank [
mΓ(s)
2
] for Γ ∈ F0; see [8, §13.8]. Recall that
each degenerate symbol is counted twice; see [15, p.132] for the definition of the
opertator ′. The character in E(G˜, s˜) corresponding to λ is denoted by χs˜,λ. The
label (s˜, λ) is determined up to conjugacy in G˜∗.
When restricting the Jordan decomposition of the previous subsection toG,
we apply the follow result of Lusztig.
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Theorem 3.1 ([20, Proposition 5.1]). There is a bijection between the orbits of
actions of H1(F,Z(G)) on E(G, s) and the orbits of AG∗(s)
F on E(C◦
G∗
(s)F , 1):
J¯ : E(G, s)/H1(F,Z(G)) ←→ E(C◦G∗(s)
F, 1)/AG∗(s)
F .
Furthermore, if [ϕ] = J¯([χ]), then |[χ]| = |AG∗(s)
F
ϕ |.
The above Jordan decomposition in our case can be made even more explicitly
using the partitions and Lusztig symbols. For a semisimple element s of G∗,
λ =
∏
Γ λΓ is as above. Let i Irr(G) be the set of G
∗-conjugacy classes of triples
(s, λ, i) with i ∈ Z/2Z and the degenerate symbols are counted only once.
Theorem 3.2. There is a surjective map:
i Irr(G) −→ Irr(G), (s, λ, i)G
∗
7→ χs,λ,i ∈ E(G, s)
satisfying
(1) if (s1, λ1) and (s2, λ2) are not conjugate under G
∗, χs1,λ1,i , χs2,λ2, j;
(2) χs,λ,i’s are all the components of Res
G˜
G χs˜,λ;
(3) χs,λ,0 = χs,λ,1 (denoted also as χs,λ) if and only if λX+1 is degenerate, in which
case, χs,λ = Res
G˜
G χs˜,λ = Res
G˜
G χs˜,λ′ .
Proof. The characters in E(G, s) are just the components of the restrictions of
those in E(G˜, s˜). By the proof of [20], the bijection J¯ is obtained by consider-
ing the restriction from G˜ to G. Note that CG∗(s)
F
 CX±1(s)
∏
Γ∈F1∪F2
C◦
Γ
(s) with
CX±1(s) = {gX−1gX+1 ∈ I0(V
∗
X−1(s)⊥V
∗
X+1(s)) | gX−ǫ ∈ I(V
∗
X−ǫ(s)), ǫ = ±1}. The
actions of AG∗(s)
F follows from [15, (4B)]. Then the existence of the required
bijection follows from Theorem 3.1. In particular, if λX+1 , ∅ is degenerate,
|AG∗(s)
F
ϕ | = 1 for ϕ = χ1,λ or ϕ = χ1,λ′ ; χ1,λ and χ1,λ′ constitute an AG∗(s)
F-
orbit. Thus ResG˜G χs˜,λ = Res
G˜
G χs˜,λ′ is an irreducible character of G by Theorem
3.1. By [6, 11.6], the labels of irreducible characters of G˜ can be chosen such that
ResG˜G χs˜,λ = Res
G˜
G χzs˜,λ for any z ∈ (Ker i
∗)F , thus the labels for characters as above
are well defined. 
See [33, TABLE A1] for the Jordan decomposition of characters of Sp4(q).
Remark 3.3. Of course, we can adjust the definition of i Irr(G) slightly to make the
above map to be a bijection. But we choose not to do so, because the above nota-
tions are convenient in some cases. The same remarks apply for parametrization
of blocks and irreducible Brauer characters below.
8
3.B Blocks of Sp2n(q)
Let B˜ be a blocks of G˜ and B is a blocks of G covered by B˜. Assume R˜ and
R = G ∩ R˜ be defect groups of B˜ and B respectively, thus they are groups of
defect type as in [15, §5]. We use the notations and results in [15]. In particular,
R = G ∩ R˜, R˜ = Z(G˜)ℓR and
R = R0 × R+ = R0 × R1 × · · · × Rt,
V = V0 ⊥ V+ = V0 ⊥ V1 ⊥ · · ·⊥ Vt,
where R0 is the trivial group on V0 and Ri = Rmi,αi ≀ Xβi is as in [15, §5] for i > 0.
Let C = CG(R) and C˜ = CG˜(R) = CG˜(R˜), then
C = C0 ×C+, C˜ = C˜0C+,
where C0 = I0(V0), C˜0 = 〈τ,C0Z(C+)〉, C+ = C1 × · · · × Ct with Ci = CI0(Vi)(Ri) =
Cmi ,αi,βi = Cmi,αi ⊗ Iβi and [τ,R+C+] = 1 with τ being as in [15, §5].
Let (R, b), (R˜, b˜) be two maximal Brauer pairs of B, B˜ respectively and θ, θ˜ be
the canonical characters of b, b˜ respectively. As in [15], these maximal Brauer
pairs are denoted as (R, θ), (R˜, θ˜). Then θ, θ˜ are characters of canonical type as in
[15, §7]. In particular, there exist decompositions
θ = θ0 × θ+, θ˜ = θ˜0θ+,
where θ0, θ˜0, θ+ are as in [15, §7]. Let N = NI0(V)(R) and N˜ = NJ0(V)(R˜) = NJ0(V)(R),
then
N = N0 × N+, N˜ = 〈τ,N〉,
where N0 = I0(V0) = C0.
Lemma 3.4. Keep the above notations, B˜ covers 1 or 2 blocks of G if and only if
Res
C˜0
C0
θ˜0 is an irreducible or a sum of two irreducible characters of C0 respectively.
Proof. The blocks of G with R as a defect group are in bijection with the N-
conjugacy classes of the canonical characters of C. Since N0 = C0, the N-
conjugacy class of θ is {θ0 × θ
n+
+ | n+ ∈ N+}. Then the lemma follows. 
Remark 3.5. (1) The first components of N˜-conjugates of θ˜ may differ from θ˜0.
In fact, this is why the second component of the label for a block of G˜ given
in [15] may be a set of cores instead of just a core.
(2) The N-conjugacy class of θ contains exactly one normalized canonical char-
acter θ (see [15, p.153]).
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Fong and Srinivasan label blocks of G˜ by considering some Brauer pairs de-
fined in [15, §8]. Let R′ be the subgroup obtained from R by replacing each Ri for
i > 0 by the base group (Rmi,αi)
rβi of Rmi,αi ≀ Xβi . Then
R′ = R′0 × R
′
+
= R′0 × R
′
1 × · · · × R
′
t ,
V ′ = V ′0 ⊥ V
′
+
= V ′0 ⊥ V
′
1 ⊥ · · ·⊥ V
′
t′ ,
where V ′
0
= V0, R
′
0
= R0 and i
′ ∈ i denotes R′
i′
is a component of the base subgroup
of Ri as in [15, §8]. Let R˜
′
= R′Z(G˜)ℓ and all the related notations such as C
′, C˜′,
θ′, θ˜′ are defined similarly as in [15, §8]. In particular,
C′ = C′0 ×C
′
+
, C˜′ = C˜′0C
′
+
,
where C′0 = C0 = I0(V0), C˜
′
0 = 〈τ,C0Z(C
′
+
)〉, C′
+
= C′1 × · · · × C
′
t′ with C
′
i′ = Cmi,αi
if i′ ∈ i. Hence Z(C+) 6 Z(C
′
+
). θ′ and θ˜′ can be decomposed as
θ′ = θ′0 × θ
′
+
, θ˜′ = θ˜′0θ
′
+
,
where θ′
0
= θ0 and θ˜
′
0
is an extension of θ˜0. Thus by Lemma 3.4, the following is
immediate.
Lemma 3.6. Keep the above notations, B˜ covers 1 or 2 blocks of G if and only if
Res
C˜′
0
C′
0
θ˜′
0
is an irreducible or a sum of two irreducible characters of C0 respectively.
Combined with the above lemma about block covering and the labels of blocks
of CSp2n(q) giving in [15, §11], we can classify blocks of G = Sp2n(q). Let s˜ be
a semisimple ℓ′-element of G˜∗. The block of G˜ = CSp2n(q) with label (s˜,K) (for
the definition of the label, see [15, §11], noticing that the first component of the
label is denoted as s there) will be denoted as Bs˜,K . Let e be the multiplicative
order of q2 in (Z/ℓZ)×. Set eΓ = e for Γ ∈ F0, while eΓ is the multiplicative order
of εΓq
δΓ in (Z/ℓZ)× for Γ ∈ F1 ∪ F2. The eΓ here is the same as in [15, §9].
Count the degenerate Lusztig symbols only once and Denote by iBl(G) the set
of G∗-conjugacy classes of the triples (s, κ, i) with s a semisimple ℓ′-element G∗,
i ∈ Z/2Z and κ =
∏
Γ κΓ satisfying the condition (C) as below:
(C.1) κΓ the eΓ-core of some partition of mΓ(s) for Γ ∈ F1 ∪ F2;
(C.2) κX−1 is the e-core of some Lusztig symbol of rank [
mX−1(s)
2
] with odd defect;
(C.3) κX+1 is the e-core of some Lusztig symbol of rank
mX+1(s)
2
with defect ≡ 0 or
2 mod 4 according to ηX+1(s) = 1 or −1.
Theorem 3.7. There is a surjective map:
iBl(G) −→ Bl(G), (s, κ, i)G
∗
7→ Bs,κ,i
satisfying
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(1) if (s1, κ1) and (s2, κ2) are not conjugate under G
∗, Bs1,κ1,i , Bs2,κ2, j;
(2) Bs,κ,i’s are all the blocks covered by a block Bs˜,K with κ ∈ K (see [15, pp.172-
173]);
(3) Bs,κ,0 = Bs,κ,1 (denoted also as Bs,κ) if and only if κX+1 is degenerate, in which
case, Bs,κ is covered by the blocks Bs˜,K and Bs˜,K ′ of G˜ with κ ∈ K (it may
happen that Bs˜,K = Bs˜,K ′; see [15, pp.172-173]).
Proof. Let B˜ be a block of G˜ with label (s˜,K) and a defect group R˜ as above.
Keep all the relevant notations as above. By [15, (11.2), (11.3)],
C˜′0/ I0(V
′
0)  〈τ+, Z(C
′
+
)〉,
C˜′0/Z(C
′
+
)  〈τ0, I0(V
′
0)〉 = J0(V
′
0)
As in [15, p.169], let ζ′ be the linear character of C˜′0 with I0(V
′
0) in the kernel
extending the linear character ζ′
+
induced by θ˜′
0
on Z(C′
+
). Then θ˜′
0
ζ′−1 can be
viewed as a character of C˜′
0
/Z(C′
+
)  J0(V
′
0
) which has label (s˜0, κ) and
Res
C˜′
0
C′
0
θ˜′0 = Res
C˜′
0
C′
0
θ˜′0ζ
′−1
 Res
C˜′
0
/Z(C′+)
C′
0
Z(C′+)/Z(C
′
+)
θ˜′0ζ
′−1
 Res
J0(V
′
0
)
I0(V
′
0
)
χs˜0 ,κ.
Then the number of blocks of G covered by B˜ follows from Theorem 3.2 and
Lemma 3.6 and can be labeled as required.
Conversely, given any triple (s, κ, i) with s ∈ G∗
ℓ′,ss
, i ∈ Z/2Z, there is an ℓ′-
semisimple element s˜ of G˜∗ = D0(V
∗) with s = i∗(s˜) since G∗ is a central quotient
of G˜∗ ([15, (2.3)]). Let B˜ be the block of G˜ with label (s˜,K), where κ ∈ K . Then
by the previous paragraph, there is a block of G covered by B˜ with label (s, κ, i).
Finally, as in Theorem 3.2, the labels are well defined again by [6, 11.6]. 
3.C Characters in blocks of Sp2n(q)
Assume B is a block of G with label (s, κ, i) and a defect group R as before.
Let B˜ be a block of G˜ covering B with label (s˜,K), where s = i∗(s˜) and κ ∈ K .
Assume R , 1. We first recall some notations in [15, §13]. Let z be an element
in Z(R) such that: (i) zℓ = 1; (ii) [V, z+] = V+; (iii) the restriction z+ of z to
V+ is primary as an element of I0(V+). Set Q = CG(z) and Q˜ = CG˜(z). Then
Q = Q0 × Q+ with Q0 = I0(V0). Let Q˜0 = 〈τ0,Q0〉 = J0(V0) and Q˜+ = 〈τ+,Q+〉.
Then Q˜ is the subdirect product of Q˜0 and Q˜+. Since z is a non-isolated semisimple
element of G, Q and Q˜ are Levi subgroups of G and G˜ respectively. Thus we can
choose a dual Q˜∗ of Q˜ satisfying that C˜′∗ 6 Q˜∗ 6 G˜∗. So, Q˜∗ = Q˜∗0Q˜
∗
+
is the
central product of Q˜∗
0
and Q˜∗
+
over the kernel F×qe of the surjective homomorphism
G˜∗ = D0(V
∗) → G∗ = I0(V
∗), where e is the identity element of D0(V
∗). By [15,
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p.179], s˜ can be decomposed as s˜ = s˜0 s˜+ with s˜0 ∈ C˜
′∗
0 = Q˜
∗
0 and s˜+ ∈ C˜
′∗
+
6 Q˜∗
+
. A
dual defect group of B˜ is defined on [15, p.179] as any subgroup of G˜∗ of the form
R˜∗ = I0R˜
∗
+
with I0 the identity subgroup of D0(V
∗
0
) and R˜∗
+
a Sylow ℓ-subgroup of
CQ˜∗+(s˜+).
Now, we introduce some similar notations and definitions for the group G
considered in this paper. Let Q∗ = i∗(Q˜∗).Then Q∗ is a dual of Q satisfying C′∗ 6
Q∗ 6 G∗. Thus Q∗ = Q∗
0
× Q∗
+
with Q∗
0
= i∗(Q˜∗
0
) and Q∗
+
= i∗(Q˜∗
+
); s can be
decomposed as s = s0 × s+, with s0 = i
∗(s˜0) ∈ Q
∗
0
, s+ = i
∗(s˜+) ∈ Q
∗
+
. Then we
define a dual defect group of B to be any subgroup of G∗ of the form R∗ = i∗(R˜∗),
thus R∗ = I0R
∗
+
with I0 the identity subgroup of I0(V
∗
0) and R
∗
+
a Sylow ℓ-subgroup
of CQ∗+(s+).
The dividing of irreducible characters of G into blocks then follows from [15,
(13C)], Theorem 3.2 and Theorem 3.7.
Theorem 3.8. We can choose the labels of the characters of G such that a char-
acter χ ∈ Irr(G) is in Bs,κ,i if and only if χ = χt,λ, j, where (i) tℓ′ is conjugate to s;
(ii) tℓ is in a dual defect group of B; (iii) κ is the core of λ; (iv) j = i if κX+1 is non
degenerate.
Remark 3.9. Recall that
(1) κ =
∏
Γ
κΓ is the core of λ =
∏
Γ
λΓ means κΓ is the eΓ-core of λΓ for each Γ;
(2) when κX+1 is non degenerate, Bs,κ,0 , Bs,κ,1; if the eΓ-core of λΓ is κX+1, then
λX+1 is also non degenerate and χt,λ,0 , χt,λ,1, which are in the two blocks
Bs,κ,0, Bs,κ,1 respectively;
(3) when κX+1 is degenerate, Bs,κ = Bs,κ,0 = Bs,κ,1, then the part (iv) of the above
theorem is superfluous.
Theorem 3.10. Let Bs,κ,i be a block of G and set
i IBr(Bs,κ,i) = {(s, λ, j)
G∗ | κ is the core of λ; j ∈ Z/2Z; j = i if κX+1 is non degenerate}.
then there is a surjective map
i IBr(Bs,κ,i) −→ IBr(Bs,κ,i), (s, λ, j) 7→ ϕs,λ, j
satisfying that
(1) if λ1 , λ2, ϕs,λ1, j , ϕs,λ2,k;
(2) ϕs,λ,0 = ϕs,λ,1 (denoted also as ϕs,λ) if and only if λX+1 is degenerate, in which
case, κX+1 is also degenerate.
Proof. By [16], Irr(Bs,κ,i) ∩ E(G, s) is a basic set for Bs,κ,i, then the result follows
from Theorem 3.8. 
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4 The blockwise Alperin weight conjecture for Sp2n(q)
In this section, the blockwise Alperin weight conjecture itself will be estab-
lished for Sp2n(q), using the labelling of irreducible Brauer characters in the pre-
vious section and the classification of weights in [3] for Sp2n(q).
We first restate the classification of weights for Sp2n(q) by J. An in [3]. Let
βΓ = 1 or 2 according to Γ ∈ F1 ∪ F2 or Γ ∈ F0.
Theorem 4.1 ([3, 4F]). Let B = Bs,κ,i be a block of G = Sp2n(q). Assume s = s0×s+
as in §3.C. Then mΓ(s) − mΓ(s0) = wΓβΓeΓ for some natural number wΓ. Set
(4.2) iW(B) =
Q =
∏
Γ
QΓ
∣∣∣∣∣∣∣∣∣
QΓ =
(
Q
(1)
Γ
,Q
(2)
Γ
, . . . ,Q
(βΓeΓ)
Γ
)
,
Q
( j)
Γ
’s are partitions,
βΓeΓ∑
j=1
|Q
( j)
Γ
| = wΓ.

Here QΓ is an ordered sequence of βΓeΓ partitions. Then there is a bijection be-
tween iW(B) and W(B). The conjugacy class of weights in Bs,κ,i corresponding
to Q will be denoted as ws,κ,i,Q (ws,κ,0,Q = ws,κ,1,Q when κX+1 is degenerate, in which
case, we also denote this weight as ws,κ,Q).
Note that the decomposition of s in the above theorem is in fact the same as in
[3, (4F)]; see [15, p.179], [3, p.18] and §3.C.
The QX±1’s in Theorem 4.1 are ordered sequences of partitions, while the
quotients of λX±1’s in Theorem 3.10 are unordered pairs of two e-tuples of parti-
tions; see §2.D. To fill the gap between the parametrization of irreducible Brauer
characters and that of weights in blocks of G, we introduce the notion of ordered
quotients and ordered symbols for Lusztig symbols.
An e-quotientQ = [λ1, . . . , λe; µ1, . . . , µe] is said to be degenerate if (λ1, . . . , λe) =
(µ1, . . . , µe); otherwise, Q is said to be non degenerate. Then depending on that
Q is degenerate or non degenerate, there are one or two ordered sequences of
partitions
(λ1, . . . , λe, µ1, . . . , µe), (µ1, . . . , µe, λ1, . . . , λe),
which are called the ordered quotients associated to Q and denoted as (Q, i), i ∈
Z/2Z. When Q is degenerate, (Q, 0) = (Q, 1).
Similarly, for a Lusztig symbol λ = [X, Y], the one or two (depending on that
λ is degenerate or non degenerate) ordered pairs of β-sets (X, Y), (Y, X) are called
the ordered symbols associated with λ and denoted as (λ, i), i ∈ Z/2Z. When λ is
degenerate, (λ, 0) = (λ, 1). Here, as in §2.D, we identify (X, Y) with (X+t, Y+t).
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Let κ be an e-core of a Lusztig symbol. Let Q be an e-quotient. There are
one or two Lusztig symbol(s) determined by κ and Q, which are denoted by κ ∗
(Q, i), i ∈ Z/2Z. Thus, when κ or Q is degenerate, the above notation reduced to
κ ∗ (Q, 0) = κ ∗ (Q, 1).
When κ is non-degenerate and is an e-core of a Lusztig symbol of even defect,
we will also introduce the following notations. Since κ is a Lusztig symbol, the
ordered symbols (κ, i) associated to κ are defined. Let Q be an e-quotient. κ and
Q determine one or two Lusztig symbols and two or four notations: (κ, i) ∗ (Q, j),
i, j ∈ Z/2Z depending on that Q is degenerate or non degenerate. When Q is
degenerate, the two notations denote the unique Lusztig symbol determined by κ
and Q. When κ and Q are both non degenerate, we set (κ, i) ∗ (Q, j) = (κ, i + 1) ∗
(Q, j+ 1), then the two Lusztig symbols determined by κ and Q can be denoted as
(κ, i) ∗ (Q, j), (κ, i′) ∗ (Q, j′) with i + j , i′ + j′ mod 2.
With the above notions and Theorem 3.10, Theorem 4.1 , Theorem 1 follows
with an explicit bijection between the irreducible Brauer characters and weights.
Proposition 4.3. The blockwise Alperin weight conjecture holds for Sp2n(q) (q
odd) for odd prime ℓ , p. Specifically, if B = Bs,κ,i is a block of G, we have
(1) if κX+1 is non degenerate, there is a bijection
IBr(Bs,κ,i) ←→W(Bs,κ,i), ϕs,λ,i 7→ ws,κ,i,Q(λ,i),
where Q(λ, i) =
∏
Γ
Q(λ, i)Γ satisfying
(i) if Γ ∈ F1 ∪ F2, Q(λ, i)Γ = λ
(eΓ)
Γ
is the eΓ-quotient of λΓ;
(ii) Q(λ, i)X−1 = (λ
(e)
X−1
, j) with j ∈ Z/2Z such that λX−1 = κX−1 ∗ (λ
(e)
X−1
, j);
(iii) Q(λ, i)X+1 = (λ
(e)
X+1
, k) with k ∈ Z/2Z such that λX+1 = (κX+1, i)∗(λ
(e)
X+1
, k);
(2) if κX+1 is degenerate, B = Bs,κ and there is a bijection
IBr(Bs,κ) ←→W(Bs,κ), ϕs,λ, j 7→ ws,κ,Q(λ, j),
where Q(λ, j) =
∏
Γ
Q(λ, j)Γ satisfies
(i) if Γ ∈ F1 ∪ F2, Q(λ, j)Γ = λ
(eΓ)
Γ
is the eΓ-quotient of λΓ;
(ii) Q(λ, j)X−1 = (λ
(e)
X−1
, k) with k ∈ Z/2Z such that λX−1 = κX−1 ∗ (λ
(e)
X−1
, k);
(iii) Q(λ, j)X+1 = (λ
(e)
X+1
, j).
Proof. It is clear that the Q(λ, i) in (1) and Q(λ, j) in (2) satisfies (4.2), so the
maps are well defined.
(1) It suffices to consider the Γ-parts λΓ, (Q, i)Γ for each Γ. Since each partition
determines its core and quotient and vice versa, it is clear for Γ ∈ F1 ∪ F2. For
Γ = X−1, recall that κX−1 is always non degenerate. IfQ is a degenerate quotient of
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which the ordered quotient appears as part of the label of some weight of B, then Q
together with κX−1 determines a unique Lusztig symbol κX−1∗(Q, 0) = κX−1∗(Q, 1)
which can occur as part of the label of some irreducible Brauer character of B. If
Q is a non degenerate quotient such that one of the two ordered quotients appears
as part of the label of some weight of B, then so does the other one. Then Q
together with κX−1 determines two Lusztig symbol κX−1 ∗ (Q, 0), κX−1 ∗ (Q, 1), both
occuring as parts of the labels of some irreducible Brauer characters of B. The
situation for Γ = X + 1 is essentially the same as that of Γ = X − 1, just with a
different form.
(2) The situations for Γ , X + 1 are the same as in (1). Assume Γ = X + 1. If
Q is degenerate, the situation is again the same as in (1). If Q is a non degenerate
quotient such that one of the two ordered quotients appears as part of the label of
some weight of B, then so does the other one. Since κX+1 is degenerate, the two
ordered quotients (Q, 0), (Q, 1) determines unique Lusztig symbol κX−1 ∗ (Q, 0) =
κX−1 ∗ (Q, 1), but in this case, there are two irreducible Brauer characters ϕs,λ,0,
ϕs,λ,0 corresponding to the two ordered quotients (Q, 0), (Q, 1). 
Remark 4.4. In part (iii) of (1) of the above thoerem, we choose a different form,
the reason for this is that we want to make this bijection equivariant under the
action of automorphisms; see Theorem 7.1.
5 Actions of automorphisms on characters
In this section, we first calculate the actions of automorphisms on the irre-
ducible ordinary characters of Sp2n(q) using the parametrization in Theorem 3.2.
Under the unitriangularity hypothesis of the decomposition matrix, the actions
of automorphisms on irreducible Brauer characters follows. Using a different
method, Taylor considered part of our result in [32], but some preparation results
in [32] apply to the widest generalization. We state our result in the form which is
convenient to be compared with the actions of automorphisms on weights in the
next section; the proof given here consists of an application of a result of Cabanes
and Spa¨th in [10] and some completely elementary arguments.
5.A Actions of automorphisms on characters
Let τ ∈ G˜ be an element of G˜ generating G˜ modulo G, then τ provides the
unique diagonal outer automorphism of G. The action of τ on Irr(G) immediately
follows from Clifford theory and Theorem 3.2.
Proposition 5.1. χτ
s,λ,i
= χs,λ,i+1. In particular, when λX+1 is degenerate, τ fixes
χs,λ = χs,λ,0 = χs,λ,1.
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Next, we consider the actions of field automorphisms on irreducible ordinary
characters. We start by stating a result of Cabanes and Spa¨th to the group G˜.
Theorem 5.2 ([10, Theorem 3.1]). Let σ be a field automorphism on G˜ and σ∗ is
the corresponding field automorphism on G˜∗ via duality as in [10, Definition 2.1],
then
χσs˜,λ = χσ∗(s˜),σ∗(ϕλ),
where ϕλ is the unipotent character of CG˜∗(s˜) corresponding to χs˜,λ under the
Jordan decomposition.
We want to derive from the above theorem the actions of field automorphisms
on the irreducible ordinary characters of G using the elementary divisors of s =
i∗(s˜) and the combinatoric parameters λ. To do this, we first consider the action
of field automorphisms on the conjufacy classes of semisimple elements of G∗,
which may be of independent interest.
For any Γ ∈ F and a field automorphism σ = F ip, let σ(Γ) be the polynomial
in F whose roots are exactly the pi-th power of the roots of Γ. In particular, since
p is odd, σ(X + 1) = X + 1.
Lemma 5.3. Assume s is a semisimple element of G∗ andσ = F ip. Then mσ(Γ)(σ(s)) =
mΓ(s) and ησ(Γ)(σ(s)) = ηΓ(s).
Proof. Choose a basis B of V∗ such that the metric matrix of V∗ with respect to B
is
M =

0 · · · 1
... . .
. ...
1 · · · 0
 .
Then G∗ is isomorphic to SO(M) := {g ∈ GL2n+1(q) | g
tMg = M, det(g) = 1} and
the field automorphism σ is realized as: g = (g jk) 7→ (g
pi
jk
).
The assertion for the multiplicity function is clear. Consider next the type
function. Let V∗ and s be decomposed orthogonally as follows:
V∗ = V∗
Γ1
⊥ · · · ⊥ V∗
Γr
, s = sΓ1 × · · · × sΓr ,
where Γ1, . . . , Γr are all the elementary divisors of s. Choose a basis B
′
= B′
1
∪
· · · ∪ B′r with respect to the above decomposition of V
∗ and let A be the matrix
transferring B to B′. Let MΓi be the metric matrix of VΓi with respect to B
′
i
. Then
AtMA = diag{MΓ1 , . . . ,MΓr} and A
−1sA = diag{sΓ1, . . . , sΓr}. Applyingσ, noticing
that σ(M) = M, we have
σ(A)tMσ(A) = diag{σ(MΓ1), . . . , σ(MΓr)};
σ(A)−1σ(s)σ(A) = diag{σ(sΓ1), . . . , σ(sΓr)},
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where σ(sΓi) is a semisimple element with the unique elementary divisor σ(Γi).
Thus, there are orthogonal decompositions
V∗ = V∗σ(Γ1) ⊥ · · · ⊥ V
∗
σ(Γr)
, σ(s) = σ(s)σ(Γ1) × · · · × σ(s)σ(Γr).
Let B′′ = B′′
1
∪ · · · ∪B′′r be the basis of V
∗ transferred from B by the matrix σ(A),
whereB′′i is the basis of V
∗
σ(Γi)
with metric matrixσ(MΓi). Sinceσ does not change
the type of the quadratic form of the orthogonal spaces (see [15, (1.1)∼(1.4)]),
σ(MΓi) is congruent to MΓi . Thus ησ(Γi)(σ(s)) = ηΓi(s) for each i. 
Remark 5.4. For Γ ∈ F1 ∪ F2, ηΓ(s) is determined by mΓ(s), thus ησ(Γ)(σ(s)) =
ηΓ(s) can be also derived from the assertion about the multiplicity functions. The
above lemma can be also proved by considering the order of CG∗(s). But we
choose the above more conceptual proof.
The following result is an analogue of [21, Lemma 3.2], but the semisimple
element s can be isolated here, so the proof here is different from that in [21].
Corollary 5.5. Assume s is a semisimple element of G∗ and σ = F ip. Then s
pi is
conjugate to σ(s) in G∗. Consequently, 〈s〉 and 〈σ(s)〉 are conjugate in G∗.
Proof. By Lemma 5.3, the multiplicity functions and the type functions of sp
i
and
σ(s) are the same, then the corollary follows. 
For a semisimple element s and λ =
∏
Γ
λΓ with λΓ being a partition of mΓ(s)
or a Lusztig symbol of rank [
mΓ(s)
2
] according to Γ ∈ F1 ∪ F2 or Γ ∈ F0, define
σ(λ)σ(Γ) = λΓ for a field automorphism σ on G
∗. By Lemma 5.3, this is well-
defined. The first half of the proof of the following theorem is similar to that of
[21, Proposition 3.4].
Proposition 5.6. Let σ = F ip be a field automorphism. Then we can choose the
label i’s for irreducible characters χs,λ,i’s of G such that χ
σ
s,λ,i
= χσ∗(s),σ∗(λ),i. The
choice of i’s can be made compatible with that in Theorem 3.8.
Proof. Denote χ˜s,λ = Res
G˜
G χs˜,ϕλ for s = i
∗(s˜); this can be well defined by [6,
11.6] (similarly as in the proof of Theorem 3.2). Then by Theorem 5.2, χ˜σ
s,λ
=
ResG˜G χσ∗(s˜),σ∗(ϕλ). Since the unipotent characters of CG˜∗(s˜) and C
◦
G∗
(s)F are in bi-
jection by restriction, we may assume ϕλ ∈ E(C
◦
G∗
(s)F, 1). By Corollary 5.5, we
may compose σ∗ with an inner automorphism of G∗, denoted as σ˜∗, such that
σ˜∗ stabilizes each component C◦
Γ
(s) of C◦
G˜∗
(s)F 
∏
Γ
C◦
Γ
(s). For Γ ∈ F1 ∪ F2,
an argument as in the proof of [21, Proposition 3.4] shows that σ˜∗ stabilizes ϕλΓ .
For Γ ∈ F0, σ˜
∗ is a field automorphism modular some inner automorphism, thus
stabilizes the unipotent characters of I0(V
∗
Γ
(s)). Consequently, σ˜∗(ϕλ) = ϕλ, so
viewed as unipotent characters of C◦
G˜∗
(σ∗(s))F , σ˜∗(ϕλ) = ϕσ˜∗(λ). Thus, χ˜
σ
s,λ
=
ResG˜G χσ∗(s˜),σ∗(ϕλ) = χ˜σ˜∗(s),σ˜∗(λ) = χ˜σ∗(s),σ∗(λ).
When λX+1 is degenerate, the above result is just the required. So assume
λX+1 is non degenerate. In this case, χ˜s,λ = χs,λ,0 + χs,λ,1. It suffices to consider
σ = Fp. Note that by [12, Theorem 3.1], if F
j
p stabilizes χ˜s,λ, F
j
p stabilizes the both
components χs,λ,0, χs,λ,1. Then taking the Fp-orbit of χ˜s,λ in Irr(G), we can choose
the subscript i for each one in the orbit of χ˜s,λ in Irr(G) such that χ
Fp
s,λ,i
= χF∗p(s),F∗p(λ),i.
Do this for all Fp-orbits.
Since σ maps all irreducible characters in a block to the set of irreducible
characters in another block, the above choice can be made compatible with that in
Theorem 3.8. 
Proposition 5.7. Let σ be a field automorphism and τ be an element of G˜ gen-
erating G˜ modulo G. If the sub-matrix of the decomposition matrix of G with
respect to the basic set E(G, ℓ′) is unitriangular, then we can choose the label for
irreducible Brauer characters of G compatible with that in Theorem 3.10 such
that
(1) ϕσ
s,λ,i
= ϕσ∗(s),σ∗(λ),i;
(2) ϕτ
s,λ,i
= ϕs,λ,i+1. In particular, when λX+1 is degenerate, τ fixes ϕs,λ = ϕs,λ,0 =
ϕs,λ,1.
Proof. Note that E(G, ℓ′) is Aut(G)-stable. By [10, Lemma 7.5], under the as-
sumption about the decompositionmatrix, there is an Aut(G)-equivariant bijection
between E(G, ℓ′) and IBr(G) preserving blocks. Labelling the irreducible Brauer
characters of G by this bijection, the assertions follows. 
Corollary 5.8. Let σ and τ be as above. Then we can choose the label of blocks
such that Bσ
s,κ,i
= Bσ∗(s),σ∗(κ),i and B
τ
s,κ,i
= Bs,κ,i+1, where σ
∗(κ)σ∗(Γ) = κΓ.
5.B An equivariant Jordan decomposition for Sp2n(q)
Before continuing to consider the actions of automorphisms on weights, we
digress to give an equivariant Jordan decomposition for Sp2n(q), which is con-
jectured for any finite groups of Lie type in [11, §8]. As in [11, §8], denote
E(CG∗(s), 1) = Irr(CG∗(s) | E(C
◦
G∗
(s)F , 1)) and
Jor(G) :=
⋃
s∈G∗ss
E(CG∗(s), 1)
 /G∗,
where the right side is the set of G∗-conjugacy classes of pairs of the form (s, ϕ)
with ϕ ∈ E(CG∗(s), 1). Then the field automorphism σ acts on Jor(G) naturally via
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σ∗. Recall from §2.B that we have an injection ω0s : AG∗(s)
F → H1(F,Z(G))∧.
Since H1(F,Z(G))  G˜F/GFZ(G˜)F , we have a surjection
ωˆ0s : G˜
F/GFZ(G˜)F → (AG∗(s)
F)∧.
The diagonal automorphism τ acts on Jor(G) via ωˆ0s: τ.(s, ϕ) = (s, ωˆ
0
s(τ) · ϕ).
Theorem 5.9. Under the above actions of field and diagonal automorphisms,
there is an equivariant Jordan decomposition for G:
Irr(G) ←→ Jor(G).
Proof. By [20] (see Theorem 3.1), Clifford theory, the actions of automorphisms
on Irr(G) and the actions of automorphisms on Jor(G) defined above, it suffices to
consider χs,λ,i with λX+1 non degenerate on the left side which correspond to some
ϕ◦ ∈ E(C◦
G∗
(s)F, 1). Let ϕ0 and ϕ1 be the two extensions of ϕ
◦ to CG∗(s). We need
to show that the field automorphisms and diagonal automorphisms act on the pairs
(s, ϕi) on the right side in a similar way as on the left side. The actions of diagonal
automorphisms is clear.
To consider the field automorphisms, we first claim that if a field automor-
phism σ∗ of G∗ stabilizes (s, ϕ◦) with ϕ◦ ∈ E(C◦
G∗
(s)F , 1) and AG∗(s)
F
ϕ◦ = AG∗(s)
F,
then σ∗ stabilizes the two extensions of ϕ◦ to CG∗(s). Recall that C
◦
G∗
(s)F =∏
Γ
C◦
Γ
(s) and CG∗(s)  CX±1(s)
∏
Γ∈F1∪F2
C◦
Γ
(s) with
CX±1(s) = {gX−1gX+1 ∈ I0(V
∗
X−1(s)⊥V
∗
X+1(s)) | gX−ǫ ∈ I(V
∗
X−ǫ(s)), ǫ = ±1}.
Since mX−1(s) is odd, I(V
∗
X−1
(s)) = I0(V
∗
X−1
(s)) × {±1V∗
X−1
(s)}, thus ϕ
◦
X−1
can be ex-
tended to a character of I(V∗
X−1
(s)) stabilized under σ∗. Since I(V∗
X+1
(s)) provides
the graph automorphism of I0(V
∗
X+1(s)), ϕ
◦
X+1 can be extended to I(V
∗
X+1(s))⋊ 〈σ
∗〉
by [23, Theorem 2.4], thus a fortiori, ϕ◦
X+1
can be extended to a character of
I(V∗
X+1(s)) stabilized under σ
∗. Then σ∗ stabilizes the two extensions of ϕ◦ to
CG∗(s).
By the above claim, the actions of G˜F/GFZ(G˜)F and field automorphisms
commute. Thus we obtain a well-defined action of Out(G) on Jor(G). Also, by the
above claim, for an Fp-orbit of pairs (s, ϕ
◦)’s, we can choose the label i such that
any field automorphismσ∗ acts as σ(s, ϕi) = (σ
∗(s), σ∗(ϕ)i). Do this for every Fp-
orbit. Then it is easy to construct an Aut(G)-equivariant Jordan decomposition.

6 Actions of automorphisms on weights
In this section, the actions of automorphisms on weights of Sp2n(q) will be
considered using similar arguments as [21, §§4,5] with some improvements using
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the twisting process, which is introduced in [11, §5] and used in [22]. This twist-
ing process should be useful when one wants to verify the whole iBAW condition
for PSp2n(q).
6.A Twisted basic subgroups
We first give a construction of radical subgroups similar as in [21] and [22],
which are slightly different from but conjugate to those in [3]. For convenience,
we give the complete construction.
Recall that e is the multiplicity order of q2 in Z/ℓZ. ℓ is said to be linear or
unitary if ℓ divides qe − 1 or qe + 1 respectively. Denote by ε a sign which is 1
or −1 according to ℓ is linear or unitary. The notation Fεq will denote the field Fq
or Fq2 according to ε = 1 or −1. The notation GL(m,−q) will denote the general
unitary group GU(m, q) = {A ∈ GL(m, q2) | Fq(A
t)A = Im}, where A
t denotes the
transpose of A.
Let a = vℓ(q
2e − 1), where vℓ is the ℓ-valuation such that vℓ(ℓ) = 1. Let
α, γ be natural numbers. Denote by Zα the cyclic group of order ℓ
a+α and Eγ the
extraspecial group of order ℓ2γ+1 and exponent ℓ. ZαEγ denotes the central product
of Zα and Eγ over Ω1(Zα) = Z(Eγ). Take a set of generators {z, xi, yi | i = 1, . . . , γ}
of ZαEγ such that o(z) = ℓ
a+α, o(xi) = o(yi) = ℓ and [xi, yi] = z
ℓa+α−1.
Let ζα ∈ Fεqeℓα be such that o(ζα) = ℓ
a+α and ζ = ζℓ
a+α−1
α . Set Z
0
α = ζαIγ with Iγ
the identity matrix of degree ℓγ and
X0 = diag{1, ζ, · · · , ζℓ−1}, Y0 =
[
0 1
Iℓ−1 0
]
.
Then denote X0
j
= Iℓ⊗· · ·⊗X
0⊗· · ·⊗ Iℓ and Y
0
j
= Iℓ⊗· · ·⊗Y
0⊗· · ·⊗ Iℓ with X0 and
Y0 appearing as the j-th components. For a positive integer m, set Z
0
m,α = Im ⊗ Z
0
α,
X0
m, j
= Im ⊗ X
0
j
and Y0
m, j
= Im ⊗ Y
0
j
. Define
ρ0m,α,γ : ZαEγ → GL(mℓ
γ, εqeℓ
α
)
z 7→ Z0m,α
x j 7→ X
0
m, j
y j 7→ Y
0
m, j
Set R0m,α,γ = ρ
0
m,α,γ(ZαEγ). Then R
0
m,α,γ is a subgroup of GL(mℓ
γ, εqeℓ
α
) isomorphic
to ZαEγ.
LetM(k) = Ik⊗
[
0 1
−1 0
]
, then for any symplectic spaceW overFq of dimension
2k, there is a basis of W such that the corresponding metric matrix is M(k) and
Sp(W)  SpM(k)(2k, q) := {A ∈ GL(2k, q) | A
tM(k)A = M(k)}. Similarly, for any
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symplectic spaceW over Fq of dimension 2k, we have Sp(W)  SpM(k)(2k,Fq) :=
{A ∈ GL(2k,Fq) | AtM(k)A = M(k)}. In the sequel, for the symplectic spaces we
will encounter, the metric matrices would be of the form diag{M(k1), · · · ,M(kr)},
which we will just write as M whenever it can be understood from contexts.
Set Gm,α,γ = SpM(2meℓ
α+γ,Fq). An embedding, which can be called a hyper-
bolic embedding, ~ : GL(mℓγ, εqeℓ
α
)→ Gm,α,γ is defined as:
~ : A 7→ diag{A, Fq(A), . . . , F
eℓα−1
q (A), A
−t, Fq(A
−t), . . . , Feℓ
α−1
q (A
−t)},
where A−t denotes the inverse of the transpose of A. In the sequel, we will always
use ~ to denote these embeddings of the above type from general linear or unitary
groups to symplectic groups of any dimensions. Denote Rtwm,α,γ = ~(R
0
m,α,γ). For
a natural number, denote by Ac the elementary abelian group of order ℓ
c. For
any sequence c = (c1, . . . , cr) of natural numbers, set Ac = Ac1 ≀ · · · ≀ Acr and
|c| = c1 + · · · + cr. Set R
tw
m,α,γ,c = R
tw
m,α,γ ≀ Ac.
Set
v0m,α,γ = Imℓγ ⊗
[
0 1
Ieℓα−1 0
]
, v(1)m,α,γ = diag{v
0
m,α,γ, v
0
m,α,γ}
and
v(−1)m,α,γ = Imℓγ ⊗
[
0 −1
I2eℓα−1 0
]
.
Then v0m,α,γ ∈ GL(mℓ
γ, εq) and (v0m,α,γ)
−t
= v0m,α,γ, thus v
(1)
m,α,γ ∈ Gm,α,γ. An easy
calculation also shows that v
(−1)
m,α,γ ∈ Gm,α,γ. Set
vm,α,γ =
{
v
(1)
m,α,γ, if ℓ is linear
v
(−1)
m,α,γ, if ℓ is unitary
and vm,α,γ,c = vm,α,γ⊗ Ic, where Ic is the identity matrix of degree ℓ
|c|. Then vm,α,γ,c ∈
Gm,α,γ,c := SpM(2meℓ
α+γ+|c|,Fq). Thus Rtwm,α,γ,c is a subgroup of G
vm,α,γ,cF
m,α,γ,c .
By Lang-Steinberg theorem (see for example [25, Theorem 21.7]), there exists
an element gm,α,γ,c ∈ Gm,α,γ,c such that g
−1
m,α,γ,cF(gm,α,γ,c) = vm,α,γ,c. Denote ι the map
x 7→ gm,α,γ,cxg
−1
m,α,γ,c, then ι induces an isomorphism
ι : G
vm,α,γ,cF
m,α,γ,c → G
F
m,α,γ,c,
where GFm,α,γ,c = SpM(2meℓ
α+γ+|c|, q) which is often denoted as Gm,α,γ,c. For the
symplectic groups of any dimension, we will always denote the corresponding
twisting homomorphisms by the same symbol ι. Then ι(Rtwm,α,γ,c) is conjugate to the
basic subgroup defined in [3]. In this paper, we denote Rm,α,γ,c := ι(R
tw
m,α,γ,c). When
c = (1, . . . , 1) with β one’s, Rm,α,0,c is conjugate to Rm,α,β in [15]. Then by [3], any
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radical subgroup ofG is conjugate to R0×R1×· · ·×Ru, where R0 is a trivial group
and Ri (i > 1) is a basic subgroup Rmi,αi,γi,ci .
Groups such as G
vm,α,γ,cF
m,α,γ,c will be called twisted groups. The constructions in
G
vm,α,γ,cF
m,α,γ,c corresponding to those inG
F
m,α,γ,c via ι will be called the twisted ones. For
example, Rtwm,α,γ,c is called a twisted basic subgroup.
We want to consider the actions of field and diagonal automorphisms on conju-
gacy classes of radical subgroups by transferring to twisted groups. For any posi-
tive integer k, recall that CSpM(2k,Fq) := {A ∈ GL(2k,Fq) | A
tMA = λM, λ ∈ F
×
q }.
Set G˜m,α,γ,c = CSpM(2meℓ
α+γ+|c|,Fq). Let E = 〈Fˆp〉 be the group of field automor-
phisms on G˜
vm,α,γ,cF
m,α,γ,c . As before, denote G˜m,α,γ,c := G˜
F
m,α,γ,c = CSpM(2meℓ
α+γ+|c|, q).
Lemma 6.1. ι can be extended to
ι : G˜
vm,α,γ,cF
m,α,γ,c ⋊ E → G˜
F
m,α,γ,c ⋊ E.
Modulo inner automorphisms and via ι, diagonal automorphisms on GFm,α,γ,c cor-
responds to diagonal automorphisms on G
vm,α,γ,cF
m,α,γ,c ; field automorphism Fˆp acting
on GFm,α,γ,c corresponds to Fˆp acting on G
vm,α,γ,cF
m,α,γ,c .
Proof. The extension of ι can be proved as in [11, Proposition 5.3]. The asser-
tion for diagonal automorphisms is clear since the subgroup of diagonal outer
automorphisms is of order 2. It is routine to see that via ι, Fˆp acting on G
F
m,α,γ,c
corresponds to g−1m,α,γ,cFˆp(gm,α,γ,c)Fˆp (Fˆp composed with the inner automorphism
by g−1m,α,γ,cFˆp(gm,α,γ,c)) acting on G
vm,α,γ,cF
m,α,γ,c . Since Fˆp(vm,α,γ,c) = vm,α,γ,c, it follows
that g−1m,α,γ,cFˆp(gm,α,γ,c) ∈ G
vm,α,γ,cF
m,α,γ,c , then the assertion for field automorphisms fol-
lows. 
Note that in general E does not act faithfully on G˜Fm,α,γ,c. Denote by D = 〈Fp〉
the group of field automorphisms on G˜Fm,α,γ,c. Then D is a quotient group of E.
Remark 6.2. The twisting process above is similar to that by M. Cabanes and
B. Spa¨th in [11, §5]. Roughly speaking, the twisted constructions are easier to
handle than the original ones. For example, the twisted basic subgroup Rtwm,α,γ,c
is of the form Rt ⋊ Rw with Rt a group of diagonal matrices and Rw a group of
symmetric matrices.
Let ξ be an element of F×
q2eℓ
α with o(ξ) = (q − 1)(qeℓ
α
+ 1). Then ξ0 = ξ
qeℓ
α
+1 is
a generator of F×q . Set
(6.3)
τtwm,α,γ =
{
Imeℓα+γ ⊗ diag{1, ξ0}, if ε = 1;
Imℓγ ⊗ diag{ξ, ξ
q, · · · , ξq
eℓα−1
; ξ0ξ
−1, ξ0ξ
−q, · · · , ξ0ξ
−qeℓ
α−1
}, if ε = −1.
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Then τtwm,α,γ,c = τ
tw
m,α,γ ⊗ Ic generates G˜
vm,α,γ,cF
m,α,γ,c modulo G
vm,α,γ,cF
m,α,γ,c , thus provides the
unique diagonal outer automorphism. Let τm,α,γ,c = ι(τ
tw
m,α,γ,c). Then τm,α,γ,c plays
the same roles as τ in [15, (1A)] and τm,α,β in [15, (5D)], etc.
We fix some notations for the centralizers and normalizers of the radical sub-
groups. First, denote by C0m,α,γ and N
0
m,α,γ for the centralizer and normalizer of
R0m,α,γ in GL(mℓ
γ, εqeℓ
α
). We denote by Cm,α,γ,c, Nm,α,γ,c, C˜m,α,γ,c, N˜m,α,γ,c the cen-
tralizers and normalizes of Rm,α,γ,c in Gm,α,γ,c and G˜m,α,γ,c respectively. Denote the
corresponding twisted constructions by Ctwm,α,γ,c, N
tw
m,α,γ,c, C˜
tw
m,α,γ,c, N˜
tw
m,α,γ,c. When
c = 0 or γ = 0, we will use obvious abbreviations such as Cm,α,γ, Cm,α, etc.
Lemma 6.4. With the above notations,
(1) C0m,α = GL(m, εq
eℓα), C0m,α,γ = C
0
m,α ⊗ Iγ, C
tw
m,α,γ,c = ~(C
0
m,α,γ) ⊗ Ic.
(2) C˜twm,α,γ,c = 〈C
tw
m,α,γ,c, τ
tw
m,α,γ,c〉, [τ
tw
m,α,γ,c,R
tw
m,α,γ,cC
tw
m,α,γ,c] = 1, (τ
tw
m,α,γ,c)
q−1 ∈ Z(Ctwm,α,γ,c).
Proof. The centralizer of R0m,α,γ in GL(mℓ
γ, εqeℓ
α
) follows form [3, (1B)]. The re-
mains then follow from the above constructions; for (2), see also [15, (5D)]. 
Remark 6.5. In [3], the author has proved that Cm,α,γ,c  GL(m, εq
eℓα) ⊗ Iγ ⊗ Ic.
Here, the meaning of the above lemma is that by transferring to twisted groups,
we can have an equality instead of “”, which is useful when we consider the
actions of automorphisms and the extensions of weight characters.
Lemma 6.6. With the above notations, we have the following.
(1) When ℓ is linear, N0m,α,γ = L
0
m,α,γR
0
m,α,γC
0
m,α,γ, [L
0
m,α,γ,C
0
m,α,γR
0
m,α,γ] = 1, L
0
m,α,γ ∩
C0m,α,γR
0
m,α,γ = 1, L
0
m,α,γ  Sp(2γ, ℓ). When ℓ is unitary, N
0
m,α,γ = L
0
m,α,γC
0
m,α,γ,
[L0m,α,γ,C
0
m,α,γ] = 1, L
0
m,α,γ∩C
0
m,α,γ = Z(L
0
m,α,γ) = Z(C
0
m,α,γ), L
0
m,α,γ/R
0
m,α,γZ(L
0
m,α,γ) 
Sp(2γ, ℓ).
(2) N twm,α,γ/~(N
0
m,α,γ) is a cyclic group of order 2eℓ
α. Precisely, N twm,α,γ = ~(N
0
m,α,γ)V
tw
m,α,γ
with V twm,α,γ = 〈v
(ε)
m,α,γ,M(meℓ
α+γ)〉. When ℓ is linear, V twm,α,γ is generated by
v
(1)
m,α,γM(meℓ
α+γ); while when ℓ is unitary, V twm,α,γ is generated by v
(−1)
m,α,γ.
(3) N twm,α,γ,c = N
tw
m,α,γ/R
tw
m,α,γ ⊗ NS(c)(Ac), where S(c) is the symmetric group of ℓ
|c|
symbols and N twm,α,γ/R
tw
m,α,γ ⊗ NS(c)(Ac) is defined as [2, (1.5)]. Furthermore,
N twm,α,γ,c/R
tw
m,α,γ,c  N
tw
m,α,γ,c/R
tw
m,α,γ,c × GL(c1, ℓ) × · · · × GL(cr, ℓ).
(4) N˜ twm,α,γ,c = 〈N
tw
m,α,γ,c, τ
tw
m,α,γ,c〉.
Proof. Since Z(R0m,α,γ) 6 Z(GL(mℓ
γ, εqeℓ
α
)), (1) is just the twisted version of spe-
cial cases of [2, (3C)(1)] and [3, (1C)(1)]. (2) is just the twisted version of [3,
(1C)(2)] and [15, (5B)]. (3) is just the twisted version of [3, (2.5)] and (4) is obvi-
ous. 
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Here, ~(N0m,α,γ) is just the twisted version of N
0
m,α,γ in [3].
Lemma 6.7. The set E of field automorphisms stabilizes Rtwm,α,γ,c and thus C
tw
m,α,γ,c,
then NG˜vFm,α,γ,c⋊E(R
tw
m,α,γ,c) = N˜
tw
m,α,γ,c ⋊ E = 〈N
tw
m,α,γ,c, τ
tw
m,α,γ,c〉 ⋊ E. Consequently,
Aut(G) acts trivially on the conjugacy classes of radical subgroups.
Proof. The first assertion follows from Remark 6.2. For the second one, first
note that Aut(G) = G˜/Z(G˜) ⋊ D, where D is the set of field automorphisms. Let
R = R0 × R1 × · · · × Ru be a radical subgroup of G, where R0 is a trivial group and
Ri (i > 1) is a basic subgroup Rmi,αi,γi,ci . Let vi = vmi ,αi,γi,ci , gi = gmi,αi,γi,ci for i > 0
and v = 1× v1 × · · · × vu, g = 1× g1× · · · × gu. Twisted by v and g and consider the
twisted groups G˜vF ⋊ E. Set τtw
i
= τtwmi ,αi,γi,ci for i > 0 and τ
tw
= 1 × τtw
1
× · · · × τtwu .
Assume Rtw be the corresponding twisted version of R, then by the first assertion,
τtw and Fˆp fix R
tw. Then the lemma follows from Lemma 6.1. 
Remark 6.8. (1) The action of E onCtwm,α,γ,c induces an action onC
0
m,α; see Lemma
6.4 and the definition of ~.
(2) The statements in Lemma 6.6 and Lemma 6.7 demonstrate another advantage
of transferring to twisted groups.
For convenience, we state the following corollary.
Corollary 6.9. Let ι be the map induced by conjugacy by g in the proof of Lemma
6.7, then it can be extended to
ι : G˜vF ⋊ E → G˜F ⋊ E,
where E is the set of field automorphisms on G˜vF. Then modulo inner automor-
phisms, diagonal automorphisms on GF corresponds to diagonal automorphisms
on GvF; field automorphisms acting on GF corresponds to field automorphisms
acting on GvF.
6.B A parametrization of weights
In this subsection, we restate the parametrization of weights of Sp2n(q) in [3]
in a similar way as [21].
Let F ′ be the subset of polynomials in F whose roots have ℓ′-order. Given
Γ ∈ F ′, GΓ, RΓ, CΓ, sΓ and θΓ are as on [3, p.22]. For convenience, we repeat the
constructions for symplectic groups (our notations here are slightly different from
those on [3, p.22]). Take integers mΓ, αΓ such that (mΓ, ℓ) = 1 and mΓeℓ
αΓ = eΓδΓ.
Here, recall that δΓ is the reduced degree as [15, (1.8)]. Let VΓ be the symplectic
space of dimension 2eΓδΓ over Fq and GΓ = I0(VΓ). When a suitable basis for
VΓ is chosen, we can identify GΓ with GmΓ,αΓ in the previous subsection. Then
24
RΓ = RmΓ,αΓ is a basic subgroup of GΓ. Set CΓ = CGΓ(RΓ). So CΓ  GL(mΓ, εq
eℓαΓ )
and has a Coxeter torus TΓ of order q
mΓeℓ
αΓ
−εmΓ . Let s∗
Γ
be an element of TΓ which
is regular as an element of CΓ and as an element of GΓ has a unique elementary
divisor Γ with multiplicity βΓeΓ. Let V
∗
Γ
be the orthogonal space of dimension
2eΓδΓ + 1 with η(V
∗
Γ
) = 1 and G∗
Γ
= I0(V
∗
Γ
). Then we can embed the duals T ∗
Γ
and C∗
Γ
of TΓ and CΓ respectively in G
∗
Γ
such that T ∗
Γ
6 C∗
Γ
6 G∗
Γ
. There is a
semisimple element sΓ in T
∗
Γ
satisfies: sΓ is a regular element of C
∗
Γ
; when viewed
as an element of G∗
Γ
, sΓ is dual to s
∗
Γ
in the sense of [3, (3E)]. We can decompose
V∗
Γ
as follows:
V∗
Γ
= (V∗
Γ
)0⊥(V
∗
Γ
)+,
where dim(V∗
Γ
)0 = 1. The restriction of sΓ to (V
∗
Γ
)+ is primary with the unique ele-
mentary divisor Γ and multiplicity βΓeΓ, while sΓ acts on (V
∗
Γ
)0 trivially. η((V
∗
Γ
)+) =
ε
eΓ
Γ
or ε according to Γ ∈ F1 ∪ F2 or Γ ∈ F0, while η((V
∗
Γ
)0) is determined by
η(V∗
Γ
) = 1. Thus sΓ is determined uniquely up to conjugacy in G
∗
Γ
. We may iden-
tify sΓ with its restriction to (V
∗
Γ
)+. Let φΓ be the character of TΓ corresponding to
sΓ by duality and θΓ = ±R
CΓ
TΓ
φΓ, where the sign is chosen that θΓ is a character of
CΓ. Conversely, canonical characters of ℓ-blocks of Cm,α with defect group Rm,α
are of the form θΓ for some Γ with m = mΓ and αΓ.
Let RΓ,γ,c = RmΓ,αΓ,γ,c be a basic subgroup and GΓ,γ,c, CΓ,γ,c, NΓ,γ,c be defined
similarly. Then CΓ,γ,c  CΓ,γ ⊗ Iγ ⊗ Ic and canonical characters of CΓ,γ,cRΓ,γ,c with
defect group RΓ,γ,c are all of the form θΓ,γ,c = θΓ ⊗ Iγ ⊗ Ic. Then the symplectic
space VΓ,γ,c on which GΓ,γ,c acts can be decomposed as
VΓ,γ,c = VΓ⊥ · · ·⊥VΓ
with ℓγ+|c| terms. Dually, we have a decomposition
V∗
Γ,γ,c = (V
∗
Γ,γ,c)0⊥(V
∗
Γ,γ,c)+, (V
∗
Γ,γ,c)+ = (V
∗
Γ
)+⊥ · · ·⊥(V
∗
Γ
)+,
where dim(V∗
Γ,γ,c
)0 = 1 and η((V
∗
Γ,γ,c
)0) is determined by η(V
∗
Γ,γ,c
) = 1.
Let RΓ,δ be the set of all the basic subgroups of the form RΓ,γ,c with γ + |c| = δ
and we denote Iδ = Iγ ⊗ Ic. Label the basic subgroups in RΓ,δ as RΓ,δ,1, RΓ,δ,2,
· · · and denote the canonical character associated to RΓ,γ,i by θΓ,γ,i. It is possible
that mΓ = mΓ′ =: m and αΓ = αΓ′ =: α for two different Γ, Γ
′ ∈ F ′ and thus
RΓ,δ = RΓ′,δ. In this case, as in [21, §5], we make the following convention.
Notation 6.10. We label the basic subgroups in RΓ,δ and RΓ′,δ such that RΓ,δ,i =
RΓ′,δ,i, and denote Rm,α,γ,c as RΓ,δ,i or RΓ′,δ,i depending on that the related canonical
character is θΓ,δ,i or θΓ′,δ,i.
Set dz(NΓ,δ,i/RΓ,δ,i | θΓ,δ,i) = Irr(NΓ,δ,i | θΓ,δ,i) ∩ dz(NΓ,δ,i/RΓ,δ,i), where the mean-
ing of dz(NΓ,δ,i/RΓ,δ,i) is as in §1. Set CΓ,δ =
⋃
i dz(NΓ,δ,i/RΓ,δ,i | θΓ,δ,i). As-
sume CΓ,δ = {ψΓ,δ,i, j} with ψΓ,δ,i, j a character of NΓ,δ,i. Then by [An94, (4A)],
|CΓ,δ| = βΓeΓℓ
δ.
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Let iWℓ(G) be the set of G
∗-conjugacy classes of (s, κ, i,K) such that
(1) s is an ℓ′ semisimple element of G∗;
(2) κ =
∏
Γ κΓ with κΓ satisfying condition (C) on p.10;
(3) i ∈ Z/2Z;
(4) K =
∏
Γ KΓ with KΓ :
⋃
δ CΓ,δ → {ℓ-cores} satisfying
∑
δ,i, j ℓ
δ|KΓ(ψΓ,δ,i, j)| = wΓ,
where wΓ is determined by
(a) mΓ(s) = |κΓ| + eΓwΓ if Γ ∈ F1 ∪ F2;
(b) mX+1(s) = 2 rk κX+1 + 2ewX+1;
(c) mX−1(s) = (2 rk κX−1 + 1) + 2ewX−1.
Given a weight (R, ϕ) ofG, we associate a label (s, κ, i,K)G
∗
∈ iWℓ(G) as follows.
There are corresponding decompositions
R = R0 × R+, V = V0⊥V+, V
∗
= (V∗)0⊥(V
∗)+,
where R0 is the identity group on V0 and R+ is a product of basic subgroups;
(V∗)0 = V
∗
0 is the dual space of V0. Then C := CG(R) and N := NG(R) have
corresponding decompositions: C = C0×C+, N = N0×N+ withC0 = N0 = I0(V0).
ϕ lies over a canonical character θ ofCR. Thus θ can be decomposed as θ = θ0×θ+.
Then ϕ = ϕ0 × ϕ+ with ϕ0 = θ0 and ϕ+ ∈ Irr(N+ | θ+).
So ϕ0 is a character of defect zero of I0(V0). Then ϕ0 = χs0,κ,i, where s0 a
semisimple ℓ′-element of I0(V
∗
0); κΓ is a partition of mΓ(s0) or a Lusztig symbol
of rank [
mΓ(s0)
2
] without hook according to Γ ∈ F1 ∪ F2 or Γ ∈ F0; i ∈ Z/2Z. Let
s∗
0
∈ I0(V0) be the dual of s0 in the sense of [3, p.18].
By Notation 6.10, θ+ and R+ can be decomposed as follows:
θ+ =
∏
Γ,δ,i
θ
tΓ,δ,i
Γ,δ,i
, R+ =
∏
Γ,δ,i
R
tΓ,δ,i
Γ,δ,i
.
Accordingly, there are decompositions of spaces:
V+ = ⊥Γ,δ,iV
tΓ,δ,i
Γ,δ,i
, (V∗)+ = ⊥Γ,δ,i((V
∗
Γ,δ,i)+)
tΓ,δ,i .
Let s = s0
∏
Γ,δ,i sΓ ⊗ Iδ ⊗ tΓ,δ,i, where sΓ is a primary semisimple element on (V
∗
Γ
)+
with mΓ(sΓ) = βΓeΓ and ηΓ(sΓ) = ε
eΓ
Γ
or ε according to Γ ∈ F1 ∪ F2 or Γ ∈ F0. Let
s∗ = s∗
0
∏
Γ,δ,i s
∗
Γ
⊗ Iδ ⊗ tΓ,δ,i, where s
∗
Γ
is a primary semisimple element on VΓ with
mΓ(s
∗
Γ
) = βΓeΓ. Then s
∗ ∈ I0(V) is the dual of s in the sense of [3, p.18].
Let Nˆ+(θ+) =
∏
Γ,δ,i
NΓ,δ,i ≀S(tΓ,δ,i), then N+(θ+) 6 Nˆ+(θ+). Thus ϕ+ = Ind
N+
Nˆ+(θ+)
ψ+
with ψ+ ∈ dz(Nˆ+(θ+)/R+ | θ+). Then ψ+ =
∏
Γ,δ,i
ψΓ,δ,i, where ψΓ,δ,i is a character of
NΓ,δ,i ≀S(tΓ,δ,i). By Clifford theory, ψΓ,δ,i is of the form
(6.11) Ind
NΓ,δ,i≀S(tΓ,δ,i)
NΓ,δ,i≀
∏
jS(tΓ,δ,i, j)
∏
j
ψ
tΓ,δ,i, j
Γ,δ,i, j
·
∏
j
φκΓ,δ,i, j ,
26
where tΓ,δ,i =
∑
j tΓ,δ,i, j,
∏
j ψ
tΓ,δ,i, j
Γ,δ,i, j
is the canonical extension of
∏
j ψ
tΓ,δ,i, j
Γ,δ,i, j
∈ Irr(N
tΓ,δ,i
Γ,δ,i
)
to NΓ,δ,i ≀
∏
jS(tΓ,δ,i, j) as in the proof of [5, Proposition 2.3.1], κΓ,δ,i, j ⊢ tΓ,δ,i, j without
ℓ-hook and φκΓ,δ,i, j the character of S(tΓ,δ,i, j) corresponding to κΓ,δ,i, j. Note that ψ+,
ψΓ,δ,i and (6.11) here are slightly different from those on [21, p.145]. Now, define
KΓ : ∪δCΓ,δ → {ℓ-cores}, ψΓ,δ,i, j 7→ κΓ,δ,i, j. Then we can associate the weight (R, ϕ)
the label (s, κ, i,K).
The below result is implicitly contained in [An94].
Proposition 6.12. There is a surjective map:
iWℓ(G) −→Wℓ(G), (s, κ, i,K)
G∗ 7→ ws,κ,i,K
satisfying
(1) ws,κ,i,K belongs to the block Bs,κ,i;
(2) if (s1, κ1,K1) and (s2, κ2,K2) are not conjugate under G
∗, ws1 ,κ1,i,K1 , ws2,κ2, j,K2;
(3) ws,κ,0,K = ws,κ,1,K (denoted also as ws,κ,K) if and only if κX+1 is degenerate.
Proof. Let (R, ϕ) be a weight with label (s, κ, i,K). We first show that (R, ϕ) be-
longs to the block with label (s, κ, i). Keep all the above notations. Let R′
Γ,δ,i
=
RΓ × · · · × RΓ and θ
′
Γ,δ,i
= θΓ × · · · × θΓ with ℓ
δ terms. Set R′ = R0 ×
∏
Γ,δ,i(R
′
Γ,δ,i
)tΓ,δ,i
and θ′ = θ0 ×
∏
Γ,δ,i(θ
′
Γ,δ,i
)tΓ,δ,i . View (R, θ) and (R′, θ′) as two Brauer pairs. Then
by definition, (R′, θ′) 6 (R, θ). By the results in §3.B, (R′, θ′) belongs to the block
with label (s, κ, i), then so do (R, θ) and the weight (R, ϕ). By [2, (1A)], there is
a bijection between {K | (s, κ, i,K)G
∗
∈ iWℓ(G)} and iW(Bs,κ,i) in equation (4.2).
Then the proposition follows from [3, (4F)] (see Theorem 4.1). 
By the above Proposition, we identify iW(Bs,κ,i) in (4.2) with the set {K |
(s, κ, i,K)G
∗
∈ iWℓ(G)}. Of course, we can easily write down the twisted version
of the weight characters in this subsection, which we will use in the next two
subsections to calculate the actions of automorphisms, and should be useful when
one wants to consider the extension problem of weight characters.
6.C Actions of field automorphisms on weights
The aim is to describe the actions of automorphisms on weights using the
parametrization in the subsection §6.B. To do this, we transfer to the twisted
groups as in §6.A. This is possible by Corollary 6.9. We consider the field au-
tomorphisms in this subsection and then the diagonal automorphisms in the next.
Given any Γ ∈ F ′, mΓ, αΓ are as before. Set R
0
Γ,γ
= R0mΓ,αΓ,γ be a basic sub-
group in GL(mΓℓ
γ, εqeℓ
αΓ ), Rtw
Γ,γ,c
= RtwmΓ,αΓ,γ,c and all the related notations, such that
C0
Γ,γ
,N0
Γ,γ
, Ctw
Γ,γ,c
,N tw
Γ,γ,c
, etc. are defined similarly. All the results in §6.A can be
formulated in these notations, such as Lemma 6.4, Lemma 6.6, etc.
27
Recall that ~ is a hyperbolic embedding as on p.21. Let T 0
Γ
be a Coxeter torus
of C0
Γ
. Take s0
Γ
to be a regular semisimple element of T 0
Γ
such that ~(s0
Γ
) = ι−1(s∗
Γ
),
where s∗
Γ
is as in §6.B and ι is the twisting homomorphism as on page 21, i.e.
when viewed as an element ofGΓ, s
0
Γ
is just s∗
Γ
. Set θ0
Γ
= ±R
C0
Γ
T 0
Γ
sˆ0
Γ
and θ0
Γ,γ
= θ0
Γ
⊗ Iγ.
Denote by θtw
Γ,γ
the character of Ctw
Γ,γ
induced by θ0
Γ,γ
via ~ (we sometimes denote
as θtw
Γ,γ
= ~(θ0
Γ,γ
)) and θtw
Γ,γ,c
= θtw
Γ,γ
⊗ Ic. Then θ
tw
Γ,γ,c
is just the twisted version of θΓ,γ,c
in §6.B.
Let α be any natural number. For any monic polynomial ∆ in Fq2eℓα [X], let ∆˜
be the monic polynomial in Fq2eℓα [X] such that if all roots of ∆ are ω1, ω2, · · · , then
the roots of ∆˜ are exactly ω
−qeℓ
α
1
, ω
−qeℓ
α
2
, · · · . As [15, p.160], we set
Eα0 = {∆ | ∆ ∈ Irr(Fqeℓα [X]),∆ , X},
Eα1 = {∆ | ∆ ∈ Irr(Fq2eℓα [X]),∆ , X, ∆˜ = ∆},
Eα2 = {∆∆˜ | ∆ ∈ Irr(Fq2eℓα [X]),∆ , X, ∆˜ , ∆}
and
Eα =
{
Eα
0
, if ε = 1,
Eα
1
∪ Eα
2
, if ε = −1.
Lemma 6.13. Let σ = Fˆ ip be a filed automorphism on twisted groups, then
(θtw
Γ,γ,c
)σ ≡ θtw
σ(Γ),γ,c
modulo the conjugacy of N tw
Γ,γ,c
= N tw
σ(Γ),γ,c
. Furthermore, (θtw
Γ,γ,c
)σ
is conjugate to θtw
σ(Γ),γ,c
by an element of V tw
Γ,γ,c
(see Lemma 6.6).
Proof. It suffices to consider θtw
Γ
= ~(θ0
Γ
). By Remark 6.8, the action of σ on Ctw
Γ
induces an action on C0
Γ
. Then by [21, Proposition 3.4], (θ0
Γ
)σ = ±R
C0
Γ
T 0
Γ
σ̂(s0
Γ
). As an
element of C0
Γ
= GL(mΓ, εq
eℓαΓ ), s0
Γ
has only one elementary divisor ∆ ∈ EαΓ with
multiplicity one. Thus as an element of C0
Γ
, σ(s0
Γ
) has only one elementary divisor
σ(∆) with multiplicity one. Since all roots of ∆ are roots of Γ, all roots of σ(∆) are
roots of σ(Γ). So as an element of GΓ, σ(~(s0Γ)) has σ(Γ) as its unique elementary
divosor. Thus (θtw
Γ
)σ ≡ θtw
σ(Γ)
. The last assertion follows from the structure of
N tw
Γ,γ,c
. 
Remark 6.14. By the above lemma, for each Γ ∈ F and a filed automorphism
σ = Fˆ ip fixing Γ, we can compose σ with the conjugate by an element of V
tw
Γ,γ,c
,
which we denoted as σ˜, such that (θtw
Γ,γ,c
)σ˜ = θtw
Γ,γ,c
.
Now, we can give the description of dz(N tw
Γ,γ
/Rtw
Γ,γ
| θtw
Γ,γ
) whose untwisted ver-
sion is given in [3]. When ℓ is linear, by (1) of Lemma 6.6, ϑ0
Γ,γ
:= Stγ θ
0
Γ,γ
is
the unique character of dz(N0
Γ,γ
/R0
Γ,γ
| θ0
Γ,γ
). Assume ℓ is unitary. Recall from
(1) of Lemma 6.6 that N0
Γ,γ
is a central product of L0
Γ,γ
and C0
Γ,γ
over Z(L0
Γ,γ
) =
28
Z(C0
Γ,γ
). θ0
Γ,γ
induces a linear character of Z(L0
Γ,γ
), which by [3, (1B)] can be
extended to a linear character ξ0
Γ,γ
of L0
Γ,γ
trivial on R0
Γ,γ
. Let Stγ be the Stein-
berg character of L0m,α,γ/R
0
m,α,γZ(L
0
m,α,γ)  Sp(2γ, ℓ). Then ϑ
0
Γ,γ
:= Stγ ξ
0
Γ,γ
θ0
Γ,γ
is
the unique character of dz(N0
Γ,γ
/R0
Γ,γ
| θ0
Γ,γ
) when ℓ is unitary; see the proof of
[3, (3A)]. Denote by ϑtw
Γ,γ
:= ~(ϑ0
Γ,γ
) the character of ~(N0
Γ,γ
) induced by ϑ0
Γ,γ
via
~. Then ϑtw
Γ,γ
is the unique character of dz
(
~(N0
Γ,γ
)/Rtw
Γ,γ
| θtw
Γ,γ
)
. Thus N tw
Γ,γ
(θtw
Γ,γ
) =
N tw
Γ,γ
(ϑtw
Γ,γ
) = ~(N0
Γ,γ
)(V tw
Γ,γ
)θtw
Γ,γ
, which is abbreviated as N(θtw
Γ,γ
) = N(ϑtw
Γ,γ
), where
V tw
Γ,γ
is as in (2) of Lemma 6.6. By [3, (3I)], N(θtw
Γ,γ
)/~(N0
Γ,γ
) is cyclic of order βΓeΓ
and dz
(
N tw
Γ,γ
/Rtw
Γ,γ
| θtw
Γ,γ
)
has exactly βΓeΓ characters all of which lie over ϑ
tw
Γ,γ
(note
that (βΓeΓ, ℓ) = 1).
Lemma 6.15. There are exactly βΓeΓ extension of θ
tw
Γ,γ
to Ctw
Γ,γ
(V tw
Γ,γ
)θtw
Γ,γ
. There is a
bijection between dz
(
N tw
Γ,γ
/Rtw
Γ,γ
| θtw
Γ,γ
)
and dz
(
Ctw
Γ,γ
(V tw
Γ,γ
)θtw
Γ,γ
/Z(Rtw
Γ,γ
) | θtw
Γ,γ
)
, which is
equivariant under τtw
Γ,γ
and the σ˜ as in Remark 6.14.
Proof. For simplicity of notations, we set in this proof that R = Rtw
Γ,γ
, L = ~(L0
Γ,γ
),
C = Ctw
Γ,γ
= ~(C0
Γ,γ
), V = V tw
Γ,γ
, N = N tw
Γ,γ
= LCV; θ = θtw
Γ,γ
, θ1 = ~(Stγ) or ~(Stγ ξ0Γ,γ)
according to ℓ is linear or unitary, ϑ = ϑtw
Γ,γ
= θ1θ; N(θ) = N(ϑ) = LCVθ.
The first assertion follows from thatCVθ/C is a cyclic group of order βΓeΓ. For
the second assertion, we first note that by Clifford theory, there is a bijection be-
tween dz(N/R | θ) and dz(N(θ)/R | θ). By Lemma 6.6, V also normalizes L. Since
LC is a central product and ϑ = θ1θ is the unique character in dz(LC/R | θ), Vθ also
fixes θ1 (but may not fix ~(ξ0Γ,γ)). View N(θ) = LCVθ as a subgroup of (LVθ)(CVθ).
By the definition of θ1, we can fix an extension θ˜1 of θ1 to LVθ which is stable
under τtw
Γ,γ
and σ˜ (when ℓ is linear, note the structure of N0
Γ,γ
from (1) of Lemma
6.6; when ℓ is unitary, note that the set of graph automorphism and field auto-
morphisms is cyclic). Then for any extension θ˜ of θ to CVθ, Res
(LVθ)(CVθ)
LCVθ
θ˜1θ˜ is an
extension of ϑ. The map θ˜ 7→ Res
(LVθ)(CVθ)
LCVθ
θ˜1θ˜ is a bijection between dz(N(θ)/R | θ)
and dz(CVθ/Z(R) | θ). Combining the above two bijiections, we have a bijection
between dz(N/R | θ) and dz(CVθ/Z(R) | θ). The equivariance follows from the
construction of the bijection. 
Lemma 6.16. Let σ˜ be as in Remark 6.14. Then θtw
Γ,γ
extends to Ctw
Γ,γ
〈(V tw
Γ,γ
)θtw
Γ,γ
, σ˜〉.
In particular, the βΓeΓ extensions of θ
tw
Γ,γ
to Ctw
Γ,γ
(V tw
Γ,γ
)θtw
Γ,γ
is stabilized under σ˜.
Proof. It suffices to prove the first assertion. Denote in this proof that v = v
(ε)
Γ,γ
and
M = M(mΓeℓ
αΓ). σ˜ commutes with v and M. Recall that Ctw
Γ,γ
 GL(mΓℓ
γ, εqeℓ
αΓ ),
on which σ˜, v,M act as field-graph automorphisms. Then the assertion follows
from [4, 4.3.2] and [30, Remark 9.3(a)]; the details are similar to the proof of [13,
4.17]. 
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Lemma 6.17. Let σ˜ be as in Remark 6.14. Then σ˜ acts trivially on the set
dz(N tw
Γ,γ,c
/Rtw
Γ,γ,c
| θtw
Γ,γ,c
).
Proof. The assertion for c = 0 follows from Lemma 6.15 and Lemma 6.16.
Then assume c , 0. Noting that N twm,α,γ,c/R
tw
m,α,γ,c  N
tw
m,α,γ,c/R
tw
m,α,γ,c × GL(c1, ℓ) ×
· · · × GL(cr, ℓ) by (3) of Lemma 6.6 and field automorphisms commute with each
GL(ci, ℓ), then the general case follows from the case c = 0. 
By Remark 6.14 and Lemma 6.17, we can make the following convention on
notations.
Notation 6.18. Let Rtw
Γ,δ
= {Rtw
Γ,δ,i
} and C tw
Γ,δ
= {ψtw
Γ,δ,i, j
} be the twisted version of RΓ,δ
and CΓ,δ respectively. Let σ = Fˆ
i
p be a field automorphism on the twisted groups.
Then we can choose the notations such that (Rtw
Γ,δ,i
)σ = Rtw
σ(Γ),δ,i
and (ψtw
Γ,δ,i, j
)σ =
ψtw
σ(Γ),δ,i, j
.
Remark 6.19. In [21, Convention 5.2], we make the similar convention on nota-
tions as in Notation 6.18 without further explanation. The convention in [21] is
well-defined by a similar result as Lemma 6.17. The proof of such a result in the
case of [21] is similar to the case here.
Proposition 6.20. Let (R, ϕ) be a weight of G with the label (s, κ, i,K)G
∗
(or the
corresponding label (s, κ, i,Q)G
∗
) and σ be a field automorphism, then (R, ϕ)σ has
label (σ∗(s), σ∗(κ), i, σ∗(K))G
∗
(or the corresponding label (σ∗(s), σ∗(κ), i, σ∗(Q))G
∗
).
Here, σ∗(κ) is as before and σ∗(K)σ∗(Γ) = KΓ, σ
∗(Q)σ∗(Γ) = QΓ.
Proof. By Corollary 6.9, it is equivalent to consider the twisted groups. The
twisted version of weights can be constructed in the same way as in §6.B. With
Remark 6.14 and Notation 6.18, the arguments are similar to those of [21, Propo-
sition 5.3] (see the proof of Proposition 6.25 in the next subsection), noting that σ
acting on s∗
Γ
corresponding toσ∗ acting on sΓ up to conjugacy. For the equivalence
of the two kinds of the labelling of the weights, see Proposition 6.12. 
6.D Actions of diagonal automorphisms on weights
In this subsection, we consider the action of the diagonal automorphism on
weights. As before, we transfer to the twisted groups. Then the diagonal auto-
morphism is provided up to inner automorphisms by τtw as in Corollary 6.9.
Let τtw
Γ,γ
= τtwmΓ,αΓ,γ be as (6.3). Since [τ
tw
Γ,γ
,Rtw
Γ,γ
Ctw
Γ,γ
] = 1, τtw
Γ,γ
stabilizes θtw
Γ,γ
and the set dz(N tw
Γ,γ
/Rtw
Γ,γ
| θtw
Γ,γ
). We now consider the actions of τtw
Γ,γ
on the set
dz(N tw
Γ,γ
/Rtw
Γ,γ
| θtw
Γ,γ
). The result for the case Γ , X + 1 is the same as the field
automorphisms.
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Lemma 6.21. Assume Γ = X − 1 or Γ ∈ F1 ∪ F2. The βΓeΓ extensions of θ
tw
Γ,γ
to
Ctw
Γ,γ
(V tw
Γ,γ
)θtw
Γ,γ
is stabilizes under τtw
Γ,γ
.
Proof. Recall that Ctw
Γ,γ
= CΓ ⊗ Iγ and θ
tw
Γ,γ
= θtw
Γ
⊗ Iγ, where θ
tw
Γ
= ±R
Ctw
Γ
T tw
Γ
φΓ.
When Γ = X − 1, θtw
Γ
is the trivial character. By [15, (5B)] or direct calcu-
lation, [τtw
Γ,γ
, (V tw
Γ,γ
)θtw
Γ,γ
] 6 Z(Ctw
Γ,γ
). Note that the irreducible linear character on
Z(Ctw
Γ,γ
) induced by θtw
Γ,γ
is just the restriction of φΓ ⊗ Iγ. By [15, (6A)], (φΓ ⊗
Iγ)([τ
tw
Γ,γ
, (V tw
Γ,γ
)θtw
Γ,γ
]) = 1. Thus τtw
Γ,γ
acts trivially on Ctw
Γ,γ
(V tw
Γ,γ
)θtw
Γ,γ
/Ker θtw
Γ,γ
and the
assertion follows. 
Lemma 6.22. Assume Γ = X − 1 or Γ ∈ F1 ∪ F2. Then τ
tw
Γ,γ
acts trivially on the
set dz(N tw
Γ,γ,c
/Rtw
Γ,γ,c
| θtw
Γ,γ,c
).
Proof. Similar as Lemma 6.17 from Lemma 6.15 and Lemma 6.21. 
Now, we consider the actions of τtw
X+1,γ
on the set dz(N tw
X+1,γ
/Rtw
X+1,γ
| θtw
X+1,γ
).
Note that mX+1 = 1, αX+1 = 0, eX+1 = e. C
tw
X+1
= T tw
X+1
 Cqe−ε and θ
tw
X+1
= φX+1
is the unique linear character of T tw
X+1
of order 2. Since Ctw
X+1,γ
 Ctw
X+1
⊗ Iγ and
θtw
X+1,γ
= θtw
X+1
⊗ Iγ, (VX+1,γ)θtw
X+1,γ
= VX+1,γ and C
tw
X+1,γ
VX+1,γ/C
tw
X+1,γ
is cyclic of order
2e.
Lemma 6.23. The 2e extensions of θtw
X+1,γ
to Ctw
X+1,γ
V tw
X+1,γ
can be partitioned into e
pairs and τtw
X+1,γ
transposes each pair.
Proof. In this proof, we set T = Ctw
X+1,γ
 Cqe−ε, θ = θ
tw
X+1,γ
, v = v
(ε)
X+1,γ
, M =
M(eℓγ), V = V tw
X+1,γ
= 〈v,M〉, τ = τtw
X+1,γ
. We also set T0 = Ker θ, then T¯ = T/T0 
C2 and TV/T0 = T¯ 〈v¯, M¯〉 is an abelian group. Recall that [τ, T ] = 1.
(1) Assume ℓ is linear, then ε = 1, T  Cqe−1, e is odd and (q
e − 1)2 = (q− 1)2.
In this case, o(v¯) = e. From (6.3), τ = Ieℓγ ⊗ diag{1, ξ0} with 〈ξ0〉 = F×q . Thus
[τ, v] = 1 and [τ,M] = Ieℓγ ⊗
[
ξ−1
0
0
0 ξ0
]
=: t ∈ T . Since (qe−1)2 = (q−1)2, 〈t¯〉 = T¯ .
Note that M2 = −I2eℓγ ∈ T .
(1.1) Assume 4 | (q − 1). Thus M2 ∈ T0 and TV/T0 = T¯ × 〈v¯〉 × 〈M¯〉 
C2 × Ce × C2. Then the 2e extensions of θ are of the form θ˜(i, j) = θ × µ
i
e × µ
j
2
,
where 〈µe〉 = Irr(〈v¯〉), 〈µ2〉 = Irr(〈M¯〉), i ∈ Z/eZ and j ∈ Z/2Z. Then by direct
calculation, θ˜(i, j)τ = θ˜(i, j + 1).
(1.2) Assume 4 ∤ (q − 1). Thus 〈M¯2〉 = T¯ and TV/T0 = 〈v¯〉 × 〈M¯〉  Ce × C4.
Fix any extension θˆ of θ to 〈M¯〉. Then the 2e extensions of θ are of the form
θ˜(i, j) = µie × θˆ
j, where µe, i are as before and j = ±1. Thus, by direct calculation,
θ˜(i, j)τ = θ˜(i,− j).
(2) Assume ℓ is unitary, then ε = −1 and T  Cqe+1. From (6.3),
τ = Iℓγ ⊗ diag{ξ, ξ
q, · · · , ξq
e−1
; ξ0ξ
−1, ξ0ξ
−q, · · · , ξ0ξ
−qe−1},
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where o(ξ) = (q − 1)(qe + 1) and ξ0 = ξ
qe+1. In this case, V = 〈v〉 and [τ, v] is a
generator of T . Note that v2e = −I2eℓγ .
(2.1) Assume 4 | (qe + 1). Thus v2e ∈ T0 and TV/T0 = T¯ × 〈v¯〉  C2 × C2e.
Then the 2e extensions of θ are of the form θ˜(i) = θ × µi
2e
, where 〈µ2e〉 = Irr(〈v¯〉),
i ∈ Z/2eZ. Then by direct calculation, θ˜(i)τ = θ˜(i + e).
(2.2) Assume 4 ∤ (qe + 1). Thus T¯ 6 〈v¯〉 and TV/T0 = 〈v¯〉  C4e. Fix a
generator θˆ of Irr(〈v¯〉), then θˆ is an extension of θ to 〈v¯〉. Then the 2e extensions
of θ are of the form θ˜( j) = θˆ j, where j ∈ {±1,±3, · · · ,±(2e − 1)}. Thus, by direct
calculation, θ˜( j)τ = θ˜(− j). 
Lemma 6.24. The characters of dz(N tw
X+1,γ,c
/Rtw
X+1,γ,c
| θtw
X+1,γ,c
) can be partitioned
into pairs and τtw
X+1,γ
transposes each pair. Consequently, the 2eℓδ characters in
C tw
X+1,δ
can be relabelled as ψtw
X+1,δ,i, j
, ψtw
X+1,δ,i, j′
such that (ψtw
X+1,δ,i, j
)
τtw
X+1,γ = ψtw
X+1,δ,i, j′
.
Proof. Similar as Lemma 6.17 from Lemma 6.15 and Lemma 6.23. 
Let (s, κ, i,K)G
∗
∈ iW(G); see p.26. Define K′
X+1
:
⋃
δ CΓ,δ → {ℓ-cores}
by K′
X+1(ψ
tw
X+1,δ,i, j
) = KX+1(ψ
tw
X+1,δ,i, j′
) and K′
X+1(ψ
tw
X+1,δ,i, j′
) = KX+1(ψ
tw
X+1,δ,i, j
). Set
K′ = K′
X+1
∏
Γ,X+1 KΓ. We list the characters of C
tw
X+1,δ
in the following way: list
characters ψtw
X+1,δ,i, j
first; then list characters ψtw
X+1,δ,i, j′
in the corresponding order.
Let (s, κ, i,Q) be the label corresponding to the label (s, κ, i,K); see Proposition
6.12 and [2, (1A)]. For an e-quotient λ(e) of some Lusztig symbol λ, the associated
ordered quotients are denoted as (λ(e), 0), (λ(e), 1), we define (λ(e), i)′ = (λ(e), i+ 1).
Set Q′ = Q′
X+1
∏
Γ,X+1 QΓ. Then K
′ corresponds to Q′.
Proposition 6.25. Let (R, ϕ) be a weight of G with the label (s, κ, i,K)G
∗
(or the
corresponding label (s, κ, i,Q)G
∗
), then (R, ϕ)τ has label (s, κ, i + 1,K′)G
∗
(or the
corresponding label (s, κ, i + 1,Q′)G
∗
).
Proof. By Corollary 6.9, it suffices to consider the twisted groups. The proof is
similar to that of [21, Proposition 5.3], but for convenience, we repeat the argu-
ments using the twisted groups. The construction of ϕtw is the same as that of ϕ
before Proposition 6.12, with all constructions replaced by the twisted versions.
The diagonal automorphism in twisted groups are represented by τtw = τtw
0
×∏
Γ,δ,i(τ
tw
Γ,δ,i
)tΓ,δ,i , where τtw
0
induces the diagonal automorphism on I0(V0) and τ
tw
Γ,δ,i
=
τtwmΓ,αΓ,γ ⊗ Ic with δ = γ+ |c| and τ
tw
m,α,γ as (6.3). Recall that [τ
tw,RtwCtw] = 1 and τtw
normalizes N tw and each component of τtw fixes each corresponding component of
N tw. Since ϕtw
0
= θtw
0
= χs0 ,κ,i is an irreducible character of I0(V0), (ϕ
tw
0
)τ
tw
0 = χs0,κ,i+1
by Proposition 5.1.
Set τtw
+
=
∏
Γ,δ,i(τ
tw
Γ,δ,i
)tΓ,δ,i . Then (ϕtw
+
)τ
tw
+ = Ind
Ntw+
Nˆtw+ (θ
tw
+ )
(ψtw
+
)τ
tw
+ and (ψtw
+
)τ
tw
+ =
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∏
Γ,δ,i
(ψtw
Γ,δ,i
)(τ
tw
Γ,δ,i
)tΓ,δ,i , where (ψtw
Γ,δ,i
)(τ
tw
Γ,δ,i
)tΓ,δ,i is the following character
Ind
Ntw
Γ,δ,i
≀S(tΓ,δ,i)
Ntw
Γ,δ,i
≀
∏
j S(tΓ,δ,i, j)
∏
j
(ψtw
Γ,δ,i, j
)tΓ,δ,i, j

(τtw
Γ,δ,i
)
tΓ,δ,i, j
·
∏
j
φκΓ,δ,i, j .
Here, we note that (τtw
Γ,δ,i
)tΓ,δ,i acts trivially onS(tΓ,δ,i) andS(tΓ,δ,i, j). Since we choose
the extension of
∏
j(ψ
tw
Γ,δ,i, j
)tΓ,δ,i, j to be the canonical one as in the proof of [5, Propo-
sition 2.3.1], we have∏
j
(ψtw
Γ,δ,i, j
)tΓ,δ,i, j

(τtw
Γ,δ,i
)
tΓ,δ,i, j
=
∏
j
((ψtw
Γ,δ,i, j
)τ
tw
Γ,δ,i )tΓ,δ,i, j .
Then the assertion follows from Lemma 6.22, Lemma 6.24 and the definition of
the notations before the proposition. 
7 Equivariance of the bijections
Finally, we can state and prove the main theorem as follows. Recall that when
λX+1 is degenerate, the irreducible Brauer characters ϕs,λ,0 = ϕs,λ,1 which is de-
noted as ϕs,λ, while when κX+1 is degenerate, the weights ws,κ,0,Q = ws,κ,Q which is
denoted as ws,κ,Q.
Theorem 7.1. Assume the sub-matrix of the decomposition matrix of Sp2n(q) with
respect to the basic set E(Sp2n(q), ℓ
′) is unitriangular. The labels for irreducible
Brauer characters and weights can be chosen such that the bijections established
in Proposition 4.3 are equivariant.
Proof. The assertion for field automorphisms follows from Proposition 5.7 and
Proposition 6.20. Now, consider the diagonal automorphism; let τ generate G˜
modulo G. Let φ be an irreducible Brauer character in a block B of G.
(1) Assume B = Bs,κ,i with κX+1 non degenerate and φ = ϕs,λ,i. Then the
weight (R, ϕ) corresponding to ϕs,λ,i has label (s, κ, i,Q(λ, i)) as in Proposition 4.3.
By Proposition 5.7, ϕτ
s,λ,i
= ϕs,λ,i+1 ∈ IBr(Bs,κ,i+1). By Proposition 6.25, (R, ϕ)
τ
has label (s, κ, i + 1,Q(λ, i)′). By the definition of Q(λ, i)′, (Q(λ, i)′)Γ = Q(λ, i)Γ
for Γ , X + 1, (Q(λ, i)′)X+1 = (Q(λ, i)X+1)
′. Since Q(λ, i)X+1 = (λ
(e)
X+1
, k) for
some k as in Proposition 4.3, we have (Q(λ, i)′)X+1 = (λ
(e)
X+1
, k + 1). Since λX+1 =
(κX+1, i) ∗ (λ
(e)
X+1
, k) = (κX+1, i + 1) ∗ (λ
(e)
X+1
, k + 1), ϕτ
s,λ,i
corresponds to (R, ϕ)τ by
Proposition 4.3 and the assertion in this case follows.
(2) Assume B = Bs,κ with κX+1 degenerate and φ = ϕs,λ, j. Then the weight
(R, ϕ) corresponding to ϕs,λ, j has label (s, κ,Q(λ, j)) as in Proposition 4.3. Then
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ϕτ
s,λ, j
= ϕs,λ, j+1 and (R, ϕ)
τ has label (s, κ,Q(λ, j)′). Again (Q(λ, j)′)Γ = Q(λ, j)Γ
for Γ , X + 1. If λX+1 is degenerate, then τ fixes ϕs,λ := ϕs,λ,0 = ϕs,λ,1. In this case,
λ
(e)
X+1
is degenerate, thus (Q(λ, j)′)X+1 = Q(λ, j)X+1 and Q(λ, j)
′
= Q(λ, j). So, τ
also fixes the weight (R, ϕ)G. Finally, assume λX+1 is non degenerate, and thus so
is λ
(e)
X+1
. Then (Q(λ, j)′)X+1 = (Q(λ, j)X+1)
′
= (λ
(e)
X+1
, j + 1). Thus ϕτ
s,λ, j
corresponds
to (R, ϕ)τ by Proposition 4.3 and the proof completes. 
Remark 7.2. We have made many choices of notations for the parameter i ∈
Z/2Z for irreducible Brauer characters and weights. This can be done compatibly
since there are only two element in Z/2Z and the diagonal automorphism and
field automorphisms commute modulo inner automorphisms. When we consider,
for example, finite simple groups PSLn(εq), such parameter i runs through i ∈
Z/(n, q − ε)Z. Then it is not so easy to choose the parameter i compactibly and
we may have to find some “canonical” ones to be labelled by 0 ∈ Z/(n, q − ε)Z.
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