Policy makers need accurate forecasts about future values of exchange rates. This is due to the fact that exchange rate volatility is a useful measure of uncertainty about the economic environment of a country. This paper applies univariate nonlinear time series analysis to the daily (TZS/USD) exchange rate data spanning from January 4, 2009 to July 27, 2015 to examine the behavior of exchange rate in Tanzania. To capture the symmetry effect in exchange rate data, the paper applies both ARCH and GARCH models. Also, the paper employs exponential GARCH (EGARCH) model to capture the asymmetry in volatility clustering and the leverage effect in exchange rate. The paper reveals that exchange rate series exhibits the empirical regularities such as clustering volatility, nonstationarity, non-normality and serial correlation that justify the application of the ARCH methodology. The results also suggest that exchange rate behavior is generally influenced by previous information about exchange rate. This also implies that previous day's volatility in exchange rate can affect current volatility of exchange rate. In addition, the estimate for asymmetric volatility suggests that positive shocks imply a higher next period conditional variance than negative shocks of the same sign. The main policy implication of these results is that since exchange rate volatility (exchange-rate risk) may increase transaction costs and reduce the gains to international trade, knowledge of exchange rate volatility estimation and forecasting is important for asset pricing and risk management.
Introduction
Financial time series such as exchange rate often exhibits the phenomenon of volatility clustering, that is, periods in which its prices show wide swings for an extended time period followed by periods in which there is calm (Gujarati & Porter [1] ). This volatility of exchange rates, particularly after the fall of the Bretton Woods agreements has been a constant source of concern for both policymakers and academics (Héricourt & Poncet, [2] ). Indeed, knowledge of volatility is of crucial importance because exchange-rate risk may increase transaction costs and reduce the gains to international trade.
The fact that Tanzania has gone through the floating exchange rate regime since early 1990s and that currently, the country adheres to the IMF convention of free current account convertibility and transfer; variations in an exchange rate has the potential to affect country's monetary policies and economic performance. In addition, there are greater potential vulnerabilities and risks to the stability of financial system in the country following a rapid growth in the volume of financial transactions, increased complexity of financial markets and a more interconnected global economy. Thus, policymakers are interested in measuring exchange volatility to learn about market expectations and uncertainty about policy. For example, understanding and estimating exchange volatility is important for asset pricing, portfolio allocation, and risk management (Erdemlioglu et al. [3] ).
The analysis of financial data has received considerable attention in the literature over the last two decades. Several models have been suggested for capturing special features of financial data, and most of these models have the property that the conditional variance depends on the past. Well known and frequently applied models to estimate exchange rate volatility are the autoregressive conditional heteroscedastic (ARCH) model, advanced by Engle [4] and generalized autoregressive conditional heteroskedastic (GARCH) model, developed independently by Bollerslev [5] and Taylor [6] . These models are applied to account for characteristics of exchange rate volatility such as dynamics of conditional heteroscedasticity. In particular, this class of models has been used to forecast fluctuations in commodities, securities and exchange rates.
The main objective of this paper is to measure the characteristics of exchange volatility including volatility clustering and leverage effect using the ARCH-GARCH and EGARCH time series models. The paper also determines the accuracy and forecasting future of the models. To accomplish this, the paper considers TZS/USD exchange rate for the 1593 daily observations. For this sequence, the paper considers changes in the daily logarithmic exchange rates. That is, if t x is the exchange rate at time t , the sequence of exchange rates is transformed as follows:
( ) ( ) 
where t r is known as the log price relative at time t .
Volatility, as measured by the standard deviation or variance of returns, is often used as a crude measure of the total risk of financial assets. Many value-at-risk models for measuring market risk require the estimation or forecast of a volatility parameter. This paper is expected to provide knowledge on modeling exchange rate volatility in developing countries such as Tanzania and it is also expected to contribute to policy making through developing a model which can be used to forecast exchange rate and thus, guides policy makers in formulating macroeconomic policies.
The paper contributes to the existing literature in two ways. First, the current paper explains volatility modeling using recent daily returns. The paper applies both GARCH and the EGARCH models to capture both symmetry and asymmetry in volatility clustering. To the best of my knowledge, while there are studies on the volatility of exchange rate indices in the literature, scholars have not yet modeled exchange rate volatility clustering in Tanzania using recent daily data.
Stylized Facts

Clustering Volatility and Leverage Effects
Financial time series such as, exchange rates, stock returns and other financial series are known to exhibit certain stylized patterns which are crucial for correct model specification, estimation and forecasting (Abdalla [7] ; Tsay [8] and Poon [9] ). An important feature of many series of financial asset returns that provides a motivation for the ARCH class of models is known as volatility clustering or volatility pooling (Brooks [10] ). Volatility clustering describes the tendency of large changes in asset prices (of either sign) to follow large changes and small changes (of either sign) to follow small changes (Brooks [10] ). In other words, the current level of volatility tends to be positively correlated with its level during the immediately preceding periods. This phenomenon is demonstrated in Figure 1 , which plots daily TZS/USD exchange rate returns for the January 4, 2009-July 27, 2015 period, for a total of 1593 observations. The Figure shows that nominal exchange rates have stochastic trends, that is, they are non-stationary. This is consistent to previous empirical studies that show the existence of nonstationarity (see for example Meese & Rogoff [11] ).
Previous empirical studies however, show that the existing structural models of exchange rates, e.g., the sluggish price adjustment models of Dornbusch ([12] ) and the portfolio balance models of Branson et al. ([13] ) failed to significantly outperform a random walk model in predicting the behavior of exchange rates out of sample. This implies that ARCH-GARCH modeling the nonlinear stochastic process and its empirical testing provide some answers to the question whether the exchange rate process is time variant. Source: Author's computations using data from Bank of Tanzania [24] . Figure 2 . Change in log of TZS/USD daily exchange rate.
and large negative returns are observed during a short space of time. In essence, volatility is autocorrelated (Brooks [10] ). Furthermore, downward movement of exchange rate (depreciation) is always followed by higher volatility. This characteristic that is exhibited by percentage changes in exchange rate is termed leverage effects (Abdalla [7] and Syarifuddin et al. [17] ). In fact, price movements are negatively correlated with volatility (Abdalla [17] ). Previous studies also show that volatility is higher after negative shocks than after positive shocks of the same magnitude (Black [18] ). Black [18] attributes asymmetry to leverage effects. 
Non-Normality Distribution of Fat Tails
Stylized facts for financial returns usually suggest strong deviations from the normal distribution (Humala & Rodríguez [14] ). The statistic proposed by Bera & Jarque [25] provides a formal assessment of how much the skewness and kurtosis deviate from the normality assumptions of symmetry (zero skewness) and a .fixed peak of three. The Jarque-Bera (JB) test statistics is calculated as ( )
where
, is the sample skewness. This third moment or skewness is an indicator of the asymmetry in the return distribution.
, is the sample kurtosis. The fourth moment or kurtosis is a measure of the peakness of the distribution. T is the sample size, x is the sample mean and σ is the estimated standard deviation. JB statistics follows chi-square ( ) 2 χ distribution with two degrees of freedom for large sample.
The null hypothesis in this test is that data follow normal distribution. The density function for a normal distribution is given by ( )
The first assessment of the degree of departure from normality is to fit a Kernel distribution (smoothing the histogram) to the data and compare it with the normal distribution with mean and standard deviation based on the data sample effects (Humala & Rodríguez [14] ). A kernel density provides an empirical esti-mation of the density function of a random variable without parameterizing it theoretically (Humala & Rodríguez [14] ). For the exchange rate, the kernel density estimate is a function
where T is the number of observations, h is the smoothing parameter or bandwidth and W is a kernel weighting function. Figure 3 reports, normality test, Kernel distribution, skewness and kurtosis using daily TZS/USD exchange rate data. The JB test rejects the null hypothesis of zero skewness and zero excess kurtosis at 5 percent level. This confirms departure from normality. 
Serial Correlation and Unit Root
Serial correlation renders inaccurate forecasts of financial returns as conventional risk estimates would be underestimated (Sheikh [26] ). Serial correlation in financial asset returns is a form of non-normality and it appears whenever there is time dependence in the returns (Humala & Rodríguez [14] ). The Ljung-Box Q-statistics is used to test for a null hypothesis of no serial correlation up to p lags. The Q-statistics is asymptotically distributed as a 2 χ with degrees of freedom equal to the number of autocorrelations being tested (Humala & Rodríguez [14] ). If the corresponding p-value of the test is less than 0.05, the null of no serial correlation is rejected and, therefore, it can be concluded that there might be serial correlation in the returns (Humala and Rodríguez [14] ). Figure 4 and H0: There is no serial correlation in the series; H1: There is serial correlation in the series. Source: Author's computations using data from Bank of Tanzania [24] Figure 5. Autocorrelation of exchange rate. Unit root test results are reported in Table 1 , which indicate that the hypothesis of a unit root cannot be rejected in levels. It is therefore concluded that daily TZS/USD exchange rate is non-stationary in its levels. However, the hypothesis of a unit root is rejected in first differences. The unit root test results for the first difference are reported in Table 2 . This also suggests that, further estimations 
Equation (6) 
Here, t u is normally distributed with zero mean and ( ) ( ) The variance of u at time t is dependent on the squared error term at time σ cannot be easily observed, Gujarati & Porter [1] and Engle [4] show that running the regression
can easly test the null hypothesis of no ARCH effect. The ARCH (1) is a special case of ARCH (q) and therefore what applies for ARCH (q) also applies for ARCH (1)
The GARCH Model
The Generalized ARCH (GARCH) is an extension of the ARCH model. When modeling using ARCH, there might be a need for a large value of the lag p,
hence a large number of parameters. This may result in a model with a large number of parameters, violating the principle of parsimony and this can present difficulties when using the model to adequately describe the data. Also, the more parameters there are in the conditional variance equation, the more likely it is that one or more of them will have negative estimated value, violating the nonnegativity constraints 4 . A GARCH model may contain fewer parameters as compared to an ARCH model, and thus a GARCH model may be preferred to an ARCH model.
Bollerslev [5] generalizes the simple ARCH model with the parsimonious. The GARCH model allows the conditional variance to be present upon previous lags.
The GARCH (1,1) with mean equation can be expressed as
Model (12) states that the conditional variance of t u depends not only on the squared error in the previous time period but also on its conditional variance in the previous period. According to Brooks [10] , using the GARCH model, it is possible to interpret the current fitted variance as a weighted function of a long-term average value, information about volatility during the previous period and the fitted variance from the model during the previous period. The GARCH (1,1) is the simplest and most robust of the family of volatility models (Engle [4] ). However, the model can be extended to a GARCH (p,q) model where the current conditional variance is parameterized to depend upon p lagged terms of the squared error and q terms of the lagged conditional variance. 
The ARCH-GARCH Estimation
Maximum likelihood technique is employed to estimate models from the ARCH family. Essentially, the method works by finding the most likely values of the parameters given the actual data. More specifically, a log-likelihood function is formed and the values of the parameters that maximize it are sought (Brooks [10] ). In the form of conditional heteroscedasticity, the model for the mean and variance ( ) ( ) 
where ( )
is a constant with respect to the parameters, T is the number of observations and t r is exchange rate return. According to Brooks [10] , maximization of the LLF necessitates minimization of ( ) for this characteristic, fat tailed distribution, the Generalized Error distribution (GED) is widely applied (Erdemlioglu, et al. [3] ; Palm [30] ; Pagan [31] ; Bollerslev, et al. [32] and Brooks [10] ).
The Leverage Effects and Asymmetric GARCH Model
As presented earlier, the leverage effect is the phenomenon of a correlation of past returns with future volatility. Volatility tends to increase when stock prices drop. When volatility rises, expected returns tend to increase, leading to a drop in the stock price. As a result, volatility and stock returns are negatively correlated. Also, when stock prices fall, financial leverage increases, leading to an increase in stock return volatility (Aydemir et al. [33] and Harvey [34] shocks. Leverage effects are incorporated into GARCH models by including a variable in which the squared observations are multiplied by an indicator that takes a value of unity when observation is negative and zero otherwise (Glosten, et al. [35] ; Taylor [36] and Harvey [34] ). This popular asymmetric formulation is often known as GJR model, named after Glosten, et al. [35] . The GJR model is a simple extension of GARCH with an additional term added to account for possible asymmetries (Brooks [10] ) expressed as [19] , for the U.S. stock market returns. Likewise, Hsieh [37] , Theodossiou [38] and Koutmos & Theodossiou [39] use this model for foreign exchange rates. Indeed, the application of EGARCH suggests that the assumption of normal distribution has been relaxed in modeling the effect of volatility (Ali [40] ). The EGARCH model is specified as follows The parameter γ represents a magnitude effect or the symmetric effect of the model, the "GARCH" effect whereas λ measures the persistence in conditional volatility. This implies that when λ is relatively large, then volatility takes a long time to die out following a crisis in the market (Alexander [41] and Su [42] ). The leverage effect or asymmetry is measured by the value of θ . For the leverage effect to be present θ must be negative and significant. If 0 θ = , then the model is symmetric. When 0 θ < , then positive shocks (good news) generate less volatility than negative shocks (bad news). When 0 θ > , it would suggest that positive innovations are more destabilizing than negative innovations (Su [41] ). In fact, both bad and good news tend to increase the volatility of the stock market. As discussed earlier, larger changes follow the larger changes and smaller changes follow the small changes. Nevertheless, negative shocks have a much larger effect than positive shocks of the same magnitude (Brooks [10] and Ali [40] ).
In this paper both GARCH (1,1) and EGARCH (1, 1) 
Empirical Results
Volatility Clustering in Residuals
Before estimating the ARCH and GARCH models, the paper investigates the exchange rate series in order to identify its statistical properties and to see if it meets the pre-conditions for the ARCH and GARCH models, that is, clustering volatility and ARCH effect in the residuals. Figure 6 reports the results of the test of clustering volatility in the residuals or error term. The Figure shows that large and small errors occur in clusters, which imply that large returns are followed by more large returns and small returns are further followed by small returns. In other words, the Figure suggests that periods of high exchange rate are usually followed by further periods of high exchange rate, while low exchange rate is likely to be followed by much low exchange rate. This clustering volatility suggests that residual or error term is conditionally heteroscedastic and it can be estimated by ARCH and GARCH models.
Results of Heteroscedasticity Test: The ARCH Effect
The ARCH effect is concerned with a relationship within the heteroskedasticity, often termed serial correlation of the heteroskedasticity. It often becomes apparent when there is bunching in the variance or volatility of a particular variable, producing a pattern which is determined by some factor. Given that the volatility of exchange rate is used to represent its risk, it can be argued that the ARCH effect is measuring the risk of a financial asset. Given the model:
GARCH (1,1). Source: Author's computations using data from Bank of Tanzania [24] . 
This suggests the error term is normally distributed with zero mean and conditional variance depending on the squared error term lagged one time period.
The conditional variance is the variance given the values of the error term lagged once, twice etc:
where 2 t σ is the conditional variance of the error term. The ARCH effect is then modeled as
This is an ARCH (1) model as it contains only a single lag on the squared error term. The null hypothesis in this test is that there is no ARCH effect, while an alternative effect is that there is ARCH effect. The results of the ARCH effect test are presented in Table 3 .
The ARCH LM test results provide strong evidence for rejecting the null hy- where ˆt u is the estimated residual from regression (20) . Since the lagged squared error term is statistically significant, it suggests that the error variances are correlated, implying that there is an ARCH effect. The study tries higherorder ARCH models e.g. ARCH (5) and finds that coefficients on A1) . The fact, the return exhibits an ARCH effect, it is appropriate to apply GARCH model that is sufficient to cope with the changing variance.
The GARCH (1,1) Estimation Results
Consistent with many previous studies (see for example, Franses & Van Dijk [43] , Gokcan [44] and AL-Najjar [45] , the study applies the GARCH (1,1) . This 
The coefficients on both the lagged squared residual ( ) [46] ). The sum of 0.75 is large, indicating that changes in the conditional variance are persistence. In other words, a large sum of these coefficients will imply that a large positive or a large negative return will lead future forecasts of the variance to be high for a protracted period. This implication is consistent with the long periods of volatility clustering reported in Figure 6 . Likewise, the GARCH (1,1) coefficients are positive confirming the non-negativity condition of the model.
The Leverage Effects and Asymmetric Results
In order to capture the availability of asymmetric behavior and the existence of leverage effect in the TZS/USD exchange rate, the paper applies EGARCH model. As defined earlier, it is expected that the sign of θ in EGARCH model must be negative and significant. Regression Equation (23) 
All estimated parameters are statistically significant at 1 percent level of significance. Regarding the indicator for asymmetric volatility, estimates show that the coefficient for the asymmetric volatility, θ , is negative, suggesting that positive shocks imply a higher next period conditional variance than negative shocks of the same sign. This result is consistent with Brooks [10] for Japanese yen-US dollar returns data.
Diagnostic Checking of the GARCH (1,1) Model
Goodness of fit of the ARCH-GARCH model is based on residuals. The residuals are assumed to be independently and identically distributed following a normal or standardized t-distribution (Tsay [8] and Gourieroux [47] ). If the model fits the data well the histogram of the residuals should be approximately symmetric.
The ACF and the PACF of the standardized residuals are used for checking the adequacy of the conditional variance model. Having established that the model fits the data well, the fitted model can be used for forecasting.
Normality Test of the Residuals
Due to the fact that the GARCH model assumes normal distributed innovations, this paper uses the Shapiro-Wilk test for normal data, and histogram and JB normality test to check the normality assumption of the errors. Table 4 reports the results of the Shapiro-Wilk test for normal data. The test indicates that residuals are normally distributed as the probability value fails to reject the null hypothesis of normality at 5 percent level. Moreover, Figure 7 report the histogram 
Serial Correlation
One simple diagnostic that is applied to know whether the model is a reasonable fit to the data is to obtain residuals and the AC and PAC of these residuals at any different lags. The estimated AC and PAC are shown in Figure 8 and Figure 9 .
As the figures show, none of the autocorrelations and partial correlations are H0: There is no serial correlation in the residuals; H1: There is serial correlation in the residuals. Source: Author's computations using data from Bank of Tanzania [24] . H0: There is no serial correlation in the residuals; H1: There is serial correlation in the residuals. Source: Author's computations using data from Bank of Tanzania [24] . individually statistically significant at 5 percent level. Likewise, in the post estimation analysis using standardized innovations based on the estimated model, the test for serial correlation using Correlogram presented in Table 5 indicates that there is no serial correlation in the model since none of the lag is found to be significant at 5 percent level, confirming the explanatory power of the GARCH (1,1) model. Moreover, the test shows that no any ARCH effects left (i.e. no heteroscedasticity). Thus, the model can be used to forecast future values of the exchange rate series.
Forecasting Evaluation and Accuracy
Forecasting provides basis for economic and business planning, inventory and production control and optimization of industrial process (Box & Jenkins [48] ).
Various measures of forecasting errors namely mean absolute error (MAE); the root mean squared error (RMSE); and Thieles's U for the GARCH (1,1) are applied in this paper. MAE and RMSE are computed as follows r is used as a substitute for the realized or actual variance (Hung-Chung, et al. [49] and Franses & Dijk [43] ). These two symmetric statistical loss functions are among the most popular methods for evaluating the forecasting power of a model given their simple mathematical forms (Vee & Gonpot [50] ). The RMSE assigns greater weight to large forecast errors. This fact is dealt with using the MAE which on the contrary assigns equal weights to both over and under predictions of volatility. The smaller the error the better the forecasting ability of that model accordingly.
Another forecast method which is popular is Theil's U-statistic. The Theil's U test which is used to test accuracy of the future forecasts/predictions is defined as To measure the forecasting ability, the paper estimates within sample forecasts. The purpose of forecasting within the sample is to test for the predictabili- Obs: 1591. Source: Author's computations using data from Bank of Tanzania [24] .
GARCH (1,1)-Student's t. Source: Author's computations using data from Bank of Tanzania [24] Figure 10. Difference between actual and forecasted volatility. 
Conclusion
The accurate measurement and forecasting of the volatility of financial markets is crucial for the economy of Tanzania due to the fact that the country depends significantly on imports and that important reserves are held in foreign exchange, especially in USD Moreover, there is an increasing amount of foreign investment in Tanzania. This paper aims at examining the volatility of exchange rate in Tanzania. To achieve this goal the empirical analysis involves ARCH/ GARCH models, so that to investigate the major volatility characteristics accompanied with exchange volatility. In the same vein, the paper applies an EGARCH model to capture the asymmetry in volatility clustering and the leverage effect in exchange rate for the period spanning from January 4, 2009 to July 27, 2015. The empirical results suggest that the conditional variance or volatility is quite persistent for TZS/USD returns. In particular, the results show that exchange rate behaviour in Tanzania is generally influenced by previous information about exchange rate. In other words, results suggest existence of conditional heteroscedasticity or volatility clustering. In this case, the paper concludes that the exchange rates volatility can be adequately modeled by the GARCH (1,1) model. The results of the Mean Absolute Error (MAE) and the Root Mean Square Error (RMSE) for the forecasted volatility show that GARCH (1,1) has a predictive power. However, the fact that GARCH (1,1) is symmetric, an asymmetric model, EGARCH estimation results suggest the presence of leverage effect in the exchange rate volatility. The policy implication of these results is that, the fact that exchange rate forecasting is very important to gauge the benefits and cost of international trade, policy makers should be aware of the possible effect of asymmetry when modeling volatility of an exchange rate series. In fact, there are plenty of practical applications of the results of this paper. Future research includes macroeconomic effect of exchange rate volatility in developing countries such as Tanzania. Variables such as interest rate, international reserves, trade flows and openness may be considered.
