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Abstract
This paper is a sequel of Solvable symmetric black hole in anti de Sitter spaces [1]. In the
latter, we described the BTZ black hole in every dimension by defining the singularity as
the closed orbits of the Iwasawa subgroup of SO(2, n). In this article, we study the horizon
of the black hole and we show that it is expressed as lateral classes of one point of the space.
The computation is given in the four-dimensional case, but it makes no doubt that it can
be generalized to any dimension.
The main idea is to define an “inclusion map” from AdS3 into AdS4 and to show that all
the relevant structure pass trough the inclusion. We prove, for example, that the inclusion of
the three dimensional horizon into AdS4 belongs to the four dimensional horizon : ι(H3) ⊆
H4, then we deduce the expression of the horizon in AdS4.
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1 Introduction
1.1 Anti de Sitter space and the BTZ black hole
The anti de Sitter space (hereafter abbreviated by AdS, or AdSl when we refer to a precise
dimension) is a static solution to the Einstein’s equations that describes a universe without
mass. It was widely studied in different context in mathematics as well as in physics.
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The BTZ black hole, initially introduced in [2, 3] and then described and extended in various
ways [4, 5, 6], is an example of black hole structure which does not derives from a metric
singularity.
The structure of the BTZ black hole as we consider it here grown from the papers [7, 8] in
the case of AdS3. The dimensional generalization was first performed in [1]. See also [9] for for
a longer review. Our point of view insists on the homogeneous space structure and the action of
Iwasawa groups. One of the motivation in going that way is to embed the study of BTZ black
hole into the noncommutative geometry and singleton physics [10, 11].
1.2 The way we describe the BTZ black hole
We look at the anti de Sitter space as the homogeneous space
AdSl =
G
H
=
SO(2, l − 1)
SO(1, l − 1)
. (1)
We denote by G = so(2, l − 1) and H = so(1, l − 1) the Lie algebras and by π the projection
G → G/H . The class of g will be written [g] or π(g). We choose an involutive automorphism
σ : G → G which fixes elements of H, and we call Q the eigenspace of eigenvalue −1 of σ. Thus
we have the reductive decomposition
G = H⊕Q. (2)
The compact part of SO(2, l − 1) decomposes into K = SO(2)× SO(l − 1).
Let θ be a Cartan involution which commutes with σ, and consider the corresponding Cartan
decomposition
G = K ⊕ P , (3)
where K is the +1 eigenspace of θ and P is the −1 eigenspace. A maximal abelian algebra A in
P has dimension two and one can choose a basis {J1, J2} of A in such a way that J1 ∈ H and
J2 ∈ Q.
Now we consider an Iwasawa decomposition
G = K ⊕A⊕N , (4)
and we denote by R the Iwasawa component R = A⊕N . We are also going to use the algebra
N¯ = θN and the corresponding Iwasawa component R¯ = A⊕ N¯ .
The Iwasawa groups R = AN and R¯ = AN¯ are naturally acting on anti de Sitter by r[g] =
[rg]. It turns out that each of these two action has exactly two closed orbits, regardless to the
dimension we are looking at. The first one is the orbit of the identity and the second one is the
orbit of [kθ] where kθ is the element which generates the Cartan involution at the group level:
Ad(kθ) = θ. In a suitable choice of matrix representation, the element kθ is the block-diagonal
element which has −1 on SO(2) and 1 on SO(l− 1). The AN¯ -orbits of 1 and kθ are also closed.
Moreover we have
[AN¯kθ] = [kθAN ]
[ANkθ] = [kθAN¯ ]
(5)
because A is invariant under Ad(kθ) and, by definition, Ad(kθ)N = N¯ . We define as singular
the points of the closed orbits of AN and AN¯ in AdS.
The Killing form of SO(2, l−1) induces a Lorentzian metric on AdS. The sign of the squared
norm of a vector thus divides the vectors into three classes:
‖X‖2 > 0 → time like,
‖X‖2 < 0 → space like,
‖X‖2 = 0 → light like.
(6)
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A geodesic is time (reps. space, light) like if its tangent vector is time like (reps. space, light).
If E1 is a nilpotent element in Q, then every nilpotent in Q are given by {Ad(k)E1}k∈SO(l−1).
These elements are also all the light like vectors at the base point. A light like geodesic trough
the point π(g) in the direction Ad(k)E1 is given by
π(gesAd(k)E1). (7)
One say that points with s > 0 are in the future of π(g) while points with s < 0 are in the past
of π(g).
We say that a point in AdSl belongs to the black hole if all the light like geodesics trough
that point intersect the singularity in the future. We call horizon the boundary of the set of
points in the black hole. One say that there is a (non trivial) black hole structure when the
horizon is non empty or, equivalently, when there are some points in the black hole, and some
outside.
All these properties can be easily checked using the matrices given in [1, 9]. As far as notations
are concerned, we denote by Xαβ the basis of N and N¯ corresponding to our choice of Iwasawa
decomposition. We have ad(J1)Xαβ = αXαβ and ad(J2)Xαβ = βXαβ .
1.3 Organization of the paper
In section 2, we describe some old results about BTZ black hole.
In subsections 2.1 and 2.2, we recall how we proved the existence of the black hole structure
in [1] and how the horizon was described in the three dimensional case in [8]. We adapt the
latter result in our homogeneous space setting.
The subsection 2.3 gives some topological remarks about the black hole and the horizon. We
point out that there are some light-like geodesics that are intersecting the singularity and then
the free part later in the future. We explain why that circumstance is very different from the
situation of the most famous black holes in physics like the Schwarzschild’s one.
Section 3 is devoted to the proof of our main result: the horizon of the BTZ black hole in
AdS4 is given by
H4 = GX0+ · ι(H3) ∪GX0− ι(H3). (8)
where ι is the inclusion of AdS3 in AdS4 and H3 is the horizon of the BTZ black hole in AdS3.
2 Some old results
2.1 Proof of existence of a black hole
Here is the way we proved in [1] that the structure described in section 1 gives rise to a non
trivial black hole. First, we see AdS as embed in Rl+1 by the identification
[g] = geu = g


1
0
...
0

 . (9)
If we name the coordinates as (u, t, x, y, . . .), we can prove that the singularity (closed orbits of
AN and AN¯ ) is given by the equation S ≡ t2 − y2 = 0. We can choose the matrices in such a
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way that nilpotent elements in Q have the form
E(w) =


0 1 w1 w2 w3 . . .
−1
w1
w2
w3
...


(10)
with
∑
iw
2
i = 1. Now, we can compute explicitly
1 the value of eµq0esE(w) acting on eu and we
write the expression t(s)2 − y(s)2. Both t(s) and y(s) depend on the “starting point” eµq0 and
the direction w.
We prove that there exist some values of µ such that the solutions of t(s)2 − y(s)2 = 0 are
both positive for every w (these points belong to the black hole), and we show that, for other
values of µ, we can find directions w for which there are no solutions, or negative ones; the latter
points are in the exterior of the black hole.
From that result, it is clear that a non trivial horizon exists. However, the question of the
structure of the horizon was not yet addressed.
2.2 Horizon in the three dimensional case
The structure of the horizon of AdS3 was described in [8] in the setting of AdS3 = SL(2,R).
Our first job is to translate that result into the language of quotient of groups. This is done by
the identification
ψ : SL(2,R)→ AdS3
(
u+ x y + t
y − t u− x
)
7→


u
t
x
y

 . (11)
We see that the points of the horizon are given by
±


α
cosh(a)
α
sinh(a)

 and ±


α
cosh(a)
−α
sinh(a)

 , (12)
which correspond to the points (u, t, x, y) such that u2 − x2 = 0. One should notice that these
points can be expressed as lateral classes of the point b = (0, 1, 0, 0) :
H3 = ±G{J1,X++}b ∪±G{J1,X−−}b (13)
where G{X,Y } is the group of elements of the form exp(aX + bY ). Notice that G{J1,X++}b =
G{J1,X−+}b and G{J1,X−−}b = G{J1,X+−}b. For example,
eaJ2eαX++b =


α
cosh(a)
α
sinh(a)

 . (14)
1by construction, E(w) is nilpotent, so that the exponentiation is not a problem.
4
We are now intended to extend that result and express the horizon in AdS4 as lateral classes of
the horizon in AdS3. Before to complete that work, we have to make a few remarks about the
topology.
2.3 Topology and horizon
The definition given in the previous sections produces a paradox. Let x ∈ AdS and l(s) be a light
like geodesic trough x which only intersects the singularity in past. We suppose that l(0) = x
and that s0 < 0 is the biggest value of s such that l(s0) ∈ S . Thus, all points of the form l(s)
with s0 < s < 0 are free. That form a sequence of free points which converges to the singularity,
and then l(s0) belongs to the horizon.
This is however not possible in AdS3 because the equation of the singularity is t2 − y2 = 0
while the equation of the horizon is u2 − x2 = 0. These two parts are really separated.
The situation here is really different from the situation in the Schwarzschild’s case. In the
latter the singularity is well inside the horizon, and there are no geodesics reaching the infinity
which have intersected the singularity in the past.
In our case, however, such geodesics do exist. The reason of such a difference resides in the
fact that the causal structure (geodesics) are defined by the metric while, in our BTZ black hole,
the singularity is not defined from metric considerations. There are thus no reasons to expect
some compatibility relations like the fact to have a non naked singularity.
In order to correctly define the horizon, we have to introduce the space BTZ = AdS \ S
which in endowed with the induced topology. Then we define
BH = {v ∈ BTZ st ∀k ∈ SO(n), lkv(s) ∈ S has a solution with s > 0}. (15)
Let us point out that the singularity itself is not part of the black hole, because it is not even
part of BTZ. We define the free part of BTZ as the set of points from which there exists a
light-like geodesics which does not intersects the singularity in the future:
F = {v ∈ BTZ st ∃k ∈ SO(n), lkv(s) ∈ S ⇒ s < 0}. (16)
The first definition makes that the black hole part is open by continuity and compactness of
SO(n) : the minimum and the maximum of time to reach the singularity from one point of the
black hole are both strictly positive numbers, and then can be maintained strictly positive in a
neighborhood of the point.
Proposition 1.
The set of points in the black hole is open and set of free points is closed. In particular, the
horizon is contained in the free set.
Proof. The first point is the remark above. Now, the free part is closed in BTZ as complementary
of an open set.
The following theorem says that if the set of directions escaping the singularity from a point
in BTZ has an interior, then that point does not lies in the horizon.
Proposition 2.
A point v ∈ Fl such that there is an open set O ⊂ Sl−1 of directions for which lwv (s) ∈ S has
no solutions for s ∈ R+0 belongs to Int(F ).
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Proof. Using the matricial representation (10), we see that a point v = [g] belongs to the singu-
larity if the vector
g ·

 1−s
sw¯

 (17)
satisfies t2 − y2 = 0. That equation is a second order polynomial in s whose coefficients cannot
be a constant for an open set with respect to w¯ ∈ Sl−1. From the assumptions, all the roots of
that polynomial belong to C \ R+0 . The latter being open, the roots of l
w
v′(s) ∈ S are still in
C \R+0 when v
′ runs over a small enough open set around v.
We conclude that v is in the interior of the free zone rather than on the horizon.
An important characterisation of the horizon, pointed out in [8], is the following.
Theorem 3.
A point belongs to the horizon if and only if the set of light-like directions for which the geodesics
does not intersects the singularity has no interior in Sl−1.
3 The horizon of the BTZ black hole
In this section, we show, that the horizon of the horizon of AdS4 can be obtained using the action
of a very simple group on the horizon of AdS3, which is, itself, the orbit of one point under a
known group. The result opens the possibility of describing the horizon in AdSl by induction on
the dimension, and the possibility to compute the group which generates the horizon. We define
the inclusion map
ι : AdS3 → AdS4


u
t
x
y

 7→


u
t
x
y
0

 .
(18)
At the matrix level, it corresponds to add a line and a column of zeros. We will denote by Fl
the free part of AdSl. By definition, if v ∈ Fl, there exists a light like geodesic trough v which
does not intersect the singularity in the future. We also denote by BHl the set of elements of
AdSl from which all the light-like geodesics intersect the singularity in the future.
Notice that BHl is open while Fl is closed, as explained in proposition 1.
Lemma 4.
Let v ∈ AdS4 and g ∈ SO(2, 3) be a representative of v. If the set
{
(
w1
w2
)
∈ S2 st πg


1
−s
sw¯
0

 ∩S4 = ∅ with s > 0} (19)
has an interior in S1, then the set
{

w1w2
w3

 ∈ S2 st πg

 1−s
sw¯

 ∩S4 = ∅ with s > 0} (20)
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has an interior in S2.
Proof. The matrix g in SO(2, 3) representing the point v has the form
g =


u . . . .
t a b c d
x . . . .
y a′ b′ c′ d′
z . . . .

 (21)
where the numbers a, b, c, d, a′, b′, c′, d′ are not uniquely determined. We choose the representative
in such a way to have b 6= ±b′, which is always possible.
The assumption is that there exists an open set (with respect to (w1, w2) ∈ S1) around
(w1, w2, 0) such that the path
π(gesAd(k)E1)) =


U
T
X
Y
Z

 =


u . . . .
t a b c d
x . . . .
y a′ b′ c′ d′
z . . . .




1
−s
sw1
sw2
0

 (22)
does not intersects the singularity in the future. In other words, we have T ± Y = 0 only with
s ≤ 0. Let
T (w1, w2) = t+ s(bw1 + cw2 − a)
Y (w1, w2) = y + s(b
′w1 + c
′w2 − a
′)
A+(w1, w2) = (b+ b
′)w1 + (c+ c
′)w2 − (a+ a
′)
A−(w1, w2) = (b− b
′)w1 + (c− c
′)w2 − (a− a
′).
(23)
We also denote by σ± the sign of t± y.
A simple computation shows that T + Y = 0 when
s = s+ = −
t+ y
A+(w1, w2)
, (24)
and T − Y = 0 when
s = s− = −
t− y
A−(w1, w2)
, (25)
The assumption is that the direction (w1, w2, 0) (and an open set in S1 with respect to (w1, w2))
escapes the singularity, so that for every (w′1, w′2) in a neighborhood of (w1, w2), we have
σ±A±(w
′
1, w
′
2) ≥ 0, (26)
which assures that the values of s which annihilate T +Y and T −Y are negative or non existing.
Since we choose b 6= ±b′, the functions A± are nowhere constant, so we can find a direction
(w1, w2) such that σ±A±(w1, w2) > 0. Notice that, by continuity, there exists a neighbourhood
of (w1, w2) in S1 which escapes the singularity.
We are now studying what happens when one looks at a neighbourhood of (w1, w2, 0) in S3.
The path (22) is replaced by
π(gesAd(k)E1) =


u . . . .
t a b c d
x . . . .
y a′ b′ c′ d′
z . . . .




1
−s
s(w1 + ǫ1)
s(w2 + ǫ2)
ǫ3

 , (27)
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and we consider
T (w1, w2, ǫ¯) = t+ s
(
b(w1 + ǫ1) + c(w2 + ǫ2) + dǫ3 − a
)
Y (w1, w2, ǫ¯) = y + s
(
b′(w1 + ǫ1) + c
′(w2 + ǫ2) + d
′ǫ3 − a
′
) (28)
where ǫ¯ stands for ǫ1, ǫ2 and ǫ3. The same computations as before shows that T + Y = 0 when
s = s+ = −
t+ y
A+(w1, w2) + (b + b′)ǫ1 + (c+ c′)ǫ2 + (d+ d′)ǫ3
, (29)
Since σ+A(w1, w2) > 0, there exists a δ such that s+ remains negative for every choice of ǫ¯ < δ.
The same holds with T − Y which is zero when
s = s− = −
t− y
A−(w1, w2) + (b − b′)ǫ1 + (c− c′)ǫ2 + (d− d′)ǫ3
. (30)
Since σ−A−(w1, w2) > 0, one can find a δ > 0 such that ǫ¯ < δ implies that this fraction remains
negative.
Thus, there exists a neighbourhood of (w1, w2, 0) in S2 of directions escaping the singularity
from the point v.
Lemma 5.
With the notations defined before, we have
ι
(
Int(F3)
)
⊆ Int
(
F4
)
(31)
where Int stands for the interior. In other words,
Adh(BH4) ∩ ι(AdS3) ⊂ ι
(
Adh(BH3)
)
. (32)
Proof. Let v = ι(v′) /∈ ι
(
Adh(BH3)
)
, we also consider g′ a representative of v′ and g = ι(g′),
which is a representative of v. The element v′ is in the interior of the free zone: there exists
an open set of directions which do not intersect the singularity of AdS3 by theorem 3. In other
words, the set
{
(
w1
w2
)
∈ S1 st πg′


1
−s
sw1
sw2

 ∩S3 = ∅} (33)
contains an open set of S1. On the other hand, the z-component of the latter vector is obviously
zero because g = ι(g′) has the form
g =


. . . . 0
. . . . 0
. . . . 0
. . . . 0
0 0 0 0 1

 , (34)
thus equation (33) can be “extended” and there exists an open set in S1 such that
πg


1
−s
sw1
sw2
0

 ∩ ι(S3) = ∅. (35)
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Now, lemma 4 shows that the set
{

w1w2
w3

 ∈ S2 st πg


1
−s
sw1
sw2
sw3

 ∩S4 = ∅} (36)
contains an open subset of S2. That means that π(g) = v belongs to the interior of F4.
Proposition 6.
We have F4 ∩ ι(AdS3) ⊂ ι(F3).
Proof. Let v ∈ F4 ∩ ι(AdS3). With the same notations as above, we have
ι(g′) =


u . . . 0
t a b c 0
x . . . 0
y a′ b′ c′ 0
0 0 0 0 1

 (37)
The assumption is that, for every representative g′ of v′, there exists a direction (w1, w2, w3) ∈ S2
such that the path
πι(g′)


1
−s
sw1
sw2
sw3

 (38)
only intersects the singularity fore negative values of s. The values of s that annihilate t2 − y2
in the geodesic (38) are
s+ = −
t+ y
−(a+ a′) + (b+ b′)w1 + (c+ c′)w2
s− = −
t− y
−(a− a′) + (b− b′)w1 + (c− c′)w2
,
(39)
and these two values are either negative either non existing (vanishing denominator).
The work is now to find a direction (w′1, w
′
2) ∈ S
1 such that the geodesic
π
(
g′


1
−s
sw′1
sw′2

) (40)
does not intersect the singularity. The values of s for which the latter geodesics intersects the
singularity are
s′+ = −
t+ y
−(a+ a′) + (b+ b′)w′1 + (c+ c
′)w′2
s′− = −
t− y
−(a− a′) + (b− b′)w′1 + (c− c
′)w′2
.
(41)
If w3 = 0, the proposition is true because one can choose (w′1, w′2) = (w1, w2). If w3 6= 0, the
vector (w1, w2) does not belong to S1, and we have to find something else.
Let us consider the following two cases.
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(i) there exists a representative (37) with a = a′ = 0,
(ii) there exists a representative (37) with c = c′ = 0.
In the first case, we have
s′± = −
t± y
(b± b′)w′1 + (c± c
′)w′2
, (42)
and we can choose (w′1, w′2) = N(w1, w2) with N ∈ R fixed in such a way that (w′1, w′2) ∈ S1.
Thus we have s′± =
1
N
s± and it is sufficient to choose N > 0 in order to leave the denominators
of (42) of the right sign or zero.
In the second case, we have
s′± = −
t± y
−(a± a′) + (b± b′)w′1
, (43)
thus one has to choose w′1 = w1 and w
′
2 =
√
1− w21 .
Let us now discuss the values of u, t, x and y for which the first or the second cases are
enforced. In order to be in the first case, we need to build a matrix of SO(2, 2) of the form
g′ =


u α . .
t 0 . .
x β . .
y 0 . .

 . (44)
That requires α2−β2 = 1 and uα−xβ = 0, while, for the second case, we need to build a matrix
of SO(2, 2) of the form
g′ =


u . α .
t . 0 .
x . β .
y . 0 .

 . (45)
That requires α2 − β2 = −1 and uα− xβ = 0.
In both cases, we have β = u
x
α and α2 − β2 = α2
(
1− u
2
x2
)
. If |u| > |x|, we can solve
α2 − β2 = −1, and if |u| < |x|, then we can solve α2 − β2 = 1.
The last possible situation is u = ±x. A point of AdS3 in that situation belongs to the horizon
by equation (12), while one knows that point of horizon do have some directions which escape
the singularity by corollary 1. Notice that in the latter situation, we do not use the assumption
that ι(v′) is free in AdS4.
Corollary 7.
We have ι(BH3) ⊂ BH4 and ι(H3) ⊂ H4.
Proof. If ι(v) /∈ BH4, we have ι(v) ∈ F4 ∩ ι(AdS3) ⊂ ι(F3), which is not possible if v ∈ BH3.
For the second part, we consider v ∈ H3 ⊂ F3 (proposition 1). There is a direction
(
w1
w2
)
∈
S1 which escapes the singularity from v in AdS3. Of course, the direction

w1w2
0

 ∈ S2 escapes
the singularity from ι(v) in AdS4. Thus ι(v) ∈ F4.
In every neighborhood of v, there exists a v¯ ∈ BH3, and thus ι(v¯) ∈ BH4. In other words,
in every neighborhood of ι(v), there is that ι(v¯) which belongs to BH4. That proves that ι(v)
belongs to H4.
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Lemma 8.
We have H4 ∩ ι(AdS3) ⊂ ι(H3).
Proof. Let v ∈ H4 ∩ ι(AdS3). Since H4 ⊂ F4, we have v ∈ F4 ∩ ι(AdS3) ⊂ ι(F3) (proposition
6), and then there exists a v′ ∈ F3 such that v = ι(v′). Now, we have to prove that v′ ∈ H3. If
v′ belongs to the interior of F3, lemma 5 implies that
v = ι(v′) ∈ ι
(
Int(F3)
)
⊂ Int(F4), (46)
which disagrees with the fact that v ∈ H4.
Proposition 9.
Let v′ = (u′, t′, x′, y′, z′) ∈ H4 with u′ and x′ not both vanishing. Then
v′ ∈ GX0+ · ι(H3) ∪GX0− · ι(H3). (47)
Proof. As a first step, we want to solve the equation
eαX0+


u
t
x
y
0

 =


α2(u−x)
2 + u
t
α2(u−x)
2 + x
y
−α(x− u)


=


u′
t′
x′
y′
z′

 (48)
with respect to u, t, x, y and α. The result is t = t′, y = y′ and
α =
z′
u′ − x′
, u = u′ −
z′2
2(u′ − x′)
, x =
z′2
2(u′ − x′)
− x′. (49)
We conclude that, as long as u′ − x′ 6= 0, the point v′ belongs to GX0+ · ι(AdS3). The same
computation shows that v′ ∈ GX0− · ι(AdS3) as long as x′ + u′ 6= 0. Let us observe that the
actions of the matrices eαX0+ and eβX0− do not change the t and y component of a vector in
R
2,l−1, so that the set of directions for which v falls in the singularity is exactly the same as the
set of directions for which eαX0+v and eβX0−v fall in the singularity.
Now, let us suppose that v = eαX0+ ι(v′) with v′ ∈ AdS3. We want to prove that ι(v′) ∈ H4
(i.e. there is an element in the black hole in each neighbourhood of ι(v′)) because in that case,
corollary 7 would conclude that v′ ∈ H3.
Let O be a neighbourhood of ι(v′). The set eαX0+O is a neighborhood of v, and thus there
exists an element v¯ ∈ eαX0+O ∩ BH4. Now the element e−αX0+ v¯ belongs to O ∩ BH4, so that
ι(v′) belongs to H4.
Lemma 10.
A point of the form
v =


0
t
0
y
z

 (50)
does not belongs to the horizon.
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Proof. Since the horizon is A-invariant, we can reduce the lemma to the case of any element of
the form eηJ1v. We have
eηJ1


0
t
0
y
z

 =


1 0 0 0 0
0 cosh(η) 0 sinh(η) 0
0 0 1 0 0
0 sinh(η) 0 cosh(η) 0
0 0 0 0 1




0
t
0
y
z

 =


0
cosh(η)t+ sinh(η)y
0
sinh(η)t+ cosh(η)y
z

 (51)
We annihilate the y component by choosing η = ln
(
t−y
t+y
)
. The logarithm makes sense because,
since t2 − y2 − z2 = 1, we have t2 − y2 ≥ 0. The case t2 − y2 = 0 is trivial (the point v belongs
to the horizon), so that we can assume t2 − y2 > 0.
A representative of (0, t, 0, 0, z) in SO(2, 2) is easy to find, and the geodesic in the direction
w¯ ∈ S2 is given by 

0 1 0 0 0
t 0 0 0 −z
0 0 1 0 0
0 0 0 1 0
z 0 0 0 −t




1
−s
sw1
sw2
sw3

 =


.
t− szw3
.
sw2
.

 . (52)
It belongs to the singularity when s takes one of the values
s± =
t
w3z ± w2
. (53)
As long as |w2| < |w3z|, the two values s± have the same sign, which can be decided by making w3
positive or negative. That provides an open set in S2 of directions which escape the singularity,
so that v /∈ H4 by proposition 2.
Theorem 11.
The horizon of AdS4 is given by
H4 = GX0+ · ι(H3) ∪GX0− ι(H3). (54)
i.e. an union of lateral classes of the horizon of AdS3 by one dimensional subgroups of N and
N¯ .
The equation in the ambient R5 is H4 ≡ u
2 − x2 − z2 = 0.
Proof. We begin by the direct inclusion. If v = (u, t, x, y, z) ∈ H4 with u 6= 0 or x 6= 0, we
proved in proposition 9 that v has the form (54). Now, if u = x = 0, the lemma 10 shows that v
does not belongs to the horizon.
For the reverse inclusion, we know that elements of ι(H3) belong to H4 by corollary 7. If v
belong to H4, then eαX0+v and eβX0−v also belong to the horizon.
4 Conclusion
The horizon of the BTZ black hole in AdS3 was already expressed in [8] as lateral classes of one
point under the action of the Iwasawa component of the isometry group of AdS3.
We proved that the simple inclusion map ι : AdS3 → AdS4 transports the causal structure
(free zone, black hole, horizon) from AdS3 to AdS4. We studied in particular the way the horizon
changes when ones jumps from dimension 3 to dimension 4 and we obtained that the horizon in
12
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AdS4 is expressed as lateral classes of the inclusion of the horizon of AdS3 in AdS4. In the same
time, we obtained a simple equation for the horizon seen as a subset of R5.
Although the results are quite satisfying, the method used here to prove them is quite unsat-
isfactory because we didn’t used all the wealth structure of so(2, 3) and of its reductive decompo-
sition (2). We plan, in a future work, to get a much deeper understanding of the structure of G
and Q, in such a way to provide simpler proofs, in the same time as a dimensional generalization
of the result of theorem 11. We would also like to define a class of homogeneous spaces G/H
which accept a BTZ-like black hole.
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