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Abstract
We show that the solutions of the initial value problems for a large class of Burgers type equations
approach with time to the sum of appropriately shifted wave-trains and of diffusion waves.
 2004 Elsevier SAS. All rights reserved.
Résumé
Nous montrons que les solutions du problème de Cauchy pour une grande classe d’équations de
type de Burgers sont approchées en temps grand vers des sommes d’ondes de diffusion et d’ondes
progressives adéquatement translatées.
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0. Introduction. Main resultsThe following problem goes back to I.M. Gelfand [4]: find asymptotic (t → ∞) of the












0, if x < x−,
f 0(x), if x−  x  x+,
1, if x > x+,
(1′)
where 0 < x− < x+ < ∞, 0 f 0(x) 1.
I.M. Gelfand in [4] has obtained a solution of this problem for the inviscid case ε = +0
and the initial condition: f (x,0) = 0, if x < 0 and f (x,0) = 1, if x  0 (see below) and
has remarked: it will be interesting to prove that the main term of asymptotic (t → ∞ ) of
f (x, t) satisfying (1) coincides with the solution of (1) for ε = +0 with the same initial
condition.
Gelfand’s problem for the case of Eq. (1) with monotonic ϕ(f ) was solved by A.M. Iljin
and O.A. Oleinik [10]. For linear ϕ(f ) the explicit solution of this problem follows from
earlier work of E. Hopf (see [20]).
Eq. (1) for linear ϕ was proposed in [1,3] as an approximation to the equations of fluid
and is called usually Burgers equation, Eq. (1) for general ϕ has appeared later in different
models, for example, in the model for the displacement of oil by water in a porous medium
(see this and other examples in [4,11,18,19]).
In [8,16] for description of a Schumpeterian evolution of industry was introduced the
following difference–differential analogue of (1):
dF
dt
+ ϕ(F )F (x, t)− F(x − ε, t)
ε
= 0, (2)
with the same initial conditions as for (1).
For any ε > 0 one can consider Eq. (2) as the family of difference–differential equations
depending on parameter θ = {x/ε} ∈ [0,1), where {x/ε} denotes the fractional part of x/ε.
In [8,16] for Eq. (2) the analogues of the asymptotic results of E. Hopf and of Iljin and
Oleinik have been obtained and applied.
In physical applications of (1) (see [4,5,18,19]) the main interest is the inviscid case,
when ε = +0, x ∈ R, but for applications of (2) in economics (see [8,16]) the main interest
presents the case when ε = 1, x ∈ Z.
It is important to remark that asymptotic of (2) for ε = +0 and t → ∞ is not the same
as the asymptotic of (1) for ε = +0 and t → ∞, in spite of that in the case ε = +0 both
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In order to relate (2) with a physical equation one can use substitution f = ∫ F0 dyϕ(y) and
transform (2) into the equation
∂f (x, t)
∂t
+ ψ(f (x, t))−ψ(f (x − ε, t))
ε
= 0,




















, x → +∞, f → 0, x → −∞.
These relations (because of Harten–Hyman–Lax result [5]) explain both the similarity and
also a difference of behavior of (1) and (2), where ε = +0.
For general (not necessary monotonic) ϕ(f ) several important but special results have
been obtained for Eq. (1) (see [4,13–15,17,19]) and for Eq. (2) (see [8,6,7]).
Basing on this development we obtain in this paper rather complete results on the as-
ymptotics (t → ∞) for the solutions both (1) and (2) for a large important class of ϕ(f ).
We will use further the solutions of Eqs. (1) or (2) of the form f = f˜ (x − ct), which
are called wave-trains solutions.
We will write that wave-train f˜ (x − ct) has overfall (α,β), if f˜ (x) → β , x → +∞,
and f˜ (x)→ α, x → −∞.
Assumption 1. Let ϕ be a positive piecewise twice continuous differentiable function with
finite number of discontinuity points which are jump of ϕ or ϕ′. Let ϕ′ has only isolated
zeros.
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Following Gelfand’s approach [4], adapted for Eq. (2) in [7], we will introduce also the
0 0functions ψ (u) and Ψ (u), which are upper bounds of the convex hulls correspondingly
of the sets{
(u, v): v ψ(u), u ∈ [0,1]} and {(u, v): v  Ψ (u), u ∈ [0,1]}.
The sets
s = {u ∈ [0,1]: ψ(u) < ψ0(u)} and S = {u ∈ [0,1]: Ψ (u) < Ψ 0(u)}
are the finite unions of intervals, i.e.,
s = (0, β0)∪ (α1, β1)∪ · · · ∪ (αL,1), 0 = α0  β0  α1 < β1 < · · · αL  1 = βL,
S = (0, b0)∪ (a1, b1)∪ · · · ∪ (aM,1), 0 = a0  b0  a1 < b1 < · · · aM  1 = bM.
The following statement follows from [4,19] in the case (1), (3) and from [8,2,7] in the
case (2), (4).
Proposition 0. (i) If u ∈ [0,1]\s or u ∈ [0,1]\S, then ϕ(u+ 0) ϕ(u− 0) and the follow-








βl, if x < ϕ(βl + 0) · t,
ϕ(−1)(x/t), if ϕ(βl + 0) · t  x  ϕ(αl+1 − 0) · t,








bm, if x < ϕ(bm + 0) · t,
ϕ(−1)(x/t), if ϕ(bm + 0) · t  x  ϕ(am+1 − 0) · t,
am+1, if x > ϕ(am+1 − 0) · t .
(ii) For any interval (αl, βl) ⊂ s and correspondingly interval (am, bm) ⊂ S there ex-
ist wave-trains f˜l(x − clt) for (1) with overfalls (αl, βl) and F˜m(x − Cmt) for (2) with













(iii) Besides, the following inequalities are valid:
ϕ(βl − 0) cl  ϕ(βl + 0), l = 0, . . . ,L− 1,
ϕ(αl − 0) cl  ϕ(αl + 0), l = 1, . . . ,L,
ϕ(bm − 0) Cm  ϕ(bm + 0), m = 0, . . . ,M − 1,
ϕ(am − 0) Cm  ϕ(am + 0), m = 1, . . . ,M.
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The following statement, precising the results of [4,19] for (1) and of [7] for (2),
describes asymptotics (t → ∞) of solutions of (1) and of (2) outside of logarithmi-
cally increasing neighbourhoods of points xl = clt , l = 0, . . . ,L, for (1) and xm = Cmt ,
m = 0, . . . ,M , for (2).
Assumption 2. Let ϕ′(βl − 0) = 0, ϕ′(αl + 0) = 0, ϕ′(bm − 0) = 0, ϕ′(am + 0) = 0, if
correspondingly ϕ(βl − 0) = cl , ϕ(αl + 0) = cl and ϕ(bm − 0) = Cm, ϕ(am + 0) = Cm,
l = 0,1, . . . ,L, m = 0,1, . . . ,M .
Theorem 0. Let f (x, t) be a solution of (1) and F(x, t) be a solution of (2) and Assump-
tions 1,2 are valid. Then there exist γ (t) = εγ0 ln t and Γ (t) = εΓ0 ln t , where constants
γ0,Γ0 ∈ R+ are independent of ε, such that for t → ∞ we have:
sup
{x∈R: cl t+εγ0 ln t<x<cl+1t−εγ0 ln t}
∣∣f (x, t)− gl(x/t)∣∣= O(1/√t ), l = 0,1, . . . ,L, (5)
sup
{x∈R: Cmt+εΓ0 ln t<x<Cm+1t−εΓ0 ln t}
∣∣F(x, t)−Gm(x/t)∣∣= O(1/√t ), m = 0,1, . . . ,M.
(6)
The statement (5) with γ (t) = o(t) follows for ε = +0 from the results of Gelfand [4]
and T.-P. Liu [13] and for ε > 0 from the work of H. Weinberger [19]. The statement (6)
with Γ (t) = O(√t ) has been proved firstly in [7].
Theorem 0 reduces asymptotic problem for Eqs. (1), (2) to the study of this prob-
lem correspondingly on the intervals [clt − εγ0 ln t, clt + εγ0 ln t] and [Cmt − εΓ0 ln t,
Cmt + εΓ0 ln t], l = 0,1, . . . ,L, m = 0,1, . . . ,M .
The most complete result is obtained, when L = 0 and M = 0, i.e., when s = (0,1) and
S = (0,1).
The following statement, precising the results of [10] and [8], describes asymptotics of
solutions of (1) and of (2) in these cases.
Theorem 1. Let Assumptions 1, 2 be valid.
(i) Let s = (0,1), i.e., there exists a wave-train f˜ (x − ct) for (1) with overfall (0,1). Let
f (x, t) be a solution of (1) with initial conditions (1)′. Then there exist a shift-function
γ (t), γ− ln t + O(1) γ (t) γ+ ln t + O(1), 0 γ−  γ+, such that
sup
x∈R
∣∣f (x, t)− f˜ (x − ct + εγ (t))∣∣→ 0, t → ∞.
Besides, γ+ = γ− = 0, iff ϕ(+0) > c > ϕ(1 − 0) or ϕ(+0) = c = ϕ(1 − 0) and
ϕ′(+0)= ϕ′(1 − 0).
(ii) Let S = (0,1), i.e., there exists a wave-train F˜ (x −Ct) for (2) with overfall (0,1). Let
F(x, t) be a solution of (2) with initial conditions (1)′. Then there exists shift-function
Γ (t, θ), θ ∈ [0,1):
Γ− ln t + O(1) Γ (t, θ) Γ+ ln t + O(1), 0 Γ−  Γ+ < ∞,
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such thatsup
x∈R
∣∣F(x, t)− F˜ (x −Ct + εΓ (t, {x}))∣∣→ 0, t → ∞,
where {x} is fractional part of x ∈ R, constants Γ± depends only on ϕ.
Besides, Γ+ = Γ− = 0, iff ϕ(+0) > C > ϕ(1 − 0) or ϕ(+0) = C = ϕ(1 − 0) and
ϕ′(+0)= ϕ′(1 − 0).
Remark 1. In the next paper [9] fulfilled together with A.E. Tumanov, the statements
of Theorems 1(i) and 1(ii) will be significantly improved. Namely, in condition of Theo-
rem 1(i) the following formulas are valid:
γ+ = γ− =

1/ϕ′(1 − 0), if ϕ(+0) > c = ϕ(1 − 0),
−1/ϕ′(+0), if ϕ(+0) = c > ϕ(1 − 0),
1/ϕ′(1 − 0)− 1/ϕ′(+0), if ϕ(+0) = c = ϕ(1 − 0).
In condition of Theorem 1(ii) the following formulas are valid:





ϕ′(1−0) + O(1), if ϕ(+0) > C = ϕ(1 − 0),




ϕ′(1−0) − 1ϕ′(+0) ) ln t + O(1), if ϕ(+0)= C = ϕ(1 − 0).
Remark 2. If ϕ(+0) > c > ϕ(1 − 0) for the case (i) and ϕ(+0) > C > ϕ(1 − 0) for the
case (ii), then the statement (i) of Theorem 1 is the main result of [10] and the statement
(ii) of Theorem 1 is the main result of [8].
Remark 3. The statement of Theorem 1(i), in the case when γ+ = 0, γ− = 0, does not
confirm the hope [4] that the main term of asymptotic (t → ∞) of f (x, t), satisfying (1),
coincides with solution of (1) for ε = +0 with the same initial condition.
Indeed, let in conditions of Theorem 1 we have or ϕ(+0) = c or ϕ(1 − 0) = c,
but ϕ′(+0) = ϕ′(1 − 0), then the constants γ± = 0 and for any ε > 0 the wave-train
f˜ (x − ct + εγ (t)) for (1), concentrated near the point x(t) = ct − εγ (t), moves away
(t → ∞) from the shock-wave for (1) with ε = +0, concentrated in the point x(t) =
ct + o(ln t), where o(ln t)/ ln t → 0, t → ∞.
Remark 4. Theorem 1 gives also other interesting phenomena: for the cases γ± = 0 in (i)
and Γ± = 0 in (ii) we have asymptotic convergence of the solution of (1) (correspondingly
(2)) to the wave-train f˜ (x − ct + εγ (t)) (correspondingly F˜ (x −Ct + εΓ (t, {x})), which
does not satisfy (1) or correspondingly (2). The phenomena of such a type was firstly
discovered by T.-P. Liu and S.-H. Yu [15] in the special initial boundary value problem for
the classical Burgers equation: if u(x, t) satisfies conditions:
ut + u · ux = uxx, u(0, t)= 1, u(∞, t) = −1, u(x,0)= −th(x/2),
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then ∣∣∣∣u(x, t)+ th12 (x − ln(1 + t))
∣∣∣∣→ 0, t → ∞, x  0.
Now we will formulate the main statement of this paper, in which asymptotic result is
obtained in the cases L= 1 and M = 1, i.e., in the cases of two waves behavior.
The following theorem proves the conjecture, formulated in [6].
Theorem 2. Let Assumptions 1, 2 be valid.
(i) Let s = (0, β0) ∪ (α1,1), β0 < α1, ϕ(+0) = ϕ(β0 − 0) if β0 > 0 and ϕ(α1 + 0) =
ϕ(1−0) if α1 < 1. Then there exist wave-trains f˜0(x−c0t) and f˜1(x−c1t) for (1) with
overfalls (0, β0) and (α1,1), one of which can be degenerated (if β0 = 0 or α1 = 1)
and for any solution f (x, t) of (1) there exists shift-function γl(t): γ−l ln t + O(1) <
γl(t) < γ
+
l ln t + O(1), l = 0,1, 0 γ−l  γ+l < ∞ such that for t → ∞ we have
f (x, t) 
→

f˜0(x − c0t + εγ0(t)), if x  c0t,
ϕ(−1)(x/t), if c0t  x  c1t,
f˜1(x − c1t − εγ1(t)), if x  c1t .
Besides,
γ0(t) = const if ϕ(+0) > c0 > ϕ(β0 − 0),
γ1(t) = const if ϕ(α1 + 0) > c1 > ϕ(1 − 0).
(ii) Let S = (0, b0) ∪ (a1,1), b0 < a1, ϕ(+0) = ϕ(b0 − 0) if b0 > 0 and ϕ(a1 + 0) =
ϕ(1 − 0) if a1 < 1. Then there exist wave-trains F˜0(x −C0t) and F˜1(x −C1t) for (2)
with overfalls (0, b0) and (a1,1), one of which can be degenerated (if b0 = 0 or a1 = 1)
and for any solution F(x, t) of (2) there exists shift-function Γm(t, θ): Γ −m ln t +
O(1)  Γm(t, θ)  Γ +m ln t + O(1), m = 0,1, θ ∈ [0,1), 0 < Γ −m  Γ +m < ∞, such




F˜0(x −C0t + εΓ0(t, {x})), if x  C0t,
ϕ(−1)(x/t), if C0t  x  C1t,
F˜1(x −C1t − εΓ1(t, {x})), if x  C1t .
Besides, Γ0(t, {x}) or Γ1(t, {x}) does not depend on t if ϕ(+0) > C0 > ϕ(b0 − 0) or
correspondingly ϕ(a1 + 0) > C1 > ϕ(1 − 0).
Conjecture 1. In condition of Theorem 2(ii) the following estimates are plausible and
confirmed by numerical experiments:
1464 G.M. Henkin, A.A. Shananin / J. Math. Pures Appl. 83 (2004) 1457–1500
b0Γ0
(
t, {x})= C0 ln t
ϕ′(b − 0) + O(1) if b0 > 0,0
(1 − a1)Γ1
(
t, {x})= C1 ln t
ϕ′(a1 + 0) + O(1) if a1 < 1.
Theorem 0 reduces the proof of Theorem 2 to the proof of the special cases, when
s = (0, β), β ∈ (0,1] or S = (0, b), b ∈ (0,1].
We will give further only the proofs of Theorems 1(ii) and 2(ii). The proofs of Theo-
rems 1(i) and 2(i) will be given in another paper.
In the crucial case, when ϕ(+0) > C = ϕ(b−0), ε = 1, b ∈ (0,1], it will be proved that
∀A> 2√C the shift-function Γ (t, θ)= ΓA(t, θ), θ ∈ [0,1), in Theorems 1(ii) and 2(ii) is






F(k + θ, t)))−Φ(F˜ (k + θ −Ct + ΓA(t, θ)))
+ (Φ(F ([Ct +A√t ]+ θ + 1, t)))−Φ(F˜ ([Ct +A√t ]+ θ + 1 −Ct +ΓA(t, θ)))








Conjecture 2. The methods of this paper can be applied to the proof of hypothesis [7]
about asymptotic behavior of the Cauchy problem for Eqs. (1), (2) in the general case (i.e.,
in conditions of Theorem 0).
1. Estimates of solutions of dF(n,t)dt = ϕ(F(n, t))(F (n − 1, t) − F(n, t)) through
explicit sub(super)solutions
The first important result necessary for the proof of Theorems 1, 2 is the following
Proposition 1, giving the estimates of solutions of (2) through explicit sub(super)solutions.
Let F(n, t), n ∈ Z, t ∈ R1+, be a solution of the equation:
dF(n, t)
dt
= ϕ(F(n, t))(F(n− 1, t)− F(n, t)), (1.1)
under initial conditions:
F(n− 1,0) F(n,0), n ∈ Z,
F (n,0) = 0, if n n−, F (n,0) = 1, if n n+. (1.2)
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Let in conditions of Theorems 1(ii) and 2(ii) for (1.1), (1.2) we have S = (0, b),
b ∈ (0,1], C = ϕ(b − 0) < ϕ(+0).
Let the function ϕ(F ) be extended for negative values of F as a smooth strictly decreas-
ing function.
Let F˜σ (n−Cσ t) be the wave-train solution for (1.1) with overfall (−σ,b), σ > 0.
Let σ = σ(t) = exp(−t1/3).
Proposition 1. For any δ > 0, l > 1 there exist t0 > 0 and increasing functions γ1(t) =
O(t1/3) and γ2(t) = 2
√




F˜σ (t)(n−Ct − γ1(t)), nCt +
√
Clt + a(l),
ϕ(−1)((n− γ1(t)− γ2(t))/t), Ct +
√
Clt + a(l) < n
 ϕ(1)t + γ1 + γ2 − δ√t,
1 − δ, n ϕ(1)t + γ1(t)+ γ2(t)− δ√t







F−(n− 1, t)− F−(n, t)), t  t0. (1.3)
Besides
F−(n, t) 0, for n < 0,




F˜ (n−Ct + δ ln t + 1
l
γ2(t)), n Ct − √Ct/l,
ϕ(−1)((n+ δ ln t)/t), Ct − √Ct/l < n ϕ(1)t − 2δ ln t,
1, n > ϕ(1)t − 2δ ln t







F+(n− 1, t)− F+(n, t)), t  t0; (1.4)
(iii) for any solution F(n, t) of the Cauchy problem (1.1), (1.2) there exists T > 0 such
that
F+(n, t + T ) > F(n, t) > F−(n, t − T ), if t  T + t0. (1.5)
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Corollary. If (in conditions of Proposition 1) b < 1, then, ∀A> 0 and ∀l > 1, ∃t0 > 0 such









for t  t0.








, if t  t0.
In order to deduce the statement (iii) of Proposition 1 from the statements (i) and (ii) we
need the following comparison principle from [7].
Lemma 1. Let ϕ be a Lipschitz continuous function on [0,1], X+(t) be a continuous
function on [t0,∞), X+(t) 1 (or X+(t) ≡ +∞). Suppose that G(n, t) and Ĝ(n, t), with














Ĝ(n− 1, t)− Ĝ(n, t)), n 0, t  t0.
Let























) for t  t0,
then
G(n, t) > Ĝ(n, t) for all n ∈ [0,X+(t)] (or for all n 0) and t  t0.
Proof of implication (i) + (ii) 
→ (iii) of Proposition 1. Let X+(t) = ϕ(1)t − δ ln t + 1.
Because F(n, t) = 0 for n n−, for fixed t0 > 0 there exists T such that
F+(n,T + t0) > F(n, t0) if n < ϕ(1)t0 − δ ln t0 + 1.
Besides, we have:
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F+(n−, t + T ) > F(n−, t) = 0, t  t0, and
1 = F+([X+(t)], T + t)>F ([X+(t)], t), t  t0.
Last inequality follows from the proof of Theorem 1 in [8].
Hence, by Lemma 1 we obtain:






X+(t) = ϕ(1)t + γ1(t)+ γ2(t).
Because F−(0, t) < 0 for t  t0, there exists T such that
F−(n, t0) < F(n, t0 + T ), for n ϕ(1)t0 + γ1(t0)+ γ2(t0).
Besides, we have:





)= 1 − δ.







 1 − γ√
t






, t + T )>F−([X+(t)], t), for t  t0.
By Lemma 1 we obtain inequality:
F−(n, t) < F(n, t + T ), for t  t0 and n ϕ(1)t + γ1(t)+ γ2(t).
Hence,
F+(n, t + T ) > F(n, t) > F−(n, t − T ) for any n ∈ Z and t > t0. 
We will need further several lemmas.
Lemma 2. In conditions of Proposition 1 there exists (and unique up to shift D({x}))
wave-train solution F˜ (x −Ct +D{x}) of the equation
dF(x, t)
dt
= ϕ(F(x, t))(F(x − 1, t)−F(x, t)) (1.1′)
with overfall (0, b), this solution has the following asymptotics at infinity:










b − F˜ (x))= λ2, whereλ1 = ϕ(+0)
C
(











+ o(1/x2), if ϕ(+0) = C, ϕ′(+0) = 0, x → −∞,
F˜ (x) = b − 1
x
ϕ(b − 0)




if ϕ(b − 0) = C, ϕ′(b − 0) = 0, x → +∞.
Lemma 2 follows from [8, Theorems 2, 2′] and [7, Theorems 6.1, 6.2].
Lemma 3 (about wave-train subsolutions). Let the function ϕ(F ) be extended for negative
values of F as a smooth strictly decreasing function. Let in conditions of Lemma 1 the
function F˜σ (x −Cσ t) be the solution of (1.1)′ with overfall (−σ,b), σ > 0. Then,
(i) ∀σ ∈ [0,1] and ∀l > 1 there exists sufficiently large a(l) > 0 not depending on
σ ∈ [0,1] such that





x −Cσ t + a(l)
))
for x −Cσ t  0.
Besides, Cσ = C(1 + O(σ )).
(ii) If σ(t) = exp(−t1/3), then there exists a strictly increasing function γ1(t) = O(t1/3),
such that
F˜σ (t)
(−Ct − γ1(t)) 0 for all t  0.
The proof of Lemma 3 is contained in [7, pp. 722–723].




max{|ϕ′′(ξ)| | b − 1/t0  ξ  ϕ(1)}
(min{ϕ′(ξ) | b − 1/t0  ξ  ϕ(1)})2




b, if n Ct − γ ln t,
ϕ(−1)((n+ γ ln t)/t), if Ct − γ ln t  n ϕ(1)t − γ ln t,
1, if ϕ(1)t − γ ln t  n












b, if n Ct + γ ln t,
ϕ(−1)((n− γ ln t)/t), if Ct + γ ln t  n ϕ(1)t + γ ln t,








F−(n− 1, t)− F−(n, t)),
for n ϕ(1)t + γ ln t and t  t0.
Proof. Let us consider the function:
F˜ (n, t) =

b, if n Ct − β ln t,
ϕ(−1)((n+ β ln t)/t), if Ct − β ln t  n ϕ(1)t − β ln t,
1, if ϕ(1)t − β ln t  n.
For
C  n+ β ln t
t
 ϕ(1)




ϕ′(ϕ(−1)((n+ β ln t)/1t)) ·






)= n+ β ln t
t
,
F˜ (n− 1, t)− F˜ (n, t) = 1









− ϕ(F˜ (n, t))(F˜ (n− 1, t)− F˜ (n, t))
= 1
t2ϕ′(ϕ(−1)((n+ β ln t)/t))
×
[
β − (n+ β ln t)+ (n+ β ln t) · ϕ
′(ϕ(−1)((n+ β ln t)/t))
ϕ′(ϕ(−1)((n+ β ln t − θ)/t))
]
.
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We have the estimate:ϕ′(ϕ(−1)((n+ β ln t)/t))
ϕ′(ϕ(−1)((n+ β ln t − θ)/t)) − 1
= ϕ
′′(ϕ(−1)((n+ β ln t − θ1)/t))










′′(ξ)| | b − 1/t  ξ  ϕ(1)}
(min{ϕ′(ξ) | b − 1/t  ξ  ϕ(1)})2 ,
then for











′′(ξ)| | b − 1/t  ξ  ϕ(1)}
(min{ϕ′(ξ) | b − 1/t  ξ  ϕ(1)})2 ,
then for






− ϕ(F˜ (n, t))(F˜ (n− 1, t)− F˜ (n, t))< 0.
Lemma 4 is proved. 
Lemma 5 (patching of wave-train subsolutions and diffusion subsolutions). Let γ1(t) and
a(l) be functions from Lemma 3,
γ2(t) = 2
√
Clt + γ1(t)+ a(l),
x1(t) = Ct +
√
Clt + γ1(t)+ a(l).
Then

































Proof. Equalities (i) and (ii) are equivalent to the following two relations:
(i)′ x1 − γ2
t
= ϕ(b)− ϕ(b)l





(x1 −Ct − γ1(t)− a(l))2 .
From (ii)′ we obtain:
x1 = Ct + γ1(t)+ a(l)+
√
Clt, because ϕ(b)= C.
From (i)′ we obtain:
γ2(t) = x1 −Ct + lCt





= γ1(t)+ a(l)+ 2
√
Clt.
Lemma 5 is proved. 
In the proof of Proposition 1 we will combine Lemmas 3–5 with the following two
elementary, but very useful statements.
Lemma 6 (patching of sub(super)solutions). Let integer values functions n−(t), n+(t) are








F (j)(n− 1, t)− F (j)(n, t)),








F (j)(n− 1, t)−F (j)(n, t))).
Let nˆ(t) takes values in (n−(t), n+(t)), t  t0.
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LetF˜ (n, t) =
{
F (1)(n, t), if n nˆ(t) (corr. n < nˆ(t)),




































F˜ (n− 1, t)− F˜ (n, t))), (1.6)
n ∈ [n−(t), n+(t)], t  t0.
Proof ( for subsolutions). We must check only that (1.6) is valid for n = nˆ(t)+ 1.
We have:
dF˜ (nˆ(t) + 1, t)
dt
= dF











nˆ(t)+ 1, t))(F (1)(nˆ(t), t)− F (2)(nˆ(t)+ 1, t))
= ϕ(F˜ (nˆ(t) + 1, t))(F˜ (nˆ(t), t)− F˜ (nˆ(t)+ 1, t)). 








F̂ (x − 1, t)− F̂ (x, t)),
for x ∈ (x−(t), x+(t)), x−(t)+ 1 < x+(t), t  t0.
If γ (t) nondecreasing, differentiable function, then F̂ (x − γ (t), t) satisfies the inequal-
ity:






x − γ (t), t))(F̂ (x − γ (t)− 1, t)− F̂ (x − γ (t), t))
for x ∈ (x−(t)+ γ (t), x+(t)+ γ (t)).
G.M. Henkin, A.A. Shananin / J. Math. Pures Appl. 83 (2004) 1457–1500 1473
Proof.dF̂ (x − γ (t), t)
dt




+ ∂F̂ (x − γ (t), t)
∂t






x − γ (t), t))(F̂ (x − γ (t)− 1, t)− F̂ (x − γ (t), t)). 
Proof of Proposition 1(i) and (ii). (i) Applying Lemmas 4 and 7 we obtain that function
F−(n, t) satisfies inequality (1.3) separately on the intervals: n  [Ct + √Clt + a(l)];
[Ct +√Clt +a(l)]< n [ϕ(1)t +γ1(t)+γ2(t)− δ
√




For checking that function F−(n, t) satisfies inequality (2.3) for all n ∈ Z it is sufficient
now, using Lemmas 3, 5, 6, to check only that ∀l > 1 ∃t0 > 0 such that
F˜σ (t)
([
Ct + √Clt + a(l)]−Ct − γ1(t))
 ϕ(−1)





( [ϕ(1)t + γ1(t)+ γ2(t)− δ√t ] − γ1(t)− γ2(t)
t
)
 1 − δ, if t  t0.
(ii) Applying Lemma 4 and supersolution analog of Lemma 7 we obtain that func-
tion F+(n, t) satisfies inequality (1.4) separately on the intervals n  [Ct − √Ct/l ];
[Ct − √Ct/l ] < n [ϕ(1)t − 2δ ln t] and n > [ϕ(1)t − 2δ ln t].
For checking that function F+(n, t) satisfies inequality (1.4) for all n ∈ Z it is sufficient














( [ϕ(1)t − 2δ ln t] + δ ln t
t
)
 1, if t  t0. 
2. Estimate of derivative ∂F(x,t)∂x for solution of (2)
The second important result necessary for the proof of Theorems 1, 2 is the following
estimate of derivative ∂F (x,t)
∂x
for solution F(x, t) of (2).
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Proposition 2. Let, in conditions of Theorem 1(ii), A > 0, and in conditions of Theo-√ √
rem 2(ii), A> 2 C, N(t) = [Ct +A t], F be a solution of (1.1), (1.2). Then
F
(
N(t)+ 1, t)− F (N(t), t)= O(1/t).
The detailed (rather long) proof of this proposition and of more precise ones is obtained
together with A.E. Tumanov and will be given in the separate paper [9]. Here we will give
only the sketch of the proof under additional assumptions: b < 1 and f 
→ ϕ(f ) is linear,
for f ∈ (b − ε, b + ε), ε > 0.
Corollary 1 (of Proposition 1) reduces the proof of Proposition 2 (with additional as-
sumption) to the proof of the following statement:
Proposition 2′. If smooth increasing function f (x, t), defined in the domain a1
√
t 
x −Ct  a2
√
t , 0 < a1 < a2 < ∞, satisfies the equation
∂f (x, t)
∂t
= (C + f )(f (x − 1, t)− f (x, t)) (2.1)
and to the inequalities,
γ−√
t
< f (x, t) γ+√
t
, γ± > 0,
then for any a˜1 > a1, a˜2 < a2 and a˜1
√
t < x −Ct < a˜2
√
t the following estimate is valid:
∂f
∂x
(x, t) = O(1/t).
In order to prove Proposition 2′ we use the Hopf type substitution from [12,16]:
f = Cψ(x − 1, t)−ψ(x, t)
ψ(x, t)
. (2.2)
Substitution (2.2) transforms (2.1) in the following linear equation:
∂ψ
∂t
= C(ψ(x − 1, t)−ψ(x, t)). (2.3)














· ψ(x, t)−ψ(x − 1, t)
ψ(x, t)
. (2.4)
Relations (2.2)–(2.4) reduce Proposition 2′ to the following statement:
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Proposition 2′′. If positive smooth function ψ(x, t) in the domain a1
√








, γ± > 0,
then in the domain a˜1
√






∣∣∣∣ γ2t3/2 , γ1, γ2 > 0.
Proposition 2′′ is proved by careful estimates of ψ(x, t) through the following repre-








where χ is some smooth nonnegative function such that
χ(y)≡ 1, if y ∈ [a˜1, a˜2] and






















(ξ, τ )−Cψ˜(ξ − 1, τ )+Cψ˜(ξ, τ )
]












−Ctδ(k − x) (Poisson distribution),
where δ(·) is the Dirac function.
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· (1 + O(1/√t )), t  t0 > 0.
3. Shift-functions dA(t) for the wave-trains F˜ (n − Ct + dA(t))
The third important result for the proof of Theorems 1, 2 is the following proposition:




, F be a solution
of (1.1), (1.2), F˜ be a wave-train solution of (1.1) with overfall (0, b). Then







)−Φ(F˜ (k −Ct + dA(t))))+ (Ct +A√t − [Ct +A√t ])
× (Φ(F ([Ct +A√t ]+ 1, t))−Φ(F˜ ([Ct +A√t ]+ 1 −Ct + dA(t))))= 0.
(3.1)

















)2 − (F1 − b)2)]× (1 + O(1/√t )), (3.2)
where
F = F (N(t), t), F1 = F (N(t)+ 1, t), F˜ = F˜ (N(t)−Ct + dA(t)),
F˜1 = F˜
(
N(t)+ 1 −Ct + dA(t)
)
,
N(t) = [Ct +A√t ], κ(t) = {Ct +A√t }, 0 κ(t) < 1,
b˜ = (1 − κ(t))F˜ (N(t)−Ct + dA(t))+ κ(t)F˜ (N(t) + 1 −Ct + dA(t))
= b + O(1/√t ).
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(iii) For any A> 0 the function dA(t) satisfies the following estimate:∣∣∣∣ ddt dA(t)
∣∣∣∣ Γ+t , t  t0(A),
where Γ+ is a positive constant.






, t  t0(A),
where Γ− > 0.
We will need the following lemma:







)−Φ(F˜ (x −Ct +Dε(t))))dx = 0, (3.3)
where ε > 0 and F(x, t)= F([x] + 1, t). Then Dε(t) → +∞, t → +∞, and
lim
t→∞







where dε(t) is the function from Proposition 2(i),
b1 = inf
y∈[0,1]1/ϕ(y), b2 = supy∈[0,1]1/ϕ(y).








)−Φ(F˜ (x −Ct +Dε(t))))dx − (Ct + ε√t − [Ct + ε√t ])











k −Ct + dε(t)
))−Φ(F˜ (x −Ct +Dε(t))))dx = 0. (3.5)
For further estimates we remark that
1478 G.M. Henkin, A.A. Shananin / J. Math. Pures Appl. 83 (2004) 1457–1500
∣∣∣ Ct+ε√t∫ ( ( ) ( (˜ ))) ∣∣∣∣∣
[Ct+ε√t ]
Φ F(x, t) −Φ F x −Ct +Dε(t) dx∣∣

∣∣(Ct + ε√t − [Ct + ε√t ]) · (Φ(F ([Ct + ε√t ], t))















k −Ct + dε(t)









x −Ct + dε(t)+ 1 − {x}
))−Φ(F˜ (x −Ct +Dε(t))))dx.









x −Ct + dε(t)+ 1 − {x}



















x −Ct + dε(t)+ 1 − {x}










x −Ct + dε(t)
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ε
√
t∫ ( (˜ ) (˜ )) b2
−∞












dx  bb2. (3.7)









x −Ct + dε(t)
))−Φ(F˜ (x −Ct +Dε(t))))dx










x −Ct + dε(t)











x −Ct + dε(t)











x −Ct + dε(t)
























































F˜ (x)dx − b
C
. (3.9)
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From [7] (inequality (7.19)) we deduce that Dε(t) → ∞, t → ∞.














for t  t0. (3.11)
Inequalities (3.10), (3.11) imply that dε(t) > 0 for t  t0. Indeed, if for some t  t0 we




































This inequality implies the existence of such t0  0, that


















)→ b, t → ∞.
Lemma 8 is proved. 
Proof of Proposition 3. (ii) We have relations:
dΦ(F(k, t)
dt
= F(k, t)− F(k − 1, t) and













k −Ct + dA(t)
)− F˜ (k − 1 −Ct + dA(t))). (3.12)
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Let us differentiate (3.1) using (3.12). We obtain:F
([







+ (Ct +A√t − [Ct +A√t ])(F ([Ct +A√t ]+ 1, t)− F ([Ct +A√t ], t))















× (Φ(F ([Ct +A√t ]+ 1, t))−Φ(F˜ ([Ct +A√t ]+ 1 −Ct + dA(t))))= 0.








1 − κ(t))(F (N(t)+ 1, t)−F (N(t), t))












N(t) + 1, t))−Φ(F˜ (N(t)+ 1 −Ct + dA(t))))
+ F˜ (N(t)+ 1 −Ct + dA(t))− F (N(t) + 1, t)). (3.13)















C + ϕ′(ξ)(z− b), (3.14)
where ξ ∈ [F(N(t)+ 1, t), F˜ (N(t)+ 1 −Ct + dA(t))] = [F1, F˜1].
From Proposition 1 and Lemmas 2, 8 it follows that
F˜
(
N(t)+ 1 −Ct + dA(t)
)= b − O(1/√t ) and
F
(
N(t)+ 1, t)= b + O(1/√t ). (3.15)
Equalities (3.14), (3.15) give the relations:
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C + ϕ′(b)(F˜1 − b)





From (3.13), (3.16) we deduce (3.2).
(iii) Propositions 1, 2, Lemma 2 and equality (3.2) imply that ∀A> 0 there exist Γ+ > 0
and t0 > 0 such that ∣∣∣∣ ddt dA(t)
∣∣∣∣ Γ+t , t  t0.
(iv) From Lemmas 2 and 8 it follows that
F˜
(
N(t) −Ct + 1 + dA(t)







N(t) + 1 −Ct + dA(t)




















+ O(1/t) F (N(t)+ 1, t)− 1 0, if b = 1, t  t0, A > 2√C − δ.
(3.18)
Function F(n, t) is monotonic in n, i.e.,
F
(
N(t) + 1, t)− F (N(t), t) 0. (3.19)
















− ϕ′(b)(F1 − b)
)}(
1 + O(1/√t )).










1 + O(1/√t )). (3.20)
G.M. Henkin, A.A. Shananin / J. Math. Pures Appl. 83 (2004) 1457–1500 1483









1 + O(1/√t )). (3.20′)
The inequalities (3.20), (3.20′) imply (iv). 
4. Estimates of (n, t) =∑nk=−∞(Φ(F(k, t)) − Φ(F˜ (k − Ct + dA(t))))
The convergence for n Ct of F(n, t), t → ∞, to the wave-train F˜ (n − Ct + dA(t))










)−Φ(F˜ (k −Ct + d))). (4.1)
Here some preliminary estimates of this function will be given.
We will use further the following two statements from [8]:
Lemma 9 (maximum principle). Let
E(t) = {k ∈ Z | [x−(t)] k  [x+(t)]},
where x−(t) and x+(t) are continuous functions with values in [−∞,+∞) and (−∞,+∞]
correspondingly, such that 1 + x−(t) < x+(t) for t  t0. Let function Θ(n, t) satisfy the
inequalities:
0 < β2 Θ(n, t) β1 < ∞.
Let finally V (n, t) be bounded function, satisfying conditions:




V (n− 1, t)− V (n, t)), n ∈E(t), t ∈ [t0, T ];
(ii) V (n, t0) 0 for n ∈ E(t0);




V (n, t) 0 for t ∈ [t0, T ].
Lemma 10. Let (n, t) = (n, t, d), where d ∈ R. Then
d(n, t)
dt
= Θ(n, t)((n− 1, t)−(n, t)), (4.2)
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whereΘ(n, t) = F(n, t)− F˜ (n−Ct + d)
Φ(F˜ (n−Ct + d))−Φ(F(n, t)) .
In addition, Θ(n, t) = ϕ(ξ) for some ξ ∈ [0,1] depending on the values of (n − 1, t),
(n, t) and F˜ (n−Ct + d). In particular, minξ ϕ = b−12 Θ(n, t) b−11 = maxξ ϕ.
Proof [8]. From definition (4.1) we deduce that
d(n, t)
dt
= F(n, t)− F˜ (n−Ct + d).
It gives (4.2), because
(n− 1, t)−(n, t) = Φ(F˜ (n−Ct + d))−Φ(F(n, t)).
We have further,
F(n, t)− F˜ (n−Ct + d)
= Φ(−1)((n, t)−(n− 1, t)+Φ(F˜ (n−Ct + d)))− F˜ (n−Ct + d)
= Θ(n, t)((n− 1, t)−(n, t)),
where






F(n, t)+ (1 − χ)Φ(F˜ (n−Ct + d)))), (4.3)






Lemma 10 is proved. 
Lemma 11. For any function d(t) the following inequality is valid:
∣∣(n, t, d(t))−(n, t, d(τ ))∣∣ b
C
∣∣d(t)− d(τ)∣∣, n ∈ Z, t, τ ∈ R+.










k −Ct + d(τ)))−Φ(F˜ (k −Ct + d(t))))∣∣∣∣∣.
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Function F˜ satisfies equation:C
dΦ(F˜ (x))
dx
= F˜ (x)− F˜ (x − 1).














F˜ (x)− F˜ (x − 1))dx.
Hence, we have the equality:








F˜ (x)− F˜ (x − 1))dx∣∣∣∣∣.
From this equality and from the property of F˜ (x) to be increasing function of x we obtain
























Lemma 12. Let the conditions of Proposition 3 be satisfied (in particular, A> 2√C ) and













, if t ∈ [τ, (1 + δ)τ ].
Proof. Without of restriction of the statement we can suppose that F(n,0) = 0, if n 0.
Let
V (n, t) = −(n, t, dA(τ )).
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Let us check for V (n, t) the conditions of maximum principle (Lemma 39) for√
n ∈ [−∞, [Ct +A t ]) and t ∈ [0, τ (1 + δ)].
Condition (i) is satisfied because of Lemma 10.
Condition (ii) is satisfied because of relations:





k −Ct + dA(τ)
)) ∀k ∈ Z.
Condition (iii) for x−(t) = −∞ is satisfied because F(n, t) = 0 ∀n 0 and t  0.














ln(1 + δ). (4.4)










, if t  τ. (4.5)
From Lemma 11 and the statement (iii) of Proposition 3 we deduce inequality:










ln(1 + δ). (4.6)





, τ, dA(τ )
)= O(1/√τ ). (4.7)
Inequalities (4.5)–(4.7) imply (4.4).
Maximum principle for V (n, t) gives us (because of (4.4)) the following:

(





for n Ct +A√t and t  τ (1 + δ). (4.8)




Ct − dA(t)− Γ
]











ln(1 + δ). (4.9)
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k −Ct + dA(τ)










F˜ (k)+ O(1/√τ )+ bΓ+
C




Now, for any ε > 0 we choose Γ (ε) > 0 such that for Γ  Γ (ε), we have:
[−Γ ]∑
k=−∞
F˜ (k) < ε.
Then for Γ  Γ (ε) and t ∈ [τ, τ (1 + δ)], we have the inequality:




















Let us take ε = bΓ+
b2C
ln(1 + δ). Then for Γ  Γ (δ) and t ∈ [τ, τ (1 + δ)], we have the
inequality:













The following proposition is the fourth important result for the proof of Theorems 1, 2.
Proposition 4. Let (n, t) = (n, t, dA(τ )) and Θ(n, t) = Θ(n, t, dA(τ )) be functions
determined by Eq. (4.2). Then,
(i) if b = 1, then ∀A 2√C and ∀σ ∈ (0,1) there exist Γ0 > 0 and t0 > 0 such that for
τ, t  t0, Γ  Γ0 and k ∈ (Ct + Γ,Ct +A√t ) the following the inequality is valid:
Θ(k, t)C − C · (1 − σ)
2(k −Ct + dA(τ)) ; (4.10)
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(ii) if b < 1, then ∀A> 2√C, ∀σ ∈ (0,1) and ∀ε > 0 there exist Γ0 > 0 and t0 > 0 such√
that for τ, t  t0, Γ  Γ0 and k ∈ (Ct +Γ,Ct +A t ) the following the inequality is
valid:
Θ(k, t) C + (k −Ct + ε ln t)(1 + σ)
2t
− C · (1 − σ)
2(k −Ct + dA(τ)) . (4.11)
Proof. Let ε0 ∈ (0,1) and δ0 ∈ (0,1) be such that ϕ′(b)(1 − δ0) ϕ′(x) ϕ′(b)(1 + δ0)
for x ∈ [b(1 − ε0), b(1 + ε0)].
Let us show the existence of Γ0 > 0 and t0 > 0 such that
F˜
(
k −Ct + dA(τ)
)
 b(1 − ε0) and
F(k, t) b(1 − ε0), if k  Ct + Γ, Γ  Γ0, t  t0. (4.12)
Condition A> 2
√
C implies by Proposition 3 that dA(τ) 0 if τ  t0(A).
Put bˆ = b(1 − ε0). Let us suppose that F(n,0) = 0, if n  n− and F(n,0) > 0, if
n > n−. Let us choose Γ1 > 0 such that F˜ (x) bˆ, if x  Γ1.
From (1.2) and Lemma 2 follows existence of such Γ2 > 0 that
F(n,0) > F˜ (n+ 1 − Γ2) for n n− + 1. (4.13)







F˜ (n− + 2 − Γ2)
)
.
We remark further that if for some t  0, we have:
Φ
(








dΦ(F(n− + 1, t))
dt
= −F(n− + 1, t)
−F˜ (n− + 2 −Ct −Γ2) dΦ(F˜ (n− + 2 −Ct − Γ2))dt .
From these relations it follows that
Φ
(




F˜ (n− + 2 −Ct − Γ2)
) ∀t  0.
Thus, we have obtained the inequalities:
F(n− + 1, t) > F˜ (n− + 2 −Ct − Γ2) > F˜ (n− + 1 −Ct − Γ2),
F (n− + 2, t) F(n− + 1, t) > F˜ (n− + 2 −Ct − Γ2). (4.14)
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Besides, we have the equalities:lim
n→+∞F(n, t) limn→+∞ F˜ (n−Ct − Γ2) = b,
dF(n, t)
dt
= ϕ(F(n, t))(F(n− 1, t)− F(n, t)),
dF˜ (n−Ct − Γ2)
dt
= ϕ(F˜ (n−Ct − Γ2))(F˜ (n− 1 −Ct − Γ2)− F˜ (n−Ct − Γ2)).
Using comparison principle (Lemma 1) we obtain:
F(n, t) F˜ (n−Ct − Γ2) ∀n n− + 1, t  0.




k −Ct + dA(τ)
)
 F˜ (Γ0) F˜ (Γ1) bˆ,
F (k, t) F˜ (k −Ct − Γ2) F˜ (Γ0 − Γ2) F˜ (Γ1) bˆ.
From Lemma 10 for any b ∈ (0,1], we have the equality:
Θ(k, t) = F(k, t)− F˜ (k −Ct + dA(τ))
Φ(F˜ (k −Ct + dA(τ)))−Φ(F(k, t))





The relation (4.12) and the corollary of Proposition 1 imply that the values of F(k, t)
and F˜ (k−Ct+dA(τ)) belong to the interval [(1−ε0)b, (1+ε0)b] if k  Ct+Γ , Γ  Γ0,
t  t0(ε0,A,ϕ′(b)).
Let us suppose at first for simplicity that ϕ′(x) ≡ ϕ′(b) if b(1 − ε0) x  b(1 + ε0).
Then from the equality (4.15), we obtain:
Θ = ϕ
′(b)(F − F˜ )
ln
(
1 + (F − b)ϕ′(b)
ϕ(b)




1 − 12 ϕ
′(b)
ϕ(b)







(F + F˜ − 2b)+ O((F − b)2)+ O((F˜ − b)2)). (4.16)
If t0 and Γ0 are large enough then, by Lemma 2 for t  t0 and k  Ct + Γ0, we have
asymptotic the equality:
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F˜
(
k −Ct + dA(τ)
)= b − C
ϕ′(b)(k −Ct + d (τ)) +
γ (k, t)
ϕ′(b)(k −Ct + d (τ))2 ,A A
(4.17)
where γ (k, t) = O(1).
If b = 1 then F(k, t) 1. From this and from (4.16), (4.17) it follows (under condition
ϕ′(x) ≡ ϕ′(1), x ∈ (1 − ε0,1)) the inequality:
Θ  C − C
2(k −Ct + dA(τ)) + O
(
1
(k −Ct + dA(τ))2
)
. (4.18)
If b < 1 then from Lemma 4 it follows that for any small enough ε > 0 there exists
t0 > 0 such that the following function F+(n, t) is supersolution for (2.1) for t  t0:
F+(n, t) =

b − ε/2, if n ϕ(b − ε/2)t − ε ln t,
ϕ(−1)((n+ ε ln t)/t), if ϕ(b − ε/2)t − ε ln t  n ϕ(1)t − ε ln t,
1, if ϕ(1)t − ε ln t < n.
Let t0 > 0 be large enough such that
F+(n, t0) F(n, t0), n ∈ Z.
Then by comparison principle (Lemma 1), we have the inequality:
F+(n, t) F(n, t), n ∈ Z, t  t0.
This implies, in particular, the inequality
F(n, t) b + n−Ct + ε ln t
ϕ′(b)t
, if |n−Ct|A√t, t  t0. (4.19)
From (4.19), (4.16), (4.17) (under condition ϕ′(x) ≡ ϕ′(b), x ∈ [b(1 − ε0), b(1 + ε0)])
it follows, ∀ε > 0, the inequality:
Θ(k, t) C + 1
2
(k −Ct + ε ln t)
t
− C
2(k −Ct + dA(τ)) + O
(
1




In general, in both cases (i) and (ii) we have for x ∈ [b(1 − ε0), b(1 + ε0)] instead of the
equality ϕ′(x) ≡ ϕ′(b) only inequality:
ϕ′(b)(1 − δ0) ϕ′(x) ϕ′(b)(1 + δ0).
Using this and formulas (4.15)–(4.17) we obtain instead of inequalities (4.18), (4.20) the
slightly weaker inequalities (4.10), (4.11). 
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5. Lyapunov type supersolutions for the equationd(n, t)
dt
= Θ(n, t)((n− 1, t)−(n, t)).
Let Θ(n, t) = Θ(n, t, d) be the function from Lemma 10. Let d = dA(t) be the function
from Proposition 3. Let B > 1 and β(B) be the positive root of the equation:
B
(
1 − e−β)− β = 0.
Let A> 2
√
C, a > 0, α > β(ea/(Cb1)), εˆ  a · e−2α(1 − e−α)−1.
The fifth important result necessary for the proof of Theorems 1, 2 is the following
statement giving Lyapunov type supersolution for the equation:
d(n, t)
dt
= Θ(n, t)((n− 1, t)−(n, t)),
where t ∈ (τ, (1 + δ)τ ), Θ(n, t) = Θ(n, t, dA(τ (1 + δ))),
n ∈ (Ct − dA(t)− Γ,Ct +A√t ).
Proposition 5. There exist δ0 > 0 and Γ0(A) > 1/2 such that for a > 0, Γ  Γ0(A),






ω˜(n− 1, τ, t)− ω˜(n, τ, t)),
for n ∈ [Ct − d(t)− Γ,Ct +A√t ] (5.1)
and
max{ω˜(n, τ, t) | −dA(t)−Γ  n−Ct A√t }





1 + exp(2αd(t)/d(τ ))− αe−αΓ (d(t)− d(τ)) ·K)), (5.2)
where K any constant satisfying the inequality;






1 − e−α)), for t ∈ [τ, τ (1 + δ)]. (5.3)
Proposition 5 is important because it gives the following:
Corollary. Let A > 2
√
C. Then ∀δ ∈ (0, δ0) and ∀Γ  Γ0(A) ∃t0 = t0(δ,Γ,A) > 0 and
κ = κ(δ,Γ,A) > 0 such that function ω˜, constructed in Proposition 5, satisfies the prop-
erty (5.1) and also for τ  t0(δ,Γ,A) the property:
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max{ω˜(n, τ, (1 + δ)τ ) | −dA((1 + δ)τ )− Γ  n−Cτ(1 + δ)A√τ (1 + δ) }√
min{ω˜(n, (1 + δ)τ, (1 + δ)τ ) | −dA((1 + δ)τ )− Γ  n−Cτ(1 + δ)A τ(1 + δ) }
 e−κ .
Proof of Corollary. Under conditions of Corollary we have d ′A(t) > 0. So, we can take:
α ·K = e
−αΓ (Cα − ea
b1
(1 − e−α))
maxξ∈[τ,t ] d ′A(ξ)
.
Then for t ∈ [τ, τ (1 + δ)] the equality (5.2) transforms in the following:
max{ω˜(n, τ, t) | −dA(t)− Γ  n−Ct A√t }









maxξ∈[τ,t ] d ′A(ξ)
})
.
For A, satisfying the conditions of Corollary, by Propositions 3 we have the estimates:
∣∣d ′A(t)∣∣ Γ+t and dA(t)− dA(τ) Γ− ln tτ , t  τ  t0(A).
Let us use these estimates in the inequality above, setting t = (1 + δ)τ .
We obtain:
max{ω˜(n, τ, (1 + δ)τ ) | −dA((1 + δ)τ )− Γ  n−Cτ(1 + δ)A√τ (1 + δ) }




















τ ln(1 + δ)
})
 e−κ , κ > 0, if τ  t0(δ, a,Γ,A). 
Proof of Proposition 5. The proof need several steps.
Step 1. Let
ω(n, τ, t) = exp[−εˆ(eα(n−Ct+d(τ )−Γ) +Ke−αΓ (1 − e−α(d(t)−d(τ ))))],
where d(t) = dA(t).
Let us consider the equation:
B
(
1 − e−β)− β = 0.
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1 − e−α)− α < 0.




−Θ(n, t)(ω(n − 1, τ, t)−ω(n, τ, t)) 0,
for n ∈
[




It means that function ω is a supersolution for the equation,
d(n, t)
dt
−Θ(n, t)((n− 1, t)−(n, t))= 0,
on the interval n ∈ [Ct − dA(t)− Γ,Ct − dA(τ)+Γ + dA(τ)/N ].
Indeed, if εˆ(1 − e−α) exp(αdA(τ)/N)  a, then using inequality ex − 1  eax ,
x ∈ (0, a), we have:
∂ω(n, τ, t)
∂t
−Θ(n, t)[ω(n− 1, τ, t)−ω(n, τ, t)]
= ω(n, τ, t){αCεˆeα(n−Ct+d(τ )−Γ) − εˆKαe−αΓ e−α(d(t)−d(τ )) · d ′(t)
−Θ(n, t)[exp((1 − e−α)εˆeα(n−Ct+d(τ )−Γ ))− 1]}
 ω(n, τ, t)
{
αCεˆeα(n−Ct+d(τ )−Γ ) − εˆKαe−αΓ e−α(d(t)−d(τ )) · d ′(t)
− eaΘ(n, t)εˆ(1 − e−α)eα(n−Ct+d(τ )−Γ)}.
Using further the inequalities (5.3) and Θ  1/b1, we obtain:
∂ω(n, τ, t)
∂t
−Θ(n, t)[ω(n− 1, τ, t)−ω(n, τ, t)]








1 − e−α))−Kαe−αΓ e−α(d(t)−d(τ )) · d ′(t)}









−Kαe−αΓ e−α(d(t)−d(τ )) · d ′(t)
}
1494 G.M. Henkin, A.A. Shananin / J. Math. Pures Appl. 83 (2004) 1457–1500








1 − e−α))−Kαd ′(t)} 0.1
The inequality (5.4) is proved.
For obtaining necessary supersolution ω˜(n, τ, t) we need to introduce the function
ω∗(n, τ, t) constructed from function ω(n, τ, t) by the following way:
Let us fix N and εˆ such that N = dA(τ)/2 and a = εˆ(1 − e−α) exp(αdA(τ)/2), τ  t0.
Put
ω∗(n, τ, t) = ω(n, τ, t), if Ct − Γ − dA(t) n Ct − dA(τ)+ Γ,












dA(τ) n−Ct + dA(τ)− Γ < j + 1
N
dA(τ), j = 0,1,2, . . . ,N.
Let us show that if K satisfies inequality (5.3), then
∂ω∗(n, τ, t)
∂t
−Θ(n, t)(ω∗(n− 1, τ, t)−ω∗(n, τ, t)) 0, (5.4∗)
for n ∈ [Ct − dA(t)− Γ,Ct + Γ ], τ, t  t0.
Indeed, inequality (5.4∗) for any interval n ∈ [Ct−dA(τ)+Γ + jN dA(τ),Ct−dA(τ)+
Γ + j+1
N
dA(τ)], j = 0,1,2, . . . ,N , follows directly from (5.4).

































j = 0,1,2, . . . ,N − 1, τ, t  t0.
Step 2. Let
αl(n, τ, t) = Γl(τ )√
Ct + Γ + lε√t
exp
[
− (n−Ct − Γ − lε
√
t )2
2(Ct + Γ + lε√t )
]
,
where l = −1,0,1, . . . , [A/ε].
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Let σ satisfy (4.10), (4.11), A > 2√C, ε < √3C/2 and σ · (A + 3ε)2 < C(1 − σ) −





αl(n− 1, τ, t)− αl(n, τ, t)
)
,
for n ∈ [Ct + (l + 1)ε√t + Γ,Ct + (l + 2)ε√t + Γ ],





− 2, τ (1 + δ) t  τ  t0(ε) 4
ε2
, δ  δ0. (5.5)
Indeed, the functions








have the following properties:
αl(n− 1, τ, t) αl(n, τ, t), if n ∈
[
Ct + (l + 1)ε√t + Γ,Ct + (l + 2)ε√t + Γ ],
∂α(x, τ )
∂τ





+ x − τ
τ














α(x, τ ) > 0,
if x ∈ [τ − δ0√τ , τ + √3τ − δ0√τ ], where δ0 ∈ (0,√3 ), τ > τ0(δ0).










αl(n− 1, τ, t)− αl(n, τ, t)
)
,
for n ∈ [Ct + (l + 1)ε√t + Γ,Ct + (l + 2)ε√t + Γ ],










By Proposition 4 we have also the inequalities:
Θ(n, t) C − C(1 − σ)
2
√
t(lε + 3ε), if b = 1,




− C(1 − σ)
2
√
t(lε + 3ε) , if b < 1,
for n ∈ [Ct + (l + 1)ε√t + Γ,Ct + (l + 2)ε√t + Γ ],





− 2, t  t0, δ  δ0. (5.7)
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The inequalities (5.6) and (5.7) and conditions on σ , ε, A above imply (5.5).
Step 3. We can define now the necessary function ω˜(n, τ, t):
ω˜(n, τ, t) =

ω∗(n, τ, t), if Ct − d(t)−Γ  n < [Ct + Γ ],
αl(n, τ, t), if [Ct + (l + 1)ε
√
t + Γ ] n
< [Ct + (l + 2)ε√t + Γ ],
l = −1,0,1, . . . , [A/ε] − 2.
From (5.4), (5.5) and from Lemma 6 it follows that property (5.1) is valid for
n ∈ [Ct − d(t)− Γ,Ct +A√t ], t ∈ [τ, τ (1 + δ)], τ  t0,
if the following relations are satisfied
α−1
([Ct + Γ ], τ, t) ω∗([Ct + Γ ], τ, t),
αl
([
Ct + (l + 1)ε√t + Γ ], τ, t) αl−1([Ct + (l + 1)ε√t + Γ ], τ, t),




The relations (5.8) are satisfied, if the following the inequalities are valid:
Γ−1(τ )√
Ct − ε√t + Γ
exp
( −(ε√t )2
2(Ct − ε√t + Γ )
)
 exp
(−εˆ(e−α(1−2Γ ) +Ke−αΓ (1 − e−α(d(t)−d(τ )))));
Γl(τ )√
Ct + lε√t + Γ
exp
( −(ε√t )2
2(Ct + lε√t + Γ )
)
 Γl−1(τ )√
Ct + (l − 1)ε√t + Γ
exp
( −(2ε√t)2
2(Ct + (l − 1)ε√t + Γ )
)
,






In order to satisfy these conditions for Γ > 1/2 and t ∈ [τ, τ (1 + δ)], where δ > 0 is small
enough we can choose Γl(τ ) by the following manner:
Γ−1(τ )=
√
Cτ(1 + δ)− ε√τ (1 + δ)+ Γ
× exp
(
(1 + δ)(ε√τ )2













, l  0, τ  t0. (5.9)
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Step 4. In the estimates below it will be useful also the following inequalities, which are
valid under conditions: Γ > 1/2, t ∈ (τ, (1 + δ)τ ), δ < δ0,
max
(
ω∗(n, τ, t) | −d(t)− Γ  n−Ct  Γ )
= max
(




= exp{−εˆ(e−2αΓ−α(d(t)−d(τ )) +Ke−αΓ (1 − e−α(d(t)−d(τ ))))}
max
(
α−1(n, τ, t) | Γ  n−Ct  ε
√
t + Γ ),
min
(
















The inequalities (5.8)–(5.10) give us the following estimates if t ∈ (τ, (1 + δ)τ ), τ  t0:
max{ω˜(n, τ, t) | −d(t)− Γ  n−Ct A√t }







(−εˆ{e−2αΓ−α(d(t)−d(τ )) +Ke−αΓ (1 − e−α(d(t)−d(τ )))− eαd(t)/N})

(








εˆeαd(t)/N − εˆe−α) exp(−αKεˆe−αΓ (d(t)− d(τ)))(
using ε < εˆ
2C
3A







1 + exp(2α d(t)/d(τ ))− αe−αΓ (d(t)− d(τ))K)), t  t0(a,A).
This estimate gives the inequality (5.2) (under condition (5.3)).
Proposition 5 is proved. 
6. Proofs of Theorems 1(ii) and 2(ii)
We will give the complete proof of Theorems 1(ii) and 2(ii) only in the crucial case,
when S = (0, b), b ∈ (0,1], ϕ(0) > C = ϕ(b). Other cases can be proved by similar argu-
ments.
The convergence of function F(n, t) satisfying (2.1) to the shifted wave-train
F˜ (n−Ct + dA(t)) for n Ct +A√t , t → ∞, will be proved further by the same way in
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Let t0 > 0 satisfy conditions of Proposition 5.
Let tν = (1 + δ)t0, ν = 1,2, . . . .
We consider:






Γ+ ln(1 + δ)
for t ∈ [tν, tν+1], n ∈ E(t)=
{
n | [x−(t)] n [x+(t)]},
where x−(t)= Ct − dA(t)− Γ, x+(t) = Ct +A
√
t,
the parameter s > 0 will be chosen later.





V±(n− 1, t)− V ±(n, t)),
for t ∈ [tν, tν+1], n ∈ E(t), Θ(n, t) = Θ(n, t, dA(tν+1)).
By Lemmas 11 and 12 and Proposition 3, we have:∣∣([x−(t)], t, dA(tν+1))∣∣


























Γ+ ln(1 + δ).







Hence, V ±([x−(t)], t) 0 and V ±([x+(t)], t) 0, because t0 is large enough.
Now we set:
s = max{|(n, t0, dA(t0))| | n ∈ E(t0)}
min{ω˜(n, t0, t0) | n ∈E(t0)} .
Then V ±(n, t0) 0 for n ∈ E(t0).
Maximum principle (Lemma 9) implies firstly V±(n, t1) 0 for n ∈E(t1), i.e.,






Γ+ ln(1 + δ), n ∈ E(t1).
From the last estimate using corollary of Proposition 5, we obtain:
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max
{∣∣(n, t1, dA(t1))∣∣ | n ∈ E(t1)}
 e−κ max







Repeating these arguments, we obtain
max
{∣∣(n, tν, dA(tν))∣∣ | n ∈ E(tν)}
 e−νκ max










Γ+ ln(1 + δ)
}
· (1 + e−κ + · · · + e−κ(ν−1))
 e−νκ max






Γ+ ln(1 + δ).
Because ν = ln(t/t0)/ ln(1 + δ) finally we have:
max







{∣∣(n, t0, dA(t0))∣∣ | n ∈ E(t0)}






Γ+ ln(1 + δ).
Now ∀ε > 0 one can choose δ > 0 so small and τ (ε) > t0(δ) such that
max
{∣∣(n, t, dA(t))∣∣ | n ∈E(t)}< ε for t  τ (ε).
Supposing that





and using Lemma 12, we obtain:∣∣(n, t, dA(t))∣∣< ε for n Ct +A√t, t  τ (ε). (6.1)
Definition (4.1) implies the estimate:
∣∣F(n, t)− F˜ (n−Ct + dA(t))∣∣ 1
b1
∣∣Φ(F(n, t))−Φ(F˜ (n−Ct + dA(t)))∣∣
= 1
b1
∣∣(n, t, dA(t))−(n− 1, t, dA(t))∣∣. (6.2)
Relations (6.1)–(6.2) give us ∀A> 2√C:
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lim
t→∞ sup √
∣∣F(n, t)− F˜ (n−Ct + dA(t))∣∣= 0. (6.3)
nCt+A t
From (6.3) by Ref. [7, Theorem 7.5], we obtain statement of Theorem 2(ii):
lim
t→∞ sup−∞<n<+∞
∣∣F(n, t)− F˜ (n−Ct + dA(t))∣∣= 0 ∀A> 2√C.
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