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Abstract
We are interested in how to design reinforcement
learning agents that provably reduce the sample
complexity for learning new tasks by transfer-
ring knowledge from previously-solved ones. The
availability of solutions to related problems poses
a fundamental trade-off: whether to seek poli-
cies that are expected to achieve high (yet sub-
optimal) performance in the new task immediately
or whether to seek information to quickly identify
an optimal solution, potentially at the cost of poor
initial behavior. In this work, we focus on the
second objective when the agent has access to a
generative model of state-action pairs. First, given
a set of solved tasks containing an approximation
of the target one, we design an algorithm that
quickly identifies an accurate solution by seeking
the state-action pairs that are most informative
for this purpose. We derive PAC bounds on its
sample complexity which clearly demonstrate the
benefits of using this kind of prior knowledge.
Then, we show how to learn these approximate
tasks sequentially by reducing our transfer setting
to a hidden Markov model and employing spec-
tral methods to recover its parameters. Finally,
we empirically verify our theoretical findings in
simple simulated domains.
1. Introduction
Knowledge transfer has proven to be a fundamental tool
for enabling lifelong reinforcement learning (RL) (Sutton &
Barto, 1998), where agents face sequences of related tasks.
In this context, upon receiving a new task, the agent aims
at reusing knowledge from the previously-solved ones to
speed-up the learning process. This has the potential to
achieve significant performance improvements over stan-
dard RL from scratch, and several studies have confirmed
this hypothesis (Taylor & Stone, 2009; Lazaric, 2012).
1Politecnico di Milano, Milan, Italy. Correspondence to: An-
drea Tirinzoni <andrea.tirinzoni@polimi.it>.
Proceedings of the 37 th International Conference on Machine
Learning, Vienna, Austria, PMLR 119, 2020. Copyright 2020 by
the author(s).
A key question is what and how knowledge should be trans-
ferred (Taylor & Stone, 2009). As for the kind of knowledge
to be reused, a variety of algorithms have been proposed
to transfer experience samples (Lazaric et al., 2008; Taylor
et al., 2008; Yin & Pan, 2017; Tirinzoni et al., 2018b; 2019),
policies (Ferna´ndez & Veloso, 2006; Mahmud et al., 2013;
Rosman et al., 2016; Abel et al., 2018; Yang et al., 2019;
Feng et al., 2019), value-functions (Liu & Stone, 2006; Tir-
inzoni et al., 2018a), features (Konidaris et al., 2012; Barreto
et al., 2017; 2018), and more. Regarding how knowledge
should be transferred, the answer is more subtle and depends
directly on the desired objectives. On the one hand, one
could aim at maximizing the jumpstart, i.e., the expected
initial performance in the target task. This can be done by
transferring initializers, e.g., policies or value-functions that,
based on past knowledge, are expected to immediately yield
high rewards. Among the theoretical studies, Mann & Choe
(2012) and Abel et al. (2018) showed that jumpstart poli-
cies can provably reduce the number of samples needed for
learning a target task. However, since these initializers are
computed before receiving the new task, the agent, though
starting from good performance, might still take a long time
before converging to near-optimal behavior. An alternative
approach is to spend some initial interactions with the target
to gather information about the task itself, so as to better
decide what to transfer. For instance, the agent could aim
at identifying which of the previously-solved problems is
most similar to the target. If the similarity is actually large,
transferring the past solution would instantaneously lead
to near-optimal behavior. This task identification problem
has been studied by Dyagilev et al. (2008); Brunskill &
Li (2013); Liu et al. (2016). One downside is that these
approaches do not actively seek information to minimize
identification time (or, equivalently, sample complexity), in
part because it is non-trivial to find which actions are the
most informative given knowledge from related tasks. To
the best of our knowledge, it is an open problem how to
leverage this prior knowledge to reduce identification time.
Regardless of how knowledge is transferred, a common
assumption is that tasks are drawn from some fixed dis-
tribution (Taylor & Stone, 2009), which often hides the
sequential nature of the problem. In many lifelong learning
problems, tasks evolve dynamically and are temporally cor-
related. Consider an autonomous car driving through traffic.
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Based on the traffic conditions, both the environment dy-
namics and the agent’s desiderata could significantly change.
However, this change follows certain temporal patterns, e.g.,
the traffic level might be very high in the early morning,
medium in the afternoon, and so on. This setting could
thus be modeled as a sequence of related RL problems with
temporal dependencies. It is therefore natural to expect that
a good transfer agent will exploit the sequential structure
among tasks rather than only their static similarities.
Our paper aims at advancing the theory of transfer in RL
by addressing the following questions related to the above-
mentioned points: (1) how can the agent quickly identify
an accurate solution of the target task when provided with
solved related problems? (2) how can the agent exploit the
sequential nature of the lifelong learning setup?
Taking inspiration from previous works on non-stationary
RL (Choi et al., 2000a; Hadoux et al., 2014), we model the
sequential transfer setting by assuming that the agent faces
a finite number of tasks whose evolution is governed by an
underlying Markov chain. Each task has potentially differ-
ent rewards and dynamics, while the state-action space is
fixed and shared. The motivation for this framework is that
some real systems often work in a small number of operat-
ing modes (e.g., the traffic condition in the example above),
each with different dynamics. Unlike these works, we as-
sume that the agent is informed when a new task arrives
as in the standard transfer setting (Taylor & Stone, 2009).
Then, as in previous studies on transfer in RL (Brunskill &
Li, 2013; Azar et al., 2013a), we decompose the problem
into two parts. First, in Section 3, we assume that the agent
is provided with prior knowledge in the form of a set of
tasks containing an approximation to the target one. Under
the assumption that a generative model of the environment
is available, we design an algorithm that actively seeks in-
formation in order to identify a near-optimal policy and
transfers it to the target task. We derive PAC bounds (Strehl
et al., 2009) on its sample complexity which are significantly
tighter than existing results and clearly demonstrate perfor-
mance improvements over learning from scratch. Then, in
Section 4, we show how this prior knowledge can be learned
in our sequential setup to allow knowledge transfer. We re-
duce the problem to learning a hidden Markov model and
use spectral methods (Anandkumar et al., 2014) to estimate
the task models necessary for running our policy transfer
algorithm. We derive finite-sample bounds on the error of
these estimated models and discuss how to leverage the tem-
poral correlations to further reduce the sample complexity
of our methods. Finally, we report numerical simulations
in some standard RL benchmarks which confirm our the-
oretical findings. In particular, we show examples where
identification yields faster convergence than jumpstart meth-
ods, and examples where the exploitation of the sequential
correlations among tasks is superior than neglecting them.
2. Preliminaries
We model each task θ, as a discounted Markov decision
process (MDP) (Puterman, 2014),Mθ := 〈S,A, pθ, qθ, γ〉,
where S is a finite set of S states, A is a finite set of A
actions, pθ : S ×A → P(S) are the transition probabilities,
qθ : S ×A → P(U) is the reward distribution over space U
(e.g., U = R), and γ ∈ [0, 1) is a discount factor. Here P(Ω)
denotes the set of probability distributions over a set Ω. We
suppose that the sets of states and actions are fixed and that
tasks are uniquely determined by their parameter θ. For this
reason, we shall occasionally use θ to indicateMθ, while
alternatively referring to it as task, parameter, or (MDP)
model. We denote by rθ(s, a) := Eqθ [Ut|St = s,At = a]
and assume, without loss of generality, that rewards take
values in [0, 1]. We use V piθ (s) to indicate the value function
of a (deterministic) policy pi : S → A in task θ, i.e., the
expected discounted return achieved by pi when starting
from state s in θ, V piθ (s) := E
pi
θ [
∑∞
t=0 γ
tUt|S0 = s]. The
optimal policy pi∗θ for task θ maximizes the value function at
all states simultaneously, V pi
∗
θ
θ (s) ≥ V piθ (s) for all s and pi.
We let V ∗θ (s) := V
pi∗θ
θ (s) denote the optimal value function
of θ. Given  > 0, we say that a policy pi is -optimal for θ if
V piθ (s) ≥ V ∗θ (s)−  for all states s. We define σrθ(s, a)2 :=
Varqθ(·|s,a)[U ] as the variance of the reward in s, a for task
θ, and σpθ (s, a; θ
′)2 := Varpθ(·|s,a)[V
∗
θ′(S
′)] as the variance
of the optimal value function of θ′ under the transition model
of θ. To simplify the exposition, we shall alternatively use
the standard vector notation to indicate these quantities.
For instance, V ∗θ ∈ RS is the vector of optimal values,
pθ(s, a) ∈ RS is the vector of transition probabilities from
s, a, rθ ∈ RSA is the flattened reward matrix, and so on. To
measure the distance between two models θ, θ′, we define
∆rs,a(θ, θ
′) := |rθ(s, a) − rθ′(s, a)| for the rewards and
∆ps,a(θ, θ
′) = |(pθ(s, a)− pθ′(s, a))TV ∗θ | for the transition
probabilities. The latter measures how much the expected
return of an agent taking s, a and acting optimally in θ
changes when the first transition only is governed by θ′. See
Appendix A for a quick reference of notation.
Sequential Transfer Setting We model our problem as
a hidden-mode MDP (Choi et al., 2000b). We suppose
that the agent faces a finite number of k possible tasks,
Θ = {θ1, θ2, . . . , θk}. Tasks arrive in sequence and evolve
according to a Markov chain with transition matrix T ∈
[0, 1]k×k and an arbitrary initial task distribution. Let θ∗h,
for h = 1, . . . ,m, be the h-th random task faced by the
agent. Then, [T ]i,j = P
{
θ∗h+1 = θi|θ∗h = θj
}
. The agent
only knows the number of tasks k, while both the MDP
models and the task-transition matrix T are unknown. The
goal is to identify an -optimal policy for θ∗h using as few
samples as possible, while leveraging knowledge from the
previous tasks θ∗1 , . . . , θ
∗
h−1 to further reduce the sample
complexity. In order to provide deeper insights into how
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to design efficient identification strategies and facilitate the
analysis, we assume that the agent can access a generative
model of state-action pairs. Similarly to experimental opti-
mal design (Pukelsheim, 2006), upon receiving each new
task θ∗h, the agent can perform at most n experiments for
identification, where each experiment consists in choosing
an arbitrary state-action pair s, a and receiving a random
next-state S′ ∼ pθ∗h(·|s, a) and reward R ∼ qθ∗h(·|s, a). Af-
ter this identification phase, the agent has to transfer a policy
to the target task and starts interacting with the environment
in the standard online fashion.
As in prior works (e.g., Brunskill & Li, 2013; Azar et al.,
2013a; Liu et al., 2016), we suppose that the agent main-
tains an approximation to all MDP models, {M˜θ}θ∈Θ, and
decompose the problem in two main steps.1 (1) First, in
Section 3 we present an algorithm that, given the approxi-
mate models together with the corresponding approximation
errors, actively queries the generative model of the target
task by seeking state-action pairs that yield high informa-
tion about the optimal policy of θ∗h. (2) Then, in Section 4
we show how the agent can build these approximate mod-
els from the samples collected while interacting with the
sequence of tasks so far.
3. Policy Transfer from Uncertain Models
Throughout this section, we shall focus on learning a single
model θ∗ ∈ Θ given knowledge from previous tasks. There-
fore, to simplify the notation, we shall drop dependency on
the specific task sequence (i.e., we drop the task indexes h).
Let {M˜θ}θ∈Θ be the approximate MDP models, with p˜θ
and r˜θ denoting their transition probabilities and rewards,
respectively. We use the intuition that, if these approxima-
tions are accurate enough, the problem can be reduced to
identifying a suitable policy among the optimal ones of the
MDPs {M˜θ}θ∈Θ, which necessarily contains an approx-
imation of pi∗θ∗ . We rely on the following assumption to
assess the quality of the approximate models.
Assumption 1 (Model uncertainty). There exist known con-
stants ∆rmax, ∆
p
max, ∆
σr
max, ∆
σp
max such that
max
θ∈Θ
‖rθ − r˜θ‖∞ ≤ ∆rmax,
max
θ,θ′∈Θ
‖(pθ − p˜θ)T V˜ ∗θ′‖∞ ≤ ∆pmax,
max
θ∈Θ
‖σrθ − σ˜rθ‖∞ ≤ ∆σrmax,
max
θ,θ′∈Θ
‖σpθ (θ′)− σ˜pθ (θ′)‖∞ ≤ ∆σpmax.
Assumption 1 ensures that an upper bound to the approx-
imation error of the given models is known. In partic-
1In the remainder, we overload the notation by using tildes to
indicate quantities related to approximate models.
Algorithm 1 Policy Transfer from Uncertain Models (PTUM)
Require: Set of approximate MDPs {M˜θ}θ∈Θ, accuracy , con-
fidence δ, number of samples n, model uncertainty ∆
Ensure: An -optimal policy forMθ∗ with probability 1− δ
1: // CHECK ACCURACY CONDITION
2: If ∆ ≥ (1−γ)
4(1+γ)
→ Stop and run (, δ)-PAC algorithm
3: // TRANSFER MODE
4: Initialize datasets Drs,a,Dps,a ← ∅
5: for t = 1, 2, . . . , n do
6: // STEP 1. BUILD EMPIRICAL MDP MODEL
7: r̂t(s, a)← 1Nt(s,a)
∑
u∈Drs,a u
8: p̂t(s′|s, a)← 1Nt(s,a)
∑
s′′∈Dps,a 1 {s
′ = s′′}
9: σ̂rt (s, a)2 ←
∑
u∈Drs,a (u−r̂t(s,a))
2
Nt(s,a)−1
10: σ̂pt (s, a; θ
′)2 ←
∑
s′′∈Dps,a (V˜
∗
θ′ (s
′′)−p̂t(s,a)T V˜ ∗θ′ )
2
Nt(s,a)−1
11: // STEP 2. UPDATE CONFIDENCE SET
12: Θ¯t ←
{
θ ∈ Θ¯t−1
∣∣ (1)-(4) hold for all s, a and θ′ ∈ Θ}
13: // STEP 3. CHECK STOPPING CONDITION
14: If there exists θ ∈ Θ¯t such that for all θ′ ∈ Θ¯t we have
V˜
p˜i∗θ
θ′ ≥ V˜ ∗θ′ − + 2∆(1+γ)1−γ → Stop and return pi∗θ
15: // STEP 4. QUERY GENERATIVE MODEL
16: Irt (s, a)← maxθ,θ′∈Θ¯t Irs,a(θ, θ′)
17: Ipt (s, a)← maxθ,θ′∈Θ¯t Ips,a(θ, θ′)
18: (St, At)← argmaxs,a max {Irt (s, a), Ipt (s, a)}
19: Obtain St+1 ∼ pθ∗(·|St, At) and Ut+1 ∼ qθ∗(·|St, At)
20: Store Dps,a = Dps,a ∪ {St+1} and Drs,a = Drs,a ∪ {Ut+1}
21: end for
22: If the algorithm did not stop→ Run (, δ)-PAC algorithm
ular, the maximum error among all components, ∆ :=
max{∆rmax,∆pmax,∆σrmax,∆σpmax} is a fundamental param-
eter for our approach. In Section 4, we shall see how to
guarantee this assumption when facing tasks sequentially.
3.1. The PTUM Algorithm
We now present Policy Transfer from Uncertain Models
(PTUM), whose pseudo-code is provided in Algorithm 1.
Given the approximate models {M˜θ}θ∈Θ, whose maximum
error is bounded by ∆ from Assumption 1, and two values
, δ > 0, our approach returns a policy which, with proba-
bility at least 1− δ, is -optimal for the target task θ∗. We
now describe in detail all the steps of Algorithm 1.
First (lines 1-2), we check whether positive transfer can
occur. The intuition is that, if the approximate models are
too uncertain (i.e., ∆ is large), the transfer of a policy might
actually lead to poor performance in the target task, i.e.,
negative transfer occurs. Our algorithm checks whether ∆
is below a certain threshold (line 2). Otherwise, we run
any (, δ)-PAC2 algorithm to obtain an -optimal policy.
Later on, we shall discuss how this algorithm could be
2An algorithm is (, δ)-PAC if, with probability 1− δ, it com-
putes an -optimal policy using a polynomial number of samples
in the relevant problem-dependent quantities (Strehl et al., 2009).
Sequential Transfer in Reinforcement Learning with a Generative Model
chosen. Although the condition at line 2 seems restrictive,
as ∆ is required to be below a factor of , we conjecture this
dependency to be nearly-tight (at least in a worst-case sense).
In fact, Feng et al. (2019) have recently shown that the sole
knowledge of a poorly-approximate model cannot reduce
the worst-case sample complexity of any agent seeking
an -optimal policy. If the condition at line 2 fails, i.e.,
the models are accurate enough, we say that the algorithm
enters the transfer mode. Here, the generative model is
queried online until an -optimal policy is found. Similarly
to existing works on model identification (Dyagilev et al.,
2008; Brunskill & Li, 2013), the algorithm proceeds by
elimination. At each time-step t (up to at most n), we keep
a set Θ¯t ⊆ Θ of those models, called active, that are likely to
be (close approximations of) the target θ∗. This set is created
based on the distance between each model and the empirical
MDP constructed with the observed samples. Then, the
algorithm chooses the next state-action pair St, At to query
the generative model so that the samples from St, At are
informative to eliminate one of the ”wrong” models from the
active set. This process is iterated until the algorithm finds
a policy that is -optimal for all active models, in which
case the algorithm stops and returns such policy. We now
describe these main steps in detail.
Step 1. Building the empirical MDP In order to find the
set of active models Θ¯t at time t, the algorithm first builds
an empirical MDP as a proxy for the true one. Let Nt(s, a)
be the number of samples collected from s, a up to (and not
including) time t. First, the algorithm estimates, for each
s, a, the empirical rewards r̂t(s, a) and transition probabil-
ities p̂t(s, a) (lines 7-8). Then, it computes the empirical
variance of the rewards σ̂rt (s, a)
2 and of the optimal value
functions σ̂pt (s, a; θ
′)2 for each model θ′ ∈ Θ (lines 9-10).
This quantities are arbitrarily initialized when Nt(s, a) = 0.
Step 2. Building the confidence set We define the confi-
dence set Θ¯t as the set of models that are “compatible” with
the empirical MDP in all steps up to t. Formally, a model
θ ∈ Θ belongs to the confidence set Θ¯t at time t if it was
active before (i.e., θ ∈ Θ¯t−1) and the following conditions
are satisfied for all s ∈ S, a ∈ A, and θ′ ∈ Θ:
|r̂t(s, a)− r˜θ(s, a)| ≤ Crt,δ(s, a), (1)
|(p̂t(s, a)− p˜θ(s, a))T V˜ ∗θ′ | ≤ Cpt,δ(s, a, θ′), (2)
|σ̂rt (s, a)− σ˜rθ(s, a)| ≤ Cσrt,δ(s, a), (3)
|σ̂pt (s, a; θ′)− σ˜pθ (s, a; θ′)| ≤ Cσpt,δ(s, a). (4)
Intuitively, a model belongs to the confidence set if its dis-
tance to the empirical MDP does not exceed, in any com-
ponent, a suitable confidence level Ct,δ(s, a). The latter
has the form
√
log c/δ
Nt(s,a)
and is obtained from standard appli-
cations of Bernstein’s inequality (Boucheron et al., 2003).
We refer the reader to Appendix B for the full expression.
Alternatively, we say that a model is eliminated from the
confidence set (i.e., it will never be active again) as soon as
it is not compatible with the empirical MDP. It is important
to note that, with probability at least 1− δ, the target task θ∗
is never eliminated from Θ¯t (see Lemma 3 in Appendix B).
Step 3. Checking whether to stop After building the
confidence set, the algorithm checks whether the optimal
policy of some active model is (− 2∆ 1+γ1−γ )-optimal in all
other models in Θ¯t, in which case it stops and returns this
policy. As we shall see in our analysis, this ensures that the
returned policy is also -optimal for θ∗.
Step 4. Deciding where to query the generative model
The final step involves choosing the next state-action pair
St, At from which to obtain a sample. This is a key point
as the sampling rule is what directly determines the sample-
complexity of the algorithm. As discussed previously, our
algorithm eliminates the models from Θ¯t until the stopping
condition is verified. Therefore, a good sampling rule should
aim at minimizing the stopping time, i.e., it should aim at
eliminating as soon as possible all models that prevent the
algorithm from stopping. The design of our strategy is
driven by this principle. Given the set of active models
Θ¯t, we compute, for each s, a, a score It(s, a), which we
refer to as the index of s, a, that is directly related to the
information to discriminate between any two active models
using s, a only (lines 20-22). Then, we choose the s, a that
maximizes the index, which can be interpreted as sampling
the state-action pair that allows us to discard an active model
in the shortest possible time. We confirm this intuition in
our analysis later. Formally, our information measure is
defined as follows.
Definition 1 (Information for model discrimination). Let
θ, θ′ ∈ Θ. For ∆˜xs,a := [∆˜xs,a(θ, θ′) − 8∆]+, with x ∈
{r, p}, the information for discriminating between θ and θ′
using reward/transition samples from s, a are, respectively,
Irs,a(θ, θ′) = min

(
∆˜rs,a
σ˜rθ(s, a)
)2
, ∆˜rs,a
 ,
Ips,a(θ, θ′) = min

(
∆˜ps,a
σ˜pθ (s, a; θ)
)2
, (1− γ)∆˜ps,a
 .
The total information is the maximum of these two,
Is,a(θ, θ′) = max
{Irs,a(θ, θ′), Ips,a(θ, θ′)}.
The information I is a fundamental tool for our analysis and
it can be understood as follows. The terms on the left-hand
side are ratios of the squared deviation between the means
of the random variables involved and their variance. If these
random variables were Gaussian, this would be proportional
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to the Kullback-Leibler divergence between the distributions
induced by the two models, which in turn is related to their
mutual information. The terms on the right-hand side arise
from our choice of Bernstein’s confidence intervals but have
a minor role in the algorithm and its analysis.
3.2. Sample Complexity Analysis
We now analyze the sample complexity of Algorithm 1.
Throughout the analysis, we assume that the model uncer-
tainty ∆ is such that Algorithm 1 enters the transfer mode
and that the sample budget n is large enough to allow the
identification. The opposite case is of minor importance as
it reduces to the analysis of the chosen (, δ)-PAC algorithm.
Theorem 1. Assume ∆ is such that Algorithm 1 enters the
transfer mode. Let τ be the random stopping time and piτ
be the returned policy. Then, with probability at least 1− δ,
piτ is -optimal for θ∗ and the total number of queries to the
generative model can be bounded by
τ ≤ 128 min{SA, |Θ|} log(8SAn(|Θ|+ 1)/δ)
maxs,a minθ∈Θ Is,a(θ∗, θ)
,
where, for κ :=
(1−γ)
4 − ∆(1+γ)2 , the set Θ ⊆ Θ is
Θ :=
{
θ
∣∣∣ ‖r˜θ − r˜θ∗‖ > κ ∨ ‖(p˜θ − p˜θ∗)T V˜ ∗θ∗‖ > κγ
}
.
The proof, provided in Appendix B, combines standard tech-
niques used to analyze PAC algorithms (Azar et al., 2013b;
Zanette et al., 2019) with recent ideas in field of structured
multi-armed bandits (Tirinzoni et al., 2020). At first glance,
Theorem 1 looks quite different from the standard sample
complexity bounds available in the literature (Strehl et al.,
2009). We shall see now that it reveals many interesting
properties. First, this result implies that PTUM is (, δ)-PAC
as the sample complexity is bounded by polynomial func-
tions of all the relevant quantities. Next, we note that, except
for logarithmic terms, the sample complexity scales with
the minimum between the number of tasks and the number
of state-action pairs. As in practice, we expect the former
to be much smaller than the latter, we get a significant gain
compared to the no-transfer case, where, even with a gener-
ative model, the sample complexity is at least linear in SA.
The set Θ can be understood as the set of all models in Θ
whose optimal policy cannot be guaranteed as -optimal for
the target θ∗. As Lemma 6 in Appendix B shows, it is suffi-
cient to eliminate all models in this set to ensure stopping.
Our key result is that the sample complexity of PTUM is
proportional to the one of an ”oracle” strategy that knows in
advance the most informative state-action pairs to achieve
this elimination. Note, in fact, that the denominator involves
the information to discriminate any model in Θ with θ∗,
but the latter is not known to the algorithm. The following
result provides further insights into the improvements over
the no-transfer case.
Corollary 1. Let Γ be the minimum gap between θ∗ and
any other model in Θ,
Γ := min
θ 6=θ∗
max
{
‖r˜θ − r˜θ∗‖, ‖(p˜θ − p˜θ∗)T V˜ ∗θ∗‖
}
.
Then, with probability at least 1− δ,
τ ≤ O˜
(
min{SA, |Θ|} log(1/δ)
max{Γ2, 2}(1− γ)4
)
.
This result reveals that the sample complexity of Algo-
rithm 1 does not scale with , which is typically regarded
as the main term in PAC bounds. That is, when  is small,
the bound scales with the minimum gap Γ between the ap-
proximate models. Interestingly, the dependence on Γ is
the same as the one obtained by Brunskill & Li (2013), but
in our case it constitutes a worst-case scenario since Γ can
be regarded as the minimum positive information for model
discrimination, while Theorem 1 scales with the maximum
one. Moreover, since our sample complexity bound is never
worse than the one of Brunskill & Li (2013) and theirs
achieves robustness to negative transfer, PTUM directly in-
herits this property. We note that Γ > 0 since, otherwise,
two identical models would exist and one could be safely
neglected. The key consequence is that one could set  = 0
and the algorithm would retrieve an optimal policy. How-
ever, this requires the models to be perfectly approximated
so as to enter the transfer mode. Finally, we point out that
the optimal dependence on the discount factor was proved
to be O(1/(1 − γ)3) (Azar et al., 2013b). Here, we get a
slightly sub-optimal result since, for simplicity, we naively
upper-bounded the variances with their maximum value, but
a more involved analysis (e.g., those by Azar et al. (2013b);
Sidford et al. (2018)) should lead to optimal dependence.
3.3. Discussion
The sampling procedure of PTUM (Step 4) relies on the
availability of a generative model to query informative state-
action pairs. We note that the definition of informative
state-action pair and all other components of the algorithm
are independent on the assumption that a generative model is
available. Therefore, one could use ideas similar to PTUM
even in the absence of a generative model. For instance, tak-
ing inspiration from E3 (Kearns & Singh, 2002), we could
build a surrogate “exploration” MDP with high rewards in
informative state-action pairs and solve this MDP to obtain a
policy that autonomously navigates the true environment to
collect information. Alternatively, we could use the informa-
tion measure Is,a as an exploration bonus (Jian et al., 2019).
We conjecture that the analysis of this kind of approaches
would follow quite naturally from the one of PTUM under
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the standard assumption of finite MDP diameter D < ∞
(Jaksch et al., 2010), for which the resulting bound would
have an extra linear scaling inD as in prior works (Brunskill
& Li, 2013).
PTUM calls an (, δ)-PAC algorithm whenever the models
are too inaccurate or whenever n queries to the generative
model are not sufficient to identify a near-optimal policy.
This algorithm can be freely chosen among those avail-
able in the literature. For instance, we could choose the
MaxQInit algorithm of Abel et al. (2018) which uses an
optimistic value function to initialize the learning process
of a PAC-MDP method (Strehl et al., 2009). In our case, the
information about θ∗ collected through the generative model
could be used to compute much tighter upper bounds to the
optimal value function than those obtained solely from pre-
vious tasks, thus significantly reducing the overall sample
complexity. Alternatively, we could use the Finite-Model-
RL algorithm of (Brunskill & Li, 2013) or the Parameter
ELimination (PEL) method of (Dyagilev et al., 2008) by
passing the set of survived models Θ¯n instead of Θ, so that
the number of remaining eliminations is potentially much
smaller than |Θ|.
4. Learning Sequentially-Related Tasks
We now show how to estimate the MDP models (i.e., the
reward and transition probabilities) for each θ sequentially,
together with the task-transition matrix T . The method we
propose allows us to obtain confidence bounds over these
estimates which can be directly plugged into Algorithm 1
to find an -optimal policy for each new task.
We start by noticing that our sequential transfer setting can
be formulated as a hidden Markov model (HMM) where the
target tasks {θ∗h}h≥1 are the unobserved variables, or hidden
states, which evolve according to T , and the samples col-
lected while learning each task are the agent’s observations.
Formally, consider the h-th task θ∗h and, with some abuse of
notation, let q̂h(u|s, a) and p̂h(s′|s, a) respectively denote
the empirical reward distribution and transition model esti-
mated after solving θ∗h and, without loss of generality, after
collecting at least one sample from each state-action pair.
In order to simplify the exposition and analysis, we assume,
in this section only, that the reward-space is finite with U
elements.3 It is easy to see that E [q̂h(u|s, a)|θ∗h = θ] =
qθ(u|s, a) and E [p̂h(s′|s, a)|θ∗h = θ] = pθ(s′|s, a). Fur-
thermore, the random variables q̂h(u|s, a) and p̂h(s′|s, a)
are conditionally independent of all other variables given
the target task θ∗h. Let oh ∈ Rd, for d = SA(S + U), be a
vectorized version of these empirical models (i.e., our ob-
servation vector), oh = [vec(q̂); vec(p̂)]. Let O ∈ Rd×k be
3The proposed methods can be applied to continuous reward
distributions, e.g., Gaussian, with only minor tweaks.
Algorithm 2 Sequential Transfer
1: Initialize set of approximate models {M˜1θ}θ∈Θ, model
errors ∆1 ←∞, and initial active set Θ˜1 ← Θ
2: for h = 1, 2, . . . do
3: Receive new task θ∗h ∼ T (·|θ∗h−1)
4: Run Algorithm 1 with {M˜hθ}θ∈Θ˜h and ∆h
5: Obtain estimates q̂h(u|s, a) and p̂h(s′|s, a)
6: Estimate Ôh, T̂h using Algorithm 3 in Appendix C
7: Update model estimates {M˜h+1θ }θ∈Θ from Ôh
8: Compute model error ∆h
9: Predict set of initial models Θ˜h+1 from T̂h
10: end for
defined as O = [µ1, µ2, . . . , µk] with µj := E [oh|θ∗h = θj ].
Intuitively, O has the (exact) flattened MDP models as its
columns and can be regarded as the matrix of conditional-
observation means for our HMM. Then, the problem reduces
to estimating the matrices T and O while facing sequential
tasks, which is a standard HMM learning problem. Spec-
tral methods (Anandkumar et al., 2012; 2014) have been
widely applied for this purpose. Besides their good em-
pirical performance, these approaches typically come with
strong finite-sample guarantees, which is a fundamental
tool for our study. We also note that spectral methods have
already been applied to solve problems related to ours, in-
cluding transfer in multi-armed bandits (Azar et al., 2013a)
and learning POMDPs (Azizzadenesheli et al., 2016; Guo
et al., 2016). Here, we apply the tensor decomposition ap-
proach of Anandkumar et al. (2014). As their algorithm is
quite involved, we include a brief description in Appendix C,
while in the following we focus on analyzing the estimated
HMM parameters.
Our high-level sequential transfer procedure, which com-
bines PTUM with HMM learning, is presented in Algo-
rithm 2. The approach keeps a running estimate of all MDP
models {M˜hθ}θ∈Θ together with a bound on their errors ∆h.
These estimates are used to solve each task via PTUM (line
4) and updated by plugging the resulting observations into
the spectral method (lines 5-7). Then, the error bounds of
the new estimates are computed as explained in Section 4.1
(line 8). Finally, the estimated task-transition matrix is used
to predict which tasks are more likely to occur and the re-
sulting set Θ˜h+1 is used to run PTUM at the next step.
4.1. Error Bounds for the Estimated Models
We now derive finite-sample bounds on the estimation error
of each MDP model. First, we need the following assump-
tion, due to Anandkumar et al. (2012), to ensure that we can
recover the HMM parameters from the samples.
Assumption 2. The matrix O is full column-rank. Further-
more, the stationary distribution of the underlying Markov
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chain, ω ∈ P(Θ), is such that ω(θ) > 0 for all θ ∈ Θ.
As noted by Anandkumar et al. (2012), this assumption is
milder than assuming minimal positive gaps between the
different models (as was done, e.g., by Brunskill & Li (2013)
and Liu et al. (2016)). We now present the main result of
this section, which provides deviation inequalities between
true and estimated models that hold uniformly over time.
Theorem 2. Let {M˜hθ}θ∈Θ,h≥1 be the sequence of MDP
models estimated by Algorithm 2, with p˜h,θ(s′|s, a) and
q˜h,θ(u|s, a) the transition and reward distributions, V˜ ∗h,θ
the optimal value functions, and σ˜rh,θ(s, a), σ˜
p
h,θ(s, a; θ
′)
the corresponding variances. There exist constants
ρ, ρr, ρp, ρσr , ρσp such that, for δ
′ ∈ (0, 1), if
h > ρ log
2h2SA(S + U)
δ′
,
then, with probability at least 1 − δ′, the following hold
simultaneously for all h ≥ 1, s ∈ S, a ∈ A, and θ, θ′ ∈ Θ:
|rθ(s, a)− r˜h,θ(s, a)| ≤ ρr
√
log ch,δ′
h
,
|(pθ(s, a)− p˜h,θ(s, a))T V˜ ∗h,θ′ | ≤ ρp
√
log ch,δ′
h
,
|σrθ(s, a)− σ˜rh,θ(s, a)| ≤ ρσr
√
log ch,δ′
h
,
|σrθ(s, a; θ′)− σ˜ph,θ(s, a; θ′)| ≤ ρσp
√
log ch,δ′
h
,
where ch,δ′ := pi2h2SA(S + U)/δ′.
To favor readability, we collapsed all terms of minor rel-
evance to our purpose into the constants ρ. These are
functions of the given family of tasks (through maxi-
mum/minimum eigenvalues of the covariance matrices in-
troduced previously) and of the underlying Markov chain.
Full expressions are reported in Appendix D. These bounds
provide us with the desired deviations between the true and
estimated models and can be used as input to the PTUM
algorithm to learn each task in the sequential setup. It is im-
portant to note that, like other applications of spectral meth-
ods to RL problems (Azar et al., 2013a; Azizzadenesheli
et al., 2016), the constants ρ are not known in practice and
should be regarded as a parameter of the algorithm. Such a
parameter can be interpreted as the confidence level in a stan-
dard confidence interval. Finally, regardless of constants,
these deviations decay at the classic rate of O(1/√h), so
that the agent recovers the perfect models of all tasks in the
asymptotic regime. This also implies that the agent needs
to observe O(1/2) tasks before PTUM enters the transfer
mode, which is theoretically tight in the worst-case (Feng
et al., 2019) but quite conservative in practice.
4.2. Exploiting the Inter-Task Dynamics
We now show how the agent can exploit the task-transition
matrix T to further reduce the sample complexity. Suppose
that T and the identity of the current task θ∗h are known.
Then, through T (·|θ∗h), the agent has prior knowledge about
the next task and it could, for instance, discard all mod-
els whose probability is low enough without even passing
them to the PTUM algorithm. Using this insight, we can
design an approach to pre-process the initial set of models
by replacing T with its estimate T̂ . Let T̂h be the estimated
task-transition matrix and Θ¯h be the set of active models
returned by Algorithm 1. Then, by design of the algorithm,
Θ¯h contains the target task θ∗h with sufficient probability
and thus we can predict the probability that θ∗h+1 is equal to
some θ as
∑
θ′∈Θ¯h T̂h(θ, θ
′). Our idea is to check whether
this probability, plus some confidence value, is lower than a
certain threshold η. In such a case, we discard θ from the
initial set of models Θ˜h+1 to be used at the next step. The
following theorem ensures that, for a well-chosen threshold
value, the target model is never discarded from the initial
set at any time with high probability.
Theorem 3. Let δ′ ∈ (0, 1) and δ ≤ δ′3m2 be the confidence
value for Algorithm 1. Suppose that, before each task h, a
model θ is eliminated from the initial active set if:∑
θ′∈Θ¯h
T̂h(θ, θ
′) + δk + ρT k
√
log(9kdm2/δ′)
h
≤ η.
Then, for η = δ
′
3km2 , with probability at least 1− δ′, at any
time the true model is never eliminated from the initial set.
As before, we collapsed minor terms into the constant ρT .
When T is sparse (e.g., only a small number of successor
tasks is possible), this technique could significantly reduce
the sample complexity to identify a near-optimal policy as
many models are discarded even before starting PTUM.
5. Related Works
In recent years, there has been a growing interest in under-
standing transfer in RL from a theoretical viewpoint. The
work by Brunskill & Li (2013) and its follow-up by Liu
et al. (2016) are perhaps the most related to ours. The au-
thors consider a multi-task scenario in which the agent faces
finitely many tasks drawn from a fixed distribution. Al-
though their methods are designed for task identification,
they do not actively seek information as our algorithm does
and the resulting guarantees are therefore weaker. Azar et al.
(2013a) present similar ideas in the context of multi-armed
bandits. Like our work, they employ spectral methods to
learn tasks sequentially, without however exploiting any
temporal correlations. Dyagilev et al. (2008) propose a
method for task identification based on sequential hypoth-
esis testing. Their algorithm explores the environment by
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Figure 1. Policy transfer from known models. (left) Optimism gains
information. (right) High-reward states are poorly informative.
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Figure 2. Sequential transfer experiment. (left) The normalized
sample complexity. (right) Performance of the computed policies.
running optimistic policies and, like ours, aims at eliminat-
ing models from a confidence set. Mann & Choe (2012)
and Abel et al. (2018) study how to to achieve jumpstart.
The idea is to optimistically initialize the value function
of the target task and then run any PAC algorithm. The
resulting methods provably achieve positive transfer. Mah-
mud et al. (2013) cluster solved tasks in a few groups to
ease policy transfer, which relates to our spectral learning
of MDP models. Our setup is also related to other RL set-
tings, including contextual MDPs (Hallak et al., 2015; Jiang
et al., 2017; Modi et al., 2018; Sun et al., 2018), where the
decision process depends on latent contexts, and hidden-
parameter MDPs (Doshi velez & Konidaris, 2013; Killian
et al., 2017), which follow a similar idea. Finally, we notice
that the PAC-MDP framework has been widely employed
to study RL algorithms (Strehl et al., 2009). Many of the
above-mentioned works take inspiration from classic PAC
methodologies, including the well-known E3 (Kearns &
Singh, 2002), R-MAX (Brafman & Tennenholtz, 2002), and
Delayed Q-learning (Strehl et al., 2006), and so does ours.
6. Experiments
The goal of our experiments is twofold. First, we analyze
the performance of PTUM when the task models are known,
focusing on the comparison between identification and jump-
start strategies. Then, we consider the sequential setting and
show that our approach progressively transfers knowledge
and exploits the temporal task correlations to improve over
”static” transfer methods. Due to space constraints, here we
present only the high-level setup of each experiment and
discuss the results. We refer the reader to Appendix E for all
the details and further results. All our plots report averages
of 100 runs with 99% Student’s t confidence intervals.
Identification vs Jumpstart For this experiment, we
adopt a standard 12× 12 grid-world divided into two parts
by a vertical wall (i.e., the 4-rooms domain of Sutton et al.
(1999) with only two rooms). The agent starts in the left
room and must reach a goal state in the right one, with the
two rooms connected by a door. We consider 12 different
tasks, whose models are known to the agent, with different
goal and door locations. We compare PTUM with three
baselines: RMAX (Brafman & Tennenholtz, 2002), which
does not perform any transfer, RMAX with MaxQInit (Abel
et al., 2018), in which the Q-function is initialized optimisti-
cally to achieve a jumpstart, and PEL (Dyagilev et al., 2008),
which performs model identification. Not to give advantage
to PTUM, as the other algorithms run episodes online with
no generative model, in our plots we count each sample
taken by PTUM as one episode and assign it the minimum
reward value. Once PTUM returns a policy, we report its
online performance. The results in Figure 1(left) show that
the two identification methods find an optimal policy in a
very small number of episodes. The jumpstart of MaxQInit
is delayed since the optimistic Q-function directs the agent
towards the wall, but finding the door takes many samples.
PEL, which is also optimistic, instantly identifies the solu-
tion since attempts to cross the wall in locations without
a door immediately discriminate between tasks. This is in
fact an example where the optimism principle leads to both
rewards and information. To understand why this is not
always the case, we run the same experiment by removing
the wall and adding multiple goal locations with different
reward values. Some goals have uniformly high values over
all tasks (thus they provide small information) while others
are more variable (thus with higher information). In Fig-
ure 1(right), we see that both PEL and MaxQInit achieve a
high jumpstart, as they immediately go towards one of the
goals, but converge much more slowly than PTUM, which
focuses on the informative ones.
Sequential Transfer We consider a variant of the object-
world domain by Levine et al. (2011). Here, we have a
5 × 5 grid where each cell can contain one of 11 possible
items with different values (or no items at all). There are
8 possible tasks, each of which randomizes the items with
probabilities inversely proportional to their value. In order
to show the benefits of exploiting temporal correlations, we
design a sparse task-transition matrix in which each task
has only a few possible successors. We run our sequen-
tial transfer method (Algorithm 2) and compare it with a
variant that ignores the inter-task dynamics and only per-
forms ”static” transfer (i.e., only the estimated MDP models
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are used). We note that model-learning in this variant re-
duces to the spectral method proposed by Azar et al. (2013a)
for bandits. For the initial phase of the learning process,
where the transfer condition is not satisfied, we solve each
task by sampling state-action pairs uniformly as in Azar
et al. (2013b). Figure 2(left) shows the normalized number
of samples required by PTUM to solve each task starting
from the first step in which the algorithm enters the transfer
mode4. We can appreciate that the sample complexities of
both variants decay as the number of tasks grows, meaning
that the learned models become more and more accurate.
As expected, the sequential version outperforms the static
one by exploiting the temporal task correlations. It is im-
portant to note that the normalized sample complexity of
our algorithm goes below 1 (i.e., below the oracle). This
is a key point as the sample complexity of oracle PTUM
is computed with the set of all models as input, while the
sequential approach filters this set based on the estimated
task-transition matrix. In Figure 2(right), we confirm that
both variants of our approach return near-optimal policies
at all steps (all are -optimal for the chosen value of ). We
also report the performance of the policies computed by
MaxQInit when the same maximum-sample budget as our
approach is given (to be fair, we overestimated it as 5 to 10
times larger than what oracle PTUM needs). Although for
MaxQInit we used the oracle optimistic initialization (with
the true Q-functions), the algorithm is not able to obtain
near-optimal performance using the given budget, while
PTUM achieves it despite the estimated models.
7. Conclusion
We studied two important questions in lifelong RL. First, we
addressed the problem of quickly identifying a near-optimal
policy to be transferred among the solutions of previously-
solved tasks. The proposed approach sheds light on how to
design strategies that actively seek information to reduce
identification time, and our sample complexity bounds con-
firm a significant positive transfer. Second, we showed that
learning sequentially-related tasks is not significantly harder
than the common case where they are statically sampled
from a fixed distribution. By combining these two building
blocks, we obtained an algorithm that sequentially learns the
task structure, exploits temporal correlations, and quickly
identifies the solution of each new task. We confirmed
these properties in simple simulated domains, showing the
benefits of identification over jumpstart strategies and of
exploiting temporal task relations.
Our work opens up several interesting directions. Our ideas
for task identification could be extended to the online set-
ting, where a generative model is not available. Here, we
4The sample complexity to solve each task is divided by the
one of the oracle version of PTUM with known models
would probably need a more principled trade-off between
information and rewards, which can be modeled by differ-
ent objectives (such as regret). Furthermore, it would be
interesting to study the sequential transfer setting in large
continuous MDPs. Here we could take inspiration from
recent papers on meta RL that learn latent task representa-
tions (Humplik et al., 2019; Lan et al., 2019; Rakelly et al.,
2019; Zintgraf et al., 2019) and meta-train policies that seek
information for quickly identifying the task parameters.
References
Abel, D., Jinnai, Y., Guo, S. Y., Konidaris, G., and Littman,
M. Policy and value transfer in lifelong reinforcement
learning. In Dy, J. and Krause, A. (eds.), Proceedings of
the 35th International Conference on Machine Learning,
volume 80 of Proceedings of Machine Learning Research,
pp. 20–29, Stockholmsmssan, Stockholm Sweden, 10–15
Jul 2018. PMLR.
Anandkumar, A., Hsu, D., and Kakade, S. M. A method of
moments for mixture models and hidden markov models.
In Conference on Learning Theory, pp. 33–1, 2012.
Anandkumar, A., Ge, R., Hsu, D., Kakade, S. M., and
Telgarsky, M. Tensor decompositions for learning latent
variable models. Journal of Machine Learning Research,
15:2773–2832, 2014.
Azar, M., Lazaric, A., and Brunskill, E. Sequential trans-
fer in multi-armed bandit with finite set of models. In
Burges, C. J. C., Bottou, L., Welling, M., Ghahramani,
Z., and Weinberger, K. Q. (eds.), Advances in Neural In-
formation Processing Systems 26, pp. 2220–2228. Curran
Associates, Inc., 2013a.
Azar, M., Munos, R., and Kappen, H. J. Minimax pac
bounds on the sample complexity of reinforcement learn-
ing with a generative model. Machine Learning, 91(3):
325–349, Jun 2013b.
Azizzadenesheli, K., Lazaric, A., and Anandkumar, A. Re-
inforcement learning of pomdps using spectral methods.
arXiv preprint arXiv:1602.07764, 2016.
Barreto, A., Dabney, W., Munos, R., Hunt, J. J., Schaul, T.,
van Hasselt, H. P., and Silver, D. Successor features for
transfer in reinforcement learning. In Guyon, I., Luxburg,
U. V., Bengio, S., Wallach, H., Fergus, R., Vishwanathan,
S., and Garnett, R. (eds.), Advances in Neural Informa-
tion Processing Systems 30, pp. 4055–4065. Curran As-
sociates, Inc., 2017.
Barreto, A., Borsa, D., Quan, J., Schaul, T., Silver, D.,
Hessel, M., Mankowitz, D., Zidek, A., and Munos, R.
Transfer in deep reinforcement learning using successor
Sequential Transfer in Reinforcement Learning with a Generative Model
features and generalised policy improvement. In Inter-
national Conference on Machine Learning, pp. 501–510,
2018.
Boucheron, S., Lugosi, G., and Bousquet, O. Concentration
inequalities. In Summer School on Machine Learning, pp.
208–240. Springer, 2003.
Brafman, R. I. and Tennenholtz, M. R-max-a general poly-
nomial time algorithm for near-optimal reinforcement
learning. Journal of Machine Learning Research, 3(Oct):
213–231, 2002.
Brunskill, E. and Li, L. Sample complexity of multi-task
reinforcement learning. arXiv preprint arXiv:1309.6821,
2013.
Choi, S. P., Yeung, D.-Y., and Zhang, N. L. An environ-
ment model for nonstationary reinforcement learning. In
Advances in neural information processing systems, pp.
987–993, 2000a.
Choi, S. P., Yeung, D.-Y., and Zhang, N. L. Hidden-mode
markov decision processes for nonstationary sequential
decision making. In Sequence Learning, pp. 264–287.
Springer, 2000b.
Doshi velez, F. and Konidaris, G. Hidden parameter markov
decision processes: A semiparametric regression ap-
proach for discovering latent task parametrizations. IJCAI
: proceedings of the conference, 2016, 08 2013.
Dyagilev, K., Mannor, S., and Shimkin, N. Efficient rein-
forcement learning in parameterized models: Discrete
parameter case. In European Workshop on Reinforcement
Learning, pp. 41–54. Springer, 2008.
Feng, F., Yin, W., and Yang, L. F. Does knowledge transfer
always help to learn a better policy? arXiv preprint
arXiv:1912.02986, 2019.
Ferna´ndez, F. and Veloso, M. Probabilistic policy reuse in a
reinforcement learning agent. In Proceedings of the fifth
international joint conference on Autonomous agents and
multiagent systems, pp. 720–727, 2006.
Guo, Z. D., Doroudi, S., and Brunskill, E. A pac rl algo-
rithm for episodic pomdps. In Artificial Intelligence and
Statistics, pp. 510–518, 2016.
Hadoux, E., Beynier, A., and Weng, P. Solving hidden-semi-
markov-mode markov decision problems. In Interna-
tional Conference on Scalable Uncertainty Management,
pp. 176–189. Springer, 2014.
Hallak, A., Di Castro, D., and Mannor, S. Con-
textual markov decision processes. arXiv preprint
arXiv:1502.02259, 2015.
Humplik, J., Galashov, A., Hasenclever, L., Ortega, P. A.,
Teh, Y. W., and Heess, N. Meta reinforcement learning as
task inference. arXiv preprint arXiv:1905.06424, 2019.
Jaksch, T., Ortner, R., and Auer, P. Near-optimal regret
bounds for reinforcement learning. Journal of Machine
Learning Research, 11:1563–1600, 2010.
Jian, Q., Fruit, R., Pirotta, M., and Lazaric, A. Exploration
bonus for regret minimization in discrete and continuous
average reward mdps. In Advances in Neural Information
Processing Systems, pp. 4890–4899, 2019.
Jiang, N., Krishnamurthy, A., Agarwal, A., Langford, J.,
and Schapire, R. E. Contextual decision processes with
low bellman rank are pac-learnable. In Proceedings of
the 34th International Conference on Machine Learning-
Volume 70, pp. 1704–1713. JMLR. org, 2017.
Kearns, M. and Singh, S. Near-optimal reinforcement learn-
ing in polynomial time. Machine learning, 49(2-3):209–
232, 2002.
Killian, T. W., Daulton, S., Konidaris, G., and Doshi-Velez,
F. Robust and efficient transfer learning with hidden
parameter markov decision processes. In Advances in
Neural Information Processing Systems, pp. 6250–6261,
2017.
Konidaris, G., Scheidwasser, I., and Barto, A. Transfer in
reinforcement learning via shared features. Journal of
Machine Learning Research, 13(May):1333–1371, 2012.
Lan, L., Li, Z., Guan, X., and Wang, P. Meta reinforcement
learning with task embedding and shared policy. arXiv
preprint arXiv:1905.06527, 2019.
Lazaric, A. Transfer in reinforcement learning: a framework
and a survey. In Reinforcement Learning, pp. 143–173.
Springer, 2012.
Lazaric, A., Restelli, M., and Bonarini, A. Transfer of
samples in batch reinforcement learning. In Proceedings
of the 25th international conference on Machine learning,
pp. 544–551. ACM, 2008.
Levine, S., Popovic, Z., and Koltun, V. Nonlinear inverse
reinforcement learning with gaussian processes. In Ad-
vances in Neural Information Processing Systems, pp.
19–27, 2011.
Liu, Y. and Stone, P. Value-function-based transfer for
reinforcement learning using structure mapping. In Pro-
ceedings of the 21st national conference on Artificial
intelligence-Volume 1, pp. 415–420, 2006.
Liu, Y., Guo, Z., and Brunskill, E. Pac continuous state on-
line multitask reinforcement learning with identification.
Sequential Transfer in Reinforcement Learning with a Generative Model
In Proceedings of the 2016 International Conference on
Autonomous Agents & Multiagent Systems, pp. 438–446,
2016.
Mahmud, M., Hawasly, M., Rosman, B., and Ramamoorthy,
S. Clustering markov decision processes for continual
transfer. arXiv preprint arXiv:1311.3959, 2013.
Mann, T. A. and Choe, Y. Directed exploration in reinforce-
ment learning with transferred knowledge. 2012.
Maurer, A. and Pontil, M. Empirical bernstein bounds
and sample variance penalization. arXiv preprint
arXiv:0907.3740, 2009.
Meng, L. and Zheng, B. The optimal perturbation bounds of
the moore–penrose inverse under the frobenius norm. Lin-
ear algebra and its applications, 432(4):956–963, 2010.
Modi, A., Jiang, N., Singh, S., and Tewari, A. Markov
decision processes with continuous side information. In
Algorithmic Learning Theory, pp. 597–618, 2018.
Pukelsheim, F. Optimal design of experiments. SIAM, 2006.
Puterman, M. L. Markov decision processes: discrete
stochastic dynamic programming. John Wiley & Sons,
2014.
Rakelly, K., Zhou, A., Finn, C., Levine, S., and Quillen, D.
Efficient off-policy meta-reinforcement learning via prob-
abilistic context variables. In International conference on
machine learning, pp. 5331–5340, 2019.
Rosman, B., Hawasly, M., and Ramamoorthy, S. Bayesian
policy reuse. Machine Learning, 104(1):99–127, 2016.
Sidford, A., Wang, M., Wu, X., Yang, L., and Ye, Y. Near-
optimal time and sample complexities for solving markov
decision processes with a generative model. In Advances
in Neural Information Processing Systems, pp. 5186–
5196, 2018.
Strehl, A. L., Li, L., Wiewiora, E., Langford, J., and Littman,
M. L. Pac model-free reinforcement learning. In Pro-
ceedings of the 23rd international conference on Machine
learning, pp. 881–888, 2006.
Strehl, A. L., Li, L., and Littman, M. L. Reinforcement
learning in finite mdps: Pac analysis. Journal of Machine
Learning Research, 10(Nov):2413–2444, 2009.
Sun, S. A survey of multi-view machine learning. Neural
computing and applications, 23(7-8):2031–2038, 2013.
Sun, W., Jiang, N., Krishnamurthy, A., Agarwal, A., and
Langford, J. Model-based rl in contextual decision pro-
cesses: Pac bounds and exponential improvements over
model-free approaches. arXiv preprint arXiv:1811.08540,
2018.
Sutton, R. S. and Barto, A. G. Reinforcement learning: An
introduction, volume 1. MIT press Cambridge, 1998.
Sutton, R. S., Precup, D., and Singh, S. Between mdps
and semi-mdps: A framework for temporal abstraction in
reinforcement learning. Artificial intelligence, 112(1-2):
181–211, 1999.
Sutton, R. S., McAllester, D. A., Singh, S. P., and Mansour,
Y. Policy gradient methods for reinforcement learning
with function approximation. In Advances in neural in-
formation processing systems, pp. 1057–1063, 2000.
Taylor, M. E. and Stone, P. Transfer learning for reinforce-
ment learning domains: A survey. Journal of Machine
Learning Research, 10(Jul):1633–1685, 2009.
Taylor, M. E., Jong, N. K., and Stone, P. Transferring in-
stances for model-based reinforcement learning. In Joint
European Conference on Machine Learning and Knowl-
edge Discovery in Databases, pp. 488–505. Springer,
2008.
Tirinzoni, A., Rodriguez Sanchez, R., and Restelli, M.
Transfer of value functions via variational methods. In
Bengio, S., Wallach, H., Larochelle, H., Grauman, K.,
Cesa-Bianchi, N., and Garnett, R. (eds.), Advances in
Neural Information Processing Systems 31, pp. 6179–
6189. Curran Associates, Inc., 2018a.
Tirinzoni, A., Sessa, A., Pirotta, M., and Restelli, M. Im-
portance weighted transfer of samples in reinforcement
learning. In Dy, J. and Krause, A. (eds.), Proceedings of
the 35th International Conference on Machine Learning,
volume 80 of Proceedings of Machine Learning Research,
pp. 4936–4945, Stockholmsmssan, Stockholm Sweden,
10–15 Jul 2018b. PMLR.
Tirinzoni, A., Salvini, M., and Restelli, M. Transfer of sam-
ples in policy search via multiple importance sampling.
In Chaudhuri, K. and Salakhutdinov, R. (eds.), Proceed-
ings of the 36th International Conference on Machine
Learning, volume 97 of Proceedings of Machine Learn-
ing Research, pp. 6264–6274, Long Beach, California,
USA, 09–15 Jun 2019. PMLR.
Tirinzoni, A., Lazaric, A., and Restelli, M. A novel
confidence-based algorithm for structured bandits. In
Chiappa, S. and Calandra, R. (eds.), Proceedings of the
Twenty Third International Conference on Artificial In-
telligence and Statistics, volume 108 of Proceedings of
Machine Learning Research, pp. 3175–3185, Online, 26–
28 Aug 2020. PMLR.
Yang, J., Petersen, B., Zha, H., and Faissol, D. Single
episode policy transfer in reinforcement learning. arXiv
preprint arXiv:1910.07719, 2019.
Sequential Transfer in Reinforcement Learning with a Generative Model
Yin, H. and Pan, S. J. Knowledge transfer for deep rein-
forcement learning with hierarchical experience replay.
In Thirty-First AAAI Conference on Artificial Intelligence,
2017.
Zanette, A., Kochenderfer, M. J., and Brunskill, E. Almost
horizon-free structure-aware best policy identification
with a generative model. In Advances in Neural Informa-
tion Processing Systems, pp. 5625–5634, 2019.
Zintgraf, L., Shiarlis, K., Igl, M., Schulze, S., Gal, Y., Hof-
mann, K., and Whiteson, S. Varibad: A very good method
for bayes-adaptive deep rl via meta-learning. arXiv
preprint arXiv:1910.08348, 2019.
Sequential Transfer in Reinforcement Learning with a Generative Model
A. Notation
Symbol Expression Meaning
Θ - Set of parameters
k |Θ| Number of possible parameters/tasks
n - Sample budget for querying the generative model (Section 3)
m - Maximum number of tasks in the sequential setting (Section 4)
S - Set of S states
A - Set of A actions
U - Set of reward values (finite with cardinality U for Section 4 only)
T - Task-transition matrix
pθ(s
′|s, a) - Transition probabilities of MDPMθ
qθ(u|s, a) - Reward distribution of MDPMθ
rθ(s, a) - Mean reward of MDPMθ
γ - Discount factor
V piθ (s) E
pi
θ [
∑∞
t=0 γ
tUt|S0 = s] Value function of policy pi in MDPMθ
V ∗θ (s) maxpi V
pi
θ (s) Optimal value function for MDPMθ
σrθ(s, a)
2 Varqθ(·|s,a)[U ] Reward variance in taskMθ
σpθ (s, a; θ
′)2 Varpθ(·|s,a)[V
∗
θ′(S
′)] Transition/value-function variance in taskMθ
∆rs,a(θ, θ
′) |rθ(s, a)− rθ′(s, a)| Reward-gaps between tasks θ and θ′
∆ps,a(θ, θ
′) |(pθ(s, a)− pθ′(s, a))TV ∗θ | Transition-gaps between tasks θ and θ′
∆ - Estimation error of the approximate models (Assumption 1)
, δ - Accuracy and confidence level for Algorithm 1
r̂t, p̂t, σ̂
r
t , σ̂
p
t See Algorithm 1 Empirical models after t steps
Cxt,δ(s, a) See Lemma 3 Bernstein confidence intervals for x ∈ {r, p, σr, σp}
Θ¯t See Algorithm 1 Confidence set a t time t
Irs,a(θ, θ′) See Definition 1 Reward information for discriminating θ, θ′
Ips,a(θ, θ′) See Definition 1 Transition information for discriminating θ, θ′
It(s, a) max {Irt (s, a), Ipt (s, a)} Index of s, a at time t (see Algorithm 1)
O - Mean-observation matrix containing the flattened MDP models
Ôh, T̂h - Estimated observation and task-transition matrices after h tasks
r˜h,θ, p˜h,θ, σ˜
r
h,θ, σ˜
p
h,θ - Estimated models after h tasks
Θ˜h - Initial set of models for running PTUM on the h-th task
ρx or ρx(Θ, T ) See Appendix D Constants in the analysis of the spectral learning algorithm
Table 1. The notation adopted in this paper.
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B. Analysis of the PTUM Algorithm
B.1. Definitions and Assumptions
The analysis is carried out under the following two assumptions.
Assumption 3. Algorithm 1 always enters the transfer mode. That is, the model uncertainty is such that ∆ < (1−γ)4(1+γ) .
Assumption 4. The sample budget n is large enough to allow Algorithm 1 to identify an -optimal policy.
These two assumptions allow us to analyze only the core part of PTUM (i.e., the transfer mode), thus excluding trivial
cases in which the chosen (, δ)-PAC algorithm is called. In fact, if Assumption 3 does not hold, the sample complexity for
computing an -optimal policy is equivalent to the one of the chosen algorithm. Similarly, if Assumption 4 does not hold, the
sample complexity is n (the samples collected by the generative model) plus the sample complexity of the chosen algorithm.
We define the event E := {∀t = 1, ..., n : θ∗ ∈ Θ¯t} under which the true model is never eliminated from the active model
set. This event will be used extensively throughout the whole analysis.
B.2. Concentration Inequalities
Lemma 1 (Bernstein’s inequality (Boucheron et al., 2003)). Let X be a random variable such that |X| ≤ c almost surely,
X1, . . . , Xn n i.i.d. samples of X , and δ > 0. Then, with probability at least 1− δ,∣∣∣∣∣E [X]− 1n
n∑
i=1
Xi
∣∣∣∣∣ ≤
√
2Var[X] log 2δ
n
+
c log 2δ
3n
.
Lemma 2 (Empirical Bernstein’s inequality (Maurer & Pontil, 2009)). Let X be a random variable such that |X| ≤ c
almost surely, X1, . . . , Xn n i.i.d. samples of X , and δ > 0. Then, with probability at least 1− δ,∣∣∣∣∣E [X]− 1n
n∑
i=1
Xi
∣∣∣∣∣ ≤
√
2V̂ar[X] log 4δ
n
+
7c log 4δ
3(n− 1) ,
where V̂ar[X] denotes the empirical variance of X using n samples.
B.3. Lemmas
We begin by showing that the true model is never eliminated from the confidence sets of Algorithm 1 with high probability.
Lemma 3 (Valid confidence sets). Let δ > 0 and, for Nt(s, a) > 1,
Crt,δ(s, a) =
√
2σ̂rt (s, a)
2 log 8SAn(|Θ|+1)δ
Nt(s, a)
+
7 log 8SAn(|Θ|+1)δ
3(Nt(s, a)− 1) + ∆
r
max,
Cpt,δ(s, a; θ
′) =
√
2σ̂pt (s, a; θ
′)2 log 8SAn(|Θ|+1)δ
Nt(s, a)
+
7 log 8SAn(|Θ|+1)δ
3(Nt(s, a)− 1)(1− γ) + ∆
p
max,
Cσ
r
t,δ(s, a) =
√
2 log 4SAn(|Θ|+1)δ
Nt(s, a)− 1 + ∆
σr
max,
Cσ
p
t,δ (s, a) =
1
1− γ
√
2 log 4SAn(|Θ|+1)δ
Nt(s, a)− 1 + ∆
σp
max.
Set these confidence intervals to infinity if Nt(x, a) ≤ 1. Then, the event E := {∀t = 1, ..., n : θ∗ ∈ Θ¯t} holds with
probability at least 1− δ.
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Proof. Take any step t ≥ 1, any state-action pair (s, a) ∈ S × A, any model θ′ ∈ Θ, and let δ′ > 0. We need to show
that the conditions of (1)-(4) hold. First notice that these conditions trivially hold if Nt(s, a) ≤ 1. Thus, suppose that
Nt(s, a) > 1 so that the confidence intervals are well-defined. Using the triangle inequality we have that
|r̂t(s, a)− r˜θ∗(s, a)| ≤ |r̂t(s, a)− rθ∗(s, a)|+ ∆rmax
|(p˜θ∗(s, a)− p̂t(s, a))T V˜ ∗θ′ | ≤ |(pθ∗(s, a)− p̂t(s, a))T V˜ ∗θ′ |+ ∆pmax
|σ̂rt (s, a)− σ˜rθ∗(s, a)| ≤ |σ̂rt (s, a)− σrθ∗(s, a)|+ ∆σrmax,
|σ̂pt (s, a; θ′)− σ̂pθ∗(s, a; θ′)| ≤ |σ̂pt (s, a; θ′)− σpθ∗(s, a; θ′)|+ ∆σpmax.
Using Lemma 2, we have that, with probability at least 1− δ′,
|r̂t(s, a)− rθ∗(s, a)| ≤
√
2σ̂rt (s, a)
2 log 4δ′
Nt(s, a)
+
7 log 4δ′
3(Nt(s, a)− 1) .
Similarly, for any θ′ ∈ Θ, we have that, with probability at least 1− δ′,
|(pθ∗(s, a)− p̂t(s, a))T V˜ ∗θ′ | ≤
√
2σ̂pt (s, a; V˜
∗
θ′)
2 log 4δ′
Nt(s, a)
+
7 log 4δ′
3(Nt(s, a)− 1)(1− γ) .
From Theorem 10 of (Maurer & Pontil, 2009),
|σ̂rt (s, a)− σrθ∗(s, a)| ≤
√
2 log 2δ′
Nt(s, a)− 1
and
|σ̂pt (s, a; θ′)− σpθ∗(s, a; θ′)| ≤
1
1− γ
√
2 log 2δ′
Nt(s, a)− 1
hold with probability at least 1− δ′, respectively.
Taking union bounds over all state action pairs and over the maximum number of samples n, these four inequalities hold at
the same time with probability at least 1− 2SA(|Θ|+ 1)nδ′. The result follows after setting δ = 2SAn(|Θ|+ 1)δ′ and
rearranging.
Next we bound the number of samples required from some state-action pair in order to eliminate a model from the confidence
set.
Lemma 4 (Model elimination). Let θ ∈ Θ, (s, a) ∈ S ×A, ∆ := max{∆rmax,∆pmax,∆σrmax,∆σpmax}, and define
n¯rθ(s, a) := min
θ′′∈Θ¯t
max
{
σ˜rθ′′(s, a)
2
[∆˜rs,a(θ
∗, θ)− 4∆]2+
,
1
[∆˜rs,a(θ
∗, θ)− 4∆]+
}
,
n¯pθ(s, a) := min
θ′∈Θ,θ′′∈Θ¯t
max
{
σ˜pθ′′(s, a; θ
′)2
[∆˜ps,a(θ∗, θ)− 4∆]2+
,
1/(1− γ)
[∆˜ps,a(θ∗, θ)− 4∆]+
}
.
Then, under event E, if Nt(s, a) > n¯θ(s, a) := 32 log
8SAn(1+|Θ|)
δ min{n¯rθ(s, a), n¯pθ(s, a)}, we have that θ /∈ Θ¯t.
Proof. We split the proof into two parts, dealing with rewards and transitions separately. We then combine these results to
obtain the final statement.
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Elimination by rewards Assuming θ ∈ Θ¯t, we must have, for all state-action pairs and all θ′′ ∈ Θ¯t,
∆˜rs,a(θ
∗, θ) ≤ |r˜θ(s, a)− r̂t(s, a)|+ |r˜θ∗(s, a)− r̂t(s, a)| ≤ 2Crt,δ(s, a)
≤ 2
√
2σ̂rt (s, a)
2 log 8SAn(|Θ|+1)δ
Nt(s, a)
+
14 log 8SAn(|Θ|+1)δ
3(Nt(s, a)− 1) + 2∆
r
max
≤ 2
√
2σ˜rθ′′(s, a)
2 log 8SAn(|Θ|+1)δ
Nt(s, a)
+
4 log 8SAn(|Θ|+1)δ
(Nt(s, a)− 1) +
14 log 8SAn(|Θ|+1)δ
3(Nt(s, a)− 1) + 2∆
r
max + 2∆
σr
max
≤ 2
√
2σ˜rθ′′(s, a)
2 log 8SAn(|Θ|+1)δ
Nt(s, a)
+
26 log 8SAn(|Θ|+1)δ
3(Nt(s, a)− 1) + 4∆
where we applied the triangle inequality and used Lemma 3 to upper bound the empirical variance by the variance of a
model θ′′ in the confidence set. We note that, if the model uncertainty is too high and the denominators of n¯θ(s, a) are zero,
it is not possible to eliminate θ from the rewards of this state-action pair. If this is not the case, for Nt(s, a) ≥ n¯θ(s, a) we
have that
2
√
2σ˜rθ′′(s, a)
2 log 8SAn(|Θ|+1)δ
Nt(s, a)
<
∆˜rs,a(θ
∗, θ)− 4∆
2
and
26 log 8SAn(|Θ|+1)δ
3(Nt(s, a)− 1) <
∆˜rs,a(θ
∗, θ)− 4∆
2
.
Plugging these two inequalities in the first upper bound leads to the contradiction ∆˜rs,a(θ
∗, θ) < ∆˜rs,a(θ
∗, θ), hence it must
be that θ /∈ Θ¯t.
Elimination by transition The proof proceeds analogously to the previous case. Let θ′ ∈ Θ and θ′′ ∈ Θ¯t, then
∆˜ps,a(θ
∗, θ) ≤ |(p̂t(s, a)− p˜θ∗(s, a))T V˜ ∗θ′ |+ |(p̂t(s, a)− p˜θ(s, a))T V˜ ∗θ′ | ≤ 2Cpt,δ(s, a; θ′)
≤ 2
√
2σ̂pt (s, a; θ
′) log 8SAn(|Θ|+1)δ
Nt(s, a)
+
14 log 8SAn(|Θ|+1)δ
3(Nt(s, a)− 1)(1− γ) + 2∆
p
max
≤ 2
√
2σ˜pθ′′(s, a; θ
′) log 8SAn(|Θ|+1)δ
Nt(s, a)
+
26 log 8SAn(|Θ|+1)δ
3(Nt(s, a)− 1)(1− γ) + 4∆,
where once again we applied the triangle inequality and Lemma 3 to upper bound the empirical variance. Hence, applying
the same reasoning as before we obtain a contradiction, which in turns implies that θ /∈ Θ¯t.
We finally note that if n¯θ(s, a) = +∞, i.e., the approximate models are too inaccurate, it is not possible to eliminate θ using
this state-action pair.
The following is a known result which bounds the deviation in value function between different MDPs.
Lemma 5 (Simulation lemma). Let θ, θ′ ∈ Θ, s ∈ S, and pi be any policy. Denote by νpiθ (s′, a′; s) the discounted
state-action visitation frequencies (Sutton et al., 2000) of pi in MDP θ starting from s. Then, the following hold:
|V piθ (s)− V piθ′ (s)| ≤
∑
s′,a′
νpiθ′(s
′, a′; s) [|rθ(s′, a′)− rθ′(s′, a′)|+ γ|(pθ(s′, a′)− pθ′(s′, a′))TV piθ |] .
|V ∗θ′(s)− V ∗θ (s)| ≤ max
pi∈{pi∗θ ,pi∗θ′}
∑
s′,a′
νpiθ′(s
′, a′; s) [|rθ(s′, a′)− rθ′(s′, a′)|+ γ|(pθ(s′, a′)− pθ′(s′, a′))TV ∗θ |] .
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Proof. See, e.g., Lemma 3 of (Zanette et al., 2019) for the first inequality and Lemma 2 of (Azar et al., 2013b) or Lemma 2
of (Zanette et al., 2019) for the second one.5
Corollary 2 (Value-function error decomposition). Let θ, θ′ ∈ Θ and s ∈ S. Then,
|V ∗θ′(s)− V pi
∗
θ
θ′ (s)| ≤ 2 max
pi∈{pi∗θ ,pi∗θ′}
∑
s′,a′
νpiθ′(s
′, a′; s)
[|rθ(s′, a′)− rθ′(s′, a′)|+ γ|(pθ(s′, a′)− pθ′(s′, a′))TV ∗θ |] .
Proof. Using the triangle inequality,
|V ∗θ′(s)− V pi
∗
θ
θ′ (s)| ≤ |V ∗θ′(s)− V ∗θ (s)|︸ ︷︷ ︸
(a)
+ |V ∗θ (s)− V pi
∗
θ
θ′ (s)|︸ ︷︷ ︸
(b)
.
We can bound (a) using the second inequality in Lemma 5 as
|V ∗θ′(s)− V ∗θ (s)| ≤ max
pi∈{pi∗θ ,pi∗θ′}
∑
s′,a′
νpiθ′(s
′, a′; s)
[|rθ(s′, a′)− rθ′(s′, a′)|+ γ|(pθ(s′, a′)− pθ′(s′, a′))TV ∗θ |] .
Similarly, we can use the first inequality in Lemma 5 to bound (b) by noticing that V ∗θ = V
pi∗θ
θ . We have
|V ∗θ (s)− V pi
∗
θ
θ′ (s)| ≤
∑
s′,a′
ν
pi∗θ
θ′ (s
′, a′; s)
[|rθ(s′, a′)− rθ′(s′, a′)|+ γ|(pθ(s′, a′)− pθ′(s′, a′))TV ∗θ |]]
≤ max
pi∈{pi∗θ ,pi∗θ′}
∑
s′,a′
νpiθ′(s
′, a′; s)
[|rθ(s′, a′)− rθ′(s′, a′)|+ γ|(pθ(s′, a′)− pθ′(s′, a′))TV ∗θ |] .
Combining the two displays above concludes the proof.
The following lemma ensures that, if the algorithm did not stop at a certain time t, certain models belong to the confidence
set.
Lemma 6 (Stopping condition). Let τ be the random stopping time of Algorithm 1 and
Θ :=
{
θ ∈ Θ
∣∣∣ ‖r˜θ − r˜θ∗‖ > κ ∨ ‖(p˜θ − p˜θ∗)T V˜ ∗θ∗‖ > κγ
}
,
where κ :=
(1−γ)
4 − ∆(1+γ)2 . Then, under event E, for all t < τ , there exists at least one model θ ∈ Θ such that θ ∈ Θ¯t.
Proof. We note that, for all t < τ , under event E, it must be that
∃θ ∈ Θ¯t, s ∈ S : V˜ pi
∗
θ∗
θ (s) < V˜
∗
θ (s)− + 2∆
(1 + γ)
1− γ ,
otherwise the algorithm would stop before τ . This implies that |V˜ ∗θ (s)− V˜ pi
∗
θ∗
θ (s)| > − 2∆ (1+γ)1−γ holds as well and, using
Corollary 2,
2 max
pi∈{pi∗
θ∗ ,pi
∗
θ}
∑
s′,a′
νpiθ (s
′, a′; s)
[
|r˜θ(s′, a′)− r˜θ∗(s′, a′)|+ γ|(p˜θ(s′, a′)− p˜θ∗(s′, a′))T V˜ ∗θ∗ |
]
> − 2∆(1 + γ)
1− γ (5)
holds for some θ ∈ Θ¯t and s ∈ S. Assume that all models in Θ have been eliminated. Then, using that ν sums up to
1/(1− γ) and that all models must be sufficiently close to θ∗, the left-hand side of this inequality can be upper bounded by
− 2∆ (1+γ)1−γ . Hence, we obtain a contradiction and it must be that θ ∈ Θ˜t for some θ ∈ Θ.
Lemma 7 (Positive index). Let τ be the random stopping time of Algorithm 1, then, under event E,
∀t < τ : It(St, At) > 0
5Note that, although the inequalities of, e.g., Azar et al. (2013b) and Zanette et al. (2019) relate the value functions of a fixed MDP
with those of its empirical counterpart, they actually hold for any two MDPs.
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Proof. Recall that the algorithm enters the transfer mode if ∆ < (1−γ)4(1+γ) . Take any time t < τ . Under event E, we have
θ∗ ∈ Θ¯t and Lemma 6 implies that θ ∈ Θ¯t for some θ ∈ Θ. The definition of Θ implies that either ‖r˜θ − r˜θ∗‖ > κ or
‖(p˜θ − p˜θ∗)T V˜ ∗θ∗‖ > κγ and both these quantities are strictly greater than zero since κ > (1−γ)8 . Since the index contains
a maximum over models involving these two, the result follows straightforwardly.
The following lemma is the key result that allows us to bound the sample complexity of Algorithm 1. It shows that, at any
time t, the number of times the chosen state-action action pair (St, At) has been chosen before is bounded by a quantity
proportional to minimum number of samples required from any state-action pair to eliminate any of the active models.
Lemma 8 (Fundamental lemma). Let (St, At) be the state-action pair chosen at time t. Then, under event E, the number of
queries to such couple prior to time t can be upper bounded by
Nt(St, At) <
128 log(8SAn(|Θ|+ 1)/δ)
maxs,a maxθ∈Θ¯t Is,a(θ∗, θ)
.
Proof. Let Ft = 1 {∀s, a ∈ S ×A : Irt (St, At) ≥ It(s, a)} be the event under which, at time t, the maximizer of the index
is attained by the reward components. The proof is divided in two parts, based on whether Ft holds or not.
Event Ft holds We start by defining some quantities. Let Θt := argmaxθ,θ′∈Θ¯t Irt (s, a) be the set of active models that
attain the maximum in the reward index. Similarly, define
θ¯t := argmax
θ∈Θ¯t
∆˜rSt,At(θ
∗, θ), θt := argmin
θ∈Θ¯t
∆˜rSt,At(θ
∗, θ),
as the farthest and closest models from θ∗ among the active ones, respectively. Assume, without loss of generality, that the
maximums/minimums are attained by single models. If more than one model attains them, the proof follows equivalently by
choosing arbitrary ones. Furthermore, let θvt be the (random) model among those in Θt whose reward-variance is used to
attain the maximum in the index.
We now proceed as follows. First, we prove that an upper bound to the index of the chosen state-action pair directly relates
to the sample complexity for eliminating θ¯t. Then, we use this result to guarantee that (St, At) cannot be chosen more than
the stated quantity prior to time step t, otherwise θ¯t could not be an active model.
By assumption we have
It(St, At) = Irt (St, At) = min
{
(∆˜rSt,At(θ¯t, θt)− 8∆)2
σ˜rθvt
(St, At)2
, ∆˜rSt,At(θ¯t, θt)− 8∆
}
(a)
≤ min

(
∆˜rSt,At(θ¯t, θ
∗) + ∆˜rSt,At(θ
∗, θt)− 8∆
)2
σ˜rθvt
(St, At)2
, ∆˜rSt,At(θ¯t, θ
∗) + ∆˜rSt,At(θ
∗, θt)− 8∆

(b)
≤ min
{
(2∆˜rSt,At(θ¯t, θ
∗)− 8∆)2
σ˜rθvt
(St, At)2
, 2∆˜rSt,At(θ¯t, θ
∗)− 8∆
}
≤ 4 min
{
(∆˜rSt,At(θ¯t, θ
∗)− 4∆)2
σ˜rθvt
(St, At)2
, ∆˜rSt,At(θ¯t, θ
∗)− 4∆
}
,
where (a) follows from the triangle inequality and (b) from the definition of θ¯t (which was defined as the farthest from the
estimate of θ∗). Note that to prove this inequalities we also need that ∆˜rSt,At(θ¯t, θt)− 8∆ ≥ 0, which is implied by Lemma
7. Since (St, At) is chosen at time t, it must be that It(St, At) ≥ It(s, a) for all s, a ∈ S × A. This implies that, for all
s, a ∈ S ×A and θ ∈ Θ˜t,
4 min
{
(∆˜rSt,At(θ¯t, θ
∗)− 4∆)2
σ˜rθvt
(St, At)2
, ∆˜rSt,At(θ¯t, θ
∗)− 4∆
}
≥ It(s, a) ≥ Is,a(θ∗, θ), (6)
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where the second inequality holds since the index of (s, a) is by definition larger than the one using the models θ∗ and θ.
Note that Lemma 4 and 7 ensure that a number of queries to (St, At) of
32 log
8SAn(|Θ|+ 1)
δ
max
{
σ˜rθvt (St, At)
2
(∆˜rSt,At(θ¯t, θ
∗)− 4∆)2 ,
1
∆˜rSt,At(θ¯t, θ
∗)− 4∆
}
suffices for eliminating θ¯t. In particular, Lemma 7 implies that ∆˜rSt,At(θ¯t, θt) > 8∆, which, in turn, implies that
∆˜rSt,At(θ
∗, θ¯t) > 4∆. Therefore, Equation 6 above implies that a number of queries of
128 log(8SAn(|Θ|+ 1)/δ)
maxs,a maxθ∈Θ¯t Is,a(θ∗, θ)
.
also suffices. We note that the maximums at the denominator can be introduced since (6) holds for all s, a and θ. Hence, it
must be that Nt(St, At) is strictly less than this quantity, otherwise the model θ¯t would be eliminated at time step t− 1 and
it could not be active at time t. This concludes the first part of the proof.
Event Ft does not hold In this case, the maximizer of the index must be attained using the transition components, thus
It(St, At) = Ipt (St, At). The proof follows exactly the same steps as before and is therefore not reported. Since the result
is the same, combining these two parts proves the main statement.
The following lemma ensures that Algorithm 1 returns -optimal policies with high probability.
Lemma 9 (Correctness). Let τ be the stopping time of Algorithm 1 and piτ be the returned policy. Then, under event E, piτ
is -optimal with respect to θ∗.
Proof. Recall that piτ is -optimal if, for all states, V piτθ∗ (s) ≥ V ∗θ∗(s) − . Furthermore, piτ is optimal for one of the
active models at time τ , i.e., piτ = pi∗θ for some θ ∈ Θ¯τ . Since under E we have θ∗ ∈ Θ¯τ , a sufficient condition is that
‖V ∗θ′ − V pi
∗
θ
θ′ ‖ <  holds for all θ′ ∈ Θ¯τ . Let us upper bound the left-hand side as
‖V ∗θ′ − V pi
∗
θ
θ′ ‖ ≤ ‖V˜ pi
∗
θ
θ′ − V pi
∗
θ
θ′ ‖+ ‖V ∗θ′ − V˜ ∗θ′‖+ ‖V˜ pi
∗
θ
θ′ − V˜ ∗θ′‖
Using Lemma 5, we can bound the first term by
‖V˜ pi∗θθ′ − V pi
∗
θ
θ′ ‖ ≤
∑
s′,a′
ν
pi∗θ
θ′ (s
′, a′; s)(|rθ′(s, a)− r˜θ′(s, a)|+ γ|(pθ′(s, a)− p˜θ′(s, a))T V˜ pi
∗
θ
θ′ |
≤
∑
s′,a′
ν
pi∗θ
θ′ (s
′, a′; s)(∆ + γ∆) ≤ ∆(1 + γ)
1− γ
and the second term by
‖V ∗θ′ − V˜ ∗θ′‖ ≤ max
pi∈{pi∗
θ′ ,pi
∗
θ′}
∑
s′,a′
νpiθ′(s
′, a′; s)(|rθ′(s, a)− r˜θ′(s, a)|+ γ|(pθ′(s, a)− p˜θ′(s, a))T V˜ ∗θ′ |
≤ max
pi∈{pi∗
θ′ ,pi
∗
θ′}
∑
s′,a′
νpiθ′(s
′, a′; s)(∆ + γ∆) ≤ ∆(1 + γ)
1− γ .
Therefore, the stopping condition,
‖V˜ pi∗θθ′ − V˜ ∗θ′‖+ 2∆
(1 + γ)
1− γ ≤ 
implies that ‖V ∗θ′ − V pi
∗
θ
θ′ ‖ ≤ , which in turn implies the -optimality of piτ .
Sequential Transfer in Reinforcement Learning with a Generative Model
B.4. Sample Complexity Bounds
We are now ready to prove the main theorem, which bounds the sample complexity of Algorithm 1.
Theorem 1. Assume ∆ is such that Algorithm 1 enters the transfer mode. Let τ be the random stopping time and piτ be the
returned policy. Then, with probability at least 1− δ, piτ is -optimal for θ∗ and the total number of queries to the generative
model can be bounded by
τ ≤ 128 min{SA, |Θ|} log(8SAn(|Θ|+ 1)/δ)
maxs,a minθ∈Θ Is,a(θ∗, θ)
,
where, for κ :=
(1−γ)
4 − ∆(1+γ)2 , the set Θ ⊆ Θ is
Θ :=
{
θ
∣∣∣ ‖r˜θ − r˜θ∗‖ > κ ∨ ‖(p˜θ − p˜θ∗)T V˜ ∗θ∗‖ > κγ
}
.
Proof. Lemma 3 ensures that event E holds with probability at least 1 − δ. Therefore, we shall carry out the proof
conditioned on E.
We split the proof into two parts. In the first one, we bound the number of times each state-action pair can be visited before
the algorithm stops. In the second part, we directly bound the number of steps in which each model can be active.
Bound over S × A Take any state-action pair (s, a) ∈ S × A. For any sequence {nt}t≥1, its number of visits can be
written as
Nτ (s, a) =
τ∑
t=1
1 {St = s ∧At = a|E}
=
τ∑
t=1
1 {St = s ∧At = a ∧Nt(s, a) < nt|E}︸ ︷︷ ︸
(a)
+
τ∑
t=1
1 {St = s ∧At = a ∧Nt(s, a) ≥ nt|E}︸ ︷︷ ︸
(b)
.
For
nt :=
128 log(8SAn(|Θ|+ 1)/δ)
maxs,a maxθ∈Θ¯t Is,a(θ∗, θ)
,
Lemma 8 ensures that, under event E, (b) = 0. Thus, we only need to bound (a). For all t < τ , Lemma 6 implies that
there exists a model θ ∈ Θ which also belongs to the confidence set at time t, θ ∈ Θ¯t. Therefore, for all t < τ and
(s′, a′) ∈ S × A, we have maxθ∈Θ¯t Is′,a′(θ∗, θ) ≥ minθ∈Θ Is′,a′(θ∗, θ). Since we removed all random quantities from
nt, we can now bound (a) as
(a) <
128 log(8SAn(|Θ|+ 1)/δ)
maxs,a minθ∈Θ Is,a(θ∗, θ)
. (7)
This immediately yields a bound on the stopping time,
τ =
∑
s,a
Nτ (s, a) <
128SA log(8SAn(|Θ|+ 1)/δ)
maxs,a minθ∈Θ Is,a(θ∗, θ)
.
Bound over Θ From the first part of the proof, we know that, for t < τ , the confidence set Θ¯t must contain a model that
is also in Θ, otherwise the algorithm would stop. Therefore, the stopping time can be bounded by
τ ≤
n∑
t=1
1
{∃θ ∈ Θ¯t : θ ∈ Θ|E} .
By definition of the algorithm, the state-action pair chosen at each time step does not change until the set of active models
Θt (those that control the maximizer of the index as in the proof of Lemma 8) does not change. Furthermore, once a model
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has been eliminated, it cannot become active again. Consider a sequence {τh}h≥1 with τ1 = 1. We can partition the time
line into different contiguous intervals (from now on called phases) Th := [τh, τh+1 − 1] such that the set of active models
does not change within Th and a change of phase occurs only when a model is eliminated. Let Θh be the set of active
models in phase h. We have τh+1 = inft≥1{t | ∃θ ∈ Θh : θ /∈ Θ¯t}. That is, the beginning of the new phase h+ 1 is the
step where one of the previously-active models is eliminated. Let θ¯h be any such model and h(t) be the (unique) phase
containing time t. Note that, for each θ ∈ Θ \ {θ∗}, there exists at most one phase h(θ) where θ¯h(θ) = θ. Then,
τ ≤
∑
θ∈Θ\{θ∗}
n∑
t=1
1
{
θ¯h(t) = θ ∧ ∃θ′ ∈ Θ¯t : θ′ ∈ Θ|E
}
≤
∑
θ∈Θ\{θ∗}
τh(θ)+1−1∑
t=τh(θ)
1
{
θ¯h(t) = θ ∧ ∃θ′ ∈ Θ¯t : θ′ ∈ Θ|E
} ≤ 128(|Θ| − 1) log(8SAn(|Θ|+ 1)/δ)
maxs,a minθ∈Θ Is,a(θ∗, θ)
,
where in the last inequality we applied Lemma 8 by noticing that, within the same phase, the chosen state-action pair does
not change and used the fact that a model in Θ still survives to upper bound the minimum over models in the confidence set.
The proof follows by taking the minimum of the two bounds.
Corollary 1. Let Γ be the minimum gap between θ∗ and any other model in Θ,
Γ := min
θ 6=θ∗
max
{
‖r˜θ − r˜θ∗‖, ‖(p˜θ − p˜θ∗)T V˜ ∗θ∗‖
}
.
Then, with probability at least 1− δ,
τ ≤ O˜
(
min{SA, |Θ|} log(1/δ)
max{Γ2, 2}(1− γ)4
)
.
Proof. We notice that each model θ ∈ Θ is, by definition, such that either ‖r˜θ−r˜θ∗‖ ≥ max{Γ, κ} or ‖(p˜θ−p˜θ∗)T V˜ ∗θ∗‖ ≥
max{Γ, κ}. By the transfer condition, we also have that κ ≥ (1−γ)8 . Then, it is easy to see that
max
s,a
min
θ∈Θ
Is,a(θ∗, θ) ≥ max{Γ2, κ2}(1− γ)2 ≥
1
8
max{Γ2, 2}(1− γ)4,
where we use the previous lower bounds and upper bounded the value-function variance by 1/(1− γ)2. Then, the result
follows by rewriting in O˜ notation.
C. Learning HMMs by Tensor Decomposition
After reducing our setting to a HMM learning problem, we can almost immediately plug the agent’s observations into
the tensor decomposition approach of Anandkumar et al. (2014) and obtain estimates Ô and T̂ of the desired matrices.
We now briefly describe how this method works as some of its features are needed for our analysis later. The detailed
steps are reported in Algorithm 3. The key intuition behind the method of Anandkumar et al. (2014) is that the second
and third moments of the HMM observations posses a low-rank tensor structure. More precisely, it is possible to find a
transformation of these observations such that the resulting third moment is a symmetric and orthogonal tensor whose
spectral decomposition directly yields (transformations of) the HMM parameters. To see this, we first formulate the problem
as an instance of a multi-view model (Sun, 2013). Take three consecutive observations (our ”views”), say o1, o2, o3, and
let Σi,j := E [oi ⊗ oj ], for i, j ∈ {1, 2, 3}, be their covariance matrices, where ⊗ denotes the tensor product. Define
the transformed views as o˜1 = Σ3,2Σ
†
1,2o1 and o˜2 = Σ3,1Σ
†
2,1o2, and let the second and third cross-view moments be
M2 = E [o˜1 ⊗ o˜2] and M3 = E [o˜1 ⊗ o˜2 ⊗ o3], respectively. Then, Theorem 3.6 of Anandkumar et al. (2014) shows that
M2 =
∑k
j=1 ωjµ3,j ⊗ µ3,j and M3 =
∑k
j=1 ωjµ3,j ⊗ µ3,j ⊗ µ3,j , where µ3,j = E [o3|θ∗3 = θj ] and ωj = ω(θj). Hence,
these moments posses a low-rank tensor structure, as they can be decomposed into tensor products of vectors, and it is
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Algorithm 3 Learning HMMs by Tensor Decomposition
Require: Observations {ol}hl=1 with ol ∈ Rd, number of tasks k
Ensure: Estimated observation matrix Ô and transition matrix T̂
1: Split observations into m = bh/3c triples: {(o1,l, o2,l, o3,l)}ml=1
2: Estimate covariance matrices: Σ̂i,j = 1m
∑m
l=1 oi,l ⊗ oj,l, for i, j ∈ {1, 2, 3}
3: Get transformed observations: o˜1,l = Σ̂3,2Σ̂
†
1,2o1,l, o˜2,l = Σ̂3,1Σ̂
†
2,1o2,l, l ∈ [m]
4: Estimate 2nd and 3nd moments: M̂2 = 1m
∑m
l=1 o˜1,l ⊗ o˜2,l, M̂3 = 1m
∑m
l=1 o˜1,l ⊗ o˜2,l ⊗ o3,l
5: Find the k largest eigenvectors D̂ ∈ Rd×k and eigenvalues Λ̂ ∈ Rk×k of M̂2
6: Compute the whitening matrix: Ŵ = D̂Λ̂−
1
2
7: Run Algorithm 1 of Anandkumar et al. (2014) on M̂3(Ŵ , Ŵ , Ŵ ), obtain estimated eigenvalues {λ̂j}kj=1 and eigenvec-
tors {v̂j}kj=1
8: Estimate conditional means of the third view: µ̂3,j = λ̂j(ŴT )†v̂j
9: Estimate mean observations: [Ô]:,j = Σ̂2,1Σ̂
†
3,1µ̂3,j
10: Estimate transition matrix: [T̂ ]:,j = Ô†µ̂3,j
possible to recover the conditional means µ3,j using the robust tensor power (RTP) method of Anandkumar et al. (2014).
Given these, from Proposition 4.2 of Anandkumar et al. (2012), we can recover the HMM parameters as follows:
[O]:,j = Σ2,1Σ
†
3,1µ3,j ,
[T ]:,j = O
†µ3,j .
In practice, all the required moments can be estimated from samples. Suppose the agent has observed 3m tasks and split these
inm triples of contiguous tasks. Then, we can estimate the covariance matrices between views as Σ̂i,j = 1m
∑m
h=1 oi,h⊗oj,h,
and similarly for the second and third cross moments of the transformed observations.
D. Analysis of the Sequential Transfer Algorithm
D.1. Definitions and Assumptions
In this section, we analyze the approximate models computed by the sequential transfer algorithm (Algorithm 2) using the
RTP method (Algorithm 3). To simplify notation, we drop the task index h whenever clear from the context.
We introduce some additional vector/matrix notation. We use ‖ · ‖2 to denote the spectral norm and ‖ · ‖F to denote
the Frobenius norm. For a matrix A, we denote by λmin(A) and λmax(A) its minimum and maximum singular value,
respectively.
We make use of the following assumption in order to bound the estimation error of the reward and transition variances.
Assumption 5. There exists a positive constant σ > 0 which lower-bounds both the true reward and value variances,
σrθ(s, a) and σ
p
θ (s, a; θ
′), and their estimates σ˜rh,θ(s, a) and σ˜
p
h,θ(s, a; θ
′) at any h.
We believe this assumption could be removed, at least for the approximate models, but at the cost of more complicated
proofs.
D.2. Supporting Lemmas
Lemma 10 (Lemma 5 of Azizzadenesheli et al. (2016)). Let {µ̂3,j}kj=1 be the columns of the third-view matrix estimated by
the RTP method (Algorithm 3 in Appendix C) after observing h tasks. Then, there exists two constants ρ1(Θ, T ), ρ2(Θ, T )
such that, for any δ′ ∈ (0, 1), if
h > ρ1(Θ, T ) log
2SA(S + U)
δ′
,
Sequential Transfer in Reinforcement Learning with a Generative Model
then, under Assumption 2, with probability at least 1− δ′ and up to some permutation of the columns of the third view,
‖µ̂3,j − µ3,j‖2 ≤ ρ2(Θ, T )
√
log (2SA(S + U)/δ′)
h
.
In Lemma 10, compared to the original result, we collapsed all terms of minor relevance for our purpose into two constants
ρ1, ρ2. These are functions of the given family of tasks (through maximum/minimum eigenvalues of the covariance matrices
introduced before) and of the underlying Markov chain. We refer the reader to Appendix C of Azizzadenesheli et al. (2016)
for their full expression.
We now bound the estimation error of the observation matrix O, which will be directly used to bound the errors of the
approximate MDP models.
Lemma 11 (Estimation Error of O). Let Ô be the observation matrix estimated by Algorithm 3 using h tasks, δ′ ∈ (0, 1),
and
ρ3(Θ, T ) := max
{
ρ1(Θ, T ),
1
λmax(Σ2,1)2
,
4
λmin(Σ3,1)2
}
.
Then, if h ≥ ρ3(Θ, T ) log(6SA(S + U)/δ′), we have that, with probability at least 1− δ′,∥∥∥[O]:,j − [Ô]:,j∥∥∥
2
≤ ρ4(Θ, T )
√
log (6SA(S + U)/δ′)
h
,
where
ρ4(Θ, T ) :=
4λmax(Σ2,1)ρ2(Θ, T ) + 4SA+ 8SAλmax(Σ2,1)
λmin(Σ3,1)
.
Proof. Recall that [O]:,j = Σ2,1Σ
†
3,1µ3,j and similarly for its estimate [Ô]:,j = Σ̂2,1Σ̂
†
3,1µ̂3,j . Let us decompose the total
error into the deviations of each single component,∥∥∥[O]:,j − [Ô]:,j∥∥∥
2
=
∥∥∥Σ2,1Σ†3,1µ3,j − Σ̂2,1Σ̂†3,1µ̂3,j ± Σ̂2,1Σ̂†3,1µ3,j∥∥∥
2
≤
∥∥∥Σ̂2,1∥∥∥
2
∥∥∥Σ̂†3,1∥∥∥
2
‖µ3,j − µ̂3,j‖2 +
∥∥∥Σ2,1Σ†3,1µ3,j − Σ̂2,1Σ̂†3,1µ3,j ± Σ̂2,1Σ†3,1µ3,j∥∥∥
2
≤
∥∥∥Σ̂2,1∥∥∥
2
∥∥∥Σ̂†3,1∥∥∥
2
‖µ3,j − µ̂3,j‖2 +
∥∥∥Σ†3,1∥∥∥
2
‖µ3,j‖2
∥∥∥Σ2,1 − Σ̂2,1∥∥∥
2
+
∥∥∥Σ̂2,1∥∥∥
2
‖µ3,j‖2
∥∥∥Σ†3,1 − Σ̂†3,1∥∥∥
2
.
We now bound all these components separately. We first notice that, from Proposition 6 of Azizzadenesheli et al. (2016),∥∥∥Σ2,1 − Σ̂2,1∥∥∥
2
≤
√
log 1/δ′
h
,
∥∥∥Σ3,1 − Σ̂3,1∥∥∥
2
≤
√
log 1/δ′
h
, (8)
Using this result, ∥∥∥Σ̂2,1∥∥∥
2
≤ ‖Σ2,1‖2 +
∥∥∥Σ2,1 − Σ̂2,1∥∥∥
2
≤ λmax(Σ2,1) +
∥∥∥Σ2,1 − Σ̂2,1∥∥∥
2
≤ λmax(Σ2,1) +
√
log 1/δ′
h
≤ 2λmax(Σ2,1),
which holds for
h ≥ log 1/δ
′
λmax(Σ2,1)2
. (9)
Using Lemma E.1 of Anandkumar et al. (2012),∥∥∥Σ̂†3,1∥∥∥
2
≤ 1
λmin(Σ̂3,1)
≤ 2
λmin(Σ3,1)
,
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which holds when
‖Σ3,1 − Σ̂3,1‖
λmin(Σ3,1)
≤ 1
2
.
From (8), a sufficient condition for this to hold is
h ≥ 4 log 1/δ
′
λmin(Σ3,1)2
. (10)
Under this same condition, we can apply Proposition 7 of Azizzadenesheli et al. (2016) to bound∥∥∥Σ†3,1 − Σ̂†3,1∥∥∥
2
≤ 2
λmin(Σ3,1)
√
log 1/δ′
h
.
Since the columns µ3,j of the third-view sum up to one every S components (for the transition model) and every U
components (for the reward model), we have ‖µ3,j‖2 ≤ ‖µ3,j‖1 ≤ 2SA. Finally, we can bound the error in estimating such
columns using Lemma 10,
‖µ̂3,j − µ3,j‖2 ≤ ρ2(Θ, T )
√
log (2SA(S + U)/δ′)
h
.
Plugging everything into the initial error decomposition and rearranging,∥∥∥[O]:,j − [Ô]:,j∥∥∥
2
≤ 4λmax(Σ2,1)ρ2(Θ, T ) + 2SA+ 4SAλmax(Σ2,1)
λmin(Σ3,1)
√
log (2SA(S + U)/δ′)
h
,
which holds for when h satisfies the conditions of Lemma 10, Equation 9, and Equation 10. The two bounds of (8) and
that of Lemma 10 hold each with probability at least 1− δ′, hence the final bound holds with probability at least 1− 3δ′.
Renaming δ′ into 3δ′ concludes the proof.
Similarly to O, we also bound the estimation error of T . The proof follows Theorem 3 of Azizzadenesheli et al. (2016).
Lemma 12 (Estimation error of T ). Let T̂ be the task-transition matrix estimated by Algorithm 3 using h samples and
ρ5(Θ, T ) := max
{
ρ3(Θ, T ),
4kρ4(Θ, T )
2
λk(O)2
}
.
Then, for any δ′ ∈ (0, 1), if h ≥ ρ5(Θ, T ) log(6SA(S + U)/δ′), we have that, with probability at least 1− δ′,∥∥∥[T ]:,j − [T̂ ]:,j∥∥∥
2
≤ ρ6(Θ, T )
√
log (6SA(S + U)/δ′)
h
,
where
ρ6(Θ, T ) := 8SA
√
k
1 +
√
5
λk(O)2
ρ4(Θ, T ).
Proof. Recall that [T ]:,j = O†µ3,j and [T̂ ]:,j = Ô†µ̂3,j . Similarly to Lemma 11, we decompose the error into∥∥∥[T ]:,j − [T̂ ]:,j∥∥∥
2
=
∥∥∥O†µ3,j − Ô†µ̂3,j∥∥∥
2
≤ ‖µ3,j‖2
∥∥∥O† − Ô†∥∥∥
2
+
∥∥∥Ô†∥∥∥
2
‖µ3,j − µ̂3,j‖2 .
In the proof of Lemma 11 we already bounded ‖µ3,j‖2 ≤ 2SA, while the term ‖µ3,j − µ̂3,j‖2 was bounded in Lemma 10.
Let us bound the remaining two terms. Take λk(Ô) as the k-th singular value of Ô. Then, following Azizzadenesheli et al.
(2016), ∥∥∥Ô†∥∥∥
2
≤ 1
σk(Ô)
≤ 2
σk(O)
,
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where the second inequality follows from Lemma E.1 of Anandkumar et al. (2012) under the assumption that
‖O − Ô‖2
σk(O)
≤ 1
2
. (11)
Lemma 11 already bounds the l2 error in the columns of O. Therefore,
‖O − Ô‖2 ≤ ‖O − Ô‖F ≤
√
kmax
j∈[k]
‖Oj − Ôj‖2 ≤ ρ4(Θ, T )
√
k log (6SA(S + U)/δ′)
h
.
Therefore, a sufficient condition for (11) is
m ≥ 4kρ4(Θ, T )
2 log (6SA(S + U)/δ′)
λk(O)2
.
In order to bound the deviation of the pseudo-inverse of O, we apply Theorem 1.1 of Meng & Zheng (2010),∥∥∥O† − Ô†∥∥∥
2
≤ 1 +
√
5
2
max
{∥∥O†∥∥2
2
,
∥∥∥Ô†∥∥∥2
2
}
‖O − Ô‖2 ≤ 2 + 2
√
5
λk(O)2
ρ4(Θ, T )
√
k log (6SA(S + U)/δ′)
h
.
Finally, plugging everything back into the first error decomposition,∥∥∥[T ]:,j − [T̂ ]:,j∥∥∥
2
≤ 8SA1 +
√
5
λk(O)2
ρ4(Θ, T )
√
k log (6SA(S + U)/δ′)
h
.
We also need the following technical lemma which bounds the difference in standard deviations between random variables
under different distributions.
Lemma 13. Let f be a function which takes values in [0, b], for some b > 0, and p, q ∈ X two probability distributions on
a finite set X . Denote by Varp[f ] and Varq[f ] the variance of f under p and q, respectively, and assume both to be larger
than some constant c > 0. Then, ∣∣∣∣√Varp[f ]−√Varq[f ]∣∣∣∣ ≤ b( b2√c + 1
)
‖p− q‖1,
Proof. Let µp := Ep[f ] and µq := Eq[f ]. For clarity, rewrite the standard deviations as√
Varp[f ] =
√∑
x∈X
p(x)(f(x)− µp)2 = ‖f − µp‖2,p,
and similarly for q. Here ‖ · ‖2,p denotes the l2-norm weighted by p. Then,
|‖f − µp‖2,p − ‖f − µq‖2,q| ≤ |‖f − µp‖2,p − ‖f − µp‖2,q|+ |‖f − µp‖2,q − ‖f − µq‖2,q| . (12)
Let us bound these two terms separately. For the second one, a direct application of Minskowsky’s inequality yields,
‖f − µp‖2,q ≤ ‖µp − µq‖2,q + ‖f − µq‖2,q = |µp − µq|+ ‖f − µq‖2,q.
Therefore, applying the same reasoning to the other side, we obtain
|‖f − µp‖2,q − ‖f − µq‖2,q| ≤ |µp − µq| ≤ b‖p− q‖1.
We now take care of the first term. Since we have a term of the form |√x−√y| and the concavity of the square root implies
|√x−√y| ≤ 12 max{ 1√x , 1√y}|x− y|, we can reduce the problem to bounding the difference of variances,∣∣‖f − µp‖22,p − ‖f − µp‖22,q∣∣ ≤ b2‖p− q‖1,
where we have used the fact that the term (f(x) − µp)2 is bounded by b2. By assumption, ‖f − µp‖2,p ≥
√
c and
‖f − µp‖2,q ≥ ‖f − µq‖2,q ≥
√
c. Therefore, plugging these two bounds back into (12),
|‖f − µp‖2,p − ‖f − µq‖2,q| ≤ b
(
b
2
√
c
+ 1
)
‖p− q‖1,
which concludes the proof.
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D.3. Main Results
We are now ready to bound the estimation error of the different MDP components. The following Lemma does exactly this
for a fixed number of tasks. Theorem 2 extends this to the sequential setting.
Lemma 14. Let p˜θ(s′|s, a) and q˜θ(u|s, a) be the transition and reward distributions estimated by Algorithm 3 after h tasks,
V˜ ∗θ be the optimal value functions of these models, and σ˜
r
θ(s, a), σ˜
p
θ (s, a; θ
′) be the corresponding variances. Assume that
the latter are both bounded below by some positive constant σ¯ > 0 for all s, a, θ, θ′. Then, with probability at least 1− δ′,
the following hold simultaneously:
|rθ(s, a)− r˜θ(s, a)| ≤ ρ4(Θ, T )U
√
log (6SA(S + U)/δ′)
h
,
|(pθ(s, a)− p˜θ(s, a))T V˜ ∗θ′ | ≤
ρ4(Θ, T )S
1− γ
√
log (6SA(S + U)/δ′)
h
,
|σrθ(s, a)− σ˜θ(s, a)| ≤
(
1
2σ¯
+ 1
)
ρ4(Θ, T )U
√
log (6SA(S + U)/δ′)
h
,
|σrθ(s, a; V˜ ∗θ′)− σ˜θ(s, a; V˜ ∗θ′)| ≤
(
1
2σ¯(1− γ) + 1
)
ρ4(Θ, T )S
1− γ
√
log (6SA(S + U)/δ′)
h
.
Proof. Recall that the estimated transition and reward probabilities are extracted from the columns of the observation matrix
Ô. Therefore, we can directly use Lemma 11 to bound their error. For each state s, action a, next state s′, and reward u, we
have
|qθ(u|s, a)− q˜θ(u|s, a)| ≤ ρ4(Θ, T )
√
log (6SA(S + U)/δ′)
h
,
|pθ(s′|s, a)− p˜θ(s|s, a)| ≤ ρ4(Θ, T )
√
log (6SA(S + U)/δ′)
h
.
These inequalities hold simultaneously with probability at least 1− δ′. Therefore, since rewards are bounded in [0, 1],
|rθ(s, a)− r˜θ(s, a)| ≤ ‖qθ(·|s, a)− q˜θ(·|s, a)‖1 ≤ ρ4(Θ, T )U
√
log (6SA(S + U)/δ′)
h
.
Similarly, for any function taking values in [0, 1/(1− γ)],
|(pθ(s, a)− p˜θ(s, a))TV | ≤ 1
1− γ ‖pθ(·|s, a)− p˜θ(·|s, a)‖1 ≤
ρ4(Θ, T )S
1− γ
√
log (6SA(S + U)/δ′)
h
.
Finally, a direct application of Lemma 13 yields the desired bounds on the variances,
|σrθ(s, a)− σ˜rθ(s, a)| ≤
(
1
2σ¯
+ 1
)
ρ4(Θ, T )U
√
log (6SA(S + U)/δ′)
h
,
|σrθ(s, a; θ′)− σ˜pθ (s, a; θ′)| ≤
(
1
2σ¯(1− γ) + 1
)
ρ4(Θ, T )S
1− γ
√
log (6SA(S + U)/δ′)
h
.
Theorem 2. Let {M˜hθ}θ∈Θ,h≥1 be the sequence of MDP models estimated by Algorithm 2, with p˜h,θ(s′|s, a) and q˜h,θ(u|s, a)
the transition and reward distributions, V˜ ∗h,θ the optimal value functions, and σ˜
r
h,θ(s, a), σ˜
p
h,θ(s, a; θ
′) the corresponding
variances. There exist constants ρ, ρr, ρp, ρσr , ρσp such that, for δ
′ ∈ (0, 1), if
h > ρ log
2h2SA(S + U)
δ′
,
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then, with probability at least 1− δ′, the following hold simultaneously for all h ≥ 1, s ∈ S, a ∈ A, and θ, θ′ ∈ Θ:
|rθ(s, a)− r˜h,θ(s, a)| ≤ ρr
√
log ch,δ′
h
,
|(pθ(s, a)− p˜h,θ(s, a))T V˜ ∗h,θ′ | ≤ ρp
√
log ch,δ′
h
,
|σrθ(s, a)− σ˜rh,θ(s, a)| ≤ ρσr
√
log ch,δ′
h
,
|σrθ(s, a; θ′)− σ˜ph,θ(s, a; θ′)| ≤ ρσp
√
log ch,δ′
h
,
where ch,δ′ := pi2h2SA(S + U)/δ′.
Proof. Let Eh be the event under which the bounds of Lemma 14 all hold after observing h tasks. We need to prove that,
with high probability, there is no h in which the event does not hold. We know that Eh hold with probability at least 1− δ′′
from Lemma 14, where δ′′ = 6δ
′
pi2h2 . Too see this, notice that we introduced an extra pi
2h2/6 term in the confidence level
ch,δ′ . Then,
P {∃h ≥ 1 : Eh = 0} ≤
∞∑
h=1
P {Em = 0} ≤ 6δ
′
pi2
∞∑
h=1
1
h2
= δ′,
where the first inequality is the union bound, the second is from Lemma 14, and the last equality is from the value of the
p-series for p = 2. Then, the main theorem follows after renaming the constants in Lemma 14.
Lemma 15. Let Θ¯h be a set that contains θ∗h with probability at least 1 − δ. Then, for any δ′ ∈ (0, 1) and θ ∈ Θ, with
probability at least 1− δ′,
P
{
θ∗h+1 = θ
} ≤ ∑
θ′∈Θ¯h
T̂ (θ, θ′) + δk + ρT (Θ, T )k
√
log 6SA(S + U)/δ′
h
. (13)
Proof. We start by bounding the probability that the next task is θ as
P
{
θ∗h+1 = θ
}
=
∑
θ′∈Θ
P
{
θ∗h+1 = θ|θ∗h = θ′
}
P {θ∗h = θ′} ≤
∑
θ′∈Θ¯h
P
{
θ∗h+1 = θ|θ∗h = θ′
}
P {θ∗h = θ′}+ δk
≤
∑
θ′∈Θ¯h
P
{
θ∗h+1 = θ|θ∗h = θ′
}
+ δk =
∑
θ′∈Θ¯h
T (θ, θ′) + δk,
where the first inequality follows from the condition on Θ¯h, the second by bounding the probability by one, and the last
equality by definition of T . The result follows by applying Lemma 12 and renaming the constants.
Theorem 3. Let δ′ ∈ (0, 1) and δ ≤ δ′3m2 be the confidence value for Algorithm 1. Suppose that, before each task h, a
model θ is eliminated from the initial active set if:
∑
θ′∈Θ¯h
T̂h(θ, θ
′) + δk + ρT k
√
log(9kdm2/δ′)
h
≤ η.
Then, for η = δ
′
3km2 , with probability at least 1− δ′, at any time the true model is never eliminated from the initial set.
Proof. We have
P
{
θ∗h /∈ Θ˜h
}
≤ P
{
θ∗h /∈ Θ˜h ∧ θ∗h−1 ∈ Θ˜h−1
}
+ P
{
θ∗h−1 /∈ Θ˜h−1
}
≤
h∑
l=2
P
{
θ∗l /∈ Θ˜l ∧ θ∗l−1 ∈ Θ˜l−1
}
,
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where we applied the first inequality recursively to obtain the second one. We can bound each term in the second sum by
P
{
θ∗l /∈ Θ˜l ∧ θ∗l−1 ∈ Θ˜l−1
}
≤ P
{
θ∗l /∈ Θ˜l ∧ θ∗l−1 ∈ Θ˜l−1 ∧ θ∗l−1 ∈ Θ¯l−1
}
+ P
{
θ∗l−1 /∈ Θ¯l−1
}
≤ P
{
θ∗l /∈ Θ˜l ∧ θ∗l−1 ∈ Θ˜l−1 ∧ θ∗l−1 ∈ Θ¯l−1
}
+ δ,
where Θ¯l−1 is the set of active models after the application of Algorithm 1 to Θ˜l−1 and the second inequality follows from
the fact this algorithm discards θ∗l−1 with probability at most 1− δ. In order to bound the first term,
P
{
θ∗l /∈ Θ˜l ∧ θ∗l−1 ∈ Θ˜l−1 ∧ θ∗l−1 ∈ Θ¯l−1
}
≤
∑
θ∈Θ
P
{
θ∗l = θ ∧ θ /∈ Θ˜l ∧ θ∗l−1 ∈ Θ˜l−1 ∧ θ∗l−1 ∈ Θ¯l−1
}
.
Let us split this probability based on whether the concentration event on T of Lemma 12 holds or not. Using δ
′
3km2 as
confidence value, this probability is trivially bounded by k δ
′
3km2 when the event of Lemma 12 does not hold. Assume this
event holds. Then, Lemma 15 implies that the probability of the next task being θ is bounded by δ
′
3km2 , and the overall sum
is bounded by k δ
′
3km2 . Notice that we divided δ
′ by 3km2 w.r.t. the value used in Lemma 12 and Lemma 15. Putting these
together,
P
{
θ∗l /∈ Θ˜l ∧ θ∗l−1 ∈ Θ˜l−1
}
≤ δ + 2δ
′
3m2
.
Using the union bound,
P
{
∃h ∈ [m] : θ∗h /∈ Θ˜h
}
≤
m∑
h=2
P
{
θ∗h /∈ Θ˜h
}
≤
m∑
h=2
h∑
l=2
P
{
θ∗l /∈ Θ˜l ∧ θ∗l−1 ∈ Θ˜l−1
}
≤
(
δ +
2δ′
3m2
)
m2.
Therefore, the result holds with probability at least 1− δ′ by taking δ ≤ δ′3m2 .
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Figure 3. Ablation studies for the main parameters of PTUM. (left) The sample complexity is a piece-wise constant and bounded function
of . (middle) The sample complexity grows logarithmically with the grid size (i.e., the number of states). (right) The excess in sample
complexity (w.r.t. the one with perfect models) decreases with the approximation error ∆.
E. Additional Details on the Experiments
In this section, we provide all the necessary details to allow reproducibility of our experiments. We also provide further
results and ablation studies to better understand how the proposed algorithms behave in different settings and with different
parameters.
E.1. Experiments with PTUM
For these experiments we used a variant of the 4-rooms domain of Sutton et al. (1999). Here the agent navigates a grid
with two rooms divided by a vertical wall in the middle and connected by a door. There are four actions (up, down, right,
left) and there is a probability of 0.1 that the action chosen by the agent fails and a random one is taken instead. The agent
always starts in the bottom-left corner and must reach certain goal states. The reward function (e.g., the goal locations) and
the size of the grid vary in each experiment and will be specified later.
Experiments of Figure 1 left The agent acts in a 12x12 grid and it receives reward of 1 when reaching a goal state, and 0
otherwise. There are twelve possible tasks with goals and doors in different positions and whose models are fully known to
the agent. The parameters for running PTUM are: γ = 0.99, δ = 0.01,  = 0.1, and n = 100000. Both Rmax and MaxQInit
switch state-action pairs from unknown to known after 10 samples. Online algorithms without a generative model are run
for 100 episodes of 100 steps each. Since goal states are modelled as absorbing states with reward 1, these algorithms are
able to retrieve significant information in each episode to make the comparison with PTUM (which uses a generative model)
fair. In fact, it suffices to reach a goal to get information about it. For this reason, each sample retrieved by PTUM from the
generative model is considered as a single step in an episode.
Experiments of Figure 1 right Here the agent acts in a 12x12 grid without any wall, and has to discriminate among 7
possible tasks. Each task has 7 goals whose position is shared. However, given a goal state, reward values can differ between
tasks. To be more precise, goals are placed in the corners or nearby them. The true task has the optimal goal giving a reward
of 0.8, while all the other tasks have a different best-goal with a reward of 0.81. We set  = 1, γ = 0.9999, δ = 0.01, and
n = 100000. Both RMax and MaxQInit switch state-action pairs from unknown to known after 240 samples. The online
algorithms without a generative model are run for 1000 episodes of 100 steps each. Due to the fact that goal states are
modeled as absorbing state with reward 0 and, since all tasks have goals in the same position, online algorithms are able to
get at most one informative sample in each episode (i.e., one with non-zero reward). For this reason, each sample retrieved
by PTUM from the generative model is reported as an entire episode in the plots, which makes comparison fair.
It is important to note that in both these experiments the parameter needed by Rmax to switch between unknown and known
state-action pairs (which directly affects the learning speed) is set way below the one recommended by the theory (see
Brafman & Tennenholtz (2002)).
Additional results In order to verify the main theoretical results from the sample-complexity analysis of PTUM, we
report ablation studies for its main parameters.
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Sample complexity vs accuracy The setting in this case is a grid of dimension 12x12 where a reward of 1 is given when
reaching a goal state and 0 otherwise. The agent has knowledge of 12 possible perfect models, each of which has a single
goal state located in the opposite corner from the starting one. The door position is different in each task. We set γ to 0.99, δ
to 0.01, n to 1000000, and test our algorithm for different values of .
Figure 3(left) shows how the sample complexity changes as a function of . First, we notice that the function is piece-wise
constant, which is a direct consequence of the finite set of models. In fact, varying  changes the set of models Θ that must
be discarded by the algorithm before stopping. Second, we notice that the function is bounded in , i.e., we are allowed to
set  = 0 and the algorithm returns an optimal policy after discarding all the models different from the true one.
Sample complexity vs number of states In this experiment, the agent faces grids of increasing sizes. The agent obtains
reward 1 when ending up in a goal state and 0 otherwise. We consider three known models, each with the goal state in a
corner different from the starting one and a different door position. We set  to 0.0001, γ to 0.99, δ to 0.01, and n to 100000.
Figure 3(middle) shows how the sample complexity changes when the grid size (i.e., the number of states) increases. As
expected, we obtain a logarithmic growth due to the union bounds used to form the confidence sets. As before, the function
is piece-wise due to the finite number of models.
Sample complexity vs model error A grid of fixed size 6x6 is considered. The agent has knowledge of 6 models, each
of which has the goal state placed in the opposite corner w.r.t. the starting one. All models have reward 1 when reaching the
goal state and 0 otherwise. Each task differs from the others in the door position. We set  to 0.13, γ to 0.9, δ to 0.1, and
n to 1000000. Here we study the sample complexity of PTUM with the exact set of models when varying the maximum
uncertainty ∆.
Figure 3(right) shows the excess in sample complexity w.r.t. the case with perfect models when the bound ∆ on the
approximation error decreases. Once again, we obtain a piece-wise constant function since, similarly to , a higher error
bound ∆ changes the set of models that must be discarded by the algorithm and hence its sample complexity. Notably, we
do not require ∆ = 0 to recover the ”oracle” sample complexity.
E.2. Sequential Transfer Experiments
For these experiments we consider a grid-world similar to the objectworld domain of Levine et al. (2011). Here we have an
agent navigating a 5× 5 grid where each cell is either empty or contains one item (among a set of possible items). Each item
is associated to a different reward value and can be picked up by the agent when performing a specific action (among up,
down, left, right) in the state containing the item. To keep the problem simple and Markovian, we suppose items immediately
re-spawn after being picked up. That is, the agent can pick up the same item indefinitely as far as it manages to return to the
state containing it. The transition dynamics include a certain probability of failing the action as in the previous experiments.
To be more precise, in this setting failing actions regards exclusively the transition to other states, while the intended item is
picked up with another fixed probability. The agent sequentially faces 8 different tasks as follows. Suppose the tasks are
ordered in a list. Then, given the current task, with high probability the next task to be faced is the successor in the list,
while there is a small probability of skipping one task and going two steps ahead or staying in the same task. The values of
these probabilities (rewards, transitions, and task-transitions) will be specified in each experiment. For what concerns the
estimation of the models, RTP is run with 100 restarts for 100 iterations. We use low-rank singular value decomposition to
pre-process the empirical moments estimated by Algorithm 3 as explained by Anandkumar et al. (2014). This, empirically,
seems to be somehow critical for the stability of the algorithm and for its computational efficiency. Regarding this last point,
we note that after SVD is applied, Algorithm 3 only needs to decompose a tensor of size k × k × k, where k is the number
of models (k = 8 in this case).
Experiments of Figure 2 As mentioned in the main paper, in this experiment only the reward changes between
tasks, while the transition dynamics are fixed and have a failure probability of 0.1. The failure probability of re-
wards is instead fixed to 0.012 between tasks. The possible objects that the agent can get have the following rewards:
{0, 0.02, 0.04, 0.2, 0.22, 0.24, 0.5, 0.52, 0.54, 0.96, 0.98, 1}. Tasks are generated in the following way: first, task with
indexes in {0, 2, 3, 5} are randomly generated using only objects with values {0, 0.2, 0.5, 0.96}. Then tasks with index 1
and 7 are generated starting from model 0, in order for them to be -optimal with it. The same is done for task with index
4 and 5 w.r.t. task with index 5. In particular, these modifications are carried out randomly, using objects with a slightly
higher reward w.h.p. in each state-action pair. A small probability of using objects with smaller rewards is also present. We
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Figure 4. Sequential transfer experiment when both rewards and transition probabilities change across tasks. (left) The sample complexity
normalized by the one of PTUM with known models. (right) The expected return normalized by the optimal one for each specific task.
used this task-generation process in order to guarantee that there exist tasks which are hard to distinguish by PTUM, which
makes the problem more challenging. If we simply generated tasks randomly as described before (without creating any
“similar” copies), the identification problem would become almost trivial even in the presence of estimated models.
The task-transitions succeed to the natural next task in the list with probability 0.97, and fail in favor of the two adjacent
tasks with probability 0.015 each. A no-transfer uniform-sampling strategy is blindly run for 300 tasks, querying 50 samples
per each state-action pair. This is done to make sure that the estimated models eventually become accurate enough to make
PTUM enter the transfer mode. Once this 300 tasks are over, the transfer begins and goes on for 100 tasks. Once the model
has been identified, a post-sample of 30 queries is run in each state-action pair in order to obtain a minimum accuracy level
in the empirical models. When the identification of PTUM fails (i.e., the algorithm exceeds the budget n), no-transfer
uniform sampling is run, and its complexity is reported in the plots.
For the computation of the model inaccuracy bounds (as prescribed by Theorem 2) we set ρ = 0.135 for all models. We
chose this value so that the inaccuracies after the start-up phase are small enough to make the algorithm enter the transfer
mode. Since we noticed that the estimated models become accurate rather quickly, we further decided to decay ρ for the first
100 tasks when PTUM enters the transfer mode from its initial value to 0.006. This allows us to plot a faster and more clear
transitory in the sample complexity, but in principle this step could be ignored as the model inaccuracies naturally decay by
Theorem 2. For what concerns the computation of the initial sets of models for PTUM from the estimated task-transition
matrix T̂ , we use the technique described in Theorem 3 with η = 0.087 and ρT = 0.001. These values were chosen so
that the algorithm is likely not to discard models whose predicted probability is above 0.005. To add further robustness,
we always keep the top-3 most probable next models (according to T̂ ), even if they would be eliminated by the previous
condition.
At each step, the agent is required to find a -optimal policy with  = 0.5 and δ = 0.01. The discount factor γ is set to 0.9.
The expected returns of Figure 2 right are estimated by running the obtained policies for 30 episodes of 10 steps each and
averaging the results. Finally, the update constant for MaxQInit is fixed to 100.
Changing both rewards and transition probabilities Since in our original domain only the positions of the items (i.e.,
the rewards) change across tasks, here we consider a variant where the transition probabilities change as well. We now
generate tasks as follows. The failure probability of the actions changes as well (ranging from 0.1 up to 0.45), and we
randomize the rewards as explained before. Again, tasks are generated to be -optimal as described above, and all the other
parameters are set in the same way, except for the uniform sampling costant: no-transfer iterations query the generative
model for 150 samples in each state-action pair, while the post-sampling (after identification) takes 100 samples.
The results, shown in Figure 4, are coherent with the ones of Figure 2 for the case where only rewards change. This is an
interesting result since the number of parameters that must be estimated by the spectral learning algorithm doubled.
Increasing the MDP stochasticity In the experiments reported above, both the rewards and the transition probabilities
are almost deterministic. We now repeat these experiments by increasing the stochasticity in both components. For what
concerns the rewards, the possible objects are {0, 0.02, 0.2, 0.22, 0.5, 0.52, 0.96, 1}, and they are all used when generating
the tasks. Moreover, the fact of generating -optimal tasks is dropped here. The failure probability of the reward is set to 0.3.
The transition failure probability is instead the same of the previous experiment, ranging from 0.1 to 0.45, depending on the
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Figure 5. (left) Sequential transfer experiment with higher reward and transition stochasticity. (right) Sequential transfer experiment with
higher stochasticy in the transition between tasks. Each curve corresponds to a different value of failure probability in the task-transition
matrix.
task. Due to the higher stochasticity, no-transfer uniform sampling requires 250 samples per each state-action pair, while
transfer post-sampling is set to 200. All the other parameters are kept the same.
Figure 5(left) shows the results. Once again, we have the sequential transfer algorithm outperforming its static counterpart.
Compared to the previous experiments, here we notice only a small improvement of the sample complexity as a function
of the number of tasks (i.e., rather flat curves). This is mostly due to the fact that now it is harder to have tasks that are
very close to each other. This implies that the set of models that need to be discarded by PTUM remains roughly the same
after the algorithm starts entering the transfer mode, and thus improvements in the model accuracy only lead to small
improvements in the sample complexity.
Increasing the task-transition stochasticity In the previous experiments the transitions between tasks are almost deter-
ministic. The stochasticity in these components seems to be the most critical parameter for what concerns the number of
tasks needed by RTP to guarantee accurate estimations. For this purpose, we now show the l∞ error of the estimated MDP
models (with respect to the true ones) for different levels of stochasticity in the task-transition probabilities. Here we fix 10
different tasks, generated by randomizing the items as explained before, and run the RTP algorithm sequentially to obtain
the error estimates.
Figure 5(right) shows the results. Here we clipped the maximum error to 1 for better visualization. This is anyway reasonable
since the algorithm estimates probabilities and we could alternatively normalize the estimates. We note that the estimation
error decays as expected for all values of stochasticity. The algorithm requires, however, many more tasks to get accurate
estimates when the stochasticity increases.
