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Abstract
In this paper we analyze neurobiologically inspired approaches to implement emotions in com-
putational systems. We propose the criteria for realistic cognitive architectures and analyze
current architectures using aforementioned criteria. The analysis indicated several interesting
architectures H-CogAﬀ, BICA that inspired us to start the development of our own based on
biological realistic approaches.
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1 Introduction
Human cognition is a complex system of interconnected processes which take place on multiple
biological levels simultaneously. Every thought, intention, urge, whether conscious or not,
starts from biochemical interactions between the cells of nervous system. Multitude of those
interactions forms sophisticated images of feelings, emotions, and ideas which, in its turn,
become parts of complex psychological phenomena.
A cognitive architecture is an attempt to describe cognitive mechanics and to construct a
coherent system which would unite in itself all of the spectrum of events and phenomena that
take place inside the human psyche, on every level. There were plenty of attempts to do this
already.
Neurobiologically plausible cognitive architectures could be used to quickly make decisions
based on the emotionally weighted information in challenging conditions in a human-like man-
ner.
2 Necessity of neurobiological plausibility
Many researchers have attempted to formalize connections between neurobiology and psychol-
ogy to simulate emotions. We would brieﬂy mention most notable of them, from our perspective,
starting with Rosalind Picard, who has laid the groundwork [16] for the domain of “Aﬀective
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computing”. We should mention Arbib and Fellous, who had discussed possible neurobiologi-
cal approaches to emotion simulation [3]. Later studies indicated connections between various
parts of the nervous system and emotional states, like the inﬂuence of amygdala on the feeling
of fear [3].
”Cube of emotion”, described by Hugo Lo¨vheim in 2012 [11], is a theoretical model aiming
to explain the relationship between monoamine neurotransmitters and emotions of mammals,
including humans.
Our approach is ﬁrst to descend to the lowest level of biological complexity and thoroughly
study the mechanisms of cellular communications.
The emotional appraisal was previously studied by Robert Lowe, Carlos Herrera, Anthony
Morse, Tom Ziemke, Klaus C. Schrerer, Stacy Marsella, Jonathan Gratch, and others [18, 12,
13, 8].
Scherer claims [18] that emotional reactions are incredibly complex, multicomponent pro-
cesses that cannot be described by mere words and addresses this in his ”Emotions as a multi-
component process” work.
Lewis argues [9] that emotions are both the cause and the eﬀect of appraisals and suggests an
emotional appraisal mash-up, in which emotions are generated by evocation of stimuli and are
only capable of aﬀecting the appraisal while they are related to perception, arousal, attention,
readiness to act, evaluation, tone feeling, and reﬂection. Those microscopic processes participate
in a two-way causal relationship, their repetitive interactions allow macroscopic states, which
is in itself the very core of emotional appraisal mash-up.
We can achieve success in reproducing certain local psychological phenomena, but the cre-
ation of a system that can correctly reproduce every possible set of situation-speciﬁc psycholog-
ical states is deﬁnitely oﬀ limits – unless you use neurobiology. As such, there is no reasonable
way to simulate a plausible emotional appraisal mechanism. With that in mind, we concluded
that neurobiologically inspired emotional computations are indeed necessary.
3 Our criteria
We assume that neurobiological plausibility is the main requirement for ﬂexible and close to
realistic cognitive architecture. We have analyzed the ways in which neurobiological mechan-
ics could be implemented in a computational system in [21, 20, 4], .in which we covered how
monoamine neuromodulators could be mapped onto computational system parameters. There-
fore, neurorealistic computation should compose the base of the cognitive architecture.
The conformity to this requirement of neurorealism is not nearly enough to guarantee that
architecture realistically portrays human cognition. While laying out the basics, it is also impor-
tant to keep in mind high-level psychological concepts we strive to correctly reproduce. That’s
why we have added emotional criteria by Grach[7] and thinking levels by Marvin Minsky[14] to
our requirements. To further formalize our criteria for highly realistic cognitive architectures
we also introduce criteria for realistic artiﬁcial intelligence:
• Attention
• Planning
• Motivation
• Common sense logic
• Reasoning
• Perception/understanding
• Memory
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Cognitive Representation × × × × × × ×
Cognition → Emotion × × × × ×
Emotion Representation × × × ×
Emotion → Cognition × × × ×
Model of Emotion × ×
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Instinctive level ×
Learned level × × ×
Deliberative level × ×
Reﬂection level × ×
A
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Attention × × × ×
Planning × × × ×
Motivation (implying Emotions) × × ×
Common sense logic × ×
Reasoning × × ×
Perception / understanding × × × × × ×
Memory × × × × × ×
– Constructive memory
– Reconstructive memory
Consciousness
– Awareness × × × × ×
– Learning × × × ×
– Anticipation × ×
– Subjective experience ×
Intuition ×
Total 9 10 4 2 15 16 8 4 3
Table 1: Common schema of cognitive architectures analysis
– Constructive memory
– Reconstructive memory
• Consciousness
– Awareness
– Learning
– Anticipation
– Subjective experience
• Intuition
We also suppose that any modern cognitive architecture should be capable of parallel pro-
cessing and self-organization.
In total, we have examined 32 cognitive architectures, the following ones got special atten-
tion: 4CAPS, ACT-R, ALifeE, Apex, ASMO, BICA, CAMAL [6, 5], CHREST, CLARION, Co-
gAﬀ, CoJack, CopyCat, CRIBB, DUAL, EMA, EMONE, EPIC, H-CogAﬀ, Haikonen, FORR,
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GAIuS, LIDA, PreAct, PRODIGY, PRS, Psi-Theory, R-CAST, Shanahan, SOAR, Society of
Mind Cognitive Architecture (SMCA), Subsumption, WASABI.
Among the examined architectures in Table 1 we selected the ones who scored the highest
amount of points and further described them.
3.1 ACT-R
ACT-R is a cognitive architecture that has been being developed since 1970 and primarily
deals with modeling of human behavior [17].
The ACT-R was widely and successfully used in diﬀerent projects including the simulation
of associative learning [23], dopamine learning [19], educational tasks research [2]. The spectrum
of tasks implemented in ACT-R seems to be broad and wide even in comparison to the other
approaches.
In ACTR-R, learning is implemented on both structural and statistical levels. The ar-
chitecture can learn new rules from template solutions during the compilation process, which
analyzes the frequency of rule fulﬁllment, replaces constants with variables and unites them in
new clauses.
3.2 ASMO
The self-modifying structure of ASMO is suitable for serving as a base for engineering a self-
conscious robot and allows the system to focus its own attention on perceived inner state. There
are four key components to the ASMO framework: physical body, perception, attention, and
self-concept. This structure was speciﬁcally designed to be used as software in various physical
robots. ASMO-based robots are capable of independently determining and altering their inner
assumptions via introspection of own inner states, and creating new, more ﬂexible and eﬀective,
courses of action.
3.3 BICA
The Biologically Inspired Cognitive Architecture (BICA) project was launched by 2005 with
ambitious goal of starting next generation of cognitive architectural models of human artiﬁcial
intelligence in mind. The ﬁrst phase of the project involved idea generation for simulation
of biological structures, which then could be used for the creation of computational systems
inspired by neurobiological mechanics of humans. Now BICA continues as interdisciplinary
research for description, modeling and implementation of cognitive architectures with human-
level emotion simulation.
3.4 H-CogAﬀ
The main idea behind this architecture is that the mind is essentially two-dimensional. On
the ﬁrst dimension (displayed horizontally) information ﬂows from perception, via processing
and reasoning, to action. On the second dimension (vertically) information ﬂows from reactive
processes, through deliberate processes, to reﬂective processes. The information ﬂows are bi-
directional. Next to this tidy organization, it poses an alarm system, used for quick all-out
responses of the entire system. Among supported thinking capabilities, there are planning, long-
term memory, perception, and emotions. As a multilayered architecture, H-CogAﬀ consists of
3 layers of abstraction: perception processes, pre-planed processes, and reactive process. This
architecture has not been implemented as a computational system yet.
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3.5 Haikonen
The architecture presented by Pentti Haikonen is notable for being implemented in the fully
functional robot, armed with many sensors allowing him to perceive visual images, sounds,
and even pain. It can also reactively respond to external stimuli. Many stages of learning are
necessary for proper functioning of this robot, starting from the perception of outside world
and own inner state.
3.6 Psi-Theory
Psi-theory, developed by Dietrich Do¨rner at the University of Bamberg, is the systematic psy-
chological theory which deals with the subject of regulating human activity, intention choices,
and emotions. This theory treats the cognitive system as complex structures consisting of
relations and dependencies, maintaining a homeostatic balance in the dynamic environment.
Psi-theory can also be interpreted as a speciﬁcation for cognitive architecture since it contains
hierarchical nodal networks as a universal way of representing declarative, procedural and im-
plicit knowledge. System behavior is simulated by spreading directed activity through this
networks. Plans, episodes, situations, and objects are described through semantic formaliza-
tion network which is in its turn, based on ﬁxed amount of predetermined connection types
describing the causal relationship. The nodes in neural networks control the spread and activa-
tion of temporal or permanent unions, and their eventual destruction. Psi agent always has a
general overview of the current situation. Moreover, at every moment of time, working memory
contains hypothetical model, which is to be used when the need for comparison, recognition or
planning arises. Tasks are usually solved step-by-step – if no immediate solution is to be found,
systems will attempt to ﬁrst use the pre-set behavior, and it will try to make a plan. If this
fails too, the system will continue with the search of the other solutions.
3.7 Society of mind
Society of Mind Cognitive Architecture (SMCA) latest development expands cognitive ar-
chitecture CAMAL [5] with extra layers of processing while operating with concepts of metacog-
nition and intelligence. Intelligent behavior can be described as a combination of simpler be-
haviors. Construction of an optimal agent (agent of meta-cognition) cannot be done in the
community of similarly simple agents since they all must cooperate and share knowledge with
each other in order to progress. As Minsky [15] puts it, in order to develop a cognitive archi-
tecture one must create many diverse agents, with diﬀerent behaviors and diﬀerent abilities.
This, of course, requires an agent that is a better ﬁt to act on more abstract levels. And even
though meta-cognition seems to be a somewhat recent [1] and a very ”trendy” concept in cog-
nition theory, it already received much attention and we deﬁnitely see some good uses for it.
Metacognition is deﬁned as ”thinking about thinking” and can be viewed from two directions –
monitoring of agent groups in intelligent or cognitive or robotized architectures (self-reﬂection)
and altering agents in order to make them more eﬃcient in solving tasks (meta-control).
3.8 WASABI
TheWASABI architecture largely relies on the previous works in the ﬁeld of modeling emotion
development for MAX virtual agent. WASABI combines in itself physical dynamics of emotions
with a cognitive appraisal of primary and secondary emotions alike. The main idea behind the
modeling and expression of primary emotions was to capture the bodily feeling of an agent as
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a continuous progression emotion in the three-dimensional emotion space known as PAD. This
continuous progression is then categorized into an array of discrete emotions.
4 Conclusion
We have analyzed 32 cognitive architectures and matched them against two dozens of criteria
for neurobiological realism. Part of them had been taken from other researchers [10] and
part of them were ﬁrst described by us. BICA proved to be the best match. It takes into
account many psychological and neurobiological aspects nevertheless. Even though it has many
functional mechanisms integrated into it, BICA is not neurobiologically realistic. H-CogAﬀ is
a rather perspective cognitive architecture, too, especially since it was already implemented
in robotic systems. H-CogAﬀ is capable of reproducing emotion-like states, (which also was
demonstrated at the BICA-2015 conference) and implements its abstractions on the hardware
level. It belongs more to its own growth branch, which is interesting, but not neurobiologically
realistic.
In conclusion, even those three most advanced cognitive architectures cannot be called
suﬃciently neurobiologically realistic, which, of course, can be perceived as a call for action for
us, and for many other researchers. That’s the main reason why we are developing our own,
new cognitive architecture compatible with Lo¨vheim cube. You can read more about it in our
previous works [22].
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