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Research
Minimal spanning forests on infinite graphs are weak limits of
minimal spanning trees from finite subgraphs. These limits can be
taken with free or wired boundary conditions and are denoted FMSF
(free minimal spanning forest) and WMSF (wired minimal spanning
forest), respectively. The WMSF is also the union of the trees that
arise from invasion percolation started at all vertices. We show that
on any Cayley graph where critical percolation has no infinite clus-
ters, all the component trees in the WMSF have one end a.s. In Zd
this was proved by Alexander [Ann. Probab. 23 (1995) 87–104], but a
different method is needed for the nonamenable case. We also prove
that the WMSF components are “thin” in a different sense, namely,
on any graph, each component tree in the WMSF has pc = 1 a.s.,
where pc denotes the critical probability for having an infinite cluster
in Bernoulli percolation. On the other hand, the FMSF is shown to
be “thick”: on any connected graph, the union of the FMSF and in-
dependent Bernoulli percolation (with arbitrarily small parameter) is
a.s. connected. In conjunction with a recent result of Gaboriau, this
implies that in any Cayley graph, the expected degree of the FMSF
is at least the expected degree of the FSF (the weak limit of uniform
spanning trees). We also show that the number of infinite clusters
for Bernoulli(pu) percolation is at most the number of components
of the FMSF, where pu denotes the critical probability for having a
unique infinite cluster. Finally, an example is given to show that the
minimal spanning tree measure does not have negative associations.
1. Introduction. Suppose that i.i.d. random weights 〈U(e); e ∈ E〉, uni-
form in [0, 1], are assigned to the edges of a finite connected graphG= (V,E).
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The minimal spanning tree determined by these weights is the spanning tree
with minimum total weight; it can be obtained from G by deleting every edge
e whose label U(e) is maximal in some (simple) cycle. This construction has
two analogues in an infinite graph G. The free minimal spanning forest
FMSF in G is obtained by deleting any edge with a label that is maximal
in a cycle; the wired minimal spanning forest WMSF in G is obtained by
deleting any edge with a label that is maximal in an extended cycle, meaning
a cycle or a bi-infinite simple path. The FMSF was studied by Alexander
and Molchanov [6] in Z2 and by Alexander [5] in Zd. The WMSF is implicit
in [5] (where it is shown that for Zd it is the same as the FMSF); it was
considered explicitly by Ha¨ggstro¨m [20], who studied the WMSF on trees,
where it is generally different from the FMSF. Also, Aldous and Steele [3, 4]
(Section 4.4 in the second paper) considered the wired minimal spanning
forest (which they called simply the minimal spanning forest) in a weighted
graph, in order to study the asymptotics of the analogous tree on the points
of a Poisson process with weights given by Euclidean distances.
One reason to study these forests is their close connection to percolation;
in fact, the WMSF is closely tied to critical bond percolation and inva-
sion percolation, while the FMSF is related to percolation at the uniqueness
threshold pu [as defined in (1.1)]. For example, the conjecture that nona-
menable groups have an intermediate phase with infinitely many infinite
clusters is equivalent to WMSF 6= FMSF on such groups, as we shall see.
Another natural random forest in an infinite graph is the free uniform
spanning forest (FSF), constructed by Pemantle [36] as a weak limit of uni-
form spanning trees from finite subgraphs. If the finite subgraphs are taken
with wired boundary, then the wired uniform spanning forest (WSF) arises.
These forests were studied in detail by Pemantle [36] and Benjamini, Lyons,
Peres and Schramm (BLPS) [10] and have close connections to random walks
and potential theory. A key theme of this paper will be to describe the strik-
ing analogies, and important differences, between the uniform and minimal
spanning forests.
We now recall some terminology and state our main results. An end of
an infinite tree T is an equivalence class of infinite simple paths in T , where
two paths are equivalent if they have a finite symmetric difference. Recall
that a graph G = (V,E) is transitive if for every pair of vertices, there is
an automorphism taking one to the other. A graph G is quasi-transitive if
the orbit space V/Aut(G) is finite. A quasi-transitive graph G is unimodular
if Aut(G) is a unimodular group; see [9] for details. In particular, Cayley
graphs are unimodular.
Recall that Bernoulli(p) (bond) percolation on a graph G is the random
subgraph G[p] that remains when each edge is independently kept with
probability p and deleted otherwise. Let θ(p) = θ(p,G, v) be the probability
that a fixed vertex v of G is in an infinite cluster of G[p]. As is customary,
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let pc = pc(G) denote the infimum of those p such that G[p] has an infi-
nite connected component a.s.; pc(G) is called the critical probability of G.
Then θ(p) = 0 for p < pc and θ(p)> 0 for p > pc (assuming G is connected).
Bernoulli(pc) percolation is called critical percolation.
A very simple coupling among 〈G[p];p ∈ [0,1]〉, the WMSF and the FMSF
is obtained by taking G[p] to be the set of edges e ∈ E satisfying U(e)< p.
This coupling, which we call the standard coupling, facilitates most of the
connections between the WMSF, the FMSF and Bernoulli percolation.
We now describe our most interesting results.
Theorem 1.1 (One end). Let G be a unimodular quasi-transitive graph.
If G is transitive, then the WMSF-expected degree of each vertex is 2. If
θ(pc,G) = 0, then a.s. each component of the WMSF has one end.
See Theorem 3.12 for the proof.
By [8], θ(pc,G) = 0 when G is nonamenable (see below), quasi-transitive
and unimodular. For G= Zd, Alexander [5] proved that there is one end per
tree a.s. under the assumption that θ(pc,Z
d) = 0. Kesten [27] and Hara and
Slade [25] have shown that θ(pc,Z
d) = 0 for d= 2 and d≥ 19, respectively,
and this is widely believed to hold for every d > 1. Theorem 3.12 has an
analogue for wired uniform spanning forests due to [36] and [10]; in the
uniform case, no additional assumption like θ(pc) = 0 is needed. In any case,
both theorems show that the wired spanning forests are “thin” in a certain
sense.
Other aspects of “thinness” are the following. In [10], it was conjectured
that the trees of the WSF on every graph are a.s. all recurrent for sim-
ple random walk. This was proved by Morris [33]. Our next theorem is an
analogue of Morris’ theorem for the WMSF.
Theorem 1.2. Let G be an infinite graph. Then the WMSF Fw satisfies
pc(Fw) = 1 a.s.
See Theorem 3.20 for the proof of a slight improvement of this theorem.
On the other hand, the free spanning forests seem to be “thick” when not
equal to the wired spanning forests. Thus, the next theorem shows that the
FMSF is always “almost” connected:
Theorem 1.3. Let G be any locally finite connected graph and ε ∈ (0,1).
Let Ff be a configuration of the FMSF and let ω be an independent copy of
G[ε]. Then Ff ∪ ω is connected a.s.
See Theorem 3.22 for the proof. Note that for planar graphs, this follows
from Theorem 1.2 by planar duality (see Theorem 4.1 below). In conjunction
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with recent work of Gaboriau [17], Theorem 1.3 allows us to compare the
FSF and the FMSF:
Corollary 1.4. For any transitive unimodular graph G, the FSF-expected
degree of a vertex v is at most the FMSF-expected degree of v.
See Corollary 3.24 for the proof of an improvement of this theorem.
Obtaining a tight lower bound on the FSF-expected degree is a major
open problem in the theory of uniform spanning forests, closely related to
the possible equivalence of first ℓ2-Betti numbers and cost (see [16] and the
proof of Corollary 3.24).
Let
pu = pu(G) := inf{p ∈ [0,1];G[p] a.s. has a unique infinite cluster}.(1.1)
Proposition 1.5. Let G be an infinite graph. Under the standard cou-
pling, the number of trees in the FMSF on G is a.s. at least the number of
infinite clusters of G[pu].
For a proof, see Proposition 3.13.
The preceding theorems show that in some ways, the WMSF is similar to
critical Bernoulli percolation, while the FMSF is similar to Bernoulli perco-
lation at the uniqueness threshold. Our next result holds for both minimal
forests:
Theorem 1.6. Both measures WMSF and FMSF have a trivial tail σ-
field on any graph.
See Theorem 3.14 for the proof. The analogous result holds for the uniform
spanning forests ([10] and [36]).
Naturally, we want to know when the free and wired minimal spanning
forests are the same. We say that a graph G has almost everywhere unique-
ness (of the infinite cluster) if, for almost every p ∈ (0,1) in the sense of
Lebesgue measure, there is a.s. at most one infinite component in G[p]. The
following extends Proposition 2.1 of [5]:
Proposition 1.7. On any connected graph G, we have FMSF = WMSF
iff G has almost everywhere uniqueness.
See Proposition 3.6 for the proof.
For which d is the FMSF in Zd a tree? This is perhaps the most tantalizing
open question about minimal spanning forests, and it has been answered only
for d= 2; see [6]. A similar result of ours is as follows. Recall that an infinite
graph is nonamenable if, for some δ > 0 and all finite sets F of vertices in
G, the number of edges in the boundary of F is at least δ|F |.
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Proposition 1.8. Let G be a proper plane connected nonamenable graph
with one end such that there is a group of homeomorphisms of the plane act-
ing quasi-transitively on the vertices of G. Then the FMSF on G is a.s. a
tree.
See Section 4 for the definition of a proper plane graph and Proposition
4.4 for the proof. This proposition applies to 1-skeletons (i.e., sets of vertices
and edges) of tilings in the hyperbolic plane for which there is a group of
hyperbolic isometries acting quasi-transitively on the tiles, and such that
each tile is a finite and bounded hyperbolic polygon.
In the direction opposite to the proposition, it is not straightforward to
produce any graph for which the FMSF is disconnected. An indirect method
is to show that a certain transitive graph G is nontreeable, that is, there is
no automorphism-invariant measure on the space of spanning trees in G. It
is known that Cayley graphs with Kazhdan’s property T , as well as certain
nonamenable products, are nontreeable (see [1] and [37]). As explained in the
latter paper, in any nontreeable transitive graph, the number of components
of the FMSF is almost surely infinite. Another indirect method is to apply
Proposition 1.5 to transitive graphs where G[pu] has infinitely many infinite
clusters (such as the product of a regular tree of high degree and Z; see [39]).
This, however, does not yet provide graphs beyond the nontreeable graphs,
since the only graphs for which this property of Bernoulli(pu) percolation
has been established are also known to be nontreeable. An example of a
(nontransitive) graph where the FMSF has exactly two components a.s. is
described in Example 6.1; it is not known whether this is possible in a
transitive graph. Other examples and open questions on minimal spanning
forests are presented in the final section. In Section 5 we give a simple
method to calculate probabilities of spanning trees in finite graphs; we use
this to give an example where the minimal spanning tree measure does not
have negative associations, unlike the case of uniform spanning trees.
2. Background: minimal spanning trees on finite graphs. We begin with
a few definitions and some notation for graphs. A graph G= (V,E) is locally
finite if the number of neighbors of each vertex is finite. We shall consider
only such graphs. A forest is a graph with no cycles. A tree is a nonempty
connected forest. A subgraphH ⊂G is spanning ifH contains all the vertices
of G. A spanning tree or forest of G= (V,E) will usually be thought of as a
subset of E, since its vertex set is always V. Given a graph G= (V,E), we
let 2E denote the measurable space of all subsets of E with the Borel σ-field,
that is, the σ-field generated by sets of the form {F ⊂ E; e ∈ F}, where e ∈ E.
Let G = (V,E) be a finite connected graph, and suppose that U :E→ R
is some injective function. The number U(e) will then be referred to as the
6 R. LYONS, Y. PERES AND O. SCHRAMM
label of e. The labeling U then induces a total ordering on E, where e < e′
if U(e)<U(e′).
Define TU to be the subgraph whose vertex set is V and whose edge
set consists of all edges e ∈ E whose endpoints cannot be joined by a path
whose edges are strictly smaller than e. For the sake of completeness, we
now prove that TU is a spanning tree. The largest edge in any cycle of G is
not in TU and, therefore, TU is a forest. If ∅ 6= A( V, then the least edge
of G connecting A with V \A must belong to TU , which shows that TU is
connected. Thus, it is a spanning tree. In fact, among all spanning trees, TU
has minimal edge label sum,
∑
e∈T U(e).
Definition 2.1 (The minimal spanning tree). When 〈U(e); e ∈ E〉 are
independent uniform [0,1] random variables, the law of the corresponding
spanning tree TU is called simply the minimal spanning tree (measure). It
is a probability measure on 2E.
There is an easy (and well-known) monotonicity principle for the minimal
spanning tree measure, which is analogous to a similar principle for uniform
spanning trees:
Proposition 2.2 (Domination). Let H be a connected subgraph of the
finite connected graph G. Let µH and µG be the corresponding minimal span-
ning tree measures. Let µHG (A) := µG[{T ;T ∩H ∈ A}] for every A⊆ 2
E(H).
Then µH stochastically dominates µ
H
G .
A monotone coupling giving the stochastic domination is obtained by
using the same labels on E(H), and independent labels on E(G) \ E(H).
Remark 2.3. The following difference from the uniform spanning tree
must be kept in mind. Given an edge, e, the minimal spanning tree measure
on G conditioned on the event not to contain e need not be the same as the
minimal spanning tree measure on G \ e, the graph G with e deleted; the
simplest example is G=K4, the complete graph on four vertices.
3. Minimal spanning forests. We now present two natural extensions
to infinite graphs of the notion of the minimal spanning tree. After the
definitions, we give some partly novel deterministic facts about the forests,
then proceed to our main probabilistic results.
Let G = (V,E) be an infinite connected graph and U :E → R be an in-
jective labeling of the edges. Let Ff = Ff(U) = Ff(U,G) be the set of edges
e ∈ E such that in every path in G connecting the endpoints of e there is
at least one edge e′ with U(e′)≥ U(e). When 〈U(e); e ∈ E〉 are independent
uniform random variables in [0, 1], the law of Ff (or sometimes, Ff itself )
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is called the free minimal spanning forest on G and is denoted by FMSF or
FMSF(G).
An extended path joining two vertices a, b ∈ V is either a simple path in
G joining them, or the union of a simple infinite path starting at a and
a disjoint simple infinite path starting at b. (The latter possibility may be
considered as a simple path connecting a and b through ∞.) Let Fw =
Fw(U) = Fw(U,G) be the set of edges e ∈ E such that in every extended path
joining the endpoints of e there is at least one vertex e′ with U(e′)≥ U(e).
Equivalently, Fw(U) consists of those edges e such that there is a finite set
of vertices W ⊂ V where e is the least edge joining W to V \W . (If the
endpoints of e are a and b, then W is the vertex set of the component of
a or the component of b in the set of edges smaller than e.) Again, when
U is chosen according to the product measure on [0,1]E, we call Fw the
wired minimal spanning forest on G. The law of Fw is denoted WMSF or
WMSF(G).
Clearly, Fw(U) ⊂ Ff(U). Note that Fw(U) and Ff(U) are indeed forests,
since in every simple cycle of G, the edge e with U(e) maximal is present
neither in Ff(U) nor in Fw(U). In addition, all the connected components
in Ff(U) and in Fw(U) are infinite. Indeed, the least edge joining any finite
vertex set to its complement belongs to both forests.
We shall now describe how Ff(U) and Fw(U) arise as limits of the minimal
spanning tree on finite graphs. Consider an increasing sequence of finite,
nonempty, connected subgraphs Gn ⊂G, n ∈ N, such that
⋃
nGn =G and
E(Gn) = (V(Gn)×V(Gn))∩E(G) for each n. For n ∈N, let G
w
n be the graph
obtained from G by identifying the vertices outside Gn to a single vertex,
then removing all resulting loops based at that vertex.
Proposition 3.1. Let Tn(U) and T
w
n (U) denote the minimal spanning
trees on Gn and G
w
n , respectively, that are induced by the labeling U . Then
Ff(U) = limn→∞ Tn(U) and Fw(U) = limn→∞T
w
n (U). This means that for
every e ∈ Ff(U), we have e ∈ Tn(U) for every sufficiently large n, for every
e /∈ Ff(U), we have e /∈ Tn(U) for every sufficiently large n and similarly for
Fw(U).
We leave the easy proof of this proposition to the reader.
It will be useful to make more explicit the comparisons that determine
which edges belong to the two spanning forests. Define
Zf(e) = Z
U
f (e) := inf
P
max{U(e′); e′ ∈ P},
where the infimum is over simple paths P in G \ {e} that connect the
endpoints of e; if there are none, the infimum is defined to be ∞. Thus,
Ff(U) = {e;U(e)≤Zf(e)}. Similarly, define
Zw(e) = Z
U
w (e) := inf
P
sup{U(e′); e′ ∈ P},
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where the infimum is over extended paths P inG\{e} that join the endpoints
of e. Again, if there are no such extended paths, then the infimum is defined
to be ∞. Thus, {e;U(e)<Zw(e)} ⊆ Fw(U)⊆ {e;U(e)≤Zw(e)}.
It turns out that there are also dual definitions for Zf and Zw. In order
to state these, recall that if W ⊆ V, then the set of edges ∂EW joining W to
V \W is said to be a cut.
Lemma 3.2. For any injection U :E→R on any graph G, we have
Zf(e) = sup
C
inf{U(e′); e′ ∈ C \ {e}},(3.1)
where the supremum is over all cuts C that contain e. Similarly,
Zw(e) = sup
C
min{U(e′); e′ ∈ C \ {e}},(3.2)
where now the supremum is over all cuts C containing e such that C = ∂EW
for some finite W ⊂ V.
Proof. We first verify (3.1). If P is a simple path in G \ {e} that con-
nects the endpoints of e, and C is a cut that contains e, then C ∩ C 6=∅, so
max{U(e′); e′ ∈ P} ≥ inf{U(e′); e′ ∈ C \{e}}. This proves one inequality (≥)
in (3.1). To prove the reverse inequality, fix one endpoint x of e, and let W
be the vertex set of the component of x in (G \ {e})[Zf (e)]. Then C := ∂EW
is a cut that contains e. Using C in the right-hand side of (3.1) yields the ≤
inequality in (3.1) and shows that the supremum there is achieved.
The ≥ inequality in (3.2) is proved in the same way as in (3.1). For the
other direction, we dualize the above proof. Let Z denote the right-hand
side of (3.2), and let W be the vertex set of the connected component of
one of the endpoints of e in the set of edges e′ 6= e such that U(e′)≤ Z. We
clearly have U(e′)>Z for each e′ ∈ ∂EW \{e}. Thus, by the definition of Z,
the other endpoint of e is in W if W is finite. The same argument applies
with the roles of the endpoints of e switched. Therefore, there is an extended
path C connecting the endpoints of e in G\{e} with sup{U(e′); e′ ∈ P} ≤Z.
This completes the proof of (3.2) and also shows that the infimum in the
definition of Zw(e) is attained. 
The invasion tree T (v) = TU (v) of a vertex v is defined as the increasing
union of the trees Γn, where Γ0 := {v} and Γn+1 is Γn together with the
least edge joining Γn to a vertex not in Γn. (If G is finite, we stop when Γn
contains V.)
Proposition 3.3. Let U :E → R be an injective labeling of the edges
of a locally finite graph G = (V,E). Then the union
⋃
v∈V TU (v) of all the
invasion trees is equal to Fw(U).
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This is easily proved using the characterization of Fw(U) as the set of all
edges e such that there is some finite W ⊂ V where e is the minimal edge
joining W and V \W . (The details are left to the reader.)
The invasion basin I(v) of a vertex v is defined as the union of the sub-
graphs Gn, where G0 := {v} and Gn+1 is Gn together with the lowest edge
not in Gn but incident to some vertex in Gn. Note that I(v) has the same
vertices as T (v), but may have additional edges.
The following extends to general graphs a result proved in [6] (in Z2) and
[5] (in Zd):
Proposition 3.4. Let U :E→R be an injective labeling of the edges of
a locally finite graph G= (V,E). If x and y are vertices in the same compo-
nent of Fw(U), then the symmetric differences I(x)△I(y) and TU (x)△TU (y)
are finite.
Proof. We give the proof only for |I(x)△I(y)| <∞, since the proof
for TU (x)△TU (y) is essentially the same. It suffices to prove this when e :=
[x, y] ∈ Fw(U). Consider the connected components C(x) and C(y) of x and
y in G[U(e)]. Not both C(x) and C(y) can be infinite, since e ∈ Fw(U). If
both are finite, then invasion from each x and y will fill C(x) ∪C(y) ∪ {e}
before invading elsewhere and, therefore, I(x) = I(y) in this case. Finally, if,
say, C(x) is finite and C(y) is infinite, then I(x) =C(x)∪ {e} ∪ I(y). 
We begin our probabilistic results by recording the analogues of several
results on uniform spanning forests from [10]:
Proposition 3.5. Let G be a connected locally finite graph.
(a) If G is amenable, then the average degree of vertices in both the free
and wired minimal spanning forests on G is a.s. 2.
(b) The free and wired minimal spanning forests on G are the same if
they have a.s. the same finite number of trees, or if the expected degree of
every vertex is the same for both measures.
(c) The free and wired minimal spanning forests on G are the same on
any transitive amenable graph.
(d) If Fw is connected a.s., or if each component of Ff has a.s. one end,
then WMSF(G) = FMSF(G).
(e) If G is unimodular and transitive with WMSF(G) 6=FMSF(G), then
a.s. the FMSF has a component with uncountably many ends, in fact, with
pc < 1.
Proof. The proofs are analogous to those of corresponding statements
for uniform spanning forests in [10]. For (a), see Remark 6.1 there; for (b),
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see Remark 5.8 and Proposition 5.10 there; for (c), see Corollary 6.3 there;
for (d), see Remark 5.9 there; and for (e), see Proposition 10.11 there. 
Next, we characterize when the free and wired minimal spanning forests
coincide.
Proposition 3.6. On any connected graph G, we have FMSF =WMSF
iff G has almost everywhere uniqueness.
Proof. Since Fw ⊂ Ff and E is countable, FMSF 6=WMSF is equivalent
to the existence of an edge e such that P[Zw(e)<U(e)≤ Zf(e)]> 0. Let A(e)
be the event that the two endpoints of e are in distinct infinite components
of (G\e)[U(e)]. Then {Zw(e) < U(e) < Zf(e)} ⊂ A(e) ⊂ {Zw(e) ≤ U(e) ≤
Zf(e)}. Consequently, P[A(e)] =P[Zw(e)< U(e)< Zf(e)]. Hence, FMSF 6=
WMSF is equivalent to the existence of an e ∈ E such that P[A(e)] > 0. It
is easy to see that almost everywhere uniqueness fails iff there is some e ∈ E
with P[A(e)]> 0. 
Corollary 3.7. On any graph G, if almost everywhere uniqueness
fails, then a.s. WMSF is not a tree.
Proof. By Proposition 3.5(b), if WMSF is a tree a.s., then WMSF =
FMSF. 
We also obtain the following result of Ha¨ggstro¨m [22].
Corollary 3.8 (Equality on trees). If G is a tree, then the free and
wired minimal spanning forests are the same iff pc(G) = 1.
Proof. This is clear, since only at p= 1 can G[p] have a unique infinite
cluster a.s.; see [38] for this fact. 
The issue of uniqueness in percolation is clarified by the following result. It
was conjectured by Benjamini and Schramm [11] and proved by Ha¨ggstro¨m
and Peres [23] under a unimodularity assumption, and by Schonmann [40]
in general.
Theorem 3.9 (Uniqueness monotonicity). Let G be a locally finite con-
nected graph with a quasi-transitive automorphism group. If there is a.s. a
unique infinite cluster for G[p], then the same holds for every p′ > p.
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Thus, Proposition 3.6 shows that for quasi-transitive G, FMSF = WMSF
iff pc = pu, which conjecturally holds iff G is amenable. The argument of
Burton and Keane [14] shows that, in fact, for a quasi-transitive amenable
G and every p ∈ [0,1], there is a.s. at most one infinite cluster in G[p].
This is slightly stronger than pc = pu, and provides another proof that for
quasi-transitive amenable graphs, FMSF = WMSF [cf. Proposition 3.5(a),
(b)].
In contrast to the WSF, the number of trees in the WMSF is not always
an a.s. constant: see Example 6.2. On the other hand, the total number of
ends of all trees in either forest is an a.s. constant, since it is a tail random
variable and the tail σ-field is trivial, as we shall see in Theorem 3.14.
Although the number of trees in the WMSF can vary, we do know their es-
sential supremum. Let α(x1, . . . , xK) be the probability that I(x1), . . . , I(xK)
are pairwise vertex-disjoint. The following theorem is analogous to Theorem
9.4 from [10]:
Proposition 3.10. Let G be a connected graph. The WMSF-essential
supremum of the number of trees is
sup{K;∃x1, . . . , xK ∈ V α(x1, . . . , xK)> 0}.(3.3)
This is obvious from the representation of WMSF as the union of invasion
trees.
To analyze the number of ends in the trees of the WMSF, we shall use
the Mass-Transport Principle, which was introduced into percolation theory
by Ha¨ggstro¨m [21] and extended by BLPS [9]. See [9] for background. Also,
the following lemma from [24] will be employed:
Lemma 3.11. Let G be a locally finite quasi-transitive connected graph
and p > pc(G). Then a.s. the invasion tree of each vertex of G intersects an
infinite cluster of G[p].
Theorem 3.12 (One end). Let G be a unimodular quasi-transitive graph.
If G is transitive, then the WMSF-expected degree of each vertex is 2. If
θ(pc,G) = 0, then a.s. each component of the WMSF has one end.
Proof. Fix a basepoint o. Let e1, e2, . . . be the edges in the invasion tree
of o, in the order they are added. Suppose that θ(pc) = 0. Then supn≥kU(en)>
pc for any k. By Lemma 3.11, lim supU(en) = pc. For each k such that
U(ek) = supn≥kU(en), the edge ek separates o from ∞ in the invasion tree
of o. It follows that the invasion tree of o has a.s. one end. The same will be
true for any finite connected union of invasion trees that contains o, since
any such union agrees with the invasion tree of o, except for finitely many
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edges, by Proposition 3.4. Consequently, there is a well-defined special end
for each component of Fw (viz., the end of any invasion tree contained in
the component).
Suppose that Aut(G) acts transitively on the vertices of G. Orient each
edge in Fw toward the special end of the component containing that edge.
Then each vertex has precisely one outgoing edge. By the Mass-Transport
Principle, it follows that the WMSF-expected degree of a vertex is 2. Since
θ(pc) = 0 when G is non-amenable, this conclusion holds for all such G. It
also holds for amenable G by Proposition 3.5(a).
Combining the fact that the expected degree is 2 with Theorem 7.2 of [9],
we deduce that a.s. each component of Fw has one or two ends. We say
that a vertex v is in the future of a vertex u if v can be reached from u by
following the oriented edges of Fw.
Suppose that, with positive probability, the component of o had two ends.
Let the trunk of a component with two ends be the (unique) subgraph of it
that would be isomorphic to Z. Label the vertices of the trunk xn (n ∈ Z),
with xn+1 in the future of xn. Since θ(pc) = 0, there would be an ε > 0 such
that with positive probability supn∈ZU([xn, xn+1])> pc+ε. By Lemma 3.11,
lim supU([xn, xn+1]) = pc. Thus, with positive probability there would be
a largest m ∈ Z such that U([xm, xm+1])> pc + ε. We could then transport
mass 1 from each vertex in such a component to the vertex xm, when this
event occurs. The vertex xm would then receive infinite mass, contradicting
the Mass-Transport Principle. This completes the proof in the case where
Aut(G) acts transitively.
The reduction from the quasi-transitive setting to the transitive setting
proceeds by mapping Fw to a forest over a set of vertices where there is a
transitive group action. Let Γ = Aut(G), and denote by Γo := {γ(o);γ ∈ Γ}
the orbit of o under Γ. Let k := maxv∈Vmino′∈Γo d(o
′, v), where d(u, v) refers
to the graph distance on G. Note that k <∞, as Γ acts quasi-transitively
on G. For every vertex v ∈ V, choose some vertex ov in Γo with d(ov , v)≤
k. Among all possible choices of ov , we choose uniformly at random, and
make 〈ov;v ∈ V〉 independent and independent of the labeling U . Let n be
the number of vertices in G within distance k of o. For each o′ ∈ Γo, let
Wo′ := {v ∈ V;ov = o
′}, and given U and 〈ov ;v ∈ V〉, choose an injection
φo′ :Wo′ →{1,2, . . . , n}, uniformly at random among all possible injections,
where the collection 〈φo′ ;o
′ ∈ Γo〉 is independent, given U and 〈ov;v ∈ V〉.
Let V˜ := {1,2, . . . , n} × Γo, and let Γ˜ denote the group of permutations of
V˜ of the form (j, o′) 7→ (πj, γo′), where π is any permutation on {1,2, . . . , n}
and γ ∈ Γ. Then Γ˜ is unimodular and acts transitively on V˜. Let F˜w be the
image of Fw under the random injective map Φ :V → V˜ given by Φ(v) :=
(φov (v), ov). Then F˜w is a forest on the vertex set V˜ and the law of F˜w
is invariant under Γ˜. The mass-transport argument used before now shows
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that the expected degree in F˜w of any vertex v˜ ∈ V˜ is 2P[v˜ ∈Φ(V)]. We may
set U˜([Φ(v),Φ(u)]) := U([v,u]) for every [v,u] ∈ E. The above arguments
then show that F˜w a.s. has precisely one end for every infinite connected
component, which shows that the same is true for Fw. 
The preceding result gives one relation between the WMSF and critical
Bernoulli percolation. The next result gives a relation between the FMSF
and Bernoulli(pu) percolation.
According to Lemma 3.11, every component of WMSF(G) intersects some
infinite cluster of G[p] for every p > pc(G), provided G is quasi-transitive. A
comparable statement for FMSF(G) holds for general graphs:
Proposition 3.13. Under the standard coupling, each component of
FMSF(G) intersects at most one infinite cluster of G[pu]. Thus, the number
of trees in (G) is at least the number of infinite clusters in G[pu]. If G
is quasi-transitive with pu(G) > pc(G), then each component of FMSF(G)
intersects exactly one infinite cluster of G[pu].
Proof. Let 〈pj〉 be a sequence satisfying limj→∞ pj = pu that is con-
tained in the set of p ∈ [pu,1] such that there is a.s. a unique infinite cluster
in G[p]. Let P be a finite simple path in G, and let A be the event that
P ⊂ Ff and the endpoints of P are in distinct infinite pu-clusters. Since a.s.
for every j = 1,2, . . . there is a unique infinite cluster in G[pj ], a.s. on A
there is a path joining the endpoints of P in G[pj ]. Because P ⊂ Ff on A,
a.s. on A we have maxP U ≤ pj . Thus, maxP U ≤ pu a.s. on A. On the other
hand, maxP U ≥ pu a.s. on A since on A, the endpoints of P are in dis-
tinct pu components. This implies P[A]≤P[maxP U = pu] = 0, and the first
statement follows.
The second sentence follows from the fact that every vertex belongs to
some component of Ff . Finally, the third sentence follows from Lemma 3.11
and the fact that invasion trees are contained in the wired minimal spanning
forest, which, in turn, is contained in the free minimal spanning forest. 
We now prove a result that shows precisely shared behavior for both
minimal spanning forests:
Theorem 3.14. Both measures WMSF and FMSF have a trivial tail
σ-field on any graph.
For our proof, we need the following strengthening of Theorem 5.1(i) of [5]:
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Lemma 3.15. Let G be any infinite locally finite graph with distinct fixed
labels U(e) on its edges. Let F be the corresponding free or wired minimal
spanning forest. If the label U(e) is changed at a single edge e, then the forest
changes at most at e and at one other edge [an edge f with U(f) =Zf(e) or
Zw(e), resp.]. More generally, if F
′ is the forest when labels only in K are
changed, then |(F△F′) \K| ≤ |K|.
Proof. Consider first the free minimal spanning forest. Suppose the
two values of U(e) are u1 and u2, with u1 < u2. Let F1 and F2 be the
corresponding free minimal spanning forests. Then F1 \ F2 ⊆ {e}. Suppose
that f ∈ F2\F1. Then there must be a path P ⊂G\{e} joining the endpoints
of e and containing f , such that U(f) = maxP U > u1. Suppose that there
were a path P ′ ⊂G \ {e} joining the endpoints of e, such that maxP ′ U <
U(f). Then P ∪P ′ would contain a cycle containing f but not e, on which
f has the maximum label. This would contradict f ∈ F2. Therefore, Zf(e) =
U(f). Since the labels are distinct, there is at most one such f .
For the WMSF, the proof is the same, only with “extended path” replac-
ing “path” and “Zw(e)” replacing “Zf(e).”
The second conclusion in the lemma follows by induction from the first.

Proof of Theorem 3.14. Let F(K) be the σ-field generated by U(e)
for e ∈K. Let A be a tail event of 2E. Let φ : [0,1]E → 2E be the map that
assigns the (free or wired) minimal spanning forest to a configuration of
labels. (Actually, φ is defined only on the configurations of distinct labels.)
We claim that φ−1(A) lies in the tail σ-field
⋂
KfiniteF(E \K). This implies
the desired result by Kolmogorov’s 0–1 law. Indeed, for any finite set K of
edges and any two labelings ω1, ω2 that differ only on K, we know by Lemma
3.15 that φ(ω1) and φ(ω2) differ at most on 2|K| edges, whence either both
ωi are in φ
−1(A) or neither are. In other words, φ−1(A) ∈F(E \K). 
Assume, as usual, that 〈U(e); e ∈ E〉 are uniform i.i.d. in [0, 1]. If G is
a transitive graph and I(v) is the invasion basin (not just the tree) of a
vertex v, then pc(I(v)) = 1 a.s. (To prove this, let p > pc(G). Lemma 3.11
implies that I(v) \G[p] is finite a.s. However, Bernoulli(p′) percolation on
G[p] has the same law as G[p′p]. Thus, a.s. pc(I(v))≥ pc(G[p]) = pc(G)/p.)
In fact, a stronger result is true in greater generality. Define the invasion
basin of infinity to be the set of edges [x, y] such that there do not exist dis-
joint infinite simple paths from x and y consisting only of edges e satisfying
U(e)<U([x, y]), and denote the invasion basin of infinity by I(∞) = IU (∞).
Note that
I(∞)⊃
⋃
v∈V
I(v)⊃ Fw(U).
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For an edge e, define
ZU∞(e) := Z∞(e) := inf
P
sup{U(f);f ∈P \ {e}},
where the infimum is over bi-infinite simple paths that contain e; if there is
no such path P , define Z∞(e) := 1. Because U(e) and Z∞(e) are independent
and U(e) is a continuous random variable, we have U(e) 6= Z∞(e) a.s. for
every e. Thus, a.s. e ∈ I(∞) iff U(e)<Z∞(e).
Theorem 3.16. Let G = (V,E) be a bounded degree graph. Then
pc(I(∞)) = 1 a.s. Therefore, pc(Fw) = 1 a.s.
To prove this, we begin with the following lemma that will provide a
coupling between percolation and invasion that is different from the usual
one we have been working with:
Lemma 3.17. Let G= (V,E) be a locally finite infinite graph and 〈U(e);
e ∈ E〉 be i.i.d. uniform [0,1] random variables. Conditioned on I(∞), the
random variables
U(e)
Z∞(e)
(e ∈ I(∞))
are i.i.d. uniform [0,1] random variables.
Remark 3.18. At first sight, this lemma may seem obvious; however,
the proof requires some care, as the parameters Z∞(e) are defined in terms of
the edge variables U(e). The proof given below circumvents this dependence.
It relies on the following elementary observation:
Let 〈Ui; 1 ≤ i ≤ k〉 be a random vector distributed uniformly in [0,1]
k ,
and let 〈Zi; 1≤ i≤ k〉 be an independent random vector with an arbitrary
distribution in (0,1]k . Then given Ui < Zi for all 1≤ i≤ k, the conditional
law of the vector 〈Ui/Zi; 1≤ i≤ k〉 is uniform in [0,1]
k.
We leave the justification to the reader.
Proof of Lemma 3.17. Let A⊂ E be a finite set. It suffices to prove
that, conditional on IU (∞), on the event A⊂ IU (∞), the random variables
〈U(e)/Z∞(e); e ∈ A〉 are i.i.d. uniform in [0,1]. Define U˜(e) := 0 for e ∈ A
and U˜(e) := U(e) for e /∈A, and let ZUA := Z
U
∞ ↾A denote the restriction of
ZU∞ to A.
Claim: The symmetric difference between the event [U ↾A<ZU˜A ] and the
event [A⊂ IU (∞)] has probability 0.
The first event is contained in the second event because ZU˜A (e)≤ Z
U
A (e) for
all e ∈A. For the converse, assume that A⊂ IU (∞). Consider any bi-infinite
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simple path P . If e ∈ A ∩ P , then U(e) < ZU∞(e) ≤ sup{U(e
′); e 6= e′ ∈ P}.
Hence, for every such P ,
sup
P
U = sup
P\A
U = sup
P\A
U˜ = sup
P
U˜ .
Therefore, ZUA = Z
U˜
A and I
U (∞) = IU˜ (∞), provided that ZU∞(e) 6= U(e) for
all e ∈ E, which holds a.s. Hence, A⊂ IU (∞) implies U ↾A<ZU˜A a.s., which
verifies the claim.
By the claim (and the observation in Remark 3.18), conditioned on U˜
and A ⊂ IU (∞), the random variables 〈U(e)/ZU˜A (e); e ∈ A〉 are i.i.d. uni-
form in [0,1]. The same is true when conditioning instead on U˜ , IU (∞)
and A ⊂ IU (∞), since IU (∞) = IU˜ (∞) is U˜ -measurable on the event A⊂
IU (∞). By averaging with respect to U˜ and using ZUA = Z
U˜
A , we conclude
that, conditional on IU (∞), on the event A⊂ IU (∞), the random variables
〈U(e)/Z∞(e); e ∈A〉 are i.i.d. uniform in [0,1]. The lemma follows. 
We also need the following fact:
Lemma 3.19. If a graph H of bounded degree does not contain a simple
bi-infinite path, then pc(H) = 1.
Proof. By repeated applications of Menger’s theorem, we see that if x
is a vertex in H , then there are infinitely many vertices v such that x is in
a finite component of H \ {v}. Since H has bounded degree, it follows that
pc(H) = 1. 
Proof of Theorem 3.16. Let ωp be the set of edges e satisfying
U(e) < pZ∞(e). Lemma 3.17 implies that, given I(∞), ωp has the law of
Bernoulli(p) percolation on I(∞). Suppose that P[pc(I(∞))< 1]> 0 and fix
p < 1 so that P[pc(ωp)< 1] =P[pc(I(∞))< p]> 0. On the event pc(ωp)< 1,
Lemma 3.19 implies that a.s., ωp contains a simple bi-infinite path P . Let
α := supe∈P U(e). Since P ⊂ ωp, we have, for e ∈P ,
U(e)< pZ∞(e)≤ p sup
P
U = pα,
which yields that α ≤ pα. Thus, α = 0, which is clearly impossible. This
contradiction shows that pc(I(∞)) = 1. 
Theorem 3.16 was stated for bounded degree graphs. If G is locally finite
but has unbounded degree, a similar argument still shows the following:
Theorem 3.20. Let G = (V,E) be an infinite graph. Then the WMSF
Fw satisfies pc(Fw) = 1 a.s., and moreover,
⋃
v∈V I(v) has pc = 1.
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Proof. To see this, replace Z∞(e) used in the above proof by Z˜∞(e),
defined as Z∞(e), except that the infimum ranges over all bi-infinite paths
P ⊃ {e} that are edge-simple (no edge is repeated). 
Corollary 3.21. Let G be a unimodular transitive locally finite con-
nected graph. Then pc(G)< pu(G) iff pc(Ff)< 1 a.s.
Proof. By Proposition 3.6 and Theorem 3.9, we have pc(G) < pu(G)
iff WMSF 6= FMSF. Now the conclusion follows from Theorem 3.16 and
Proposition 3.5(e). 
A dual argument shows that the FMSF is almost connected in the follow-
ing sense:
Theorem 3.22. Let G be any locally finite connected graph and ε ∈
(0,1). Let Ff be a configuration of the FMSF and ω be an independent copy
of G[ε]. Then Ff ∪ ω is connected a.s.
For this, we use a lemma dual to Lemma 3.17; it will provide a coupling
of Ff and Ff ∪ ω.
Lemma 3.23. Let G= (V,E) be a locally finite infinite graph and 〈U(e);
e ∈ E〉 be i.i.d. uniform [0,1] random variables. Conditioned on Ff , the ran-
dom variables
1−U(e)
1−Zf(e)
(e /∈ Ff)
are i.i.d. uniform [0,1] random variables.
Proof. Let A ⊂ E be a finite set such that P[A ∩ Ff = ∅] > 0. Let
U˜(e) := 1 for e ∈ A and U˜(e) := U(e) for e /∈ A, and let ZUA denote the
restriction of ZUf to A. Consider any cut C. If A∩Ff =∅ and e ∈A∩C, then
U(e)>ZUf (e)≥ inf{U(e
′); e′ ∈ C \ {e}}, by (3.1). Hence, if A∩ Ff =∅, then
for every cut C,
inf
C
U = inf
C\A
U = inf
C\A
U˜ = inf
C
U˜
and, therefore, (still assuming that A ∩ Ff = ∅) Z
U
A = Z
U˜
A and F
U
f = F
U˜
f ,
because f ∈ FUf if and only if there is some cut C ∋ f with U(f) = infC U ,
as we have seen in the proof of Lemma 3.2. Hence, A ∩ FUf = ∅ implies
U > ZU˜A on A. In fact, A ∩ F
U
f =∅ is equivalent to U > Z
U˜
A on A, because
ZU˜A ≥ Z
U
A . Thus (by the observation in Remark 3.18), conditioned on U˜
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and A ∩ FUf = ∅, the random variables 〈(1 − U(e))/(1 − Z
U˜(e)
A ); e ∈ A〉 are
i.i.d. uniform in [0,1]. The same is true when conditioning instead on U˜ , FUf
and A ∩ FUf =∅, since F
U
f = F
U˜
f is U˜ -measurable on the event A ∩ F
U
f =∅.
By averaging with respect to U˜ and using ZUA = Z
U˜
A , we conclude that,
conditional on FUf , on the event A∩F
U
f =∅, 〈(1−U(e))/(1−Zf(e));e ∈A〉
are i.i.d. uniform [0,1] variables. The lemma follows. 
Proof of Theorem 3.22. By invoking Lemma 3.23, we see that Ff ∪ω
has the same law as
ξ := {e; 1−U(e)≥ (1− ε)[1−Zf(e)]}.(3.4)
Thus, it suffices to show that ξ is connected a.s. Consider any nonempty cut
C in G, and let α := infe∈C U(e). Then 1−α= supC(1−U), so we may choose
e ∈ C to satisfy 1− U(e) > (1− ε)(1 − α). By (3.1), Zf(e) ≥ infC\{e}U ≥ α
and, therefore, e ∈ ξ. Since ξ intersects every nonempty cut, it is connected.

Recall that both WSF and WMSF have expected degree 2 in every tran-
sitive unimodular graph, by Theorem 3.12. We may combine Theorem 3.22
with recent work of Gaboriau [17] to deduce an inequality between the ex-
pected degrees of FSF and FMSF:
Corollary 3.24. Let G= (V,E) be a transitive unimodular connected
infinite graph of degree d and let o ∈ V. Then
E[degoFSF]≤E[degoFMSF]≤ 2 + d
∫ pu
pc
θ(p)2 dp,
where degvH denotes the degree of a vertex v in a graph H ∋ v.
The first inequality strengthens an observation of Lyons [29] (see the
discussion following Conjecture 3.8 there), as well as its extension, Corollary
4.5, by Gaboriau [17]. The second inequality strengthens the inequality of
Corollary 4.5 by Gaboriau [17].
Proof of Corollary 3.24. If G is amenable, then FSF = WMSF
and FMSF = WMSF by Corollary 6.3 of [10] and Proposition 3.5(c), so all
have expected degree 2. Thus, the conclusion is trivial.
Assume now that G is not amenable. We need some concepts defined
or reviewed in [17]. First, there is a number β1(G) ≥ 0 called the first ℓ
2-
Betti number of G. Second, Theorems 6.4 and 7.8 of [10], together with
Definition 2.9 of Gaboriau [17], show that E[degoFSF] = E[degoWSF] +
2β1(G) = 2 + 2β1(G), an identity first observed by Lyons [30] for Cayley
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graphs. Third, let OHD be the set of graphs with no nonconstant harmonic
Dirichlet functions. (A harmonic Dirichlet function on G is a real-valued
function f on the vertex set of G with f(x) =
∑
y∼x f(y) for all x (harmonic)
and
∑
x∼y[f(x) − f(y)]
2 <∞ (Dirichlet).) By Theorem 7.3 of [10], OHD
consists precisely of the graphs on which the wired and free uniform spanning
forests agree. By Theorem 4.2 of [17], if µ is an Aut(G)-invariant coupling
of processes ω1, ω2 ∈ 2
E such that all clusters of ω1 are in OHD and (V, ω2)
is connected, with both statements holding µ-a.s., then
2β1(G)≤
∑
e
µ[e ∈ ω2 \ ω1],(3.5)
where the summation is over edges incident with o. Let ε > 0 and let µ be the
law of (Fw, ξ), where ξ is defined in (3.4). Since G is not amenable, we have
θ(pc) = 0, and so a.s. every cluster of Fw is a tree with one end, by Theo-
rem 3.12. This implies that a.s. every cluster of Fw is in OHD (since the wired
uniform spanning forest of a tree with one end is necessarily the whole tree).
Combining this with Theorem 3.22, which shows that ξ is a.s. connected
with expected degree at most E[degoFMSF] + dε, we may apply (3.5) to
this choice of µ, obtaining 2β1(G)≤E[degoFMSF]−E[degoWMSF]+ dε=
E[degoFMSF]− 2+ dε, by Theorem 3.12. Since this holds for all positive ε,
we have proved that E[degoFSF]≤E[degoFMSF].
To prove the final inequality, recall the event A(e) used in the proof of
Proposition 3.6; there, if e is an edge with endpoints x and y, then A(e) was
the event that x and y are in distinct infinite components of (G\{e})[U(e)].
We saw there that P[A(e)] = P[e ∈ Ff \ Fw]. Let Ax and Ay be the events
that x and y belong to infinite clusters, respectively. Since θ(p,G \ {e}, x)≤
θ(p), the BK inequality of van den Berg and Kesten [42] gives P[A(e)] =∫ pu
pc
P[A(e)|U(e) = p]dp≤
∫ pu
pc
θ(p)2 dp. Sum this over all edges incident to o
to obtain the desired inequality. 
4. Corollaries for planar graphs. A plane graph is a graph G embedded
in the plane in such a way that no two edges cross each other. A face of a
plane graph G is a component of R2 \G. A plane graph is proper if every
bounded set in the plane contains only finitely many edges and vertices.
Suppose that G is a proper plane graph. We define the dual graph G† as
follows. In each face f of G, we place a single vertex f † of G†. For every
edge e in G, we place an edge e† in G† connecting f1
† and f2
†, where f1 and
f2 are the two faces on either side of e. (It may happen that f1 = f2; then
e† is a loop.) This is done in such a way that G† is a plane graph and e∩ e†
is a single point for every edge e of G. Note that G† is locally finite iff the
boundary of every face of G has finitely many vertices.
When Γ is a subset of the edges of a plane graph G, define
Γ∗ := {e†; e /∈ Γ}.
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Theorem 4.1 (FMSF is dual to WMSF). Let G and G† be proper locally
finite dual plane graphs. For any injection U :E→R, let U. (e
†) := 1−U(e).
We have
(Ff(U,G))
∗ = {e†;U †(e†)<ZU
†
w (e
†)},
whence (Ff(U,G))
∗ = Fw(U
†,G†) if U †(e†) 6=ZU
†
w (e
†) for all e† ∈ E†.
Proof. The Jordan curve theorem implies that a set P ⊂ E \ {e} is a
simple path between the endpoints of e iff the set C := {f †;f ∈ P} ∪ {e†}
is a finite cut. Thus, the result is an immediate consequence of Lemma 3.2.

The following easy result is proved in the same way that Proposition 12.5
of [10] is proved:
Proposition 4.2 (Topology from duality). Let G be a proper plane
graph with G† locally finite. If each tree of the WMSF of G has only one
end a.s., then the FMSF of G† has only one tree a.s. If, in addition, the
WMSF of G has infinitely many trees a.s., then the tree of the FMSF of G†
has infinitely many ends a.s.
Corollary 4.3 ([6]). The minimal spanning forest of Z2 is a.s. a tree
with one end.
Proof. The hypothesis θ(pc) = 0 of Theorem 3.12 applies by Harris
[26] and Kesten [27]. Therefore, each tree in the WMSF has one end. By
Proposition 4.2, this means that the FMSF has one tree. On the other hand,
the wired and free measures are the same by amenability. 
The same reasoning shows the following:
Proposition 4.4. Let G be a connected nonamenable proper plane graph
with one end, such that there is a group of homeomorphisms of the plane
acting quasi-transitively on the vertices of G. Then the FMSF on G is a.s.
a tree.
The nonamenability assumption can be replaced by the assumption that
the planar dual of G satisfies θ(pc) = 0. The latter assumption is known to
hold in many amenable cases (see [28]).
Proof of Proposition 4.4. Let G be such an embedded graph. It is
shown by Lyons with Peres [31] that G and G† have unimodular automor-
phism groups; the transitive case appeared in [13]. Thus, we may apply the
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main result of [8] to G† to see that θ(pc,G
†) = 0. Thus, Theorem 3.12 and
Proposition 4.2 yield the desired conclusion. 
We may also use similar reasoning to give another proof of a theorem of
Benjamini and Schramm [13] (as extended from the transitive case by Lyons
with Peres [31]):
Corollary 4.5. If G is a proper planar connected nonamenable graph
with one end, such that there is a group of homeomorphisms of the plane act-
ing quasi-transitively on the vertices of G, then pc(G)< pu(G). In addition,
there is a unique infinite cluster in Bernoulli(pu(G)) bond percolation.
Proof. By Theorem 3.9 and Proposition 3.6, it suffices to show that
WMSF 6=FMSF on G. Indeed, if they were the same, then they would also
be the same on the dual graph, so that each would be one tree with one end,
as in the proof of Proposition 4.4. But this is impossible by Theorem 5.3 of
[9]. (Actually, that theorem was stated only in the transitive case, but the
proof extends to quasi-transitive graphs.)
Furthermore, by Proposition 4.4, the FMSF is a tree on G, whence, by
Proposition 3.13, there is a unique infinite cluster in Bernoulli(pu) percola-
tion on G. 
5. Correlations for the minimal spanning tree. In view of the numerous
similarities with uniform spanning trees, one might expect that the minimal
spanning tree measure has negative associations. However, this is far from
true. Indeed, the presence of even two edges can be positively correlated. To
see this, we first present the following formula for computing probabilities
of spanning trees. Let MST denote the minimal spanning tree measure on a
finite connected graph.
Proposition 5.1. Let G be a finite connected graph. Given a set F
of edges, let N(F ) be the number of edges of G that do not become loops
when each edge in F is contracted. Note that N(∅) is the number of edges
of G that are not loops. Let N ′(e1, . . . , ek) :=
∏k−1
j=0 N({e1, . . . , ej}). Let T =
{e1, . . . , en} be a spanning tree of G. Then
MST(T ) =
∑
σ∈Sn
N ′(eσ(1), . . . , eσ(n))
−1,
where Sn is the group of permutations of {1,2, . . . , n}.
Proof. To make the dependence on G explicit, we writeN(F ) =N(G;F ).
Note that N(G/F ;∅) =N(G;F ), where G/F is the graph G with each edge
in F contracted. Given an edge e that is not a loop, the chance that e is
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the least edge in the minimal spanning tree of G equals N(G;∅)−1. Fur-
thermore, given that this is the case, the ordering on the nonloops of the
edge set of G/{e} is uniform. Thus, if f is not a loop in G/{e}, then the
chance that f is the next least edge in the minimal spanning tree of G,
given that e is the least edge in the minimal spanning tree of G, equals
N(G/{e};∅)−1 =N(G;{e})−1. Thus, we may easily condition, contract and
repeat.
Thus, the probability that the minimal spanning tree is T and that
eσ(1) < · · ·< eσ(n) is equal to
n−1∏
j=0
N(G/{eσ(1), eσ(2), . . . , eσ(j)};∅)
−1 =N ′(eσ(1), . . . , eσ(n))
−1.
Summing this over all possible induced orderings of T gives MST(T ). 
An example of a graph where the inclusion of two specific edges in the
MST is positively correlated is provided by the complete graph K4, with
two of its edges that do not share endpoints replaced by three edges (each)
in parallel. If e1 and e2 are two of these parallel edges not sharing endpoints
with each other, then MST[e1, e2 ∈ T ]>MST[e1 ∈ T ]MST[e2 ∈ T ]; the left-
hand side divided by the right-hand side turns out to be 109872/109561. To
aid the reader who wishes to check the calculations, we present the following
outline, where the probabilities that appear below were calculated using
Proposition 5.1. Let e3, e4, e5 and e6 be the four edges that are not replaced
by parallel ones, with e3 and e4 not incident with each other and e1, e3, e5
sharing a common vertex. Let us use the following shorthand for a spanning
tree: [ijk] will denote the tree formed by the edges ei, ej , ek. Then there
are four types of spanning trees, where “isomorphic” below refers to the
existence of an automorphism of G that sends one spanning tree to another:
• 12 trees isomorphic to [134], each with probability 163/12600;
• 36 trees isomorphic to [123], each with probability 109/6300;
• 4 trees isomorphic to [345], each with probability 7/600;
• 12 trees isomorphic to [135], each with probability 23/1575.
Thus, MST[e1 ∈ T ] = MST[e2 ∈ T ] = 331/1260 and MST[e1, e2 ∈ T ] =
109/1575.
6. Concluding remarks and questions. We give some examples to illus-
trate how the behavior of minimal spanning forests may differ from that of
uniform spanning forests, or how we can answer certain questions for min-
imal spanning forests that are still open for uniform spanning forests. We
then give some open questions and conjectures.
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Example 6.1. We describe a connected planar graph where the FMSF
equals the WMSF and has two components a.s. If we drop the planarity
requirement, then such an example is known for the uniform spanning forests
(Remark 9.8 in [10]). That example can be modified so as to be planar,
but with unbounded degrees; a bounded-degree example is impossible by
Corollary 12.9 of [10]. Let G− be the lower half plane of Z
2, that is, the
subgraph of Z2 spanned by vertices (x, y) ∈ Z2 with y ≤ 0. For n> 0, let τ(n)
be the probability that invasion percolation on G− from the origin reaches
(n,0). By Barsky, Grimmett and Newman [7], in G− we have θ(pc) = 0, and
for every p > pc, there is a unique infinite G−[p] cluster. Moreover, for p > pc,
a.s. every invasion tree meets the infinite G−[p] cluster; see [24], Proposition
4.3.1. We claim that limn→∞ τ(n) = 0. For any fixed p > pc, the event that
(n,0) is in the invasion tree of the origin is contained in the union of two
events: the event that (n,0) is in an infinite G−[p] cluster, and the event
that the invasion tree of the origin has not met an infinite G−[p] cluster in
its first n invasion steps. The probability of the latter event tends to zero
as n→ ∞ and the probability of the former event tends to 0 as p ↓ pc,
because θ(p) is right continuous at pc. Consequently, limn→∞ τ(n) = 0, as
claimed. Thus, we may choose a sequence 〈nk〉 such that
∑
k τ(nk)<∞. Let
G be the subgraph of Z2 obtained by erasing all edges connecting (n,0) to
(n,1) for n /∈ {nk} (in particular, all these edges for n≤ 0 are erased). Since
pc of the lower half plane is the same as pc of the whole plane, as shown by
Grimmett and Marstrand [19], we have pc(G) = pc(Z
2) = 1/2. Since critical
percolation in Z2 has infinitely many disjoint open cycles that surround the
origin (see [18]), there are infinitely many disjoint paths in the lower half
plane that are open at level 1/2 and connect the negative x-axis to the
positive x-axis. A similar situation obtains for the upper half plane. For any
vertex v in G, the invasion tree Tv must intersect, and thus fill, infinitely
many of the paths in one of these two families. It follows that the WMSF
in G has at most two components.
Given ε > 0, choose m > 0 such that
∑
k τ(m + nk) < ε. Then the ver-
tices (−m,0) and (−m,1) have disjoint invasion trees with probability at
least 1 − 2ε. This shows that the WMSF in G a.s. has two components,
Γ1 and Γ2. We claim that these are also the components of the FMSF. In-
deed, let e be an edge with endpoints in Γ1 and Γ2. Clearly, U(e)> 1/2. Let
p ∈ (1/2,U(e)) be rational. By Barsky, Grimmett and Newman [7], there
is a unique Bernoulli(p) percolation infinite cluster in each half plane, and
the vertices (nk,0) and (nk,1) are in these clusters for infinitely many k.
Therefore, there is a unique Bernoulli(p) percolation cluster in G. The inva-
sion trees from the endpoints of e intersect this cluster since θ(1/2,G) = 0,
and the labels on these trees are all less than U(e) (otherwise, e would be
invaded). Therefore, e /∈ FMSF. Thus, the FMSF equals the WMSF on G.
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The number of trees in the WSF is an a.s. constant on every graph. This
is not true for the WMSF:
Example 6.2. Next, we provide a planar graph where the number of
trees in the WMSF is not an a.s. constant. Let H+ be the upper half of
Z2 (above the x-axis). Let pk := 1/2 + 2
−k−1. Choose {mk} so that (i) with
probability greater than 1−k−2, an infinite cluster of Bernoulli(pk) percola-
tion in H+ comes within distance mk of the origin, and (ii) with probability
greater than 1− k−2, Bernoulli(1/2) percolation in Z2 has an open cycle in
the annulus B(0,mk+1) \B(0,mk). Define a planar graph G+ by adding to
every edge in H+ a parallel path joining its endpoints; if the distance from
the edge to the x-axis is between mk and mk+1, then the path has length k.
It is easy to check that pc(G+) = 1/2, that there is a unique infinite cluster
for Bernoulli(1/2) percolation on G+ a.s. and that every invasion tree in G+
intersects that cluster a.s. Let G− be a copy of G+, built on the lower half
plane. Let v+ and v− be two fixed vertices on the boundaries of G+ and G−,
respectively. Add a single edge e := [v+, v−], thus defining a planar graph G
with pc(G) = 1/2. Consider the event A that each of v+, v− is contained in
the unique critical infinite cluster in G+, respectively G−. If U(e)> 1/2 and
A occurs, then the WMSF has two trees. If U(e)< 1/2 and A occurs, then
the WMSF has one tree.
It was asked in [10] whether the number of trees in the FSF is always an
a.s. constant. This is still not known, but we can show it is not true for the
FMSF:
Example 6.3. The previous example can be modified to obtain a pla-
nar graph Γ where the number of trees in the FMSF is not an a.s. con-
stant. Define Γ by joining G+ and G− at boundary vertices (j,±1) with
⌈2j/j2⌉ disjoint paths of length j, for each j ≥ 1. Consider the infinite clus-
ters ∆+ and ∆− for Bernoulli(1/2) percolation in G+, respectively G−. For
any p > 1/2, infinitely many of the paths we added will have all labels less
than p by Borel–Cantelli; therefore, there is a.s. a unique infinite cluster for
Bernoulli(p) percolation in Γ.
If there is exactly one path P in Γ connecting ∆+ and ∆− with U(e)< 1/2
for all e ∈P , then the FMSF in Γ is connected, because the same holds for
the WMSF, by the analysis of the preceding example; if there is no such path
P , then the FMSF in Γ has two components. Both of these possibilities occur
with positive probability, by Borel–Cantelli.
Example 6.4. Although for transitive unimodular graphs, the inequal-
ity WSF 6= FSF implies the inequality WSF 6= FSF (see Corollary 3.24 and
recall that the expected degrees of the vertices in the WSF and in the WMSF
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are 2), the same is not true for general graphs. We give an example to illus-
trate this phenomenon: Define τp(r) to be the probability that Bernoulli(p)
percolation on Z3 connects the origin to any point at distance at least r from
the origin. Given a positive integer m, write Gm for the graph obtained from
Z2 by replacing each edge by m parallel edges. Choose and fix m so that
pc(Gm) < pc(Z
3). Let Gm,n be the subgraph of Gm induced by an n-by-n
square. Write Cn for the effective conductance between one corner of Gm,n
and the opposite corner. (All edges are given unit conductance.) Because
Z2, and hence Gm, is recurrent, Cn→ 0 as n→∞. Choose a sequence 〈nk〉
such that ∑
k
Cnk <∞.(6.1)
Also, choose an increasing sequence 〈Rk〉 such that∑
k
τpc(Z3)−1/k(Rk)<∞,(6.2)
and fix a sequence of vertices 〈xk〉 in Z
3 such that ‖xk − xj‖ ≥ Rk for all
pairs j < k.
Finally, let G be the graph obtained by starting with two copies of Z3
and identifying xk in one copy with one corner of Gm,nk and identifying
xk in the other copy with the opposite corner of Gm,nk . We claim that
WSF(G) 6=FSF(G), while WMSF(G) = FMSF(G).
To prove this, we first show that pc(G) = pc(Z
3). Indeed, since G contains
a copy of Z3, we have trivially that pc(G) ≤ pc(Z
3). On the other hand,
given p < pc(Z
3), condition (6.2) and the Borel–Cantelli lemma ensure that
in each copy of Z3, a.s. all but finitely many p-clusters contain at most one
of the points xk, and the other p-clusters contain finitely many of the points
xk. Therefore, all p-clusters of G are finite a.s.
Next, note that for p > pc(G), we have a.s. that infinitely many k are
such that each copy of xk lies in the infinite p-cluster of its copy of Z
3 and
also, since pc(G)> pc(Gm), both copies of xk are connected to each other in
Gm,nk . It follows that there is a.s. a unique infinite p-cluster in G, whence,
by Proposition 3.6, we obtain that WMSF(G) = FMSF(G).
It remains to show that WSF(G) 6= FSF(G). For this, it suffices (and
indeed, is equivalent) to show that there is a nonconstant harmonic Dirichlet
function on G; see [10], Theorem 7.3 for this criterion. We now define such a
function. Let f(x) be the probability that when simple random walk starts
from x in G, it eventually stays in the first copy of Z3. To show that f
is not constant, take a starting point that is very far from x1, x2, . . . , xK .
The expected number of visits the walk makes to xk for 1≤ k ≤K is then
very small and the expected number of visits to xk for k > K is bounded.
On each visit to xk, the chance of crossing Gm,nk to the other copy of xk
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before leaving Gm,nk is at most aCnk for some constant a (see, e.g., [15] or
[31]). From (6.1), it follows that the expected number of crossings from one
copy of Z3 to the other is very small, and hence the probability of making
any crossing is also very small. That is, f(x) tends to 1 as x→∞ in the
first copy of Z3, while f(x) tends to 0 as x→∞ in the second copy of Z3.
The fact that f is harmonic is obvious from the Markov property of simple
random walk. Finally, to see that f is Dirichlet, observe that f = limn fn,
where fn(x) is the probability that the random walk starting at x will hit
a vertex v satisfying ‖v‖> n in the first copy of Z3 before hitting a vertex
v satisfying ‖v‖ > n in the second copy. Let g be the function that equals
one in the first copy of Z3, zero in the second copy, and is harmonic at other
vertices. The Dirichlet energy
∑
x∼y[g(x)− g(y)]
2 is equal to
∑
kCnk , which
is finite. Since on finite graphs harmonic functions with given boundary
values minimize the Dirichlet energy, the Dirichlet energy of fn is no larger
than that of g. The same therefore holds for f = limn fn.
There are many open questions related to minimal spanning forests:
Question 6.5. Let G be a transitive graph whose automorphism group
is not unimodular. Does every tree of the WMSF on G have one end a.s.?
Question 6.6. Does every nonamenable quasi-transitive graph G sat-
isfy FMSF 6= WMSF? In view of Proposition 3.6, a positive answer is equiv-
alent to a well-known conjecture by Benjamini and Schramm [11] that any
such graph G satisfies pc(G)< pu(G).
Question 6.7. If G is a unimodular transitive graph and WMSF 6=
FMSF, does FMSF-a.s. every tree have infinitely many ends?
After the first version of this paper was circulated, a proof of this conjec-
ture was obtained by Tima´r [41].
Question 6.8. For which d is the minimal spanning forest of Zd a.s. a
tree? This question is due to Newman and Stein [35] who conjecture that
the answer is d < 8 or d≤ 8.
There is a related conjecture of Benjamini and Schramm [12]:
Conjecture 6.9. Let G be a quasi-transitive nonamenable graph. Then
FMSF is a single tree a.s. iff there is a unique infinite cluster in G[pu] a.s.
We can strengthen this conjecture to say that the number of trees in
the FMSF equals the number of infinite clusters at pu. An even stronger
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conjecture would be that in the natural coupling of Bernoulli percolation
and the FMSF, each infinite cluster at pu intersects exactly one component
of the FMSF and each component of the FMSF intersects exactly one infinite
cluster at pu. Recall that in Proposition 3.13, we proved the second part of
this conjecture for those G that satisfy pu(G)> pc(G).
Question 6.10. Must the number of trees in the FMSF and the WMSF
in a quasi-transitive graph be either 1 or ∞ a.s.? This question for Zd is due
to Newman [34].
Conjecture 6.11. The components of the FMSF on a unimodular
transitive graph are indistinguishable in the sense that for every automorphism-
invariant property A of subgraphs, either a.s. all components satisfy A or
a.s. all do not. The same holds for the WMSF.
This fails in the nonunimodular setting, as the example in [32] shows.
Conjecture 6.12. Let To be the component of the identity o in the
WMSF on a Cayley graph, and let ξ = 〈vn;n≥ 0〉 be the unique ray from o
in To. The sequence of “bushes” 〈bn〉 observed along ξ converges in distri-
bution. (Formally, bn is the connected component of vn in T \ {vn−1, vn+1},
multiplied on the left by v−1n .)
Question 6.13. Given a finitely generated group Γ, does the expected
degree of a vertex in the FMSF of a Cayley graph of Γ depend on which Cay-
ley graph is used? As discussed in the proof of Corollary 3.24, the analogous
result is true for the FSF.
Question 6.14. One may consider the minimal spanning tree on εZ2 ⊂
R2 and let ε→ 0. It would be interesting to show that the limit exists in
various senses. Aizenman, Burchard, Newman and Wilson [2] have shown
that a subsequential limit exists.
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