Abstract. Data from the Super Dual Radar Network (SuperDARN) radars for 2002 were used to study the behaviour of the quasi-two-day wave (QTDW) in the Northern Hemisphere auroral zone. The period of the QTDW is observed to vary in the range of ∼42-56 h, with the most dominant period being ∼48 h and secondary peaks at ∼42-and ∼52-h. The spectral power shows a seasonal variation with a peak power (max∼70) in summer. The power shows variations of several days and there is also evidence of changes in wave strength with longitude. The 42-h and the 48-h components tend to be strongly correlated in summer. The onset of enhanced wave activity tends to coincide with the westward acceleration of the zonal mean flow and occurs at a time of strong southward meridional flow. The most frequent instantaneous hourly period is in the 40 to 50 h period band, in line with the simultaneous dominance of the 42-h and the 48-h components. The wave numbers are less variable and are around −2 to −4 during times of strong wave activity. For a period of ∼48 h, the zonal wave number is about −3 to −4, using a negative value to indicate westward propagating waves. The 42-h and the 52-h components cover a wider band in the −4 to 1 range. The wide zonal wave number spectrum in our results may account for the observed longitudinal variation in the spectral power of the wave.
Introduction
The quasi-two-day wave (QTDW) is one of the strongest waves in the mesosphere and lower thermosphere (MLT) region. It was first studied in the late 1960s and early 1970s but
Correspondence to: S. B. Malinga (smalinga@hmo.ac.za) the references below are made to more recent work. Over the years it has been studied by various ground-based instruments (e.g. Plumb et al., 1987; Jacobi et al., 1998; Gurubaran et al., 2001; Pancheva et al., 2004; Lima et al., 2004) , satellite (e.g. Wu et al., 1993; Bristow et al., 1999) and through numerical simulations (e.g. Hagan et al., 1993; Merzlyakov and Jacobi, 2004; Jacobi et al., 2006) . It is a globalscale wave that has been observed in both hemispheres and shows some seasonal behaviour with enhanced amplitudes in summer (e.g. Lima et al., 2004; Pancheva, 2006) . However, in the equatorial region the enhancement tends to coincide with both solstices (Palo and Avery, 1996) . The results of the equatorial sites of Christmas Island (2 • N) and Tirunelveli (8.7 • N), as reported by Palo and Avery (1996) and Gurubaran et al. (2001) , respectively, show a stronger quasi-2-day wave in winter than in summer. Pancheva et al. (2004) found amplitude averages in the range ∼5-26 m/s but peak amplitudes of 40 m/s (Lima et al., 2004) and 90 m/s (Pancheva, 2006) have also been reported. The amplitude of the QTDW have been observed to be modulated at ∼8-20 days (Pancheva et al., 2004) and are also correlated to the solar cycle (Jacobi et al., 1997) . At low-to mid-latitudes the meridional component is slightly stronger than its zonal counterpart, whereas at high latitudes the two components are comparable (Pancheva et al., 2004) . Longitudinal studies (e.g. Thayaparan et al., 1997b; Pancheva et al., 2004) show that the wave is westward propagating with zonal wave numbers of ∼2-5 depending on the period of the wave. The period of the QTDW is variable and ranges from about 43 to 53 h (Palo and Avery, 1996; Gurubaran et al., 2001; Pancheva et al., 2004) . The period of this wave is also observed to vary with time (Pancheva et al., 2004) and this migration of the period with time is most likely connected to the net eastward acceleration in the zonal wind (Palo and Avery, 1996) . Relatively low periods generally coincide with stronger wave activity (Jacobi et al., 1997) . The QTDW interacts with various components of the atmosphere. For instance, it is reported to interact with the diurnal tide nonlinearly, as shown by an anticorrelation between the two waves, resulting in the production of secondary waves (Palo et al., 1999; Gurubaran et al., 2001; Pancheva, 2006) . Jacobi et al. (1998) used a 14-year data set to investigate the nonlinear interaction between the QTDW and planetary waves. Correlations between the mesospheric wind QTDW and the equatorial electrojet strength have been found by Gurubaran et al. (2001) . Simulation results of Jacobi et al. (2006) suggest that tropospherically excited QTDW modulates gravity wave fluxes with the wave number and the period of the QTDW. In turn, the modulated gravity wave acceleration of the background circulation damps the QTDW in the mesosphere.
The excitation of the QTDW has been associated with two primary forcing mechanisms. The first mechanism associates the QTDW with the (3, 0) Rossby-gravity normal mode (Salby, 1981a, b) . Salby (1981b) found that this normal mode had several features that are similar to the observations of the QTDW in the middle atmosphere, namely, its period is ∼2 days, it is a westward propagating wave number 3 wave, and has an enhanced summer activity with the meridional component dominating its zonal counterpart. Further support for the relationship between the QTDW and the normal mode came from the numerical simulation of Hagan et al. (1993) . Baroclinic instability of the easterly jet in the summer mesosphere has been proposed by Plumb (1983) as the other possible excitation mechanism for the QTDW. Using a two-dimensional stability analysis, Pfister (1985) found peaks in the unstable wave growth spectrum in the 2-4 zonal wave number range and a period range of 1.4-3 days. However, Pfister's baroclinically unstable waves were strongly trapped in the middle and high latitudes as opposed to the global nature seen in observations. Further numerical work on the instability excitation mechanism has been conducted by Merzlyakov and Jacobi (2004) . They found a ∼2-day oscillation with wave numbers 3 and 4. The resulting wave subsequently removes the source of the instability. They found this effect to be sufficiently strong to reduce a strong jet and remove the negative gradient of the potential vorticity in the instability region. Randel (1994) suggested that the 2-day wave could be a combination of resonant and unstable modes, i.e. it is a near-resonant mode that is excited by baroclinic instability. This view was further supported by Salby and Callaghan (2001) , who found that wave activity generated in the unstable region adjacent to the wave's critical line spreads globally into the Rossby-gravity modal structure.
In this paper we want to exploit the uniqueness of the Super Dual Radar Network (SuperDARN) in studying the QTDW. The SuperDARN consists of a chain of HF radars that are commonly used to measure electric fields and plasma drifts in the high-latitude ionosphere. However, they also detect backscatter from meteor trails at mesospheric heights and this capability can be exploited to study the QTDW and atmospheric tidal motion. These radars are ideally suited for the study of the longitudinal behaviour of the QTDW and the deduction of its zonal propagation characteristics. This is due to the fact that they cover a wide longitudinal band over a narrow latitudinal range. More specifically, the radars used here and whose details are given in Table 1 and whose fields-of-view are shown in Fig. 1 , have a longitudinal coverage of 178.8 • and a relatively narrow latitude band of 14.47 • , compared to the 54 • latitude range in the study by Pancheva et al. (2004) . This makes them ideal to study longitudinally dependent features with minimum contamination from latitudinal effects. Another advantage with these radars is that they are primarily similar (technologically) and the data extraction processes are similar. This is an advantage over other studies which, although having a wider geographic coverage, tend to use data obtained using technologically different instruments (e.g. an MF radar and a meteor radar) and/or different retrieval methods.
The SuperDARN and data acquisition
The SuperDARN is a network of high frequency (HF) radars situated in the auroral zones of the Northern and Southern Hemispheres. These radars and their operation have been reviewed by Greenwald et al. (1995) and we only present a brief description here. The SuperDARN radars operate over a frequency range of 8-20 MHz. The main antennae of the radars consist of 16-log periodic antennas. The associated beam is electronically steered using time-delay phasing elements that point the beam in 16 directions covering a sector with a nominal azimuth of 52 • . The azimuthal resolution is dependent on the operating frequency and ranges from 2.5 • at 20 MHz and decreases to 6 • at 8 MHz. The transmitted pulses have typical lengths of 200-300 ms, giving a range resolution of 30-40 km. The radars are operated under different scan modes, examples of which can be found in Greenwald et al. (1995) . The radars use various multipulse transmission sequences with 5-7 pulses that are transmitted over a 100-ms time interval. The backscattered returns from these pulses are sampled and then processed, giving multilag autocorrelation functions (ACFs). The ACFs are thereafter used to deduce backscattered power, the mean Doppler velocity and the width of the Doppler power spectrum for each range with significant returns.
The backscatter observed by the radars is primarily from plasma irregularities in the E and F regions of the ionosphere. Consequently, the SuperDARN radars are primarily used to study the behaviour of the plasma in the auroral oval, as well as the polar cap (Jenkins et al., 1998) . However, Hall et al. (1997) have also identified near-range (ranges<500 km) echoes that have a "grainy" appearance. They referred to these echoes as "grainy near-range echoes" (GNRE) and attributed them to meteor trails. Subsequently, a number of meteor wind results using the SuperDARN have been reported. There has also been some comparison between SuperDARN wind results and those of the High Resolution Doppler Imager (HRDI) aboard the Upper Atmosphere Research Satellite (UARS) (Bristow et al., 1999) , as well as with MF radar wind (Hussey et al., 2000) . Bristow et al. (1999) found that both SuperDARN and HRDI observed a 2-day wave with wave number 3. However, the SuperDARN wave lagged that of the HRDI. Hussey et al. (2000) The actual acquisition of the meteor region wind is accomplished by using data from the first several range gates of the radar. At these distances the transmissions have reached no higher than the mesosphere and the backscatter is due primarily to meteor trails. Due to the fact that our data does not have height resolution, we assume a nominal height of about 90-95 km. Most meteors are observed at ∼90 km (e.g. Nakamura et al., 1991; Hocking et al., 2001) . Hourly wind averages are computed for each beam direction giving a lineof-sight wind velocity. The mean zonal and meridional velocity estimates are thereafter evaluated using a least-squares fitting.
Results

Spectral characteristics of the QTDW
In our analysis we have used data for the year 2002 for the SuperDARN radars specified in Table 1 . The fields-of-view of the radars are shown in Fig. 1 . As the name suggests, the period of the quasi-two-day wave is not one discrete period, therefore it is always necessary to first determine the dominant spectral components within the frequency band of interest. To do this we have performed a dynamic Fourier spectra using a 28-day data window which is shifted forward by 1 day at a time. The power deduced for a given data window was attributed to a "central day" given by day 14 of that particular 28-day data interval. This relatively long data window results in the desired frequency resolution of 0.0357 cycles per day (cpd), giving us 7 frequency samples in the 39-60 h period band. However, the problem is that this frequency resolution is at the expense of time resolution. This is particularly serious because the QTDW is characterised by bursts of wave activity that are variable on scales of several days (e.g. Pancheva et al., 2004) . This, of course, means that taking a long data window compromises the spectral amplitudes. Nonetheless, for the purpose of deducing the average spectral content in the 39-60 h period band, the 28-day data window is a suitable compromise and has been used where appropriate in this paper.
The results of the dynamic spectra are shown in Fig. 2 for the meridional component. In this figure, and several others that follow, individual panels are used for different radars, as indicated by corresponding abbreviations (see Table 1 ). Here we have only plotted the normalised power spectra for the summer season (1 June-31 August) because the QTDW is stronger during this time (see Figs. 3 and 4) . The black contours indicate the 95% confidence level using a chi-square test, assuming white noise as the background spectrum (e.g. Torrence and Compo, 1998) . The power has been normalised by σ 2 /N, where N is the number of the data points and σ 2 is the variance of the time series. For both the meridional flow and the zonal flow (not shown), the dominant spectral component has a period of ∼48 h with another strong peak at ∼42 h and to some extent some power at ∼52 h. Sometimes the 42 h component is even stronger than the 48-h component. There is also evidence of other spectral components with periods of about 44-h, 52-56 h. There are times when the frequencies of the dominant components exhibit a systematic change with time.
3.2 QTDW spectra for ∼42-, ∼48-and ∼52-h components Having established that the dominant spectral components have periods of ∼42-, ∼48 and ∼52-h, we did a detailed study of these three spectral components. In Figs. 3 and 4 we have plotted the normalised Fourier power spectra of the QTDW for the zonal and the meridional components, respectively. The horizontal line represents the 95% confidence level. From the figures it is clear that the meridional and the zonal QTDW have a seasonal pattern characterised by enhanced wave activity in summer superimposed on shortterm fluctuations. We observe bursts of wave activity from around day 120 to around day 240, which is close to the summer season (June to August, i.e. days 152 to 243). The summer activity tends to be above the 95% confidence level and Prince George has the strongest activity followed by the neighbouring stations of Kodiak and Saskatoon. Stokkseyri also has amplified activity for the zonal 42-h component. (meridional) and ∼30 (zonal). With the exception of Goose Bay and Hankasalmi (which have missing data during the summer season), the amplified summer activity in the QTDW (zonal and meridional) extends over all sites for the 42-and the 48-h components, albeit with varying strength for the different sites. The 52-h component, on the other hand, does not show a distinct summer peaking for some sites, e.g. the meridional component at Stokkseyri and Pykkvibaer. However, this spectral component can also show some extended burst of activity stretching throughout most of the second half of the year with evidence of planetary scale modulation (e.g. zonal component at Stokkseyri and to some extent Prince George). The figures show that for a number of sites, especially those with strong wave activity, the 42-and the 48-h components tend to coincide giving high correlation values in Table 2 . The 52-h component is relatively weaker than the other two components but can have comparable strength at times. On average, the 52-h component activity is negatively correlated to the 42-and the 48-h components (Table 2 ). In general, the meridional component is slightly stronger than its zonal counterpart and this is in line with simulations (Palo et al., 1999) .
The QTDW power and the mean flow
In Figs. 5 and 6 we investigate the correlation between the meridional power spectra and the zonal and meridional mean flow, respectively. Here we have omitted the zonal power of the QTDW because, as observed in Fig. 3 , its seasonal trend is largely similar to that of the meridional component (Fig. 4) . Figure 5 shows that, in general, the onset of amplified wave activity in meridional power coincides with the beginning of the westward acceleration of the zonal mean flow around day 120. This is in line with the findings of Plumb et al. (1987) and Gurubaran et al. (2001) . Our results also show that meridional power enhancement tends to correspond with strong southward meridional mean flow (Fig. 6) . However, the equatorward acceleration of the meridional mean flow starts much earlier than the wave amplification. The TIME-GCM simulation results of Palo et al. (1999) show both eastward and westward acceleration for the zonal flow and northward and southward acceleration for the meridional mean flow. Their acceleration patterns show eastward/westward and northward/southward acceleration bands that alternate with height. If this is true for the region we are studying here, it might have negative effects on our results because we do not have height resolution.
QTDP period
We determined the instantaneous period via the analytic signal method using the algorithm described by Suzuki et al. (2006) . This was accomplished by first Fourier transforming the mean-corrected time series and then setting the negative and dc components to zero, in order to obtain the analytic signal. Thereafter, a bandpass filter with a period passband of 30-60 h was applied after which the result was inverse Fourier transformed. The magnitude and argument of the resultant complex series gives the instantaneous hourly amplitude A(t) (with a scaling of 0.5) and instantaneous hourly phase φ(t), respectively. The instantaneous hourly frequency was then calculated according to f (t)=(1 2π)dφ(t) dt, from which the instantaneous hourly period T (t) was deduced. For this analysis we used a 15-day long time window and only the instantaneous hourly amplitudes and periods of the "central day" of the interval (i.e. day 8) were stored, thus minimising the edge effects (Suzuki et al., 2006) . The 15-day interval is thereafter advanced by one day and the process repeated. Overall, the analysis was done such that the "central days" for which the instantaneous amplitudes and periods were extracted fell within the summer season (1 June to 31 August). As seen in Figs. 3 and 4 the summer season tends to have spectral power that is mostly above the 95% confidence level, giving credibility to the instantaneous periods deduced here. Further, the histograms (Fig. 7) only include instantaneous periods for which the corresponding instantaneous amplitudes were above the average instantaneous amplitude for all the sites with data. For the meridional flow this multisite average is 7.7±1.0 m/s. From the figure the most frequent periods (within a 30-60 h period passband) are in the range 40-50 h with site averages of ∼42-45 h. This is in line with the fact that the 42-h and the 48-h components tend to be highly correlated (Table 2 and Fig. 4 ) and are of comparable magnitude. A time series with two components of equal amplitudes has an instantaneous frequency which is equal to the average of the frequencies of the constituent components (Suzuki et al., 2006) . Going back to Fig. 2 we observe that there are times when the frequencies of the dominant components exhibit a systematic change with time. For instance, the meridional component at Prince George and Saskatoon starts off with a period of ∼48 h around day 175 and progresses to a period of ∼50 or 52 h by day 210. It has been pointed out by Hagan et al. (1993) that the intrinsic wave frequencyσ is related to the true wave frequency σ bỹ σ = σ + sU a sin θ where s is the zonal wave number and, U is the zonal mean wind, a is the mean radius of the Earth, and θ is the colatitude. Therefore, the systematic change in period could be due to a change in the zonal mean flow and the zonal wave number. Differences in zonal mean wind fields have been found to cause a shift in the resonance period of the QTDW (Hagan et al., 1993) .
Zonal wave number
Figures 8a and b show the zonal wave number for the zonal and the meridional components, respectively. The zonal wave numbers were derived from the slope of the linear regression of the QTDW phase as a function of longitude. For this analysis we used the phases obtained from the 28-day 1774 S. B. Malinga and J. M. Ruohoniemi: Quasi-two-day wave studied using SuperDARN HF radars Fourier spectral analysis described in Sect. 3.1 because we wanted to use phases that are well resolved in frequency. The phases used here are those for the "central days" which fall within the summer season a time at which the spectral power tends to be above the 95% confidence level (Figs. 3 and 4) . The wave number was deduced for each "central day", taking into consideration the phases for the 8 sites considered here, depending on data availability. In Fig. 8 we have only used wave numbers for which at least 4 sites had data and the coefficient of determination was 70%. For our results negative wave numbers represent a westward propagating wave. For the zonal component, the zonal wave number s=−3 tends to dominate, especially for the 48-h component while the 42-h and the 52-h components also show some presence of a zonal wave number s=−2. For the meridional flow there is a strong presence of the s=−4 and −3 for the 48-h component. The 42-h component is dominated by s=−2, −4 and −1, in that order, while the 52-h component is dominated by s=−1. Figure 9 shows the wave number spectrum overlaid on the cross-amplitude spectrum from a Prince George-Kodiak Fourier cross-spectral analysis (Fig. 9a) . A similar analysis is shown in Fig. 9b for Prince George and Saskatoon with Fig. 9c showing the average of Figs. 9a and b. These three sites were chosen because of data availability and the relatively larger wave power measured at these sites. And once again we have restricted our analysis to the summer season, which has wave activity that is frequently above the 95% confidence level. Figure 9 indicates that in the neighbourhood of the period of 48 h, the amplitudes are more pronounced and this tends to coincide with less variable wave number structures that are slowly altering between −2 to −4. A less variable wave number structure is again observed during amplified wave activity around a period of 42 h for days around 170-200. Otherwise, the wave number structure is variable during periods of weak wave activity.
Discussion
The QTDW is global-scale wave that has been observed in both hemispheres. In this work we have used the longitudinal spread of the SuperDARN radars to study its behaviour in the Northern Hemisphere auroral zone for the year 2002. Altogether data from 8 radar sites with a longitudinal coverage of 178.8 • and a latitude band of 14.47 • were used. While the wide longitudinal coverage over a relatively narrow latitudinal range is advantageous in studying the zonal structure of the wave, the lack of height resolution in our data is a limitation. We have assumed a nominal height corresponding to the peak of the meteor region (∼90-95 km). The dynamic spectra shows that the wind field in the 40-60 h band is dominated by components with periods of ∼42-, ∼48-and ∼52-h whose strength varies with time and location. The three components above were extracted and studied in detail and they exhibit a seasonal behaviour characterised by enhanced wave activity in summer, with a greater correlation between the 42-and the 48-h components. The 52-h component is generally weaker and tends to be negatively correlated to the 42-and to the 48-h component. While the lack of height resolution could be compromising our amplitudes, the effect should not be severe because the wave tends to have long vertical wavelengths (>150 km) or evanescent behaviour during enhanced wave activity (Thayaparan et al., 1997a) . However, in some cases the wavelengths can also be in the range of 25-100 km (Palo and Avery, 1996; Gurubaran et al., 2001; Lima et al., 2004) .
The summer enhancement could be linked to baroclinic instabilities. Randel (1994) found that enhanced wave activity coincided with near-zero or negative potential vorticity, linking the excitation of the QTDW to the instability of the summer easterly jet. At the same time, his overall observations showed a meridional and vertical structure of the 2-day wave that is consistent with the normal mode calculations of Salby (1981a, b) . Based on these two results, Randel (1994) suggested that the 2-day wave could be a combination of resonant and unstable modes i.e. it is a near-resonant mode that is excited by baroclinic instability. Salby and Callaghan (2001) conducted simulations that revealed that the structure and growth of the (3, 0) mode obtains auxiliary forcing from the instability during the solstice. They found that wave activity generated in the unstable region adjacent to the wave's critical line spreads globally into the Rossby-gravity modal structure. The amplification of the Rossby-gravity normal mode through the interaction with the easterlies is responsible for the twice-a-year amplification of the 2-day wave (Salby and Callaghan, 2001) . The peak amplitude of the QTDW increases with the strength of the instability while the period of the strongest component is inversely proportional to the strength of the instability .
In general, we found that the onset of amplified wave activity in meridional power coincides with the beginning of the westward acceleration of the zonal mean flow. This is in line with the findings of Plumb et al. (1987) and Gurubaran et al. (2001) . Our results also show that the meridional power enhancement tends to correspond with a strong southward meridional mean flow and the associated equatorward acceleration of the meridional mean flow starts much earlier than the QTDW enhancement. Merzlyakov and Jacobi (2004) pointed out that changes in the climatological background atmosphere may cause instability in the mean zonal wind distribution. This instability generates a 2-day wave with zonal wave numbers 3 and 4. The excitation and propagation of these waves, in turn, lead to changes in the mean zonal distribution of the zonal wind. The instantaneous hourly period obtained by the analytic signal method is frequently between 42-h and 48-h. Since these two spectral components are highly correlated in summer and have comparable amplitudes, the instantaneous period would tend to be the average of the periods of the two components (Suzuki et al., 2006) . The 42-, 48-and 52-h in summer have a wide (s=−4 to s=1) zonal wave number spectrum. The 48-h component is dominated by the s=−3 and −4 while the 42-h is dominated by wave numbers s=−2, −3 and −4. According to Lieberman (1999) , the QTDW is a wave "packet" that consists of zonal wave numbers −2, −3, −4 and periods 3.5, 2.1, 1.7 days (i.e. 84-, 50.4, 40.8-h), respectively. Merzlyakov and Jacobi (2004) found waves with zonal wave number s=3 and 4 that have comparable peak amplitudes and reach their maxima at different times. In addition, the latter wave tends to be relatively localised to its source region in latitude. By increasing the excitation height, these authors found that the s=4 component tends to dominate the s=3 component. The wide spectrum of wave numbers observed in our results is possibly due to nonlinear interactions between tides and/or planetary waves with the QTDW. For instance, Palo et al. (1999) found that an eastward (s=+2) wave was produced by the non-linear interaction of the diurnal tide (1, −1) and the QTDW (0.5, −3). Similarly, Merzlyakov and Jacobi (2004) found that through nonlinear interactions between planetary waves (12-day wave) and the s=4 component there is a transfer of energy from the latter component to an unstable s=3 QTDW wave with a period of ∼56 h. This s=3 wave decouples to s=1 and s=2 which have longer periods (∼100-150 h).
The wide spectrum of zonal wave numbers that we observe could result in a nonuniformity in QTDW activity with longitude. This may account of the difference in the spectral power as observed in our results. More specifically, Figs. 2 to 4 show longitudinal differences in the strength of the QTDW, with Prince George having the strongest wave activity followed by Kodiak and Saskatoon. It should be pointed out though that these differences could also be aggravated by latitudinal differences which can be as large as 50% (Pancheva et al., 2004) .
Broadly, our results are consistent with results reported elsewhere and agree well with the typical behaviour of the QTDW but it should be noted that we only considered data for 2002. Considering the fact that there could be interannual differences, as alluded to by Hagan et al. (1993) , more work still needs to be done involving more data. Also it is worth noting that the mesospheric wind field in the northern summer of 2002 deviated from typical behaviour and was characterised by weaker mean zonal and meridional winds (Singer et al., 2005) , larger gravity wave amplitudes, lower temperatures, and a more stable temperature gradient (Rapp et al., 2004) . Therefore, one would expect an extended analysis covering more years, as planned for the future, to yield slightly different results. It would also be interesting to extend the investigation to Southern Hemisphere Super-DARN sites and particularly look at inter-hemispheric effects.
