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ABSTRACT 
MODELLING BIRD MIGRATION WITH MOTUS DATA AND BAYESIAN STATE-
SPACE MODELS 
 
SEPTEMBER 2017 
 
JUSTIN WHEELER BALDWIN 
B.A., HAMPSHIRE COLLEGE 
M.S., UNIVERSITY OF MASSACHUSETTS 
 
Directed by: Professor Nicholas Reich 
 
Bird migration is a poorly-known yet important phenomenon, as understanding 
movement patterns of birds can inform conservation strategies and public health policy 
for animal-borne diseases. Recent advances in wildlife tracking technology, in particular 
the Motus system, have allowed researchers to track even small flying birds and insects 
with radio transmitters that weigh fractions of a gram. This system relies on a 
community-based distributed sensor network that detects tagged animals as they move 
through the detection nodes on journeys that range from small local movements to 
intercontinental migrations. The quantity of data generated by the Motus system is 
unprecedented, is on its way to surpass the size of all other centralized databases of 
animal detection and requires novel statistical methods. Building from the bsam package 
in R, I propose two new biologically informed Bayesian state-space models for animal 
vii 
movement in JAGS that include informed assumptions about songbird behavior. I 
evaluate the models using a simulation study in realistic conditions of data 
missingness. One of these models is generalized to a hierarchical version that fits 
population-level movement through joint estimation of movement parameters over 
multiple animal tracks. To apply the models, I then employ a localization routine on a 
Motus data set from migrating songbirds (Red-eyed Vireos - Vireo olivaceus) from the 
Eastern coast of North America. This allows me to apply the new hierarchical model and 
its predecessor to estimate unobserved locations and behaviors. Migratory flights were 
observed to occur mostly in the evenings along the coast and directed migratory flights 
were detected over water over e.g. the Bay of Fundy, the Long Island Sound and the New 
York Bight. Area-restricted searches were confined to coastal areas, in particular the Gulf 
of Maine, Long Island and Cape May.  
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CHAPTER 1 
 
INTRODUCTION 
1.1. Motivation 
Movement is a defining characteristic of living organisms and occurs at varying 
spatial and temporal scales. Especially circannual (cyclically reoccurring over the course 
of the year) migratory movements of birds, mammals and insects have captivated human 
interest since antiquity. In ancient Rome, augurs were priests who predicted the future 
from the flights of birds. In modern times, movements of birds indicate global 
environmental change (Mayor et al. 2017) and shed light on ecological processes 
occurring in distant parts of the world (Kays et al. 2015). 
Circannual cycles of movement are found in many living systems and especially 
vast and widespread. Nearly 40% of all known bird species are migratory (Berthold 
2001), with short-distance local or altitudinal movements (Boyle 2017) on the one hand 
and transoceanic wanderings on the other extreme e.g. Arctic Terns (Sterna paradisaea) 
which fly over 49700 miles per year (Egevang et al. 2010). 
Understanding migratory bird pathways has practical value: as birds can act as 
vectors for diseases such as avian influenza, understanding movement of migratory birds 
is important to predicting disease outbreaks (Gaidet et al. 2010; Vandegrift et al. 2010; 
Cohen et al. 2015). Movement allows animals to provide valuable ecosystem services in 
terms of pest control, pollination and seed dispersal, worth over a hundred billion dollars 
(Kremen et al. 2007), placing monetary value on the conservation of migratory species. 
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Effective conservation efforts for migratory species span multiple countries and must 
integrate management plans over habitats and the political entities they cross throughout 
their life-cycle. However, migratory species have been difficult to study due to 
technological limitations, especially for small birds. 
The documented scientific study of bird migration in the Western hemisphere 
dates back to 1804, when the ornithologist John James Audubon attached yarn to a pair of 
migratory Eastern Phoebes (Sayornis phoebe; Rhodes 2004). This technology has 
evolved as small aluminum bands are routinely employed by bird banders across the 
world. Birds are captured, banded with an identifiable band and when they are found or 
recaught, can provide direct records of individual movement. The Bird Banding 
Laboratory (BBL) run by the United States Geological Survey (USGS) curates a database 
of all recaught banded birds. Since 1960, the BBL has received 64 million records of 
deployed bird bands, of which 4 million have been recovered (USGS 2017). 
Indirect data in form of observational records of birds of known species, perhaps 
known age and sex, yet rarely known at the individual level, are also used to illuminate 
the spatial use of migratory birds. While numerous and cheap, these data lack the 
repeated measurements that direct observation provides. In 2016, 39304 citizen scientists 
and hobby birdwatchers contributed observational data to eBird, the largest observational 
database of bird records (Sullivan et al. 2009). More recently, biologists have begun to 
fix transmitters to birds that then transmit signals over e.g. GPS, satellite or radio 
transmitter (using very high frequency - VHF) tags. As transmitter weight has become 
smaller, receivers have become more powerful and batteries have become stronger, and 
miniaturization has brought about a “golden age” of animal tracking (Kays et al. 2015). 
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However, transmitter weight remains problematic for small volant animals, as 
transmitters may not weigh more than 5% of a flying animal’s body mass without 
adversely affecting the animal (see Barron et al. 2010 for an extensive review).  
The Motus system is a new technology that is radically changing the reality of 
studying migration due to its light-weight radio transmitters (tags weigh < 0.3 g; Taylor 
et al. 2017). Motus is led by a consortium of biologists at numerous universities and Bird 
Studies Canada (www.motus-wts.org). Briefly, the system keeps tag weight down by 
relegating all signal receiving work to a distributed network of towers that record all 
known tags that pass through the ca. 25km diameter detection zone of each tower. 
Each tag has a unique digitally coded sub-millisecond-long pattern of bursts at a 
dedicated radio frequency. Data are received on antennae (many towers have multiple 
YAGI antennae) with known orientations and data are remotely stored on programmed 
Raspberry-Pi computers. Signal strength, unique tag ID and timestamp of detections are 
recorded. As tags emit data continually, numerous detections can be logged per minute. 
Towers can be built for under $2000 USD with generic parts and deployed for an entire 
season barring maintenance, often powered by solar panels. As numerous graduate 
students, non-profits and wildlife biologists have joined the network, at the time of 
writing 1763 receiver units had been positioned in 12 countries and 8800 tags had been 
deployed. Motus has become an extremely data-rich environment of animal detections 
amassing over 350 million detections of tagged individuals over diverse taxa between 
2013 and 2016 (S. Mackenzie personal communication). This places Motus database size 
on the same order of magnitude of other large data bases of animal tracking: for example, 
eBird a citizen scientist database of bird observations received 6.19 million checklists in 
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2016 (Sullivan et al. 2009) and the number of all BBL band recoveries stands at 4 million 
by 2017 (USGS 2017). 
The data collection effort for Motus has outpaced the development of methods 
that can infer movement. Given that the network of towers is incomplete, as most towers 
are in the Northeastern USA and Canada, birds that are detected multiple times over the 
array of towers often disappear for long periods of time, during which their movements 
are unknown. Thus, gaps of sequentially missing data are typical of Motus data. Most 
users of Motus have not attempted to estimate unobserved states (e.g. Crysler et al. 2016; 
Gómez et al. 2017), and as this constitutes out-of-sample prediction, this absence of 
attempts is justifiable. However, ad hoc approaches are often used to decide which gaps 
to exclude and how long gaps must be before estimation becomes questionable. 
One key hurdle to applying movement models to unobserved states is that most 
methods require location estimates of tagged individuals, which are not provided in the 
raw Motus data. Motus data consist only of detections of tags by towers with known 
locations and corresponding signal strengths. So in order to employ a movement model, 
researchers must first predict locations of tagged individuals from the detections (some of 
which are single detections, some of which are simultaneous detections of a single animal 
on multiple, nearby towers). Thus, a localization routine is needed. While this is an active 
area of research and development, a simple coarse procedure to generate locations from 
detections will allow Motus users to apply a plethora of movement models to their data. 
One recent suite of movement models provided in the R package bsam (Jonsen 2016; 
Jonsen et al. 2017) makes use of Bayesian estimation of state-space model (SSM) 
parameters that govern movements as well as discrete-time continuous-space estimates of 
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location and even behavior at each point in time (hereafter ‘location-behavior’). State-
space models have been gaining popularity in ecology due to their flexibility and ability 
to leverage imprecise and data collected at irregular time intervals (Patterson et al. 2008). 
The bsam package was originally written for GPS and Argos data and can handle 
temporally irregular data (collected at inconsistent time intervals) as well as data with 
varying amounts of spatial error for each datum of location. Hence, a localization 
procedure that estimates (even coarsely) locations and location error can make the bsam 
package accessible to Motus users. 
All movement models often strike a balance between generality and specificity 
and practitioners must interpret the results of general models with caution. More often 
than not in ecology, general movement models are fitted to data, despite the fact that 
numerous data sources can enter a movement model in an explicit way, providing 
justifications and a means of expressing the mathematical consequences of varying data 
sources. Bayesian analyses are especially conducive to integrating multiple data sources, 
and languages like JAGS (Plummer 2003), which the models in bsam run in, are 
flexible enough to allow for customization. However, such contextualized external data 
sources such as natural history information are often lacking from movement models. I 
argue that attempts to customize models to bring natural history into a movement model 
for application-specific contexts can be fruitful. 
However, new models are not always better models. New models are best 
evaluated systematically in simulation studies. The advent of high performance 
computing allows for models that take hours to converge to be run in parallel, thus 
making simulation studies easier to implement. Some SSMs in bsam have been 
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rigorously evaluated (Jonsen 2016; Auger-Méthé et al. 2015) and have revealed that 
SSMs can have estimation problems. Thus, new models should be accompanied by 
simulation studies that reveal their particular strengths and weaknesses.  
 
1.2. Contribution 
 
In this thesis I 1) make new movement models with strong assumptions about 
migratory bird movement and behavior, 2) evaluate these models in a simulation study 
with realistic patterns of missing data and apply one of the new models along with an 
existing model to Motus data. By doing so I 3) show that Motus detections currently 
require only a localization routine to fit SSM movement models and 4) show that these 
models can be used in a real application to detect unobserved behaviors and estimate 
unobserved locations, leading to insights about population-level movements.  
  7 
CHAPTER 2 
 
METHODS 
2.1. Data Structure and Localization 
I first introduce the data structure typical to Motus. This serves to clarify model 
choices and extensions as discussed in section 2.2. The data structure will be explained 
using the data from one season of Red-eyed Vireo (Vireo olivaceus) detections from Fall 
migration in 2014, during which 2.9 million records of tagged birds were obtained (see 
Application, section 2.4).  
Motus data is temporally irregular and opportunistic in the sense that the network 
registers detections of tagged animals only when they move through the detection range 
of stationary receivers. These receivers have known locations and antennae with known 
orientations. Moreover, detections can occur simultaneously, e.g. if two nearby 
antennae/receivers have overlapping detection ranges. Each detection is timestamped and 
is associated with a detection-specific signal strength.  
More broadly, detections can be refined to locations by distinguishing detections 
on the border of the detection range from ones made nearest to the receiver center. 
However, these location estimates may be very precise (e.g. for detections with high 
signal strength) or very inaccurate (e.g. detections with weak signal strength). The 
process that generates location estimates from detections is introduced as a localization 
routine. While the process of developing an accurate localization routine is an area of 
active research (T. Crewe, personal communication), even a simple localization routine 
based on relatively few assumptions is useful as it provides standardized location 
  8 
estimates for all animals detected at unique times and provides error estimates for each 
location estimate. Together with Dr. Jenny Smetzer, we employed a localization routine. 
As will be explained in 2.2., the location estimates and spatial errors are all that are 
needed to implement a hidden state movement model which is used to reconstruct flight 
trajectories and estimate unobserved behavior.  
 Birds can be detected at up to 12 km distance when aloft by a stationary ground 
receiver with a directional YAGI antenna and up to 2 km when on the ground (Taylor et 
al. 2011). Thus we assumed that birds that were detected at the site at which they were 
tagged and banded were on the ground, and we assigned a location to those detections 
that was 1 km down the beam of the orientation of the antenna upon which the detection 
occurred. For birds that were detected at subsequent sites we assumed that the birds may 
be aloft, so we assigned locations to these detections that were 6 km down the beam of 
the detecting antenna. In case of simultaneous detections (i.e. detections that were 
obtained at the same second), we took a weighted average of the resulting point 
estimates. The weights were obtained by scaling the signal strength at each detection 
between the extreme values of all detected signal strengths (range: -176.6 to 58.2 dbm) in 
order to incorporate the contribution of detections with high signal strength to the 
localization process. For detections on receivers with only one omnidirectional antenna, 
we estimated the location to be the site of the receiver. 
Not all location estimates are equally precise, and by making simplistic 
assumptions about the sources of error in a localization method, we obtained location-
specific error estimates. We assumed the error to be solely determined by the orientation 
of the receiving YAGI antenna, thus ignoring many other effects such as tag orientation, 
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weather, altitude, etc. Assuming detections can only occur within the 35 degree-wide 
detection beam (typical for a 9-element YAGI antenna), we calculated the maximum 
possible longitudinal error for points estimated to be 6 km down the beam to be 6km at 
90 and 270 degree antenna orientation. This is assuming that the detection range spans a 
distance of 12 km down the beam, so we say that the point could have been 6 km further 
down the beam than we actually estimate it to be at. At these same degrees of antenna 
orientation, the latitudinal error would be minimized (as latitudinal resolution is strong 
when antennae are pointed due east or west; Figure 1). For detections after the banding 
site (Figure 1; solid lines) latitudinal and longitudinal error oscillate out of phase between 
1.89km and 6km depending on antenna orientation. For detections at the banding site 
(Figure 1; dashed series) latitudinal and longitudinal error oscillate out of phase between 
0.3km and 1km depending on antenna orientation. 
 
Figure 1. Measurement error varies by antenna orientation
 
Latitudinal (black) and longitudinal (red) error varies as a function of antenna orientation 
for points estimated to be 1km down the beam (at the banding site; dashed lines) or 6km 
down the beam (at all detections after the banding site; solid lines). 
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For simultaneous detections, the longitudinal and latitudinal error was weighted 
and averaged by signal strength as with the point estimates. Detections on 
omnidirectional antennae were given 1km error when at a banding site and 6km error 
when detected at a non-banding site. To transform the error estimates from km to 
longitude and latitude, we used the Haversine formula in the geosphere R package 
(Hijmans et al. 2016) to generate a point that was the calculated error distance in km 
away from each location point estimate and subtracted the differences in longitude and 
latitude. Thus, each location estimate was given a point estimate and an estimate of error 
in both longitude and latitude. As there were numerous simultaneous detections, the 
localization routine shrunk the data volume from 2.9 million detections to 749137 
location estimates. One portion of one track of one tagged bird (Red-eyed Vireo 387) is 
shown in Figure 2. 
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Figure 2. Time-series plot of longitude (lon) and latitude (lat) of Red-eyed Vireo number 
387 (REVI 387).
 
Black points indicate point estimates of location and red hinges indicate latitudinal and 
longitudinal measurement error. Prior to September 22 the bird was detected at the 
banding site (smaller error bars) after which the bird commenced rapid movement in a 
south-westerly direction. 
 
The resulting location estimates and their error estimates paint a very incomplete 
picture of bird movement, as the bird remained undetected for long periods of time on 
end. This is because the array in Fall 2014 did not cover all areas that the birds used, 
despite numerous receivers being deployed from New Brunswick to New Jersey with 
high concentrations found at key migration bottleneck areas (Figure 3). 
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Figure 3. Map of receivers with Red-eyed Vireo detections in Fall 2014. 
 
In Fall 2014 receivers upon which detections of banded Red-eyed Vireos occurred (black 
points) were stationed from New Brunswick to New Jersey (Figure from Dr. Jenny 
Smetzer, in press). 
 
Thus, it is especially desirable to estimate the locations used by the birds when they were 
inside and outside of the array as well as estimate the behavior they were engaged in. 
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2.2. Model Presentation 
A useful model thus would have two components: 1) an observation model that 
describes the relationship between the data (i.e. imperfect observations of an unobserved 
hidden state, comprised of a location) and 2) a process model that describes the transition 
between unobserved states/location-behaviors. State-space models that can 
simultaneously employ observation and process models are becoming widespread and 
popular in ecology (Patterson et al. 2008). One particularly useful model was proposed 
by Jonsen et al. (2005) and has since been modified fruitfully (Jonsen 2016). 
 The model in question, dubbed “DCRWS”, is a discrete-time, continuous-space 
correlated random walk model (“DCRW”) with an observation model built for GPS data 
(“S”). The observation model contains a measurement-error model. I first introduce the 
observation model and then the process model when applied to a dataset consisting of a 
single animal’s track. In section 2.4 I show how both model components are expanded to 
a hierarchical version that can be applied to the tracks of multiple animals simultaneously 
(Jonsen 2016).  
The measurement-error model serves to leverage information of a tagged animal’s 
observed location even if it is observed imprecisely. In it, the relationship between the 
true, unobserved two-dimensional location vector μ𝒊 (blue squares, Figure 4) and the 
observed two-dimensional location vector estimate 𝑦௜  (red circles, Figure 4) is described. 
The observed 𝑦௜  are the direct output from the localization procedure. Observations are 
denoted with 𝑖 and are temporally irregular, as the detections (and thus locations) are 
obtained whenever the bird enters the detection range. Thus the observed location 
𝑦௜ comes from the true location 𝜇௜ but is contaminated with observation error  
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𝜈௜ as 𝑦௜ = 𝜇௜ + 𝜈௜. This measurement error follows a bivariate Normal distribution and 
the width of the symmetrical measurement error distribution is determined by the 
magnitude of observed longitudinal and latitudinal error (𝜏௟௢௡,௜ଶ  and 𝜏௟௔௧,௜ଶ  ), respectively. 
We let 𝜈௜ ∽ 𝑁(𝑂, 𝜓Ω௜) where Ω௜ = ቈ
𝜏௟௢௡,௜ଶ 0
0 𝜏௟௔௧,௜ଶ
቉. For example, for an observation that 
was detected with high signal strength and low measurement error, the corresponding 
longitudinal and latitudinal error terms 𝜏௟௢௡,௜ଶ  and 𝜏௟௔௧,௜ଶ  would be low. Finally 𝜓 is a 
positive scalar that expands the observational error. Its utility will become clearer in the 
expansion to the hierarchical version in section 2.4. 
 
Figure 4. Observation, measurement-error and process models 
 
Observed locations (red circles, 𝑦௜) stem from true unobserved locations (blue squares, 
μ௜). Their relationship is described by the measurement-error model. The set of estimated 
quantities 𝑿𝒕 and 𝑏௧ determine the estimated trajectory (green triangles and circles).  
 
From the true, unobserved two-dimensional location vectors μ𝒊 we seek to obtain 
a likely trajectory of movement that links the imperfect observations to evenly spaced 
points that define the trajectory. Let 𝑿𝒕 =  (𝑋ଵ,௧, 𝑋ଶ,௧) where 𝑋ଵ,௧ is the longitude at time t 
and 𝑋ଶ,௧ is the latitude at time t. Let 𝑏௧ represent the behavior of the animal at time 𝑡 (this 
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will be explained in the next paragraph). The set of 𝑿𝒕 and 𝑏௧ together now delimit the 
trajectory throughout time, forming a behavior-space-time-prism (green shapes, Figure 
4). The duration of 𝑡 is set by the user, as different temporal grains of movement may 
require differently spaced points to describe the trajectory adequately (e.g. a dragonfly 
might better be described in terms of seconds for each point on the behavior-space-time-
prism, whereas a sloth might be best described by location-behaviors every few hours). In 
either case, 𝑿𝒕ା𝟏 is always the same distance in time away from 𝑿𝒕.  
In contrast, the subscript 𝑖 refers to the rank of opportunistically observed 
locations throughout the dataset, so it is not true that μ௜ାଵ is always the same distance in 
time from μ௜ (Figure 4). As is shown in Figure 4, some timesteps have multiple 
observations with them, so the subscript 𝑖 denotes only the rank of observation whereas 𝑡 
refers to time. To finally link the true unobserved states at times at which there was an 
observation (𝜇௜) to the estimated states at regular times (𝑿𝒕), we use equation 1 in the 
observation model.  
𝜇௜ = (1 − 𝑗௜)𝑿𝒕 + 𝑗௜𝑿𝒕ି𝟏     (1) 
Here 𝑗௜ is the proportion of timestep that has elapsed between the time at 
observation 𝑖 and the time at 𝑿𝒕. Thus, when an observation falls exactly on 𝑿𝒕, 𝑗௜ = 0 
and 𝜇௜ = 𝑿𝒕. To summarize, the observation model (and the measurement error model 
within) leverage the varying spatial accuracy of Motus localizations and harness the 
temporally irregularly collected data typical of Motus detections. 
 Next, the process model describes transitions between estimated unobserved 
states 𝑿𝒕 and 𝑏௧ at regular time intervals in a biologically meaningful way. As animals 
move through space, a key feature that changes with their internal state is the correlation 
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between subsequent movements. Imagine a creature living in a world devoid of external 
stimuli, where all its movements might be random, where persistence in moving in one 
direction has the same consequences of moving in a completely undirected manner. A 
more realistic scenario that may apply to any moving animal, terrestrial, aerial or aquatic 
is that an animal changes its internal behavioral state depending on context (e.g. hunger 
level, proximity to home, etc.). Such an animal might have at least two different 
behavioral states, one corresponding to persistent movement in a direction with high 
correlation between subsequent movements, and another corresponding to an area-
restricted search with little correlation between subsequent movements. A useful process 
model thus incorporates the potential for one of two values for a correlation between 
movements to govern the transition between unobserved true states 𝑏. Below we see the 
process model in equation 2. 
𝑿𝒕 =  𝑿𝒕ି𝟏 + 𝛾௕  × (𝑿𝒕ି𝟐 −  𝑿𝒕ି𝟏) +  𝜀    (2) 
Herein, the location 𝑋௧ is obtained by the previous location 𝑿𝒕ି𝟏 plus the behavioral-
state-specific correlation parameter 𝛾௕ multiplied by the movement to reach 𝑿𝒕ି𝟏. This 
movement is not entirely deterministic as the zero-mean process noise term 𝜀 implies as 
𝜀 ∽ 𝑁(𝑂, Σ) and Σ =  ቈ
𝜎௟௢௡ଶ 𝜌𝜎௟௢௡ଶ 𝜎௟௔௧ଶ
𝜌𝜎௟௢௡ଶ 𝜎௟௔௧ଶ 𝜎௟௔௧ଶ
቉. Note that 𝜎௟௢௡ଶ  and 𝜎௟௔௧ଶ  are not indexed, 
and entirely different from 𝜏௟௢௡,௜ଶ  and 𝜏௟௔௧,௜ଶ , i.e. they are not provided by the data, but 
estimated from the data. Σ follows an inverse-Wishart distribution so 𝜎௟௢௡ଶ , 𝜎௟௔௧ଶ  and 𝜌 are 
positive. In the real applications, I forgo estimating 𝜌 in favor of estimating each element 
of Σ. For all practical purposes, 𝜀 can be interpreted as the variability in movement. 
The process model in equation 2 has two values for 𝛾௕ as 𝑏 ∈ [1,2] to denote 
behavioral states 1 and 2. A high value for 𝛾ଵ would serve to describe sections of the 
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movement path in which there is a high correlation between subsequent movements (in 
both distance and direction). In applications to migrating birds, this would describe 
portions of a birds’ movement in which it is moving persistently along a constant bearing 
such as during migratory movements. A low value for 𝛾ଶ would serve to describe 
sections of the movement path in which there is a low correlation between subsequent 
movements. In applications to migrating birds, this would describe portions of a birds’ 
movement in which it is moving more randomly, turning often, and staying in the same 
area such as when it is foraging in an area of high concentration of resources. As the two 
behavioral states denoted by 𝛾ଵ and 𝛾ଶ are to remain consistent, it is enforced that they do 
not switch as 𝛾ଵ ∽ 𝐵𝑒𝑡𝑎(2,1.5) and 𝛾ଶ ∽ 𝛾ଵ × 𝑢 while 𝑢 ∽ 𝑈(0,1). Thus, the model can 
estimate two behavioral states, each characterized by different values for 𝛾, the 𝛾௕ with 
𝑏 ∈ [1,2]. If we assume random switching between behavioral states and a large 
difference between behavioral states (e.g. 𝛾ଵ = 0.9, 𝛾ଶ = 0.1), a simulated track might 
look like in Figure 5. If we assume random switching between behavioral states and a 
small difference between behavioral states (e.g. 𝛾ଵ = 0.6, 𝛾ଶ = 0.4), a simulated track 
might look like in Figure 6. 
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Figure 5. A track with two behavioral states and strong separation. 
 
One simulated track with clear separation between the behavioral states (𝜸𝟏 = 𝟎. 𝟗, 𝜸𝟐 =
𝟎. 𝟏). When the animal enters state b=1, long continuous, persistent movements are seen. 
In behavioral state b=2, more random movements are seen. 
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Figure 6. A track with two behavioral states and weak separation. 
 
A simulated track with little separation between the behavioral states (𝜸𝟏 = 𝟎. 𝟔, 𝜸𝟐 =
𝟎. 𝟒). Movement in both behavioral states is highly variable with little persistence in 
either behavioral state. 
 
 
Songbirds show wide variation in migratory strategy, with some species making few long 
migratory flights after many days of small local movements and foraging (e.g. Blackpoll 
Warbler; DeLuca et al. 2015) and others making many short movements. Regardless of 
where a species falls on this continuum between “leapfrogging” and “stepping-stones” 
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the same movement model can be fit to each species, as different values for behavioral 
states can generate both extremes of strategy. 
 However, behavioral states are not randomly chosen but are context-dependent. 
The DCRWS model proposes an estimatable transition matrix 𝛼௝௜ to find the behavioral 
changes that each animal enacts. In the model, 𝛼௝௜ = 𝑃𝑟(𝑏௧ = 𝑖 |𝑏௧ିଵ = 𝑗 ), meaning that 
𝛼ଵଵ will describe the chance of staying in behavioral state 1 given that it is in behavioral 
state 1 and 𝛼ଶଵ will describe the chance of switch to behavioral state 1 given that it is in 
behavioral state 2 and so forth. As 𝑏 ∈ [1,2], we see that 𝛼௝௜ =  ቂ
𝛼ଵଵ 𝛼ଵଶ
𝛼ଶଵ 𝛼ଶଶቃ =
 ൤𝛼ଵଵ 1 − 𝛼ଵଵ𝛼ଶଵ 1 − 𝛼ଶଵ
൨. Thus, to describe the process model entirely, we must estimate only the 
following parameters from the data: 𝛾ଵ , 𝛾ଶ, 𝛼ଵଵ, 𝛼ଶଵ and the elements of Σ. This process 
model is an ARIMA(1,1,0), as the transition equation for a given location uses the 
previous location, a one-timestep-lagged movement to the previous location and there is 
no moving-average component to the model (see equation 2).  
 
2.3. Model Extension 
  
 While this process model in the DCRWS is elegant and serves to describe many 
types of animal movement, I added two new components to tailor it to the specific 
application of bird movement data (in particular Fall migration of small songbirds in 
Northeastern North America). In the first of the two new models, which I call the Night-
Flight (“NF”) model (Appendix A), I attempt to express a key concept in ornithology, 
namely how migratory behavior or songbirds is an almost exclusively nocturnal 
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phenomenon (Berthold 2001). Bodies of literature have been written about this 
peculiarity, yielding the term borrowed from the German Zugunruhe (‘migratory 
restlessness’), as even captive birds display the behavior in laboratory settings, during 
which they undergo massive metabolic changes to help prepare for the arduous journeys. 
Zugunruhe is accompanied by strong changes in circadian hormonal rhythms, occurs in 
phylogenetically disparate migratory taxa during spring and fall migrations and has been 
studied primarily in lab-captive animals. While sedentary migratory restlessness per se 
may not occur in wild populations, migratory flights are undertaken at night (Mills et al. 
2011; Zúñiga et al. 2016). Even casual observations of Doppler radar during migration 
season can reveal plumes of birds that are distinguishable from weather data as billions of 
them fly towards their native lands. For migratory songbirds, the behavioral states 1 and 2 
may best correspond to migratory and foraging behaviors, respectively. 
 Thus, in the NF model, I replaced the parameters 𝛼௕ଵ with the following 
expression: 𝛼௕ଵ = 𝛼௕೟షభ,భ  ×
ୱ୧୬ቀഏమ ି 
ഏ
భమ× ௛೟షభቁ 
ଶ
+ 0.5 . Herein, ℎ௧ is the hour of day at time 𝑡 
, which yields a 24-hour period sinusoidal weighting of 𝛼௕೟షభ,భ  (Figure 7). The motivation 
for this weighting is to bring down the chance of spuriously estimated diurnal migration 
behavior and thus constrain the parameter space a model must explore for applications. 
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Figure 7. Diurnal weighting of 𝛼௕ଵ 
 
In the NF model, both 𝜶𝟏𝟏 and 𝜶𝟐𝟏 become weighted by a time-dependent weight. Thus, 
regardless of what the values for 𝜶𝒃𝟏 are, when it is used to choose 𝒃𝒕, it will rarely 
select 𝒃 = 𝟏 during the day, as 𝜶𝟏𝟏 becomes downweighted diurnally, (i.e. the chance of 
staying in migration if it was just in migration) just as 𝜶𝟐𝟏 becomes downweighted 
diurnally, (i.e. the chance of switching into migration if it was just foraging). 
 
Next, I added one more feature particular to Fall migration on the East coast to 
come up with a new model, the Night-Flight Drift (“NF-D”) model (Appendix B). This 
model contains the diurnal veto of migration behavior as the NF model, but also 
estimates a southwesterly drift component that applies to migratory behavioral states. 
Thus, the process equation for the NF-D model appeared as below in equation 3: 
𝑿𝒕 =  𝑿𝒕ି𝟏 + 𝛾௕  × (𝑿𝒕ି𝟐 −  𝑿𝒕ି𝟏) + 𝐷௕ +  𝜀   (3) 
Herein, D is a 2 x 2 matrix with the elements of each row corresponding to the 
drift in longitude and latitude exhibited in each behavioral state. Here, I set the drift to act 
only during the migratory state (state 1). Thus, the drift that acts during state 2 (second 
row of D) has values of 0 (𝐷ଶ,௟௢௡௚௜௧௨ௗ௘ =  0 and 𝐷ଶ,௟௔௧௜௧௨ௗ௘ =0), but the drift that acts 
during state 1 (first row of D) has negative elements. Enforcing 𝐷ଵ,௟௢௡௚௜௧௨ௗ௘ to be 
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negative makes the drift go westwards, while enforcing 𝐷ଵ,௟௔௧௜௧௨௧ௗ௘ to be negative makes 
the drift go southwards. I constrain the drift components each between -1 and 0 with 
uniform distributions (𝐷ଵ,௟௢௡௚௜௧௨ௗ௘  ∽ 𝑈(−1,0) and 𝐷ଵ,௟௔௧௜௧௨ௗ௘  ∽ 𝑈(−1,0)). This is 
justified because 1 degree of latitude or longitude is likely well beyond the upper limit of 
possible additional movement in one timestep (which is set to 1 h; see next paragraph for 
additional constraints and coarse km/degree latitude/longitude). This allows the migratory 
state to estimate a southwesterly drift from the process equation. A southwesterly drift is 
justified in the context of Fall migration on the East coast, as movement generally is 
thought to follow the coasts as birds fly long distances at night and forage during the day. 
Both the NF and NF-D models were furthermore constrained by a maximal 
distance that a bird could be estimated to traverse in a single timestep. I added a 
constraint with a user-specified maximum speed. In the model call, the user specifies a 
maximum speed at which the birds are known to move at in km per hour. This maximum 
speed generates maximal latitudinal and longitudinal displacements, assuming 111 
km/degree latitude and 82.65 km per degree longitude and the user-specified timestep. 
The estimated displacement vector is constrained by negative and positive maximum 
latitudinal and longitudinal displacements. While 111km per degree latitude is fairly 
precise even near the poles, the choice of 82.65 km per degree longitude is a coarse 
estimate yet is applicable for movements near the latitude of the Gulf of Maine, where the 
bulk of the data for the application in this paper comes from. 
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2.4. Hierarchical Model Presentation and Extension 
A recent addition to the DCRWS model has been proposed by Jonsen (2016). In 
this paper, the author writes a hierarchical version of the DCRWS model, called 
henceforth hDCRWS. Since the original proposal, the idea has been made available in the 
R package bsam (Jonsen et al. 2017). This model yields animal-specific measurement-
error scalars 𝜓௞ that are used in the measurement-error model equation 
 𝜈௜௞ ∽ 𝑁(𝑂, 𝜓௞Ω௜௞) where 𝑘 denotes the individual animal. This yields animal-specific 
variance parameters, as the same tags may yield different amounts of noise when attached 
to different animals or may be attached slightly differently. This is clearly the case for 
Motus data as well. Moreover, the hDCRWS assumes that all individual animals behave 
by the same process model parameters so it estimates the process model parameters 
jointly over the tracks of multiple animals, which improves behavioral state estimation 
accuracy (Jonsen 2016). 
I modified the hDCRWS model to incorporate the assumptions about Zugunruhe 
which yielded the hDCRWS-NF model. This model estimates model parameters in the 
same way as the hDCRWS model, but forces migratory behaviors to occur during the 
night (Appendix C). 
2.5. Simulation Study 
To compare the NF and NF-D models to the existing DCRWS model, I ran a 
simulation study. This involved simulating data according to known movement 
parameters, fitting a model to the data and comparing the known parameters to the 
estimated parameters. As I wrote these model extensions for Motus data specifically, 
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where long portions of the tracks of individual birds are sequentially missing, I tested 
each model under 5 conditions: 1) a control condition in which all data that were 
simulated were passed to the model for estimation, 2) a condition in which 5% of the 
simulated locations were randomly held out of the data that were given to the model, 3) a 
condition in which 5% in sequence of the simulated locations, beginning at a random 
position, were held out of the data that was given to the model, and conditions 2) and 3) 
with 10% of the data - randomly chosen missing data or a sequence of missing data 
beginning at a random point - held out. Previous simulation studies (unpublished data) 
revealed large, seemingly intractable inaccuracies for sequences of missing data that 
made up >10% of the entire track. These conditions are representative of the conditions 
Motus users face, as the developing sensor network does not yet cover crucial areas of 
migration and birds often leave the network and go undetected for extended periods of 
time. 
For each model by missing-data combination, I simulated a track of 500 points 
according to the process model in the NF-D model and added measurement-error noise 
from a zero-mean Cauchy distribution divided by 100. This measurement-error noise was 
arbitrarily chosen but resembled the distributions of error in the Red-eyed Vireo data set. 
The NF-D model’s process model is a realistic choice of data-generating structure for fall 
migration data and produces simulated tracks that indeed resemble tracks of what is 
thought the be typical fall migration patterns (Appendix D). Each simulation and analysis 
was performed 1000 times for each model by missing-data combination. 
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I set 𝛾ଵ =  0.9 and 𝛾ଶ =  0.1, 𝛼ଵଵ = 0.8 and 𝛼ଶଵ = 0.5, and Σ =
 ቂ0.001 00 0.001ቃ. The time step was set to one hour, which corresponds to a length of 
about 20 days for 500 data points. From each replicate, I obtained 𝑅෠ measures of 
convergence for movement parameter estimates (1 per track) spatial estimates and 
behavioral estimates (each 500 per track). I used 12000 adaptations, 4000 samples, and a 
thin rate of 4 for all conditions except for the NF and NF-D models in the 5% and 10% 
sequentially missing (gap) data conditions which were run for 20000 adaptations, 10000 
samples and a thin rate of 10 because convergence estimates for spatial estimates of those 
models in those conditions were poorer than the rest (data not shown). 
From each replicate, I obtained the model parameter squared error and credible 
intervals and the model parameter convergence. I also obtained track level errors which 
yielded for each track’s estimated location the spatial (Euclidean) distance between 
observed and estimated points, a measure of the proportion of the track that was truly 
within the estimated credible intervals, and the root mean squared error between true 
behavioral state and estimated behavioral state. Each of these track level measures was 
calculated once on the entire track, once on the track segment prior to the first missing 
data point (Pre-Gap), for only missing data points (In-Gap), and from the last missing 
data point to the end of the track (Post-Gap). 
I checked model convergence with the Gelman-Rubin statistic 𝑅෠ (Brooks and 
Gelman 1997). Model fits showed satisfactory convergence for all model parameters with 
the exception of Σଵଵ (Appendix E). The convergence of all spatial points was satisfactory 
(Appendix F) with the exception of unobserved points in the 10% gap condition, for 
which the bulk of 𝑅෠ values appears just below 2.5 (Appendix F). The convergence of all 
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behavioral estimates was satisfactory (Appendix G). Each simulation fit required between 
1.5 and 3.5 hours to fit on instances of the MGHPCC cluster. 
 
2.6. Application – Red-eyed Vireo Fall Migration 
I used the Motus detection data from Dr. Jenny Smetzer on migrating Red-eyed 
Vireos (Vireo olivaceus) in the Gulf of Maine that were caught during fall migration 2014 
and affixed with Motus transmitters, as described in section 2.1. We then selected a 
subset of bird tracks to fit the model to. We selected only tracks that had detections at 
more than 7 unique tower sites and at least 150 detections after leaving the site at which 
they were banded. We trimmed the tracks to eliminate large gaps and eliminated pre-
departure locations from the banding site up until 24 hours before the first departure. This 
yielded 7 individual Red-eyed Vireos (83016 locations). 
I fit hDCRWS and hDCRWS-NF models to these data, the latter being the 
hierarchical version of the NF model shown in the simulation study with a maximum 
speed of 60 km/h and for both a timestep of 1 hour. This small timestep was warranted 
because birds will switch between behaviors at an hour interval (or even less), but a 
shorter timestep would have increased the number of unobserved states to estimate. I ran 
both models for 150000 adaptations, saved 50000 samples at a thinning rate of 50 which 
took approximately 3.75 days on the MGHPCC cluster.  
Model parameters in Σ and 𝜓 displayed satisfactory convergence (Appendix H 
and Appendix I) and parameters in 𝛾 showed convergence problems for the hDCRWS-
NF model but not the hDCRWS model and parameters in 𝛼 showed strong convergence 
problems for the hDCRWS-NF model and minor convergence problems for the 
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hDCRWS model. I evaluated convergence of behavioral and spatial estimates for both 
models with Gelman-Rubin statistics (Appendix I): behavioral estimates were well 
converged for both models, but better for the hDRCWS-NF model. Spatial estimates 
were generally well converged, but better for the hDCRWS model. I selected only model 
timesteps that showed 𝑅෠ values below 1.5 for both the behavioral and spatial estimates. 
This yielded 645 location-behaviors from the hDCRWS model and 436 from the 
hDCRWS-NF model. 
Despite the poorer model parameter convergence for the hDCRWS-NF model 
than for the hDCRWS model I decided to use the results from both models as the 
behavioral and spatial estimates are of most interest to practitioners. 
To visualize the location estimates and uncertainty from the location-behavior 
estimates of both models, I made two types of maps for population level movement and 
individual tracks. The first one emphasizes individual movement and shows the spatial 
posterior mean point estimates for each location-behavior, with point diameter 
proportional to the root of the sum of squared breadth of latitudinal and longitudinal 95% 
credible intervals. The second map type emphasizes spatial uncertainty and plots 2D 
kernel density estimates from the 95% credible interval from the posterior spatial 
estimates. Grid sizes were varied in an ad hoc attempt to keep grid size relatively constant 
and maintain comparisons and ranged between 20 and 80 grid cells per latitude/longitude 
of the particular subset of data to be mapped. In the population level movement maps, the 
density was extremely skewed which made graphical representation difficult, so I 
truncated all grid densities at the second-highest observed density. I present the maps that 
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emphasize spatial uncertainty for maps of population-level movement, and to focus on 
individual tracks I show the maps that emphasize individual movement. 
As static maps are limited, I also made a Shiny app that lets users map the 95% 
credible intervals of tracks of individual birds (https://jwbaldwin.shinyapps.io/bsam-
shiny/). All computation was performed with on the JAGS 4.1.0 (M. Plummer 2003), R 
3.3.1 on the MGHPCC (R Development Core Team 2016) and R 3.4.0 for local data 
manipulation and the following packages: coda (Best et al. 2010), ggmap (Kahle and 
Wickham 2013), ggplot2 (Wickham 2009), bsam (Jonsen 2016), rjags (Plummer 
2016), ggmcmc (Fernández-i-Marín 2016), lubridate (Grolemund et al. 2013), dplyr 
(Wickham and Francois 2016), geosphere (Hijmans et al. 2016), MASS (Ripley et al. 
2011), data.table (Dowle 2016) and reshape2 (Wickham 2014).  
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CHAPTER 3 
 
RESULTS 
3.1. Simulation Study 
The DCRWS, NF and NF-D models estimated 𝛾ଵ, 𝛾ଶ and 𝛼ଵଵ equally well, while 
the NF and NF-D models substantially outperformed the DCRWS model in estimating 
𝛼ଵଶ (Figure 8). Model parameter error was comparable across levels and types of 
missingness. 
Figure 8. Error by Parameter, Model and Missingness 
 
Parameter error by model type and data missingness in simulation study. 
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The NF and NF-D models also revealed moderately lower total spatial error than 
the DCRWS models. However, this decrease in spatial error was only present in the 5% 
sequentially missing treatment (Figure 9). 
 
Figure 9. Total Spatial Error by Model and Missingness 
 
Spatial error by model type and data missingness in simulation study. 
 
The NF and NF-D models also estimated the unobserved behavioral states 
substantially better than the DCRWS model across all conditions of missingness (Figure 
10).  
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Figure 10. Total Behavioral Error by Model and Missingness 
 
Behavioral error by model type and data missingness in simulation study. 
3.2. Application – Red-eyed Vireo Fall Migration 
 I fit the hDCRWS and the hDCRWS-NF models to the Red-Eyed Vireo Fall 2014 
migration data set described in 2.1. I obtained numerous satisfactorily-converged spatial 
and behavioral estimates from both models (hDCRWS: 96 locations in migration, 549 in 
ARS; hDCRWS-NF: 148 locations in migration, 288 in ARS). Both models returned 
comparable parameter estimates for the process model with the exception of the 
𝛼 parameters (Table 1). The two behavioral states separated well in the hDCRWS model, 
showing large differences in values for 𝛾, but less well separated in the hDCRWS-NF 
model. Both models identified behavioral state one as the migratory state with 𝛾ଵ values 
close to 1. In the hDCRWS model the second behavioral state had value for 𝛾ଶ close to 
0.06, whereas 𝛾ଶ was near 0.73 for the hDCRWS-NF model. The hDCRWS-NF model 
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showed higher values for all Σ values than the hDCRWS model, indicating higher spatial 
variability in the movement. 
 
Table 1. Model Results hDCRWS and hDCRWS-NF 
 
 Point estimate and 95% CI 𝑅෠ 
Parameter hDCRWS hDCRWS-NF hDCR
WS 
hDCRWS-
NF 
Σଵଵ 0.0174 (0.0148, 0.0207) 0.0221 (0.0184, 0.0273) 1.0790 1.2223 
Σଶଵ 0.0049 (0.0034, 0.0065) 0.0066 (0.0049, 0.0087) 1.0025 1.0114 
Σଵଶ 0.0049 (0.0034, 0.0065) 0.0066 (0.0049, 0.0087) 1.0025 1.0114 
Σଶଶ 0.0078 (0.0067, 0.0094) 0.0092 (0.0077, 0.0111) 1.0377 1.2993 
𝛾ଵ 0.9942 (0.978, 0.9994) 0.9735 (0.8766, 0.9979) 1.2853 1.1668 
𝛾ଶ 0.0555 (0.0028, 0.16) 0.7348 (0.5391, 0.8785) 1.0118 2.2815 
𝛼ଵଵ 0.88 (0.8047, 0.9389) 0.6154 (0.0851, 0.8873) 1.7253 1.0451 
𝛼ଶଵ 0.0705 (0.0305, 0.1508) 0.7487 (0.1111, 0.9871) 1.4638 1.1940 
 
 
 
While the hDCRWS-NF model showed slightly better behavioral but slightly 
poorer spatial convergence than the hDCRWS model (Appendices F and G), the 
hDCRWS-NF model showed no converged migration behavior occurring between the 
hours 7AM and 18:59 (Figure 11). The hDCRWS model returned 36 converged steps of 
migration during this time period. 
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Figure 11. Temporal distribution of converged location-behaviors by model type. 
 
 
ARS (Area-Restricted Search) 
 
Both models returned spatial estimates of unobserved positions of migrating Red-
eyed Vireos. Population level space-usage was revealed by the density of 95% credible 
intervals of the spatial estimates from both models (Figure 12A and 12B). Both models 
revealed large amounts of spatial uncertainty, with only few areas in the Gulf of Maine 
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and near the coast of New Jersey had high densities. As the hDCRWS-NF model yielded 
fewer converged locations than the hDCRWS model, the areas of ARS were more 
concentrated along the coast for the hDCRWS-NF model. Mapping the point estimates of 
all tracks revealed a more detailed picture of all movements (Figure 13A and 13B). The 
hDCRWS-NF model yielded more converged location-behaviors in the migration state 
than the hDCRWS model.  
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Figure 12. Density map of 95 percent credible intervals of converged spatial location-
behaviors. 
 
ARS (Area-Restricted Search) 
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Figure 13. Converged spatial location-behaviors (Point diameter indicates spatial 
uncertainty). 
 
ARS (Area-Restricted Search) 
 
Migration occurred along the coast and showed 2 significant over-water crossings 
over the Gulf of Maine and Bay of Fundy (Figure 14 - REVI 56) and the New York Bight 
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(Figure 15 - REVI 430 and REVI 396). Moreover, movements over the Gulf of Maine 
and Bay of Fundy were bidirectional. 
 
Figure 14. Converged spatial location-behaviors of REVI 56 in the Gulf of Maine and 
Bay of Fundy (Point diameter indicates spatial uncertainty). 
 
 
 
 
ARS (Area-Restricted Search) 
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Figure 15. Converged spatial location-behaviors of REVI 430 and REVI 396 in the New 
York Bight (Point diameter indicates spatial uncertainty). 
 
 
ARS (Area-Restricted Search) 
 
The average non-zero gap lengths between converged locations was 10.91 for the 
hDCRWS model and 18.11 for the hDCRWs-NF model. The average maximum speed 
for tracks from the converged locations was 64.5 km/h for the hDCRWS model and 76.54 
km/h for the hDCRWS-NF.   
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CHAPTER 4 
 
DISCUSSION 
 
I proposed two new process models for SSMs to be used in the bsam package for 
passerine migration. These performed well in a simulation study with low levels of 
missing data, especially with short sequences of consecutive missing data. One of the 
new process models was generalized to a hierarchical version (hDCRWS-NF) to allow 
for joint estimation of process model parameters over multiple animal tracks. Using this 
hierarchical model and the previously proposed hDCRWS model, I showed that with a 
simple localization routine, Motus data can be fitted to a flexible Bayesian SSM and can 
return estimates of unobserved locations and behaviors, yielding insights into population 
level movement. 
The model parameters 𝛾 determine the behavioral states. The hDCRWS-NF 
model showed difficulties in estimating the value for 𝛾ଶ and returned a much higher value 
than the hDCRWS model did for 𝛾ଶ, leading to behavioral states that were more similar 
to each other in the hDCRWS-NF model. Previous work showed lower errors for better-
separated behavioral states (Jonsen 2016), so I assume that if in the hDCRWS-NF the 
two states were poorly separated, this may have been the source of the lack of 
convergence for many location-behaviors. Future work could constrain a minimum 
difference in 𝛾 values for both behavioral states and may improve estimation. As I used 𝑅෠ 
as a convergence metric which measures between-chain vs. within-chain error but I 
employed only 2 chains, future work should repeat sampling with at least 3 chains.  
  41 
Also, I employed a strong weighting diurnal weighting of behaviors in the NF 
models (weights ranged between 0 and 1). This amount of certainty is rarely warranted in 
biological systems and perhaps should act as a softer weighting, ranging e.g. between 0.3 
and 0.7. This degree of certainty of when migration occurs for passerines comes from 
‘conventional wisdom’ so it should not manifest itself in utter certainty (with values close 
to 0). Moreover, all birds whose tracks were used for the application were hatch-year 
birds (i.e. juveniles who were making the Fall migration trip for the first time in their 
lives), and thus may be less likely to conform to the bulk of knowledge about Zugunruhe 
(which generally comes from adults). Recent work on migrating raptors (European 
Honey Buzzards, Pernis apivorus) indicates that juveniles make more random 
movements that adults and follow wind-cues more often than adults (Vansteelant et al. 
2017) which could suggest that juveniles may be more opportunistic than adults in 
choosing when to migrate, making strict assumptions less justifiable in the context of 
juvenile animals. Nevertheless, the hDCRWS-NF and hDCRWS models returned many 
converged location-behaviors. 
The imposed temporal constraint in the hDCRWS-NF model relegated migratory 
behavior to the nocturnal hours. For the output of both models I could describe 
population level movement with minor differences between models. The strict 
assumptions in the hDCRWS-NF model caused fewer location-behaviors to be estimated 
at convergence, yet yielded more migratory location-behaviors. The models highlighted 
the importance of the Gulf of Maine as a stopover location characterized by widespread 
ARS behavior. Both models also concurred in the estimation of two areas of off-shore 
movement in the New York Bight and Bay of Fundy, as 3 out of 7 birds used them. 
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Mapping all posterior estimates of spatial locations seemed advantageous, but at the 
population level this reflected sampling effort more than actual movements, as most 
locations/detections were obtained at few locations and many well-estimated locations 
occurred when the birds were stationary at a detection tower. 
Ecologists and statisticians must strike a balance between generality and 
specificity. General movement models have the advantage of being elegant, yet can yield 
results that may not all seem compatible with the system or taxa of interest. In this 
application, the biologically informed hDCRWS-NF model showed convergence errors in 
the model parameters and returned fewer converged location-behaviors than the simpler 
hDCRWS model, yet it did manage to eliminate the spurious diurnal migratory behaviors 
(Figure 11). Whether or not these diurnal migration behaviors estimated by the hDCRWS 
model warrant a new model with strong constraints may be up to the application or user, 
but the consequences of making strong assumptions about unobserved behavior may be 
large, e.g. leading to higher variability in an important outcome (Table 1) or convergence 
errors resulting in fewer usable location-behaviors. In any case, the estimated parameters 
(process model parameters and location-behaviors alike) should be scrutinized for 
convergence and interpreted with caution. 
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CHAPTER 5 
 
CONCLUSION AND FUTURE WORK 
 
The new models proposed here represent minor structural additions to a large 
push of SSMs to the forefront of movement ecology (Patterson et al. 2008; Jonsen 2016). 
I hope to introduce Motus users to the process of fitting, customizing and diagnosing 
SSMs and urge the community to pursue modelling of movements to learn about 
biological patterns. 
I see the largest potential for popularizing SSMs amongst the Motus community 
in the flexibility of SSMs: a new observation model that obviates a crude localization 
procedure will be more elegant and allow users to eliminate one cumbersome step in the 
pipeline from detections to probabilistic estimates of behavior and locations. The 
measurement-error model I adopted from Jonsen (2016) estimates a tag-specific variance 
parameter 𝜓, originally intended for GPS and Argos tags where intertagvariability is 
large. This may be justified for Motus tags, but numerous other sources of variation 
abound, e.g. tower-specific variance, variance that depends on signal strength, receiver 
and tag orientation, etc. However, the significant sources of variance should be identified 
by a validation dataset, ideally from double-tagged organisms, which is currently 
underway (T. Crewe, personal communication). 
Better process models should also be proposed: my models used raw time as a 
constraint on behavior-switching, whereas time is more likely a coarse proxy for time 
until local sunset/sunrise. Moreover, the speed constraint appears to increase the 
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estimated process variance and should incorporate latitudinal variation in the equation 
that relates kilometers to degrees. However, I believe the approximations I made for these 
models may be close enough to the more precise values to make this step only warranted 
if these exact models are used in widely different geographies.  
As the Motus community grows and more towers are deployed, the duration of 
the time gaps of continuous unobserved behavior will hopefully shrink. Until birds rarely 
escape detection, it will remain important to know how long a gap should be until it 
becomes a futile exercise in modelling the unobserved behavior, especially without 
strong assumptions. I believe the Motus community could benefit from some work 
showing when a time-gap becomes too large to make it worth-while estimating (i.e. some 
plot of 𝑅෠ of unobserved location-behaviors vs. gap-length). 
Last there remains a question of diagnosing model fit. In general, the problem 
with Motus data is that there are many observations but they are clustered densely in 
space-time. Thus, spatio-temporal residuals between observed data and expected position 
given one particular model become difficult to visualize. Information-criteria based 
model fit diagnostics such as deviance information criteria (DIC) could be applicable for 
the multivariate part of the response (i.e. the location) but may not be justified for the 
categorically distributed estimated behavioral state. Simulation of expected tracks given a 
fitted model could provide a fruitful alternative, especially when simulation could be 
used to generate a metric of e.g. the proportion of simulations that covered the observed 
data for the relevant slices of the space-time prism. Such proportions could be generated 
from each fitted candidate model and used as a way to discern model fit and choose a 
best model. However, currently, the two fitted models to the data (hDCRWS and 
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hDCRWS-NF) lack a drift component. I speculate that this means that a simulated track 
(even if it were to given the first few fitted location e.g. 𝑿𝟏 and 𝑿𝟐 to simulate data from 
the process model using the fitted process model values) would unlikely resemble the 
observed data in a meaningful way. I believe the most fruitful next step would be to write 
a hierarchical version of the hDCRWS model that includes a drift component. This drift 
component can generate directed simulated movement that ends up looking like plausible 
movements (Appendix D). I suggest that the simulated data should look somewhat like 
the observed data to warrant a simulation-based model fit metric. Currently, it is unlikely 
that this is the case in the hDCRWS and hDCRWS-NF models as there is no 
deterministic southwesterly route embedded in the process model.  
Simulation studies may shed light on the relationship between data missingness 
and convergence success. However, Gibbs sampling, as is used in JAGS is slow and 
makes estimation cumbersome. Bayesian estimation does have advantageous properties 
compared to frequentist estimation of movement models such as TMB (Pedersen et al. 
2011), but faster samplers such as implemented in Stan (Carpenter et al. 2017) may prove 
to be an advantageous next step. 
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APPENDIX A 
 
JAGS CODE - MODEL NF 
 
data { 
Omega[1, 1] <- 1 
Omega[1, 2] <- 0 
Omega[2, 1] <- 0 
Omega[2, 2] <- 1 
first.loc[1] <- y[1, 1] 
first.loc[2] <- y[1, 2] 
} 
model 
{ 
## priors on process uncertainty 
iSigma[1:2, 1:2] ~ dwish(Omega[, ], 2) 
Sigma[1:2, 1:2] <- inverse(iSigma[, ]) 
gamma[1] ~ dbeta(2, 1.5) ## prior for gamma in b=1 
dev ~ dbeta(1, 1) ## rnd deviate to ensure gamma[2] > gamma[1] 
gamma[2] <- gamma[1] * dev 
alpha[1] ~ dbeta(1, 1) ## prob of being in b 1 at t, given in b 1 at t-1 
alpha[2] ~ dbeta(1, 1) ## prob of being in b 1 at t, given in b 2 at t-1 
## no drift 
## estimate first behavioural state 
## add time of day 
lambda[1] ~ dunif(0, 1) 
weightedlambda1 <- lambda[1]*c(sin(pi/2-pi/12*(hours[1]))/2+0.5) 
lambda[2] <- 1 - weightedlambda1 
b[1] ~ dcat(c(weightedlambda1, lambda[2])) 
logpsi ~ dunif(-10, 10) ## inflation/deflation factor for estimation error 
psi <- exp(logpsi) 
## Priors for first location 
for(k in 1:2){ 
x[1, k] ~ dt(first.loc[k], itau2[1, k] * psi, nu[1, k]) 
} 
## Process equation 
x[2, 1:2] ~ dmnorm(x[1, ], iSigma[, ]) 
## added sinusoidal daytime weight 
## changed phi[t,] 
## add maxspeed as constraint on maximum displacement distances 
## constants refer to crude numbers for 111 kilometers/degree latitude (exactish), 
## and 82.65 kilometeres/degree longitude (fine for 42 latitude, shrinks towards pole) 
for(t in 2:(Nx-1)){ 
phi[t,1] <- alpha[b[t-1]]*c(sin(pi/2-pi/12*(hours[t-1]))/2+0.5) 
phi[t,2] <- 1 - phi[t,1] 
b[t] ~ dcat(phi[t,]) 
##constrain displacement by maxspeed in any direction 
displacement[t,1] <- max(-(maxspeed*timestep*24)/111, 
min((maxspeed*timestep*24)/111, 
(x[t, 1] - x[t-1, 1]) * gamma[b[t]] )) 
displacement[t,2] <- max(-(maxspeed*timestep*24)/82.65, 
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min((maxspeed*timestep*24)/82.65, 
(x[t, 2] - x[t-1, 2]) * gamma[b[t]] )) 
x.mn[t, 1:2] <- x[t, 1:2] + displacement[t,1:2] 
x[t+1, 1:2] ~ dmnorm(x.mn[t, ], iSigma[, ]) 
} 
## estimate final behavioural state 
## add time of day 
zeta[1] <- alpha[b[Nx-1]] 
weightedzeta1 <- zeta[1]*c(sin(pi/2-pi/12*(hours[Nx-1]))/2+0.5) 
zeta[2] <- 1 - weightedzeta1 
b[Nx] ~ dcat(c(weightedzeta1, zeta[2])) 
## Measurement equation 
for(i in 1:(Ny-1)) { 
for(j in 1:2) { 
yhat[i, j] <- w[i] * x[idx[i], j] + (1 - w[i]) * x[idx[i+1], j] 
y[i, j] ~ dt(yhat[i, j], itau2[i, j] * psi, nu[i, j]) 
} 
} 
} 
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APPENDIX B 
 
JAGS CODE - MODEL NF-D 
 
data { 
Omega[1, 1] <- 1 
Omega[1, 2] <- 0 
Omega[2, 1] <- 0 
Omega[2, 2] <- 1 
first.loc[1] <- y[1, 1] 
first.loc[2] <- y[1, 2] 
#drift[1,1] ~ dunif(-1, 0) 
#drift[1,2] ~ dunif(-1, 0) 
drift[2,1] <- 0 
drift[2,2] <- 0 
} 
model 
{ 
## priors on process uncertainty 
iSigma[1:2, 1:2] ~ dwish(Omega[, ], 2) 
Sigma[1:2, 1:2] <- inverse(iSigma[, ]) 
gamma[1] ~ dbeta(2, 1.5) ## prior for gamma in b=1 
dev ~ dbeta(1, 1) ## rnd deviate to ensure gamma[2] > gamma[1] 
gamma[2] <- gamma[1] * dev 
alpha[1] ~ dbeta(1, 1) ## prob of being in b 1 at t, given in b 1 at t-1 
alpha[2] ~ dbeta(1, 1) ## prob of being in b 1 at t, given in b 2 at t-1 
## because this has southwest drift 
## use vague priors on southwesterly 
## migratory drift 
drift[1,1] ~ dunif(-1,0) 
drift[1,2] ~ dunif(-1,0) 
#drift[2,1] <- 0 
#drift[2,2] <- 0 
## estimate first behavioural state 
## add time of day 
lambda[1] ~ dunif(0, 1) 
weightedlambda1 <- lambda[1]*c(sin(pi/2-pi/12*(hours[1]))/2+0.5) 
lambda[2] <- 1 - weightedlambda1 
b[1] ~ dcat(c(weightedlambda1, lambda[2])) 
logpsi ~ dunif(-10, 10) ## inflation/deflation factor for estimation error 
psi <- exp(logpsi) 
## Priors for first location 
for(k in 1:2){ 
x[1, k] ~ dt(first.loc[k], itau2[1, k] * psi, nu[1, k]) 
} 
## Process equation 
x[2, 1:2] ~ dmnorm(x[1, ], iSigma[, ]) 
## added sinusoidal daytime weight 
## changed phi[t,] 
## add drift 
## add maxspeed as constraint on maximum displacement distances 
## constants refer to crude numbers for 111 kilometers/degree latitude (exactish), 
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## and 82.65 kilometeres/degree longitude (fine for 42 latitude, shrinks towards pole) 
for(t in 2:(Nx-1)){ 
phi[t,1] <- alpha[b[t-1]]*c(sin(pi/2-pi/12*(hours[t-1]))/2+0.5) 
phi[t,2] <- 1 - phi[t,1] 
b[t] ~ dcat(phi[t,]) 
##constrain displacement by maxspeed in any direction 
displacement[t,1] <- max(-(maxspeed*timestep*24)/111, 
min((maxspeed*timestep*24)/111, 
(x[t, 1] - x[t-1, 1]) * gamma[b[t]] + drift[b[t],1])) 
displacement[t,2] <- max(-(maxspeed*timestep*24)/82.65, 
min((maxspeed*timestep*24)/82.65, 
(x[t, 2] - x[t-1, 2]) * gamma[b[t]] + drift[b[t],2])) 
x.mn[t, 1:2] <- x[t, 1:2] + displacement[t,1:2] 
x[t+1, 1:2] ~ dmnorm(x.mn[t, ], iSigma[, ]) 
} 
## estimate final behavioural state 
## add time of day 
zeta[1] <- alpha[b[Nx-1]] 
weightedzeta1 <- zeta[1]*c(sin(pi/2-pi/12*(hours[Nx-1]))/2+0.5) 
zeta[2] <- 1 - weightedzeta1 
b[Nx] ~ dcat(c(weightedzeta1, zeta[2])) 
## Measurement equation 
for(i in 1:(Ny-1)) { 
for(j in 1:2) { 
yhat[i, j] <- w[i] * x[idx[i], j] + (1 - w[i]) * x[idx[i+1], j] 
y[i, j] ~ dt(yhat[i, j], itau2[i, j] * psi, nu[i, j]) 
} 
} 
} 
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APPENDIX C 
 
JAGS CODE - MODEL hDCRWS-NF 
data { 
Omega[1, 1] <- 1 
Omega[1, 2] <- 0 
Omega[2, 1] <- 0 
Omega[2, 2] <- 1 
for(k in 1:N){ 
first.loc[k, 1] <- y[Yidx[k], 1] 
first.loc[k, 2] <- y[Yidx[k], 2] 
} 
} 
model 
{ 
# priors on process uncertainty 
iSigma[1:2, 1:2] ~ dwish(Omega[, ], 2) 
Sigma[1:2, 1:2] <- inverse(iSigma[, ]) 
gamma[1] ~ dbeta(2, 1.5) 
dev ~ dbeta(1, 1) 
gamma[2] <- gamma[1] * dev 
alpha[1] ~ dbeta(1, 1) 
alpha[2] ~ dbeta(1, 1) 
###add effect of daytime 
for(k in 1:N){ 
firststates[k] ~ dbeta(1, 1) 
} 
lambda[1:N,1] <- firststates[1:N]*c(sin(pi/2-pi/12*(hours[Xidx[1:N]]))/2+0.5) 
lambda[1:N,2] <- 1 - lambda[1:N,1] 
## N is number of animals 
for(k in 1:N){ 
logpsi[k] ~ dunif(-10, 10) 
psi[k] <- exp(logpsi[k]) 
## estimate first behavioural state for each individual 
b[Xidx[k]] ~ dcat(lambda[k,]) 
for(j in 1:2){ 
x[Xidx[k], j] ~ dt(first.loc[k, j], itau2[Xidx[k], j] * psi[k], nu[Xidx[k], j]) 
} 
## Process equation 
x[(Xidx[k]+1), 1:2] ~ dmnorm(x[Xidx[k], ], iSigma[, ]) 
###add effect of daytime 
for(t in (Xidx[k]+1):(Xidx[k+1]-2)){ 
phi[t,1] <- alpha[b[t-1]]*c(sin(pi/2-pi/12*(hours[t-1]))/2+0.5) 
phi[t,2] <- 1 - phi[t,1] 
b[t] ~ dcat(phi[t,]) 
##constrain displacement by maxspeed in any direction 
displacement[t,1] <- max(-(maxspeed*timestep*24)/111, 
min((maxspeed*timestep*24)/111, 
(x[t, 1] - x[t-1, 1]) * gamma[b[t]] )) 
displacement[t,2] <- max(-(maxspeed*timestep*24)/82.65, 
min((maxspeed*timestep*24)/82.65, 
(x[t, 2] - x[t-1, 2]) * gamma[b[t]] )) 
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x.mn[t, 1:2] <- x[t, 1:2] + displacement[t,1:2] 
x[t+1, 1:2] ~ dmnorm(x.mn[t, ], iSigma[, ]) 
} 
## estimate final behavioural state 
zeta[k, 1] <- alpha[b[Xidx[k+1]-2]]*c(sin(pi/2-pi/12*(hours[Xidx[k+1]-2]))/2+0.5) 
zeta[k, 2] <- 1 - zeta[k, 1] 
b[Xidx[k+1]-1] ~ dcat(zeta[k, ]) 
## Measurement equation 
for(i in (Yidx[k]+1):(Yidx[k+1]-2)) { 
for(j in 1:2) { 
yhat[i, j] <- w[i] * x[idx[i], j] + (1 - w[i]) * x[idx[i+1], j] 
y[i, j] ~ dt(yhat[i, j], itau2[i, j] * psi[k], nu[i, j]) 
} 
} 
} 
} 
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APPENDIX D  
EXAMPLE TRACK OF NF-D DATA GENERATING MECHANISM 
 
  
  53 
APPENDIX E 
PARAMETER CONVERGENCE IN SIMULATION STUDY 
 
  54 
APPENDIX F 
SPATIAL CONVERGENCE IN SIMULATION STUDY 
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APPENDIX G 
BEHAVIORAL CONVERGENCE IN SIMULATION STUDY 
 
  56 
APPENDIX H 
 
 hDCRWS CONVERGENCE PLOTS 
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APPENDIX I 
 
hDCRWS-NF CONVERGENCE PLOTS 
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