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In quantum mechanics, stringnet condensed states – a family of prototypical states exhibiting non-trivial
topological order – can be classified via their long-range entanglement properties, in particular topological cor-
rections to the prevalent area law of the entanglement entropy. Here we consider classical analogs of such
stringnet models whose partition function is given by an equal-weight superposition of classical stringnet con-
figurations. Our analysis of the Shannon and Renyi entropies for a bipartition of a given system reveals that the
prevalent volume law for these classical entropies is augmented by subleading topological corrections that are
intimately linked to the anyonic theories underlying the construction of the classical models. We determine the
universal values of these topological corrections for a number of underlying anyonic theories including su(2)k,
su(N)1, and su(N)2 theories.
PACS numbers: 65.40.gd, 89.70.Cf, 05.20.-y
I. INTRODUCTION
The concept of topological order – long-range order be-
yond the conventional paradigm of symmetry broken order
– has profoundly broadened our view of strongly correlated
systems over the last decades [1]. Archetypal realizations of
actual materials exhibiting such unconventional order include
the (fractional) quantum Hall liquids [2] discovered over 30
years ago, Sr2RuO4 as a possible realization of a px + ipy su-
perconductor [3] or in the more recent past the discovery of
topological band insulators [4]. Further insight into the rich
physics of topologically ordered systems has been achieved
by the analytical understanding of exactly solvable spin mod-
els including the toric code [5] or Kitaev’s honeycomb model
[6].
Despite all this progress it has remained a challenging task
to unambiguously identify a topologically ordered state in a
given system – both in experiments or theoretical approaches.
On the analytical side, concepts from quantum information
theory have proven particularly helpful in generating a power-
ful measure of topological order in model systems. A key in-
sight is that the topological order present in a quantum many-
body system is reflected in its entanglement properties. In
its most pronounced incarnation the long-range order present
in topologically ordered systems leads to long-range entan-
gled states [7], a scenario that applies to most of the examples
of topologically ordered states above. The notable exception
are the topological band insulators which exhibit short-range
entanglement [8]. Here we will focus on the former class
of long-range entangled states. A key concept to measure
entanglement in a quantum many-body system is the entan-
glement entropy calculated by dividing the system into two
parts A and B as illustrated in Fig. 1, obtaining the reduced
density matrix of one partition by tracing out the other, e.g.
ρˆA = TrB(|ψ〉〈ψ|), and then collapsing the information in
the reduced density matrix into the so-called entanglement en-
tropy
SA = −TrA[ρˆA log ρˆA] .
Despite the relatively broad-brush character of the entan-
glement entropy studying its dependence on the geometry of
the bipartition has been shown to allow for a rather general
classification of ground states of interacting quantum many-
body systems. For systems restricted to two spatial dimen-
sions the entanglement entropy exhibits a so-called ‘area law’
or more specifically a ‘boundary law’ for all gapped ground
states; it grows with the length ` of the boundary between the
partitions A and B
SA = c``− γquantum + . . . (1)
where any additional terms indicated by the dots are sublead-
ing terms of order O(1/`), i.e. vanish in the limit ` → ∞.
One of the more striking features of this boundary law is the
occurrence of a subleading constant contribution that for a
smooth boundary, i.e. one without any sharp corners, is inde-
pendent of the size or the geometry of the bipartition and thus
indicates long-range entanglement. This constant γquantum is
often called the topological entropy [9, 10], since it strictly
vanishes for disordered or conventionally ordered states while
for a topologically ordered state it always remains finite. In
fact, the topological entropy has to lock into a universal value,
which is tightly connected to the effective topological field
theory describing the non-local topological order in the sys-
tem at hand. It was shown [9, 10] that
γquantum = logD, (2)
where D is the so-called total quantum dimension, an impor-
tant characteristic of the effective topological field theory. An
alternative perspective to understand the origin of a finite con-
stant γquantum for a topologically ordered state emerges from
considering the entropic contribution arising solely from the
A
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`
Figure 1: (color online) Bipartition of a quantum system.
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2boundary. In contrast to a conventionally ordered or entirely
disordered system, the states on the boundary of a topologi-
cally ordered system are found to be subtly constrained which
then leads to a non-trivial entropic contribution of this bound-
ary. We will discuss details of both perspectives in the remain-
der of the manuscript.
Despite the obvious fact that classical systems do not ex-
hibit any entanglement, the notion of the entanglement en-
tropy has a straight-forward companion for classical statistical
systems – the Shannon entropy, which we can analogously de-
fine for a bipartition of the system as illustrated in Fig. 1. It is
then given as
SA = −
∑
{jA}
pjA log pjA , (3)
where {jA} denotes the set of possible classical configura-
tions in A and pjA is the statistical probability of a given con-
figuration jA.
The analogy to the entanglement entropy goes even one step
further, as the Shannon entropy also exhibits a rather charac-
teristic scaling with the size and the geometry of the biparti-
tion. In its most general form it follows a ‘volume law’ of the
form
SA = cV VA + c``− γclassical + . . . , (4)
where VA is the volume of partitionA and ` is again the length
of the boundary of the partition. The dots indicate subleading
terms that vanish in the limit of VA, `→∞.
The occurrence of a non-vanishing constant term γclassical
in this volume law for the classical Shannon entropy is again
tightly connected to the occurrence of long-range information
in the classical system. A prototypical family of such classical
systems exhibiting long-range information are classical vari-
ants of so-called stringnet states, which we will introduce and
discuss in much detail in the following. The main result of
this manuscript is that for this broad variety of classical sys-
tems we establish a universal equation relating the constant
term γclassical to a characteristic feature of the topological field
theory underlying these stringnet states. The methods, which
allow us to derive this relation, are based on recent work by
Fendley and Simon [11].
We should note that a related question was discussed previ-
ously by Castelnovo and Chamon in [12], where the authors
studied classical variants of a class of quantum double mod-
els, including Kitaev’s toric code [5]. The authors found that
the values of the classical and topological entropy are iden-
tical for this class of models. This statement is, in general,
no longer true for the classical variants of the stringnet states.
Instead, we find that
γclassical = logM , (5)
where M is the number of Abelian particles in the anyonic
theory underlying the stringnet states. Our results shed new
light on the question on what kind of information in the quan-
tum model can be retained in the corresponding classical vari-
ant.
Our discussion of the above results is structured as follows
in the remainder of the manuscript: We provide a general in-
troduction to the classical Shannon and Renyi entropies in
Section II. In Section III we introduce the stringnet models,
first in the context of quantum double models based on the
so-called su(2)k anyon theories, and then describe their clas-
sical analogs. In Section IV we outline the methods we use
to analytically compute the Renyi entropies for these classi-
cal stringnet analogs with the results for the Renyi entropies
and the topological entropy of Eq. (5) presented in Section V.
The manuscript finishes with an outlook on more general
stringnets, a summary of our main results, and several appen-
dices providing the details of our calculation.
II. CLASSICAL SHANNON AND RENYI ENTROPY
In quantum mechanics, one of the most important measures
of entanglement in a system of multiple quantum mechani-
cal degrees of freedom is the entanglement entropy. We will
briefly recap this notion in the following and then turn to the
classical analogs of these concepts.
A. Entanglement entropy
Let us consider a quantum system with ground state |ψ〉 and
a bipartition along a smooth cut (without any sharp corners)
that divides the system into two parts called A and B. As
already outlined in the introduction we can characterize the
entanglement of the two partitions by calculating the reduced
density matrix of one of the two partitions, say partition A, by
tracing out the other one to obtain
ρˆA = TrB(|ψ〉〈ψ|) .
We can now readily diagonalize this reduced density matrix
to obtain its eigenvalues pj , which are the probabilities to find
systemA in the quantum state corresponding to the respective
eigenvector. In terms of these eigenvalues, the entanglement
entropy can thus be readily calculated as
SA = −
∑
j
pj log pj . (6)
Note that for a quantum system the so-calculated entangle-
ment entropies SA and SB are equal, i.e. SA = SB .
B. Classical entropies
To identify a classical analog to the entanglement entropy
we note that the definition of the entanglement entropy in the
form of Eq. (6) has a straightforward interpretation also for
classical systems. In particular, we can replace the quantum
mechanical probabilities pj to find the system in a certain state
j by their classical counterparts to find subsystem A in a par-
ticular classical configuration jA. The classical analog of the
3entanglement entropy is then simply given by the well-known
Shannon entropy
SA = −
∑
{jA}
pjA log pjA , (7)
where the sum now runs over the set of all possible configura-
tions {jA} of subsystem A. Similar to the quantum mechan-
ical case, the probability of a given classical configuration jA
is obtained by summing over all possible complementary con-
figurations in partition B, i.e.
p{jA} =
1
Z
∑
{jB}
e−E({jA+B})/(kBT ) , (8)
where E({jA+B}) is the energy of the configuration in the
full system, kB is the Boltzmann factor, and T the tempera-
ture. Note that in general the classical Shannon entropy is not
equivalent for the two partitions A and B, i.e. SA 6= SB .
Instead of directly calculating the Shannon entropy (7) it is
often more convenient to compute one of the Renyi entropies
S
(n)
A =
1
1− n log
∑
{jA}
pnjA
 , (9)
where the index n typically is an integer n ≥ 2. The Renyi
entropies are bounded by each other by Sn′ ≤ Sn for n′ > n,
and recover the Shannon entropy in the limit n→ 1. They can
be computed by considering n copies (replicas) of the system
[13]. In doing so, the different replicas of part A are required
to have identical configurations, while the configurations in
the replicas of part B are independent of one another, see e.g.
Ref. [14] for details of a numerical implementation.
C. Scaling of the entropies and topological corrections
For the ground state of two-dimensional gapped quantum
systems, the entanglement entropy obeys an area law, i.e. it
grows as the length ` of the boundary of system A instead of
its volume
SA = c``− γquantum + . . . . (10)
The coefficient c` is non-universal, as it depends on the micro-
scopic details of the model and can be changed continuously.
More interesting is the presence of the subleading constant
term γquantum, which is often called topological entropy and
is robust against changing the microscopic details of the sys-
tem. For a smooth cut it does neither depend on any length
scale of the system nor the geometry of the bipartition and as
such must be rooted in long-range entanglement. The seminal
work of Refs. [9, 10] showed that the topological entropy is
universal and can be directly calculated from the total quan-
tum dimension D of the effective topological field theory. In
particular, it is given by γquantum = logD.
As the topological entropy is subleading, it is often cum-
bersome to determine it to sufficient accuracy by doing a scal-
ing analysis, though recent numerical investigations have been
quite successful in doing so [15, 16]. In addition, there may
be additionalO(1) contributions to SA arising from sharp cor-
ners in the cut. Thus, it is beneficial to use a setup, which was
introduced by Levin and Wen [10], to extract the topological
entropy from a set of different bipartitions of the system as
illustrated in Fig. 2. By considering the four different biparti-
tions of Fig. 2 one can cancel out the leading boundary term
in Eq. (10) as well as all O(1) potential corner contributions
to directly obtain the topological entropy from the linear com-
bination
Stopo = −SA1 + SA2 + SA3 − SA4 , (11)
which then leads to the final result
Stopo = 2γquantum . (12)
In contrast to the quantum case, the leading term of the clas-
sical Shannon entropy SA scales with the volume VA of the
subsystem A in the bipartition, i.e. it follows a volume law of
the general form
SA = cV VA + c``− γclassical + . . . , (13)
where ` is again the length of the boundary of the partition
and the dots indicate subleading terms of order O(1/`) that
vanish in the limit of VA, ` → ∞. Note again that a direct
consequence of this volume law is that the Shannon entropy
is in general not symmetric with regard to the two partitions,
i.e. SA 6= SB . Similar to the quantum case, we can also in
the classical system identify a constant contribution γclassical,
which reduces the entropy. This constant turns out to be in-
dependent of the geometry and size of the system, which is
why we will call it ‘classical topological entropy’. As we will
discuss in the subsequent sections we can uniquely determine
the universal values for this classical topological entropy for a
broad variety of classical topologically ordered systems.
At this point, we only want to point out that the form of
the scaling behavior of the classical Shannon (and Renyi) en-
tropies still allows to use the setup suggested by Levin and
Wen to directly evaluate the O(1) topological correction. One
subtle difference to the quantum mechanical calculation is that
in the classical case the topological correction γclassical is sen-
sitive to the number of disconnected regions in partition B.
As an example, we show the constant contributions to the en-
tropy for a quantum system and its related classical system
for the four Levin-Wen partitions in Fig. 3. The first line in-
dicates the topological entanglement entropy for the quantum
mechanical system, the example being the so-called toric code
model [5], which has total quantum dimension D = 2. Note
A1 A2 A3 A4
Figure 2: (color online) Levin-Wen partitions to compute the topo-
logical entropy.
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Figure 3: (color online) Levin-Wen partitions to compute the topo-
logical entropy. Below the partitions is the constant term that is con-
tributed by this bipartitions for the toric code (γquantum) and the clas-
sical loopgas, when computing SA (γAcl) respectively SB (γ
B
cl ).
that in the quantum mechanical case the topological correc-
tion for a given bipartition is related to the number of bound-
aries between parts A and B; the bipartitions involving A1
and A4 contribute twice the value than those bipartitions in-
volving A2 and A3. The classical analog of the toric code is
the so-called loopgas at T = ∞, whose classical topologi-
cal entropy was already studied in Ref. [12] and found to be
γclassical = log 2. As the Shannon entropy is not symmetric in
A and B, we show both the topological correction when com-
puting SA (in the second line) as well as SB (in the third line).
Note that the classical value is independent of the number of
boundaries but instead measures the number of disconnected
regions in the complementary part. For instance, the topolog-
ical O(1) contribution in SA is non-vanishing only if part B
is disconnected.
Finally note that the similar setup introduced by Kitaev and
Preskill [9] for extracting the topological entropy is not suit-
able for the classical systems considered here, because all bi-
partitions have connected parts A and B.
III. CLASSICAL STRINGNET MODELS
As an example family of model systems exhibiting non-
trivial topological order, we will consider so-called stringnet
states and in particular their classical analogs. Their quan-
tum variants, so-called stringnet condensed states or simply
stringnets, have been introduced by Levin and Wen [17] in
a rather general mathematical construction using so-called
quantum doubles [18, 19]. For completeness, we will briefly
recap this Levin-Wen construction in the following by first in-
troducing so-called su(2)k anyon theories and then outlining
the quantum double construction before shifting gear to dis-
cuss the construction of their classical analogs.
A. su(2)k anyon theories
The most elementary building block for both the quantum
and classical versions of stringnets are so-called su(2)k anyon
theories [20]. These theories describe anyonic degrees of free-
dom with both Abelian and non-Abelian exchange statistics
(in two spatial dimensions). For a given level k such an any-
onic theory contains k + 1 individual degrees of freedom,
which for our purposes here we label by integers
0, 1, 2, . . . k .
One can think of every degree of freedom as a representation
of the quantum group su(2)k or in analogy to the spin repre-
sentation of SU(2), which corresponds to the limit k →∞, as
generalized spins with even/odd integer labels corresponding
to integer/half-integer spins.
We can combine two representations of su(2)k into one
joint representation – similar to combining two spin quantum
numbers into one joint spin quantum number for conventional
SU(2) spins. This process, which for the anyon theories is of-
ten called fusion, has to obey very similar rules as those for
combining two conventional SU(2) spins. In particular, they
have to obey the so-called fusion rules which also incorporate
the cut-off k in a consistent way
i× j =
min[i+j,2k−i−j]∑
l=|i−j|
l , (14)
where l increases in steps of two. Eq. (14) can be written more
compactly by introducing fusion coefficients N lij , which are
defined via
i× j ≡
k∑
l=0
N lij l . (15)
Note that for the su(2)k anyon theories at hand these fusion
coefficients are always either 0 or 1.
The simplest example is probably the anyon theory su(2)1
with anyonic degrees of freedom 0 and 1, for which the above
fusion rules become
0× 0 = 0
0× 1 = 1
1× 1 = 0 . (16)
A slightly less trivial example is the anyon theory su(2)2 with
anyonic degrees of freedom 0, 1 and 2, for which the fusion
rules read
1× 1 = 0 + 2
1× 2 = 1
2× 2 = 0 , (17)
where the fusion with the identity 0 has been omitted, as it is
trivial. In addition we also mention the fusion rules of su(2)3
with anyonic degrees of freedom 0, 1, 2 and 3, for which the
fusion rules read
1× 1 = 0 + 2
1× 2 = 1 + 3
1× 3 = 2
2× 2 = 0 + 2
2× 3 = 1
3× 3 = 0 (18)
5and finally the Fibonacci theory, which is the even-integer
subset of this su(2)3 anyonic theory
0× 0 = 0
0× 2 = 2
2× 2 = 0 + 2 . (19)
One striking distinction between the fusion rules for su(2)1
in (16) and for the remaining ones in (17), (18), and (19) is the
occurrence of representations, which fused with itself, gener-
ate more than one fusion outcome, e.g. representation 1 in
su(2)2. Such representations are called non-Abelian as op-
posed to Abelian representations such as the identity 0 that
always generate a unique fusion outcome [24]. In order to un-
derstand this concept better, let us consider a set comprising
multiple such non-Abelian representations. Their combined
fusion will no longer be described by a single state but neces-
sarily needs to be described by a set of states. In more tech-
nical terms, this manifold of states for a set of non-Abelian
degrees of freedom asymptotically grows exponentially with
the total number of degrees of freedom. The base of this ex-
ponential growth is called the quantum dimension dj of the
representation j. Non-Abelian representations have quantum
dimensions that are strictly larger than one, i.e. dj > 1. In
contrast, any representation i that is Abelian (exhibiting only
single fusion outcomes) has quantum dimension di = 1. For
a given anyon theory the total quantum dimension D is then
defined as a sum over all the quantum dimensions of the indi-
vidual representations of the theory
D =
√√√√ k∑
j=0
d2j . (20)
For all values of k, the su(2)k anyon theories always contain
two Abelian representations, labeled by 0 and k, with quan-
tum dimensions d0 = dk = 1. The remaining representations
are all non-Abelian and thus have quantum dimension dj > 1.
B. Quantum double models and stringnet condensed states
With the su(2)k anyon theories as elementary building
blocks at our hand, we can now proceed to briefly recap
the quantum double construction of Levin and Wen [17] and
introduce the quantum mechanical version of stringnet con-
densed states or simply stringnets.
The quantum double construction of Levin and Wen cre-
ates a lattice model from an anyonic theory, such as one of
the su(2)k anyon theories introduced in the previous section.
The elementary constituents of the lattice model are edges that
carry an anyonic degree of freedom, which is captured by the
respective anyon theory, i.e. it corresponds to one of the la-
bels 0, 1, 2, . . . , k. The bonds form a lattice via trivalent ver-
tices. An example of a particularly regular lattice construction
would be the honeycomb lattice, which we will use in all visu-
alizations in the following. At each vertex the fusion rules of
the anyonic theory need to be fulfilled, thus constraining the
possible labelings of edges around a given vertex. Examples
of allowed vertices for the su(2)1, su(2)2 and Fibonacci the-
ory are given (up to rotations) in the various panels of Fig. 4,
respectively.
Forming an entire graph out of a set of these allowed ver-
tices and corresponding edges, one can then create a multi-
tude of lattice configurations. By visual inspection of these
configurations it becomes evident how the vertex constraints
translate into constraints of the overall lattice configurations.
For the case of the su(2)1 anyonic theory, which contains only
Abelian anyons, the resulting configurations will consist of
closed loops only, as illustrated in Fig. 5. Introducing a non-
Abelian anyon into the anyon theory, as it is the case for, e.g.
the Fibonacci theory, the resulting lattice configurations also
include branches resulting in netlike configurations as illus-
trated in Fig. 6.
The set of allowed lattice configurations forms a basis for
the part of the Hilbert space, where the groundstate resides in.
Before moving on to the construction of the classical analog
of these quantum states, we want to mention in passing a few
additional constraints present in the quantum model (but not
the classical model to be introduced in the next section). Most
notable for the remainder of this manuscript is that a subset
of allowed lattice configurations has vanishing weight for the
groundstate, in particular all those configurations where the
netlike configuration includes so-called tadpoles illustrated in
Fig. 7. The actual weight of an allowed lattice configuration
will be finely tuned by a number of parameters depending on
the specifics of the underlying anyon theory (such as, e.g., a d-
isotopy parameter for the inclusion of closed loops). Further,
the Levin-Wen construction goes beyond the construction of
,
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Figure 4: (color online) Allowed vertices (up to rotations) for a) the
su(2)1 anyon theory, b) the su(2)2 anyon theory, and c) the Fibonacci
theory.
6Figure 5: (color online) Example loopgas configuration for the quan-
tum double model of su(2)1.
Figure 6: (color online) Example stringnet configuration for the
quantum double model of the Fibonacci theory. The circles indicate
some of the branching points not present in the loopgas configuration
of Fig. 5 for the Abelian su(2)1 anyon theory.
quantum ground states, but also allows a description of excited
states, e.g. states where the vertex constraint is not fulfilled
at individual vertices or which include one of the aforemen-
tioned tadpoles.
Finally we note that in more mathematical terms, the quan-
tum double construction is routed in the so-called Drinfeld
double [18], which takes a topological quantum field theory
(TQFT) C and its time-reversal conjugate C∗ to construct a
doubled TQFT that is time-reversal invariant [21]. For more
details on this construction the reader is referred to the origi-
Figure 7: (color online) Example stringnet configuration which in-
cludes so-called tadpoles indicated by the shaded ovals.
nal math literature [18, 21] or the more physical introduction
in Ref. [19]. Note that the total quantum dimension of the
quantum double model is the square of the total quantum di-
mension of the anyonic theory, i.e. DQDM = D2 =
∑k
i=0 d
2
i ,
resulting in a topological entropy γQDM = logD2.
C. Classical stringnets
We now turn to the classical analogs of the quantum me-
chanical stringnet states introduced as groundstates of the
quantum double construction of Levin and Wen in the pre-
vious section. To do so, we first note that the quantum ground
states of Levin and Wen can generally be written as a super-
position of stringnet configurations s, which fulfill the vertex
constraints at every single vertex. The wavefunction can then
be expressed as
|ψ〉 =
∑
s
as|s〉 , (21)
where the coefficients as are real, but not necessarily all posi-
tive or non-zero [25].
We can now construct a classical stringnet by defining a
partition function that corresponds to the equal-weight super-
position of allowed stringnet configurations s of the quantum
double construction, i.e.
Z[V ] =
∑
s
1 , (22)
where V indicates the number of vertices in the lattice. Note
that whether a given stringnet configuration s is allowed or
not, again depends solely on the local constraints imple-
mented around every vertex. In fact, one can explicitly count
the number of allowed configurations contributing to the parti-
tion function (22). Going through a sequence of combinatorial
steps (detailed in Appendix A), one finds that
Z[V ] =
k∑
j=0
(D
dj
)V
≈ 2DV , (23)
where the dj indicate the quantum dimension of the anyons in
the underlying anyon theory su(2)k andD is the total quantum
dimension of the theory. In the large-volume limit, the explicit
sum can be approximated as a power of the total quantum di-
mension, which connects the original meaning of the quantum
dimension in the anyonic theory with its analogous role in the
purely classical model.
Before we turn to a general discussion of the classical
stringnets defined in this section, we will briefly layout the
more technical details of the methods and in particular the
role of a so-called crossing symmetry for the analytical cal-
culations of the Renyi entropies for these classical stringnets.
IV. CROSSING SYMMETRY
In the following we derive several formulas, which are im-
portant to the computation of the Shannon or Renyi entropies
7j
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Figure 8: Definition of the local Boltzmann weight of a vertex con-
figuration.
of the classical stringnet models. Our analytical approach is
heavily based on the concept of a so-called crossing symme-
try, which was recently introduced by Fendley and Simon as
a method to compute the exact partition function of a special
class of classical lattice model [11]. For later convenience, we
will keep the discussion in this section very general, such that
it is applicable to any crossing symmetric model. As the fol-
lowing discussion of crossing symmetric models is very brief,
the interested reader is referred to Ref. [11] for a more com-
plete treatment.
A. Introduction to crossing symmetry
In the following we consider models that are defined
on a trivalent graph with N possible states – labeled by
0, 1, 2, . . . N−1— living on the edges of the graph. The edges
are in general oriented, which is indicated by an arrow in the
visualizations. We assign each degree of freedom a conjugate
via a permutation P of [0, . . . , N−1] of maximally order two,
i.e. P 2 = 1. The conjugate of i is denoted by i¯ and conjuga-
tion is implemented by reversing the arrow on the edge. The
physical significance of the conjugation will become clear be-
low.
We define local Boltzmann weights for the vertices that de-
pend on the labels (and orientations) of the three edges around
the vertex. When defining the weights w(i, j, l) we use the
reference orientation that all arrows are pointing inwards, as
is visualized in Fig. 8. The vertex weights can alternatively be
written as a ‘weight matrix’ φ(i) defined as
φ
(i)
i,j = w(i, j, l¯) , (24)
which will become convenient later on. Note that the sec-
ond matrix index is conjugated compared to the definition of
the Boltzmann weights, see also Fig. 8. We consider only
models that are isotropic, which implies that the value of the
Boltzmann weight is the same for cyclic permutations of the
indices, i.e. w(i, j, l) = w(j, l, i) = w(l, i, j). The partition
function Z[V ] of a graph with V vertices is then defined as
the sum over all edge labelings of the product of all weights
Z[V ] =
∑
edge labels
∏
vertices ν
w(iν , jν , lν) . (25)
The model is called crossing symmetric if the Boltzmann
weights defined on the vertices fulfill the crossing symmetry
relation
N−1∑
α=0
w(i, j, α¯)w(α, l, k) =
N−1∑
β=0
w(k, i, β¯)w(β, j, l) , (26)
which is visualized in Fig. 9. Crossing symmetry implies that
j
i
l
k￿
α
α
j
i
l
k
β=
￿
β
Figure 9: Graphical representation of crossing symmetry.
the weight matrices (24) commute. In Ref. [11] Fendley and
Simon showed that crossing symmetry allows for calculating
the partition function exactly. Using the crossing symmetry
relation (26) successively, one can equate the partition func-
tion of different graphs. This in turn allows a transforma-
tion to a graph, where the partition function can be calculated
straightforwardly. An example of such a transformation is il-
lustrated in Fig. 10. The main insight is that the graph can
always be deformed into a chain of ‘bubbles’, where a bubble
can be interpreted as a matrix that in the following is denoted
by T and defined through the weight matrices (24)
T =
N−1∑
s=0
φ(s)φ(s¯) . (27)
By definition, the T -matrix commutes with all the weight ma-
trices. The graphical interpretation of the bubble as a matrix
is visualized in Fig. 11. As a result of the transformation of
the graph, the evaluation of the partition function is reduced
to diagonalizing an N ×N matrix
Z[V ] = Tr
(
TV/2
)
. (28)
B. Exampels of crossing symmetric models
The crossing symmetry relation (26) seems at first glance
rather restrictive. However, there are a number of interest-
ing classical models that obey the relation. In particular, it
was shown in Ref. [11] that the classical stringnet models dis-
cussed in Section III C are crossing symmetric. To be more
Figure 10: Using crossing symmetry equates the partition function of
different graphs. Any planar, closed graph can be reduced to a chain
of bubbles (rightmost graph).
8Tab =
N−1￿
s,r=0
s
r
Figure 11: Graphical representation of the matrix elements Tab.
precise, the degrees of freedom living on the edges are the rep-
resentations of the su(2)k anyon theory. Admissible stringnet
configurations have the property that the fusion rules are ful-
filled at each vertex. This constraint corresponds to a local
Boltzmann weight of
w(i, j, l) = N l¯ij , (29)
where the ordering of the labels is not important, i.e.
w(i, j, l) = w(j, i, l) .
The conjugate i¯ of the degree of freedom i is defined as the
unique element, such that the fusion of i and its conjugate
contains the identity element 0, i.e. i× i¯ = 0 + . . . . From the
fusion rules of the su(2)k anyon theory, it can readily be seen
that the identity element only occurs when i¯ = i. Hence, all
degrees of freedom are their own conjugate in this case and
we can consider the edges as un-oriented. However, this is no
longer true for more complicated anyon theories, such as e.g.
su(N)k.
Another class of crossing symmetric models are the ones
based on finite groups. The degrees of freedom living on the
edges are now taken to be elements of a finite groupGwith the
identity element denoted by e. In this manuscript, we are most
interested in models, where the group operation ◦ is fulfilled
at each vertex, i.e.
w(i, j, l) =
{
1 if i ◦ j ◦ l = e
0 otherwise . (30)
The conjugate element i¯ of i is defined as the unique inverse,
such that i ◦ i¯ = i¯ ◦ i = e. When G is non-Abelian the
ordering of the indices in w(i, j, l) is important, i.e. in general
w(i, j, l) 6= w(i, l, j). As a result, we need to introduce an
orientation for each vertex (in addition to the orientation of
the edges). Here, we use the convention that the ordering of
the indices corresponds to an anti-clockwise orientation of the
vertex.
We should comment on that Eq. (30) is, in fact, much more
restrictive than is needed for crossing symmetry, as was shown
in Ref. [11]. However, the models defined by (30) are the
most interesting from the perspective of calculating the Renyi
entropies, as it turns out that they have the maximal possible
value of the topological entropy, namely log |G|, where |G| is
the number of elements in G.
C. Renyi entropy of crossing symmetric models
Having already derived an explicit expression for the parti-
tion function in Eq. (28), let us now continue with discussing
A
B
Figure 12: (color online) Bipartition of the lattice into two regions A
(in grey) and B. The system is cut on the edges, with the ` boundary
edges marked in red.
the relevant steps to compute the Renyi entropies. When di-
viding the system into two partitions A and B, we divide the
set of vertices spatially into vertices in A and B respectively,
thus cutting the graph spatially on the edges. The total num-
ber of these ‘boundary edges’ is denoted by ` in the follow-
ing. As the two subsystems A and B are only coupled via the
boundary links, it is useful to keep the boundary configura-
tion, denoted by α = (α1, . . . , α`), explicit. A visualization
of a bipartition of the system with boundary configuration α
can be found in Fig. 12.
In order to compute the Renyi entropies, we need an ex-
pression for the probability p{I,α} of a given configuration
{I,α}, where the set I incorporates all edge labels in the vol-
ume (excluding the boundary) of one of the partitions, say A.
In terms of the local Boltzmann weights w(i, j, l), the proba-
bility is given by
p{I,α} =
1
Z
∏
ν∈A
w(iν , jν , lν)
∑
B
∏
ν∈B
w(iν , jν , lν) , (31)
where
∑
B indicates a sum over all edge labels of links in B
(again excluding the boundary). Inserting the probability into
the definition of the Renyi entropy with index n yields
SAn =
1
1− n log
[∑
α
(∑
A
∏
ν∈A
w(iν , jν , lν)
n
)
×
(∑
B
∏
ν∈B w(iν , jν , lν)
Z
)n]
. (32)
In order to simplify this expression, we define a ‘boundary
weight’ Wn(α, VB) (and similarly for A) by
Wn(α, VB) =
∑
B
∏
ν∈B
w(iν , jν , lν)
n , (33)
where VB denotes the volume of B and is defined such that
VB + ` is the total number of vertices in B. This definition
ensures that the contributions of the volume and the boundary
to the Renyi entropy are nicely separated in the final result.
W1(α, VB) is nothing but the total weight of classical con-
figurations in B, given a particular boundary configuration α.
It can be computed exactly by using crossing symmetry to
transform the graph of subsystem B into one, where the inter-
nal summation over all edge labelings in B is expressed as a
9↵1
↵2 ↵`
...
↵` ↵1
↵2
Figure 13: (color online) Graphical representation of how to use
crossing symmetry to computeW1(α, V ), Eq. (34). The boundary is
indicated in grey and the boundary edges as well as their orientation
are marked in red.
matrix power of the T matrix (27):
W1(α, VB) =
M−1∑
β=0
[
φ(α2) . . . φ(α`)
]
α1,β
Tr
(
φ(β)TVB/2
)
.
(34)
An example of such a transformation is illustrated in Fig. 13.
As the weight matrices φ(α) commute with each other as well
as with the T -matrix, we can simultaneously diagonalize them
and Eq. (34) can be readily expressed in terms of the eigen-
values of the matrices. Note that we must define a reference
configuration on the boundary edges, in the case where edges
have an orientation. In the following, we will use the conven-
tion that the arrows point towards the vertices in the respective
volume, i.e. B in case at hand. Consequently, we need to take
the conjugate boundary configuration α¯ = (α¯1, . . . , α¯`) for
the boundary weight of the other partition, which is A in this
case.
If the replicated system is crossing symmetric, i.e. if the
weights w(i, j, l)n obey the crossing symmetry relation (26),
we can also compute Wn(α¯, VA) exactly, using the weight
matrices and the T -matrix that are obtained from the weights
w(i, j, l)n instead. As a result, we can find a compact expres-
sion for the Renyi entropy of subsystem A with index n
SAn =
1
1− n log
[∑
α
Wn(α¯, VA)
(
W1(α, VB)
Z
)n]
,
(35)
for all classical models, where the model as well as the repli-
cated model – i.e. the model, where the local Boltzmann
weights are given by w(i, j, l)n – are crossing symmetric.
The requirement that both w(i, j, l) as well as w(i, j, l)n
obey the crossing symmetry relation seems at first glance
rather restrictive. However, we note that for the classi-
cal stringnet models based on the su(2)k anyon theories the
weights w(i, j, l) are all either 0 or 1. Hence, the replicated
model is trivially crossing symmetric. The same applies to a
few other stringnet models, e.g. those based on the su(N)k
theories with k = 1, 2. It is also valid for the classical mod-
els based on finite groups that were discussed in the previous
section.
V. RENYI ENTROPY OF CLASSICAL STRINGNET
MODELS
In this section, we give a brief outline on how to derive the
Shannon and Renyi entropies of classical stringnet models and
discuss their properties. We focus on the model based on the
su(2)k anyon theory, for which we provide the basic steps. A
detailed derivation can be found in Appendix A.
Let us first discuss a bipartition, where part A and B are
both connected, for instance A2 and A3 in Fig. 3. We note
that for the classical stringnet based on the su(2)k anyon the-
ory, all representations are self-conjugate and the local Boltz-
mann weight of a vertex is either 0 or 1. Consequently, the
expression for the Renyi entropy (35) simplifies to the follow-
ing
SAn =
1
1− n log
[∑
α
W1(α, VA)
(
W1(α, VB)
Z
)n]
. (36)
The partition function Z[V ], see Eq. (23), can be approxi-
mated by
Z[V ] ≈ 2DV (37)
in the limit of large volume V . In the following, we assume
that both the volume of partition A and B are large, such
that the approximation above is valid. The boundary weights
W1(α, V ) can then be expressed in terms of the quantum di-
mensions of the representations in the su(2)k anyon theory
W1(α, V ) =
{
2DV ∏kj=0 djnj if (∑`s=1 αs)/2 ∈ N
0 otherwise
,
(38)
where nj is the number representations of type j in the bound-
ary configuration. Deriving Eq. (38) makes use of the fact that
the eigenvalues of the weight matrices are related to the quan-
tum dimensions, which we derive in Appendix A. Crossing
symmetry implies that the ordering in the boundary configu-
ration is irrelevant, only the number of each type of represen-
tation enters the expression for the weight. The summation
over all boundary configurations can be performed by noting
that the summands are nothing but multinomial coefficients of(D±n+1)` with
D±m =
k∑
j=0
(±1)jdjm (39)
and the Renyi entropy becomes
SAn = VA logD +
2n`
n− 1 logD +
1
1− n log
[D+n+1` +D−n+1`]
≈ VA logD + ` log
[
D2n
D+n+1
]1/(n−1)
, (40)
where the second line is valid in the limit of a long boundary
length `.
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Note that there is no constant contribution to the Renyi en-
tropy, when part A and B are both connected. The constraint
of the boundary — there are only 12k
` instead of k` bound-
ary configurations that contribute to the entropy — is exactly
compensated by the constraint from the volume, i.e. the fac-
tor 2 in the boundary weights W1(α, V ) in Eq. (38) as well as
the partition function (28) in Eq. (37). Note that this additional
factor came about because there are two Abelian representa-
tions in the su(2)k model, which resulted in that the highest
eigenvalue of T -matrix (27) was doubly degenerate.
Let us now assume that part A is connected, but there are
two disconnected regions inB denoted byB1 andB2, e.g. bi-
partitionA1 in Fig. 3. The boundary configuration forB1(B2)
is given by α1(α2) with length `1(`2). The expression for the
weights W1(α, V ) in Eq. (38) is unchanged, except that the
weight for part A has a boundary that is the combination of
α1 and α2. That the boundaries combine and can be writ-
ten as one boundary of length ` = `1 + `2 is ensured by
crossing symmetry. The calculation of the Renyi entropy pro-
ceeds along the same lines as the one above, but in this case
the boundary and volume constraints do not compensate each
other. Instead the constraints arising from the volume are only
partly compensated by the boundary, which yields an addi-
tional − log 2 to the previous result:
SAn = VA logD +
2n`
n− 1 logD
+
1
1− n log
[ ∑
σ1,σ2=±1
Dσ1n+1`1Dσ2n+1`2
]
− log 2
≈ VA logD + ` log
[
D2n
D+n+1
]1/(n−1)
− log 2 , (41)
where the second line is valid when `1 and `2 are both large.
If we had computed SBn instead, we had recovered expression
(40) with A and B interchanged.
The calculation above is straightforward to generalize to ar-
bitrary number of regions in A and B. We find that in the
limit, where the individual volumes and boundary lengths are
all large, the Renyi entropy is given by:
SAn = VA logD + ` log
[
D2n
D+n+1
]1/(n−1)
− (nb − 1) log 2 ,
(42)
where nb is the number of disconnected regions in part B.
Analytic continuation to n = 1, gives the following result for
the Shannon entropy:
SA = VA logD + ` log
D2 k∏
j=0
(dj)
−d2j/D2

− (nb − 1) log 2 . (43)
Let us emphasize again that the total quantum dimensionD
of the anyon theory appears as coefficient in the volume term,
but not in the topological entropy. The latter is instead given
by the logarithm of the number of Abelian representations,
which is two for all su(2)k anyon theories. In Appendix C we
present an alternative description of the su(2)k models, which
gives an intuitive understanding of this, at first glance surpris-
ing, finding that the topological entropy does not depend the
level k. It turns out that all classical stringnet models based on
the su(2)k anyon theories can be mapped to generalized loop
models, for which an topological entropy of log 2 is expected,
independent on the details of the loop model.
VI. OUTLOOK
So far, we have focused our discussion on classical
stringnets rooted in the su(2)k anyon theories. However, the
quantum double construction of Levin and Wen and as such
also the construction of their classical analogs can in principle
be applied to a much broader class of anyonic theories (or in
more general words topological quantum field theories). For
the su(2)k anyon theories we have found that the topological
entropy is γclassical = log 2, independent of the level k of
the theory. In fact, this result can readily be generalized to a
broader class of anyon theories to
γclassical = logM ,
where M is the number of Abelian representations in the un-
derlying anyon theory. It might thus be interesting to go
to anyonic theories that contain more than the strictly two
Abelian representations in the su(2)k theories. One prominent
example is the family of su(N)k anyon theories, which we will
touch on in the next section. Another example would be mod-
els based on finite groups G, which we will briefly discuss in
the subsequent section.
A. su(N)k models
We first consider stringnet models based on the su(N)k
anyon theories, which are related the the more conventional
SU(N) algebra, in that only a finite number of representations
is kept – similar to the su(2)k deformation of SU(2) discussed
before. The theory contains
(
k+N−1
N−1
)
representations, N of
which are Abelian. The fusion rules can again be constructed
– similar to the fusion rules (14) of su(2)k – in a consistent
way that incorporates the cutoff k of the deformation, though
no closed expression are known for N > 3.
Constructing the classical stringnet model based on these
su(N)k anyon theories we can again define a set of admissible
lattice configurations, where the fusion rules are fulfilled at
every single vertex. A (weighted) sum over these admissible
lattice configurations will then define the partition function of
the classical model. Similar to our discussion of the su(2)k
stringnet models we define the local Boltzmann weight of a
vertex via the fusion rules as
w(i, j, l) = N l¯ij ,
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which not only enforces the fusion rules at the vertex, but also
assigns weights to the various admissible vertex configura-
tions. In particular, it should be noted that for k > 2 not
all vertices enter with the same weight, but depending on the
multiplicity of certain fusion channels N lij the weights can
actually vary – in contrast to the previously discussed case of
su(2)k anyon theories.
The so-defined classical su(N)k stringnet model obeys the
crossing symmetry relation (26) [11]. However, as a conse-
quence of the unequal Boltzmann weights for k > 2 the repli-
cated system used for calculation of the Renyi entropies no
longer obeys the crossing symmetry. As such, our results can
be directly generalized only to the case of su(N)1 and su(N)2
anyon theories, while the su(N)k theories with k > 2 require
additional work beyond the scope of the current manuscript.
Let us first get some intuition by discussing the su(N)1
anyon theory, which turns out to be rather accessible. It has
N representations, which can be labeled consecutively by in-
tegers 0, . . . , N−1. All representation are Abelian with fusion
rules
i× j = (i+ j) mod N , (44)
where we note that these fusion rules are equivalent to the
group operation of the cyclic group ZN .
The fusion matrices are then given by
φ
(α)
ij = δ(α+i) mod N,j (45)
and the T -matrix is diagonal with
T = N 1N . (46)
From the definition of the weight (34) one can deduce that
only configurations, where the boundary representations fuse
to the identity, contribute to the Renyi entropies
W1(α, V ) =
{
NV/2+1 if (
∑`
j=1 αj) mod N = 0
0 otherwise .
(47)
Inserting the weights into (35) and noting that there are N `−1
allowed boundary configurations for each individual bound-
ary, one obtains the Renyi entropy
SAn = VA log
√
N + ` logN − (nb − 1) logN , (48)
where nb is the number of disconnected regions in B. We
again see that the Renyi entropy follows a volume law aug-
mented by a boundary term and a topological correction of
the form
γsu(N)1 = logN . (49)
This result is precisely in line with the statement that only the
number of Abelian anyons in the underlying anyonic theory
contributes to the topological correction.
The calculation for su(N)2 is substantially more technical,
but yields precisely the same value for the topological entropy
γsu(N)2 = logN . (50)
The interested reader is referred to appendix B for some of the
details of this calculation.
B. Finite groups
In addition to anyon models described so far, the quan-
tum double construction, the formulation of its classical ana-
log as well as the methods described to calculate the classi-
cal entropies in section V can also be used to study classi-
cal stringnet models based on finite groups, both Abelian and
non-Abelian. Such a group is denoted by G in the following
and its elements by e, i, j, . . . ∈ G with e being the identity
element. The fusion rules are replaced by the usual group op-
eration ◦, such that
i ◦ j = l
implies a ‘fusion coefficient‘
N lij = δi◦j◦l¯,e ,
where i¯ is the (unique) inverse of i defined by i◦ i¯ = i¯◦ i = e.
The Boltzmann weights are thus defined as
w(i, j, l) =
{
1 if i ◦ j ◦ l = e
0 otherwise . (51)
We want to emphasize, the outcome of ‘fusing’ two parti-
cles is always unique given an ordering. Thus, all elements
are Abelian according to our previous definition counting the
number of fusion outcomes, even though the underlying group
may be non-Abelian. In particular, the individual quantum di-
mensions are all dj = 1 and the total quantum dimension
D = √|G|, where |G| is the total number of elements in the
group. The calculation of the Renyi entropy is very similar to
the one outlined for su(N)1. In particular, Eq. (48) still holds
when replacing N by |G|
SAn = VA log
√
|G|+ ` log |G| − (nb − 1) log |G| . (52)
Finally, we should emphasize that our results for classi-
cal models based on finite groups are fully consistent with
the results previously reported by Castelnovo and Chamon in
Ref. [12]. See also Ref. [22] for related work on Kagome
spin-ice.
VII. SUMMARY
To summarize our results, the manuscript at hand provides a
detailed introduction of the construction of classical stringnet
models from quantum double models based on a given anyon
theory. For the family of su(2)k anyon theories, we have care-
fully analyzed the topological entropies arising as subleading
contribution in the Renyi entropies. In particular, we have de-
rived the precise form of the volume law governing the Renyi
entropies of order n for a subsystem A
SAn = VA logD + ` log
[
D2n
D+n+1
] 1
(n−1)
− (nb − 1) log 2 ,
(53)
12
where nb is the number of disconnected regions in part B, D
is the total quantum dimension (20) of the anyon theory and
D+m =
∑k
j=0 d
m
j .
Analytic continuation to n = 1 yields the Shannon entropy
SA = VA logD + ` log
D2 k∏
j=0
(dj)
−d2j/D2

− (nb − 1) log 2 . (54)
These results for the su(2)k anyon theories can readily be
generalized to su(N)k theories with k = 1, 2 as well as models
based on finite groups to give a topological entropy of
γ = logM, (55)
where M is the number of Abelian representations in the un-
derlying anyon theory. Eq. (55) is the main result of our
manuscript.
Let us finally reemphasize that the classical and quantum
variants of topological entropy are encoding substantially dif-
ferent aspects of the system, even though they are defined in a
very similar manner. While the quantum topological entropy
arises from a constraint on the boundary, the classical entropy
rather originates from a constraint on the volume. In particu-
lar, in the quantum system the topological O(1) contribution
is proportional to the number of individual boundaries. For
the classical counterpart, the Shannon (or Renyi) entropy of
subsystem A has a topological contribution, which is propor-
tional to the number of disconnected regions in subsystem B,
or rather nb − 1. Even though the actual values of the clas-
sical and quantum topological entropy can turn out to be the
same, in particular when considering classical models based
on finite groups [12], they are in general sensitive to different
features in the topological field theory. While the quantum
version is sensitive to all representations in the quantum dou-
ble model of the underlying anyon theory, the classical one is
sensitive only to the Abelian ones in the anyon theory– result-
ing in vastly different estimates for su(2)k anyon theories with
k ≥ 2.
Unfortunately, the proof leading to (55) does not directly
generalize to su(N)k for arbitrary k, as the summation over
configurations in part A and the boundary cannot be per-
formed analytically. The form of Eq. (35) suggests that the
topological contribution is again given by (nb − 1) logN .
However, within our current approach we cannot rigorously
proof that there are no other contributions to the topological
entropy arising, e.g., from the summation over boundary con-
figurations. For these cases numerical simulations might be
useful to shed more light on this question.
An important issue that was not discussed in this
manuscript is the one of stability. The main feature of the
topological entropy of quantum systems is that it is robust
against any kind of local perturbations. It was already noted
in Ref. [12] that the classical topological entropy is not robust
against softening the vertex constraint. Let us for instance
consider the classical loop model. As soon as there is a
finite (even if infinitessimal) probability of open loops, the
topological entropy vanishes for large enough system sizes.
Another important perturbation in the classical stringnet
model is introducing a string tension. Some guidance on
this issue arises from the classical loop model. The latter
is dual to the 2D Ising model with the loop tension in the
loop model corresponding to finite temperature in the Ising
model. As such we know that the (topologically non-trivial)
loopgas phase persists up to a finite, critical loop tension,
corresponding precisely to the critical temperature of the
dual Ising model. As such it is reasonable to expect that the
topological entropy remains constant up to the critical value
of the loop tension. The topological entropy of the classical
system can then be used to characterize an entire phase in full
analogy to its quantum counterpart.
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Appendix A: Renyi entropy for the su(2)k stringnet
In this appendix we derive the analytic expression of the
Renyi entropies for su(2)k stringnets in the limit of large vol-
ume. We focus on a bipartition, where part A and B are both
connected. Generalizing to disconnected regions in B and/or
A is straightforward.
The weight matrices and the T matrix are simultaneously
diagonalized by the modular S-matrix, which is known ex-
plicitly for su(2)k, see e.g. Ref. [23]:
Sij =
√
2
k + 2
sin
(
(i+ 1)(j + 1)
k + 2
pi
)
(A1)
with i, j = 0, . . . , k. The explicit form of the S-matrix is in
fact not important for the proof. However, we will use that the
S-matrix elements are directly related to the quantum dimen-
sions dj of the representations of the su(2)k anyon theory:
S00 = D−1
Sj0 = S0j =
dj
D , (A2)
where D is the total quantum dimension (20). Consequently,
the eigenvalues of the weight matrices and the T -matrix[
S†φ(α)S
]
i,j
= δi,jλ
(α)
j[
S†TS
]
i,j
= δi,jtj (A3)
are also related to the quantum dimensions:
λ
(α)
j =
Sαj
S0j
tj =
(D
dj
)2
. (A4)
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In particular,
λ
(α)
0 = dα
λ
(α)
k = (−1)αdα , (A5)
which can readily be derived from (A1). For su(2)k there are
exactly two Abelian representations, labeled by 0 and k, with
d0 = dk = 1. All other represenations are non-Abelian and
have, therefore, larger quantum dimensions. Thus, the high-
est eigenvalue of the T -matrix has value D2 and is two-fold
degenerate. As a consequence, we find that the partition func-
tion (28) grows asymptotically as a power of the total quantum
dimension D
Z[V ] =
k∑
j=0
(D
dj
)V
≈ 2DV (A6)
in the limit of large V .
Let us now proceed by deriving an explicit formula for the
boundary weight (34). In the following, we assume that the
volumes of both subsystems are large. The boundary weight
of a boundary configuration α and volume V is by definition
W1(α, V ) =
k∑
β=0
[
φ(α1) . . . φ(α`)
]
0,β
Tr
[
φ(β)TV/2
]
=
k∑
β,s,j=0
S0jλ
(α1)
j . . . λ
(α`)
j Sβjλ
(β)
s
(D
ds
)V
.
(A7)
Using the explicit expression of λ(β)s in terms of the S-matrix
elements, performing the summation over β and noting that
SS† = S†S = 1k+1 yields
W1(α, V ) =
k∑
s,j=0
δj,sλ
(α1)
j . . . λ
(α`)
j
(D
ds
)V
. (A8)
In the large volume limit only the terms with s = 0, k sur-
vive, the others are exponentially suppressed. By noting that
Eq. (A5) relates the 0th and kth eigenvalue of the weight ma-
trices to the quantum dimension, we arrive at the final result
for the boundary weight
W1(α, V ) = (1 + (−1)Σ)DV
∏`
j=1
λ
(αj)
0
= (1 + (−1)Σ)DV
k∏
j=0
dj
nj , (A9)
where Σ =
∑`
j=0 αj and nj is the multiplicity of the repre-
sentation labeled by j on the boundary. The ordering of the
representations is unimportant due to crossing symmetry.
Using the explicit form of the boundary weights, the Renyi
entropy can be computed straightforwardly.
SAn =
1
1− n log
[∑
α
W1(α, VA)
(
W1(α, VB)
Z
)n]
=
1
1− n log
[ ∑
n0+...+nk=`
`!
n0! . . . nk!
×
k∏
j=0
(dj)
nj(n+1) (1 + (−1)Σ)n+1

+
1
1− n log
[
DVA+nVB−n(VA+VB+2`)2−n
]
, (A10)
where the binomial factors enumerate the number of config-
urations for given n0, . . . , nk. Using (1 + (−1)Σ)n+1 =
2n(1 + (−1)Σ) and Σ = ∑kj=0 jnj we find that
SAn = VA logD +
2n`
n− 1 logD
+
1
1− n log
 ∑
n0+...+nk=`
`!
n0! . . . nk!
k∏
j=0
(
d
(n+1)
j
)nj
+
∑
n0+...+nk=`
`!
n0! . . . nk!
k∏
j=0
(
(−1)jd(n+1)j
)nj ,
(A11)
where the last two lines are multinomial expansions of(D±n+1)` with
D±m =
k∑
j=0
(±1)j(dj)m . (A12)
We can simplify Eq. (A11) by noting that the contribution
from D−n+1 vanishes exponentially in the limit of large ` and
obtain
SAn = VA logD + ` log
[
D2n
D+n+1
]1/(n−1)
. (A13)
In the limit n → 1, we find the following limiting behavior
for the Shannon entropy:
Sn→1 = VA logD + ` log
D2 k∏
j=0
(dj)
−d2j/D2
 . (A14)
Appendix B: Renyi entropy for the su(N)2 stringnet
Let us now briefly comment on the su(N)k models and give
the final result for the Renyi entropies of the stringnet models
based on the su(N)2 anyonic theories. The calculation pro-
ceeds along the same lines as in the previous appendix. Thus,
we only comment on the few details that differ from the pre-
vious calculation.
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The su(N)k anyonic theories have N Abelian representa-
tions. A similar calculation as the one done in Eqs. (A3) and
(A4) shows that the T -matrix has an N -fold degenerate, high-
est eigenvalue D2. In the su(2)k models, we saw that the
eigenvalues of the weight matrices have special properties,
namely λ(β)0 = (−1)βλ(β)k = dβ , where 0 and k were label-
ing the Abelian representations. A similar property is valid for
su(N)k. In order to see this let us first introduce some neces-
sary notation. In the su(N)k anyon theories the representations
can be labeled byN component vectors α = (α0, . . . , αN−1)
[23], such that the sum of all the vector entries is k. The
Abelian representations are labeled by the vectors, where one
component is k and all the others are 0. For instance, we can
label all the Abelian representations consecutively by vectors
µj = (µj0, . . . , µjN−1) with j = 0, . . . N−1 and µji = kδji,
where µ0 = (k, 0, . . . , 0) denotes the identity representation.
It can be shown by using the outer automorphism of su(N)k
that some of the eigenvalues of the weight matrices are related
by phases [23]:
λ(α)µj = exp
[
2pii
N−1∑
s=0
sαs
j
N
]
λ(α)µ0 . (B1)
Note that in contrast to the index µj , which labels an Abelian
representation, α may label any representation, in particular
it may label one of the non-Abelian ones. The phases are N th
roots of unity in analogy to what was found for the su(2)k
anyon theory. In analogy to the previous calculation, we can
identify λ(α)µ0 with the quantum dimension of the representa-
tion labeled by α, i.e. λ(α)µ0 = dα.
The boundary weights are computed in same way as shown
in Appendix A. Restricting the discussion to systems where
the volumes of each of the subsystem is large and using (B1)
to relate the eigenvalues of the weight matrices to the quan-
tum dimensions, we find the following form of the boundary
weights
W1(α, V ) ≈
N−1∑
n=0
exp
2piin
N
∑`
j=1
N−1∑
s=0
sαjs
∏`
i=1
dαi DV
=
{
N
∏`
i=1 dαi DV for
∑`
j=1
∑N−1
s=0
sαjs
N ∈ N
0 otherwise .
(B2)
We note that the form of the boundary weight is very similar
to what was found in Appendix A. The remaining calcula-
tion proceeds analogously to the one in Appendix A and the
scaling form of the Renyi entropy – in the limit of large vol-
umes and boundaries – looks very similar to the result of the
stringnet based on the su(2)k anyon theory
SAn = VA logD + ` log
[
D2n
D+n+1
]1/(n−1)
− (nb − 1) logN ,
(B3)
except that the total quantum dimension is now the one of
the su(N)2 anyon theory and the topological contribution is
, , ,
2
, ,,
0
0 0 0 0
1
1
1
12 2
Figure 14: (color online) Allowed vertices up to rotation for su(2)2
stringnets using a generalized loop model. The vertices are in one-
to-one correspondence to the ones in panel b) of Fig. 4. Note that a
vertex with two lines on each outgoing leg is absent in the theory.
proportional to logN , as there are N Abelian representations
in su(N)2. The number of disconnected regions in subsystem
B is again denoted by nb. D±m is defined as in Eq. (A12).
Appendix C: Effective loop model
In this appendix, we want to present an alternative descrip-
tion on the classical stringnets based on the su(2)k anyon the-
ories that is useful for understanding why the classical topo-
logical entropy is independent on the level k. The main idea is
to map the su(2)k stringnets to models of non-crossing loops,
where at most k loops are allowed on each edge. The corre-
spondence between the classical stringnet and this generalized
loop model is illustrated in Fig. 14 for the case of k = 2 —
the upper panel shows the allowed vertices for su(2)2 and the
lower panel the corresponding vertices in the loop model. In
order to reproduce the allowed vertices for su(2)k one needs
to put additional constraints on the non-crossing loop model.
For instance, the loop configuration with two strings on each
edge is not allowed.
The topological entropy is by definition a quantity that is
not sensitive to local details. In contrast, it indicates a global
conservation law, which on the classical level is enforced by
local (hard) constraints. For loop models, this constraint is the
absence of open strings. Thus, as long as the partition func-
tion contains loops on all length scales with a finite weight,
the topological entropy should be given by log 2 – indepen-
dent of which particular loop model is studied. Thus, it seems
reasonable that the topological entropy of all su(2)k models is
given by γ = log 2.
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