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Boston University, Graduate School of Arts and Sciences, 2020
Major Professor: Jared Weinstein, PhD
Professor of Mathematics
ABSTRACT
We provide explicit equations for moduli spaces of Drinfeld shtukas over the
projective line with Γ(N), Γ1(N) and Γ0(N) level structures, where N is an effective
divisor on P1. If the degree of N is big enough, these moduli spaces are relative
surfaces.
We study how the moduli space of shtukas over P1 with Γ0(N) level structure,
Sht2,tr(Γ0(N)), can be used to provide a notion of motivic modularity for elliptic
curves defined over function fields. Elliptic curves over function fields are known to
be modular in the sense of admitting a parametrization from a Drinfeld modular curve,
provided that they have split multiplicative reduction at one place. We conjecture a
different notion of modularity that should cover the curves excluded by the reduction
hypothesis.
We use our explicit equations for Sht2,tr(Γ0(N)) to verify our modularity conjecture




2 Drinfeld Modules and Shtukas 6
2.1 Drinfeld Modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Drinfeld Shtukas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1 Sht1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.2 Level Structures . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3 The Shtuka Correspondence . . . . . . . . . . . . . . . . . . . . . . . 16
3 Moduli Stacks of Shtukas of Rank 2 over the Projective Line 20
3.1 Moduli Stack of Shtukas of Rank 2 over P1 . . . . . . . . . . . . . . . 20
3.2 The Shtuka Correspondence . . . . . . . . . . . . . . . . . . . . . . . 27
3.3 Shtukas with Γ(N) Level Structure . . . . . . . . . . . . . . . . . . . 30
3.4 Shtukas with Γ1(N) Level Structure . . . . . . . . . . . . . . . . . . . 34
3.5 Shtukas with Γ0(N) Level Structure . . . . . . . . . . . . . . . . . . . 38
3.6 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4 Sht2,tr(Γ0(N)) for N of Degree Four 47
4.1 Background on Elliptic Surfaces . . . . . . . . . . . . . . . . . . . . . 47
4.1.1 Singular Fibers . . . . . . . . . . . . . . . . . . . . . . . . . . 48
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Drinfeld or elliptic modules were introduced by Drinfeld in the seventies (Drinfeld,
1974). Let X be a smooth, projective, geometrically irreducible curve over Fq, K be
the function field of X, ∞ a place of K, and A = H0(X \ {∞},OX). Let L be a field
together with a ring homomorphism ι : A→ L, and let L{τ} be the non–commutative
polynomial ring in τ , with commutation relation τa = aqτ for every a ∈ A.
A Drinfeld A–module over L is an Fq–algebra morphism φ : A→ L{τ} such that
φ(a) = ι(a) mod τ for all a ∈ A, and the image of φ is not contained in L. To each
Drinfeld module φ we can associate an integer r, called the rank of φ. More generally,
we can define Drinfeld modules over arbitrary A–schemes.
Drinfeld modules admit several notions of level structure, and we can in particular
consider the moduli space Y0(N) which classifies rank 2 Drinfeld modules with a Γ0(N)
level structure. Y0(N) can be completed to a proper, smooth curve X0(N), called the
Drinfeld modular curve.
As the choice of notation suggests, the curve X0(N) plays an analogous role to that
of the classical modular curve in the Modularity Theorem for elliptic curves over Q:
if E is an elliptic curve defined over K of conductor N +(∞) with split multiplicative
reduction at infinity, then there is a nonconstant map X0(N) → E, defined over K
(Gekeler and Reversat, 1996). Note that if the j–invariant of E does not belong to
Fq, E must have at least a place of bad reduction, so after a finite extension of K it
will satisfy the reduction hypothesis.
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The notion of Drinfeld module can be generalized to that of a Drinfeld shtuka. Let
S be a scheme over Fq. A shtuka over S of rank r is a tuple Ẽ = (E , P,Q, E 99K Eσ),
where E is a rank r vector bundle over X × S, P,Q : S → X are two morphisms
called the pole and the zero of the shtuka, and E 99K Eσ := (IdX × FrobS)∗E is a
rational map satisfying certain hypotheses (Drinfeld, 1978).
We denote by Shtr := ShtrX the stack that associates to each Fq–scheme S the
groupoid Shtr(S) of shtukas over S of rank r. Drinfeld proved that Shtr is an algebraic
Deligne–Mumford stack and the characteristic map (P,Q) : Shtr → X ×X sending
a shtuka to its pole and zero is smooth of relative dimension 2r− 2 (Drinfeld, 1978).
Let N be a finite subscheme of X and let Ẽ be a shtuka of rank r over S such
that the graphs of its pole P : S → X and zero Q : S → X do not intersect N × S.
Then the data of the shtuka provides a restricted isomorphism ψ : E|N×S → Eσ|N×S .
A Γ(N) level structure of Ẽ is an isomorphism α : OrN×S → E|N×S such that
ασ = ψ ◦ α. A Γ1(N) level structure of Ẽ is a section v ∈ H0(N × S, E|N×S) which
generates a locally free ON×S–module of rank 1 and such that vσ = ψ(v). A Γ0(N)
level structure of Ẽ is a rank 1 subbundle L ⊂ E such that Lσ = ψ(L). If we let Γ be
Γ(N), Γ1(N), or, Γ0(N), then Sht
2(Γ) denotes the stack of Drinfeld shtukas of rank
2 together with a Γ level structure.
The first objective of this thesis is to derive explicit descriptions for moduli spaces
of shtukas of rank 2 over the base curve X = P1Fq , with the kinds of level structures
mentioned above. Denote by K = Fq(T ) the function field of X.
We start by studying Sht2,tr, the substack of Sht2 consisting of Drinfeld shtukas
of rank 2 on P1 whose underlying vector bundle E is locally isomorphic to O ⊕O. If
A is a ring over Fq, then a Spec(A)–point of Sht2,tr is determined by a rational map
E 99K Eσ defined away from the zero Q of the shtuka, which induces a morphism
E → Eσ ⊗ O(Q). After a choice of basis, this morphism, and hence the shtuka, can
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be described by a matrix of the form
M(T ) :=
a0 + a1 T−PT−Q b0 + b1 T−PT−Q
c0 + c1
T−P




with determinant a unit multiple of T−P
T−Q . This matrix is not uniquely determined,
so we need to quotient by the appropriate group action of GL2 to recover the desired
moduli space of shtukas. Moreover, we can make the shtuka correspondence explicit
in this setting, that is, given a rank 2 Drinfeld module, we can produce the shtuka
corresponding to it.
Having fixed a basis, level structures can be described in terms of semilinear
equations: if N is an effective divisor on P1 disjoint from the zero and pole of a
shtuka Ẽ given by a matrix M(T ), then a Γ(N) level structure on Ẽ is a matrix
α ∈ GL2(ON) such that ασ = M(N)α, a Γ1(N) level structure is a nonzero vector
v ∈ O2N such that vσ = M(N)v, and a Γ0(N) level structure is an element v ∈ P1(ON)
such that vσ = M(N)v.
Using these descriptions, we provide concrete equations for the moduli spaces
Sht2,tr(Γ) which allow us to conclude the following result:
Theorem 1.0.1. Let N be an effective divisor on P1. Denote by ∆ the diagonal
subscheme of (P1 \N)× (P1 \N).
a) If degN ≥ 1, then Sht2,tr(Γ(N)) is a surface over ((P1 \N)× (P1 \N)) \∆.
b) If degN ≥ 2, then Sht2,tr(Γ1(N)) is a surface over ((P1 \N)× (P1 \N)) \∆.
c) If degN ≥ 3, then Sht2,tr(Γ0(N)) is the stacky quotient of a surface over
((P1 \N)× (P1 \N)) \∆ by the trivial action of the multiplicative group Gm.
Furthermore, if N is supported on points of degree 1, we get some extra
information about the above surfaces:
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Theorem 1.0.2. Let N be an effective divisor on P1 supported on points of degree 1.
a) If degN = 1, then Sht2,tr(Γ(N)) is a rational surface.
b) If degN = 2, then Sht2,tr(Γ1(N)) is a rational surface.
c) If degN = 3, then Sht2,tr(Γ0(N)) is the quotient of a rational surface by Gm.
d) If degN = 4, then Sht2,tr(Γ0(N)) is the quotient of an elliptic surface by Gm.
The study of Sht2,tr(Γ0(N)) for N of degree 4 is specially interesting to us, and
we dedicate a chapter to studying the invariants of this surface for different choices
of N .
The second objective of this thesis is to discuss a modularity conjecture for elliptic
curves over function fields involving the moduli space Sht2(Γ0(N)). This conjecture
is derived from Drinfeld’s study of the cohomology of moduli spaces of shtukas, the
Künneth formula, and the Tate conjecture (which is open in our setting).
Conjecture 1.0.3. Let X be a smooth, projective, geometrically irreducible curve
with function field K. Let E be an elliptic curve over K with conductor N and
whose associated Galois representation is irreducible. Then there exists a special




See Section 6.1 for the precise statement of the conjecture. In particular, we would
like to remark that there is no hypothesis about the reduction type of the curve E at
any place of K, so we expect that even elliptic curves that do not admit a surjection
from a Drinfeld modular curve will be modular in this new sense.
When q = 2, X = P1F2 and E is an elliptic curve over F2(X) of conductor
N = 2(0) + (1) + (∞) or 3(0) + (∞), the conjecture can be verified by explicitly
constructing the predicted correspondence. This verification is joint work with Noam
Elkies and Jared Weinstein.
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The contents of this thesis are organized as follows. In Chapter 2 we review the
basic theory of Drinfeld modules and shtukas, Drinfeld modular curves and moduli
stacks of shtukas with several kinds of level structure, and we recall how the notions
of Drinfeld module and shtuka are related via the Shtuka Correspondence.
In Chapter 3 we study moduli spaces of shtukas of rank 2 over the projective
line. We describe the stack of shtukas with no level structure and we show how to
construct the shtuka associated to a given rank 2 Drinfeld module under the Shtuka
Correspondence. Then we study the moduli stacks of shtukas with Γ(N), Γ1(N), and
Γ0(N) level structures, giving explicit equations for these spaces and studying the
kind of surfaces that we obtain for different choices of N .
Chapter 4 is dedicated to the study of Sht2,tr(Γ0(N)) for N a degree 4 effective
divisor on P1, which turns out to be a quotient of an elliptic surface by the trivial
action of Gm. We review the basic theory and invariants of elliptic surfaces, and then
use our explicit equations to compute the arithmetic genus, second Betti number,
and singular fibers of Sht2,tr(Γ0(N)) for small values of q; we use the collected data
to make predictions about the values of these invariants in the general case. The
computations in this chapter were carried out using Magma.
In Chapter 5 we briefly review the theory of elliptic curves, with a focus on the
case where the field of definition is a function field. We survey the state of the
art concerning modularity of elliptic curves defined over function fields, both in the
analytic and in the geometric sense.
Finally, in Chapter 6 we present our new conjecture about modularity of elliptic
curves over function fields, which involves the moduli stack of shtukas with Γ0(N)
level structure. We verify the conjecture in the cases where E is an elliptic curve over
P1F2 of conductor N = 2(0) + (1) + (∞) or 3(0) + (∞).
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Chapter 2
Drinfeld Modules and Shtukas
2.1 Drinfeld Modules
Elliptic modules, now more commonly known as Drinfeld modules, were introduced
in (Drinfeld, 1974), which starts by observing the similarities between the following
kinds of mathematical objects:
1) Cyclotomic extensions of Q.
2) Elliptic curves over Q.
3) Elliptic curves over Q(i) with complex multiplication.
Drinfeld introduced elliptic modules as a simultaneous generalization of these
notions in the function field setting, with the goal of proving a generalization of three
important theorems: the Kronecker–Weber theorem, the Eichler–Shimura theorem
on zeta functions of modular curves, and the fundamental theorem of complex
multiplication.
In this section we briefly sketch the theory of Drinfeld modules, from an algebraic
point of view. Some sources for a more complete treatment of this theory (including
in particular an analytic approach) are Drinfeld’s original paper (Drinfeld, 1974),
Goss’ book on function field arithmetic (Goss, 2012), and the survey paper (Deligne
and Husemöller, 1987).
Let X be a smooth, projective, geometrically irreducible curve over Fq and let K
be the function field of X. Recall that all places of such a K are nonarchimedean,
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and they are in one–to–one correspondence with the closed points of the curve X.
Choose a place ∞ of K, let v∞ denote the corresponding Z–valued valuation on K,
and let A := OK,{∞} be the ring of functions of K that are regular away from ∞.
The most basic example is obtained by taking K = Fq(T ), the field of functions of
the projective line over Fq, and ∞ equal to the point at infinity, so that A = Fq[T ].
In this case the valuation v∞ is given by v∞(f(T )) = − deg f(T ) for f(T ) ∈ Fq[T ].
We will denote by K∞ the completion of K at the place∞, and we will let C = K̂∞
denote the completion of an algebraic closure of K∞.
Let L be an A–field, that is, a field together with a ring homomorphism ι : A→ L
(not necessarily an inclusion), and let L{τ} be the non–commutative polynomial ring
in τ , with commutation relation τa = aqτ for every a ∈ A.
Definition 2.1.1. A Drinfeld A–module over L is an Fq–algebra morphism
φ : A→ L{τ}
a 7→ φa := φ(a)
such that
1) φa = ι(a) mod τ for all a ∈ A, and
2) the image of φ is not contained in L.
Note that if φ is a Drinfeld module, then the function − degτ φ· : A→ Z∪ {−∞}
satisfies the following properties
1) − degτ φab = − degτ φa + (− degτ φb) for all a, b ∈ A.
2) − degτ φa+b ≥ min{− degτ φa,− degτ φb} for all a, b ∈ A.
3) − degτ φa ≤ 0 for all a ∈ A \ {0}, and there exists a nonzero a ∈ A such that
− degτ φa < 0.
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Therefore − degτ φ· extends to a valuation on K which is bounded above by zero on
A, and hence must be equivalent to the valuation v∞. That is, there exists some r > 0
such that
− degτ φa = rv∞(a) for all a ∈ A.
In fact, it can be shown that r is an integer (see (Deligne and Husemöller, 1987,
Theorem 3.3) or (Goss, 2012, Proposition 4.5.3)). It is called the rank of φ.
For the following two examples, let K = Fq(T ), A = Fq[T ], and let∞ be the point
at infinity in the projective line. Note that in this context a Drinfeld A–module is
determined by the image of T . Let C = K̂∞.
Example 2.1.2. The Carlitz module is the rank one Drinfeld module φ : A→ C{τ}
determined by φT = T+τ . This example was studied by Carlitz in the 1930s (Carlitz,
1935), about forty years before Drinfeld introduced the concept of elliptic module.
Example 2.1.3. Any rank 2 Drinfeld A–module φ : A → C{τ} is determined by
φT = T + gτ + ∆τ
2, where g,∆ ∈ C and ∆ 6= 0. The value j := gq+1
∆
is invariant
under Drinfeld module isomorphisms (see the definition below), and it is called the
j–invariant of φ. This provides a strong analogy between elliptic curves and Drinfeld
modules of rank 2.
Definition 2.1.4. Let φ, ψ be two Drinfeld A–modules of rank r over a field L. A
morphism from φ to ψ is an element P ∈ L{τ} such that
Pφa = ψaP for all a ∈ A.
A nonzero morphism is called an isogeny.
Clearly, a nonzero morphism P of Drinfeld modules is an isomorphism if and only
if degτ (P ) = 0.
If P : φ→ ψ is a morphism of Drinfeld modules, then the scheme–theoretic kernel
of P is defined as the finite subgroup scheme of Ga given by Spec(L[x]/(P (x))). The
L̄–points of this group scheme form the kernel of the map P : φ(L̄)→ ψ(L̄).
More generally, we can define Drinfeld modules over arbitrary A–schemes.
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Definition 2.1.5. Let S be an A–scheme. A Drinfeld A–module over S of rank r is
a line bundle L over S together with a ring homomorphism φ : A → End(L) such
that
1) for all a ∈ A, the derivative of φa is multiplication by a, and
2) for any point x = Spec(F ) of S, the composition φ : A→ End(L)→ End(Lx) '
F{τ} is a rank r Drinfeld A–module over F .
A morphism of Drinfeld A–modules over S is a morphism of group schemes over
S which is compatible with the action of A.
We end this section by introducing the analogue of the classical modular curve in
the Drinfeld module setting.
Let (L, φ) be a notrivial, rank r Drinfeld A–module over a scheme S. For any
a ∈ A, the torsion subgroup φ[a] is defined as the scheme–theoretic kernel of the group
scheme morphism φa : L → L. Let N ⊂ A be a nonzero ideal and let V (N) be the
vanishing set of N . We define the torsion subgroup φ[N ] as the intersection of φ[a]
for all nonzero a ∈ N .
Then φ[N ] is a finite flat group scheme over S, which is étale over S if and only
if the image of S in Spec(A) does not intersect V (N).












Remark 2.1.7. If the image of S in Spec(A) does not intersect V (N), then a Drinfeld






Theorem 2.1.8. (Drinfeld, 1974, Proposition 5.3) Let r ≥ 1 and let N ⊂ A be a
nonzero ideal which is divisible by at least two primes. The functor that associates to
each A–scheme S the set of Drinfeld A–modules over S of rank r with a structure of
level N up to isomorphism is represented by a scheme M rN of finite type over A.
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We are interested in the case of rank r = 2, for which the scheme M2N is actually a
curve, that is, M2N → Spec(A) has relative dimension 1. We will denote M2N by Y (N)






, by adding “cusp” points which can be interpreted as degenerated
Drinfeld modules. We can similarly define the curves Y0(N) and X0(N):
Definition 2.1.9. Let (L, φ) be a notrivial, rank 2 Drinfeld A–module over a scheme
S, and let N ⊂ A be a nonzero ideal. Assume that the image of S in Spec(A) does not
intersect V (N). A Drinfeld structure of level Γ0(N) on (L, φ) is a choice of torsion
subgroup H ' (A/NA)S.
The coarse moduli space parametrizing rank 2 Drinfeld modules with Γ0(N) level
structure, up to isomorphism, is denoted Y0(N). Its compactification, obtained by
adding cusp points which represent degenerated Drinfeld modules, is the Drinfeld
modular curve X0(N), which will play a role in a modularity statement for elliptic
curves over function fields that we will discuss in section 5.2.2.
2.2 Drinfeld Shtukas
Shtukas were introduced by Drinfeld (who called them “F–sheaves”) in the seventies,
in his series of papers containing the proof of the Langlands correspondence for GL2
over function fields ((Drinfeld, 1977b), (Drinfeld, 1978)), which is based on the study
of the cohomology of moduli spaces of rank 2 shtukas. Later, Lafforgue used the
cohomology of moduli spaces of shtukas of rank n to obtain a proof of the Langlands
correspondence for GLn over function fields (Lafforgue, 2002), which merited him a
Fields medal in 2002.
As in the previous section, we fix a smooth, projective, geometrically irreducible
curve X over Fq and let K be its function field. Given any scheme S over Fq and any
vector bundle E over X × S, we denote by Eσ the pullback (IdX × FrobS)∗E , where
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FrobS : S → S is the the Frobenius morphism which is the identity on points, and
t 7→ tq on functions.
Definition 2.2.1. Let S be a scheme over Fq. A (Drinfeld) shtuka of rank r over S
is a tuple Ẽ = (E , P,Q, E ↪→ E ′ ←↩ Eσ), consisting of
– a rank r vector bundle E over X × S,
– two morphisms P,Q : S → X, called the pole and the zero of the shtuka Ẽ ,
– a modification consisting of two injections
E ↪→ E ′ ←↩ Eσ,
where E ′ is a rank r vector bundle over X × S such that E ′/E and E ′/Eσ are
supported on the graphs of P and Q, respectively, and they are invertible on
their support.
Two shtukas Ẽ = (E , P,Q, E ↪→ E ′ ←↩ Eσ) and F̃ = (F , P ′, Q′,F ↪→ F ′ ←↩ Fσ) of
rank r are isomorphic when P = P ′, Q = Q′, and there exist isomorphisms α : E → F
and β : E ′ → F ′ such that the following diagram commutes:
E E ′ Eσ
F F ′ Fσ.
α β ασ
Remark 2.2.2. This definition is what Drinfeld called a “right F–sheaf” of rank r
over S, and it also appears in the literature under the name of (right) “FH–sheaf”
or “Frobenius–Hecke sheaf” (Harder and Kazhdan, 1979). Similarly, Drinfeld defines
a “left F–sheaf” by replacing the modification E ↪→ E ′ ←↩ Eσ in the above definition
by one of the form E ′ ←↩ E ↪→ (E ′)σ. As Drinfeld remarks in (Drinfeld, 1987), when
the graphs of P and Q do not intersect, the notions of right and left F–sheaf are
essentially equivalent.




←−↩ Eσ) of rank r over S, there
are several constructions that one can use to produce other shtukas.
a) The determinant of Ẽ is a shtuka L̃ = (L = det E , P,Q,L
det g





b) If F is a vector bundle of rank s over X×S, the tuple (E ⊕F , P,Q, E ⊕F
g⊕id
↪−−→
E ′ ⊕ F
f⊕id
←−−↩ Eσ ⊕ F) is a shtuka of rank r + s over S. We will see below that
shtukas of rank 1 are easy to describe, so this second construction will allow us
to produce examples of shtukas of any given rank.
c) If M is a vector bundle over X, and M̃ denotes its inverse image under the





is a shtuka over S.
Definition 2.2.4. The stack Shtr := ShtrX of shtukas of rank r associates to a scheme
S over Fq the groupoid Shtr(S) whose objects are shtukas of rank r over S.
Theorem 2.2.5 (Drinfeld). The stack Shtr is an algebraic Deligne–Mumford stack,
and the map
(P,Q) : Shtr → X ×X
sending a shtuka to its pole and zero is smooth of relative dimension 2r−2. Moreover,
Shtr is locally of finite type.
Proof. See (Tuan, 2008, Theorem 2.2).
Denote by Shtr,d the substack of Shtr consisting on shtukas for which the vector






As an example, we study the stack of shtukas of rank 1. Let L̃ = (L ↪→ L′ ←↩ Lσ)
be a shtuka of rank 1 with pole P and zero Q over a scheme S. By definition
of modification, this is equivalent to a pair of isomorphisms L(ΓP )
∼−→ L′ and
Lσ(ΓQ)
∼−→ L′. Therefore we have
L(ΓP ) ' Lσ(ΓQ)⇔ OX×S ' Lσ(ΓQ)⊗ (L(ΓP ))−1 = (Lσ ⊗ L−1)(ΓQ − ΓP )⇔
⇔ OX×S(ΓP − ΓQ) ' Lσ ⊗ L−1.
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Hence the data of a shtuka of rank 1 over S with pole P and zero Q is equivalent
to the data of a line bundle L over X × S together with an isomorphism
Lσ ⊗ L−1 ∼−→ OX×S(ΓP − ΓQ).
Denote by Pic(X) the Picard stack of X, that is, the stack of line bundles on X,
and let Pic0(X) be the connected component corresponding to degree 0 line bundles.






where f is the forgetfull morphism sending a rank 1 shtuka to its line bundle, gQ and
gP respectively send a shtuka to its zero and pole, and the Lang map sends a line
bundle L to Lσ ⊗ L−1 (see (Drinfeld, 1987, Proposition 3.1)).
Example 2.2.6. Let X = P1Fq , let K = Fq(X) =: Fq(T ) and let GSht
1,0 be the stack
classifying pairs {(L̃, φL̃ : OX×S
'−→ L)} where L̃ = (L, P,Q,L ↪→ L′ ←↩ Lσ) is a
shtuka in Sht1,0 and φL̃ is a trivialization of L. Then Sht
1,0 is the stacky quotient of
GSht1,0 by the change of basis action of GL1 = Gm.
Suppose that S = Spec(A) is an affine sheme. Once a basis for L has been
fixed, the rational map f : L 99K Lσ coming from the shtuka induces a global section
OX×S → OX×S(Q) with a simple pole at Q and a simple zero at P ; such a section must
be of the form cT−P
T−Q for c ∈ A
∗. Therefore we conclude that GSht1,0 ' P1×P1×Gm.
The multiplicative group Gm acts on GSht1,0 by changes of basis in the third
factor, that is, if x ∈ Gm(A) = A∗ and (P,Q, c) ∈ GSht1,0(A), then x · (P,Q, c) =
(P,Q, xqcx−1) = (P,Q, xq−1c).
Note that, by choosing x with xq−1 = c−1 we may assume that c = 1, and that











Example 2.2.7. Let X be an elliptic curve defined over Fq, let S = Spec(Fq), and
denote X = X ×Spec(Fq) Spec(Fq). We will study the set of Fq–points of Sht1X .
Choose a point B ∈ X(Fq) and recall that there is an isomorphism X
∼−→ Pic0(X),
via R 7→ OX (R−B).
A shtuka L̃ of rank 1 and degree 0 over Spec(Fq) is a degree 0 line bundle L over
X together with two points P,Q ∈ X(Fq) satisfying the condition
Lσ ⊗ L−1 ' OX (P −Q).
Since L ' OX (R − B) for a unique R in X(Fq), this condition is equivalent to
requiring
(OX (R−B))σ ⊗ (OX (R−B))−1 ' OX (Rσ −R) ' OX (P −Q),
which is in turn equivalent to the equality, as points on X(Fq),
Rσ −R = P −Q.
Hence the data of the shtuka L̃ is equivalent to the data (P,R), as both Q and L
can be recovered from these two points, and therefore there is a bijection
Sht1,0(Spec(Fq)) ' X(Fq)×X(Fq).
Finally, recall that tensoring with OX (B)d yields a one–to–one correspondence




Let S be an Fq–scheme. Let N be a finite subscheme of X and let Ẽ be a shtuka of
rank r over S such that the graphs of its pole P : S → X and zero Q : S → X do
not intersect N × S. In this situation, the data of the shtuka provides a restricted
isomorphism
ψ : E|N×S → Eσ|N×S .
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Definition 2.2.8. A level structure of Ẽ on N is an isomorphism
α : OrN×S → E|N×S








Definition 2.2.9. We denote by Shtr(N) the stack of Drinfeld shtukas of rank r with
level structure on N , which associates to a scheme S over Fq the groupoid Shtr(N)(S)
whose objects are pairs (Ẽ , α), where Ẽ is a rank r shtuka over S and α is a level
structure of Ẽ on N , with the evident notion of isomorphism.
Theorem 2.2.10. The forgetful morphism
Shtr(N)→ Shtr ×X2 (X −N)2
is representable, finite, étale and Galois with Galois group GLr(ON).
Proof. See (Drinfeld, 1987, Section 3).
Now we restrict our attention to the case where the shtuka Ẽ has rank 2. Then
we often use the phrase “Γ(N) level structure of Ẽ” to refer to a level structure on
N , and use Sht2(Γ(N)) to denote Sht2(N). We introduce two new notions of level
structure.
Definition 2.2.11. Let Ẽ be a shtuka of rank 2 over a scheme S.
a) A Γ1(N) level structure of Ẽ is a section v ∈ H0(N × S, E|N×S) which generates
a locally free ON×S–module of rank 1 and such that vσ = ψ(v).
b) A Γ0(N) level structure of Ẽ is a rank 1 locally free ON×S–submodule L ⊂ E
such that Lσ = ψ(L).
Definition 2.2.12. We denote by Sht2(Γ1(N)) the stack of Drinfeld shtukas of rank
2 with Γ1(N) level structure, which associates to a scheme S over Fq the groupoid
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Sht2(Γ1(N))(S) whose objects are pairs (Ẽ , v), where Ẽ is a shtuka of rank r over S
and v is a Γ1(N) level structure. We define Sht
2(Γ0(N)) analogously.
Remark 2.2.13. For some purporses, the study of the stacks Shtr or Shtr(Γ) for





(Γ). To create these compactifications, the notion of generalized
shtuka is introduced. For Γ = Γ(N), the compactification was studied by Drinfeld
in the rank 2 case (Drinfeld, 1989), and generalized to arbitrary rank by Lafforgue
(Lafforgue, 2002). It played a key role in the proof of the Langlands correspondence
for GLn over function fields.
2.3 The Shtuka Correspondence
In this section we explain in which sense Drinfeld shtukas are a generalization of
Drinfeld modules. We restrict our exposition to the case where S = Spec(L) for L an
algebraically closed field over Fq; see (Drinfeld, 1987) for a generalization to arbitrary
Fq–schemes.
Let X be a smooth, projective, geometrically irreducible curve, fix a closed point
P0 of X with degree m, and denote A := H
0(X \ {P0},OX). We start by introducing
the notion of elliptic sheaf. Denote XL := X ×Fq L and P := P0 ×Fq L.
Definition 2.3.1. For fixed X and P0 as above, an elliptic sheaf of rank r over
Spec(L) consists of
1) A torsion–free OXL–module F of rank r on XL such that
h0(F) = h1(F) = 0,
where hi(F) denotes dimLH i(XL,F).
2) A maximal flag of subsheaves
F = F0 ) F−1 ) · · · ) F−rm = F(−P ).
with length(Fk+1/Fk) = 1.
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3) A homomorphism of sheaves
α : Fσ|XL\{P} → F|XL\{P}
which is not surjective on XL \ {P} and such that, on XL, α takes Fσk to Fk+1.
Note that we can extend the maximal flag of subsheaves to a family {Fi}i∈Z by
requiring Fi+rm = Fi(P ). We use the notation ({Fi}, α) to denote an elliptic sheaf.
Theorem 2.3.2 (The Shtuka Correspondence). Let L be an algebraically closed
field over Fq. Let X be a smooth, projective, geometrically irreducible curve over Fq,
let P0 be a closed point of X, and set A := H
0(X \ {P0},OX). There is a one–to–one
correspondence between the isomorphism classes of Drinfeld A–modules of rank r over
L, and the isomorphism classes of elliptic sheaves of rank r over Spec(L).
Proof. See (Drinfeld, 1977a) or (Mumford, 1978, Section 3) for a full proof. Here we
will just sketch, without justification, how to construct the elliptic sheaf associated
to a Drinfeld module over L. Let φ : A → L{τ} be a Drinfeld module, where L
is regarded as an A–field via a fixed ring homomorphism ι : A → L. Note that φ
induces a degree function on A, defined by
deg(a) := degτ (φa) = −rvP0(a) for a ∈ A.




Ad, with Ad := {a ∈ A| deg a ≤ d},
and we let Y = Proj(A). One can check that, in our setting, Y is isomorphic to
our starting curve X, so we will just denote it by X without further reference to the
isomorphism.
LetN be L{τ} regarded as anA⊗FqLmodule by letting L act by left multiplication








N [n]d, with N [n]d := Nd+n,
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and a family {Fn}n∈Z of OXL–sheaves on XL by Fn := ˜N [n− 1], where ˜N [n− 1]
denotes the sheaf associated to the module N [n− 1].
Multiplication by the copy of the identity element of A in A1 induces, for each
n ∈ Z, an injective homomorphism Fn ↪→ Fn+1 which reduces to the identity on
XL \ {P}, where P := P0 ×Fq L.
The morphism α : Fσn → Fn+1 is derived from the multiplication by τ map from
N [n− 1]→ N [n]. Then ({Fn}, α) is the desired elliptic module.
Now we need to explain how this is related to shtukas. Given an elliptic module






where β is the given inclusion map. It follows from the definition of elliptic sheaf
that length(coker(α)) = length(coker(β)) = 1, so that the diagram is a shtuka over
L, with pole P and zero Q := supp(F1/α(Fσ0 )).
Conversely, if we know that the diagram comes from an elliptic sheaf, we can use it
to recover all the data of the elliptic sheaf, by using the following equalities, observed
by Mumford:
α(Fσn−1) = Fn ∩ α(Fσn ) (intersection in Fn+1).
Remark 2.3.3. Not all shtukas come from elliptic sheaves (or equivalently, from
Drinfeld modules) under the shtuka correspondence; in fact, dimension considerations
imply that most of them do not. Given an arbitrary shtuka
Eσ α↪−→ E ′
β
←−↩ E ,
Mumford states that it comes from a Drinfeld module if and only if the following two
hypotheses are satisfied:
1) Let P := {the pole and all of its conjugates over Fq}. Then the zero is disjoint
from P .
2) The restriction to P of α−1 ◦β, which is a σ−1–semilinear endomorphism of the
vector space E/mPE , is nilpotent.
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The first condition encodes the fact that, if the shtuka comes from a Drinfeld module
φ, then the cokernel of α is supported over an L–valued point Q of Spec(A⊗L) such
that the characteristic of L is the point of Spec(A) lying under Q.
The intuition for the second condition is that, if the shtuka comes from a Drinfeld
module φ of rank r, then α−1 ◦β is the map induced by multiplication by τ−1 (where
this map is defined). In particular, after applying this map r times, we should get that
every element in the image has valuation at least one at P , and hence its restriction
to P is the zero map.
Note that we have omitted the condition that h0(E) = h1(E) = 0, since the
construction of the family {En}n∈Z obtained from the shtuka diagram guarantees the
existence of an Em satisfying this hypothesis.
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Chapter 3
Moduli Stacks of Shtukas of Rank 2 over
the Projective Line
3.1 Moduli Stack of Shtukas of Rank 2 over P1
Let X = P1 be the projective line over a finite field Fq, and let K = Fq(T ) denote
the function field of X. For any scheme S over Spec(Fq), let FrobS : S → S be the
Frobenius morphism which fixes points and is the map s 7→ sq on functions. Given
an OX×S–module F , denote by Fσ the pullback Fσ := (IdP1 × FrobS)∗F .
Recall that Sht2 := Sht2P1 denotes the stack of Drinfeld shtukas of rank 2 on P1,
which associates to a scheme S over Fq the groupoid of tuples {Ẽ = (E , P,Q, E ↪→
E ′ ←↩ Eσ)}, consisting of
– a rank 2 vector bundle E over P1 × S,
– two morphisms P,Q : S → P1, called the pole and the zero of the shtuka Ẽ ,
– a modification consisting of two injections
E ↪→ E ′ ←↩ Eσ,
where E ′ is a rank 2 vector bundle over P1 × S such that E ′/E and E ′/Eσ are
supported on the graphs ΓP and ΓQ of P and Q, respectively, and they are
invertible on their support.
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Note that a modification E ↪→ E ′ ←↩ Eσ gives a rational morphism f : E 99K Eσ
with a simple pole at Q and well–defined everywhere else, which induces a morphism
f : E → Eσ ⊗O(Q). Moreover, since the determinant of a shtuka Ẽ is a shtuka det Ẽ
of rank 1 with the same pole and zero, we must have that div(det f) = ΓP − ΓQ.
Remark 3.1.1. We could have instead chosen to work with the induced map
g : Eσ 99K E , which has a simple pole at P , instead of at the zero of the shtuka.
We prefer our choice of f since it allows us to describe level structures using column
vectors (see Sections 3.3 – 3.5)
Our goal in this section is to gain a better understanding of Sht2P1 . Recall that we





where Sht2,d is the substack consisting on shtukas for which the vector bundle E
has degree d. We will focus on describing Sht2,0; more precisely, we will study its
semistable locus. Note that the only semistable vector bundle of rank 2 and degree 0
over P1 is locally on S isomorphic to the trivial one, O ⊕O. This substack of Sht2,0
is isomorphic to the corresponding substack of Sht2,d for any even d ∈ Z.
Let Sht2,tr be the substack of Sht2,0 whose S–points are shtukas with disjoint pole
and zero and such that Ex is trivial on all geometric points x of S, and let GSht2,tr
be the stack classifying pairs {(Ẽ , φẼ : OX×S ⊕OX×S
'−→ E)} consisting on a shtuka Ẽ
with E ' OX×S⊕OX×S, together with a trivialization of E . Then Sht2,tr is the stacky
quotient of GSht2,tr, which we will now show is represented by a scheme, under the
natural action of GL2.
Let S = Spec(A) be an affine scheme over Fq, and let (Ẽ , φẼ) be an S–point of
GSht2,tr. The pole and zero of the shtuka Ẽ are two distinct points P,Q ∈ P1(A).
Denote XA := X ×Fq Spec(A).
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Assume that both P and Q lie in the affine patch of P1 away from the point





(if P = ∞, then
T−P
T−Q gets replaced by
1
T−Q , and if Q = ∞, by T − P ). Therefore the morphism
f : OXA ⊕OXA ' E → OXA(Q)⊕OXA(Q) ' Eσ ⊗OXA(Q) induced by the shtuka Ẽ
can be expressed in the given choice of basis by a matrix of the form
M(T ) :=
a0 + a1 T−PT−Q b0 + b1 T−PT−Q
c0 + c1
T−P




with a0, a1 . . . , d0, d1 in A and whose determinant is a unit constant multiple of
T−P
T−Q .
We can identify the subset GSht2,O⊕OP,Q (Spec(A)) of GSht
2,O⊕O(Spec(A)) consisting




a0 + a1 T−PT−Q b0 + b1 T−PT−Q
c0 + c1
T−P





ai, bi, ci, di ∈ A,
detM(T ) = uT−P
T−Q ,





a0 + a1 T−PT−Q b0 + b1 T−PT−Q
c0 + c1
T−P





ai, bi, ci, di ∈ A,
a0d0 − b0c0 = 0,
a0d1 + a1d0 − b0c1 − b1c0 ∈ A∗,
a1d1 − b1c1 = 0.

Hence GSht2,O⊕O is represented by the subvariety V of ((P1 × P1) \ ∆) × A8
described by the equations
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
a0d0 − b0c0 = 0,
a0d1 + a1d0 − b0c1 − b1c0 ∈ A∗,
a1d1 − b1c1 = 0.
Definition 3.1.2. We say that two matrices M,N in M2×2(A[T ]) are σ–conjugate if
there exists a matrix Z ∈ GL2(A) such that
N = ZσMZ−1.
Note that GL2 acts on V by σ–conjugation, and Sht
2,tr is the stacky quotient of
V under this action.
We finish this section by describing the L–points of Sht2,trP,Q for any algebraically
closed field L over Fq. We will need the following auxiliary result:






Mat2×2(L) be a nonzero matrix with detM0 = 0. Then M0 is σ–conjugate to exactly
one of the following matrices:
0 1
0 0




Remark 3.1.4. For any M0 satisfying the hypothesis of the lemma, the condition
Mσ0 M0 = 0 is equivalent to the pair of equations a
σa+ bσc = 0 and dσd+ bcσ = 0.
Proof. We first note that the condition Mσ0 M0 = 0 is invariant under σ–conjugation,
























Z implies s1 = s2 = s3 = 0.
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Case 1. Suppose that M0 satisfies M
σ
0 M0 = 0. Let v be a generator of the kernel



















, with b or

























Case 2. Now, let M0 be such that M
σ
0 M0 6= 0. Choose a basis {v′1, v2} with
〈v2〉 = ker(M0) and Mσ0 M0v′1 6= 0. Then M0v′1 = av′1
σ + bvσ2 for some a, b,∈ L, and
since 0 6= Mσ0 M0v′1 = Mσ0 (av′1








that a 6= 0. After replacing v′1 by xv′1 with xσx−1 = a−1 and renaming the coefficient





σ + bvσ2 . Define v1 := v
′
1 + zv2, where z satisfies
zσ = b. Then M0v1 = M0(v
′





σ + bvσ2 = (v
′
1 + zv2)
σ = vσ1 . That is,











and we define N0 := Z
σM0Z























= ZσM0v2 = 0.
Given any matrix M(T ) = M0 +M1
T−Q
T−P inML,P,Q, we apply Lemma 3.1.3 to M0
to show that M(T ) is σ–conjugate to a matrix inM(T ) :=
1 0
0 0




 ∣∣∣∣∣∣ detM(T ) = uT − PT −Q, u ∈ L∗
⋃
⋃ M(T ) :=
0 1
0 0




 ∣∣∣∣∣∣ detM(T ) = uT − PT −Q, u ∈ L∗
 .
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Note that, since L is algebraically closed, we can always assume that any matrix
M(T ) in this union is σ–conjugate to a matrix of the same form with determinant
T−P
T−Q : if M(T ) =








 with sq−14 = d−1
shows this is true; if M(T ) =












Using the determinant condition, we see that every matrix M(T ) in ML,P,Q is in
the same class as one in
1 0
0 0













 ∣∣∣∣∣∣ a, d ∈ L
 .









 for any s2 ∈ L such that sσ2 = a, the resulting matrix 0 1
−1 (s2 + d)T−PT−Q
 is of the desired form. Note that this does not change the
determinant of the matrix.
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That is, any M(T ) is σ–conjugate to a matrix in
1 0
0 0













 ∣∣∣∣∣∣ d ∈ L
 ' A2L ∪ A1L.
Moreover, two matrices in the left subset are in the same σ–conjugacy class if and























 ∣∣∣∣∣∣ s1, s4 ∈ F∗q
 ' F∗q × F∗q,
























 ∣∣∣∣∣∣ s1 ∈ F∗q2
 ' F∗q2 .
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Hence, we conclude that the L–points of Sht2,trP,Q can be described as the union of





1 s4c), while an element s1 ∈ F∗q2 sends d ∈ A1(L) to s
1−q
1 d.
3.2 The Shtuka Correspondence
Let L be an algebraically closed field over Fq, X = P1Fq , ∞ the point at infinity,
and A = Fq[T ]. We have seen in Section 2.3 that isomorphism classes of Drinfeld
A–modules of rank d correspond to isomorphism classes of elliptic sheaves of rank d
over Spec(L). The goal of this section is to make this correspondence explicit in the
rank 2 case.
Recall from Remark 2.3.3 that a rank 2 shtuka Ẽ = {E ' O⊕O, P,Q, f : E 99K Eσ}
over Spec(L) represented by a matrix M(T ) = M0 + M1
T−P
T−Q comes from a Drinfeld
module if its pole P and zero Q are not Galois conjugate and the restriction of f to P
is nilpotent. Since this restriction is a σ−1–linear endomorphism of the 2–dimensional
vector space E|P , the nilpotency condition can be expressed in terms of the matrix
M(T ) as
M(P )σM(P ) = Mσ0 M0 = 0.




Hence a shtuka E in Sht2,tr comes from a Drinfeld module if in some choice of









Now let ι : A → L be the homomorphism sending T to Q and restricting to the
inclusion of Fq into L, so that the characteristic of L is the ideal generated by T −Q.
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Let φ : A → L{τ} be a rank 2 Drinfeld A–module over L. Recall that such a φ is
determined by φT = ι(T ) + gτ + ∆τ
2 = Q+ gτ + ∆τ 2, where g,∆ ∈ L and ∆ 6= 0.
We want to find a matrix M(T ) representing the shtuka corresponding to φ. To do
this, we will follow Mumford’s proof of the shtuka correspondence (Mumford, 1978,
Section 3) in our case of interest.
Note that the Drinfeld module φ induces a degree function on A = Fq[T ],
determined by deg T := degτ φT = 2 and deg c := degτ φc = 0 for each c ∈ Fq.




Ad, with Ad := {a ∈ A| deg a ≤ d}.
Then A = Fq[e, T ], where the variable e ∈ A1 corresponds to the identity element of
A and the variable T has degree 2. Set X := Proj(A), that is, X = P1.
Next, denote N := L{τ}, and regard it as an A ⊗Fq L–module, with the action
of L given by left multiplication and the action of A given by right multiplication.








N [n]d, with N [n]d := Nd+n.
Consider the sheaves on XL := X × Spec(L) associated to these graded modules;
denote them by Fn := ˜N [n− 1]. Let P0 := V (e) be the point of X corresponding to
e = 0, and set P := P0 ×Fq L.
From the general proof, we know the following facts:
1) The multiplication by e map from N [n − 1] to N [n] induces an injection
β : Fn → Fn+1 reducing to the identity on XL − P .
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2) The degree preserving map τ : N [n − 1] → N [n] induces an injection
α : Fσn → Fn+1.









←−↩ Fn for any n). We will describe the restriction of
this diagram to the affine open XL \ {P} = {e 6= 0}. First, note that we have
isomorphisms of graded A⊗Fq L–modules N [0] ' L[e]{τ}, with deg(e) = deg(τ) = 1,
and N [−1] ' L[e]{τ}, with deg(e) = 1 and deg(τ) = 2, and that






































The action of T on N yields the following equality between degree 2 elements:


























· 1N ; hence N deg 0e is generated by {1, τe} as an L [te]–module.
Similarly, N [−1]deg 0e is generated by {1e ,
τ
e2
} as an L [te]–module.
With respect to these bases, the multiplication by e map β is represented by the




In particular, at the pole P = {e = 0}, the map f = α−1β : F0|P → Fσ0 |P induced
by the shtuka diagram is given by the matrix
M(T ) :=





which satisfies M(P )σM(P ) = 0.
So, once we fix a pole P (used to define the ring A) and a zero Q (used
to determine the characteristic of L) which are not Galois conjugate, the shtuka
correspondence sends the isomorphism class of the rank 2 Drinfeld module determined
by φT := Q + gτ + ∆τ
2 to the isomorphism class of the shtuka represented by the




3.3 Shtukas with Γ(N) Level Structure
Let S = Spec(A) be an affine scheme over Fq, and let N be an effective divisor of
P1. Let Ẽ be a rank 2 shtuka over S whose pole P and zero Q do not belong to the
support of N × S. Recall that in this situation the data of the shtuka Ẽ induces an
isomorphism
ψ : E|N×S → Eσ|N×S ,
and that a Γ(N) level structure on Ẽ is an isomorphism
α : O2N×S → E|N×S
such that ασ = ψ ◦ α.
From Section 3.1, we now that after fixing a basis, Ẽ is represented by a matrix
in MA,P,Q. Equivalently, if we multiply this matrix by T − Q to cancel the pole at
Q, we get that Ẽ is represented by a matrix of the form
M(T ) :=
a0 + a1T b0 + b1T
c0 + c1T d0 + d1T

with detM(T ) = n(T − P )(T −Q) for some unit n ∈ A∗.
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Under the fixed choice of basis, the level structure can be described by a matrix
α ∈ GL2(ON×S) such that ασ = M(N)α, where M(N) denotes the matrix of the
restricted isomorphism ψ. In particular, if N is supported on points of degree one,
we can make this condition very explicit: at each point R appearing in N with
multiplicity mR, we denote by π the uniformizer T −R at R and impose the condition
ασR = M(π +R)αR mod π
mR ,
where αR denotes the restriction of α to O2(mRR)×S ' (Fq[π]/(π
mR)⊗A)2. The system
of equations thus obtained describes the Γ(N) level structure.
Theorem 3.3.1. Let N be a nontrivial effective divisor on P1. Then Sht2,tr(Γ(N)) is
a surface over ((P1\N)×(P1\N))\∆, where ∆ is the diagonal subscheme. Moreover,
a) If N = (R) for a degree 1 point R, then Sht2,tr(Γ(N)) is a rational surface.
Proof. Let N be a nontrivial effective divisor on P1Fq , and let R be a degree n
point in the support of N . We will prove that Sht2,tr(Γ((R))) is a surface over
((P1 \ N) × (P1 \ N)) \ ∆; since the natural map Sht2,tr(Γ(N)) → Sht2,tr(Γ((R)))
given by forgetting the extra structure is representable (Drinfeld, 1987, Proposition
2.3), that is enough to conclude the general case.
Let S = Spec(A) be an affine scheme over Fq and choose two distinct nonzero
points P,Q ∈ P1(A). An A–point of Sht2,trP,Q(Γ((R))) is given locally on S by a pair
(M(T ), α), where M(T ) is a matrix of the form
M(T ) :=
[
a0 + a1T b0 + b1T
c0 + c1T d0 + d1T
]
with determinant detM(T ) = n(T − P )(T − Q), n ∈ A∗; α is in GL2(OR×S) '
GL2(Fqn ⊗Fq A), and ασ = M((R))α. This pair is considered up to the action of
GL2(A), which sends (M(T ), α) to (Z
σM(T )Z−1, Zα). In particular, if A = L is
an algebraically closed field over Fq, then OR×S ' Fqn ⊗Fq L ' Ln, and we can
identify GL2(OR×S) with (GL2(L))n. Suppose that α corresponds to (α0, . . . , αn)
under this identification. Then by choosing Z = α−10 , we see that the element of
Sht2,tr(Γ((R))) represented by (M(T ), α) has a well–defined representative of the form
(M ′(T ), α′) = (I2×2, α1, . . . , αn). Hence Sht
2,tr(Γ((R))) is a surface.
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To prove claim (a), let N be a degree 1 effective divisor on P1. Possibly after
a change of variables, we can assume that N = (0). Fix a ring A over Fq and two
nonzero distinct points P,Q ∈ P1(A). Then, as above, an A–point of Sht2,tr(Γ((0)))
is uniquely represented by a pair (M(T ), α = I2×2) such that I2×2 = M(0), that is, it
can be represented by a well–defined matrix of the form
M(T ) :=
[
1 + aT bT
cT 1 + dT
]
,
with detM(T ) = 1 + (a + d)T + (ad − bc)T 2 = n(T − P )(T − Q), n ∈ A∗. This is
equivalent to the three conditions
1 = nPQ,
a+ d = −n(P +Q),
ad− bc = n,









)d− bc = 1
PQ
.
















Using the Jacobian criterion, we see that Y is nonsingular. Note that we can use
equation 3.1 to solve for b in terms of the two variables {c, d}, so that Sht2,tr(Γ((0)))
is a rational surface.
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Example 3.3.2. Let N = (0) + (1) and let S = Spec(A) be an Fq–scheme. Let Ẽ be
a rank 2 shtuka over S with pole P and zero Q 6= P , both distinct from 0 and 1.
From the proof of Theorem 3.3.1, we know that Ẽ together with a Γ((0)) level
structure is represented by a well–defined matrix
M(T ) :=
[
1 + aT bT
cT 1 + dT
]































This is equivalent to the 4 equations
(1 + a)u0 + bu1 = u
q
0
cu0 + (1 + d)u1 = u
q
1
(1 + a)v0 + bv1 = v
q
0
cv0 + (1 + d)v1 = v
q
1,
and assuming b 6= 0, we can solve for u1, v1 in terms of u0, v0, after which the system

















which after multiplying by bq/u0 (resp. b




0 [(1 + a)





0 [(1 + a)
q + (1 + d)(b)q−1]− bqc+ (1 + a)(1 + d)bq−1,
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0 [(1 + a)









= (1 + a)q + (1 + d)bq−1.
Note that the left hand side of the last equation is a polynomial.
Therefore the following equations describe Sht2,tr(Γ(N)) as a subvariety of










0 [(1 + a)









= (1 + a)q + (1 + d)bq−1,
where a denotes −d− P+Q
PQ
.
3.4 Shtukas with Γ1(N) Level Structure
Let S = Spec(A) be an affine scheme over Fq, let N be an effective divisor of P1, and
let Ẽ be a rank 2 shtuka over S whose pole P and zero Q do not belong to the support
of N × S. As in the previous section, Ẽ can be represented by a matrix of the form
M(T ) :=
a0 + a1T b0 + b1T
c0 + c1T d0 + d1T
 ,
with detM(T ) = n(T − P )(T −Q) for some unit n ∈ A∗.
A Γ1(N) level structure on Ẽ is a vector v ∈ O2N×S which generates a locally free
ON×S–module of rank 1 and such that vσ = M(N)v, where M(N) denotes the matrix
of the restricted isomorphism ψ. Again, if N is supported on points of degree one,
we can verify this condition locally: at each point R appearing in N with multiplicity
mR, we choose the uniformizer π = T −R at R and require
vσR = M(π +R)vR mod π
mR .
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Theorem 3.4.1. Let N be an effective divisor on P1 of degree at least 2. Then
Sht2,tr(Γ1(N)) is a surface over ((P1 \ N) × (P1 \ N)) \ ∆, where ∆ is the diagonal
subscheme. Moreover,
a) If degN = 2 and N is supported on degree 1 points, then Sht2,tr(Γ1(N)) is a
rational surface.
Proof. As in the proof of Theorem 3.3.1, the general statement follows from the degree
2 case, so let N be a degree 2 effective divisor on P1. We first prove the claim in the
case where N is supported on degree 1 points. Possibly after a change of variables, we
can assume that N = (0)+(∞) or N = 2(0). Fix a ring A over Fq, S := Spec(A), and
two nonzero points P,Q ∈ P1(A), disjoint from 0 and∞ as necessary. An A–point of




a0 + a1T b0 + b1T
c0 + c1T d0 + d1T
]
with determinant detM(T ) = n(T − P )(T − Q), n ∈ A∗ , and v is a nonzero vector
in O2N×S satisfying vσ = M(N)v. This pair is considered up to the action of GL2(A),
which sends (M(T ), v) to (ZσM(T )Z−1, Zv).
Suppose first that N = (0) + (∞). To obtain a well–defined representative for an
element of Sht2,tr(Γ1(N))(A), note that there is a unique Z ∈ GL2(A) which takes










at ∞. Hence the element is represented


























c 1 + dT
]
,
with detM(T ) = a + (1 + ad − bc)T + dT 2 = n(T − P )(T − Q), n ∈ A∗, which is
equivalent to the three conditions
d = n,
a = nPQ,
1 + ad− bc = −n(P +Q).
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Therefore Sht2,tr(Γ1((0) + (∞))) is the surface inside A3b,c,d cut out by the equation
d2PQ+ d(P +Q) + 1− bc = 0.
Denote by Y its projective closure in P3b,c,d,z, described by
d2PQ+ dz(P +Q) + (1− bc)z2 = 0.
Y is nonsingular by the Jacobian criterion, and we conclude as in the proof of
Theorem 3.3.1 that it is a rational surface.
Now suppose that N = 2(0), and let π = T be a uniformizer at 0. The identity





∈ O2N×S to itself; therefore,











mod π2. Comparing the coefficients of 1 and π, this is
equivalent to the system 
b0 = 0
d0 = 1
a0 + b1 = 1
c0 + d1 = 0,
so after renaming a1, b1, c1, d1 as a, b, c, d, we have M(T ) =
[
1− b+ aT bT
−d+ cT 1 + dT
]
.
Imposing detM(T ) = n(T 2 − (P +Q)T + PQ) yields the equations
ad− bc = n,
a+ d = −n(P +Q),
1− b = nPQ,
and after eliminating the variables {a, b}, we obtain that Sht2,tr(Γ1(2(0))) is the
surface inside A3c,d,n cut out by the equation
d2 + dn(P +Q) + n+ c− cnPQ.
Again, its projective closure is a nonsingular, rational surface.
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Finally, suppose that N = (R0) + (R1), where R0 6= R1 are points of degree m0
and m1, respectively. Then for any algebraically closed field L over Fq, O2Ri×Spec(L)
is isomorphic to (L2)mi , and under this isomorphism we can identify a vector
vi ∈ O2Ri×Spec(L) with a tuple (vi,0, . . . , vi,mi), with vi,j ∈ L
2 \ {0}. Then to make
sure that an element in Sht2,tr(Γ1(N)) has a well–defined representative, it suffices









. The case where R0 = R1 is analogous.
Example 3.4.2. Let N = 2(0) + (1) and let S = Spec(A) be an affine Fq–scheme.
From the proof of Theorem 3.4.1, we know that a shtuka over A with pole P and zero
Q and Γ1(2(0)) level structure can be represented by a matrix
M(T ) :=
[
1− b+ aT bT
−d+ cT 1 + dT
]
with determinant n(T − P )(T −Q), n ∈ A∗.






∈ O21×S ' A2. This is equivalent to the pair of equations
(1− b+ a)u0 + bu1 = u
q
0,
(−d+ c)u0 + (1 + d)u1 = uq1.




yields the equivalent equation
uq
2−1
0 − ((1− b+ a)q + bq−1(1 + d))u
q−1
0 +
+ bq−1((1− b+ a)(1 + d)− b(−d+ c)) = 0.
Recall that we can solve for a and b in terms of the remaining variables, as
a = −d − n(P + Q) and b = 1 − nPQ. Therefore Sht2,tr(Γ1(2(0) + (1))) is the
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surface inside A4c,d,n,u0 described by the equations
d2 + dn(P +Q) + n+ c− cnPQ,
uq
2−1
0 − ((nPQ− d− n(P +Q))q + (1− nPQ)q−1(1 + d))u
q−1
0 +
+(1− nPQ)q−1((nPQ− d− n(P +Q))(1 + d)− (1− nPQ)(−d+ c)) = 0.
3.5 Shtukas with Γ0(N) Level Structure
Let S = Spec(A) be an affine scheme over Fq, let N be an effective divisor of P1,
and let Ẽ be a rank 2 shtuka over S whose pole P and zero Q do not belong to the
support of N × S.
An A–point of Sht2,tr(Γ0(N)) is represented by a pair (M(T ), v), where M(T ) is
a matrix of the form
M(T ) :=
a0 + a1T b0 + b1T
c0 + c1T d0 + d1T

with determinant detM(T ) = n(T − P )(T − Q) for some n ∈ A∗ , and v is a
projective vector in P1(ON×S) satisfying vσ = M(N)v, where M(N) acts on v as a
linear fractional transformation. This pair is considered up to the action of GL2(A),
which sends (M(T ), v) to (ZσM(T )Z−1, Zv). As in the previous section, if N is
supported on degree one points, the level structure condition can be checked using a
uniformizer at each point in its support.
The next lemma will be used in the proof of theorem 3.5.3.
Lemma 3.5.1. Let A be a ring over Fq. Fix a place v of P1Fq , let π be a uniformizer
at v, and denote Rn := Fq[π]/(πn) for n ≥ 1.
1) Given any x + yπ ∈ P1(A⊗ R2), z ∈ P1(A) such that x− z, y ∈ A∗, there is a
unique matrix Z ∈ GL2(A) such that Z(x+ yπ) = π mod π2 and Zz =∞.
2) Given any x + yπ + zπ2 ∈ P1(A ⊗ R3) with y ∈ A∗, there is a unique matrix
Z ∈ GL2(A) such that Z(x+ yπ + zπ2) = π + π2 mod π3.
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Z(x+ yπ) = π mod π2 is equivalent toax+ b = 0,ay = cx+ d,
and Xz = ∞ is equivalent to cz + d = 0. Therefore both conditions can only hold








, for a ∈ A∗.





∈ GL2(A), the equation
Z(x+ yπ + zπ2) = π + π2 mod π3 is equivalent to
ax+ b = 0,
ay = cx+ d,
az = cy + cx+ d.








, for a ∈ A∗.
Before stating the main result of this section, we recall the definition of elliptic
surface. The theory of these surfaces will be reviewed in Section 4.1.
Definition 3.5.2. An elliptic surface S over X is a smooth projective surface S with
an elliptic fibration over X, that is, with a surjective morphism f : S → X whose
base change to the algebraic closure satisfies
1) almost all fibers are smooth curves of genus 1;
2) no fiber contains an exceptional curve of the first kind, that is, a smooth rational
curve of self–intersection −1.
Theorem 3.5.3. Let N be an effective divisor on P1 of degree at least 3. Then
Sht2,tr(Γ0(N)) is the stacky quotient of a surface SN over ((P1 \N)× (P1 \N)) \∆,
where ∆ is the diagonal subscheme, by the trivial action of the multiplicative group
Gm. Moreover, if N is supported on degree one points then
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a) If degN = 3, then SN is a rational surface.
b) If degN = 4, then SN is an elliptic surface.
Proof. As in the proofs of Theorems 3.3.1 and 3.4.1, if N = N0 +N1 where N0 and N1
are effective divisors and we have proven the theorem for N0, then the representable
map Sht2,tr(Γ0(N))→ Sht2,tr(Γ0(N0)) shows that the statement is true for N as well.
We will prove the statements for N of degree 3 or 4 supported on degree one points;
if N contains a point of higher order, we can extend the argument to N just like we
did in the proof of Theorem 3.4.1.
We start by proving claim (a), so suppose that N is an effective divisor of degree
3 supported on degree 1 points. Then, after a change of variables, we may assume
that N = (0) + (1) + (∞), N = 2(0) + (1), or N = 3(0). Throughout the proof, A
will denote a ring over Fq, S = Spec(A), and P,Q ∈ P1(A) \ Supp(N) will be two
distinct points.
Case 1: Let N = (0) + (1) + (∞). An A–point of Sht2,tr(Γ1(N)) is given by a pair
(M(T ), v) as above, up to the action of GL2(A).
Note that up to multiplication by a scalar matrix, there is only one matrix
Z ∈ GL2(A) sending v to the element of P1(ON×S) which is 0 at 0, 1 at 1 and
∞ at infinity. Imposing M(0)0 = 0, M(1)1 = 1 and M(∞) =∞ yields
b0 = 0,
c1 = 0,
a0 + a1 + b1 = c0 + d0 + d1,
so the element (M(T ), v) can be represented by a matrix
M(T ) :=
[
a0 + a1T b1T
c0 d0 + d1T
]
satisfying a0 + a1 + b1 = c0 + d0 + d1 and detM(T ) = n(T − P )(T −Q), n ∈ A∗, and
this representative is unique up to scalars. The determinant condition is equivalent
to imposing a0d0 − PQa1d1 = 0,a0d1 + a1d0 − b1c0 + (P +Q)a1d1 = 0.
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Therefore SN is the surface inside P5a0,a1,b1,c0,d0,d1 described by the equations
a0 + a1 + b1 = c0 + d0 + d1,
a0d0 − PQa1d1 = 0,
a0d1 + a1d0 − b1c0 + (P +Q)a1d1 = 0.
It is not clear from this description that SN is a rational surface. To prove this
claim, we start by noticing that imposing the condition that the determinant of M(T )
is a unit multiple of (T −P )(T −Q) is equivalent to requiring that the matrix M(T )
has rank 1 exactly at T = P and T = Q. That is, there must exist a pair of points






















where the operation is matrix multiplication.
After introducing these new variables, the equations for SN become
a0 + a1 + b1 = c0 + d0 + d1,
(a0 + a1P )u0 + b1Pu1 = 0
c0u0 + (d0 + d1P )u1 = 0
(a0 + a1Q)v0 + b1Qv1 = 0
c0v0 + (d0 + d1Q)v1 = 0.
The key fact is that we can solve for the variables a0, a1, b1, c0, d0, d1 in terms of
u0, u1, v0, v1. Collecting coefficients we obtain the matrix
a0 a1 b1 c0 d0 d1
u0 u0P u1P 0 0 0
0 0 0 u0 u1 u1P
v0 v0Q v1Q 0 0 0
0 0 0 v0 v1 v1Q
1 1 1 −1 −1 −1
Taking minors of this matrix we find out that
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
a0 = PQ(u1v0 − u0v1)((P −Q)u1v1 + (Q− 1)u0v1 − (P − 1)u1v0),
a1 = (u1v0P − u0v1Q)((P −Q)u1v1 + (Q− 1)u0v1 − (P − 1)u1v0),
b1 = (P −Q)u0v0((P −Q)u1v1 + (Q− 1)u0v1 − (P − 1)u1v0),
c0 = (P −Q)u1v1((Q− P )u0v0 + P (1−Q)u1v0 +Q(P − 1)u0v1),
d0 = (u1v0P − u0v1Q)((Q− P )u0v0 + P (1−Q)u1v0 +Q(P − 1)u0v1),
d1 = (u1v0 − u0v1)((Q− P )u0v0 + P (1−Q)u1v0 +Q(P − 1)u0v1).
(3.2)
This shows that SN is a rational surface. Note that each of the a0, . . . , d1 is a
(2, 2)–form in the variables (u, v).
Case 2: Let N = 2(0) + (∞), and let (M(T ), v) represent an A–point of
Sht2,tr(Γ1(N)). Let π = T be a uniformizer at 0.
By Lemma 3.5.1, there is only one matrix Z ∈ GL2(A) up to scalar multiplication
sending v to the element of P1(ON×S) which is π at 2(0) and ∞ at infinity.
Imposing the conditions M(π)π = π mod π2, M(∞) = ∞ and and detM(T ) =
n(T −P )(T −Q) for some n ∈ A∗, we find that SN is the surface inside P5a0,a1,b1,c0,d0,d1
described by the equations
a0 + b1 = d0,
a0d0 − PQa1d1 = 0,
a0d1 + a1d0 − b1c0 + (P +Q)a1d1 = 0.
As in case 1, we can solve for a0, . . . , d1 in terms of the variables (u, v), so SN is again
a rational surface.
Case 3: Let N = 3(0), let (M(T ), v) represent an A–point of Sht2,tr(Γ1(N)), and
let π = T be a uniformizer at 0.
Lemma 3.5.1 shows that there is a unique matrix Z ∈ GL2(A) up to scalars
sending v to the element of P1(ON×S) which is π+π2 at 3(0). Imposing the conditions
M(π)(π+ π2) = π+ π2 mod π3 and detM(T ) = n(T −P )(T −Q) for some n ∈ A∗,
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we find that SN is the surface inside P6a0,a1,b1,c0,c1,d0,d1 described by the equations
a0 + b1 = d0,
a0 + a1 = c0 + d0 + d1
a0d0 − PQ(a1d1 − b1c1) = 0,
a0d1 + a1d0 − b1c0 + (P +Q)(a1d1 − b1c1) = 0.
We conclude as in the previous cases that SN is a rational surface.
Now we will prove part (b). After performing an appropriate change of variables,
there are five cases to consider: N = (0) + (1) + (∞) + (R) for R ∈ P1 \ {0, 1,∞},
N = 2(0) + (1) + (∞), N = 2(0) + 2(∞), N = 3(0) + (∞), and N = 4(0).
Case 1: Let N = (0)+(1)+(∞)+(R). To get the equations for SN , we start from
those of SN0 with N0 = (0) + (1) + (∞) and add the condition that M(R)w = wq for
some projective vector w. That is, SN is the hypersurface of P1u × P1v × P1w given by
c0w
q+1 + (d0 + d1R)w
q − (a0 + a1R)w − b1R = 0,
where the variables a0, . . . , d1 are defined in terms of u and v as in (3.2). That is,
SN is a (2, 2, q+ 1)–surface inside P1u×P1v ×P1w. Recall that a smooth (2, 2)–curve in
P1u×P1v is an elliptic curve; therefore the projection onto the w line shows that SN is
an elliptic surface.
Case 2: Let N = 2(0) + (1) + (∞). We start from the equations for S(0)+(1)+(∞)
and add the condition M(π)wπ = wqπ mod π2, where π is a uniformizer at 0; this
shows that SN is the surface inside P5a0,a1,b1,c0,d0,d1 × P
1 described by the equations
d0w
q − a0w − b1 = 0,
a0 + a1 + b1 = c0 + d0 + d1,
a0d0 − PQa1d1 = 0,
a0d1 + a1d0 − b1c0 + (P +Q)a1d1 = 0.
Again, we can write everything in terms of the variables u, v, w to show that SN is
an elliptic surface.
Case 3: Let N = 2(0) + 2(∞). We impose the conditions M(π0)(π0) = π0
mod π20 and M(π∞ + R)(1 + wπ∞) = 1 + w
qπ∞ mod π
2










q + (c1 − a1)w + c0 + d0 − a0 = 0,
a0 + b1 = d0,
a1 + b1 = c1 + d1,
a0d0 − PQ(a1d1 − b1c1) = 0,
a0d1 + a1d0 − b1c0 + (P +Q)(a1d1 − b1c1) = 0.
We rewrite a0, . . . , d1 in terms of the variables u, v, w to show that SN is an elliptic
surface.
Case 4: Let N = 3(0) + (∞). Then after adding the new condition at ∞, we get
that SN is the elliptic surface inside P6a0,a1,b1,c0,c1,d0,d1 ×P
1
w described by the equations
c1w
q+1 + d1w
q − a1w − b1 = 0,
a0 + b1 = d0,
a0 + a1 = c0 + d0 + d1
a0d0 − PQ(a1d1 − b1c1) = 0,
a0d1 + a1d0 − b1c0 + (P +Q)(a1d1 − b1c1) = 0.











0. This yields that SN is the elliptic
surface inside P6a0,a1,b1,c0,c1,d0,d1 × P
1
w described by the equations
d0w
q − a0w − a1 + 2c0 + c1 + d1,
a0 + b1 = d0,
a0 + a1 = c0 + d0 + d1
a0d0 − PQ(a1d1 − b1c1) = 0,
a0d1 + a1d0 − b1c0 + (P +Q)(a1d1 − b1c1) = 0.
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3.6 Future work
The most immediate future work in this project is to gain a better understanding
of the moduli spaces Sht2,tr(Γ0(N)), Sht
2,tr(Γ1(N)), and Sht
2,tr(Γ(N)) when the base
curve X is the projective line. The models that we found for these spaces usually have
singularities which make the study of invariants harder; we would like to construct
models that are either smooth or whose only singularities are ordinary double points.
The experimental data we collected strongly suggests that, when the degree of
N is high enough, the spaces Sht2,tr(Γ(N)), Sht2,tr(Γ1(N)), and Sht
2,tr(Γ0(N)) are
surfaces of general type; more concretely, we think that this will be the case when
the degree of N is at least 2, 3, and 5, respectively. We should be able to prove this
statement once we find smooth models for these surfaces.
Lastly, we would like to be able to write down explicit equations for Sht2,tr(Γ(N)),
Sht2,tr(Γ1(N)), and Sht
2,tr(Γ0(N)) in the case where the support of N contains a point
of degree higher than 1, and to study how certain invariants of these surfaces, such
as the arithmetic genus, behave under finite extensions of the constant field Fq.
Another future direction is to compute Sht2X , as well as the stacks with level
structures, in the case where the base curve X is an elliptic curve over Fq. A difficulty
is that the theory of rank 2 vector bundles over an elliptic curve, studied in (Atiyah,
1957), is much more involved than in the P1 case (in particular, rank 2 vector bundles
over an elliptic curve can be indecomposable, even when the curve is defined over an
algebraically closed field).
There are two possible ways to try to tackle this problem. The first one is to gain a
better understanding of the spaces of global sections of vector bundles over an elliptic
curve. A second approach is to exploit the fact that if E is a vector bundle over an
elliptic curve, then its projectivization P(E) is an elliptic ruled surface (Hartshorne,
1977, Section V.2). Hence one can use elementary transformations of P(E) to study
45
the corresponding elementary modifications of E (see (Hartshorne, 1977, Section V.2)
and (Friedman, 1998, Chapters 2 and 5)).
One reason that makes the study of Sht2(Γ0(N)) specially interesting when the
base is an elliptic curve X is that, unlike in the P1 case, there exist nonconstant elliptic
curves over X having good reduction everywhere and irreducible associated Galois
representation. Hence these curves E are not modular in the sense of admitting a
surjection from X0(N); however, we expect them to be modular in the new sense we
introduce in Section 6.1.
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Chapter 4
Sht2,tr(Γ0(N)) for N of Degree Four
Let N be an effective divisor on X := P1Fq of degree at least 3, and assume that
every point in the support of N has degree 1. Then we know from Theorem 3.5.3
that Sht2,tr(Γ0(N)) is the quotient of a surface SN by the trivial action of Gm, and
that SN is a rational surface if degN = 3 and an elliptic surface if degN = 4. If
degN ≥ 5, experimental data suggests that SN is always a surface of general type.
In this chapter we study the degree 4 case. We start with a background
section where we review elliptic surfaces and some of their properties and invariants,
following (Schütt and Shioda, 2010); the rest of the sections are devoted to exploring
Sht2,tr(Γ0(N)) for different degree 4 divisors N . All computations reported here are
done in Magma (Bosma et al., 1997), using the explicit equations for Sht2,tr(Γ0(N))
that we derived by the methods described in the previous chapter.
4.1 Background on Elliptic Surfaces
Let k be a field with algebraic closure k̄ and let X be a smooth, projective,
geometrically irreducible curve over k. Denote X := X ×k k̄.
Definition 4.1.1. An elliptic surface S over X is a smooth projective surface S with
an elliptic fibration over X, that is, with a surjective morphism f : S → X whose
base change to the algebraic closure satisfies
1) almost all fibers are smooth curves of genus 1;
2) no fiber contains an exceptional curve of the first kind, that is, a smooth rational
curve of self–intersection −1.
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Definition 4.1.2. A section of an elliptic surface f : S → X is a morphism π : X → S
such that f ◦ π = idX .
If the elliptic surface S has a section, then we can regard its generic fiber E as an
elliptic curve over the field of functions of X, k(X), which allows us to work with a
Weierstrass model.
We will only consider elliptic surfaces S satisfying the following two conditions:
1) S admits a section, and
2) S has at least one singular fiber.
4.1.1 Singular Fibers
The classification of singular fibers was carried out by Kodaira ((Kodaira, 1960),
(Kodaira, 1963a), (Kodaira, 1963b)) in the case where k is the complex numbers, and
generalized to other fields by (Néron, 1964). Later (Tate, 1975) designed a simplified
algorithm to determine singular fibers which works whenever the residue field k is
perfect, in which case there are no more types of singular fibers than those studied
by Kodaira. However, if k is not perfect and its characteristic equals 2 or 3, then
new types of singular fibers can appear, so Tate’s algorithm can fail. The imperfect
residue field case was studied by (Szydlo, 2004).
For a description of singular fibers in the case where k is perfect, see the references
above or Section 4 of (Schütt and Shioda, 2010). In Table 4.1 we present, for each
kind of fiber, its Kodaira symbol, the number m of irreducible components of the
fiber, the reduction type, and the (affine) Dynkin diagram associated to each fiber.
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Kodaira m Reduction Dynkin diagram
I0 1 Good ∅
I1 1 Multiplicative ∅
In, n ≥ 2 n Multiplicative An−1
II 1 Additive ∅
III 2 Additive A1
IV 3 Additive A2
I∗n, n ≥ 0 n + 5 Additive Dn+4
IV∗ 7 Additive E6
III∗ 8 Additive E7
II∗ 9 Additive E8
Table 4.1: Kodaira’s table of fibers of elliptic surfaces
To construct the Dynkin diagram associated to a reducible fiber, create a
graph whose vertices represent the irreducible components of the fiber, and for
each intersection point between two distinct components, draw an edge connecting
the corresponding vertices. Finally, remove the vertex representing the identity
component and all the edges directly connected to it. Figure 4.1 represents the
possible Dynkin diagrams. White vertices represent the components that intersect
the identity component, and black vertices those which do not.
Figure 4.1: Dynkin diagrams
49
We finish our discussion of singular fibers by mentioning a phenomenon that occurs
in characteristics 2 and 3: for some kinds of additive fibers, the valuation of the
discriminant at the fiber can be bigger than the value predicted by the number of
components of the fiber. To control this discrepancy, we introduce the index of wild
ramification of a fiber Ev, defined as
δv := v(∆)− 1−#(irreducible components of Ev).
To consult the values v associated to each kind of additive fiber, see Table 2 in (Schütt
and Shioda, 2010).
4.1.2 The Néron–Severi Group
To a surface S we can associate its Néron–Severi group, defined as the quotient of its
divisor group under algebraic equivalence ≈:
NS(S) := {divisors on S}/ ≈ .
If S is an elliptic surface over a curve X defined over a field k, this group is closely
related to the Mordell–Weil group E(K) of its generic fiber E, where K := k(X);
the following theorem makes this connection precise. Note that any point P ∈ E(K)
determines a section X → S, whose image is a divisor P on S.
Theorem 4.1.3. Let X be a curve over a field k and denote K := k(X). Let S be
an elliptic surface over X with a section and at least one singular fiber. Denote by T
the trivial lattice of S, that is, the subgroup of the Néron–Severi group of S generated
by the zero section and the fiber components. Then
1) NS(S) is finitely generated and torsion free.
2) The map P 7→ P mod T is an isomorphism between E(K) and NS(S)/T .
Proof. See (Schütt and Shioda, 2010, Theorems 6.2 and 6.3).
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The rank of the Néron–Severi group is called the Picard number of S, denoted
ρ(S). It follows from the theorem that
ρ(S) = rank (T ) + rankMW (E).
The Mordell–Weil rank of E is in general hard to compute, but the rank of the
trivial lattice can be computed from local information:
Theorem 4.1.4. Let S be an elliptic surface over S, and denote by mv the number
of irreducible components of each fiber Fv of S. Then the trivial lattice of S has rank




Now we go back to the case where k = Fq is a finite field of characteristic p to
discuss how the Tate conjecture predicts a relation between the second Betti number
and the Picard number of a surface S over Fq. Fix a prime ` 6= p, and let N be
the subgroup of NS(S) generated by divisor classes defined over Fq. Then the Tate
conjecture predicts that the rank of N equals the multiplicity of q as an eigenvalue of
the map induced by Frobq on H
2(S,Q`). A consequence is that ρ(S), the geometric
Picard number of S, equals the number of eigenvalues of Frob∗q on H
2(S,Q`) of the
form q times a root of unity. Recall that, by the Weil conjectures, the characteristic
polynomial of Frob∗q acting on H




(1− αiT ), with |αi| = q; hence q/αi is an eigenvalue whenever αi is, and these
two values are different except when αi = ±q. Combining this fact with the Tate
conjecture, it would follow that the difference b2(S)− ρ(S) is always even. If S is an
elliptic surface then b2 is even, so this would imply that ρ(S) is even as well.
If S = Sht
2,0
(Γ0(N)), then Drinfeld’s work implies that H
2(S,Q`) decomposes as
a direct sum of a subspace coming from cusp forms, of dimension 4 times the number




eigenvalues of the form q times a root of unity (see Section 6.1). Combining this fact
with the Tate conjecture, we conclude that, conjecturally,
b2(S) = ρ(S) + 4#{cusp forms of level Γ0(N)}.
If S is an elliptic surface with generic fiber E and trivial lattice T , this would mean
b2(S) = rank (T ) + rank MW(E ) + 4#{cusp forms of level Γ0(N)}.
4.1.3 The Arithmetic Genus and the Euler Number
Definition 4.1.5. Let S be a projective surface over a field k. We define the





If the surface S is a smooth complete intersection inside Pn, then the arithmetic
genus of S depends only on the degrees of the polynomials describing it. This can be
generalized to smooth complete intersections inside products of projective spaces. In
particular, the following lemma gives a formula for the arithmetic genus of a smooth
hypersurface of P1 × P1 × P1.
Lemma 4.1.6. Let S ⊂ P := P1×P1×P1 be a smooth hypersurface given by a multi–
homogeneous polynomial of multi–degree d1, d2, d3, with di ≥ 2. Then the arithmetic
genus of S is (d1 − 1)(d2 − 1)(d3 − 1) + 1.
Proof. Consider the closed subscheme exact sequence corresponding to the inclusion
ι : S → P:
0→ OP(−S) = OP(−d1,−d2,−d3)→ OP → ι∗OS → 0.
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Taking cohomology, this yields the long exact sequence
0→ H0(P,OP(−d1,−d2,−d3))→ H0(P,OP)→ H0(S,OS)→
→ H1(P,OP(−d1,−d2,−d3))→ H1(P,OP)→ H1(S,OS)→
→ H2(P,OP(−d1,−d2,−d3))→ H2(P,OP)→ H2(S,OS)→
→ H3(P,OP(−d1,−d2,−d3))→ H3(P,OP)→ · · · .






hn(P,OP) := dimHn(P,OP) =







Hence we obtain Hn(P,OP(−d1,−d2,−d3)) = 0 for n = 0, 1, 2, since at




= H0(P1,OP1(d1 − 2))⊗H0(P1,OP1(d2 − 2))⊗H0(P1,OP1(d3 − 2)),
where the second inequality is obtained by Serre duality. Hence, since we are requiring
that each di is at least 2, it follows that
h3(P,OP(−d1,−d2,−d3)) = (d1 − 1)(d2 − 1)(d3 − 1).
53
Now, using the cohomology exact sequence, we can conclude that
h0(S,OS) = 1,
h1(S,OS) = 0, and
h2(S,OS) = (d1 − 1)(d2 − 1)(d3 − 1).
Therefore the arithmetic genus of S is
pa(S) = h
2(S,OS)− h1(S,OS) + h0(S,OS) =
= (d1 − 1)(d2 − 1)(d3 − 1)− 0 + 1.
Remark 4.1.7. When N is a degree 4 effective divisor on P1 supported on degree 1
points, we saw in the proof of Theorem 3.5.3 that we can describe the compactification
of Sht2,tr(Γ0(N)) as a hypersurface in P1 × P1 × P1, but in most cases this model has
singularities, which could bring the arithmetic genus down. Hence Lemma 4.1.6 only
gives an upper bound on the arithmetic genus of Sht
2,tr
(Γ0(N)).
Definition 4.1.8. Let S be a projective surface over a field k, and let ` be a prime





If S is an elliptic surface, the Euler number of S can be computed from the




0, if Fv is smooth,
mv , if Fv is multiplicative,
mv + 1, if Fv is additive.
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Proof. See (Schütt and Shioda, 2010, Theorem 6.10).
Note that our convention that all elliptic surfaces have at least one singular fiber
implies that the Euler number of an elliptic surface is always positive. An application
of Noether’s formula gives the relation between the Euler number and the arithmetic
genus.
Lemma 4.1.10. Let S be an elliptic surface. Then
e(S) = 12pa(S) > 0.
The Euler number of an elliptic surface S over a curve X is also closely related to
the second Betti number b2; they satisfy
b2(S) = e(S)− 2(1− b1(X)).
In particular, if X is the projective line, then b2(S) = e(S)− 2 = 12pa(S)− 2.
4.1.4 Rational and K3 Elliptic Surfaces
We end this section by making a few remarks about rational and K3 elliptic surfaces.
An elliptic surface is rational if it is birational to P2. Rational elliptic surfaces
are always fibered over the projective line, and they are characterized by having
arithmetic genus pa(S) = 1 (or equivalently, b2 = 10).
Definition 4.1.11. A smooth surface S is called K3 if its canonical bundle is trivial
and h1(S,OS) = 0.
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If S is an elliptic surface over the projective line, then it is K3 if and only if
pa(S) = 2 (if and only if b2 = 22). K3 elliptic surfaces are the only kind which can
admit two distinct elliptic fibrations with section which are not of product type.
One reason to focus on K3 elliptic surfaces with a section is that the Tate
conjecture is known to hold true for them (Artin and Swinnerton–Dyer, 1973). In
particular, if S is such a surface, this means that b2(S) − ρ(S) = 22 − ρ(S) is even,
and hence ρ(S) is even.
We conclude by giving an example of a K3 elliptic surface, which we will come
back to in Section 6.2.
Example 4.1.12. Let E,E ′ be two elliptic curves over k. The Kummer surface
S := Km(E × E ′) associated to E × E ′ is constructed by taking the quotient of
E × E ′ by the involution −1 and resolving all singularities (which are 16 ordinary
double points if the characteristic of k is not 2). Then S is a K3 elliptic surface, and
the projections onto E and E ′ are two elliptic fibrations.
The Picard number of S is computed as
ρ(S) := 18 + rank Hom(E,E ′).
If k = Fp, then the Tate conjecture predicts that the Picard number is even, so the
possible values for ρ(S) are 18, 20, or 22.
4.2 N = 4(0)
Let N be a degree 4 divisor on P1Fq supported on a degree 1 point; after a change of
variables, we may assume that N = 4(0). Then the proof of Theorem 3.5.3 shows that
we can find a description of Sht
2,tr
(Γ0(4(0))) as a hypersurface of P1×P1×P1 given by
a polynomial of multidegree (2, 2, q). This surface is singular, with a one dimensional
singular subscheme. By Lemma 4.1.6, we can conclude that the arithmetic genus of
Sht
2,tr
(Γ0(4(0))) is less than or equal to q. However, experimental data suggests that
this upper limit is never reached.
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We used Magma to compute several invariants of Sht
2,tr
(Γ0(4(0))) for small values
of q, which we present in Table 4.2. Here b2 denotes the second Betti number of the
surface, rk(T) denotes the rank of its trivial lattice, #BF the number of singular fibers,
and “Types” the Kodaira types of the singular fibers, using the notation (K, n) to
represent a place of bad reduction of degree n whose corresponding fiber is of Kodaira
type K. The last two rows collect our conjectured values for these invariants, based
on the presented data.
q b2 rk(T) #BF Types
2 10 8 2 (III, 1), (I6, 1)
4 22 18 2 (III∗, 1), (I10, 1)
8 34 26 2 (III∗, 1), (I18, 1)
16 58 42 2 (III∗, 1), (I34, 1)
3 22 17 8 (I∗4, 1), (I8, 1), (I1, 3), (I1, 3)
5 34 25 12 (I∗8, 1), (I12, 1), (I1, 5), (I1, 5)
7 46 33 16 (I∗12, 1), (I16, 1), (I1, 7), (I1, 7)
9 58 41 20 (I∗161), (I20, 1), (I1, 9), (I1, 9)
11 70 49 24 (I∗20, 1), (I24, 1), (I1, 11), (I1, 11)
even q > 2 3q + 10 2q + 10 2 (III∗, 1), (I2q+2, 1)
odd q 6q + 4 4q + 5 2q + 2 (I∗2q−2, 1), (I2q+2, 1), (I1, q), (I1, q)
Table 4.2: Invariants of Sht
2,tr
(Γ0(4(0)))
Note that in particular by checking the Betti numbers we conclude that
Sht
2,tr
(Γ0(4(0))) is a rational elliptic surface when q = 2 and a K3 elliptic surface
when q = 3 or q = 4.


















3) The trivial lattice of Sq has rank 8 when q = 2 and rank 2q + 10 for q > 2.
4) Sq has two singular fibers, one of type I2q+2 at 1, and one of type III
∗ at ∞
(except when q = 2, for which the fiber at ∞ is of type III).





2) b2(Sq) = 6q + 4.
3) The trivial lattice of Sq has rank 4q + 5.
4) Sq has 2q + 2 singular fibers over F : one of type I
∗
2q−2 at ∞, one of type I2q+2
at 1, and the rest coming from two bad fibers of type I1, of degree q over F .
4.3 N = 2(0) + 2(∞)
Let N = 2(A) + 2(B) be a degree 4 divisor on P1Fq , where A and B are degree
1 points. Without loss of generality, we may assume N = 2(0) + 2(∞). Then
Sht
2,tr
(Γ0(2(0) + 2(∞))) is birational to a hypersurface of P1×P1×P1 of multidegree
(2, 2, q). This surface has a one dimensional singular subscheme, except when q = 2,
when it is smooth. Hence by Lemma 4.1.6 its arithmetic genus is at most q, and it
is exactly 2 for q = 2. The experimental data collected in Table 4.3 agains suggests
that the actual arithmetic genus is generally smaller.
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q b2 rk(T) #BF Types
2 22 18 3 (I∗2, 1), (I6, 1), (I6, 1)
4 34 26 3 (I∗2, 1), (I10, 1), (I10, 1)
8 58 42 3 (I∗2, 1), (I18, 1), (I18, 1)
3 22 17 9 (I2, 1), (I8, 1), (I8, 1), (I1, 2), (I1, 4)
5 34 25 13 (I2, 1), (I12, 1), (I12, 1), (I1, 4), (I1, 6)
7 46 33 17 (I2, 1), (I16, 1), (I16, 1), (I1, 6), (I1, 8)
9 58 41 21 (I2, 1), (I20, 1), (I20, 1), (I1, 8), (I1, 10)
11 70 49 25 (I2, 1), (I24, 1), (I24, 1)(I1, 10), (I1, 12)
even q 6q + 10 4q + 10 3 (I∗2, 1), (I2q+2, 1), (I2q+2, 1)
odd q 6q + 4 4q + 5 2q + 3 (I2, 1), (I2q+2, 1), (I2q+2, 1),
(I1, q − 1), (I1, q + 1)





(Γ0(2(0) + 2(∞)) is a K3 surface when q = 2 or q = 3.
Conjecture 4.3.1. Let q be a prime power and let Sq denote Sht
2,tr
(Γ0(2(0)+2(∞)))
over F := Fq(P,Q).





2) b2(Sq) = 6q + 10.
3) The trivial lattice of Sq has rank 4q + 10.
4) Sq has two singular fibers of type I2q+2 at 0 and 1, and one of type I
∗
2 at ∞.





2) b2(Sq) = 6q + 4.
3) The trivial lattice of Sq has rank 4q + 5.
4) Sq has 2q+3 singular fibers over F : two of type I2q+2 at 0 and −1, one of type I2
at ∞, and the rest corresponding to two bad fibers of type I1 over F , of degrees
q − 1 and q + 1, respectively.
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4.4 N = 3(0) + (∞)
Let N = 3(A) + (B) be a divisor on P1Fq , where A and B are degree 1 points;
we may assume N = 3(0) + (∞). Up to birational equivalence, we can describe
Sht
2,tr
(Γ0(3(0) + (∞))) as the hypersurface cut out by a polynomial of multi–degree
(2, 2, q+1) inside P1×P1×P1, whose singular subscheme has dimension one. Therefore
the arithmetic genus of Sht
2,tr
(Γ0(3(0) + (∞))) is at most q + 1, and based on the
experimental data, we expect it to equal q.
We need to make a remark about the way we collected our data. Recall from
Section 4.1 that, when an elliptic surface is defined over a function field k(X) where
k is not perfect and has characteristic 2 or 3, new types of Kodaira fibers can
appear; these new fibers are not supported on Magma, which uses the classical Tate
algorithm. Therefore when we try to compute local information of the generic fiber
of Sht
2,tr
(Γ0(N)), we may get an error due to the fact that we are working over the
imperfect residue field Fq(P,Q), if Sht
2,tr
(Γ0(N)) has a singular fiber which is not in
Kodaira’s original list. Another reason why it might not be possible to work over
Fq(P,Q)(T ) is that the computations can take too long in some cases.
While these issues did not affect our computations in Sections 4.2 and 4.3, they
do now; we are only able to compute data about the generic fiber when we work in
characteristic greater than 3. In characteristics 2 and 3, we instead choose concrete
values for the pole and zero of the shtuka and compute the local information associated
to the corresponding closed fiber of Sht
2,tr
(Γ0(3(0)+(∞))). This is the same strategy
that we will follow in Sections 4.5 and 4.6, for all characteristics.
The data we collected on Sht
2,tr
(Γ0(3(0) + (∞))) is split between Tables 4.4 and
4.5. Table 4.5 is formatted as Table 4.2, but on Table 4.4 there are two differences.
First, we introduce two new columns P and Q for the specific values of pole and
zero that were used in the computations; there αr denotes a generator of F∗r. Note
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that while b2 stays the same if the values of P and Q are modified, this needs not
be true for the other invariants. Secondly, in the “Types” column the notation K×n
represents n fibers of Kodaira type K over the algebraic closure, and we omit n when
it equals one. The tables in the next two sections will be formatted as Table 4.4.
q P Q b2 rk(T) #BF Types
2 1 α4 22 16 4 II× 2, I6, I10
4 1 α4 46 32 6 II× 4, I10, I22
8 1 α8 94 64 10 II× 8, I18, I46
3 1 2 34 24 14 I8, I16, I1 × 12
9 1 2 106 72 38 I20, I52, I1 × 36
even q 12q − 2 8q q + 2 II× q, I2q+2, I6q−2
odd q 12q − 2 8q 4q + 2 I2q+2, I6q−2, I1 × 4q
Table 4.4: Invariants of Sht
2,tr
(Γ0(3(0) + (∞))), part 1
q b2 rk(T) #BF Types
5 58 40 22 (I12, 1), (I28, 1), (I1, 10), (I1, 10)
7 82 56 30 (I16, 1), (I40, 1), (I1, 14), (I1, 14)
11 130 88 46 (I24, 1), (I64, 1)(I1, 22), (I1, 22)
q 12q − 2 8q 4q + 2 (I2q+2, 1), (I6q−2, 1)(I1, 2q), (I1, 2q)
Table 4.5: Invariants of Sht
2,tr
(Γ0(3(0) + (∞))), part 2
In particular Sht
2,tr
(Γ0(3(0) + (∞))) is a K3 surface when q = 2.
Conjecture 4.4.1. Let q be a prime power and let Sq := Sht
2,tr
(Γ0(3(0)+(∞))) over
F := Fq(P,Q). Then
1) pa(Sq) = q.
2) b2(Sq) = 12q − 2.
3) The trivial lattice of Sq has rank 8q.
4) If q is even, then Sq has q+ 2 singular fibers over F : one of type I2q+2 at 1, one
of type I6q−2 at 0, and q of type II.
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5) If q is odd, then Sq has 4q + 2 singular fibers over F : one of type I2q+2 at −1,
one of type I6q−2 at 0, and 4q of type I1.
4.5 N = 2(0) + (1) + (∞)
Consider the divisor N = 2(0) + (1) + (∞) of P1. The moduli space of shtukas
Sht
2,tr
(Γ0(2(0) + (1) + (∞))) is birational to a hypersurface of P1×P1×P1 described
by a polynomial of multidegree (2, 2, q), with singular subscheme of dimension 0.
Lemma 4.1.6 implies that the arithmetic genus of Sht
2,tr
(Γ0(2(0) + (1) + (∞))) is
bounded above by q, which agrees with the value suggested by experimental data,
recorded in Table 4.6.
q P Q b2 rk(T) #BF Types
2 3 2 22 15 5 II× 2, I6 × 2, I4
4 5 4 46 31 7 II× 4, I10 × 2, I12
8 9 8 94 63 11 II× 8, I18 × 2, I28
3 4 3 34 23 15 I8 × 2, I8, I1 × 12
5 6 5 58 39 23 I12 × 2, I16, I1 × 20
7 8 7 82 55 31 I16 × 2, I24, I1 × 28
9 10 9 106 71 30 I20 × 2, I32, I1 × 36
11 2 3 130 87 47 I24 × 2, I40, I1 × 44
even q 12q − 2 8q − 1 q + 3 II× q, I2q+2 × 2, I4q−4
odd q 12q − 2 8q − 1 4q + 3 I2q+2 × 2, I4q−4, I1 × 4q
Table 4.6: Invariants of Sht
2,tr
(Γ0(2(0) + (1) + (∞)))
Notice that Sht
2,tr
(Γ0(2(0) + (1)(∞))) is a K3 surface when q = 2.
Conjecture 4.5.1. Let q be a prime power and let Sq := Sht
2,tr
(Γ0(2(0)+(1)+(∞)))
over F := Fq(P,Q). Then
1) pa(Sq) = q.
2) b2(Sq) = 12q − 2.
3) The trivial lattice of Sq has rank 8q − 1.
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4) If q is even, then Sq has q+ 3 singular fibers over F : two of type I2q+2 at 0 and
1, one of type I4q−4 at ∞, and q of type II.
5) If q is odd, then Sq has 4q+ 3 singular fibers over F : two of type I2q+2 at 0 and
1, one of type I4q−4 at ∞, and 4q of type I1.
4.6 Multiplicity one
In this section we treat the remaining case, where N is a divisor of P1 consisting on
four distinct degree 1 points appearing with multiplicity one. If q is odd we take
N = (0) + (1) + (−1) + (∞), and if q > 2 is even we take N = (0) + (1) + (αq) + (∞),
where αq generates F∗q. We can find a birational model for Sht
2,tr
(Γ0(N)) as a
hypersurface of P1 × P1 × P1 cut down by a polynomial of multi–degree (2, 2, q + 1);
this model has a zero dimensional singular subscheme. Therefore the arithmetic genus
of Sht
2,tr
(Γ0(N)) is at most q + 1, and our data suggests that equality always hold.
We present the invariants of Sht
2,tr
(Γ0(N)) for small values of q in Table 4.7.
q P Q b2 rk(T) #BF Types
4 α16 α
2
16 58 38 9 II× 5, I10 × 4
8 α28 α
3
8 106 70 14 III, II× 8, I2, I16, I18 × 3
3 α9 α
2
9 46 30 20 I8 × 4, I1 × 16
5 2 α25 70 46 28 I12 × 4, I1 × 24
7 2 4 94 62 36 I16 × 4, I1 × 32
9 α9 α
2
9 118 78 44 I20 × 4, I1 × 40
11 2 4 142 94 52 I24 × 4, I1 × 48
even q > 2 12q + 10 8q + 6
odd q 12q + 10 8q + 6 4q + 8 I2q+2 × 4, I1 × (4q + 4)
Table 4.7: Invariants of Sht
2,tr
(Γ0(N)), for N a squarefree divisor
Note that Sht
2,tr
(Γ0(N)) is never a rational or K3 surface in this case.
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Conjecture 4.6.1. Let q be a prime power and let Sq := Sht
2,tr
(Γ0(N)) over
the field F := Fq(P,Q), where N = (0) + (1) + (−1) + (∞) if q is odd and
N = (0) + (1) + (αq) + (∞) if q > 2 is even. Then
1) pa(Sq) = q + 1.
2) b2(Sq) = 12q + 10.
3) The trivial lattice of Sq has rank 8q + 6.
4) If q is odd, then Sq has 4q + 8 singular fibers over F : four fibers of type I2q+2
at 0, 1,−1 and ∞, and 4q + 4 of type I1.




b2(Sq) = rank (T ) + rank MW(E) + 4#{cusp forms of level Γ0(N)},
whereE denotes the base change of the generic fiber E of Sq to the algebraic closure.
On the other hand, it follows from (Deligne and Flicker, 2013, Proposition 7.1) that
there are q cusp forms for GL2 over Fq(T ) with level Γ0(N). Hence, using our
conjectured formulas for b2(Sq) and rank(T ), we can solve for the Mordell–Weil rank
of the generic fiber of Sq, obtaining
rank MW(E) = (12q + 10)− (8q + 6)− 4q = 4.
We can therefore conjecture that the generic fiber of Sq has Mordell–Weil rank 4 over
Fq, independently of q.
4.7 Future work
We would like to provide proofs for the conjectures we made in this chapter about
invariants of Sht
2,tr
(Γ0(N)). Lemma 4.1.6, or a generalization of it for complete
intersections inside products of projective spaces, would immediately confirm the
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claims about the value of the arithmetic genus and the Betti number b2, provided
that we could find smooth models for Sht
2,tr
(Γ0(N)). An alternative would be to
find models with mild singularities and study the effect of these singularities on the
arithmetic genus.
Providing a general proof of the claims about the remaining invariants seems
harder, since computing them requires to know the generic fiber of the elliptic fibration
of A, and our experiments show that the coefficients of this generic fiber tend to be
rather involved elements of Fq(P,Q)(T ).
Finally, we would like to study Tate’s conjecture for the surfaces Sht
2,tr
(Γ0(N))
treated in this chapter. For example, in the case where N = (0) + (1) + (−1) + (∞)
for odd q, we would prove the conjecture if we were able to find 4 generators of the
free part of the Mordell–Weil group of the generic fiber of Sht
2,tr
(Γ0(N)); the fact
that the expected rank does not depend on q suggests that these generators might
be independent of q as well. To approach the conjecture in the remaining cases we
would first need a formula for the number of cusp forms for GL2 over Fq of level Γ0(N)
where N has points appearing with multiplicity greater than one, since those cases
are not covered by (Deligne and Flicker, 2013); then we could again predict the rank
of the generic fiber of Sht
2,tr
(Γ0(N)) and search for generators of its free subgroup.
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Chapter 5
Elliptic Curves and Modularity
5.1 Elliptic Curves over Function Fields
In this section we recall the definition and some basic properties of elliptic curves
defined over a field K, with an emphasis on the case where K is a function field with
finite field of constants. We base our exposition on (Silverman, 2009), (Ulmer, 2011),
and (Ulmer, 2004).
Definition 5.1.1. An elliptic curve E defined over a field K is a smooth, projective
curve of genus 1 over K with a distinguished rational point O ∈ E(K), called the
point at infinity.
In practice, it is often more convenient to work with an explicit equation for E.
Using the Riemann–Roch theorem, one can show that E is an elliptic curve if and
only if it is isomorphic to a smooth curve C defined via a Weierstrass equation
C : Y 2Z + a1XY Z + a3Y Z
2 = X3 + a2X
2Z + a4XZ
2 + a6Z
3, ai ∈ K.
The affine points of C are those with nonzero Z, while the point at infinityO = [0, 1, 0]
is the only point on C with Z = 0.
To simplify the notation, we often write the dehomogenized equation
C : y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6, ai ∈ K,
where x = X/Z and y = Y/Z.
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Moreover, as long as the characteristic of K is not equal to 2 or 3, every elliptic
curve E over K can be described by a short Weierstrass equation
E : y2 = x3 + ax+ b, a, b ∈ K.
We can associate to this equation the quantities




, called the j–invariant .
For the definition of these and other quantities associated to a general Weierstrass
equation, see for instance (Silverman, 2009, page 42).
Lemma 5.1.2. A curve given by a Weierstrass equation is nonsingular if and only
if its discriminant is nonzero.
Proof. See (Silverman, 2009, Proposition III.1.4.(a))
We can define a group structure on the points of an elliptic curve E given by
a Weierstrass equation: given P,Q ∈ E, let L be the line through P and Q and
let R be its third point of intersection with E. Then P + Q is defined as the third
point of intersection of E and the line passing through R and the point at infinity.
This operation turns E into an abelian group with identity element O (Silverman,
2009, Proposition III.2.2), and both addition and inversion of elements are given
by rational functions (Silverman, 2009, Algorithm III.2.3). Hence elliptic curves are
abelian varieties of dimension one.
Definition 5.1.3. An isogeny between elliptic curves E1, E2 is a morphism
φ : E1 → E2 such that φ(O) = O.
E1 and E2 are called isogenous if there exists a nonconstant isogeny between them.
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Every nonconstant isogeny is a surjective map of curves, so the induced map on
function fields
φ∗ :K (E2)→K (E1)
is an injection, and we define the degree of φ as the degree of the finite extension
K (E1)/φ
∗(K (E2)). By convention, the degree of the zero isogeny which sends all
points to O is defined as zero.
The set of isogenies from E1 to E2, denoted Hom(E1, E2), is a commutative group
under the operation (φ+ ψ)(P ) = φ(P ) + ψ(P ) for P ∈ E1, φ, ψ ∈ Hom(E1, E2).
If E is an elliptic curve, denote End(E) := Hom(E,E). It is a ring with
addition as above and multiplication given by composition, and it is called the
endomorphism ring of E. The group of units of End(E), denoted Aut(E), is called
the automorphism group of E. If E,E1, E2 are defined over K, we denote by
HomK(E1, E2),EndK(E),AutK(E) the corresponding subgroups of isogenies defined
over K.
The endomorphism groups of elliptic curves are well understood: they can either
be Z, an order in an imaginary quadratic field, or an order in a quaternion algebra,
and the last case is only possible in positive characteristic (Silverman, 2009, Corollary
III.9.4).
Given a nonzero isogeny φ : E1 → E2 of degree m, it can be shown that there
exists a unique isogeny φ̂ : E2 → E1 such that φ̂ ◦ φ = [m], the multiplication by m
map on E1 (see (Silverman, 2009, Theorem III.6.1.(a))). We call φ̂ the dual isogeny
of φ. By convention, the zero isogeny is its own dual.
From now on, we restrict our attention to the case where K is a field of positive
characteristic p. In this case, a very important isogeny to consider is the Frobenius
morphism. Recall that if q = pn and E is an elliptic curve over K given by a
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Weierstrass model with coefficients ai, then E
(q) is the elliptic curve given by the
Weierstrass model with coefficients aqi .
Definition 5.1.4. Let E be an elliptic curve over a field K of characteristic p > 0
and let q = pn. The q–power Frobenius morphism is the natural map from E to E(q)
given by
Frobq : E → E(q)
(x, y) 7→ (xq, yq).
The Frobenius morphism has degree q, and it is an endomorphism when E is
defined over Fq. In this case, the set of points fixed by Frobq is exactly E(Fq). The
dual isogeny of the Frobenius map is called the Verschiebung morphism, denoted Vq.
Note that if E is defined over a function field K over Fq and its j–invariant is not
in Fq, then j(E(q)) = j(E)q differs from j(E), so that E and E(q) are not isomorphic.
Hence, by repeatedly using Frobenius, we see that there are infinitely many non–
isomorphic elliptic curves that are isogenous to E.
Recall that for each positive integer m, E[m] denotes the m–torsion subgroup of
E, that is, the subgroup of points with order a divisor of m.
Definition 5.1.5. An elliptic curve E over a field K of characteristic p > 0 is called
supersingular if E[p] = 0, and ordinary otherwise.
If E is supersingular, then j(E) belongs to Fp2 and End(E) is an order in a
quaternion algebra. If E is ordinary and j(E) ∈ Fp, then End(E) is an order in an
imaginary quadratic field. Finally, if j(E) is transcendental, then End(E) = Z (see
(Silverman, 2009, Theorem V.3.1 and Exercise V.5.8)).
Suppose now that K = Fq. Recall that the zeta function of a variety V over K is
defined as










and that the ζ–function of V is
ζ(V, s) := Z(V, q−s).
The Weil conjectures (Weil, 1949) tell us that Z(V/Fq;T ) belongs to Q(T ), and that
it can be expressed as a quotient
Z(V/Fq;T ) =
P1(T ) · · ·P2N−1(T )
P0(T ) · · ·P2N(T )
,
where N is the dimension of V and the Pi(T ) are polynomials with integer coefficients,




(1− αijT ), with |αij| = qi/2.
In particular P0(T ) = 1− T and P2N(T ) = 1− qNT . The degree bi of Pi(T ) is called
the ith Betti number of V .





1− aT + qT 2
(1− T )(1− qT )
,
where a = q + 1−#E(Fq) (Silverman, 2009, Theorem V.2.4 and Remark V.2.6).
For the rest of this section, we will only consider the case where K is a function
field. More concretely, fix a prime p, q = pn, and let K = Fq(X) be the function field
of a smooth, projective, geometrically irreducible curve X over Fq of genus g := gX .
Under these hypotheses, there is an analogue of the Mordell–Weil theorem, which
was proved by Lang and Néron:
Theorem 5.1.6. Fix K as above and let E be an elliptic curve defined over K. Then
the Mordell–Weil group E(K) of E is a finitely generated abelian group.
Proof. See (Ulmer, 2011, Lecture 1, Theorem 5.1) for a sketch of the argument, or
(Lang and Néron, 1959) for the full proof.
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Definition 5.1.7. Let E be an elliptic curve over K. Then we say that
(1) E is constant if there is an elliptic curve E0 defined over Fq such that
E ' E0 ×Fq K or, equivalently, if E can be defined by a Weierstrass equation
with coefficients in Fq.
(2) E is isotrivial if there exists a finite extension L of K such that E ×K L is
constant over L.
In particular, note that all constant elliptic curves are isotrivial.
Lemma 5.1.8. An elliptic curve E over K is isotrivial if and only if the j–invariant
j(E) belongs to Fq.
Proof. By definition, E is isotrivial if and only if there exists a finite extension L of K
such that E is isomorphic over L to an elliptic curve E0×Fq L, for an elliptic curve E0
defined over Fq. But two elliptic curves become isomorphic over a finite extension if
and only if the have the same j–invariant (Silverman, 2009, Proposition III.1.4.(b)).
Hence E is isotrivial if and only if j(E) ∈ Fq.
Example 5.1.9. Fix a prime p ≥ 5 and let K = Fp(T ) Then
E1 : y
2 = x3 + T 6 is constant,
E2 : y
2 = x3 + T is isotrivial but not constant, and
E3 : y





Both E1 and E2 have j–invariant 0, while E3 has j–invariant T .
Let E be an elliptic curve over K. For each place v of K, choose a minimal integral
model for E at v:
y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6,
that is, a model with coefficients in the ring of integers Ov of Kv and such that the
v–valuation of its discriminant is minimal among these models.
Define the reduced curve Ev by the equation
y2 + ā1xy + ā3y = x
3 + ā2x
2 + ā4x+ ā6,
71
where āi is the reduction of ai modulo v.
Definition 5.1.10. There are three possible reduction types for E at v:
1) If Ev is a smooth cubic, we say that E has good reduction at v.
2) If Ev is a nodal cubic, we say that E has multiplicative reduction at v. If the
slopes of the tangent lines at the nodes belong to the residue field κ(v) we say
that the reduction is split multiplicative; otherwise it is nonsplit multiplicative.
3) If Ev is a cuspidal cubic, we say that E has additive reduction at v.
Now we can make the definitions required to write the L–function of E. First,
define an integer av by
av =

qv + 1−#Ev(κv) if E has good reduction at v,
1 if E has split multiplicative reduction at v,
−1 if E has nonsplit multiplicative reduction at v,
0, if E has additive reduction at v





0 if E has good reduction at v,
1 if E has multiplicative reduction at v,
2 + δv if E has additive reduction at v.
Each δv is 0 when p ≥ 5, and a computable nonnegative integer when p = 2 or 3
(Silverman, 1994, Section IV.10). The degree of the conductor is deg n =
∑
v nv.
The L–function of E is defined by the Euler product
L(E, T ) =
∏
v-n
(1− avT deg v + qvT 2deg v)−1
∏
v|n
(1− avT deg v)−1,
and we denote L(E, s) := L(E, q−s).
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When E = E0×FqK is a constant elliptic curve, L(E, s) can be expressed in terms

















is a rational function in q−s of degree 4gX−4, and we can deduce from the properties
of the ζ–functions that L(E, s) extends to a meromorphic function of s with poles on
the lines Re(s) = 1/2 and Re(s) = 3/2 and zeros on the line Re(s) = 1, and that it
satisfies a funcional equation relating its values at s and 2− s (Ulmer, 2011, Lecture
1, Exercise 9.2).
This result can be extended to the case of nonconstant elliptic curves.
Theorem 5.1.11. Let E be a nonconstant elliptic curve over K with conductor n.





where the αi are algebraic integers having absolute value q in every complex embedding.
Moreover, the collection of inverse roots αi is invariant under αi 7→ q2/αi, L(E, s)
satisfies a functional equation relating its values at s and 2 − s, and the zeros of
L(E, s) lie on the line Re(s) = 1.
Proof. See (Ulmer, 2011, Lecture 4).
Remark 5.1.12. In the situation of the theorem, if gX = 1 and E has good reduction
everywhere, then L(E, s) is a polynomial of degree 4gX − 4 + deg n = 0. Since we
have normalized the definition so that L(E, s) always has constant term 1, it follows
that L(E, s) = 1.
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5.2 Two Notions of Modularity
If E is an elliptic curve over Q of conductor N , then we can give two definitions of
what it means for E to be modular :
1) Analytic modularity: There exists a modular form f of weight 2 and level
Γ0(N) such that L(E,χ, s) = L(f, χ, s) for every Dirichlet character χ.
2) Geometric modularity: There exists a parametrization X0(N)→ E defined
over Q.
It turns out that both definitions are equivalent, and a hard theorem proved by
Taylor and Wiles on the semistable case ((Wiles, 1995), (Taylor and Wiles, 1995))
and extended to all elliptic curves by Breuil, Conrad, Diamond and Taylor (Breuil
et al., 2001) states that every elliptic curve defined over Q is modular.
The above modularity statements for Q can be adapted to the case of elliptic curves
over a function field K. In this context the relation between the two statements is
more complicated, but analogous versions of both of them have been proven.
5.2.1 Analytic Modularity
Let AK be the ring of adèles over K, OK the subring of everywhere integral adèles,
and U ⊂ GL2(OK) a finite index subgroup. Fix embeddings Q ↪→ C and Q ↪→ Q` for
some prime ` 6= p. An automorphic form f is a function
f : GL2(OK)\GL2(AK)/U → Q.
The group U plays the role of the level in the classical case, and the most interesting
cases are when U equals the analogues of the congruence subgroups Γ0(N) or Γ1(N),
for N an effective divisor on X. There is also an analogue of the weight, defined as
follows. Let ψ : A∗K/K∗ → Q` be an idèle class character. We say that an automorphic
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form f has central character ψ if f(zg) = ψ(z)f(g) for all z in the center of GL2(AK)
and all g ∈ GL2(AK). In particular, when ψ = | · |−k, where | · | denotes the adelic
norm and k is a positive integer, f is analogous to a classical weight k modular form.
As in the classical case, to an automorphic form f we can associate a complex–
valued L–function L(E, s) of a complex variable s. (Weil, 1971) proved a converse
theorem that roughly states that any Dirichlet series S satisfying certain analytic
conditions (in particular, that enough twists of S by finite order characters satisfy
functional equations) is the L–function of an automorphic form on GL2.
For E an elliptic curve over K, Grothendieck’s study of L–functions shows that
L(E, s) is meromorphic and its twists by finite order characters satisfy functional
equations. Later, (Deligne, 1972) verified that the hypotheses of Weil’s converse
theorem hold for L(E, s), which implies that there exists an automorphic form fE
such that L(E,χ, s) = L(fE, χ, s) for all finite order idèle class characters χ, hence
giving an analytic modularity statement in the function field case. This automorphic
form fE has level Γ0(N) where N is the conductor of E, and central character | · |−2,
which makes it an analogue of a classical weight 2 modular form.
5.2.2 Geometric Modularity
Recall from Section 2.1 that X0(N) denotes the Drinfeld modular curve, which
parametrizes Drinfeld modules of rank 2 with a Γ0(N) level structure.
Theorem 5.2.1. Let K be a function field and let E be an elliptic curve over K of
conductor N + (∞) such that E has split multiplicative reduction at ∞. Then there
is a nonconstant map X0(N)→ E, defined over K.
Proof. We sketch a proof following (Brown, 1994, Theorem 4.1). See also Section 8
of (Gekeler and Reversat, 1996).
Let ` be a prime number distinct from the characteristic of K. Since E is not
isotrivial, the associated `–adic representation
ρ : GK → EndZ`(H1ét(E,Q`))
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is irreducible by (Brown, 1994, Theorem 3.1). Therefore by analytic modularity, there
exists a cuspidal admissible representation π of GL2(AK) over Q compatible with ρ
in the sense of Langlands (Jacquet and Langlands, 1970, Theorem 11.3). Drinfeld
then shows that the representation ρ appears as a direct factor of the Galois module
H1ét(X0(N)×KK,Q`). By a result of (Zarhin, 1974), it follows that E is a factor of
the Jacobian of X0(N) up to isogeny, from which we can conclude the theorem.
Remark 5.2.2. Note that if E is non–isotrivial, it must have at least a place of bad
reduction, which we can assume to be ∞ after a change of variables. Then, possibly
after a finite extension of K, E will satisfy the reduction hypothesis at ∞.
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Chapter 6
A Modularity Conjecture for Elliptic
Curves over Function Fields
6.1 The Conjecture
We have seen in Section 5.2.2 that elliptic curves over a function field having
split multiplicative reduction at infinity are modular, in the sense that they admit
a parametrization from a Drinfeld modular curve. We conjecture an alternative
modularity statement that includes elliptic curves without this reduction hypothesis.
In order to state our conjecture, we need to remark a fact that will be justified
later in this section: let K be a function field with characteristic p, ` 6= p be a
prime, E be an elliptic curve over K with conductor N whose associated Galois
representation is irreducible, and denote E := E ×K K and F := Frac(K ⊗Fq K).




Conjecture 6.1.1. Let K be the function field of a smooth, projective, geometrically
irreducible curve X over Fq, where q = pn, and let E be an elliptic curve over
K of conductor N . Assume that the Galois representation associated to E is
irreducible. Then there exists a correspondence between the compactified moduli space
of shtukas Sht
2,0
(Γ0(N)) and the product E×E which induces an isomorphism between
the H1ét(E,Q`) ⊗ H1ét(E,Q`) direct summands of H2ét(Sht
2,0
(Γ0(N)) ×F F ,Q`) and
H2ét(E ×E,Q`) as Galois representations for every prime ` 6= p.
Our definition of corresponcence is an algebraic cycle of codimension 2 on
Sht
2,0
(Γ0(N))× E × E with Q coefficients.
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We devote the rest of this section to explain how this conjecture is derived. The
three main ingredients are Drinfeld’s work on cohomology groups of moduli spaces of
shtukas, the Künneth formula, and the Tate conjecture.
Drinfeld studied the cohomology of moduli spaces of shtukas with Γ(N) level
structure to prove the Langlands Correspondence for GL2 in the function field case
((Drinfeld, 1978), (Drinfeld, 1989)). A consequence of his work is the following result:
Theorem 6.1.2. Let X be a smooth, projective, geometrically irreducible curve over
Fq with function field K, and let N be an effective divisor on X. Let F be the field of
functions of X × X, and denote by F its algebraic closure. Let AK denote the ring
of adèles of K and let J ⊂ A∗K ⊂ GL2(AK) be the subgroup generated by a fixed idèle
of degree one. Denote by Sht
2,0
(Γ0(N)) the compactification of Sht
2,0(Γ0(N)). Then
the cohomology group H2(Sht
2,0




where π runs over the set of cuspidal irreducible representations of GL2(AK) over
Q` containing a Γ0(N)–fixed vector, up to twist, such that the restriction of π to
J is trivial; π̂ denotes the representation dual to π, and ρπ is the two dimensional
representation of the Weil group of K corresponding to π in the sense of Langlands.
Proof. This follows from the “Basic Theorem” in Section 6 of (Drinfeld, 1989).
In particular, if E is an elliptic curve over K of conductor N and whose
associated Galois representation is irreducible, then it follows from this theorem




The second key point is to notice that the Künneth formula implies that
H1(E,Q`)⊗H1(E,Q`) is also a direct summand of H2(E ×E,Q`).
That is, we were able to find a common direct factor in the second cohomology
groups of two surfaces; a consequence of Tate conjecture then suggests the existence
of a correspondence between the surfaces.
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We start by reviewing the conjecture. Let L be a field finitely generated over its
prime field (for example, L could be the function field of a curve X over Fq). Denote
by L an algebraic closure of L, and let GL := Gal(L/L) be the Galois group of the
extension. Fix a prime ` other than the characteristic of L.
Let Y be a smooth projective scheme over L of dimension d, and denote Y :=
Y ×L L. For each 0 ≤ j ≤ d, let Zj(Y ) be the free abelian group generated by the
irreducible closed subvarieties of Y of codimension j. Elements of Zj(Y ) are called
algebraic cycles of codimension j.
Recall that there is a cycle class map
cj : Zj(Y )→ H2j(Y ,Q`(j)),
which associates to each algebraic cycle an étale cohomology class.
Denote by Aj(Y ) the Q–span of the image of the cycle class map cj. Note that the
Galois group GL acts continuously on H
2j(Y ,Q`(j)), and that Aj(Y ) is fixed under
this action. Therefore we get a map
Q` ⊗Q Aj(Y )→ H2j(Y ,Q`(j))GL
induced by the inclusion of Aj(Y ) in H2j(Y ,Q`(j))GL .
Conjecture 6.1.3 (Tate Conjecture T j(Y )). The map
Q` ⊗Q Aj(Y )→ H2j(Y ,Q`(j))GL
is surjective.
Remark 6.1.4. Some cases of the Tate conjecture T j are known (most for j = 1). In
particular, T 1 holds for products of curves, for abelian varieties, and for K3 surfaces
in characteristic not equal to 2. For a discussion of these and other cases, see the
survey papers (Tate, 1994) and (Milne, 2008) and the references collected in them.
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The final ingredient to derive Conjecture 6.1.1 is the following lemma, obtained
as a corollary to the Tate Conjecture.
Lemma 6.1.5. Let Y1, Y2 be smooth projective schemes over Spec(L) of dimension
d satisfying the following hypotheses:
– each Hd(Yi,Q`) contains a direct summand Vi such that V1 is isomorphic to V2
as Galois representations, and
– the Tate conjecture T d(Y1 × Y2) holds.
Then there exists a codimension d correspondence Z between Y1 and Y2 whose
associated cohomology element induces an isomorphism between V1 and V2 as Galois
representations.
In the statement of the lemma, a codimension d correspondence Z between Y1
and Y2 is a codimension d algebraic cycle on Y1 × Y2 with Q` coefficients.
Proof. Let Y1, Y2 be schemes over L satisfying the hypotheses of the lemma. By the
Künneth formula, the tensor product Hd(Y1,Q`(d))⊗Hd(Y2,Q`) is a direct summand
of H2d(Y1 × Y2,Q`(d)).
On the other hand, by Poincaré duality we have an isomorphism
Hd(Y1,Q`(d)) ' HomQ`(Hd(Y1,Q`),Q`),
which allows us to identify
Hd(Y1,Q`(d))⊗Hd(Y2,Q`(d)) ' HomQ`(Hd(Y1,Q`), Hd(Y2,Q`)).
We can extend the isomorphism between V1 and V2 to a homomorphism between
Hd(Y1,Q`) and Hd(Y2,Q`), by sending the complement of V1 to zero. This
homomorphism is invariant under the Galois action, so it is an element Z of
HomQ`(H
d(Y1,Q`), Hd(Y2,Q`))GL ⊆ H2d(Y1 × Y2,Q`(d))GL .
Since T d holds for Y1 × Y2, this element must be a Q`–linear combination of
algebraic cycles of codimension d on Y1 × Y2. By construction, Z induces the desired
isomorphism between V1 and V2.
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Going back to our modularity conjecture, recall that we have found that both
H2(Sht
2,0
(Γ0(N))×FF ,Q`) and H2(E×E,Q`) contain a direct summand isomorphic
to H1(E,Q`) ⊗ H1(E,Q`) as a Galois representation. Then, conditionally on the
validity of the Tate conjecture, we can apply Lemma 6.1.5 with Y1 = E ×E and
Y2 = Sht
2,0
(Γ0(N)) to conclude the existence of a correspondence between them,
with Q` coefficients, which induces an isomorphism of Galois representations between
the H1ét(E,Q`)⊗H1ét(E,Q`) direct summands. Finally, we obtain Conjecture 6.1.1 by
conjecturing that this correspondence has Q coefficients and is independent of `.
6.2 Examples
In this section, we exhibit two examples in which Conjecture 6.1.1 has been verified.
First, recall from Theorem 3.5.3 that, if N is an effective divisor on P1 supported on
degree one points, then Sht2,tr(Γ0(N)) is a rational surface if degree(N) = 3 and an
elliptic surface if degree(N) = 4. Experimental data suggests that Sht2,tr(Γ0(N)) is a
surface of general type if the degree of N is at least 5. Based on this classification,
we decided to focus on the case where degree(N) = 4.
Our computations from Chapter 4 show that Sht2,tr(Γ0(N)) is a K3 elliptic surface
in the following cases:
1) N = 4(0) and q = 3 or 4,
2) N = 2(0) + 2(∞) and q = 2 or 3,
3) N = 3(0) + (∞) and q = 2, and
4) N = 2(0) + (1) + (∞) and q = 2.
Moreover, our predicted formulas for the second Betti number of Sht2,tr(Γ0(N)) would
imply that these are all the K3 examples.
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Computing analytic ranks via Magma, we conclude that, under the Birch and
Swinnerton–Dyer Conjecture, examples (1) and (2) are supersingular K3 elliptic
surfaces, that is, K3 surfaces with Picard number 22 (equal to the second Betti
number). Hence we conclude that there are no elliptic curves with conductorN = 4(0)
over F3(T ) or F4(T ) or with conductor N = 2(0) + 2(∞) over F2(T ) or F3(T ) having
irreducible asociated Galois representation, since there is no room for a copy of
H1(E,Q`)⊗H1(E,Q`) to appear in the second cohomology group of Sht2,tr(Γ0(N)).
However, in the two remaining cases Sht2,tr(Γ0(N)) has Picard number 18, which
means that, up to isogeny, there could be exactly one elliptic curve of conductor N
over F2(T ) satisfying the hypothesis of Conjecture 6.1.1.
Consider first the case where N = 2(0) + (1) + (∞) and q = 2. This example is
due to Elkies and Weinstein (Elkies, 2019); to be consistent with their notation, we
apply a change of variables so that N becomes N = (0) + 2(1) + (∞).
Recall that K3 elliptic surfaces may admit several distinct elliptic fibrations;
however, the authors were not able to identify an elliptic fibration that they could use
to verify the modularity conjecture. Instead, they switched to consider the following
conjugate problem.
Let π = T − 1 be a uniformizing parameter at T = 1. Regard Γ0(π2) as a
subgroup of GL2(F2((π))), and let Z :=
1 0
0 π
. Note that, since q = 2, a generic
matrix of Γ0(π
2) is of the form
1 + aπ b
cπ2 1 + dπ
, with a, b, c, d ∈ F2JπK. Then
Z−1Γ0(π
2)Z = Γ(π) as subgroups of GL2(F2((π))), since1 0
0 π−1
1 + aπ b




1 + aπ bπ
cπ 1 + dπ
 .
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This leads to considering Sht2,tr(Γ0((0)+2(1)
′+(∞))), the moduli space of shtukas
with trivial vector bundle E , and simultaneous level structures Γ0((0) + (∞)) and
Γ((1)). We need to remark here that Theorem 6.1.2 is still true if Γ0(N) is replaced
by a different congruence subgroup Γ. Moreover, if Γ is conjugate to Γ0(N), then
H2(Sht
2,0
(Γ) ×F F ,Q`) and H2(Sht
2,0
(Γ0(N)) ×F F ,Q`) are isomorphic as Galois
representations. Instead of verifying Conjecture 6.1.1 for elliptic curves of conductor
N = (0) + 2(1) + (∞), we prove this related modularity result:
Proposition 6.2.1. Let K = F2(T ) and let E be an elliptic curve over K of
conductor N = (0) + 2(1) + (∞) such that the Galois representation associated to
E is irreducible. Then for each prime ` 6= 2, there exists a correspondence between
the compactified moduli space of shtukas Sht
2,tr
(Γ0((0)+2(1)
′+(∞))) and the product
E × E which induces an isomorphism between the H1ét(E,Q`) ⊗ H1ét(E,Q`) direct
summands of H2ét(E × E,Q`) and H2ét(Sht
2,tr
(Γ0((0) + 2(1)
′ + (∞))) ×F F ,Q`) as
Galois representations.
To write down equations for Sht2,tr(Γ0((0) + 2(1)
′ + (∞))), we can choose the
trivialization of a shtuka E in this space so that the level structures at 0 and ∞ are
respectively 0 and ∞, and one of the basis elements determining the Γ((1)) level
structure is 1; let
x
y
 be the other basis element (note that x 6= y).
Let M(T ) =
a0 + a1T b0 + b1T
c0 + c1T d0 + d1T
 represent an element of the moduli space
Sht2,tr(Γ0((0) + 2(1)
′ + (∞))) with pole P and zero Q. Then the level structures at
0 and ∞ imply that b0 = 0 and c1 = 0, respectively, and at 1 we need to impose the
conditions 
a0 + a1 + b1 = c0 + d0 + d1
(a0 + a1)x+ b1y = x
2
c0x+ (d0 + d1)y = y
2.
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Substracting the last two equations and substituting the first, we obtain that
x2 − y2 = (a0 + a1 − c0)x+ (b1 − d0 − d1)y = (a0 + a1 − c0)(x− y)
or equivalently




















. Substituting in the equation above
and multiplying through by w2 we obtain the equivalent equation
(a0 + a1 − c0)w2 − (a0 + a1 + b1)w + b1 = 0.
Recall that since M(T ) represents a shtuka with pole P and zero Q, we also need





















Without loss of generality, we focus on the affine patch with nonzero u1 and v1






. We use the method from the proof of Theorem
3.5.3 to solve for a0, a1, b1, c0, d0, d1 in terms of the variables u and v. In particular,
a0 = (PQ
2 + PQ)u2 + (P 2Q+ PQ2)(uv + u+ v) + (P 2Q+ PQ)v2, and
a1 = (Q
2 +Q)u2 + (P +Q)uv + (PQ+Q2)u+ (P 2 + P )v2 + (P 2 + PQ)v.
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so that v = u
t−Q
P − t
. In terms of this parameter, Sht2,tr(Γ0((0) + 2(1)
′ + (∞))) is the
surface inside P1t × P1u × P1w cut down by the (dehomogenized) equation
(t+1)(t+Q)u2(w+1)+(P+1)(Q+1)tuw(w+1)+(t+P )(t+Q)u+(t+PQ)(t+P )w = 0.
The projection Sht2,tr(Γ0((0) + 2(1)
′+ (∞))) 99K P1t is a rational morphism whose
generic fiber is a cubic equation in u,w. This is a genus 1 curve and [1 : 0 : 0] is a
rational point on it; hence it is an elliptic curve over P1t . Moreover, it is isomorphic
to the elliptic curve with Weierstrass equation




A1 = (P + 1)(Q+ 1)t,
A2 = (P + 1)(Q+ 1)t(t+ P )(t+Q),




′+(∞))) is a K3 elliptic surface with singular fibers
of Kodaira type I6 at P and Q, type I2 at 1 and PQ, and type IV at 0 and ∞. It
has Picard number 18.
On the other hand, the only elliptic curve over F2(T ) whose conductor equals
N = (0) + 2(1) + (∞) is, up to isogeny,
ET : y
2 + (T + 1)xy = x3 + T 2x2 + T 3x.
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The Kummer surface Km(EP×EQ) associated to EP×EQ is also a K3 elliptic surface
with Picard number 18. By studying the Néron–Severi lattices of both surfaces, it can




We then define a variety Z via the fibered product diagram




′ + (∞))) Km(EP × EQ).
Since the maps Sht
2,tr
(Γ0((0) + 2(1)
′ + (∞))) → Km(EP × EQ) and EP × EQ →




′ + (∞))), which concludes the proof of Proposition 6.2.1.
Now let N = 3(0) + (∞) and q = 2. This example was studied in collaboration
with Elkies and Weinstein. Up to isogeny, the only elliptic curve over F2 having this
conductor is
ET : y
2 + Txy = x3 + T 5,
and, as in the previous example, the Kummer surface Km(EP × EQ) is a K3 elliptic
surface with Picard number 18.
Again, instead of working with Sht2,tr(Γ0(N)) directly, we work with a conjugate




. Recall that Z−1Γ0(π2)Z = Γ(π) as subgroups of GL2(F2((π))).
Define the subgroup Γ0(3(0)
′) := Z−1Γ0(π
3)Z, which consists of matrices of the
form
1 + aπ bπ
cπ2 1 + dπ
 with a, b, c, d ∈ F2JπK. We will work with the moduli space
Sht2,tr(Γ0(3(0)
′+ (∞)) which parametrizes shtukas with trivial vector bundle, Γ0(∞)
level structure, and Γ0(3(0)
′) level structure, and in analogy with Proposition 6.2.1,
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we will prove the existence of a correspondence between Sht
2,tr
(Γ0(3(0)
′ + (∞)) and
EP × EQ.
Let M(T ) =
a0 + a1T b0 + b1T
c0 + c1T d0 + d1T
 denote a shtuka over an Fq–ring A. The new
level structure at 0 consists of a vector w ∈ A[π]/(π) and a vector z ∈ A[π]/(π2) such
that M((0))w = wq mod π, M(2(0))z = zq mod π2, and {w, z mod π} are linearly
independent.
We choose our trivialization so that the level structure at ∞ is ∞ and so that
z = π mod π2. Then the level structures impose the conditions
c1 = 0
b0 = 0
a0 + b1 = d0
c0w
q + d0w
q−1 − a0 = 0.
Assume that the shtuka represented by M(T ) has pole P−1 and zero Q−1 (this






















Consider the affine patch with nonzero u1 and v1 and relabel u0, v0 as u, v. Then

























In terms of the parameter t, Sht2,tr(3(0)′ + (∞)) has generic fiber
y2 + txy = x3 + t2(t+ P )2(t+Q)2x.
This shows that Sht
2,tr
(3(0)′ + (∞)) is a K3 elliptic surface with Picard number 18,
with four singular fibers: two of Kodaira type I4 at P and Q and two of type I1∗ at
0 and ∞.
Finally, using the same technique as in the previous example, we can construct a
64 to 1 map from Sht
2,tr
(3(0)′ + (∞)) to Km(EP × EQ), from which we deduce the
existence of a correspondence between Sht
2,tr
(3(0)′ + (∞)) and EP × EQ.
6.3 Future Work
We would like to find more evidence to support our modularity conjecture, possibly
by constructing explicit correspondences as the ones presented in Section 6.2. Even
when the base curve is P1, this will require new techniques, since our data from
Chapter 4 indicates that the only cases where Sht2,tr(Γ0(N)) is a non–supersingular
K3 elliptic surface are when N = 2(0) + (1) + (∞) or N = 3(0) + (∞).
We would also like to verify Conjecture 6.1.1 for examples in which the base
curve X is an elliptic curve, once we have developed explicit equations for the moduli
spaces of shtukas in that case. As we remarked at the end of Section 3.6, in that
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situation there are nonconstant elliptic curves over X with irreducible associated
Galois representation and that have good reduction everywhere, which makes it
impossible for them to admit a surjection from the Drinfeld modular curve. We
would be specially interested on verifying the conjecture for examples of this kind.
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Ulmer, D. (2004). Elliptic curves and analogies between number fields and function
fields. In Darmon, H. and Zhang, S.-W., editors, Heegner Points and Rankin
L–Series, volume 49 of MSRI Publications, pages 285–315. Cambridge University
Press.
Ulmer, D. (2011). Elliptic curves over function fields. In Popescu, C., Rubin, K.,
and Silverberg, A., editors, Arithmetic of L–functions, volume 18 of IAS/Park City
Mathematics Series, pages 211–280. American Mathematical Society.
92
Weil, A. (1949). Numbers of solutions of equations in finite fields. Bulletin of the
American Mathematical Society, 55:497–508.
Weil, A. (1971). Dirichlet Series and Automorphic Forms, volume 189. Springer–
Verlag, New York.
Wiles, A. (1995). Modular elliptic curves and Fermat’s last theorem. Annals of
Mathematics, 141(3):443–551.
Zarhin, J. G. (1974). Isogenies of abelian varieties over fields of finite characteristic.
Mathematics of the USSR-Sbornik, 24:451–461.
93
CURRICULUM VITAE
94
95
96
97
