Abstract: This paper considers a thermomechanical model of shape memory alloys (SMA). This new model takes into account the non-isothermal character of the phase transformations, as well as the existence of the intrinsic dissipation. For the governing equations we prove existence, uniqueness and regularity in certain well chosen functions spaces.
INTRODUCTION
The thermomechanical model studied in this paper will be published in [1] , but a description of it can also be found in [2] . A variant which neglects the intrinsic dissipation was studied in [3] and [4] . The newest model from [1] is also founded on a free energy which is a convex function with respect to the strain and to the martensitic volume fraction and concave with respect to the temperature. In the circular cylindrical case, uniqueness of solutions in a large class of spaces, as well as their existence in the space of continuous functions were established in [5] and [2] . In the present work we prove existence, uniqueness and regularity of solutions in various functions spaces for the circular cylindrical case. The needed prerequisites (notation and results) can be found in [5] and [2] .
In the circular cylindrical case, the given axial stress or, the martensitic volume fraction The system (T) is initially considered for unknown functions 3, 0,£: J -R having at least lateral derivatives on J, since they should satisfy (K), (8) with respect to these ones.
If 13 is strictly increasing on some open subinterval Jo C J, then' {t c Jo lf (t) > 0} is dense in Jo, and so a = o+ = p(To -Ta + 0 + #AT) + q on Jo, by (8) . It follows that a should have lateral derivatives on Jo. This poses a serious compatibility problem for our system if the given ar does not have lateral derivatives (e.g. if ar is continuous but nowhere differentiable).
2. If ar is such that fb(to) > 0 and 13(to) = 1, then 18 cannot be differentiable at to, since ,1 < 1. This may happen even if ar is analytic on J and so 3 can be less regular than ar.
This is the reason to insist on lateral differentiability.
3. There exist strictly increasing continuous functions u J -* R, such that fo i(s) ds = 0 54 u(t) -u(0) for every t > 0. Since the usual derivative sometimes fails to characterize continuous and almost everywhere differentiable functions, its presence in (7) may not guarantee the uniqueness of solutions. 4. Since for arbitrary given ar a pronounced non-differentiability of solutions may occur, it would be natural to study (T) in the space C(J) of all real continuous functions on J, with the derivative in the sense of distributions. This is related to serious difficulties: what is the meaning of l,8I in (K) and of 13(t) in (8), if, is a distribution but not a function?
In order to remove the derivatives of 13 from (8), we introduced in [5] a new notion. A point t C JO (JO an interval) is said to be an increment point for u e C(Jo), if and only if for every neighborhood Vof t, we have t1 < t2 and u(tl) < u(t2) for some tl, t2 C VOn Jo. Let The system (T) may be considered for any of the functions spaces and derivatives listed below (see [5] for the definition of an abstract derivation structure X(J) and the corresponding system (T)x(J)).
List offunctions spaces and associated derivatives: [5] , Proposition 6.1). For simplicity, we will write a, y, Ur, Vr instead of ao, y0, U?, V?, when no confusion can arise or when distinction is not important. These operators are useful in the study of (T)x(J) on intervals of monotonicity for /B. If J0 is such an interval, we always take Fo as in (1) . If Fo = F, we also use the notations a+, y +, U+, V+. We shall need the following three results proved in [2] (Lemma 2.1 and Propostions 2.1 and 2.2). Lemma 1. For every co C C(Jo), set A+(co) = {vC C(Jo) v(r) > 0, v > co, Urv is increasing} and define w: -Jo R, w(t) = inf{v(t) v C A+ (c)}. Then wC A+(wo), w(r) = max(wo(r), 0), M+(Urw) C (w c-) 1({0}).
Note that w = minA+(co) with respect to the pointwise order relation on C(Jo).
Therefore, we call w the SMA-optimal function for co. 
Regularity ofthe SMA-Optimal Function
In this section we shall consider Ur : C(Jo) --C(Jo) (Jo interval with r = min Jo), a given co C C(Jo), the optimal function w := minA+ (co), and u := Urw. It is important to note that w(t) = co(t) whenever t C M+(u). Proof. Let N(w) and N(w) denote the sets of points where c and w are not differentiable. It suffices to show that N(w) \ N(cw) is at most countable. By Lemmas 2 and 3, we deduce that each a C N(w) \ N(w) must belong to the boundary of some maximal non-degenerate subinterval of la, on which u is constant (Ia is maximal with this property). Since by Lindeloff's theorem, the set of all such intervals is at most countable, the conclusion follows immediately. O Lemma 5. If co is forward-analytic at a C JO, then so is w.
Proof. Fix a C JO, such that co is forward-analytic at a. We need to consider two cases: As co is forward-analytic at a, the map co -w, must be analytic and monotonic on some We next show that (w-Wa) [ conclude that w is forward-analytic at a. O Lenima 6. If co is backward-analytic at a C J0, then so is w.
Proof. Fix a C Jo, such that co is backward-analytic at a. We need to consider two cases: 
tE [a,b] We need to consider two cases:
1. IfX -Lip(I) andL is a Lipschitz constant for o, then (3) shows that yL+Mis a Lipschitz constant for w, and so w C Lip(l) = X. Let us first recall the following result (see [5] , Corollary 5.4). Now let a C X(J) be fixed, such that a(O) = 0. Since every solution of (T)x(J) also satisfies (T)c(J), we deduce that (T)x(J) is compatible if and only if the unique solution (fi, 0) of (T)c(J) (see [2] , Theorem 3.1) satisfies i, 0 C X(J). Hence, for our problem, regularity of solutions (,B, 0 C X(J) whenever or c X(J)) is equivalent to their existence. 
