We study the 0-Hecke algebra of an arbitrary finite Coxeter group, building on work of Norton (J. Austral. Math. Soc. Ser. A 27 (1979) 337). We examine the correspondence between injective and projective modules, extensions between simple modules and (in type A) the structure of induced simple modules.
Introduction
Suppose that W is a Coxeter group, i.e. a group with a presentation of the form W = s 1 , . . . , s n | (s i s j ) m ij = 1 for some integer n and some symmetric n by n matrix (m ij ) with entries in N ∪ {∞} with m ii = 1 and m ij > 1 for i = j . Given a field F and an element q of F, we define the Iwahori-Hecke algebra H q (W ) to be the associative algebra over F with generators S 1 , . . . , S n and relations The algebra H q (W ) has been studied extensively in the case where q is non-zero, especially when W is of type A or B; in these cases, H q (W ) is cellular, and the representation theory is correspondingly well understood; however, this theory breaks down in the case q = 0. In [9] , Norton studied the '0-Hecke algebra' H = H 0 (W ); she classified the irreducible modules, decomposed the algebra into left ideals and described the Cartan invariants. In [2] , Carter studied H in type A, i.e. where W is a symmetric group; he gave the decomposition numbers in this case. Krob and Thibon have also studied H in type A, giving a representation-theoretic interpretation of non-commutative symmetric functions [6] ; this builds on earlier work of Duchamp et al. in [4] . Duchamp et al. take this work further in [3] , and that case prove some of the results in this paper. The author is grateful to the referee for pointing this reference out. In this paper we study the representation theory of H for W an arbitrary finite Coxeter group; we shall show that H is Frobenius, and classify those W for which H is symmetric. We calculate Ext 1 H (M, N ) for simple modules M and N, and finally we provide a 'branching rule' which describes (the submodule lattice of) a simple module induced from a 0-Hecke algebra of type A n−1 to a 0-Hecke algebra of type A n .
Background and notation
From now on, we fix an arbitrary field F and an arbitrary finite Coxeter group W (with presentation as above), and write H = H 0 (W ). We write l for the length function on W (in terms of the generators s 1 , . . . , s n ). Basic facts about H can be found in Chapter 1 of Mathas's book [8] . Essential facts about finite Coxeter groups can be found in [5] ; in particular, we shall use the Deletion and Exchange Conditions [5, Section 1.7] as well as the classification of finite Coxeter groups (with the notation of [5] ).
We make a slight change of notation for H, writing T i for −S i . This simply has the effect of removing the minus signs from the presentation of H given above (and from most of the rest of this paper). We have the following. [8, Lemma 1.12 and Theorem 1.13] ). H has a basis {T w | w ∈ W } with T s i = T i and
Theorem 2.1 (Mathas
for all i = 1, . . . , n and all w ∈ W . [9, Section 3] ). Given a subset J of {1, . . . , n}, let M J be the Hmodule with basis {x} and H-action given by
Theorem 2.2 (Norton
Then {M J | J ⊆ {1, . . . , n}} is a complete set of irreducible modules forH.
Finite Coxeter groups
Let W be a finite Coxeter group, and G the Coxeter graph of W. Since W is finite, it has a unique longest element, which we denote w 0 . We shall use the following lemma repeatedly, often without comment. [5, Section 1.8] ). For any w ∈ W , we have l(ww 0 ) = l(w 0 w) = l(w 0 ) − l(w). In particular, w 0 is an involution.
Lemma 2.3 (Humphreys
It will be useful later to describe the automorphism of W induced by conjugation by w 0 . It does not seem likely that the following result is new, though the author has been unable to find it in the literature. 
Proof. We have
so that w 0 s i w 0 = s (i) for some . must be an automorphism of G (as a labelled graph), since m ij is the multiplicative order of s i s j . Furthermore, since W is the direct product of the Coxeter groups corresponding to the connected components of G, must fix each connected component set-wise. So we may assume that W is irreducible. The cases listed are precisely those for which all the degrees of (the elementary invariant polynomials of) W are even [5, Section 3.7] . In these cases, we have by Humphreys [5, Corollary 3.19 ] that w 0 maps to −I in the standard reflection representation of W. Since this representation is faithful, w 0 must be central. In the remaining cases, it is easy to find some s i with which w 0 does not commute. Hence conjugation by w 0 induces a non-trivial automorphism of G; by checking the Coxeter graphs in these cases, it may be verified that there is a unique non-trivial automorphism of G in each case.
Automorphisms of H and duality
In this section, we describe some automorphisms and anti-automorphisms of H, and examine the induced self-equivalences of the module category of H. We begin with a lemma which we shall use several times; it appears in the proof of [9, Lemma 4.3] . 
In particular, we have
Proof. This is a simple induction on n.
Proposition 3.2.
• There is an automorphism of H defined by
• There is an anti-automorphism of H defined by
for all i. Furthermore, , and commute and each has order 1 or 2.
Proof. It is trivial that 2 , 2 and 2 are all the identity map, and in particular that , and are all invertible; it is also clear that they commute. It remains to verify the defining relations of H, which is routine for and . For , we have
while the braid relations follow from Lemma 3.1.
The involution is also discussed in [6] . Now suppose M is an H-module. We define M to be the module with the same underlying vector space as M, and with action
for h ∈ H and m ∈ M. We define M to be the module with the same underlying vector space as M, and with action
We also define M to be the module to be the vector space dual to M with H-action given by
H HH H
• H. 
We shall find a basis for H which gives the same H-action. Given w ∈ W , let s i 1 ...s i r be any reduced expression for w, and define
As pointed out in the proof of [9, Lemma 4.3], X w does not depend on the reduced expression chosen: since any reduced expression for w can be transformed into any other by means of the braid relations, we can apply Lemma 3.1. To show that {X w | w ∈ W } is a basis for H, we prove linear independence: if w∈W w X w = 0, take w 1 of maximal length such that w 1 = 0. Then when we express w∈W w X w in terms of the basis {T w }, we find that the coefficient of T w 1 is w 1 ; contradiction.
It remains to prove that 
We must show that for any 0 = h ∈ H, there are j, k ∈ H such that (j h) and (hk) are non-zero. Express h in terms of the basis {T w }, and let w be an element of maximal length such that T w occurs with non-zero coefficient. Now define j = T w 0 w −1 and k = T w −1 w 0 . We claim that jT w = T w 0 = T w k, while (j T x ) = 0 = (T x k) for any x = w with l(x) l(w), which is sufficient. To prove the claim, we notice that for any x, y ∈ W , T x T y is of the form T z , where l(x) l(x) + l(y), with equality if and only if l(xy) = l(x) + l(y) (in which case z = xy).
Remark. Proposition 4.1 is proved in type A in [3] .
H is not necessarily symmetric, but it is 'quasi-symmetric' in the following sense. 
Hence, if x = u j t . . . u j 1 w 0 we have
Conversely, suppose that
. . T u r T x .
Let j 1 < · · · < j t be those values of j for which Now we discuss the consequences for injective and projective modules. Given an Hmodule M, let P (M) and I (M) denote its projective cover and injective hull, respectively.
Proposition 4.5. H is self-injective, with

P (M J )I ( M J )
for all J ⊆ {1, . . . , n}. Hence P • P for any projective H-module P.
H is symmetric if and only if each connected component of G is of one of the types listed in Proposition 2.4.
Proof. Since H is Frobenius, it is self-injective [1, Proposition 1.6.2]. Hence P = P (M J ) is isomorphic to the injective hull of some simple module. Let e be an idempotent such that P (M J )He (Norton [9] describes such an idempotent explicitly). Then H(e) P P ( M J ). Also, soc(P )e is a left ideal in H and so there is some x ∈ soc(P ) such that
and we must have soc(P ) M J .
Since
, we find that any projective module is self-dual. Proposition 4.2 says that H is symmetric when is the identity; on the other hand, for a symmetric algebra, P (S)I (S) for a simple module S, so H is not symmetric when is not the identity.
Remark. The correspondence between injective and projective modules also follows (once we have self-injectivity) from [9, Lemma 4.23], in which the socle of each indecomposable left ideal of H is found explicitly.
Extensions of simple modules
In this section, we calculate the space Ext 1 H (M, N ) for simple H-modules M and N. Since all simple H-modules are one-dimensional, the easiest way to do this is simply to classify two-dimensional modules. This gives the following result (which is also proved, in type A, in [3] ).
• neither of J and K is contained in the other, and • for any j ∈ J \K and k ∈ K\J , we have m jk 3, and 0 otherwise.
Proof. Suppose we have a two-dimensional module M which is an extension of M J by M K . Let {e 2 } be a basis for a submodule isomorphic to M K , and extend to a basis {e 1 , e 2 } for M. If we let J i = 1(i ∈ J ) and K i = 1(i ∈ K), then T i acts on M by the matrix
for some a i . We must check the defining relations of H. The fact that T i is idempotent simply means that a i = 0 whenever J i = K i . Now we check the braid relations
If either J j = K j or J k = K k then one of A j , A k is either 0 or the identity matrix, and the braid relation is immediate. In the case where 
. .
Proposition 6.1. {x 0 , . . . , x n } is a basis for M. Moreover, for i = 0, . . . , n, the subspace
is a submodule of M, and we have
In particular, M is multiplicity-free.
Proof. Given 1 i n and 0 j n, we have
So x 0 , . . . , x n certainly span M. The fact that M i is a submodule can also be seen from this action, as can the eigenvalues of T 1 , . . . , T n on the quotients M i /M i−1 . These quotients are then seen to be non-isomorphic: if
. . , J n ) with i < j, then we have
So M is multiplicity-free, and has n + 1 composition factors. So dim F M n + 1, and {x 0 , . . . , x n } is a basis.
Remark. The action of T i on M given in the above proof shows that M is a combinatorial module, as defined in [3, Section 2.2].
Further questions
Further questions about 0-Hecke algebras present themselves. Firstly, it would be nice to extend the results of Section 6, and find the structure of an induced simple module in types B and D, or more generally for any embedding of a Coxeter group of rank n − 1 in a Coxeter group of rank n. Calculation of small cases in type B shows that we cannot hope that induced simple modules will be multiplicity free in general, but it does seem plausible that the submodule lattice of an induced simple module is always distributive.
Another natural question is to ask what the centre of H is. It is easy enough to write down a condition in terms of length for a given element of H to be central, but this does not seem easy to apply.
Finally, one would like to know more about the structure of projective modules. It is tempting to wonder whether a result analogous to Martin's conjecture [7] for representations of symmetric groups holds for 0-Hecke algebras: recall that a module is stable if its radical filtration coincides with its socle filtration. In an earlier version of this paper, we conjectured that every indecomposable projective module for a 0-Hecke algebra is stable, and we are grateful to Maud de Visscher for pointing out that this conjecture fails for the Coxeter group of type A 4 . So we make a different conjecture. 
