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1 はじめに
Q学習 [1]を用いたマルチエージェント環境下における協調動
作に関して，他エージェントの内部モデルを知覚せず，行動のみ
の観測で協調を行えるモデルとして長行らの政策推定法が提案
されている [2]．政策推定法は，他エージェントの行動一つひと
つを予測し，それに合わせて自らの行動を決定するといった手法
であるが，大容量の記憶が必須であるという問題も抱えている．
本研究では，少量の記憶容量を必要とし，設計者が意図的に協
調を行えるよう報酬を操作しなくても，エージェント自らが考
え，適切なゴールへ向かうための協調的な行動を獲得する手法
を提案する．ここでは，2体のエージェントが協力して複数ある
重い荷物の中から一つを運ぶ場合を想定する．荷物を運ぶため
に，同じエージェントが同じ荷物の位置に到達することを協調
とし，これを目的とする．
2 提案法
提案法では，他エージェントの行動一つひとつは最終的な目
標を達成するためのプロセスであると考え，重要視しない．重
要であるのは目標であり，それを推定することで自らの協調的
な行動を獲得していく．
まず，自エージェントは時刻 tにおいて他エージェント aの行
動を観測し，図 1に示すゴール gとのなす角度 ，距離 dを用い
て k の g への到達しやすさである優先度（GP：Goal Priority）
を推定する．GP の計算式を式 (1)に示す．
図 1 エージェントとゴールの位置関係
GPt;g;a = (Dirt;g;a +  Dist;g;a +Dirt;g;aDist;g;a)
= (+  + 1) ; (1)
Dirt;g;k = 0:5 (cos  + 1);
Dist;g;k = d
 1; (2)
ここで，;  は角度・距離をどの程度重要であると考えるかの
割合である.特に，どちらが重要ということがなければ，通常は
ともに 1.0でよい．
次に，算出した優先度をもとに，学習率 を用いて自エージェ
ントが考える各ゴールの価値である目標価値（GV：Goal Value）
の更新を行う．
GVt;g = (1  )GVt 1;g +  e(  !GP t;g); (3)
  !
GP t;g = (GPt;g;1; GPt;g;2;    ; GPt;g;n); (4)
ここで，nは他エージェントの数，e()は任意の評価関数であり，
エージェントが行うべき協調に合わせた関数を設定する．また，  !
GP t;g は自分以外の全ての GPt;g;k をもつベクトルである．こ
の目標価値 GVt;g は他エージェントの行動から推定した意図を
反映したものとなっている．
これらの値は毎ステップ更新され，自エージェントのゴール
到達時に利用される．時刻 t に自エージェントがゴール g へ到
達した時，環境から報酬 rg が与えられると同時に，目標価値を
用いて，報酬の解釈を式 (5)で行う．
rt  rt  2GVt;g: (5)
その後，解釈された報酬が Q値の更新式に取り入れられ，協調
行動を獲得していく．
3 計算機シミュレーション
2 次元 (20 × 20) グリッド空間中に，2 体のエージェントと
2 つのゴールが存在する環境を用いる．周囲は壁に囲まれてお
り，エージェントとゴールはランダムに配置される．全てのエー
ジェントが同じゴールに到達することを協調の目的とする．同
じゴールに到達したエピソードを成功エピソードとし，各エピ
ソードでの成功確率，つまり協調の成功率を評価基準とし，エ
ピソードと成功率の推移を比較する．グラフは 100 回のシミュ
レーションの平均値である．評価関数 e()は平均 E[]とした．
通常の Q 学習，協調を用いた Q 学習，提案法 (Q-learning
with Intention Estimation)の成功回数の推移を図 2に示す．
図 2 成功率の推移
提案手法，協調を用いた Q学習が協調行動の獲得に成功して
いることがわかる．通常の Q学習は学習後期においても成功回
数が増加することはなく，協調的な行動を獲得できていない．ま
た，協調を用いた Q学習より，提案手法の方が成功回数の面で
優れていることがわかる．
4 まとめ
本稿では，協調動作を獲得する新たな手法を提案した．また，
評価シミュレーションにより協調動作の確認を行った．
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