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ASYMPTOTICS OF LARGE EIGENVALUES
FOR A CLASS OF BAND MATRICES
ANNE BOUTET DE MONVEL1, JAN JANAS2, AND LECH ZIELINSKI3
Abstract. We investigate the asymptotic behaviour of large eigenvalues for a
class of finite difference self-adjoint operators with compact resolvent in l2.
1. Introduction
1.1. General remarks. Infinite tridiagonal tridiagonal matrices called “Jacobi matri-
ces” have been investigated in many recent papers in relation with various questions of
pure and applied mathematics (see [1,5,10–12]). In [1,2,5,6,13] the authors investigate
Jacobi matrices acting in l2 as unbounded self-adjoint operators with discrete spectrum
and asymptotic formulas for large eigenvalues are given. This type of analysis is of par-
ticular interest in Quantum Physics when information about physical parameters can
be deduced from the spectral asymptotics of a concrete model.
Except for recent work [7] there are no corresponding work concerning the asymp-
totic analysis of large eigenvalues of higher order symmetric difference operators. This
fact is not so surprising because higher order difference operators had not been studied
from the spectral point of view, up to the last few years. On the other hand there are
already works dealing with spectral properties of difference operators of higher order,
see, for example [3, 4, 9]. It is natural to ask if known results on tridiagonal matrices
can be generalized to higher order difference operators and to look for applications.
As an example of possible application let us mention here the problem of the behavior
of large singular values for a non-symmetric Jacobi matrix J with discrete spectrum.
Indeed, these singular values are eigenvalues of J∗J which is a symmetric difference
operator of order four.
The aim of this paper is to obtain a simple remainder estimate in the asymptotics of
eigenvalues for a large class of symmetric higher order difference operators. Applying
this result to tridiagonal matrices,
(i) we obtain asymptotic estimates of eigenvalues for Jacobi matrices which cannot
be treated in [1, 2, 5, 6] (see Section 1.3),
(ii) but with remainder estimates less precise than those of [1, 2, 5, 6].
Since our assumptions are weaker than in [1,2,5–7], we must overcome some additional
difficulties, but the main idea of our approach remains the same as in [2]. Although the
approach of this paper is used to obtain the simplest remainder estimate, it is possible
to follow the idea of [2] in order to compute further terms of the asymptotics with
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smaller remainders under stronger “conditions of smoothness” imposed on the entries.
It is an open question how to extend the methods of the present work to the case of
non-smooth entries. Finally notice that we (and most of the above authors) have not
studied asymptotic properties at infinity of the eigenvectors of A.
1.2. Main statement. Let l2 = l2(N∗) be the Hilbert space of square summable
complex valued sequences x : N∗ → C equipped with the norm
‖x‖l2 =
( ∞∑
j=1
|x(j)|
2
)1/2
.
We fix d : N∗ → R and introduce
D :=
{
x ∈ l2 :
∞∑
j=1
|d(j)x(j)|2 <∞
}
. (1.1)
Then we consider the self-adjoint operator D : D → l2 given by the formula
(Dx)(j) = d(j)x(j) for x ∈ D (1.2)
and a finite difference operator A′ : D → l2 of the form
(A′x)(j) =
∑
1≤l≤m
(al(j)x(j + l) + al(j − l)x(j − l)) (1.3)
where the coefficients al : N
∗ → R, l = 1, . . . ,m satisfy
|al(j − l)|+ |al(j)|
d(j)
−−−→
j→∞
0. (1.4)
We assume al(j − l) = 0 = x(j − l) when j ≤ l in (1.3). We investigate the operator
A = D +A′ (1.5)
under the additional assumption
d(n) −−−−→
n→∞
∞, (1.6)
which ensures that A has compact resolvent, hence there exists an orthonormal basis
(vn)n∈N∗ such that Avn = λn(A)vn holds for n ∈ N
∗, λn(A) → ∞ as n → ∞ and
(λn(A))n∈N∗ is arranged increasingly, i.e., λn(A) ≤ λn+1(A) for any n ∈ N
∗.
Assumption (H1). The off-diagonal entries al(n), 1 ≤ l ≤ m satisfy the asymptotics
al(n) = cln
δl +O(nδ−1) as n→∞, (1.7)
where δl, cl, l = 1, . . . ,m are some fixed real numbers and δ ≥ max{δ1, . . . , δm}.
Assumption (H2). The diagonal entries d(n) satisfy the asymptotics
d(n) = c0n
δ0 + cnδ0−1 +O(nδ0−2) as n→∞, (1.8)
where δ0 > 0, c0 > 0 and c ∈ R are fixed.
Our main result is the following
Theorem 1.1. Let A = D + A′ be defined by (1.1)–(1.6). If both assumptions (H1),
(H2) hold and if κ := δ0 − δ > 0, then
λn(A) = d(n) + O(n
δ−κ) as n→∞. (1.9)
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1.3. Comments.
a. If (1.7) is replaced by the weaker condition
al(n) = O(n
δ)
then the min-max principle allows us (see Theorem 3.1) to prove
λn(A) = d(n) + O(n
δ) as n→∞. (1.10)
The main purpose of Theorem 1.1 is to show that it is possible to replace the estimate
(1.10) by the improved estimate (1.9).
b. For any fixed j ∈ Z the assumptions of Theorem 1.1 imply
al(n+ j)
d(n)
= O(n−κ) as n→∞. (1.11)
We observe that the assertion of Theorem 1.1 holds for any fixed κ > 0 while all papers
[1, 2, 5–7] assume κ > 1.
c. We observe that
d(n+ 1)− d(n) ∼ δ0c0n
δ0−1 as n→∞ (1.12)
and we can treat the case 0 < δ0 < 1 when d(n + 1)− d(n) → 0 as n → ∞, while the
papers [1, 5–7] assume that
lim inf
n→∞
(
d(n+ 1)− d(n)
)
> 0.
d. Theorem 1.1 will be obtained as a special case of more general estimates described
in Section 5 (see Theorems 5.1 and 5.2). In Section 5.4 we give asymptotic estimates
of eigenvalues for some cases of not power-like entries.
1.4. Contents. In Section 2 we check that the operator A is well defined under as-
sumption (1.4) and its resolvent is compact under assumption (1.6).
In Section 3 we show how the min-max principle ensures the estimate (1.10) if (1.7)
is replaced by the weaker condition al(n) = O(n
δ).
In Section 4 we present basic ingredients of our approach based on the construction
of operators which are unitarily similar to A with smaller off-diagonal entries. A similar
idea is often used to investigate spectral asymptotics of self-adjoint problems defined
by a linear PDE, e.g., in relation with the semi-classical approximation in Quantum
Mechanics.
In Section 5.1 we state a “general estimate” (Theorem 5.1). In Section 5.2 we derive
Theorem 5.2 which is an application of the general estimate to power-like entries. In
Section 5.3 we easily check that Theorem 1.1 is a special case of Theorem 5.2 and in
Section 5.4 we apply we apply Theorem 5.1 to cases where the entries have different
asymptotic behaviors.
Finally, we complete the proof of the general estimate in Section 6.
The main result (Theorem 1.1) stated above derives from Theorem 5.1 as follows:
Theorem 5.1
Lemma 4.2
}
=⇒ Theorem 5.2 =⇒ Theorem 1.1.
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2. The operator A
Proposition 2.1. Let A = A′ +D be the operator defined by (1.1)-(1.3) and (1.5).
(i) If (1.4) holds, then A is self-adjoint.
(ii) If moreover (1.6) holds, then A has compact resolvent.
It is well known (see [8]) that (1.5) defines a self-adjoint operator D → l2 provided
A′ has zero relative bound with respect to D, i.e., if for any ε > 0 there is Cε > 0 such
that
‖A′x‖l2 ≤ ε‖Dx‖l2 + Cε‖x‖l2 for x ∈ D. (2.1)
Before starting the proof of Proposition 2.1 we introduce some notations. We recall
that the scalar product in l2 is defined by 〈x, y〉 =
∑∞
k=1 x(k)y(k) and we denote by
(en)
∞
n=1 the canonical basis of l
2, i.e., en(j) = δj,n where δn,n = 1 and δj,n = 0 for
j 6= n.
Then we observe (see [8]) that it suffices to show (2.1) for x ∈ c00, where c00 is the
linear subspace of l2 generated by the canonical basis, i.e.,
x ∈ c00 ⇐⇒ #{j : x(j) 6= 0} <∞. (2.2)
We denote by B(l2) the algebra of bounded linear operators on l2 with the norm
‖T ‖ = sup
‖x‖
l2
≤1
‖Tx‖l2 . (2.3)
The shift operator S ∈ B(l2) is defined by
S en = en+1 (2.4)
and for any a : N∗ → C we denote by a(Λ) the closed operator in l2 given by
(a(Λ)x) (j) = a(j)x(j) for x ∈ c00. (2.5)
We can then rewrite the definition of A′ in the form
A′x =
∑
1≤l≤m
(
Slal(Λ) + al(Λ)S
l∗
)
x (2.6)
where x ∈ c00 and S
l∗ is the adjoint of Sl.
Proof. (i) It suffices to show (2.1) for x ∈ c00. For l = 1, . . . ,m we denote
A′l := S
lal(Λ) + al(Λ)S
l∗. (2.7)
For arbitrary x ∈ c00 we can write
‖A′lx‖
2
l2 ≤
(
||Slal(Λ)x||l2 + ||al(Λ)S
∗lx||l2
)2
. (2.8)
Since Slal(Λ)S
∗l = al(Λ − l) with the convention that al(j − l) = 0 if j ≤ l and S
l is
an isometry, the right-hand side of (2.8) can be estimated from above by
2||Slal(Λ)x||
2
l2 + 2||al(Λ)S
∗lx||2l2 = 2||al(Λ)x||
2
l2 + 2||al(Λ− l)x||
2
l2 . (2.9)
Then taking y = (i +D)x we obtain
||A′l(i +D)
−1y||2l2 ≤
∑
j
|bl(j)y(j)|
2 (2.10)
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with
bl(j) =
(
2
al(j)
2 + al(j − l)
2
1 + d(j)2
)1/2
−−−→
j→∞
0. (2.11)
For N ∈ N∗ we denote by ΠN the orthogonal projection onto {en}1≤n≤N and Π
′
N :=
I−ΠN . Then (2.11) implies ||A
′
l(i+D)
−1Π′N || → 0 as N →∞. Thus for a given ε > 0
we can find N(ε) ∈ N such that
||A′l(i +D)
−1Π′N(ε)y||l2 ≤ ε||y||l2
and we deduce ||A′lx||l2 ≤ ε||(D + i)Π
′
N(ε)x||l2 + ||A
′
lΠN(ε)|| ||x||l2 .
(ii) The operator A′l(i + D)
−1 is compact as limit of finite rank operators A′l(i +
D)−1ΠN in the norm of B(l
2). Then (i + A)−1A′l(i + D)
−1 = (i +D)−1 − (i + A)−1
is compact and compactness of (i + D)−1 (due to (1.6)) implies that (i + A)−1 is
compact. 
3. Asymptotics by min-max principle
3.1. Statement. In what follows for a sequence x(n) we will use the notation
(∆x)(n) := x(n+ 1)− x(n). (3.1)
The purpose of this section is to prove the following
Theorem 3.1. Let A = D + A′ be given by (1.1)-(1.6). Assume moreover that there
exist C > 0, δ ∈ R, κ > 0 satisfying δ + κ > 0 and n0 ∈ N such that
(∆d)(n) ≥ C−1nδ+κ−1 for n > n0, (3.2)
and, for l = 1, . . . ,m,
al(n) = O(n
δ) as n→∞. (3.3)
Then one has the large n asymptotic formula
λn(A) = d(n) + O(n
δ). (3.4)
We observe that due to (3.2) there exists c > 0 and n1 such that
d(n) ≥ cnδ+κ for n > n1 (3.5)
and (3.3) with (3.5) imply (1.11).
3.2. Auxiliary estimates.
Lemma 3.2. Assume that α : N∗ → R satisfying the two conditions
α(j) ≥
∑
1≤l≤m
(|al(j)|+ |al(j − l)|), (3.6)
α(j)
d(j)
→ 0 as j →∞. (3.7)
Then for every n ∈ N∗ the estimate
d−n ≤ λn(A) ≤ d
+
n (3.8)
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holds with
d−n := inf
j≥n
{d(j)− α(j)}, (3.9)
d+n := sup
j≤n
{d(j) + α(j)}. (3.10)
If moreover there exists j0 ∈ N
∗ such that
|(∆α)(j)| ≤ (∆d)(j) for j ≥ j0, (3.11)
then there exists n1 ∈ N
∗ such that
|λn(A) − d(n)| ≤ α(n) for n ≥ n1. (3.12)
Proof. Let Vn denote the linear subspace generated by {ej}1≤j≤n and V
⊥
n denote its
orthogonal complement in l2. Then suitable versions of the min-max principle give
inf
x∈D∩V⊥
n−1
‖x‖
2
≤1
〈Ax, x〉 ≤ λn(A) ≤ sup
x∈Vn
‖x‖
2
≤1
〈x,Ax〉. (3.13)
Let A′l be as in (2.7). Then writing
〈x,A′lx〉 =
∑
j
al(j)x(j + l)x(j) +
∑
k
al(k − l)x(k − l)x(k) (3.14)
with k = j + l we can estimate |〈x,A′lx〉| by∑
j
2|al(j)| |x(j + l)x(j)| ≤
∑
j
|al(j)|(|x(j + l)|
2 + |x(j)|2). (3.15)
Therefore the right-hand side of (3.15) can be written in the form∑
k
|al(k)||x(k + l)|
2 +
∑
j
|al(j)||x(j)|
2 =
∑
j
(|al(j − l)|+ |al(j)|)|x(j)|
2 (3.16)
and we obtain
|〈x,A′x〉| ≤
∑
j
α(j)|x(j)|2 . (3.17)
Next we observe that (3.17) implies
〈x, (d(Λ)− α(Λ))x〉 ≤ 〈x, Ax〉 ≤ 〈x, (d(Λ) + α(Λ))x〉 (3.18)
and using (3.18) we can estimate the right-hand side of (3.13) by
sup
x∈Vn
‖x‖
2
≤1
〈x, (d(Λ) + α(Λ))〉 = d+n .
To complete the proof of (3.8) note that
inf
x∈D∩V⊥
n−1
‖x‖
2
≤1
〈x, (d(Λ)− α(Λ))x〉 = d−n
is smaller than the left-hand side of (3.13). In order to show (3.12) we observe that
(3.11) implies
d(j)− α(j) ≤ d(j + 1)− α(j + 1) for j ≥ n0, (3.19)
d(j) + α(j) ≤ d(j + 1) + α(j + 1) for j ≥ n0, (3.20)
and consequently d±n = d(n)± α(n) for n ≥ n1, hence (3.12) follows from (3.8). 
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3.3. Proof of Theorem 3.1.
Proof. Due to (1.10) there exists C0 > 0 such that (3.6), (3.7) hold with
α(j) := C0j
δ (3.21)
and (1.9) ensures the estimate
|(∆α)(j)| ∼ |δ|C0j
δ−1 ≤ |δ|C0Cj
−κ(∆d)(j) for j ≥ j0. (3.22)
Since |δ|C0Cj
−κ → 0 as j → ∞, it is clear that (3.22) implies (3.11) if j0 is large
enough. Thus (3.12) holds with α(j) given by (3.21) and the proof of (1.12) is complete.

4. Basic ingredients of the approach
4.1. Main ideas. We write the following formal development of the conjugate
Bn := e
−iPnAeiPn = A+ [A, iPn] +
1
2
[[A, iPn], iPn] + . . . (4.1)
where Pn is self-adjoint and of finite rank for simplicity. Then λn(A) = λn(Bn) and we
want to determine Pn so that Bn is close to a diagonal operator at least for the entries
with indices ranging between n− τn and n+ τn where (τn)
∞
n=1 is a sequence of positive
integers satisfying
τn ≤ τn+1 for n ∈ N
∗, (4.2)
τn −−−−→
n→∞
∞, (4.3)
n− 2τn −−−−→
n→∞
∞. (4.4)
We remark that in the proof of Theorem 1.1 we take τn =
⌊
1
4 n
⌋
, where ⌊s⌋ := max{k ∈
Z : k ≤ s} means the integer part of s.
Further on χ ∈ C1(R) is a fixed function satisfying
0 ≤ χ ≤ 1,
χ(s) = 1 for s ∈ [−1, 1],
χ(s) = 0 for s /∈ [−2, 2].
Then we write the decomposition
al(j) = an,l(j) + a˜n,l(j) (4.5)
with
an,l(j) := al(j)χ
(
j − n
τn
)
, (4.6)
a˜n,l(j) := al(j) (1 − χ)
(
j − n
τn
)
(4.7)
and the corresponding decomposition
A′ = An + A˜n, (4.8)
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where
An =
∑
1≤l≤m
(
Slan,l(Λ) + an,l(Λ)S
l∗
)
, (4.9)
A˜n =
∑
1≤l≤m
(
Sla˜n,l(Λ) + a˜n,l(Λ)S
l∗
)
. (4.10)
Using (4.8) we rewrite (4.1) in the form
Bn = e
−iPnAeiPn = D + A˜n +An + [D, iPn] +Wn, (4.11)
where Wn is considered as a lower order error. However due to
n− 2τn ≤ j ≤ n+ 2τn =⇒ a˜n,l(j) = 0 (4.12)
it is easy to see that for n large enough we have (D+ A˜n)en = Den = d(n)en, i.e., d(n)
is an eigenvalue of D + A˜n. Then in Section 4.2, Lemma 4.2 we show that d(n) is the
n-th eigenvalue of D + A˜n provided n is large enough and the entries are sufficiently
regular. Next we choose Pn satisfying the commutator equation
An + [D, iPn] = 0, (4.13)
hence the expression (4.11) takes the form
Bn = e
−iPnAeiPn = D + A˜n +Wn
and using λn(A) = λn(Bn), d(n) = λn(D+ A˜n) with the min-max principle we obtain
|λn(A)− d(n)| = |λn(Bn)− λn(D + A˜n)| ≤ ‖Bn − (D + A˜n)‖ (4.14)
for n > n˜0.
Lemma 4.1. Let Pn be a finite rank self-adjoint operator satisfying An = i[Pn, D]. If
A′ = An + A˜n and Bn = e
−iPnAeiPn , then
‖Bn − (D + A˜n)‖ ≤ ‖[Pn, A˜n]‖+
1
2
‖[Pn, An]‖. (4.15)
All our results will follow from suitable estimates of the right-hand side of (4.15),
i.e., estimates of norms of commutators. A general estimate is stated in Section 5 and
the norms of commutators from the right-hand side of (4.15) are estimated in Section 6.
Proof. We introduce
B˜n := e
−iPnA˜ne
iPn − A˜n (4.16)
and we observe that
B˜n =
∫ 1
0
d
ds
(
e−isPnA˜ne
isPn
)
ds =
∫ 1
0
e−isPn i[A˜n, Pn]e
isPnds.
Since for s ∈ R the operators eisPn are unitary, ‖eisPn‖ = 1 and we find
‖B˜n‖ ≤ ‖[A˜n, Pn]‖. (4.17)
Next for s ∈ R we introduce
Gn(s) := e
−isPn(D + i[sPn, D])e
isPn −D (4.18)
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and we observe that
d
ds
Gn(s) = e
−isPn
(
i[D + i[sPn, D], Pn] + i[Pn, D]
)
eisPn
= e−isPns[[D,Pn], Pn]e
isPn .
Therefore
Gn(1) =
∫ 1
0
e−isPns[[D,Pn], Pn]e
isPnds
and we can estimate
‖Gn(1)‖ ≤
∫ 1
0
s ‖[[D,Pn], Pn]‖ds =
1
2
‖[[D,Pn], Pn]‖. (4.19)
However
Bn = e
−iPn(D +An)e
iPn + e−iPnA˜ne
iPn = (Gn(1) +D) + (B˜n + A˜n),
hence
||Bn − (D + A˜n)|| = ||B˜n +Gn(1)|| ≤ ||B˜n||+ ||Gn(1)||. (4.20)
To complete the proof it remains to estimate the right-hand side of (4.20) using (4.17)-
(4.19). 
4.2. Equality d(n) = λn(D + A˜n). In this section we give sufficient conditions to
ensure the equality d(n) = λn(D + A˜n) used in estimate (4.14).
We consider a sequence of positive integers (τn)
∞
n=1 satisfying (4.2)-(4.4) and n0 > 0.
We assume that the inequalities
d(n) < d(n+ 1), (4.21)
4mmax{|al(n)|, |al(n+m− τn)|} ≤ d(n) − d(n+m− τn) (4.22)
hold for n ≥ n0 and l = 1, . . . ,m.
Lemma 4.2. Assume that (4.21), (4.22) hold for n ≥ n0. If A˜n is defined by means
of a˜n,l and χ as in Section 4.1, then there is n˜0 ∈ N such that
d(n) = λn(D + A˜n) for n > n˜0. (4.23)
Proof. We introduce
α˜n(j) :=
∑
1≤l≤m
(|a˜n,l(j)|+ |a˜n,l(j − l)|) (4.24)
and observe that Lemma 3.2 allows us to estimate
d˜−n ≤ λn(D + A˜n) ≤ d˜
+
n (4.25)
with
d˜−n = inf
j≥n
{d(j)− α˜(j)}, (4.26)
d˜+n = sup
j≤n
{d(j) + α˜(j)}. (4.27)
First step. We claim that
j ≥ n+ τn =⇒ a˜n(j) ≤ d(j)− d(n) (4.28)
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holds for n ≥ n0 +m. Indeed, replacing n by j − i in (4.22) we obtain
j − i ≥ n0 =⇒ 4m|al(j − i)| ≤ d(j − i)− d(j − i+m− τj−i), (4.29)
hence for 0 ≤ i ≤ m, j ≥ n+ τn we have j − i +m− τj−i ≥ j − τn ≥ n and applying
(4.21) we find
j ≥ n+ τn =⇒ d(j − i)− d(j − i+m− τj−i) ≤ d(j)− d(n) (4.30)
for 0 ≤ i ≤ m, n ≥ n0 +m. Combining |a˜n,l(j)| ≤ |al(j)| with (4.29) and (4.30) we
obtain (4.28).
Second step. We claim that
n0 +m ≤ j ≤ n− τn =⇒ a˜n(j) ≤ d(n)− d(j). (4.31)
Indeed, replacing n by j − i+ τn in (4.22) with j ≥ n0 + i we find
4m|al(j − i)| ≤ d(j − i+ τj−i+τn)− d(j − i+m), (4.32)
hence for 0 ≤ i ≤ m, j ≤ n − τn we have j − i + τj−i+τn ≤ j + τn ≤ n and applying
(4.21) we find
n0 +m ≤ j ≤ n− τn =⇒ d(j − i+ τj−i+τn)− d(j − i+m) ≤ d(n)− d(j) (4.33)
for 0 ≤ i ≤ m. As before, (4.31) follows from (4.32) and (4.33).
Next we observe that by definition n− τn ≤ j ≤ n+ τn =⇒ a˜n(j) = 0, hence
n0 +m ≤ j ≤ n =⇒ a˜n(j) ≤ d(n)− d(j) =⇒ d(j) + α˜n(j) ≤ d(n), (4.34)
n0 +m ≤ n ≤ j =⇒ a˜n(j) ≤ d(j)− d(n) =⇒ d(n) ≤ d(j)− α˜n(j). (4.35)
Therefore one can choose n˜0 large enough to ensure d˜
−
n = d(n) = d˜
+
n for n ≥ n˜0 and
(4.23) follows from (4.25). 
5. A general estimate
5.1. Statement. We fix a sequence of positive integers (τn)
∞
n=1 satisfying (4.2)-(4.4)
and for s ≥ 0 we denote
αs(j) := max
1≤l≤m
|i|≤s
|al(j + i)|, (5.1)
α˜n,s(j) :=
2αs(j)
τn
+ max
1≤l≤m
|i|≤s
|(∆al)(j + i)|, (5.2)
γs(j) := min
|i|≤s+1
(∆d)(j + i), (5.3)
γ˜s(j) := max
|i|≤s
|(∆2d)(j + i)|, (5.4)
where (∆2d)(n) = (∆d)(n+ 1)− (∆d)(n) = d(n+ 2)− 2d(n+ 1) + d(n).
Theorem 5.1 (general estimate). Let A be defined by (1.1)-(1.6). Let (τn)
∞
n=1, αs,
γs, α˜n,s, γ˜s be as above. If (4.23) holds and
ρn(j) := 2α˜n,4m(j)
α4m(j)
γ4m(j)
+mγ˜5m(j)
α4m(j)
2
γ4m(j)2
, (5.5)
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then there is n1 such that for n ≥ n1 one has the estimate
|λn(A) − d(n)| ≤ 15m
3 sup
|i|≤2τn+4m
ρn(n+ i). (5.6)
Proof. This general estimate will be proved in Section 6. 
5.2. Application. We check that Theorem 5.1 implies
Theorem 5.2. Let A be defined by (1.1)-(1.6). Assume that there exist C > 0, δ ∈ R,
κ > 0 satisfying δ + κ > 0 and n0 ∈ N such that
C−1nδ+κ−1 ≤ (∆d)(n) ≤ Cnδ+κ−1 for n ≥ n0, (5.7)
(∆2d)(n) = O(nδ+κ−2) as n→∞, (5.8)
al(n) = O(n
δ) as n→∞, l = 1, . . . ,m. (5.9)
(∆al)(n) = O(n
δ−1) as n→∞, l = 1, . . . ,m. (5.10)
Then one has the estimate
λn(A) = d(n) + O(n
δ−κ) as n→∞. (5.11)
Proof. Due to (5.7) and (5.8) there exist C0 > c0 > 0 and n1 ∈ N satisfying
c0n
δ+κ ≤ d(n) ≤ C0n
δ+κ for n ≥ n1. (5.12)
In order to ensure (4.23) we will check that the assumptions of Lemma 4.2 hold if
τn = n + m − ⌊nε0⌋ where ε0 > 0 is fixed sufficiently small. For this purpose we
introduce c1 := c0 − C0(ε0)
δ+κ and estimate
d(n)− d(⌊nε0⌋) ≥ c0n
δ+κ − C0(nε0)
δ+κ = c1n
δ+κ for n > n1. (5.13)
Let ε0 > 0 be small enough to ensure c1 > 0. Then it is clear that (4.22) follows from
(5.13) and (5.9).
Thus all assumptions of Lemma 4.2 hold and it remains to apply Theorem 5.1. Using
(5.7)-(5.10) we can find a constant C1 such that
inf
|i|≤2τn+4m
γ4m(n+ i) ≥ C
−1
1 n
δ+κ−1, (5.14)
sup
|i|≤2τn+4m
γ˜5m(n+ i) ≤ C1n
δ+κ−2, (5.15)
sup
|i|≤2τn+4m
α4m(n+ i) ≤ C1n
δ, (5.16)
sup
|i|≤2τn+4m
α˜n,4m(n+ i) ≤ C1n
δ−1 (5.17)
with γs, γ˜s, αs, α˜n,s, given by (5.1)-(5.4). Therefore,
α˜n,4m(j)
α4m(j)
γ4m(j)
≤ C31n
δ−1 n
δ
nδ+κ−1
= C31n
δ−κ, (5.18)
γ˜5m(j)
α4m(j)
2
γ4m(j)2
≤ C51n
δ+κ−2 n
2δ
n2(δ+κ−1)
= C51n
δ−κ (5.19)
hold when |j − n| ≤ 2τn + 4m and it is clear that
sup
|i|≤2τn+4m
ρn(n+ i) = O(n
δ−κ) (5.20)
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if ρn(j) is given by (5.5). We conclude that (5.11) follows from (5.6) and (5.20). 
5.3. Proof of Theorem 1.1.
Proof. Let δ0 = δ + κ. Then the assumptions (H1) and (H2) imply (5.7)-(5.10). Con-
sequently Theorem 1.1 follows from Theorem 5.2. 
5.4. Other applications of the general estimate. In this section we consider
d(n) ∼ ω(n) where the function ω : (0,∞)→ (0,∞) is one of a special type of functions
described below.
5.4.1. We fix κ > 0, κ′ ∈ R and assume
|al(n)|+ n|∆al(n)| = O(n
−κ(lnn)−κ
′
ω(n)), (5.21)
d(n) = ω(n)
(
1 + O(n−2)
)
(5.22)
where
ω(λ) = c0λ
δ0(ln λ)δ
′
0 (5.23)
holds with some c0 > 0, δ0 > 0, δ
′
0 ∈ R. We observe that the derivatives satisfy
ω(k)(λ) ∼ ckλ
−kω(λ) as λ→∞. Since ∆ω(n) = ω′(n+ rn) holds with some rn ∈ [0, 1]
and ω′(n+ rn) ∼ ω
′(n) as n→∞ we easily deduce
γs(n) ∼ δ0n
−1ω(n) (n→∞), (5.24)
γ′s(n) = O(n
−2ω(n)) (n→∞). (5.25)
Using τn = ⌊n/4⌋ we find that Theorem 5.1 gives the estimate
λn(A) = d(n)
(
1 + O(n−2κ(lnn)−2κ
′
)
)
. (5.26)
It is easy to see that (5.26) still holds when κ = 0 and κ′ > 0.
5.4.2. We assume that (5.21) holds with some κ > 0, κ′ ∈ R,
d(n) = ω(n)
(
1 + O(n−2(lnλ)−1)
)
(5.27)
where
ω(λ) = c0(lnλ)
δ′
0 (5.28)
holds with some c0 > 0, δ
′
0 > 0. Then computing the derivatives of ω we find
γs(n) ∼ δ0n
−1(lnn)−1ω(n) (n→∞), (5.29)
γ′s(n) = O(n
−2(lnn)−1ω(n)) (n→∞); (5.30)
and using τn = ⌊n/4⌋ in Theorem 5.1 we obtain the estimate
λn(A) = d(n)
(
1 + O(n−2κ(lnn)1−κ
′
)
)
. (5.31)
It is easy to see that (5.31) still holds when κ = 0 and κ′ > 1.
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5.4.3. We assume that κ > 0, 0 < θ < 1 and
|al(n)|+ n
1−θ|∆al(n)| = O(n
−κω(n)), (5.32)
d(n) = ω(n)
(
1 + O(nθ−2)
)
(5.33)
where
ω(λ) = c0λ
δ0 ecλ
θ
(5.34)
holds for some c0 > 0, c > 0, δ0 ∈ R. The derivatives satisfy ω
(k)(λ) ∼ ckλ
−k(1−θ)ω(λ)
as λ→∞ and we deduce
γs(n) ∼ c θ n
−(1−θ)ω(n) (n→∞), (5.35)
γ′s(n) = O(n
−2(1−θ)ω(n)) (n→∞). (5.36)
Let τn = ⌊n
1−θε0⌋ with ε0 > 0 small enough. Then d(n)− d(n+m− τn) ≥ d(n)/2 for
n ≥ n1 and Theorem5.1 ensures
λn(A) = d(n)
(
1 + O(n−2κ)
)
. (5.37)
6. Proof of Theorem 5.1
6.1. Estimates of commutators. For n ∈ N∗, l ∈ Z we consider pn,l, an,l : Z → R
satisfying
pn,−l(j) = pn,l(j) and an,−l(j) = an,l(j), (6.1)
pn,l(j) = an,l(j) = 0 when j ≤ 0, (6.2)
pn,l(j) = an,l(j) = 0 when |l| > m, (6.3)
where m ∈ N∗ is fixed. We assume moreover
pn,l(j) = 0 when |j − n| ≥ 2τn, (6.4)
where (τn)
∞
n=1 is as before and consider finite rank self-adjoint operators
Pn :=
∑
1≤l≤m
(
Slpn,l(Λ) + pn,l(Λ)S
l∗
)
, (6.5)
Rn := i[Pn, An] = i(PnAn −AnPn), (6.6)
where An is given by (4.9). For s ≥ 0, j ∈ Z define
αn,s(j) := max
|l|≤m
|i|≤s
|an,l(j + i)|, (6.7)
βn,s(j) := max
|l|≤m
|i|≤s
|pn,l(j + i)|, (6.8)
α′n,s(j) := max
|l|≤m
|i|≤s
|(∆an,l)(j + i)|, (6.9)
β′n,s(j) := max
|l|≤m
|i|≤s
|(∆pn,l)(j + i)|. (6.10)
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Lemma 6.1. Let An, Pn, Rn, αn,s, βn,s, α
′
n,s, β
′
n,s be as above and
ρn,s(j) := αn,s(j)β
′
n,s(j) + α
′
n,s(j)βn,s(j). (6.11)
Then one has
‖Rn‖ ≤ 10m
3 sup
|i|≤2τn+4m
ρn,4m(n+ i). (6.12)
Proof. We can express Rn as
Rn = rn,0(Λ) +
∑
1≤k≤2m
(
Skrn,k(Λ) + rn,k(Λ)S
k∗
)
, (6.13)
where for k ≥ 0 we have
rn,k(j) = 〈ej+k, Rn ej〉 = i〈ej+k, PnAn ej〉 − i〈ej+k, AnPn ej〉. (6.14)
For s ∈ R we write s+ = max{s, 0} and s− = (−s)+. Then
〈ei, Pn ej〉 = pn,i−j(i − (i− j)+), (6.15)
〈ei, An ej〉 = an,i−j(i− (i− j)+), (6.16)
and using (6.15), (6.16) in
〈ej+k, PnAn ej〉 =
∑
l
〈ej+k, Pn ej+l〉 〈ej+l, An ej〉,
〈ej+k, AnPn ej〉 =
∑
l
〈ej+k, An ej+k−l〉〈ej+k−l, Pn ej〉,
we find
rn,k(j) = i
∑
1≤|l|≤m
rn,k,l(j) (6.17)
with
rn,k,l(j) = pn,k−l(j + k − (k − l)+)an,l(j − l−)
− an,l(j + k − l+)pn,k−l(j − (k − l)−).
Moreover pn,k−l 6= 0 =⇒ |k − l| ≤ m and we claim that
rn,k,l(j) 6= 0 =⇒ |j − n| ≤ 2τn + 2m. (6.18)
Indeed, it suffices to use 0 ≤ k ≤ 2m and |k − l| ≤ m in
pn,k−l(j − (k − l)−) 6= 0 =⇒ n− 2τn ≤ j − (k − l)− ≤ n+ 2τn,
pn,k−l(j + k − (k − l)+) 6= 0 =⇒ n− 2τn ≤ j + k − (k − l)+ ≤ n+ 2τn.
Then reasoning as in Section 2 we can estimate
‖Rn‖ ≤ ||rn,0(Λ)||+
∑
1≤k≤2m
(
2||rn,k(Λ)||
2 + 2||rn,k(Λ− k)||
2
)1/2
(6.19)
and the right-hand side of (6.19) can be estimated by
(4m+ 1) sup
j≥1
max
0≤i≤k≤2m
|rn,k(j − i)|. (6.20)
However for i, i′ ∈ Z such that i′ < i we have the expression
an,l(j + i)− an,l(j + i
′) =
∑
i′≤j′≤i−1
(∆an,l)(j + j
′), (6.21)
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and using |k − l+ + l−| = |k − l| ≤ m we obtain the estimate
|an,l(j + k − l+)− an,l(j − l−)| ≤ mα
′
n,s(j) (6.22)
with s = max{|l|, |k − l+|} ≤ max{m, k} ≤ 2m. Thus (6.22) holds with s = 2m and
|pn,k−l(j + k − (k − l)+)− pn,k−l(j − (k − l)−)| ≤ mβ
′
n,2m(j) (6.23)
follows similarly. Since rn,k(j) = r
′
n,k(j) + r
′′
n,k(j) holds with
r′n,k(j) = (pn,k−l(j + k − (k − l)+)− pn,k−l(j − (k − l)−))an,l(j − l−), (6.24)
r′′n,k(j) = pn,k−l(j − (k − l)−)(an,l(j − l−)− an,l(j + k − l+)), (6.25)
we obtain |rn,k(j)| ≤ mρn,2m(j) and ‖Rn‖ can be estimated by
2m2(4m+ 1) sup
|j−n|≤2τn+4m
max
0≤i≤2m
|ρn,2m(j − i)|. (6.26)
To complete the proof of (6.12) it remains to use ρn,2m(j − i) ≤ ρn,2m+|i|(j). 
6.2. Proof of Theorem 5.1.
Proof. Let n0 be as in (4.21) and for j ≥ 1− l ≥ n0 denote
d′l(j) := d(j + l)− d(j). (6.27)
Consider An, Pn given by (4.9), (4.10) with an,l as in (4.6) and
pn,l(j) = 〈ej+l, Pn ej〉 = i
an,l(j)
d′l(j)
for l = 1, . . . ,m. (6.28)
Then Rn := [iPn, D] coincides with An due to
i〈ej+l, Rn ej〉 = i〈ej+l, PnD ej〉 − i〈D ej+l, Pn ej〉
= i(d(j) − d(j + l))〈ej+l, Pn ej〉
= an,l(j) = 〈ej+l, An ej〉 for l ≥ 0.
Thus due to (4.14) and (4.15)
|λn(A)− d(n)| ≤ ||[A˜n, Pn]||+
1
2
||[An, Pn]|| for n ≥ n˜0. (6.29)
We consider αn,s, βn,s, α
′
n,s, β
′
n,s given by (6.7)-(6.10) and in order to apply Lemma 6.1
we will check that
ρn,4m(j) ≤ ρn(j) for n ≥ n0 + 5m (6.30)
holds with ρn given by (5.5) and ρn,s by (6.11). Indeed, it is clear that
αn,s(j) ≤ αs(j), (6.31)
βn,s(j) ≤ βs(j) :=
αs(j)
γs(j)
for j > n0 +m+ s (6.32)
hold with γs, αs given by (5.3), (5.1). Then we observe that the function χ considered
in Section 4.1 can be chosen such that
‖χ′‖∞ := sup
t∈R
|χ′(t)| ≤ 2,
where χ′ denotes the derivative of χ and consequently
|χ((j + 1− n)/τn)− χ((j − n)/τn)| ≤ 2/τn,
16 A. BOUTET DE MONVEL, J. JANAS, AND L. ZIELINSKI
hence taking α˜n,s as indicated in (5.2) we obtain
α′n,s(j) ≤ α˜n,s(j) (6.33)
due to (4.6). Finally we need to estimate β′n,s(j) and for this purpose we first observe
that
j ≥ n0 & l > 0 =⇒ d
′
l(j) ≥ d(j + 1)− d(j) > 0,
j ≥ n0 − l & l < 0 =⇒ −d
′
l(j) ≥ d(j)− d(j − 1) > 0
hold due to (4.21). Further on we assume j ≥ n0 +m. Thus for |l| ≤ m we have
min{|d′l(j)|, |d
′
l(j + 1)|} ≥ γ0(j) (6.34)
and writing (∆d′l)(j) =
∑
i∈I(l)∆
2d(j + i) where I(l) = [0, l − 1] ∩ Z when l > 0 and
I(l) = [l + 1, 0] ∩ Z when l < 0, we obtain
|(∆d′l)(j)| ≤ |l|γ˜l(j). (6.35)
Hence, ∣∣∣∣ 1d′l(j + 1) −
1
d′l(j)
∣∣∣∣ =
∣∣∣∣ (∆d
′
l)(j)
d′l(j + 1)d
′
l(j)
∣∣∣∣ ≤ |l|γ˜l(j)γ0(j)2 . (6.36)
However by definition (6.28) we have
|∆pn,l(j)| ≤
|∆an,l(j)|
|d′l(j + 1)|
+ |an,l(j)|
∣∣∣∣∆
(
1
d′l(j)
)∣∣∣∣ , (6.37)
hence using |l| ≤ m, (6.34) and (6.36) to estimate the right-hand side of (6.37) we
obtain
β′n,s(j) ≤ B˜n,s(j) :=
α˜n,s(j)
γs(j)
+ αs(j)
mγ˜m+s(j)
γs(j)2
(6.38)
for n ≥ n0 +m + s. Now it is clear that (6.30) follows from (6.31)-(6.33) and (6.38).
Then using (6.30) in Lemma 3.2 we obtain
||[An, Pn]|| ≤ 10m
3 sup
|i|≤2τn+4m
ρn(n+ i) for n ≥ n1. (6.39)
To complete the proof it remains to observe that one can use αs and α˜n,s as above if a˜n,l
replaces an,l, hence the norm ||[A˜n, Pn]|| can be estimated in a similar manner. Thus
we can conclude that the right-hand side of (6.29) can be estimated by the right-hand
side of (5.6). 
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