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Abstrak - Klasifikasi rekomendasi beasiswa dilakukan untuk mengklasifikasi apakah siswa 
akan mendapatkan rekomendasi beasiswa sesuai dengan bobot yang akan di nilai. Klasifikasi 
dilakukan menggunakan data mining algoritma C4.5. Data yang digunakan yaitu data 
jurusan, kelas, jumlah nilai, penghasilan orangtua, dan jumlah saudara kandung. Proses data 
mining pada data training akan menghasilkan pohon keputusan atau rule. Metode evaluasi 
yang dilakukan dalam penelitian ini yaitu menggunakan confusion matrix dan nilai akurasi, 
untuk sekali pengujian tingkat akurasi yang dihasilkan yaitu 77%. hal ini membuktikan 
bahwa algoritma C4.5 cukup akurat dalam menentukan rekomendasi beasiswa pada SMA 
Muhammadiyah Gubug. 
Kata Kunci :Beasiswa, Data Mining, Klasifikasi, C4.5  
I. PENDAHULUAN 
 
Pendidikan merupakan faktor 
utama dalam pembentukkan pribadi 
manusia.  Pendidikan sangat berperan 
dalam membentuk baik atau buruknya 
pribadi manusia. Dengan hal tersebut, 
pemerintah sangat serius menangani 
bidang pendidikan, sebab dengan sistem 
pendidikan yang baik diharapkan muncul 
generasi penerus bangsa yang berkualitas 
dan mampu menyesuaikan diri untuk 
hidup bermasyarakat, berbangsa dan 
bernegara. 
Beasiswa merupakan tunjangan 
yang diberikan kepada pelajar atau 
mahasiswa sebagai bantuan biaya belajar 
[1]. Beasiswa yang di dapat dari SMA 
Muhammadiyah Gubug merupakan 
beasiswa yang diberikan oleh 3 instansi 
yang bergerak di bidang perbankan yang 
selama 6 bulan memberikan beasiswa 
kepada siswa yang terpilih yang diseleksi 
langsung oleh pihak bank. Tetapi pihak 
sekolah harus menyeleksi siswa terlebih 
dahulu dan selanjutnya pihak bank yang 
akan menentukan. 
 
Dari masalah yang ada, maka 
SMA Muhammadiyah Gubug harus 
mempunyai suatu aplikasi pendukung 
yang dapat mengambil keputusan dan 
mengklasifikasikan nilai siswa 
berdasarkan siswa yang berprestasi dan 
tidak mampu agar memudahkan dalam 
menentukan siswa yang akan 
direkomendasikan mendapatkan beasiswa 
dari instansi tersebut adalah tepat sasaran 
dan memberikan solusi dan membantu 
siswa kurang mampu yang berprestasi.  
 




Salah satu proses dalam data 
mining adalah klasifikasi, pada klasifikasi 
diberikan sejumlah record yang 
dinamakan training set, yang terdiri dari 
kelas untuk record. Tujuan dari klasifikasi 
adalah untuk menemukan model dari 
training set yang membedakan record 
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kedalam kategori atau kelas yang sesuai, 
model tersebut kemudian digunakan untuk 
mengklasifikasikan record yang kelasnya 
belum diketahui sebelumnya. 
 
Komponen-komponen utama dari 
proses klasifikasi antara lain [10]: 
1. Kelas, merupakan variabel tidak bebas 
yang merupakan label dari hasil 
klasifikasi. Sebagai contoh adalah 
kelas loyalitas pelanggan, kelas badai 
atau gempa bumi, dan lain-lain. 
2. Prediktor, merupakan variable bebas 
suatu model berdasarkan dari 
karakteristik atribut data yang 
diklasifikasi, misalnya merokok, 
minum-minuman beralkohol, tekanan 
darah, status perkawinan, dan 
sebagainya. 
3. Set data pelatihan, merupakan 
sekumpulan data lengkap yang berisi 
kelas dan predictor untuk dilatih agar 
model dapat mengelompokan ke dalam 
kelas yang tepat. Contohnya adalah 
grup pasien yang telah di-test terhadap 
serangan jantung, grup pelanggan di 
suatu supermarket, dan sebagainya. 
4. Set data uji, berisi data-data baru yang 
akan dikelompokan oleh model guna 
mengetahui akurasi dari model yang 
telah dibuat. 
 
2.2 Algoritma C4.5 
 
Algoritma C4.5 merupakan algortima yang 
digunakan untuk membentuk pohon 
keputusan. Pohon keputusan merupakan 
metode klasifikasi dan prediksi yang 
sangat kuat dan terkenal. Metode pohon 
keputusan mengubah fakta yang sangat 
besar menjadi pohon keputusan yang 
merepresentasikan aturan. Aturan dapat 
dengan mudah dipahami dengan bahasa 
alami. Dan mereka juga dapat 
diekspresikan dalam bentuk bahasa basis 
data seperti Structured Query Language 
untuk mencari record pada kategori 
tertentu [8]. 
Ada beberapa tahap dalam membuat 
sebuah pohon keputusan dengan algoritma 
C4.5 [10]. 
1. Menyiapkan data training. Data 
training biasanya diambil dari data 
histori yang pernah terjadi 
sebelumnya dan sudah dikelompokan 
ke dalam kelas-kelas tertentu. 
2. Menentukan akar dari pohon. Akar 
akan diambil dari atribut yang terpilih, 
dengan cara menghitung nilai gain 
dari masing-masing atribut, nilai gain 
yang paling tinggi yang akan menjadi 
akar pertama. Sebelum menghitung 
nilai gain dari atribut, hitung dahulu 
nilai entropy. Untuk menghitung nilai 
entropy digunakan rumus :  
 





S = himpunan kasus 
n = jumlah partisi S 
pi = proporsi Si terhadap S 
 
3. Kemudian hitung nilai gain 
menggunakan rumus : 
 








S = Himpunan kasus 
A = fitur 
n = jumlah partisi atribut A 
|Si| = proporsi Si terhadap S 
|S| = jumlah kasus dalam S 
 
4. Ulangi langkah ke-2 hingga semua 
record terpartisi. 
5. Proses partisi pohon keputusan akan 
berhenti saat : 
a. Semua record dalam simpul N 
mendapat kelas yang sama. 
b. Tidak ada atribut di dalam record 
yang dipartisi lagi. 
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c. Tidak ada record di dalam 
cabang yang kosong. 
 
2.3 Confusion Matrix 
 
Confusion Matrix adalah tools 
yang digunakan untuk evaluasi model 
klasifikasi untuk memperkirakan 
objek yang benar atau salah. Sebuah 
matrix dari prediksi yang akan 
dibandingkan dengan kelas yang asli 
dari inputan atau dengan kata lain 
berisi informasi nilai actual dan 
prediksi pada klasifikasi [11]. 
 
Evaluasi dan validasi hasil dihitung 
menggunakan rumus akurasi, precision 
recall dan f-measure berikut ini[13] : 
1. Akurasi 
Perhitungan akurasi dilakukan dengan 
cara membagi jumlah data yang 
diklasifikasi secara benar dengan total 
sample data testing yang 
diuji.                  
𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =  
𝑇𝑃 + 𝑇𝑁




Menghitung nilai precision dengan 
cara membagi jumlah data benar yang 
bernilai positif (True Positive) dibagi 
dengan jumlah data benar yang bernilai 
positif (True Positive) dan data salah 
yang bernilai positif (False Negative).  
    





Sedangkan recall dihitung dengan cara 
membagi data benar yang bernilai 
positive (True Positive) dengan hasil 
penjumlahan dari data benar yang 
bernilai positif (True Positive) dan data 
salah yang bernilai negatif (False 
Negative). 





Nilai F-Measure didapat dari 
perhitungan pembagian hasil dari 
perkalian precision dan recall dengan 
hasil penjumlahan precision dan recall, 
kemudian dikalikan dua.  





III. HASIL &IMPLEMENTASI 
 
Pada penelitian ini, penerapan  
algoritma klasifikasi C4.5 telah 
diimplementasikan menggunakan bahasa 
pemrograman PHP. Dibawah ini 
merupakan hasil implementasinya. 
 













4. Dari hasil yang di dapatkan, untuk data 
training dan data testing 80%:20% 
yaitu data training sebanyak 88 dan 
data testing sebanyak 22, mendapatkan 
akurasi yang cukup baik yaitu 77%, 
precision 83%, recall 55%, dan F-




IV. KESIMPULAN DAN SARAN 
 
Kesimpulan 
Penerapan metode pohon keputusan  
terhadap data siswa SMA Muhammadiyah 
Gubug  memiliki tingkat akurasi yang 
cukup baik dalam menyelesaikan 
klasifikasi rekomendasi beasiswa, dengan 
demikian metode pohon keputusan 
merupakan metode yang cukup sesuai 
untuk penyelesaian studi kasus dalam 
pemilihan siswa yang mendapatkan 
rekomendasi beasiswa. Tingkat akurasi 
yang dihasilkan oleh metode tersebut 
adalah 77% 
Saran 
1. Penelitian selanjutnya sebaiknya 
menggunakan data yang lebih banyak 
agar menghasilkan rules yang lebih 
akurat. 
2. Penelitian selanjutnya sebaiknya 
menggunakan atribut yang lebih 
banyak agar menghasilkan data yang 
lebih akurat. 
3. Pengujian metode ini belum sampai 
pada implementasi yang menghitung 
iterasi c4.5 kemudian menghasilkan 
rule dan dapat menentukan keputusan, 
maka perlu dibuat sistem aplikasi yang 
diperuntukkan untuk pihak sekolah.  
4. Untuk penelitian selanjutnya sebaiknya 
uji data sampai 3 kali atau lebih 
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