Mapping the importance of four factors in creating monovalent ion selectivity in biological molecules by Thomas, Michael et al.
Mapping the Importance of Four Factors in
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Abstract: The ability of macrocycles, enzymes, ion channels, transporters
and DNA to differentiate between ion types is often crucial to their function.
Using molecular dynamics simulations on both detailed systems and simple
models we quantify the importance of several factors which affect the ion
selectivity of such molecules, including the number of coordinating ligands,
their dipole moment and their vibrational motion. The information resulting
from our model systems is distilled into a series of ‘selectivity maps’ that
can be used to ‘read off’ the relative free energy associated with binding of
different ions, and to provide an estimate of the importance of the various
factors. While our maps cannot capture all elements of real systems, it is
remarkable that they produce differential site binding energies in line with
experiment and more detailed simulations for a variety of systems, making
them useful for assisting in understanding the origins of selective binding and
transport. The chemical nature of the coordinating ligands is essential for
creating thermodynamic ion selectivity in flexible molecules (such as 18c6),
but as the binding site becomes more rigid the number of ligands (as in
ion channels) and the reduction of thermal fluctuations (as in amino acid
transporters) can become important. In the future, our maps could aid in
the determination of the local structure from binding energies and assist in
the design of novel ion selective molecules.
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Introduction
Many biological molecules, including ion channels, transporters, enzymes,
macrocycles and DNA, selectively bind or transport ions. In most cases the
differentiation between ion types is critical to the function of the molecule.
For example, potassium channels must be able to rapidly move K+ out of a
cell while preventing the passage of Na+, otherwise the electrochemical gra-
dient across the cell membrane would be lost and the cell would die (1). Ions
also play important and specific roles in the structure and function of many
enzymes; binding of the wrong ion can inactivate such molecules thus per-
turbing important regulatory systems (2). Natural macrocyclic ionophores
such as valinomycin and nonactin, as well as synthetic counterparts such
as crown ethers and cryptands, can also selectively complex ions and have
found uses in electrophysiology, catalysis and in building ion selective elec-
trodes.
The discrimination between K+ and Na+ is particularly interesting given
their prevalence in biology and their identical charge, spherical nature and
similar size. There has been a long history of describing selectivity in small
macrocyclic ligands which particularly highlighted the role of rigidity in cre-
ating a cavity that preferentially bound ions of a certain size (3). Biological
macrocycles such as valinomycin, however, are conformationally flexible and
pioneering free energy simulations highlighted the importance of the solva-
tion energies of the ions and the strength of the electrostatic interaction with
the closest ligands as playing an important role in creating selectivity in ad-
dition to structural (steric) considerations (4, 5). Recently, there has been
much discussion of the origins of selectivity in potassium channels that are
able to discern between K+ and Na+ ions with up to 1000 fold preference for
K+ (6–9). Selectivity is achieved in a narrow region of the channel known
as the selectivity filter which is lined with carbonyl oxygens that coordinate
permeating ions (10, 11) creating a thermodynamic preference for binding
K+ relative to Na+ in the range of 5-6 kcal/mol (6–9, 12, 13). The prefer-
ence has been suggested to at least partly arise due to the channel better
compensating the energy cost of dehydrating K+ than that of Na+.
Many of the explanations for ion selectivity in K+ channels are thermo-
dynamic in nature and this paper works from this basic premise. For a long
time the most widely held view attributed selectivity to the better struc-
tural fit of K+ into the selectivity filter binding sites than could occur for
the smaller Na+ (14, 15), seemingly consistent with the crystal structures
(10, 16). However, in its simplest form such an explanation requires that
the protein maintains a large degree of rigidity as the two ions differ in ionic
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radius by 0.38 A˚. Noskov and Roux challenged this structural explanation
of selectivity arguing that not only is the channel likely to be too flexible
for this mechanism to work, but also that such flexible sites can still achieve
K+ selectivity (12, 17).
They showed that the balance of local ion-ligand and ligand-ligand in-
teractions can create preferences for different ions in flexible/dynamic ion
binding sites, in line with ideas presented by Eisenman (18) and previously
suggested to operate in valinomycin (4). Thus, the precise selectivity is de-
termined by the chemical nature and the number of ligands coordinating
the ion which determine the magnitude of the ion-ligand and ligand-ligand
interactions. Considerable subsequent analysis has attempted to assess the
relative importance the ligand type and ligand number in potassium chan-
nels. While all acknowledge that both can be important, some emphasise
the role of restriction of coordination numbers (13, 19–21), others reem-
phasise the chemical nature of the ligands (22, 23) while others maintain a
more agnostic view (24–26). Kinetic factors have also been suggested to be
important in preventing intracellular Na+ from permeating the pore (27).
All the factors discussed for K+ ion channels are likely to be important
to a greater or lesser extent for ion selectivity in a large range of biological
ion binding sites. It is our aim to investigate the conditions in which each
factor becomes important in creating ion selectivity in a number of specific
biological molecules. Although there are an infinite range of factors over
which to explore selectivity, here we systematically explore only four factors;
(i) the magnitude of the dipole moment of the coordinating ligands, (ii)
restrictions on the number of coordinating ligands and the somewhat related
concepts of (iii) cavity size of the coordination site and (iv) the thermal
fluctuations in the positions of the ligands. Factors (ii), (iii) and (iv) are
imposed by the protein scaffold and share some characteristics with a weak
interpretation of the early structural fit hypothesis, whereas (i) is an intrinsic
property of the coordinating ligands.
Admittedly, the factors chosen for investigation in this paper are arbi-
trary. For example one could choose instead to examine the ion-ligand and
ligand-ligand energy contributions. We chose the above set of factors be-
cause we believe they afford the most explanatory power since they can used
to directly analyse binding site structures found in the PDB. Furthermore,
as defined below, the energetic contributions arising from these factors can
be defined in such a way that they additively combine to the total selectivity
of the site.
Model systems have been used to isolate each of the factors above in
order to investigate the conditions under which each dominates the con-
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tribution to ion selectivity. The models range from an ion in a liquid of
ligands of variable dipole moment, to an ion surrounded by a fixed number
of ligands constrained within a sphere and, finally, to an ion surrounded by
ligands tethered with variable force constants to the vertices of classic coor-
dination polyhedra at a fixed distance from the central ion. The resulting
information yields insight into the interplay of the various factors in achiev-
ing selectivity in a range of biological molecules. The understanding gleaned
from these models is tested against additional detailed atomistic molecular
dynamics simulations on the full biological molecules in question and with
experimental data.
The use of model systems to study selectivity in ion channels was pio-
neered by Noskov et al (12). In this paper we hope to extend this work and
show how the binding energy explicitly depends simultaneously on all the
factors described. Bostick and Brooks have also used simplified models and
molecular dynamics simulations to investigate ion selectivity (21). Binning
techniques with an ion solvated in a liquid were used to derive how the free
energy of binding depends on the average ion-ligand separation and the av-
erage coordination number. In this paper we explore more parameters, in
particular the dipole moment of the ligand and the dynamic flexibility of
the coordinating atoms. Like those authors, we produce selectivity maps,
but in our case these are obtained by using constrained (biased) sampling
of the configuration space. We have previously used simplified molecular
dynamics (MD) models and quantum mechanical (QM) models to examine
selectivity in KcsA (13). Varma (19) and Dudev (25) examine a larger range
of parameters within a QM framework highlighting similar trends to that
seen in MD, but such QM approaches cannot easily cover the same range of
parameters as the MD simulations carried out here.
The question arises whether the simplified models used in this paper
are capable of producing quantitative or even semi-quantitative ion bind-
ing energies. This depends firstly on whether the free energy of binding is
dominated by local contributions. Secondly, it depends on whether we can
calculate accurate energies for the locally interacting atoms; in general this
is a question of the accuracy of the force field or other methods used. The
veracity of the former assumption can be tested by comparison with large
scale atomistic calculations. The latter can be tested against more accurate
calculations and/or experimental data.
Non-local effects such as strain energy with atoms not directly coordi-
nated to the ion and cases where different ion types have a different number
of coordinating ligands when in the same site could be important and there-
fore would cause simplified models like ours to break down. A number of
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these effects have been examined in detail and are briefly presented here and
at length in the supplementary material. Provided one keeps in mind these
limitations, the selectivity maps that we produce from our models could be
of great value for interpreting and understanding ion selective binding.
Methods
Model Systems. Four local factors affecting ion selectivity (dipole mo-
ment of the ligand, number of ligands, cavity size and thermal fluctuations)
were investigated using free energy perturbation molecular dynamics (FEP
MD) simulations. Ion exchange reactions were used to compare selectivity
between ions. Fig. 1 is an overview of the three families of model systems,
successively more elaborate and nuanced, used to model a generalised ion
binding site. The most complex model considers a FEP between two ions
where each of the dipole moment (characterised by q), the number of lig-
ands, n, the distance of the ligands from each ion, rK+ & rNa+ and the
thermal fluctuation of the ligands (characterised by k) are systematically
varied. By building up from a simple system, each of these factors can be
investigated in turn. Once we have chosen to examine particular factors,
the only obvious way in which to explore them is to build them up in the
sequence shown in the Fig. 1 and described below.
In the first family of model systems, Fig. 1, family 1, we looked at the
influence of ligand dipole moment in isolation by considering the exchange
of an ion M+ (where M=Li, Na, Rb, Cs ) with K+ between water and a
second solvent, Sol(q), with controllable dipole moment (controlled by the
partial charge q):
M+/H2O +K
+/Sol(q)
∆Gq
−−−→ K+/H2O +M
+/Sol(q) (1)
The change in free energy ∆G indicates the partitioning of the two ions
(M+ and K+) between the solvents. The ∆G value for the exchange reac-
tion is calculated as the combination of two individual FEP simulations (28)
(one for each solvent) in which an ion of one type is slowly morphed into
another over a number of steps. Bulk water was represented by a 30×30×30
A˚ TIP3P periodic water box with a counter ion while the second solvent was
a 30×30×30 A˚ box of abstract ligands based on the structure of formalde-
hyde molecules. The model ligands are not intended to represent formalde-
hyde itself, but rather an abstract, simple dipole that we can manipulate as
a crude representation of range of ligands of different chemical composition.
The dipole moment of the abstract ligands was set by altering the partial
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charge on the carbon and oxygen atoms (C=q, O=-q, H1=0, H2=0). The
model ligand box simulation was equilibrated with partial charge 0.51 under
an NPT ensemble before subsequent FEP simulations were conducted under
an NVT ensemble such that the ligand density was the same for all values
of the partial charge.
In the second family of binding site models, Fig. 1, family 2, restrictions
on the coordination number of the ion were imposed to add to the effect
of the ligand dipole moment. This was done by forcing n ligand oxygen
atoms into the first solvation shell of the ions, yielding another ion exchange
reaction:
M+/H2O +K
+/model(n, q)
∆Gnq
−−−→ K+/H2O +M
+/model(n, q) (2)
For this purpose the oxygen atoms were held with a flat bottom, steep
harmonic potential within a 3.5 A˚ sphere (4.0 A˚ for Cs+) representing posi-
tion of the first minimum in the radial distribution function of K+ in water.
Three varieties of this second family of model sites were considered as shown
in Fig. 1; all comprised of the n ligands forming the binding site which were
surrounded by (a) periodic box of model ligand molecules, (b) finite spheri-
cal droplets of model ligand molecules, and (c) a vacuum. The significance
of these different models is discussed below.
Whether a K+ ion is thermodynamically likely to leave the bulk water
to enter a binding site was determined from the FEP-MD of another ion
exchange reaction:
K+/H2O +model(n, q)
∆Gentry
−−−−−→ H2O +K
+/model(n, q) (3)
The free energy was calculated by conducting two FEP calculations: the
first where K+ disappears in a 30×30×30 A˚ TIP3P periodic water box and
the second where K+ appears in a model ligand system. The electrostatics
in these simulations were conducted using a cutoff of 12 A˚, so that problems
associated with using a lattice sum method could be avoided (29). Two
additional sources of error could potentially arise due to the use of the
double-annihilation method (30) and the sensitivity of the system to the
boundary conditions and the treatment of electrostatics (29). Correction
terms were calculated for each of these factors (see supp. mat.). ∆Gentry
for the other ion types is determined by combining equations (2) and (3).
In a final family of binding sites, Fig. 1, family 3, the influence of
cavity size and thermal fluctuations was investigated on top of the ligand
dipole and coordination number. In these the n ligands coordinating the
ion were placed at the vertices of optimal coordination polyhedra (trigonal
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bipyramidal for n = 5, octahedral for n = 6, cubic for n = 8). The size
of the binding cavity was controlled by placing a harmonic restraint with
force constant k on the oxygen atoms at a distance rK+ and rNa+ from
K+ and Na+ respectively; and the thermal fluctuations of the coordinating
ligands (measured by the RMSD of the oxygen atoms relative to a fixed
ion) controlled by the magnitude of k. The oxygen atoms were additionally
constrained to the same 3.5 A˚ sphere about the ion to maintain the desired
coordination number, avoiding entropic divergences that could arise in an
unconstrained system. To determine the effects of restricting ligand thermal
fluctuations on selectivity, two separate sets of FEP were required. This is
to account for the changing ion-ligand distance when different ions occupy
the binding site.
K+/model(rK+ , k 6= 0)
∆Gkr
K+−−−−−−→ K+/model(rK+ , k = 0) (4)
Na+/model(rNa+ , k 6= 0)
∆Gkr
Na+−−−−−−→ Na+/model(rNa+ , k = 0) (5)
There is now a complete description of the ion exchange reaction between
K+ and Na+ in a hypothetical binding site incorporating each of the local
factors:
Na+/H2O +K
+/model(n, q, rK+ , k)
∆Gnqkr
K+
r
Na+−−−−−−−−−−→
K+/H2O +Na
+/model(n, q, rNa+ , k) (6)
The change in free energy from the exchange reaction of K+ and Na+
between water and the binding site that includes all our factors of interest
is then (as dictated by (2) + (4) - (5)):
∆Gnqkr
K+
r
Na+
= ∆Gnq +∆Gkr
K+
−∆Gkr
Na+
(7)
Unless otherwise stated, simulations are run using NAMD2 (31) with the
CHARMM27 force field (32) at 310 K with 1 fs timesteps. More detailed
simulation setups are provided in the supp. mat.
Energy contributions. To determine the contribution to selectivity from
the various factors, we combined the results of the ion exchange reactions
described above. The free energy contribution from ligand dipole alone is
derived from the first family of model systems as ∆Gq (equation 1). In the
idealised case, depicted on the left side of Fig. 1, the only difference between
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the first and second families of model system is the constraint on the ligand
number, and thus the free energy contribution from coordination number
restriction, ∆Gn, can be determined from equations 1 and 2:
∆Gn = ∆Gnq −∆Gq (8)
The only difference between the second and third families of model system
is the inclusion of a harmonic restraint placed on the oxygen atoms of the
coordinating ligands and by placing these atoms at r to control cavity size
and thermal fluctuations. Thus, the free energy contribution is calculated
from equations 4 and 5 as
∆Gkr
K+
r
Na+
= ∆Gkr
K+
−∆Gkr
Na+
(9)
Defined in this way, the components are strictly additive, ie, the total free
energy difference in model system 3 is the sum of these three free energy
contributions.
Unfortunately, using the idealised model systems described above is com-
putationally expensive. As each contribution is added, the number of pa-
rameters used to describe the model system increases, and thus the number
of simulations needed to survey the parameter space increases significantly.
To this end, some approximations were used in our systems in order to de-
crease the time needed to conduct the FEP, as depicted on the right side of
Fig. 1. The ideal model system 2 (using a periodic box of model ligands)
was used for one set of parameters only, namely (n, q) = (8, 0.5). To reduce
the size of the medium surrounding the binding site, subsequent simulations
were conducted by keeping only the model ligand molecules within in a 10.5
A˚ radius sphere around the ion and simulating the system in a spherical
constraint rather than with periodic boundaries (model 2b). To reduce the
size of the system even further, a final family of models were used in which
all model ligand molecules not directly coordinating the ion were removed.
One could argue which model system best represents the environment of
a protein binding site and for this reason we include results of all model
systems in the results table 2 or in the supp. mat. For our energy compo-
nents to remain strictly additive, a consistent family of model systems must
be used. Since we have introduced approximations our energy components
should be seen as indicative rather than as strictly additive, however, as
shown in the supp. mat. the difference in the relative contributions of each
of the factors found using the ideal and approximate model systems is small.
The fractional contribution to ion selectivity is defined as follows:
χq =
∆Gq
|∆Gq|+ |∆Gn|+ |∆Gkr
K+
r
Na+
|
(10)
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χn =
∆Gn
|∆Gq|+ |∆Gn|+ |∆Gkr
K+
r
Na+
|
(11)
χr =
∆Gkr
K+
r
Na+
|∆Gq|+ |∆Gn|+ |∆Gkr
K+
r
Na+
|
(12)
where χq, χn and χr are portions from dipole moment, coordination number
restriction and cavity size/thermal fluctuations respectively. To obtain these
values, ∆Gq and ∆Gn were calculated using the 2B family of model systems
from Fig. 1. This was done so that the fractional contributions correspond-
ing to these could be broken down in an additive fashion. ∆Gkr
K+
r
Na+
was
calculated using model 3.
Biological Simulations. For comparison with the model systems, FEP
simulations are also conducted on full biological systems (eg full protein,
solvation box and lipid, periodic boundaries under an NPT ensemble) for
each molecule studied. Details of each simulation system are given in the
supp. mat. The RMSD information was calculated by Celik et al during
simulations investigating substrate binding in in the leucine transporter (33).
Results and Discussion
Influence of ligand dipole moment
The role played by the dipole moment of the coordinating ligands is eluci-
dated by investigating the free energy changes involved in an ion-exchange
reaction for the group I ions between water and a second solvent with a
dipole moment controlled by adjusting the partial charge on each end of the
dipole. For simplicity in our results we refer to only the positive value of
the partial charge on the ligands q. As the parameters for Li+, Rb+ and
Cs+ are less well developed, results for these ions are included only to show
qualitative trends.
As can be seen in Fig. 2, the smaller ions (Li+ and Na+) selectively par-
tition into the solvents of greater dipole moment and the larger ions (Rb+
and Cs+) into that with smaller dipole moment. A binding site with highly
charged ligands is therefore likely to be selective to smaller ions and vice
versa, confirming that selectivity can in principle be generated considering
only the dipole moment of the ligands. This supports previous studies that
suggest the presence of highly charged ligands could be responsible for the
Na+ selectivity of sodium channels (12, 13) and the binding sites within
the GluR5 kainate receptor (34). The ligands used in our model systems
represent an abstract generalised dipole and this must be taken into account
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when equating them to real chemical groups. For example, the dipole mo-
ment of the protein backbone carbonyl group will be somewhere between a
‘bare’ carbonyl group (∼ 3.0 debye, partial charge 0.51) and that with an
amide plane, as with n-methyl acetamide (∼4.0 debye, charge ∼ 0.65). In
the case of the potassium channel KcsA selectivity filter the dipole moment
of the carbonyl group could contribute at most 2 kcal/mol (out of a total of
5-6 kcal/mol) toward K+ selectivity.
Influence of coordination number and dipole moment
The influence that restricting the number of ligands around the ion has on
ion selectivity can be examined through ion exchange reactions in the second
family of model systems in which we control the ions coordination number
n as well as the partial charge on the ligands q as above. This allows us
to map the expected ion selectivity of a binding site both qualitatively and
quantitatively as shown in Fig. 3. In addition, we show the conditions in
which an ion is thermodynamically unlikely to leave the bulk water environ-
ment and enter the site by the black ‘exclusion zone’ (∆Gentry > 0) as such
a binding site is not likely to be useful in a biological context.
The ‘selectivity maps’ shown in Fig. 3A and B enable us to predict
the thermodynamic selectivity of a (flexible/liquid like) binding site based
only upon the number and charge of the coordinating ligands. It can be
seen in Fig. 3B that smaller ions can be selected either by increasing the
charge on the ligands, or reducing the number of coordinating ligands; while
selecting a large ion is most easily done by having a large number of ligands
with small dipole moment (the thin, yellow Cs+ selective region at low
coordination number and large dipole moment is effectively non-selective
because of the small free energy difference - see contour lines in Fig. 3A).
The applicability of this map can be determined by examining how well
it predicts the selectivity of known ion selective structures. Our previous
work on the potassium channel, for example (13) indicates that an ion in
the selectivity filter has a coordination number of 8. Assuming a carbonyl
ligand partial charge of 0.5 - 0.6, the related point on the selectivity map (①
in Fig. 3A) shows a free energy difference between K+ and Na+ of about 5.5
- 6.5 kcal/mol, similar to both experimental estimates (6–9) and those from
detailed molecular dynamics studies of the system (12). Similar predictive
success can also be achieved for a number of other ion selective molecules
such as a model Na+ channel, DNA quadruplex and aminoimidazole riboside
kinase (ARK), as indicated on Fig. 3A. Some discrepancies arise if the
partial charge on all the ligands are not equal. For instance, the presence of
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some fully charged ligands favours smaller ions (12, 35), while the presence
of water dissipates selectivity (24, 35) (as seen in Fig. 7 in the supp. mat.).
However, using the average charge of the ligands gives a good indication
of the likely selectivity using Fig. 3A. By extending our model, it is also
possible to quantify selectivity when coordination number of Na+ can be
different to that of K+ as is shown in Fig. 3F and in greater detail in
the supp. mat. Remarkably our simple system replicates the trends in ion
selectivity seen in a variety of complex molecules.
The origins of selectivity discussed so far consists of the chemical na-
ture of the ligands and the restriction of coordination number. How much
each of these contribute toward the total ion selectivity for each value of n
and q is shown in Fig. 3C and 3D. It can be seen from the white band in
Fig. 3D that when q ∼ 0.6 the dipole moment does not differentiate be-
tween the ions at any coordination number. Any selectivity at this partial
charge is thus dominated by coordination number restriction. The vertical
blue band at n = 4 − 6 in Fig. 3C representing selectivity for Na+ is ex-
pected as these coordination numbers are known to be most favourable for
Na+(13, 20). Similarly coordination numbers n > 6 favour K+. Looking at
the parameters for a potassium ion channel, the restriction of coordination
number contributes about 60% (3.9 kcal/mol) of total ion selectivity while
the dipole moment contributes the remaining 40% (2.6 kcal/mol) (assuming
a carbonyl partial charge of 0.51).
Influence of cavity size and ligand thermal fluctuations
There are some structures such as the leucine transporter (LeuT) and as-
partate transporter (GltPh) for which the map shown in Fig. 3A does not
accurately predict selectivity. This is due to the fact that we have yet to
consider the third possible origin of ion selectivity: the effects of restricted
cavity size or ligand fluctuations which have previously been shown to be
important in LeuT (36). To examine in a general context how structural
restraints that influence cavity size and ligand fluctuations can affect ion
selectivity we constructed the third family of model binding sites, giving us
additional control of the equilibrium ion-oxygen distance for each ion type
rK+ and rNa+ as well as the size of the thermal fluctuations of the ligands,
controlled by the harmonic force constant k.
As we are adding three new parameters to our investigation of selectiv-
ity (rK+ , rNa+ , k) only particular combinations can be easily visualised. In
the first instance we show selectivity for various values of rNa+ and rK+ for
three specific force constants, as shown in Fig. 4A and supp. mat. Fig. 10A
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and B. When the force constant is small, cavity size and ligand fluctuations
are relatively unconstrained and so there is little contribution from these to-
ward selectivity (supp. mat. Fig. 10A and B). With a larger force constant,
Fig. 4A, the situation is a bit more complicated. If rK+ = rNa+ and the
force constant is large, the cavity size is being rigidly constrained and this
can create selectivity using a classic snug fit mechanism (a complete map
of this case is shown in Fig. 9 of the supp. mat.). If the cavity is large
(>∼ 2.5 A˚), K+ will be more favoured in the site. If it is small (<∼ 2.5
A˚), Na+ will be more favoured. In our detailed simulations of complete bio-
logical molecules, we find that this rigid cavity situation never arises. That
is, the size of the binding cavity is always different with Na+ bound than
with K+, even in the transporters in which cavity size was expected to be
restricted. For example in the second ion binding site, S2, in the LeuT, the
average ion-ligand distance is 2.69 A˚ for K+ and 2.31 A˚ for Na+, very close
to the average ion-ligand distances found for those ions in a solvent. Thus,
we believe that the most useful case to examine in our model systems is
where rNa+ and rK+ are taken to be the first peak in the radial distribution
function of the equivalent unconstrained system (approximately 2.4 and 2.7
A˚ respectively). In this case, the cavity size is not being rigidly constrained,
that is, the ion-ligand distance can be optimised for the ion type. How-
ever the thermal fluctuations of the ligands are still being influenced by the
harmonic restraint. At large RMSD (small k) the contribution of limited
ligand fluctuations toward ∆G is 0. Decreasing fluctuations (increasing k)
contributes to Na+ selectivity in the cases with 5 or 6 ligands and towards
K+ selectivity in the 8 ligand case, as shown in Fig. 4B. This shows that
even when the radius of the cavity is not constrained, reducing the magni-
tude of the thermal fluctuations of the coordinating ligands can create ion
selectivity. The possibility of ligand fluctuations influencing selectivity has
been suggested previously (12), but here we show that it can be important
even when the equilibrium cavity size is allowed to optimise for each ion
type, as well as separating these effects from those of ligand type, number
and cavity size.
In the two transporters considered in this study an ion-ligand distance
close to that seen in solution is maintained for each ion, however, the lig-
ands display smaller than usual RMSD fluctuations of about 0.3-0.5 A˚. In
comparison, the ligand RMSD in the enzyme ARK is between 0.55-0.6 A˚,
while in KcsA it is greater than 0.7 A˚ (12). Examining Fig. 4B, it is evident
that decreased fluctuations of the ligands will have a substantial effect on
ion selectivity in the transporters, a small effect in ARK and little effect
with KcsA. Thus, it is the last situation considered with respect to cavity
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size and ligand flexibility, reduced ligand fluctuations but not constrained
cavity size, that we believe is the most informative for the molecules studied
here. The influence of reduced ligand thermal vibrations adds to possible
influences of the other effects.
From models to reality
Having considered four mechanisms of ion selectivity, we now have the neces-
sary tools to determine in which biological molecules each these mechanisms
is likely to be important. To demonstrate the practicality of this model, we
compare predictions from the maps with experimental data for a number
of different ion selective biological molecules with ion binding sites of dif-
fering chemical composition, as shown in table 1. The results of this study
are shown in table 2. In addition, we ascertain how well the model sys-
tems capture reality by conducting additional detailed MD simulations of
each molecule in its natural environment as detailed fully in the supp. mat.
For each molecule, n, q, rK+ , rNa+ and RMSD of the coordinating ligands
(calculated from the detailed simulations) was used to predict selectivity of
the ion binding site (∆G) via the selectivity maps. MD FEP simulations
of each molecule were conducted within the detailed molecular dynamics
simulations for comparison, and experimental data was gathered from the
literature.
As can be seen in table 2, the trends seen in our selectivity maps are
comparable with the values derived through detailed simulation and experi-
ment (except for valinomycin which is discussed below). As well as yielding
selectivity for the correct ion, the simple maps give an indication of the
magnitude of this selectivity. A strength of this map approach is that an
estimate of the relative importance of each mechanism investigated can be
determined as shown in the table. It should be noted that such relative
contributions should be taken as indicative values only, rather than being
strictly quantitative. They are nevertheless very useful for gaining an un-
derstanding and intuition of the systems.
¿From these results it is possible to see that different molecules make
use of different means to differentiate between ions, but that all the factors
described tend to have some influence in each case. As we and others have
suggested previously, the ability of potassium channels to enforce a large
coordination number around the permeating ions appears to be important
in determining the the thermodynamic favourability of the binding sites for
K+. The specific chemical nature of the carbonyl ligands is also important
accounting for up to 40% of the total if we assuming a carbonyl partial
13
charge of 0.51, but less if the effective dipole moment on the backbone
carbonyls is larger. The large size of the thermal fluctuations of the carbonyl
oxygens seen in the crystallographic and simulation data (12), as well as the
ability of the site to shrink around small ions in our simulations suggest that
the cavity size and restrictions of the fluctuations of the ligands have little
influence on the selectivity of the site.
The enzyme ARK, on the other hand, has a smaller average dipole mo-
ment on the ligands, something that favours the binding of K+ over Na+.
Combined with a moderate reduction in the RMSD of the ligands that also
favours K+, this overcomes the effect of the small number of ligands sur-
rounding the ion would otherwise favour Na+. As noted above, the ligands
in the LeuT and GltPh binding sites have smaller than usual fluctuations
which appears to to be important in determining the Na+ selectivity of both
binding sites, even though previous work has suggested only one of these is
rigid in LeuT (36). The presence of the zwiterionic leucine in site Na1 of
LeuT also creates a significant preference for Na+ over K+ in accord with
previous results (36) and our simple models with some fully charged ligands
(supp. mat. Fig. 7). In GltPh, site Na2 contains no fully charged lig-
ands and thus has a relatively lower average dipole moment than the other
transporter binding sites. For these reasons it seems that reduced ligand
fluctuation plays a large role in determining the selectivity in each of the
transporter sites, which is further enhanced in the Na1 sites by the presence
of acidic residues.
The selectivity filters of sodium channels contain a conserved DEKA
motif. The presence of highly charged ligands around the permeating ion
would create a preference for Na+ in accord with our maps and previous
suggestions (12, 13). In addition, there is likely to be a smaller number
of ligands surrounding the ions in this case than in K+ channels which also
leads to some degree of Na+ selectivity in our model. Our maps also suggest
that the flexible crown ether, 18-crown-6, relies on the dipole moment of
coordinating oxygens to achieve K+ selectivity over Na+.
Our results also support the understanding of the differing selectivity
of K+ and NaK channels. Crystallographic and computational studies of
the NaK channel indicate that the slight differences in the structure of NaK
channel enable water molecules to more easily contact the permeating ion
(24, 35, 37). As shown in Fig. 3E, and in greater detail in the supp.
mat., the substitution of two carbonyl groups with two water molecules
reduces selectivity by more than 2 kcal/mol. Previous studies also show that
coordination numbers are less constrained in NaK than in KcsA (24, 35, 37).
As shown in Fig. 3F this can reduce selectivity by a further 4 kcal/mol.
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Together these effects lead to little differentiation between Na+ and K+.
The number of coordinating ligands also changes with ion type in nonactin,
resulting in a small predicted selectivity similar to the case of NaK.
While our model systems enable us to visualise trends in factors that
create ion selectivity, there are some elements of real biological systems
that they cannot capture. In our model the ligands are not bound to one
another and the strain in the molecular scaffold that may arise when the
ligands adopt particular configurations, a non-local effect, is only approxi-
mated through a harmonic potential. Understanding when molecular strain
is likely to influence selectivity requires knowledge of the particular molecule
in question. It can be expected to be smaller in cases where the individual
ligands have a large degree of flexibility, such as when they are not directly
bound to one another as in large proteins and many of the cases studied
here. One exception is valinomycin: although Na+ can optimise its coordi-
nation number, this comes at the energy cost of breaking a hydrogen bond
in the backbone of the molecule, a non-local effect that is poorly captured
by our harmonic strain model. We note that in some situations there are
differences between the simple model systems and real molecules. In LeuT
one of the ion binding sites abuts the fully charged zwitterionic leucine being
transported by the protein. As noted above, our maps become less accurate
(in this case the role of dipole moment is underestimated) when the charge
on any of the ligands deviates far from the average. The accuracy of the
simple model can be improved by including inhomogeneous charges as done
in the supp. mat. We also do not include differential polarisations of the
ligands in the presence different ions.
To further analyse the validity of our approach we consider how alter-
ing the force field model or simulation protocol influences our results. As
shown in the supp. mat., use of the OPLS force field (38, 39) in place of
CHARMM27 (32) within our model systems changes the predicted selec-
tivity by less than 1 kcal/mol for all the conditions corresponding to the
molecules studied. Changing the setup of the model system has a small
effect on the exact degree of selectivity seen in our model systems, but does
not change the overall trends. For example, the environment of a real ion
binding site could influence its selectivity, and it has previously been sug-
gested that this can change the coordination numbers of ions in the site (19).
To examine this, selectivity maps were created with the model binding sites
surrounded by a bulk medium (shown in supp. mat.) in addition to those
in which the site is surrounded by vacuum (as in Fig. 3). The effect of this
is to increase the dielectric constant around the site, and as can be seen
by the corresponding column in table 2 (∆G ǫ > 1) this leads to a slight
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shift in the predicted selectivity toward Na+ over K+ compared to the pre-
dictions made in vacuum. This result is in accord with the suggestions of
Varma and Rempe (19): increasing the dielectric constant around the site
makes it possible for ligands to reduce their interaction with the ion and
replace them with interactions with surrounding molecules. This situation
is more favourable to Na+ than K+ as it allows for an effective reduction
in coordination number. The differences in the predictions made with and
without a surrounding dielectric medium shown in table 2 gives an indica-
tion of the uncertainty inherent to our scheme due to the fact it does not
attempt to mimic the specific environment of each of the biological binding
sites studied.
We have presented a scheme for understanding the mechanisms behind
ion selectivity that involves four factors that can influence the thermody-
namics stability of a binding site. By conducting detailed simulations in
parallel with our simplified models we hope to have achieved a useful com-
promise that allows general principles to be drawn while checking this is
still a plausible representation of reality. While our scheme cannot capture
all the effects that can contribute to ion selectivity, we have shown that it
is applicable to a large range of biological and synthetic molecules, each of
which employs these factors in different degrees. We believe that our results
provide valuable insight into fundamental biological processes and can be
used to estimate the nature of uncharacterised sites or in the development
of novel ion selective molecules.
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Structure Carbonyl Hydroxyl Carboxyl Water Ether
K+ Channel Model 8 0 0 0 0
Na+ Channel Model 1 0 4 0 0
LeuT Na1 4 1 1 0 0
LeuT Na2 3 2 0 0 0
GltPh Na1 4 0 2 0 0
GltPh Na2 5 0 0 0 0
DNA Quadruplex 8 0 0 0 0
ARK 4 0 1 0 0
Valinomycin 6 (5) 0 (1) 0 0 0
18-crown-6 0 0 0 2 (2) 6 (4)
NaK 6 (4) 0 0 2 0
Nonactin 3 3 (2) 0 0 1
Table 1: The chemical nature of the ligands surrounding the ion within each
biding site. Entries with two numbers indicate number of ligands with K+
(unbracketed) and Na+ (bracketed).
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Structure ∆G ∆G ∆G ∆G % χn % χq % χr
predicted simulated exp. predicted
ǫ > 1
1. K+ Channel Model 6.6 5.6 (13) 5-6 (6–9) 5.5 60 40 0
2. Na+ Channel Model -2.6 -5.3 ∼ -3 (40) -3.5 -30 -70 0
3. LeuT Na1 -1.8 -6.1 (36) < -5 (41) -3.2 -20 -10 -70
4. LeuT Na2 -0.7 -3.2 (36) -2.7 -10 -30 -60
5. GltPh Na1 -2.2 -1.3 < -3 (42) -3.6 -20 -5 -75
6. GltPh Na2 1.0 -0.6 -0.3 -10 45 -45
7. DNA Quadruplex 6.7 4.0 1.7 (43) 5.5 60 40 0
8. ARK 0.8 1.3 > 0 (44) -0.4 -45 -25 30
9. Valinomycin 3.0 7.2 5-7 (45, 46) 1.1 -35 65 0*
10. 18-crown-6 3.1 2.6 0-2 (47) 3.1 0 100 0
11. NaK Channel ∼ 0 -1.0 - 1.0 (35) ∼ 0 (48) - - - -
12. Nonactin 0.2 0.7 0.7 - 1.0 (47) - - - -
Table 2: Predicted, simulated and experimental K+/Na+ ion selectivities
for various structures. Predicted selectivities determined with the binding
site surrounded by vacuum and by bulk solvent (ǫ > 1) are shown. A
percentage breakdown of contributions toward selectivity from coordination
number restriction, χn; ligand dipole moment, χq; and cavity size/ligand
thermal motion, χr is included. A positive value indicates a contribution
toward K+ preference while a negative value indicates a contribution toward
Na+ preference. Dashes indicate that the coordination number is different
for Na+ and K+, making an estimate of contribution to selectivity difficult.
*Non-local effects that are important in valinomycin are not included in this
number in contrast to other studies, as discussed in the text.
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Figure Legends
Figure 1.
Families of model systems used in this study. The first family is used to
examine the influence of the ligand dipole moment (characterised by the
charge on the ligands q) on ion selectivity while families 2 and 3 introduce
the effect of the ion coordination number (n) and harmonic restrictions on
the ligand position and thermal motion (characterized by rK+ , rN+ and k)
respectively. Ideally, a consistent non-overlapping set of systems would be
employed (left). However, due to limitations in computational power the
simplified systems on the right were used. Squares represent periodic boxes
of model ligands, large circles spherical finite droplets of model ligands and
small circles constraints on the number of ligands that can coordinate the
ion.
Figure 2.
Influence of ligand dipole moment on ion selectivity. Negative values indicate
that an ion M+ is more likely to leave water and enter the alternate solvent
than K+.
Figure 3.
Influence of coordination number and ligand charge on ion selectivity. (A)
Selectivity between K+ and Na+ is shown with 2 kcal/mol contour differ-
ences. Regions that yield K+ selectivity are indicated in red, Na+ selectivity
in blue and regions where ions will not leave water to enter the site in black.
The numbers in circles correspond to the molecules in table 2: ① K+ chan-
nel model ② Na+ channel model ⑦ DNA quadruplex ⑨ Valinomycin. (B)
Selectivity map for multiple group I ions with regions shown that are selec-
tive for Li+ (green), Na+ (blue), K+ (red), Rb+ (cyan) and Cs+ (yellow).
The percentage contribution to selectivity between K+ and Na+ by (C) the
restriction of coordination number, χn and (D) the partial charge on the co-
ordinating ligands, χq. Colour indicates whether this contribution is toward
K+ (reds) or Na+ (blues) selectivity. (E) The effect on Na+/K+ selectivity
when two of the n ligands are water molcules. (F) The effect on Na+/K+
selectivity when the coordination number of Na+ can be different to that of
K+ with q = 0.5.
23
Figure 4.
Influence of cavity size and ligand thermal fluctuations on ion selectivity. (A)
Selectivity between K+ and Na+ is shown with 1 kcal/mol contour levels
with k = 3.0 kcal/mol/A˚2. (B) The effect of decreasing the ligand RMSD
on selectivity for 5 different systems with different values of partial charge
and ligand number. Cases with 5 or 6 ligands correspond to binding sites in
the transporters, while that with 8 to KcsA. Arrows indicate the RMSD at
specific k values for the (n, q) = (6, 0.5) system.
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Detailed Simulation Parameters used for Model
Systems
Periodic boundary conditions were employed for all bulk systems under an
NPT ensemble (except for the bulk abstract ligand systems described earlier)
at 1 atmosphere and 310K, (using langevin dynamics) and 1 fs timestep. A
cut off distance of 12 A˚ is used for electrostatic and van der Waals inter-
actions in non-periodic systems. In periodic systems, particle mesh Ewald
summation was used to calculate electrostatic interactions unless stated oth-
erwise.
λ windows for thermal fluctuation models FEPs
Although in hindsight it turned out to be unnecessary as the simulations con-
verged well, these FEP simulations were conducted using 34 λ windows, with
λ values of 0, then 10n for n = −7,−6 . . . ,−2 then 0.05 then incrementing
by 0.05 to λ = 0.95, then 1− 10n for n =,−2,−3, . . . ,−7 then 1.
Error estimation
Uncertainties in the free energies of the model systems were estimated by
obtaining the standard error of 8 replicate FEP simulations (4 forward and
4 reverse morphs) for the situations in which q = 0.5, n = 1, 5, 8 and k = 0.
The standard errors in the mean were all below 0.005 kcal/mol.
1
Verifying Simulation Results
Force Field. The results in this study may be dependent on the choice of
force field as well as the environment surrounding the model systems. To
study the influence of the choice of force field on the results, the OPLS force
field (1) was used to reproduce the selectivity map in Fig. 3 A of the main
text. The group I ion parameters (2) and the carbon-oxygen bonding and
non-bonded parameters for the model ligands used OPLS, while angle and
dihedral parameters for the model ligands were taken from the CHARMM
parameter set, as they were not available in OPLS. The OPLS selectivity
map, seen in Fig. 5 A, maintains the characteristic shape of the original
figure. The difference in ∆G values between the two ranges is plotted in
figure 5 C and is between 3 kcal/mol at the extremes, with the majority of
useful energies (those that would not fall in the exclusion zone) being less
than 2 kcal/mol. The difference in ∆G between CHARMM and OPLS found
for the specific molecules studied in the main text is less than 1 kcal/mol.
Simulation Setup. The nature of the medium surrounding the model sys-
tem may influence the free energy values. Three different model systems were
simulated to quantify this effect. Each consists of nmodel ligands constrained
so that the oxygen atoms are in a spherical shell of 3.5 A˚ (4.0 A˚ for Cs+).
Enveloping this was (i) vacuum, (ii) a spherical shell of model ligands, 10.5
A˚ in radius and (iii) a 30×30×30 A˚ periodic box of model ligands, which for
simplicity will be referred to as the ‘sphere’, ‘sphere in a sphere’ and ‘sphere
in a box’ models. The additional model ligands have the same partial charges
on the carbon and oxygen atoms as those within the inner sphere. Systems
(i) and (ii) were simulated using n = 1− 10, q = 0.1− 1 while (iii) only using
(n,q)=(8,0.5) due to the large computational time involved. A comparison of
the three systems using (n,q)=(8,0.5) is summarised in table 3 (a comparison
for all (n,q) between systems (i) and (ii) is made graphically in Fig. 5 B and
D). While there are significant differences in the total predicted selectivity of
the model binding site shown in table 3, each is still a reasonable reflection
of the experimental selectivity value of 5-6 kcal/mol seen in KcsA (3–6) that
has a binding site of similar composition to the model. The percentage con-
tributions to selectivity by coordination number restriction, χn, and dipole
moment, χq differ at most by 7%, which is quite remarkable as it implies
that the relative makeup of the total selectivity varies little regardless of the
total selectivity.
The point of these additional simulations was to see how the effect of the
2
Figure 5: (A) Selectivity map using OPLS force field. (B) Selectivity
map using ‘sphere in a sphere’ (SS) model system. (C) Dif-
ference between CHARMM and OPLS selectivity maps. (D)
Difference between selectivity maps produced using sphere and
SS model systems. All energies in kcal/mol. Red depicts K+
selectivity, blue depicts Na+ selectivity. Colours in (C) and
(D) are used for clarity.
surrounding medium influences the selectivity of the model binding sites. As
each binding site will have a different environment it is difficult to be sure
which of our test calculations best mimics the specific site. These studies
do, however, give an indication of the range of uncertainty in our predictions
that is created by the details of the medium surrounding each site. The 10.5
A˚ sphere of bulk model ligands in our sphere in a sphere system allows for
rapid energy calculations as required for constructing selectivity maps across
a wide range of parameters. To test how similar the results of this case are
3
System Force Field ∆GW ∆Gnq ∆Gn ∆Gq χn χq
S CHARMM 21.06 6.58 N/A N/A N/A N/A
S OPLS 21.68 5.07 N/A N/A N/A N/A
SS CHARMM 21.06 5.53 2.16 3.37 60.9% 39.1%
SS OPLS 21.68 2.82 0.96 1.86 66.0% 34.0%
SB CHARMM 21.06 8.56 3.02 5.54 64.7% 35.3%
SB OPLS 21.68 4.50 1.86 2.64 58.7% 41.4%
Table 3: Summary of model systems and associated ∆G and χn and χq
values for (n,q)=(8,0.5). S, SS and SB signify sphere, sphere in a
sphere and sphere in a box model systems respectively. ∆GW is
the free energy of morphing Na+ to K+ in a 30×30×30 A˚ period
box of TIP3P water. ∆Gnq is the total selectivity of the model
system. Other ∆G values are described in the methods section
of the main text. All energies are in kcal/mol
to those in a larger bulk medium we examined how ∆Gnq depends on the
size of the bulk sphere for the (n,q)=(8.0.5) sphere in a sphere model system.
As shown in table 4 the small sphere gives fairly similar results to those in a
larger, more bulk like medium.
Sphere size ∆Gnq
Vacuum 6.58
10.5 A˚ 5.53
15 A˚ 5.87
20 A˚ 5.85
25 A˚ 5.92
30 A˚ 5.93
Table 4: ∆Gnq (kcal/mol) for Na
+ and K+ in a sphere in a sphere model
system with (n,q)=(8.0.5) for models with differing radii of the
outer model ligand containing sphere.
4
Correction Terms for ∆Gentry
∆Gentry is the free energy of moving an ion from bulk water into a model
site.
K+/H2O +model(n, q)
∆Gentry
−−−−−→ H2O +K
+/model(n, q) (1)
This is constructed from two separate binding free energies:
K+/H2O
∆Gentry(A)
−−−−−−→ H2O +K
+ (2)
K+ +model(n, q)
∆Gentry(B)
−−−−−−→ K+/model(n, q) (3)
Normally the double-annihilation method is used to calculate the binding
free energy (7). However, since K+ cancels out when equations 2 and 3 are
combined, we can reduce the calculation to two FEP calculations:
K+/H2O
∆Gentry(A)
−−−−−−→ H2O (4)
model(n, q)
∆Gentry(B)
−−−−−−→ K+/model(n, q) (5)
The corrections terms that are needed to yield the binding free energies
by using the double annihilation method, as described by Gilson et al (8),
cancel out.
Additional corrections must be applied when calculating free energies of
introducing a charged species into an explicit solvent systems, which in this
case is equation 4. These corrections terms are described in detail by Kasten-
holz and Hu¨nenburger (9). Two of the corrections discussed are applicable
to this situation; approximations in the electrostatic interactions introduced
from using cut off truncation (type A correction), and artificial polarisation of
the solvent molecules from using a periodic boundary condition (type B cor-
rection). The corresponding correction terms are ∆GCTA and ∆G
CT
B (where
CT means cut off truncation method). ∆GCTA is further divided into two
parts; a correction for electrostatic interactions outside the cut off sphere,
∆GCTA1 , and a inside the cutoff sphere, ∆G
CT
A2 , so that
∆GCTA = ∆G
CT
A1 +∆G
CT
A2 (6)
∆GCTA1 and ∆G
CT
B are trivial to calculate if ∆G
CT
A is known.
∆GCTA1 = −(8πǫ0)
−1q2I (1− ǫ
−1
S )R
−1
C (7)
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∆GCTB = −
RI
RC
10µ[L/(2RC)]+ν [(8πǫ0)
−1q2I (1− ǫ
−1
S )R
−1
I +∆G
CT
A ] (8)
where ǫ0 is the permittivity of vacuum, qI the ionic charge, ǫS = 78 the
permittivity of the solvent, RC = 12 A˚ the cut off radius, RI = 1.33 A˚ the
ionic radius, L = 30 A˚ is the edge length of the solvent box and µ = −2.20
and ν = 1.29 are constants. ∆GCTA2 is then given by:
∆GCTA2 = −(8πǫ0)
−1q2I (1−ǫ
−1
S )×[R
−1
I −R
−1
C +
Na∑
k=−1
kakR
−k−1
c
∫ RC
RI
dr rk+1p(r)]
(9)
We can define
C = R−1C +
Na∑
k=−1
kakR
−k−1
c
∫ RC
RI
dr rk+1p(r) (10)
where C is a constant. We can now determine the value of C is for the case
explored by Kastenholz and Hu¨nenburger (9), Na+ in a periodic water box.
We take ∆GCTA2 = 17.61 kJ/mol from table III. Assuming that this system
and our K+ periodic water box system is similar enough for C to be equal
in both cases, we can now solve ∆GCTA2 for the K
+ system:
∆GCTA2 = −(8πǫ0)
−1q2I (1− ǫ
−1
S )× [R
−1
I − C] = 17.61 kcal/mol (11)
Now the binding free energy correction, ∆Gcorr, is:
∆Gcorr = ∆G
CT
A1 +∆G
CT
A2 +∆G
CT
B = −9.9 kcal/mol (12)
Ion Parameters
The vdW parameters we have used for Na+and K+are those developed and
used by Roux et al in a number of recent works (13–15) (originating from the
work of Beglov and Roux (16)). The values used for Rb+ and Cs+ also come
from Roux et al while only those for Li+ are developed here. The results we
have presented for Rb+, Cs+ and Li+ (eg in Fig 3B) are intentionally only
qualitative given that the parameters for these ions have been less thoroughly
tested. The vdW parameters used in this study are given in table 5 along
with ion-water distances and coordination numbers (table 6) and compared to
experimental values. We note that experimentally determining coordination
numbers is particularly difficult for Cs+ given its structural lability in water
(17).
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Ion ǫ rmin/2 First ion-oxygen RDF peak (A˚) exp. ion-oxygen distance (A˚)
Li+ -0.0030 1.137 1.87 ± 0.02 1.96 (10)
Na+ -0.0469 1.36375 2.30 ± 0.05 2.39 - 2.42 (11)
K+ -0.0870 1.76375 2.70 ± 0.05 2.7 - 2.9 (12)
Rb+ -0.150 1.90 2.90 ± 0.05 2.80 - 3.05 (12)
Cs+ -0.1900 2.100 3.15 ± 0.05 2.95 - 3.21 (12)
Table 5: Lennard-Jones parameters of the ions used in this study. In-
cluded are the distances in the first peak of the RDF in an
30x30x30 A˚ TIP3 water box and the experimental value of the
ion-ligand distance. Error in the simulated value signifies the
uncertainty in identifying this peak. Where multiple experi-
ments have been conducted, a range of values is given.
Ion This Experimental Molecular Quantum
Study Dynamics Methods
Li+ 4.0 3-6 (18), 3.0-6.5 (19) 4 (18), 4.1 (20) 4 (18)
Na+ 5.7 4-8 (18), 4.9 (19) 5-7 (18), 5.9 (20) 4-6 (18), 5.5(21)
K+ 7.0 4-8 (18), 6-8 (12), 5.3 (19) 6-8 (18), 7.2 (20) 4-8 (18), 6.2 & 6.8 (21)
Rb+ 7.8 5.6 (22), 6.4-7.4 (23), 7.8 (20), 8.5 (24) 7.1 (24)
6-8 (12), 6.5 (25), 6.9 (19)
Cs+ 9.6 8.2 (26), 3-9 (12), 9.6 (20) 7.8-9.1 (17)
8.1 (27), 7.9 (28)
Table 6: Coordination numbers of the ions used in this study determined
in a periodic water box with Cl− counterion compared with pub-
lished values derived from experiment, other molecular dynamic
simulations and various quantum methods.
Heterogeneous Ligand Partial Charges
As noted in the article, the effects of having ligands with partial charges
that deviate substantially from the average partial charge on all the ligands
surrounding the ion is a source of disparity between predicted and simulated
∆G values. To investigate this issue we have constructed 8 additional maps
involving combinations of two types of ligands. In these we have up to two
TIP3 waters as ligands and/or up to two fully charged acidic residues (a
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model ligand containing a +1.0 e charge on the carbon and a -1.0 e charge
on the oxygen), while the remainder of the ligands making up the total
coordination number n are ligands with controllable dipole moment as in the
main text.
It is evident from Figs. 6 and 7 that as the number of ligands with unitary
charge in a system increases (ie inclusion of acidic residues) the more selective
the system becomes for the the smaller ions. Indeed the presence of 2 fully
charged ligands makes it essentially impossible to select for K+ via restricting
coordination numbers, indicating the dominance of dipole moment effects on
selectivity under such conditions. In contrast, an increase in the number of
water molecules in the system dissipates selectivity; it reduces the degree
of selectivity but does not appear to change which ion is selected given the
nature of the remaining ligands.
These results are particularly interesting given recent discussion of the
differences in selectivity between the KcsA channel and the non-selective
NaK channel that have similar, but not identical selectivity filters. It has
been suggested that the structure of the NaK channel allows for more water
to contact ions in the binding sites which act to reduce the selectivity of these
sites due to the differing dipole moment of water and carbonyl ligands (14).
Our data is certainly consistent with this hypothesis. Even if the number
of ligands coordinating an ion in an NaK binding site remains fixed at 8 or
more as seen in KcsA, then Fig. 7 indicates that the substitution of two
carbonyl groups with two water molecules reduces selectivity by more than
2 kcal/mol. Fowler et al have noted, however, that the coordination number
of ions in NaK may be less constrained than in KcsA (29). This observation
would provide an alternative route to reduce selectivity in NaK compared
to KcsA. It is likely that both the presence of additional water around the
ion and the greater freedom in determining coordination numbers in NaK
compared to KcsA combine to reduce K+ selectivity.
Sites where coordination numbers can change
All the model systems discussed so far have assumed that the coordination
number remains constant as one ion type is exchanged with another. While
this is reasonable in many cases, there are some in which the coordination
number changes with ion type. If the coordination number changes between
‘optimal’ values for each ion type, i.e. there is no restriction on coordination
8
Figure 6: Selectivity maps of (n,q) model systems with water and/or
acidic residues participating in ion coordination for group I
ions with regions shown that are selective for Li+ (green), Na+
(blue), K+ (red), Rb+ (cyan) and Cs+ (yellow). Exclusion
zones have not been calculated for these maps.
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Figure 7: Selectivity maps of (n,q) model systems with water and/or
acidic residues participating in ion coordination for K+ and
Na+ shown with 2 kcal/mol contour differences in ∆Gnq. Re-
gions that yield K+ selectivity are indicated in red, Na+ se-
lectivity in blue. Exclusion zones have not been calculated for
these maps.
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number, then coordination number restriction cannot lead to selectivity. In
this case selectivity can be accurately predicted using just a study of dipole
moment contributions such as in Fig. 2 of the main text. However, it is also
possible that the coordination number can alter with ion type, but not be
able to obtain the ideal values, in which case coordination number restriction
can still create ion selectivity without demanding that the number of coor-
dinating ligands remain constant. These cases can be studied by examining
the selectivity of a site that has n fold coordination for one ion type and
m fold coordination for another. To create this, an ion exchange equation
can be constructed using our model system in equation 2 in the main text,
along with additional MD FEP simulations where a model ligand is removed
gradually from the model system and added to bulk model ligand;
Na+/H2O +K
+/model(n, q) + CH3OBulk
∆Gnmq
−−−−→
K+/H2O +Na
+/model(m, q) + CH3OBulk+(n−m) (13)
The additional MD FEP simulations are:
K+/model(n, q)
∆G
−−→ K+/model(m, q) (14)
and
CH3OBulk
∆G
−−→ CH3OBulk−1 (15)
Fig. 8 shows the results for four different partial charges, allowing selec-
tivity to be predicted in cases where the coordination number changes with
ion type. Bostick et al (30) produced graphs using the same reaction but
using water instead of model ligands that look very similar to our figure with
q = 0.5. Our graphs extend their analysis to cover a range of different ligand
types.
Restrained cavity size selectivity maps
Six systems were investigated with rNa+ = rK+ and variable RMSD, with
different ligand number and partial charge (n, q)= (5, 0.5), (5, 0.6), (6, 0.5),
(6, 0.6), (6, 0.7) and (8, 0.5) (Fig. 9). In all six situations, it is observed that
cavity size effects play an important role in ion selectivity when the ligands
are held firmly in place. At low RMSD (> 0.5 A˚) there is an increasingly
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Figure 8: Free energies of selectivity between n ligands coordinating to
K+ and m ligands coordinating to Na+ for partial charges of
(A) 0.4, (B) 0.5, (C) 0.6 and (D) 0.7, according to equation
13. Regions of K+ selectivity are shown in red, Na+ in blue.
Contours are spaced at 2 kcal/mol intervals.
significant contribution to Na+ selectivity when r < 2.5 A˚ and to K+ when
r > 2.5 A˚. However, when the flexibility of the ligands is larger such that
they can move to accommodate differently sized ions (ie RMSD > 0.5 A˚)
the influence of cavity size diminishes. The total selectivity plateaus with
increasing RMSD toward the corresponding ∆G value on the selectivity maps
shown in Fig. 2B of the main text. As noted in the text we found that
restrictions on the thermal fluctuations of coordinating ligands rather than
restrictions on the cavity size itself appeared more important in the molecules
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studied.
Figure 9: Influence of cavity size (as measured by the equilibrium ion-
ligand distance r and RMSD) on ion selectivity for (n, q) sys-
tems (A)(5, 0.5), (B)(5, 0.6), (C)(6, 0.5), (D)(6, 0.6), (E)(6, 0.7)
and (F) (8, 0.5). Red indicates preference for K+ while blue
indicates preference for Na+. The interface between the two
colours is 0 kcal/mol with each contour line representing 1
kcal/mol.
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Additional thermal fluctuation maps
See Fig. 10.
Discussion of specific ion binding sites
As noted in the main text, we validated our predictive scheme by compar-
ison with detailed MD simulations of a number of ion selective molecules.
For simplicity, we concerned ourselves only with molecules showing selectiv-
ity between Na+ and K+. These included three ion channels KcsA (sim-
ulations described previously (31)), NaK and a simple model of a sodium
channel selectivity filter; two amino acid transporters LeuT and GltPh; a
DNA quadruplex; the enzyme aminoimidazole riboside kinase; valinomycin,
nonactin and 18-crown-6. Details of the parameters used in each simulation
are given in table 7 and in the subsequent text. A more detailed discussion
of selectivity within some of these binding sites then follows.
Structure λ step Total sim. time (ns)
Bulk water 0.05 40.0(Na+), 8.0(Li+, Rb+, Cs+)
Model systems 0.05 40.0 (S,SS), 8.0(SB)
k 6= 0 model systems variable 136
Na+ channel Model 0.05 40.0
GltPh 0.025 & 0.05 9.6
DNA quadruplex 0.05 4.0
ARK 0.1 2.0
Valinomycin 0.05 4.0
18-crown-6 0.05 4.0
Table 7: Parameters used in alchemical free energy perturbation simu-
lations of model systems and biological molecules. Simulations
include solvation boxes, lipid bilayers etc. S, SS and SB indi-
cate sphere, sphere in a sphere and sphere in a box model ligand
systems respectively.
The Na+ channel selectivity filter model utilised the DEKA (aspartic
acid, glutamic acid, lysine, alanine) motif in order to produce a near planar
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Figure 10: Influence of cavity size and ligand thermal fluctuations on
ion selectivity with (A) k = 0.03 kcal/mol/A˚2, (B) k = 0.3
kcal/mol/A˚2 and (C) k = 3.0 kcal/mol/A˚2. Contour lines
represent 1 kcal/mol differences in ∆G. (D) The effect of
decreasing the ligand RMSD on selectivity for 5 different sys-
tems with different values of partial charge and ligand num-
ber. Cases with 5 or 6 ligands correspond to binding sites in
the transporters, while that with 8 to KcsA. Arrows indicate
the RMSD at specific k values for the (n, q) = (6, 0.5) system.
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Structure ∆GK+→Na+ ∆GNa+→K+
Bulk water -21.05 21.07
Na+ channel Model -25.8 27.0
GltPh Na1 -22.2 22.4
GltPh Na2 -20.3 23.1
DNA quadruplex -15.7 18.4
ARK -19.9 19.6
Valinomycin -13.8 13.8
Nonactin -20.9 21.0
18-crown-6 -18.3 18.5
Table 8: Forward and reverse ∆G values for each of the simulated sys-
tems. All values are in kcal/mol.
structure of these four amino acids. An approximately 4.4×4.4 A˚ rectan-
gular gap was left to simulate the pore (32), the boundaries of which were
determined by the inward facing side chain groups. Harmonic constraints of
2.2 kcal/mol/A˚2 was placed on the backbone carbon and nitrogen atoms to
yield realistic RMSD fluctuations of the atoms. Each amino acid was N and
C terminated.
The aspartate transporter (GltPh), PDB code 2NWX (33), was placed in a
POPC lipid bilayer which was solvated on both sides by an approximately 25
A˚ deep 120 mM NaCl solution. The transported aspartate was in zwitterionic
form (34). The morphing Na+ and K+ were held fixed during the simulations.
The system was equilibrated for 2 ns prior to FEP calculations. 24 λ windows
of 400 ps each were simulated with two window sizes; 0.025 when 0 < λ <
0.1, 0.9 < λ < 1.0 and 0.05 elsewhere. The system utilised periodic boundary
conditions. There were 144255 atoms in total. The forward and reverse
morph differ by 2.8 kcal/mol. As a consequence, the Na+ → K+ morph was
simulated an additional two times, and the average of these three simulations
was taken.
Valinomycin, Cambridge structural database (CSD) code VALINK (35),
was placed in a 30×30×30 A˚ periodic ethanol box and equilibrated for 4
nanoseconds. The Na+ and K+ ion was held in a fixed position at the centre
of the box around which the valinomycin was placed. There were 9170 atoms
in total.
Nonactin, CSD code NONACS (36), was placed in a 45×45×45 A˚ periodic
16
ethanol box, and the Na+ and K+ ions were held fixed in the centre as above.
There were 9119 atoms in total.
18-crown-6, CSD code KTHOXD (37), was placed in a 30×30×24 A˚ pe-
riodic water box with a Na+ and K+ atom fixed at the centre of the crown
ether.
The G-quadruplex DNA structure, PDB code 1L1H (38), was solvated in
a 55 × 55 × 55 A˚ box of 300mM KCl solution and equilibrated for 15 ns
prior to commencement of FEP calculations. Periodic boundary conditions
were used. There were 16987 atoms in total.
The enzyme aminoimidazole riboside kinase (ARK), PDB code 1TYY
(39), was solvated in an 80×70×117 A˚ box of 120mM NaCl solution. Periodic
boundary conditions were used. There were 59629 atoms in total.
All simulations were conducted using NAMD (40) with the CHARMM27
(41) force field, unless otherwise noted, at 310 K and 1 atm with 1 fs
timesteps.
Valinomycin
Valinomycin is an interesting case. In a previous study, it was demonstrated
that the predominant contributor toward K+ selectivity comes from cav-
ity size effects (42). In our initial studies conducted in vacuum, the Na+
ion bounces around in the valinomycin cavity, unable to find a favourable
Na+-ligand distance simultaneously for all ligands, whilst K+ is able to do
so giving it a 12.1 kcal/mol selectivity over Na+ , which is in good agree-
ment with density functional calculations (12.3 kcal/mol) (42). The rigidity
of the valinomycin is enforced by intermolecular hydrogen bonding, which
maintains its ring like structure (Fig. 11 A & B). In vacuum, therefore, the
cavity size of valinomycin appears to give the largest contribution to its K+
selectivity.
Once valinomycin is placed in a solvent, however, additional factors come
into play. While the K+/valinomycin complex in ethanol behaves similarly
to its vacuum counterpart, when Na+ is present inside the cavity, the vali-
nomycin distorts significantly from a ring into a oval shape (Fig. 11 C).
Although the coordination number of 6 is maintained by Na+ between the
two environments, it is not bound to the same ligands. As a result of at-
tempting to optimise the coordination distance, Na+ coordinates to only 4
of the original 6 oxygens where one of the additional ligands is sourced from
a previously hydrogen bonded oxygen and another from an ethanol oxygen
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(Fig. 11 D). The breaking of this hydrogen bond allows the valinomycin to
distort. The remaining two oxygens that participated in K+ coordination
hydrogen bond to ethanol when Na+ is bound. The ability of Na+ to gain
a more optimal coordination number reduces the selectivity of the molecule,
leading to a K+ selectivity of 7.2 kcal/mol. This also indicates that coordina-
tion number restriction cannot underlie this selectivity. As the cavity size has
altered to favourably coordinate both K+ and Na+, our analysis attributes
the selectivity to the intrinsic dipole moment of the coordinating ligands.
The change in selectivity between gas and ethanol, however, is not as large
as may be suspected from our selectivity maps due to the added energy cost
of breaking a hydrogen bond when coordinating Na+. This energy cost rep-
resents a deformation energy intrinsic to this particular molecule that cannot
be captured in our model systems. While this energy would be small in large
proteins where the coordinating ligands are not directly attached to one an-
other, it may be more significant in small cyclic molecules. This deformation
energy could be considered part of the cavity size effect as it represents the
cost incurred in adapting the cavity to the size of each ion, but is not in-
cluded in our definition. Comparing our predicted and simulated selectivities
in valinomycin suggests that the deformation energy may be as great as 4.2
kcal/mol. This equates to 60% of the total selectivity coming from cavity
size molecular deformation, leaving 25% and 15% contribution from coordi-
nation number restriction, χn, and dipole moments, χq, respectively. Using
both methods, we find the size and importance of this deformation energy is
consistent with the findings of Varma and Rempe (42).
18-Crown-6
In 18-crown-6, shown in Fig. 12, the K+ ion coordinates to the six oxygen
molecules in the crown as well as coordinating to two water molecules axially.
The Na+ ion coordinates to only four of the six crown oxygens, plus to two
axial water molecules. Thus, both can optimise their coordination numbers.
The flexibility of the cavity size means that the overall selectivity of the
molecule is attributed to the intrinsic dipole moment of the ligands. But, as
with valinomycin, in the presence of Na+ the crown ether deforms so that
the two uncoordinated crown oxygens may coordinate with the bulk water.
This again creates a small energy cost not captured in our maps.
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Figure 11: Structures of K+ and Na+ complexed with valinomycin in
an ethanol box. ‘Side chain’ atoms in valinomycin have
been removed for clarity. K+ is brown, Na+ yellow, oxy-
gen red, carbon cyan, nitrogen blue, hydrogen white and
ethanol is magenta. The red and magenta surfaces show
the regions of space visited by the mobile coordinating oxy-
gens. Hydrogen bonding is denoted by dashed blue lines.
(A) Top view of K+/valinomycin complex. (B) Side view of
K+/valinomycin complex. (C) Top view of Na+/valinomycin
complex showing the distorted shape of the molecule and the
participation of ethanol in ion coordination. (D) Side view
of Na+/valinomycin demonstrating the disruption of the hy-
drogen bonding within valinomycin and the shift of Na+ to
one edge of one of the valinomycin ring.
19
Figure 12: Structures of 18-crown-6 complexed with K+ or Na+ in wa-
ter. Solid red surfaces indicate the regions of space visited
by the coordinating oxygen atoms of the crown or water
molecules. K+ is brown and Na+ yellow. Transparent atoms
represent carbon (cyan), hydrogen (white) and oxygen (red).
(A) Top view and (B) side view of K+/18c6 complex. (C)
Top view and (D) side view of Na+/18c6 complex. Note the
deformation of the crown structure in the presence of Na+
compared with that obtained with K+ . Not all all oxygens
coordinate Na+ simultaneously, as evidenced by the offset
position of the Na+ and the elongated region of space occu-
pied by the oxygen atoms as they approach and recede from
the ion.
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ARK, LeuT and GltPh
Contributions to ion selectivity from restricted ligand mobility were most
notable in the two amino acid transporters in which the ligands appear con-
strained in their movement. The RMSD of the coordinating ligands in GltPh
with Na+ bound was 0.30 and 0.30 A˚ for site 1 and 2 and with K+ was 0.52
and 0.35 A˚. The same RMSD in LeuT was 0.39 and 0.43 A˚ when Na+ was
bound to site 1 and site 2 (43), while the K+ bound values are not known.
These low RMSD values may be a consequence of the coordinating ligands
being part of an α helix and thus held in place through networks of hydrogen
bonding.
In contrast to these situations, the ligands forming the binding site of the
enzyme ARK are primarily associated with protein loops as shown in Fig.
13. These tend to be much more flexible than α helices, so we would expect
that this could produce a more flexible environment in which the binding
cavity size and restricted ligand mobility would have a smaller impact on
the overall selectivity. This is exactly what we see. The average ion-ligand
distance in ARK changes from 2.3 A˚ for Na+ to 2.7 A˚ for K+ indicating that
restrictions on cavity size do not contribute to ion selectivity in this case,
and the RMSD of the coordinating atoms is 0.55-0.6 A˚.
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Figure 13: Structures of the ion binding site in ARK in complex with
(A) K+ and (B) Na+ . Residues directly participating in ion
coordination are shown in an all atom representation while
the surrounding protein is shown by the cartoon. The regions
of space visited by the coordinating oxygen atoms are shown
by red surfaces. Note that one oxygen atom is hidden behind
the ion in each picture. The small red surface near in the
top right in (A) represents the occasional presence of a water
molecule coordinating K+ .
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