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Preface
The work described in this report was performed and written in 1963-64. For that reason, I have not changed its original form. It was never formally presented as a report or paper. I am issuing it now for several reasons. This paper is concerned with solving linear programming problems in integers. Whereas non-integer linear· programming theory makes use of the properties of convex sets, i.e., the fact that all feasible solutions to a linear programming problem are members of a convex set and conversely, all members of this set are feasible solutions, this principle can not be used directly, if at all, to solve the integer programming problem. The reason for this is that the set of all feasible solutions to this problem does not, strictly speaking, constitute a convex set. A simple example as shown in Figure 1 in 2-space illustrates this point. Only the lattice points in the shaded area are feasible integer points. It is clear that this collection of points is not a convex set. Even if one wished to consider the convex hull of these lattice points (the shaded area in Figure 1) it is not·at all a simple matter to obtain a knowledge of new constraints -which would define the convex hull of these lattice points. Even if this is done and simplex theory applied there may still be problems of application.
The two main proposals for solving integer linear programming problems are those of Gomory [1] We assume that A i s a n m x n matrix consisting of integer elements, b is an m-vector with integer components and x is an n-vector with -integer components.. We assume further that c is an n-vector with integer components. The vectors are usually considered to be points in an n-dimensional Euclidean space En. We assume further that (1) has a finite maximum.
If we solve the usual linear programming problem, i.e., the problem given by (1) with the integrality restriction suppressed, --(hereafter denoted by (1) ), we will obtain a solution x=x with a m corresponding value of the objective function z = zm. We will assume that in this solution of the non-integer linear'programming problem there has been no significant loss in precision in the computation of zm. If desired the simplex calculation could be done in terms of rational -,fractions, although this is probably not necessary.
From the integrality of c, it follows that the value z of the 0 objective function for the optimal solution to (1) must be an integer, and where LaJ denotes the greatest integer 6 a.
The central idea of the algorithm is to form, at each iteration, a constraint set such that any lattice point in the set is automatically a -solution to the problem, and then to find such a lattice point, if it exists.
At any iteration, this set of constraints consists of the original set given by (1) and one additional equality, which has the form 
-,
As illustrated in Figure II , the above consists of moving the optimal hyperplane into the feasible region of (1) by discrete amounts until it intersects a lattice point. Point C represents the optimal solution to (1) .
Since point D, the optimal solution to (1), is not an extreme point of the constraint set described by (1) and (2), the simplex algorithm cannot be If it does not, we move to the next iteration, i.e., penetrate more deeply into the convex polyhedron of feasible solutions and repeat the process. This entire process will now be described in more detail.
Equation (2) can be written:
c,xi+ CL *zt .-+ CY'*n =22 (6) Equation (6) is to be treated and solved as a linear diophantine equation.
The general theory of such equations is very old and well known. (See [4] ).
If the greatest common divisor of cl,c2 '...,C n (symbolized D(cl'c2' '.'cn)) * does not divide zi , then there are no solutions to (6) . Hence if (6) possesses no integer solutions at any iterative stage, we can immediately * move on to the next iteration. If D(cl'c2'...'cn) does divide zi , we must now determine if any of the solutions satisfy the conditi6ns expressed by inequalities (5), i.e., whether there are any non-negative solutions in the feasible region of the optimal hyperplane (2).
The general solution to a linear diophantine equation in n variables can be written in the following form (See 41 ) :
where d and 1<j are kn6wn integer constants and the 3 k are arbitrary integer jk variables. It is a relatively simple computational matter to solve (6) and obtain the solution (7) and we have written computer codes to determine the d and lf'j of the solution (7) .
jk After the equations ·(7) have been obtained they are substituted into , (5), the original constraint set of the integer linear programming problem. \k ' is an n-vector of the f j
If we now substitute (8) into (5) we have:
If we now define :
where P is an (m+n)x(n-1) matrix f is an (m+n) -vector then inequalities (9) can be written:
The major problem at each iteration is to determine whether or not inequalities (11), do or do not have any integer solutions, since any integer solution to (11) is optimal. The method proposed here is based on these ideas. Motzkin 6 has given a detailed theoretical analysis of the conditions for existence of solutions to linear inequalities. The elimination method referred to here is as follows:
It is desired to solve pF 3 f
which is a set of m+n inequalities in n-1 variables, the k. l.
-11-J2 those for which p is positive. From these inequalities we can write:
for j E Jl 
If the set Jl has nl elements and the set J2 has n2 elements, then there will be Nl = nln2 inequalities of the form (15). In general, the maximum number of new inequalities which can be generated is * ( 2 ) ; i.e. , Nl < ( 2 ) '
Normally we would expect Nl to be quite a bit less than this, however, since not all inequalities (12) need contain A (p might be zero), and since the \-1 jl maximum would only be approached if nl and n2 were nearly equal.
The inequality set (15) has the same form as (12) except that it has oni fewer variable, since l'has been'eliminated. This elimination process can now be repeated with 2, 3' etc., until finally, one arrives at a set of 
The problem to be solved at each iteration has now been discussed.
If an integer solution is encountered at any stage, it is optimal. The only remaining point is the finiteness of the algorithm. 
..
-14-
where F al denotes the least integer 3· a.
However, it is possible that (18) has an unbounded minimum. In this case rather than resort to (17), it may be preferable to impose some arbitrary lower bound, which could be dictated by the particular problem involved. 1' III. Summary of the Algorithm. Clearly zL = 0 is a lower bound. (28) with (24) replaced by
Solving (24) , we obtain -*l= 01 x = 2. Let us briefly examine each of ,these problems.
The problem of performing fixed point arithmetic and handling rational fractions is not a problem in any theoretical sense. For example, in a digital computer with variable word length and a very large fast access memory, the calculations could be easily performed. In a fixed word length computer each numerator and denominator could be represented by a single word and subroutines written to perform rational fraction arithmetic. If the numbers became too large for a single word, in principle, it appears that two or more words could be used for each numerator and denominator. The extent to which this is practical and is required, is currently being explored.
The second,problem, of solving large sets of linear inequalities, can also be handled in principle, as the second part of this paper indicates.
However, the practicality of solving the large sets of inequalities that the .
-22-algorithm generates, by the general process of elimination that is described, has to be examined by performing calculations with actual problems, which is now being undertaken.
First, it should be noted that even if no better general way of solving these inequalities can be found, in many problems it is unnecessary to go through the complete elimination process described. At each iteration we wish to know if there is no solution or, if there is one, to find it as rapidly as possible. The following principles can be used and they can be incorporated in a computational code. Some computational considerations which may affect the applicability of the algorithm to problems with many variables have also been briefly discussed.
