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１はじめに
これまで時系列予測問題はＡＲモデルのような統計的な手続きを使用して解析されてきた［1]．しかし,従来
の統計的手法の予測能力は不規則に変化し続けるデータに対しては無力であり，限界があるとされてきた.そこ
で近年,ニューラルネットワークやローカルモデルがカオス時系列予測に応用され,比較的満足のいく結果が報
告されている[２，３，４，５１
ニューラルネットワーク［6]は時系列予測問題に対して時系列の周期性に依存した大域的な予測が期待でき
る．しかし,階層型のように単純なネットワークモデルではデータの急激な変化に対応しきれないという問題点
がある.それに対し,最近傍決定則を用いたローカルモデルは短期的なカオス時系列予測に対して有効であるこ
とが知られている．これはローカルモデルの入力が過去に存在するようなパターンならば的確に再現が可能な
ため,急激な変化にも対応することができるからである．しかし,カオスはデータの初期状態に鋭敏に反応する
という特徴を持つため,カオス時系列の長期予測は不可能とされている．
本研究において我々はバックプロパゲーション学習を行う一般的な階層型ニューラルネットワークと最近傍
決定則を使用する単純なローカルモデルを組み合わせた複合ニューラルネットワークを提案する．この手法の
特徴は階層型ニューラルネットワーク及びローカルモデルで単独に予測するよりも長期的な予測が可能にな
る点にある．これはそれぞれ単独の予測器によって出力された予測値を各予測器の持つ出力特性で補正するこ
とにより実現されるものである．本研究ではカオス時系列予測のベンチマーク問題であるMackey-Glassデー
タ[7］と１９９２年のニューメキシコ州のSantaFeで開催された時系列予測コンテスト［4],及び１９９８年のベル
ギーのＫ,ULeuven[5]で開催された時系列予測コンテストで使用されたカオス時系列データに適応させて本
提案手法の有効性を示す．
２複合ニューラルネットワーク
2.1複合ニューラルネットワークの構造
複合ニューラルネットワークの構造は図１のようになる．このように階層型ニューラルネットワーク(c,）と
ローカルモデル(C2)のそれぞれの出力を統合して,新たな予測値としてネットワークの出力とするものである．
ある時刻ｔの複合ニューラルネットワークの期待出力をｚｔとするとネットワークの出力肱は次式のように計
算される．
桃＝TUc1Z/c1t＋⑩c2gc2t （１）
式(1)におけるｕ)Ｃｌは階層型ニューラルネットワーク,ｕ）ｃ２はローカルモデルそれぞれの寄与率を示すもので
ある.寄与率とは各予測器の時系列予測問題に対する適応度合を表すものであり,予測時刻以前の既知のデータ
区間を利用して求める.具体的には扱う問題に対するＣ,,Ｃ２それぞれの評価値をec1,ｅｃＺとすると,次のように
表すことができる．
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図１複合ニューラルネットワークの構造 図Z10fbldcross-validationを用いたテスト予測
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本研究では予測器の評価基準に誤差を利用するため,評価値が小さいほど寄与率が高くなるように式を設定し
ている．また,各予測器の寄与率の間には次の関係が成り立つ．
U）c，＋TUc2＝1.0 (3)
評価値の求め方には種々の方法があるが,本研究ではＮＭＳE(NormalizedMeanSqualedErroOを利用した．
ＮＭＳＥは評価を行う区間をＴとすると以下の式で表すことができる．
‘｢篝篝二云言}二｡鈩證慧二云高}：（４）
式(4)のVc1t,ルォは各予測器における出力であり，これらを求めるために既知のデータを利用してテスト予測
を行う．本研究で用いたのは10-fOldcross-validationという手法である．これは図２のように与えられたデータ
を１０等分し,それぞれの区間において評価するというものである.例えば,Ｚｌをテスト予測する場合にはＺｂか
らＺｌｏまでの区間を利用し,Ｔｂをテスト予測する場合ではＺｌ及びTbからＺ１ｌｏまでを利用して行う．しかし，
この手法では階層型ニューラルネットワークは各区間ごとにあらかじめネットワークを学習させておく必要が
あるため,非常に処理の効率が悪い.そこで,我々は処理の効率化を図るために一度に全既知区間を対象として
学習を行った.そして,学習済みの区間に対してテスト予測を実施するという有利性を軽減させるためにテスト
予測時にガウス雑音(平均0,標準偏差0.1）を入力パターンに付加して予測させた．
2.2階層型ニューラルネットワーク
式(1)におけるUc1tを計算するために,階層型ニューラルネットワークを使用した.階層型ニューラルネット
ワークの構造には入力層,中間層,出力層からなる３層構造を用い,バックプロパゲーション学習を行った．これ
は具体的には以下のように行われる．
いま,図３のように時刻ｔ－１の入力パターンａＤｔ－１ＥＲｍがネットワークに入力されるとする．このとき,入
力層から中間層への重みをTDdj(1)とすると中間層の内部状態8j('）は次のように表される．
。j(1)＝乙叫j(1)鋤 （５）
同様に,中間層から出力層への重みをｕﾉﾉ(2)とすると，出力層の内部状態８(2)とネットワークの出力Ｕｃ１ｔは
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，(2)＝EiU初(sj(1)）
j
gc1t＝ノ(8(2)）
のようになる.また,各ニューロンの入出力関数ノ(z)には次式で表されるシグモイド関数を使用した．
(6)
(7)
１ノ(⑰)＝１＋exp(-＄）
バックプロパゲーション学習による重みの修正式は以下のようになる．
ｕ）河euJ＝ｕ）｡Ｍ＋△uノ
(8)
(9)
中間層から出力層への重みを修正するときの△u）は
△uﾉｺﾞ(2)=ワハ8(2))ef/(sj(1)) (10）
となり,入力層から中間層では次のようになる．
△u)`j(1)＝ﾜﾉ'(sj(1))(/'(8(2))etujj(2))f(鋤） (11）
また,出力誤差etは
(12）ｅｔ＝Ｚｔ－Ｕｃ１ｔ
である．なお,〃は学習率とする．
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図３階層型ニューラルネットワークの構造
2.3ローカルモデル
式(1)におけるgc2tはローカルモデルで計算した.本研究におけるローカルモデルでの予測は次の二つのス
テップで行うことができる．
まず,最近傍決定則により入力パターンの最近傍点を探し出す.最近傍決定則は一般にパターン認識問題など
に用いられる手法で,ある特徴空間内において最も近い点を同一のクラスとして認識するというものである．本
研究ではｋ個の近傍点を探すんNN(k-nearestneighbor)を使用した.図４はｋ=２として,最近傍決定則を時系列
予測問題に利用する場合の具体例である．このように,予測時の入力パターンaDt-1を時刻ｔ－２からｔ－ｎま
での各入力パターンのデータ間の距離とを比較していくと,距離の近い1頂に⑰ｔ－ａ－１とzt-6-1の二つのパター
ンを検索することができる．そして,実際に出力するのは予測値であるため,最近傍パターンの次点の値である
ｚｔ－ａとｚｔ－６を出力する．
次にこの化個の近傍点を使って予測値を求めるが,本研究では問題に応じて,式(13)のように近傍点を単純
に平均するモデルと式(14)のように近傍点とその直前のデータとの差を利用するモデルを用いた．
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胆F箸… （13）
ルホールt-,＋乙是'(即"`－zt-ね`-1)(ルーi＋'） （14）Ｅ皇,ｉ
また,式(14)のモデルではｋ個のデータを単純に平均するのではなく，予測時の入力パターンに距離が近いパ
ターンほど,合成に占める割合が高くなるように設定した．
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図４A-NNの時系列予測問題への適用
３時系列予測問題への適用
複合ニューラルネットワークの性能を評価するために,Mackey-Glass[7]のデータ*'と１９９２年のニューメキ
シコ州のSantaFeで開催された時系列予測コンテスト［4]のデータ,及び１９９８年にベルギーのＫＵＬｅｕｖｅｎ
で開かれたコンテスト［5]のデータ*2で予測を行った．また,評価基準はＮＭＳＥ,平均自乗誤差(MeanSquared
EIror.：MSE),そして自乗誤差を時刻ごとに累積させた累積自乗誤差(AccumulatedSquaredError：ASE）と
する．
3.1Mackey-Glassデータ
次式で与えられるMackey-Glassデータはカオス時系列予測では多くの研究者が評価に使用しており,ベンチ
マーク的な問題である．
伽Qzt-Tdt，＋(zt-T)'o-6mt （15）
本研究で使用したデータはα=０２，６=01,Ｔ＝１７として発生させたものであり，これによりカオス時系列を発生
できることが知られている．
Mackey-Glassデータは学習及び評価用のデータとして２０００ポイントを使用し,それ以降の２００ポイントを
予測させた.予測時の各種パラメータは表１のように設定した.階層型ニューラルネットワークの入力層と中間
*１ｍp:"Wwwece・pdx・edurmcnames/DataSetsより入手可能
噸２ｈ叩:"WWW・esat・kuIeuven・acbe/sista/Workshopより入手可能
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層にはそれぞれバイアス項を付加してある．ここで,本研究における学習回数とは各回数ごとに学習区間からラ
ンダムに一点のみを選出し,学習させることを示している．また，ローカルモデルの予測値は近傍点を平均する
モデル（式(13)）により求めた．
まず,学習データを使用してテスト予測を行った結果,各予測器の寄与率は階層型ニューラルネットワークが
0.109,ローカルモデルが0.891となった．よって，この問題においてはローカルモデルの方が圧倒的に寄与率が
高く，この時系列に適応し易い予測器といえる.表Ｚは各予測器における平均と最良の予測精度を比較したもの
である．これを見ると,寄与率の高いローカルモデルの方が実際の予測においても階層型ニューラルネットワー
クに比べて精度が良いことがわかる．図５は複合ニューラルネットワークが最良の予測精度を出力したときの
各予測器の出力波形である.それぞれの予測器を比較すると,階層型ニューラルネットワークが予測を進めてい
くにつれて,次第に飽和状態に近づいているのに対し,ローカルモデルはうまく波形の軌道を捕えている．そし
て,複合ニューラルネットワークはこれよりも更に長期にわたって波形の軌道を捕えており，非常に精度の高
い予測法であることがわかる．また,図６は図５で使用した各予測器の出力データ，及び複合ニューラルネット
ワークの平均の出力における予測の累積自乗誤差を表したものである．図６より階層型ニューラルネットワー
クは２０ポイント目，ローカルモデルは１２０ポイント目あたりから誤差が大きく増加し始めていることがわか
る．それに対し,複合ニューラルネットワークは平均でも１６０ポイント目まではほとんど誤差の増加が見られ
ず,他の予測器のような急激な誤差の増加は見られない．
表１Mackey-G1ass予測時のパラメータ
値パラメータ 表２Mackey-G1assデータの予測精度･階層型ニューラルネットワーク
入力層のニューロン数
中間層のニューロン数
学習率
学習回数
・ローカルモデル
入力次元
ＩＦの数(LNN）
ＮＭＳＥ20＋1
10＋１
０．０１
average best
feed-fbrwardnetwork
localmodel
hybridmodel
0.7664
0.1975
0.0404
0.6797
0.1975
0.0099
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図SMackey-Glassデーータの予測波形
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図６予測の累積自乗誤差
３２ＳａｎｔｅＦｅコンテストデータ
図７のSantaFeコンテストデータは１９９２年のNArOAdvancedReseamhWOrkshop(SantaFe：ニューメキ
シコ州）において開催された時系列予測コンテストで使用されたデータであり，最も有名な時系列予測コンテ
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ストとして知られている．この時系列を予測するときのパラメータは表３のように設定した．また,学習データ
は１０００ポイントとし,それ以降の１００ポイントを予測させた．ローカルモデルの予測値は近傍点とその直前の
データとの差を利用するモデル（式(14)）により求めた．
SantaFeデータでは各予測器の寄与率は階層型ニューラルネットワークが0747,ローカルモデルは0.253に
なった.表４は各予測器の精度を比較したものである．これを見ると，この時系列ではMackey-Glassのように
大幅な精度の向上がないことがわかる.そこで,複合ニューラルネットワークによる長期予測性能を検証するた
めに１０００ポイント先までを予測させた.図８は二つの予測器のうち,精度の高いモデルで１０００ポイント予測
させたときの真値と予測値との波形であり，図９は同様に複合ニューラルネットワークの波形である．これを見
ると,明らかに複合ニューラルネットワークの方が安定した長期予測が出来ていることがわかる．表５は複合
ニューラルネットワークをコンテストの上位者の精度[8,9]と比較を行ったものである．この表における予測
はどの予測区間に対しても,学習区間はＯ～1000ポイント目までを利用し,予測を始める地点だけを変更して
100ポイントの予測を行ったものである.表５を見ると,区間(c)では本提案手法が最も優れており,区間(d)で
も同程度の精度が得られていることがわかる.図１０は表５の各予測区間における複合ニューラルネットワーク
の予測波形である．この図より表５において精度の高い(a),(c),(｡)の区間における予測波形はうまく波形の周
期を捕えていることがわかる．また,表５においてあまり精度の高くない(b)とに)の区間の予測波形を見ると，
波形の軌道自体は真値の波形にうまく適合していることがわかる．
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表３SantaFeデータ予測時のパラメータ
値パラメータ
･階層型ニューラルネットワーク
入力層のニューロン数
中間層のニューロン数
学習率
学習回数
・ローカルモデル
入力次元
化の数(A-NN）
表４SantaFeデータによる予測精度
ＮＭＳＥ５＋１
５＋１
1.0
500000
avemge best
feed-fOrwardnetwork
localmodel
hybridmodel
1.2524
0.2377
0.2070
0.6270
0.2377
0.1866㈹
３
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表SSanteFeデータにおけるコンテスト上位者との予測精度(NMSE)の比較
startingpointhybridmodelTSauer【8］ＥＡＷａｎ[9］
(a)1000 0.187 0.077 0.027
(b)2180 0.980 0.174 0０６５
(c)3870 0.079 0.183 0487
(｡)4000 0.013 0.006 ００２３
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図１０複合ニューーラルネシ’トワークによるSantaFeデータの予測波形
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3.3Ｋ.Ｕ・Leuvenコンテストデータ
Ｋ､Ｕ・Leuvenコンテストデータは１卵８年のIntemationalWOrkshop(Ｋ､ULeuven：ベルギー）において開催
された時系列予測コンテストで使用されたデータである（図１１)．この時系列データを予測するときの各種パラ
メータを表６のように設定した．また,学習データは２０００ポイントとし,それ以降の２nポイントを予測させ
た．ローカルモデルの予測値は近傍点を平均するモデル（式(13)）により求めた．
寄与率は階層型ニューラルネットワークが0.312,ローカルモデルが0.688となった．図１２は複合ニューラ
ルネットワークが最良の結果を出力したときの各予測器の出力波形である．階層型ニューラルネットワークは
予測波形の軌道を捕えることができておらず,６０ステップ目あたりからはほぼ一定の値しか出力していない．
また，ローカルモデルは８０ステップ目まではうまく出力されているが,そこまでが限界であり，それ以降は一
定の周期を出力するだけとなっている．それに対し,複合ニューラルネットワークは８０ステップ目から１００ス
テップ目にかけて若干のずれがあるものの,その後は再び波形の軌道を捕えていることがわかる．図１３はＫ
ＵＬｅｕｖｅｎデータにおけるそれぞれの予測器の累積自乗誤差を表したものである．図１３から階層型ニューラル
ネットワーク，ローカルモデルともに階段状に誤差が増大していることがわかる.複合ニューラルネットワーク
は８０ステップ目から１００ステップ目にかけて誤差が大きく増えており,一時はローカルモデルの累積自乗誤
差を超えているものの,その後はほどんど誤差の増加がなく，最終的な累積自乗誤差はローカルモデルの三分
の－程度に抑えられている．表７は本提案手法に使用している予測器,及びコンテストの優勝者と準優勝者の
精度[10]を比較したものである．これを見ると,階層型ニューラルネットワーク及びローカルモデルを単独で
コンテストの参加者と比較すると,かなり精度が劣っている．しかし,この二つを組み合わせた複合ニューラル
ネットワークでは優勝者の予測精度には及ばないが,準優勝者よりは優れていることがわかる．
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図１３予測の累31自乗誤差
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図１２Ｋ.Ｕ・Leuvenデーータの予測波形
４まとめ
本研究では,カオス時系列の効率的な予測を目的として,階層型ニューラルネットワークとローカルモデルに
より構成された複合ニューラルネットワークを提案した.数値実験の結果,単独の予測器で行うよりも長期的な
予測が可能であることを実証した．
今後,様々なニューラルネットワークやローカルモデルを組み合わせ,時系列予測問題へのさらなる有効性を
考えることやパターン認識問題などへの応用も考える．
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Neuralnetworkshavebeenusedfbrtimeseriespredictionasaneflectivemodel、However,conventional
neuralnetworksareinfbriortothelocalmodelswhicharebasedontheneare8tneighbor・Inthispaper，
weproposeaneflicienthybridneuralnetworkwhichisconstructedbyatraditionalfbed-fbrwardneural
network,whichislearnedbyusingthebackpropagationandalocalmodelsucha8anearestneighbor、Thefbed-fbrwardneuralnetworkisemplOyedfbrtheglobalapproximation,andthelocalmodelworksfbrthe
localapproximation・TheefIbctivenessofourproposedmethodisevaluatedonthestandardbenchmarks：
theMackey-G1assdataandKU、Leuvencompetitiondata、Experimentalresult8showthatthehybridneuralnetworkcanmorepreciselypredictlongtermbehaviorthantheotherknownpredictors．
