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ABSTRACT
Let eXPm : Tm M ---+ M be the exponential map of a Riemannian manifold M at a point m E M. Warner
proved that in any neighbourhood ofa conjugate point in TmM, the map eXPm is not mjectIve. Moreover,
he described the exponential map in a suitable coordinate system in a neighbourhood of a regular
conjugate point, these points build an open dense set in the conjugate locus. We will investigate in
the pseudo-Riemannian case such subsets, where the results of Warner generalize. For the definition of
these subsets of the conjugate locus we use a bilinear form on ker(Tv eXPm), where v is a conjugate point,
which will defined by the geodesic flow and the pseudo-Riemannian metnc tensor.
1. INTRODUCTION
Warner showed that if eXPm : TmM ~ M is the exponential map of the Riemannian
manifold M at m E M and C(m) C TmM is the conjugate locus, then there is
an open dense subset CR(m) of C(m), the regular conjugate locus, which is a
smooth embedded one-codimensional submanifold in TmM. Moreover for every
v E CR(m) there is a coordinate system on a neighbourhood Uv C TmM of v in
which the restriction of eXPm to the conjugate locus either is a smooth fibration over
an (n - I - k)-dimensional manifold with k-dimensional fibers, where k > 0, or
eXPm behaves as a fold over an (n - 1)-dimensional manifold, which is two-to-one
on the complement of the conjugate locus. This shows that eXPm is not injective.
By the density of C R (m) in C(m), we have that near any conjugate point the
-:, The research was supported by the Hungarian Scientific Research Fund Grant no. aTKA K72537.
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exponential map is not injective. The above facts in a somewhat more general
setting are detailed in Section 2. The concept of a regular conjugate point, directly
generalizes to pseudo-Riemannian manifolds; moreover eXPm is not injective in any
neighbourhood of such a point. However it is not known, whether the set of regular
conjugate points is a dense subset of C(rn).
In Sections 2 and 3, we will prove the following. Let M be a semi-Riemannian
manifold and v E C(rn) C TmM a conjugate point. Let us take the geodesic cv(t) ~f
eXPm (t . v), t E [0, 1], and the vector space .10,1 (cv ) of those Jacobi fields along this
geodesic which vanish both at cv(O) and at cv(I). Put D v ~f {Y'(1) 1 Y E .lO,I (cv)} C
Tcv(I)M, where Y' (t) is the Levi-Civita covariant derivative of Y along the geodesic
cv(t). If we restrict the metric tensor g to the subspace Dv C TmM then we get a
symmetric bilinear form gl'Dv on D v • Let v E C(rn)' denote the set of all v E C(rn)
which have a neighbourhood U such that dim(ker Tv eXPm) = dim(ker Tw eXPm) for
every W E U n C (rn). Then C (rn)' is an open dense subset of C (rn). Call v E C (rn)'
to be of type A or B if either:
A: gl'Dw is degenerate for every W E C(rn) near v, or
B: g Ivv is non-degenerate, but it has signature equal to zero, i.e. the positive and
negative definite parts of the bilinear form have equal dimensions.
Thus v is said to be of type A or of type B respectively. Now if v E C(rn) is not in
the closer of the set {v E C (rn)' I v is of type A or B} then in any neighbourhood of
v there is a regular conjugate point, where Warner's results hold, so the map eXPm
is not injective in any neighbourhood of v. As it is quite exceptional for v to be
of type A or B, this shows that Warner's results often hold in pseudo-Riemannian
manifolds. We do not know how exceptional the conditions A and B really are, and
how the exponential map behaves near such points v.
In Section 5 we will show, that if in particular M is Lorentzian and v E C (rn) is
causal, i.e. g(v, v) ::::;; 0, then v cannot be of type A or B. The use of the Morse index
theory is essential in the proofs of Warner [8]. However in the semi-Riemannian
case we do not have a Morse index along any geodesic in general, which is the
crucial point in the generalization of Warner's result. A result of Beem and Ehrlich
[4] gives that if v E TmM is causal, then we can define a Morse index theory along
the causal geodesic cv(t). This result shows, that Warner's results generalize for
causal vectors in TmM in the Lorentzian case.
2 PRELIMINARIES
Whitehead studied the conjugate locus of a real analytic Riemannian or Finsler
manifold [9] and Frank Warner generalized his results to the smooth case [8].
Warner showed that if there is a smooth manifold M and F: TmM ~ M is a
so-called "regular exponential" map, having the properties (RI), (R2), (R3) given
below, then F is not 1 : 1 in any neighbourhood of a conjugate point v E TmM,
where we call a point a conjugate point if the linear map TvF is not injective.
The conjugate points will be called conjugate vectors in this paper. Furthermore
466
the set of all conjugate vectors is called the conjugate locus and it is denoted by
C(m) C TmM. Ifv E C(m) then kv ~fdim(ker Tv F) is called its multiplicity. A map
F is called "regular exponential" map if it fulfills the following 3 conditions:
(RI) F is Coo on TmM\{Om}. Moreover, ifrv(t) ~f t· v, t E ~>o, is the ray defined
by v E TmM - {am} then Trv(t)F(r~(t» =1= OF(rv(t)) for any t E ~>o in case ofany
ray.
def
(R2) Let the kernel of the map TvF at v E TmM be Nv = ker(TvF) C Tv(TmM),
then the image of the linear map Qv: Tv(TmM) 3 U ~ T 2F(r~(1), u) E TF(v)M
is isomorphic to TF(v)MjTvF(Tv(TmM)) i.e.
(R3) For each non-zero vector v E TmM there exists a convex neighbourhood U of
v such that the number of conjugate vectors of F (counted with multiplicities)
on rw (~>o) n U, for each ray rw which intersects U, is constant and equals the
multiplicity of v.
Warner showed that the above properties hold for the exponential map of a
Riemannian or Finsler manifold and in Section 5 of [8], where he deals with the
Riemannian case, he also gave a condition equivalent to (R2) in the Riemannian
case, which we will use in the pseudo-Riemannian case and prove later on that this
is equivalent to (R2) also in the pseudo-Riemannian case. Warner called a conjugate
vector v E TmM regular ifthere exists a neighbourhood U C TmM of v such that
each ray of TmM contains at most one point in U which is a conjugate vector. (Note
that by (R3) in this definition instead of at most one we can write exactly one in the
Riemannian or in the Finsler case in which cases the exponential map is regular.)
Let C R(m) denote the set of regular vectors in C(m). Since the constructions of
Warner are only local, we give the following definition.
Definition 2.1. Let us call an open set U of TmM radially convex if for every
v E TmM the set ofall t E R such that tv E U is connected, that is, an open interval.
If U is a radially convex open subset of TmM, then let us call the map F a Warner
map in U if(RI), (R2), (R3) hold with v E TmM replaced by v E U everywhere.
Now we are able to talk about Warner maps on radially convex open subsets of
TmM for which the conclusions of Theorems 3.1 and 3.3 of Warner [8] hold.
Warner's Theorem 3.1 in the local form is the following theorem.
Theorem 2.1. ifF: TmM --+ M is a Warner map on a radially convex neighbour-
hood U C TmM, then the regular conjugate locus CR(m) n U jn U is an open
everywhere dense subset of C(m) n U which can be given a manifold structure
of dimension dimM - 1 such that by the inclusion i: CR(m) n U --+ TmM it is a
submanifold with the relative topology, and such that Tv(TmM) = TvC R(m) Ef7 r~(1)
(or every v E CR(m) n U.
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TF(v)M = Qv(Nv) EEl TvF(Tv(TmM)).
El
Let v be a regular conjugate vector and U C TmM a radially convex neighbour-
hood of v and assume that F is Warner regular on U. Then it follows from (R3)
that, after shrinking U further if necessary, the multiplicity kv = dim(ker Tv F) is
constant on C(m) n U, and one has the following normal form theorem for Flu of
Warner [8].
Theorem 2.2. Let the exponential map F: TmM -+ M be regular and v E C R (m).
Write k = kv, the multiplicity of the vector v, where I ~ k ~ n - 1. Then we have
the following two alternatives.
1. There exist coordinate systems (XI, ... ,xn ) on a neighbourhood of v in TmM,
and (YI, .... Yn) on a neighbourhood ofF(u) in M such that
Yi 0 F = x, , i = I, ... , n - k,
YioF=X['Xi, i=n-k+I, ... ,n;
2. There exist coordinate systems (XI, ... ,xn ) on a neighbourhood of v in TmM,
and (YI, ... , Yn) on a neighbourhood ofF(u) in M such that
Yi 0 F = Xl' i = I, ... ,n - I,
Yn 0 F = (xn)2
hold.
In both cases, C(m) near v is a smooth codimension one submanifold of TmM.
In Case 1 the restriction of F to C (m) n U is a smooth fibration over a smooth
(n - k - I)-dimensional submanifold of M with k-dimensional fibers. In Case 2
the mapping F near v folds both sides of C(m) to a halfspace, and therefore is a
two-to-one mapping on the complement of C (m) near v. In particular it follows that
the mapping F is not injective on any neighbourhood of any conjugate vector.
3 THE EQUIVALENT FORMS OF (R2)
In the sequel, M is a smooth n-dimensional manifold, and g is a smooth pseudo-
Riemannian structure on M. Let T M denote the tangent bundle of M, where
JrM : T M -+ M denotes the canonical projection. If vET M, that is v E TmM with
m = JrM(V), then there is a unique maximal geodesic curve Cv : Iv -+ M such that
cv(O) = m and c~(O) = v. Here the domain Iv of definition of Cv is an open interval
in JR which contains 0, and the maximality means that if T is a boundary point of Iv
in JR, then cv(r) runs out ofevery compact subset of M as Iv '3 t -+ T. By definition,
the geodesics are the solution curves of the Euler-Lagrange variational equations
for the Lagrangian function L(v) ~f ~gm(V. v), equal to the kinetic energyfunction,
see [2].
For any mE M, the exponential map eXPm: TmM -+ M is defined by eXPm(v) =
cvO), defined for the v E TmM such that 1 E lv, which form an open subset ofTmM.
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The vector v E TmM is called a conjugate vector if eXPm is not a diffeomorphism
on an open neighbourhood of v in TmM, that is, if Nv~ ker(TveXPm) is a non-zero
linear subspace of Vv ~f Tv (TmM), the vertical subspace of Tv (T M). The set of all
conjugate vectors in TmM is denoted by C(m), and for any v E C(m) the multiplicity
of the conjugate vector is defined as kv~dimNv .
If we write <l>tCv) = c~(t) E Tcv(t)M, then the <1>(, t E ffi., define a local one-
parameter group of diffeomorphisms of T M which is equal to the flow of a vector
field S on T M, called the spray of the pseudo-Riemannian manifold CM, g). Note
that cvCt) = JrM(<I>t(V», and therefore eXPm = JrM 0 <l>j, see Besse [3], Chapter 1.G.
def
For any vET M and any W E Tv(T M), the vector field Xw(t) = Tv(JrM 0
<l>t)(w) = Tept(v)JrM 0 Tv <l>t (w) along the geodesic Cv is called the Jacobifield along
Cv defined by w. Note that the Jacobi fields along Cv form a 2n-dimensional vector
space, isomorphic to Tv(T M). Also note that Xw(O) = 0 if and only if wE Vv, and
it follows that TvexPm(w) = X w(1) for every W E Nv, see [3], Chapter 1.1.
Definition 3.1. Let Ja(cv) denote the vector space of the Jacobi fields along the
geodesic cv(t) which vanish at cvCO). Put
def
Vv = {Y(1) lYE JaCcv)} C Tcv (1)M,
V v~ {Y' (1) lYE JaCcv), Y(1) = O} C Tcv (1)M,
where Y'(l) = Vc~(1)Y(1) with respect to the Levi-Civitl connexion.
By Besse [3], Chapter 1.J, we know that the linear map Vv 3 W t-+ Xw E JaCcv)
is an isomorphism between Vv and Ja(cv). Note that W E Vv is in Nv if and only if
Tv eXPm Cw) = O. As Tv eXPm(w) = Tepj(v)JrM(Tv<l>j Cw) = 0 we have that the linear
map Nv 3 W t-+ X w is an isomorphism between N v and the vector space of those
Jacobi fields along the geodesic Cv which vanish both at t = 0 and at t = 1. Thus
the linear map Nv 3 w t-+ X~(1) E V v is surjective. It is also injective since at
a point, in our case at cv(1), the value, in our case X w(1) = 0, and the value of
the covariant derivative, X~ (1) uniquely define the Jacobi field along cvCt) which
satisfies these initial conditions. So the linear map Nv 3 W t-+ X~(1) E V v is an
isomorphism. Moreover, as it is shown in [3], Section 1.D, if v E TmM, W E Vv,
then X~CO) = w. A similar calculation shows that in the definition of(R2) we have
QvCw) = T2exPmCr~(1), w) = X~(1). Thus we have that
Since TvexPm(Vv) = {Xw(1) I wE Vv} = {Y(1) lYE JaCcv)} = Vv we have proven
the lemma.
Lemma 3.1. In the pseudo-Riemannian case the property
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QvCNv) = {X~(1) I WE Nv}= Dv·
CR2) Tcv (1)M = QvCNv) EB TvexPm(TvCTmM))
is equivalent to the property
The reason why we consider property (R2)' will be explained later.
Note that if TmM :3 Vi -+ v and Nv) :3 w) -+ w, then W E Nv, and by the
continuity of Qv we have that 'Dv) 3 X w) -+ X w E 'Dv. Since Qv is an isomorphism
between Nv and'Dv we have that if Vi -+ v and'Dv) 3 Xi -+ X, then X E'Dv.
Now if (x I , ... , x n ) is a system of local coordinates in a neighbourhood U
of m E M then it gives a coordinate system on the tangent spaces of U by
the base field ax I, , axn , more precisely the point v E Tu U has the coordi-
nates (u l , ... , un, VI, , vn) if Xi (u) = ui and v = I: ViaXi (u). The base field
axl, ... ,axn is dual to the base field dxl, ... ,dxn of I-forms on U, for which
every 1-form ~ E Tu*U can be written in the form ~ = I: Pi dxi . As above this
base field yields a coordinate system (x I, ... , xn, PI, ... , Pn) on T* U. Then the
canonical symplectic form, which is a 2-form on the smooth manifold T*U, in
these coordinates is
This symplectic form keeps its form under an arbitrary change of coordinates xi
in M. Now let us pass from the tangent bundle T M to the cotangent bundle T* M by
means of the velocity-to-momentum map D: T M -+ T* M, v~ P =gm(v, '), where
gm is the restriction of the pseudo-Riemannian metric g to TmM and v E TmM. By
means of the velocity-to-momentum map IJ we can pull back this symplectic form
to the tangent bundle T M to a symplectic form w. The map <P r : T M -+ T M is a
symplectomorphism i.e.
for every Z I. Z2 E Tv T M, vET M and for every t E JR. for which <p/ is defined. This
is because the vector field S is the Hamiltonian vector field defined by the function
L, with respect to this symmetric form on T M. By the velocity-to-momentum
map Dthe Lagrangian L is the pull back of to the Hamiltonian H: T* M -+ JR., P r-+
!g~(P. p), i.e. if P = gm(v.·) then g~(P. p)~ gm(v. v), and the geodesic flow of
the spray, is the pull back of the Hamiltonian flow in T* M defined by the function
H, with respect to the canonical symplectic form on T* M. The above can be found
in the book [2], Chapter 3. So we can consider on T M the quantities w, <PI> L or by
Dtheir image on T* M the quantities (1, the Hamiltonian flow, H. This will help us
to consider the images ofobjects in T M or in TT M by Dor by n, respectively, and
calculate on T* M or on TT* M, respectively.
Before we proceed we recall some definitions and facts, which can be found in
papers of Arnold [1] and of Duistermaat [5]. Let (E,K) be a symplectic vector
space where dim E = 2n. A subspace L in E is a Lagrange space if dim L = nand
for every Zl, Z2 E L the equality K(ZI, Z2) = 0 holds. If Gn (E) is the Grassmann
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(R2)/ Tcv (1)M = Dv EEl Vv.
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manifold of the n-planes in E then the set of all Lagrange spaces A = A (E, K) is
called the LagrangianGrassmannian,which is a compact smooth submanifold of
the Grassmann manifold. Let P be a Lagrange space and for any 0 ::s; k ::s; n put
Ak(P) ~f {N E A Idim(N n P) = k}.
The union over all k;:? 1 of the Ak(P) is the Maslov cycle 'L,(P). Each stratum
Ak(P) of the Maslov cycle 'L,(P) is an embedded smooth submanifold in A with
codimension k(k + 1)/2, and AO(P) is an open dense set in A. Moreover Ak+l(p)
is in the closure of Ak(P) for every k;:? 1, and 'L,(P) is an algebric subvariety of A
of codimension 1, with Al (P) equal to the set of non-singular points of 'L, (P). The
closure of A k (P) in A is equal to the union of over alII;:? k of the Al(P), and is a
codimension k(k + 1)/2 algebric subvariety of A. In particular 'L,(P) = A \ Ao(P)
is an algebric subvariety of A of codimension one, with Al (P) equal to the set
of non-singular points of 'L,(P). Furthermore the Maslov cycle 'L,(P) has a natural
orientation, so it is an oriented cycle in the topological sense, implying that there is
a topological intersection number [q; : P] of the Maslov cycle 'L,(P) with any curve
q;: [0,1] --+ A for which q;(0), q;(l) E Ao(P). This intersection number is invariant
for variations of the curve q; if the end points are fixed under the variation or they
remain in AO(P).
Now if Land R are two complementary Lagrange spaces, then each linear
complement N of R in E is of the form
def
N = NA = (l + A(l) II E L}
for a unique linear map A: L --+ R, where note that ker A = NA n L. A simple
calculation shows that the n-dimensional subspace NA of E is a Lagrange space if
and only if
def ( )QA(X, y) = K A(x), y ,
where x, y E L defines a symmetric bilinear form on L. This establish an iden-
tification of Ao(R) with the space S2(L) of all symmetric bilinear forms on L.
This identification depends on the linear complement R of L in E. Note that
by this identification the image of L is always the identically zero bilinear form,
moreover this gives an identification of the tangent space h A of A with the space
S2(L), since hA = hAo(R) = ToS2(L) = S2(L). The identification hA = S2(L)
is canonical,because it is independent of the choice of the linear complement R
of L.
Let PEA and q;: [a, b] --+ A be a smooth curve, such that q;(a), q;(b) E Ao(P)
and assume that q;(to) E 'L,(P) for a to E (a, b). As we stated above q;'Cto) E Trp(to)A
is a symmetric bilinear form on q;(to) which can be restricted to the subspace
q;(to) n P. Let qrp(to)nP denote the restricted symmetric bilinear form on q;(to)n P.
The following results are proved by Duistermaat in Section 2 of [5].
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Theorem 3.1. Let P, ~(P), <p be as above and assume that ql(J(to)nP is a non-
degenerate symmetric bilinearform on <p(to) n P then
(l) restricting <p to a sufficiently small neighbourhood of to, <p(to) is the only
intersection of<p with '£ (P);
(2) for the topological intersection number [<pl[a.to+o) : P] of<P![a.ro+E) with '£(P),
ifE > °is small enough, we have that:
[<PI[a.tO+E) : Pj = [<Pl[a,to-E): PJ + sgnql(J(to)np,
where sgn ql(J(to)np is the signature of the symmetric bilinear form ql(J(to)np on
<p(to) n P.
Now we go back to our case. Put
(2)
where a > I is such, that <Pt(v) is defined for every t E [0, a]. For Lv(l) we
will use the shorter form Lv. Note that for every vector w E Vv the equality
Tv eXPm (w) = T",\ (v)7l'M (Tv <P I(w» holds. This gives that w E Nv, i.e. Tv eXPm (w) =
0, if and only if Tv<P(w) E V"'tlV) which yields that Nv = Tv<P)l(V"'J<V» n Vv'
Applying Id = Tv<P)1 0 Tv<PI to the right side and using equality (2) we get that
Nv == Tv<p11(V", \(v) n Lv)·
At every vET M, respectively at every p = b(v) E T* M, we have a symplectic
vector space (TvT M. w), respectively (TpT* M, 0'). Moreover, every vertical space
Vv, respectively Vp, is a Lagrange space in (TvT M, w), respectively in (TpT* M, a),
by equality (1) which defines 0'. Since the symplectomorphism T <Pt preserves
the Lagrange spaces we have that, by equation (2). Lv(t) is a Lagrange space in
(T"" (v) T M, w), but this symplectic vector space depends on t, so Lv (t) is not a
curve so far in a fixed Lagrangian Grassmannian. So we have to introduce the
following definition first:
Definition 3.2. We call a map t ~ (T",,(v)T M, w), t E [0, aJ, a moving symplectic
vector space and the map t ~ A(T"'t(v)TM, w) its moving Lagrangian Grass-
mannian. Then the map t -+ Lv (t) is called a moving Lagrange space in the moving
Lagrangian Grassmannian.
Now consider the moving Lagrange space t ~ Tb(Lv(t» in the moving La-
grangian Grassmannian t ~ A (To("'r(v»)T* M, a). First we show that this moving
Lagrange space can be considered as a smooth curve in a fixed Lagrangian
Grassmannian.
Let (x I , ... , xn ) be a system of local coordinates in U C M at the point
1TM(<Pr(V» =cv(r) EM and let the dual coordinates in the cotangent bundle T*U C
T* M be (xl, ... , x n, Pl,"" Pn). Then the coordinate system gives a horizontal
distribution on T*U, for which TpT*M == Vp EEl Hp for every p E T*U, where
472
P),1fJ <P( )
lfJ(t
IfJ lfJ(t
IfJ
1fJ1[ .t s] ) 1fJ ., to]
£
rlfJl J H] J rlfJl[a"o-to] : ] q<plto)nP,
<p ' )np <p ,
lfJ(t
deft ~ Lv(t) = (Tv<fl,)(Vv) C Tept(v)(T M), t E [0, a),
fl .
W
ep\ t fl 1 W
fll W ep\(v fl11 <I>\( '
l fli 1 fll
fl11 ep (
, a).
a <fl,
T<I>, ) 1
l1 1 ---+ epr( W , 1 ]
1 ep
1~ 1
1 v(t»
1 b(<I>r(v
1
7t fl,( t
I, ...•
9
Hp C TpT M is the horizontal space at p. Furthermore Hp is a Lagrange spaces,
see equality (1) the definition of the canonical symplectic form. Since Tn'k: Hp~
Trr'MCp)M is an isomorphism, where n'k: T* M ~ M is the canonical projection, the
base axi (n'kCi5)) in Trr'M(PlM can be lifted to a base in Hp. Moreover, on Vp we
have a base given by aPi. So aP, and ax' yield a base on Vp EB Hp = TpT* M. In
this base the canonical symplectic form is a = Li dpi 1\ dx i . Now consider JRn x JRn
and the symplectic form e ~fL, de, 1\ dl, on it, where (fi), respectively (e,), is a
base in the horizontal if ~f JRn x {O}, respectively in the vertical V~ {O} X JRn.
Then a symplectomorphism E: (TpT* M, a) ~ (TpT* M, a) can be given between
the two symplectic vector spaces by the map ax' ~ Ii, ap, ~ ei. Note that by
the identification E the vertical vector space at every point p in the coordinate
neighbourhood (xi, PJ) in T* M goes into the same fixed Lagrange space V.
Moreover, this identification depends on the coordinate system (xi).
So we obtained that locally Tb(Lv(t», t E [0, a], can be considered as a curve in
a fixed Lagrange manifold. As we can see the curve Lv(t) depends on the choice
of the coordinate system. If we chose a different coordinate system, then we get a
different curve L;;(t), but Lv(t) E Ak(V) if and only if Lv(t) E Ak(V) for every t
and k. Thus the two curves intersect the Maslov cycle at the same parameters and
at the same stratum Ak(V) of ~(V). Since we are interested how the conjugate
locus looks like at v, we will examine the moving Lagrange space TD(Lv(t», t E
[1 - £, 1 + £], where £ > 0 is so small that the curve cv(t), t E [1 - £,1 + £], lies
in a coordinate neighbourhood U C M of cv(l). Let H be a Lagrange space in
(n(4lj(v))T* M, a) which is complementary to both Vb(4l1 (v) and to TD(L v). We can
choose the coordinate system on U such, that the horizontal space defined by the
coordinate system at D( <t> 1(v» E T* M is H. This yields that the horizontal space
if is complementary to both the vertical space V and the Lv(l). Moreover, if 8 >
0, £ > 8, is small enough then every Lv (t), t E [I - 8, 1+8] is complementary to if.
We say that the smooth curve Lv(t), t E [1 - 8, I + 8] intersects the Maslov
cycle ~(V) in a non-degenerate way at t = 1 if the restriction to Lv(l) n V of
the symmetric bilinear form Lv' (1) is non-degenerate.
Lemma 3.2. If the coordinate system at cv(l) is such as above, then the smooth
curve Lv(t) intersects the Maslov cycle ~(V) at t = 1 in a non-degenerate
way, if and only if the pseudo-Riemannian metric tensor 8 restricted to Dv is
non-degenerate.
More precisely we will show an isomorphism between Lv n (V) and Dv by which
the bilinear form Lv' (l)IL;,n(v) will correspond to the form 811)v'
Proof of Lemma 3.2. As Lv(t) is complementary to H for every t E [1 - 8,1 + 8]
we can write Lv(t) = {v + A(t)v I v E V} for a unique linear map A(t): V~ if
as we have mentioned earlier. Moreover, since Lv(t) is a Lagrange space the
bilinear form B(t)(v, w) ~fe(A(t)v, w), v, w E V, is symmetric, and the restriction
of B(t) to V n Lv(t) does not depend on the choice of the linear comple-
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ment H. The coordinate system yields a symplectomorphism Scoord (t) between
(T'o(<Pt(v))T*M,a) and (IRn x IRn,8), but there is an other symplectomorphism
between this two symplectic spaces. Namely we take first the symplectomor-
phism Sl.Ham.(t) between (T'o(<pt(v))T* M, a) and (T'o(<Pl (v)) T* M, a) given by the
linearization of the Hamiltonian flow, and then taking the symplectomorphism
Scoord.(l) between (T'o(<p](v))T*M,a) and (IRn x IRn,8) given by the coordinate
system. So by Scoord. (1) 0 Sl.Ham. (t) 0 S~~rd. (t): (IRn x IRn, 8)---+ (IRn x IRn, 8) we get
a symplectomorphism depending on the parameter t smoothly. Let the block matrix
of this symplectomorphism in (IRn x IRn, 8) be
(
C(t) D(t»)
E(t) F(t) ,
where C(l) = F(1) =!d, D(1) = E(l) = O. Then the image under this linear trans-
formation of an arbitrary element v +A(1)v = (A(1)v, v) of L v(1) is (C(t)A(1)v+
D(t)v, E(t)A(I)v + F(t)v) which must be equal to (A(t)(E(t)A(I)v+ F(t)v),
E(t)A(I)v + F(t)v), since this is an element of Lv(t) and every element in
Lv(t) has the form (A(t)*, *). As (E(t)A(1) + F(t» at t = 1 is the identity
matrix it is invertable if t is suitably close to 1. Thus by the above we have that
(C(t)A(1) + D(t»v = A(t)(E(t)A(1)+ F(t»v for every v E Vwhich gives that
A(t) = (C(t)A(1) + D(t))(E(t)A(I)+ F(t)r l .
Differentiating this with respect to t at t = 1 we obtain that
A' (1) = C' (1)A(1) + D'(l) - A(I)(E' (I)A(1) + F '(1»).
Observe that v + A(l)vE V if and only if A(l)v= 0, so the bilinear form LVi(1) =
B' (1) on Vn Lv(1) = ker A(1) is
8(A'(1)v, w) = 8(D' (1)v, w), v, W E V n L v(1),
where we used that A(1)v = 0 for every v E VnLv(1) and that the symmetry of B(t)
corresponds to the symmetry of A(t) thus 8(A(l)F' (1)v, w) = 8(F' (1)v, A(1)w) =
O. To compute D'(l) we will need the Hamiltonian flow. The coordinate sys-
tem on the neighbourhood U, which was used to define Lv(t), gives a dual
coordinate system (x I, ... , x n , PI, ... , Pn) on the cotangent bundle T* U C T* M.
Let f (s, (x, p» : IR x T* U ---+ T* U be the I-parameter group of diffeomorphisms
defined by the Hamiltonian flow, s is the time parameter and (x, p) the point.
As we have stated above the Lagrangian flow, which is equal to the geodesic
flow, corresponds to the Hamiltonian flow by b, we have that f(s, (x, p» =
b(<1>s(b- l (x, p))). Let fx(so, (xo, po», respectively fp(so, (xo, po», denote the x,
respectively the P, coordinates of the point f(so, (xo, po». It is known that
a a
as fx (so, (xo, po») = ap H(xo, po)
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and
Now the time derivative of the linearization of the Hamiltonian flow is on one hand
(3) (
C'(1)
E'(1)
D'(I))
F'(1) ,
and on the other hand it is
(4)
in Tb (<I> 1(v)) T* M = Vb (<I> 1(v)) EB Hb(<I> 1(v)) in the base given by the coordinate system
on U. Now using the identification Scoord.(I):(Tb(<I>I<v))T*M,a) -+ (IRn x IRn,8)
and the fact that the horizontal and vertical spaces correspond to each other by
ax" -+ fi, ap, -+ ei, we have that the two above matrices (3), (4) are equal. Since
in 8(D'(I)v, w), v, wE Vn L v (1) the vector D'(I)v is horizontal and w is vertical
we get that 8(D'(1)v, w) = (D'(1)v, w), where (,) is the canonical scalar product
on V :::c IRn. So the bilinear form L:' (1) on Vn Lv(1) is (a:~pH(O, 0(<1>1 (v)))v, w),
more precisely the bilinear form Lv' (1) on Vn L v(l) is isomorphic to the bilinear
form defined by a:~pH on TO(L v) n Vb (<I> 1(v). Using the symplectomorphism
TO and that by the velocity-to-momentum map 0 the Lagrangian L is the pull
back of the Hamiltonian H we have that the bilinear form defined by a:~pH on
TO(L v) n Vb(<I>I<v)) = TO(L v n V<I>l(V») is isomorphic to the bilinear form defined
by a~~vL on Lv n V"'l(V)' Consider the inverse of the isomorphism N v 3 w 1-+
<1>1 (w) E Lv n V"'l (v) (see by the argument following equation (2)), composed by the
isomorphism N v 3 W 1-+ X~(1) E 1)v (see at Lemma 3.1). This isomorphism from
Lvn V<I>l(V) C T<I>l(V) Tcv (1)M to 1)v C Tcv (1)M isjustthe isomorphism induced by the
canonical isomorphism between T<I>j(v)Tcv(l)M and Tcv (1)M, see [3], Chapters 1.D
and 1.E Since L(v) = h(v, v) the bilinear form induced by a~~vL on Lv n V<I>t(v)
corresponds by this isomorphism to the restriction of the bilinear form g onto 1)v.
So we proved that the bilinear form Lv' (1) on Vn Lv (1) is isomorphic to glvv
on1)v' 0
Note that if w E TmM is a variation of v, then <I>t(w), respectively Lw(t),
TO(Lw(t)), is a variation of <l>t(v), respectively Lv(t), TO(Lv(t)). Suppose we have
a coordinate system at cv (1) as in Lemma 3.2, where the horizontal space if is
complementary to Lv(t) for every t E [1 - 8, 1 + 8]. If w is close enough to v
then Lw(t), given by the same coordinate system, is complementary to if for every
t E [1 - 8, 1 + 8].
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a aas fp(so, (xo, po)) = - ax H(xo, po).
a
2
Lf)
(
asaxfx asap ~ (0, 0(<1>1 (v)))
a2 Lfas ax fp as ap p 2
(
a2 H _aH)
- apax apap (0, 0(<1>1 (v)))
- a2 H -LH
- axax apax
J{ ]
,
D
D
D J{ D
<I>l(V)'
<t>l
l
D D
Moreover, if we have a coordinate system at cv (1) such as in the above lemma,
i.e. the horizontal space if is complementary to every Lv(t), t E [1 - 8,1 +8], then
if w is close enough to v then we can consider Lw(t), t E [1 - 8, 1 + 8], given
by the same coordinate system, furthermore if is also complementary to every
Lw(t), t E [1 - 8,1 + 8]. So Lw(t) is a variation of Lv(t), and Lw(to) n V i= {O x O}
if and only if w . to is a conjugate vector, which has multiplicity dim(Lw(to) n V)
and the bilinear form Lw'(to) on L w(to) n V is isomorphic to g Ivw '0 on 'OW ' to '
Before we show the connection between Lemmas 3.1 and 3.2 we need a technical
lemma.
Lemma 3.3. The subspaces 'Ov and Vv are orthogonal, dim 'Ov + dim Vv = dim M,
moreover the following are equivalent:
(1) glvu is non-degenerate on 'Ov;
(2) glvu is non-degenerate on Vv;
(3) 'Ov nVv = {O};
(4) 'Ov EB VV = Tcu (1)M, i.e. (R2)' holds;
Proof. The following equation holds for every Jacobi field X, Y along the geo-
desic Cv
(X/(t), Y(t)) - (X(t), yl(t)) =const,
which yields that if X, Y E Jo(cv ), then const = O. Moreover, if Y(1) = 0 also
holds, then we have (X (1), y ' (1») = 0, which gives that 'Ov is orthogonal to Vv .
As we have seen at Lemma 3.1, the space 'Ov is .isomorphic to N v = ker Tv eXPm
and Vv is isomorphic to ImTvexPm = TvexPm(Tv(TmM», thus 'Ov and Vv have
complementary dimensions. Since glTcu(])M is a non-degenerate symmetric bilinear
form, we have that V; =Vv where 1.. means the orthocomplement with respect to g.
The non-degeneracy ofg and V; =Vv and dim 'Ov +dim Vv =dim M yields that
the above statements 1,2,3,4 are equivalent. 0
Let us note that by the above lemma, (R2)' is not true at v if and only if dim 'Ov n
Vv > O. Moreover ifg, or - g, is a Lorentzian metric, then dim 'Ov nVv ~ 1, since the
intersection 'Ov n Vv can contain only lightlike vectors and the zero vector, as these
are the self-orthogonal vectors. Therefore (R2)' is not true at v iff dim 'Ov n Vv = 1,
i.e. 'Ov n Vv is a lightlike line.
Now putting together Lemmas 3.1, 3.2 and 3.3 we obtained the following
proposition.
Proposition 3.1. The following are equivalent:
(1) the condition (R2) ofWarner holds at v E TmM;
(2) the smooth curve Lv(t) associated with the geodesic Cv intersects the Maslov
cycle ~(V) at t = 1 transversally;
(3) the symmetric bilinearform glvu is non-degenerate.
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4 FINDING WARNER MAPS
Next we will examine the question, which are those conjugate vectors where we can
use Warner's theorems. First note that (Rl) holds always for the exponential map of
a pseudo-Riemannian manifold.
Lemma 4.1. Let v E C(m) be a conjugate vector where glD" is either positive or
negative definite then there is a radially convex neighbourhood U C TmM ofv such
that eXPm is a Warner map in U.
Proof. Assume that glDv is positive or negative definite. If v) E C(m) is a sequence
such that vj converges to v and, for every j, g ID" is not positive or negative definite,
j
then there exists a null-vector X) E Vv
j
, i.e. a nonzero vector for which g(X), X) =
o. We can assume that the lengths of X) with respect to some Riemannian metric on
M are equal to 1, so the sequence X) will converge to a nonzero element X E Vv,
see after Lemma 3.1, which is by continuity a null-vector, but this contradicts that
g ID v is definite. This shows that there is an open neighbourhood U of v, which
can be chosen radially convex, such that for every conjugate vector w in U the
form glDw is positive or negative definite. It follows, by Proposition 3.1, that (R2)
holds in U. Since glDv is positive or negative definite, the topological intersection
number of the curve Lv(t) with the Maslov cycle ~ (V) at t = 1 is equal to kv or
-kv , respectively, where kv denotes the multiplicity of v. It follows that for every
w near v the curve L U' (t) will intersect the Maslov cycle for t near t = 1 in points
tj, where the sum over j of the topological intersection numbers i) is equal to
kv or -kv , respectively. Since the vectors t) ware precisely the conjugate vectors
near v on the ray through w, moreover, i) is the topological intersection number of
t ~ L7'w(t) at t = 1 with the Maslov cycle and, as glDt U' is positive or negativeJ j
definite, it follows that i) = k tJ W or i j = -ktJ w, respectively, where ktj w denotes the
multiplicity of the conjugate vector t) w. This gives that the sum over all j of the
ktj U' is equal to k", which proves that (R3) holds in U. 0
Definition 4.1. Let us call a conjugate vector v of 10calZv minimal multiplicity,
if it has a neighbourhood U C TmM such that kv ~ kw for every w E C(m) n U.
Moreover, for each k > 0 let C (m)~ be the set of all v E C (m) which are of locally
minimal multiplicity and for which kv = k.
Remark 4.1. The set ofconjugate vectors with locally minimal multiplicity is an
open dense subset of C(m). Furthermore C(m)~ is an open subset of C(m) and
Uk C(m)~ is the set ofall conjugate vectors with locally minimal multiplicity.
Proof. The same continuity argument as in the above proof gives that for any
conjugate vector v E TmM there is an open neighbourhood U C TmM of v such
that kw ~ k" holds for every conjugate vector w E U. Let ku denote the minimum
of all kw , where w E C (m) n U. If C' denotes the set of all conjugate vectors w E U
for which kw = ku holds, then this set is not empty, because we have taken the
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minimum of finitely many positive integers. So if w E C' then there is an open
neighbourhood Uw C U of w such that kWI :( k w for every conjugate vector in Uw'
As Uw C U we have k w :( k w' hence kw' = kw for every w' E C(m) n Uw. Thus w is
of locally minimal multiplicity. The second part follows from the first and from the
definition of C(m)~. 0
Lemma 4.2. If v E TmM is a conjugate vector with locally minimal multiplicity
for which the restricted metric tensor g l1Jv is non-degenerate and has non-zero
signature i, then there is a radially convex open neighbourhood U C TmM of v
such that eXPm is a Warner map on U.
Proof. From the local minimality we have that v E C(m)~ for some k > 0, and the
non-degeneracy yields that the topological intersection number of the curve Lv (t) at
t = 1 with the Maslov cycle :E (\I) is equal to i. From the fact that i =1= afollows that
for every w near v there is at least one intersection point of Lw(t) with the Maslov
cycle for t near 1, which is equivalent to saying that tw is a conjugate vector. If w
is sufficiently close to v we have, because v E C(m)~, that the multiplicity of tw is
equal to k = the multiplicity of v, and by continuity we obtain that gl1J/w is also
non-degenerate and has the same signature i as g!1Jv ' That gl1J/ w is non-degenerate
shows, by Proposition 3.1 that (R2) holds near v. We have seen that the signature of
gl1J/w is equal to i at all intersection of Lw(t) near t = 1 with the Maslov cycle, thus
the topological intersection number is equal to i. If there are m nearby conjugate
vectors on the ray through w, then it follows that the total topological intersection
number of Lw(t) near t = 1 with the Maslov cycle is equal to m . i, and because
on the other hand this total topological intersection number is an invariant, equal
to i =1= °it follows that m = 1. That is near to v every ray contains exactly one
conjugate vector, which has multiplicity k. This proves (R3). 0
Since our goal is to obtain conjugate vectors v such that arbitrary near v there
are conjugate vectors wand radially convex neighbourhoods W C TmM of w
such that the restriction of eXPm to W is a Warner map, thus we are left with the
following two cases to be given below; Where we allow to replace v by a sufficiently
close conjugate vector, which for instance yields that we can restrict ourselves to
conjugate vectors with locally minimal multiplicity.
Definition 4.2. Call v E C' (m) to be of type A or B if either:
A: gl1Jw is degenerate for every w E C(m) near v, or
B: gl1Jv is non-degenerate, but it has signature equal to zero, i.e. the positive and
negative definite parts of the bilinear form have equal dimensions.
So by the above Lemma 4.1 and 4.2 we have the following theorem.
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Theorem 4.1. Ifa conjugate vector v E T,n M is not in the closer of the set (v E
C(m)' I v is of type A or B}, then the exponential map eXPm is not 1 : 1 in any
neighbourhood ofv in TmM.
Proof. If v is not of type A or B, then in any neighbourhood of v there is a conjugate
vector w which fulfills the assumption of Lemmas 4.1 or 4.2. Thus either g IDw
is positive or negative definite, or w is of locally minimal multiplicity and glDw
is non-degenerate. So by the lemmas eXPm is a Warner map in a suitably small
neighbourhood U of w. Then by Theorem 2.2 follows that exp is not injective
onU. 0
5. THE LORENTZ CASE
If in particular M is Lorentzian and v E C(m) is causal, i.e. g(v, v) ~ 0, then v
is not of type A or B, as the following shows: Consider the vector field V (t) ~
c~(t)· t E Tcv(t)M along the geodesic cv(t). Since V(O) =0 we have that V E Jo(cv)
so V(1) = c~(1) E Vv. It is enough to show that D v is spacelike, which gives
that v cannot be of type A or B. Now if v is timelike, and so <(1) E Vv is also
timelike, then by the orthogonality in Lemma 3.3 follows that D v can consist only
of spacelike vectors. If v, and so <(1), is lightlike and Vv n Dv is trivial then
Dv is spacelike. The only remaining case is when v is lightlike but Vv n Dv is
not trivial, thus as we mentioned after Lemma 3.3 it is a lightlike line. Since in
this case the lightlike Vv n Dv must be the one-dimensional subspace spanned by
c~(l) we have that, c~(1) E D v, thus there is a Jacobi field X along cvU) for which
X(O) = X(1) = 0 and X'(1) = c~(1). For the Jacobi field YU) ~f c~(t) . U - 1) we
have that Y(I) = 0 and Y' (1) = c~(1). As the Jacobi fields are solutions of a second
order differential equation and Y(1) = X (1) and yl(l)= X'(1) we have that X = Y
is true. But then X(0) = Y (0) i= 0 contradicts X(0) = O. Thus Vv n Dv must be
trivial and so c~(l) E Vv and by the orthogonality in Lemma 3.3 follows as above
that D v is spacelike.
The above facts give that eXPm is a Warner map on the set of the causal vectors
in Tm M, so here we can apply Theorem 2.1. This result is also proved in [7].
We do not understand yet in the cases A or B what happens, where these
cases only occur on space-like geodesics. On p. 324 of [6] there is the statement
"... conjugate points on space-like geodesics may be unstable ...". A strong form
of instability would be that one has an isolated conjugate vector v E TmM. It might
be feasible with methods like in Section 11 of [6] to find an example of a Lorentz
manifold with such an isolated conjugate point.
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