Artificial Bee Colony (ABC) algorithm is a relatively new swarm intelligence algorithm that has attracted great deal of attention from researchers in recent years with the advantage of less control parameters and strong global optimization ability. However, there is still an insufficiency in ABC regarding its solution search equation, which is good at exploration but poor at exploitation. This drawback can be even more significant when constraints are also involved. To address this issue, an Enhanced Constrained ABC algorithm (EC-ABC) is proposed for Constrained Optimization Problems (COPs) where two new solution search equations are introduced for employed bee and onlooker bee phases respectively. In addition, both chaotic search method and opposition-based learning mechanism are employed to be used in population initialization in order to enhance the global convergence when producing initial population. This algorithm is tested on several benchmark functions where the numerical results demonstrate that the EC-ABC is competitive with state of the art constrained ABC algorithm.
Introduction
Global optimization deals with optimization problems that might have more than one local minimum. Therefore, finding global minimum out of a set of local minima solutions in a certain feasible region can be challenging. While these problems can even be more challenging when constraints are also involved. In realworld, most of the problems in science and engineering are Constrained Optimization Problems (COPs).
In general COPs can be formulated as following Problem. (1) Where x=[x 1 , x 2 ,…, x n ]R n is an n-dimensional decision vector and each x i is bounded by lower and upper bounds as [x min, x max ]. The objective function f(x) is defined on S and is an n-dimensional search space in R n . Optimization methods to solve COPs can be classified into two main categories: derivative-based methods and derivative-free methods.
There have always been many real world problems with non-differentiable constraints, and disjoint feasible domains. These difficulties can make it very challenging for derivative-based methods to find even a feasible solution, let alone an optimal solution. Furthermore, if derivative-based methods can obtain solutions they are usually only locally optimal. Derivative-free methods in contrast utilize a population of individuals in a search domain. Moreover, they only use the evaluations of the objective function to direct the search. Therefore, they do not usually pose limitations related to derivative-based methods, and they do not easily fall into local optima.
Population based algorithms as significant branch of derivative-free methods capture much attention in recent years in solving COPs. The most prominent Evolutionary Algorithms (EAs) suggested in the literatures are Genetic Algorithm (GA) [17, 18] , Particle Swarm Optimization (PSO) [19] , Ant Colony Optimization (ACO) [15] , Differential Evaluation (DE) [12, 20] and Artificial Bee Colony (ABC) algorithm [21] .
Among these population-based algorithms ABC is an effective algorithm proposed for global optimization. Numerical performance demonstrated that ABC algorithm is competitive to that of other population-based algorithms with the advantage of employing fewer control parameters and the need for fewer function evaluations to arrive at an optimal solution [22, 24, 25] . Due to its simplicity and ease of implementation, ABC has captured much attention and has been employed to solve many numerical as well as practical optimization problems since its inception [2, 11, 16, 28, 31] .
In general, most of the optimization algorithms have been initially introduced to address unconstrained optimization problems. Therefore, constraint handling techniques are employed to direct the search towards the feasible regions of the search space.
In recent years, a variety of constraints handling techniques have been developed. These methods were categorized into four groups by Koziel ABC algorithm was originally introduced by Koziel and Michalewicz [20] to tackle unconstrained optimization problems. Later on, this method was extended by Karaboga and Bastruck [22] to solve COPs. In recent years there have been many efforts to develop a constrained ABC algorithm possessing balanced exploration and exploitation behavior. However, based on the No Free Lunch (NFL) theorem [36] none of the available algorithms is entirely efficient for every problem.
In this paper an Enhanced Constrained-ABC (EC-ABC) algorithm is proposed to solve COPs by employing two new search equations for employed bee and onlooker bee phases. Moreover, chaotic search mechanism and opposition-based learning method are applied to initialize population with the aim of preventing algorithm from getting stuck at local minima.
The rest of this paper is organized as follows. Section 2 describes the original ABC algorithm. Section 3 includes brief review on constrained ABC algorithm, while section 4 details proposed method. After that, in section 5 experimental results are carried out to test the performance of EC-ABC algorithm on solving COPs. Finally, some conclusions are drawn in section 6.
Artificial Bee Colony
ABC is a relatively new population-based algorithm developed by Karaboga [21] emulating the foraging behaviour and waggle dance of honey bee swarm.
Artificial bee colonies are classified into three groups, employed bees, onlooker bees and scout bees. Half of the colony includes employed bee and the other half consist of onlooker bees. In ABC, the position of food source denotes a possible solution to the optimization problem and the nectar amount of food source represents fitness value of the associated solution. The number of employed bees or the onlooker bees is equal to the number of Solutions (SN) in the population. Each solution x i (i= 1, 2, ..., SN) is a d-dimensional vector and x i= {x i1 , x i2 , ..., x id } represents the i th solution in the population.
At initialization step, ABC generates a randomly distributed initial population of SN solutions using following Equation 2.
Where each solution x i , i=1, 2, ..., SN is d-dimensional vector for j=1, 2, ..., d. In addition, x min, j and x max, j are the lower and upper bounds for the dimension j respectively. These food sources are randomly assigned to SN number of employed bees and their fitness are evaluated. After initialization, the population of the solutions is subjected to repeat the search processes for employed bee, the onlooker bees and the scout bee phases. The process continues until the algorithm reaches the Maximum Cycle Number (MCN). In employed bee phase each employed bees produces a modification on the solution x i where only one dimension of this solution is changed using Equation 3 and the rest keep the same as x i .
Where k{1, 2, ..., SN} and j{1, 2, ..., d} are randomly chosen indexes and k has to be different from i. Φ ij is a random number in the range [ 1, 1]  . After v i is obtained its fitness value is evaluated and a greedy selection mechanism is applied comparing x i with v i . If the fitness value of the new solution v i is less than the current solution then, the solution is replaced with the x i , otherwise the current solution remains.
After the employed bee phase, the solution information is transferred to the onlooker bee phase. In this phase a solution is chosen depending on the probability value p i associated with that solution calculated using the following equation:
The fit(x i ) is defined as following Equation 5.
Where f(x i ) is the objective value of solution x i . Once the onlooker has selected solution x i a modification is done on this solution similar with employed bee using Equation 3 . Then, fitness values of generated solutions are evaluated and greedy selection mechanism is employed. If new solution has better fitness value than current solution, the new solution remains in the population and the old solution is removed.
In the scout bee phase, if solution x i cannot be improved further through a predetermined number of cycles (limit), then that solution is abandoned and replaced with a new solution generated randomly by using Equation 2.
According to the abovementioned description, ABC main procedure can be summarized in Algorithm 1.
Initialize the population of solution Evaluate the initial population cycle=1
Repeat Employed bee phase Apply greedy selection process Calculate the probability values for Onlooker bee phase Scout bee phase Memorize the best solution achieved so far i= 1, 2, ..., SN cycle=cycle+1 until cycle=maximum cycle number
Constrained ABC
ABC algorithm has been originally suggested to deal with un-COPs [20] . This algorithm is then adapted to tackle COPs. The presence of various constraints and interferences between constraints makes COPs more difficult to tackle than unconstrained optimization problems. In this section we present the available constrained ABC algorithms in the literature.
ABC algorithm for the first time was adapted by Karaboga and Bastruck [22] to solve COPs. To cope with constraints, Deb's mechanism [14] is employed to be used instead of the greedy selection process due to its simplicity, computational cost and fine tuning requirement over other constraint handling methods. Because initialization with feasible solutions is very time consuming and in some situation impossible to generate a feasible solution randomly, the constrained ABC algorithm does not consider the initial population to be feasible. As an alternative Deb's rules are employed to direct the solutions to feasible region of search space. In addition, scout bee phase of the algorithm provides a diversity mechanism that allows new and probably infeasible individuals to be in the population. In this algorithm, artificial scouts are produced at a Scout Predetermined Period (SPP) of cycles for generating new solution randomly. The numerical performance of proposed ABC algorithm is evaluated and compared with the constrained PSO and DE algorithms and results show that ABC algorithm can be effectively applied for solving COPs.
Mezura-Montes et al. [29] presented Smart Flight-ABC (SF-ABC) algorithm to improve the performance of constrained ABC. In this algorithm to direct search towards the best-so-far solution, smart flight operator is applied in scout bee phase instead of uniform random search in ABC. Based on this method, if the best solution is infeasible, the trial solution has the chance to be located near the boundaries of the feasible region of search space. However, if the best solution is infeasible, the smart flight will generate a solution in promising region of search space. In addition to aforementioned improvement on ABC, the combination of two dynamic tolerances are also applied in SF-ABC as constrained handling mechanism, to transform the original CNOP into unconstrained optimization. The numerical results demonstrate the competitive performance of SF-ABC with original ABC.
Babaeizadeh and Rohanin [6] applied chaotic search mechanism to initialize population for constrained ABC where numerical results indicate that the proposed method is competitive with the ABC [22] .
Another modification on ABC algorithm was introduced by Karaboga and Akay [26] . What makes this algorithm different from the original ABC [22] is related with the probability selection mechanism and parameter setting process. In this algorithm a new probability selection mechanism is presented to enhance diversity by allowing infeasible solutions in the population where infeasible solutions are introduced inversely proportional to their constraint violations and feasible solution defined based on their fitness values. In addition, in this algorithm appropriate value for each parameter is obtained. To recognize this algorithm throughout this paper the abbreviation Modified-ABC (M-ABC) is used to refer to this algorithm.
A modified constrained ABC algorithm (mcABC) was proposed in which chaotic mechanism as well as opposition based method was applied for population initialization to enhance the global convergence of algorithm. The numerical results have shown the effectiveness of the proposed method [6] .
In mcABC algorithm, three new solution search equations are introduced respectively to employed bee, onlooker bee and scout bee phases. In addition, both chaotic search method and opposition-based learning mechanism are applied to initialize population in order to enhance the global convergence [7] .
Multiple Onlooker bees-ABC (MO-ABC) was developed in [33] to improve constrained ABC [22] . The numerical performance demonstrates comparative results with original ABC.
M-ABC introduced four modifications related with the selection mechanism, the equality and boundary constraints, and scout bee operators to improve the behaviour of ABC in constrained search space. The numerical results show that M-ABC provides comparable results with respect to the algorithms under comparison [30] .
A Genetically Inspired ABC algorithm (GI-ABC) was presented for COP. In this algorithm uniform crossover and mutation operators from GA are applied to scout bee phase to improve the performance of ABC algorithm [10] .
An efficient constrained ABC (eABC) algorithm was suggested in [5] where two new solution search equations was introduced to be used for employed bee and onlooker bee phases to enhance the exploitation of algorithm.
Stanarevic et al. [34] introduced a M-ABC algorithm in a form of Smart Bee-ABC (SB-ABC) to solve constrained problems which applies its historical memories for the solution. The numerical experiments show efficiency of the method.
An improved constrained ABC (iABC) algorithm was suggested to address COPs. The modifications included a novel chaotic approach to generate initial population and two new search equations to enhance exploitation ability of the algorithm. In addition, a new fitness mechanism, along with an improved probability selection scheme was devised to exploit both feasible and informative infeasible solutions [9] .
ABC-BA is a hybrid algorithm presented by Tsai [35] that integrates ABC and Bee Algorithm (BA). In this algorithm individuals can perform as an ABC individual in ABC sub-swarm or a BA individual in the BA sub-swarm. In addition, the population size of the ABC and BA sub-swarms change stochastically based on current best fitness values achieved by the sub-swarms. Experimental results demonstrate that ABC-BA outperforms ABC and BA algorithm.
Constrained ABC algorithm was also applied to solve many real-world engineering problems in recent years. Brajevic et al. [4] proposed a Constrained ABC (SC-ABC). This method was tested on several engineering benchmark problems which contain discrete and continuous variables. The numerical results were then compared with results obtained from Simple Constrained PSO algorithm (SiC-PSO) which show very good performance.
Akay and Karaboga [1] used ABC to solve large scale optimization problems as well as engineering design problems. The numerical results show that the performance of ABC algorithm is comparable to those of state of the art algorithms under consideration.
Upgraded ABC (UABC) algorithm for COPs was presented by Brajevic et al. [13] to improve modification rate parameter and applying modified scout bee phase of the ABC algorithm. This algorithm was tested on several engineering benchmark problems and the performance was compared with the performance of the Akay and Karaboga algorithm [1] . The numerical results show that the proposed algorithm produces better results.
For latest survey on constrained ABC please refer to [8] .
Enhanced Constrained ABC
According to the literature in most of the constrained ABC algorithms the role of population initialization is ignored. However, in order to have a powerful algorithm the initial solutions must be diversified on almost all over the search space. This scheme helps to generate at least some points in the neighbourhood of global solution. In this paper we employed both chaotic mechanism and opposition-based learning method into population initialization to enhance diversity.
Among available chaotic method, logistic is selected to be used in initialization step which can be formulated as
Where c k is the k th chaotic number, c(0, 1) and c k cannot get numbers from set {0.0, 0.25, 0.75, 0.5, 1.0}. The initialization process based on chaotic search mechanism and opposition learning method is coded in Algorithm 2.
Algorithm 2: Initialization approach.
Consider the maximum number of chaotic iteration K=300, the population size SN and the counter i=1, j=1 for i=1to SN/2 for j=1 to d
Randomly initialize variables c 0, j (0, 1) and set iteration counter k=0 for k=1 to K c k+1 , j =α(1-c kj ) end
x i, j = x min, j +c j,k (x max, j -x min, j ) end end Set the individual counter i=1 and j=1 for i= SN/2 to SN for j=1 to d op i, j = x min, j + x max, j -x min, j end end After initialization the main loop consists of employed bees, onlooker bees and scout bees is subjected to repeat until the stopping criterion is met.
In this algorithm the new search equation is proposed for employed bee phase using Equation 7 to improve the exploitation behaviour of ABC. 
Where r 1 and r 2 are two different random integer indices selected from {1, 2, …, SN}. γ ij is a random number between [-1,1] and μ ij is uniform random number between [0,1]. R ij is uniformly distributed random number and MR is control parameter in range [0, 1]. In addition, x ij is the j th dimension of best solution found so far. In Equation 6 the second and third terms enhance exploration capability. After producing a new solution, EC-ABC algorithm makes a selection using Deb's mechanism [14] instead of using greedy selection in unconstrained ABC. Applying Deb's rules, the bee either memorizes the new solution by forgetting the current solution or keeps the current solution.
Deb's method uses a tournament selection mechanism where two solutions are compared at a time by applying following rules.
 Any feasible solution is preferred to any infeasible solution,  Among two feasible solutions, the one having better objective function value is preferred,  Among two infeasible solutions, the one having smaller constraint violation is preferred.
After completion of the search by all employed bees, they share the information of the solutions with the onlooker bees. In this probability selection mechanism [19] infeasible solutions are also allowed to participate in the colony. The probability values of feasible solutions are between 0.5 and 1 and for infeasible solution between 0 and 0.5.
The probability method is defined as Equation 8. After receiving fitness values information from employed bees, onlooker bee selects a solution based on their probability values. Then, onlooker bees produce modification on the position of the selected solution using Equation 9.
Where r 1 and r 2 are two different random integer indices selected from{1, 2, …, SN}. φ ij and Φ ij are uniformly distributed random real number in the range [-1, 1] .
As in the case of employed bees Deb's rules are employed to compare current solution with new solution. If the new solution produces better result it remains in population and the old solution is removed. The employed bee phase is coded in Algorithm 3.
In Equation 9 , the first, term improves the exploration ability and the second and third terms, enhance the exploitation capability. Evaluate the quality of v i Apply Deb' 
s mechanism to select between v i and x i if solution v i does not improve trial i = trial i +1, otherwise, trial i =0 end if
After distribution of all onlooker bees, if a solution can not improve further through predetermined number of cycles (limit) it is abandoned and replaced with a new solution discovered by scout bees. The onlooker bee phase is coded in Algorithm 4. In EC-ABC algorithm a smart flight scout bee is proposed to enhance the exploitation ability of algorithm.
Scout bee phase is defined as the following Equation 10 .
Where k ij is uniformly real number in [-1, 1] and x bj is the j th dimension of the best solution found so far.
Numerical Experiments and Comparisons
To evaluate and compare the performance of the proposed algorithms, 24 constrained benchmark functions from CEC 2006 [27] are applied. EC-ABC and other constrained ABC algorithms under comparisons are coded in MALAB environment. The value of each parameters used are given in Table 1 . The numerical performance of proposed EC-ABC algorithm was compared against constrained ABC [23] , MABC [26] , M-ABC [30] , SF-ABC [29] and MO-ABC [32] algorithms. Each algorithm are tested for 24 test function and after 30 independent runs of (8) each algorithm the average solution is considered which as shown in Tables 2 and 3 . The Problems g20, g21, g22 are not considered because no feasible solutions can be found for these problems by the algorithms. The simulation results demonstrate that all algorithms under comparison obtained the same results for problems g06, g12, g16 and g24. The EC-ABC is superior to other algorithms in problems g02, g03, g04, g08, g11, g17, g18 and g23. The SF-ABC algorithm in problems g05, g10, g13, g15, g19 has good performance compare with other algorithms. However, MO-ABC is outperformed in problems g09, g14.
The numerical performance showed that EC-ABC provided comparable result with respect to other state of the art algorithms in comparison to solving COPs.
In order to, compare the convergence ability of EC-ABC with the other state of the art algorithms Figures  1, 2, 3 , and 4 are presented, which clearly show that EC-ABC is able to converge faster than other algorithms. It confirms that the new search equations can accelerate the constrained ABC convergence. Figure 4 . Iterations to convergence for problem g23.
Discussion
In this paper, we have introduced an enhanced constrained ABC called EC-ABC algorithm to solve COPs in which the initial population is generated using chaotic search method along with opposition-based learning method. In addition, two new search equations are proposed for employed bee and onlooker bee phases to enhance the global convergence of ABC algorithm. Smart flight method is also applied into scout bee phases to improve the exploitation behavior of algorithm. The experimental results were tested on 24 benchmark functions and show that EC-ABC is competitive with state of the art constrained ABC under comparison. 
