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ABSTRACT 
 
Full Name : SADAM HUSSEIN MOHAMMED AL-AZANI 
Thesis Title : AUTHORSHIP ATTRIBUTION OF ARABIC TEXTS 
Major Field : COMPUTER SCIENCE 
Date of Degree : APRIL, 2014 
 
 
Authorship attribution (AA) of Arabic text is addressed by utilizing the state of the art 
identification techniques, stylometric features, feature selection techniques and 
classifiers. This is in addition to designing novel stylometric features and techniques in 
this thesis. 
An authorship attribution prototype for Arabic text is designed and developed. As there is 
no benchmarking corpus for Arabic AA, we first constructed an Arabic corpus of 20 
well-known authors for authorship attribution.  We investigated several stylometric 
features including lexical, character and syntactic features. We proposed a set of 309 
Arabic function words and new lexical features (viz. word n-grams richness and specific 
words per author). In addition, we constructed novel stylometric features (viz. Arabic 
semantic features) and evaluated them on AA.   
We tested several feature selection techniques and then applied them in order to optimize 
the extracted features and to study their effect on Arabic AA. The full and the selected 
feature vectors are evaluated using several classification methods (viz. Euclidean 
Distance (ED), K-nearest Neighbours (K-NN), Delta rule, Least Squares Support Vector 
xv 
 
Machines (LS-SVM), Multi-layer Perceptron (MLP) and Sequential Minimum 
Optimization based on Support Vector Machines (SMO)). 
The experimental results show that our system can identify the author of Arabic texts 
successfully such that it achieves best accuracy rate of 99.67%. Our system also 
compares favorably with the literature.  
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ﻛﺎﺗ��ﺐ ﺍﻟﻨﺼ��ﻮﺹ ﺍﻟﻌﺮﺑﻴ��ﺔ ﻣ��ﻦ ﺧ��ﻼﻝ ﺍﻻﺳ��ﺘﻔﺎﺩﺓ ﻣ��ﻦ ﻟﻤﻌﺮﻓ��ﺔ ﺍﻷﺳ��ﺎﻟﻴﺐ ﺍﻟﻤﺨﺘﻠﻔ��ﺔ ﺗﺘﻨ��ﺎﻭﻝ ﻫ��ﺬﻩ ﺍﻟﺮﺳ��ﺎﻟﺔ 
ﻭﺗﻘﻨﻴ�ﺎﺕ  ﺗﺼ�ﻤﻴﻢ ﺳ�ﻤﺎﺕﻭﺑﺈﺿ�ﺎﻓﺔ ﻛﻤ�ﺎ ﺗﺴ�ﺎﻫﻢ ﻫ�ﺬﻩ ﺍﻟﺮﺳ�ﺎﻟﺔ . ﺍﻟﺘﻘﻨﻴ�ﺎﺕ ﻭﺍﻟﺴ�ﻤﺎﺕ ﻭﺍﻟﻤﺼ�ﻨﻔﺎﺕ ﺍﻟﺤﺪﻳﺜ�ﺔ
  .ﺟﺪﻳﺪﺓ
ﻭﺗﻤﻴﻴﺰ ﺧﺼﺎﺋﺺ ﻭﺃﺳ�ﻠﻮﺏ ﺍﻟﻨﺼﻮﺹ ﺍﻟﻌﺮﺑﻴﺔ ﻟﻤﻌﺮﻓﺔ ﻛﺎﺗﺐ ﻳﺮ ﻧﻈﺎﻡ ﻓﻌﺎﻝ ﺑﻨﺎء ﻭﺗﻄﻮﺍﻟﺒﺤﺚ ﺗﻢ ﻓﻲ ﻫﺬﺍ 
ﻗﺎﻋ�ﺪﺓ ﻘ�ﺪ ﺷ�ﻤﻞ ﻫ�ﺬﺍ ﺍﻟﻌﻤ�ﻞ ﺑﻨ�ﺎء ﻭﻧﻈﺮﺍ ﻟﻌ�ﺪﻡ ﻭﺟ�ﻮﺩ ﻗﺎﻋ�ﺪﺓ ﺑﻴﺎﻧ�ﺎﺕ ﻟﻬ�ﺬﺍ ﺍﻟﻐ�ﺮﺽ، ﻓ. ﺍﻟﻜﺘﺎﺑﺔ ﻟﺪﻯ ﺍﻟﻜﺎﺗﺐ
ﻣﻦ ﻛﺘﺎﺏ ﺍﻷﻋﻤﺪﺓ ﺍﻟﻤﺸﻬﻮﺭﻳﻦ ﻓ�ﻲ ﺍﻟﺼ�ﺤﻒ  02ﺍﻟﻌﺮﺑﻴﺔ ﺣﻴﺚ ﺗﻢ ﺍﺧﺘﻴﺎﺭﻟﺘﺤﺪﻳﺪ ﻛﺎﺗﺐ ﺍﻟﻨﺼﻮﺹ ﺑﻴﺎﻧﺎﺕ 
،  ﻭﺍﺣﺘﻤ�ﺎﻻﺕ ﺳﻠﺴ�ﻠﺔ ﺍﻟﻤﺴ�ﺘﺨﺪﻣﺔ ﺍﻟﻤﻔ�ﺮﺩﺍﺕ: ﻫ�ﻲﺍﻟﻠﻐﻮﻳ�ﺔ ﻭ ﺗ�ﻢ ﺍﺳ�ﺘﺨﺮﺍﺝ ﺍﻟﻌﺪﻳ�ﺪ ﻣ�ﻦ ﺍﻟﺴ�ﻤﺎﺕ. ﺍﻟﻌﺮﺑﻴ�ﺔ
ﺛ�ﺮﺍء  ﻮﺍﺳ�ﺘﺨﺪﺍﻡ ﻧ�ﻮﻉ ﺟﺪﻳ�ﺪ ﻣ�ﻦ ﺍﻟﺴ�ﻤﺎﺕ ﻭﻫ�ﺗ�ﻢ ﻭﻗ�ﺪ (. smarg-n retcarahC)ﺍﻟﻤﺤ�ﺎﺭﻑ ﺍﻟﻤﺘﺘﺎﻟﻴ�ﺔ 
ﺍﻗﺘ��ﺮﺍﺡ  ﻭﻛ��ﺬﻟﻚ. ﻭﺍﻟﻜﻠﻤ�ﺎﺕ ﺍﻟﺨﺎﺻ��ﺔ ﺑﻜ��ﻞ ﻛﺎﺗ�ﺐ( ssenhcir smarg-n droW)ﺍﻟﻜﻠﻤ�ﺎﺕ ﺍﻟﻤﺘﺘﺎﻟﻴ��ﺔ 
ﺟﺪﻳ��ﺪﺓ ﻋﺎﻟﻴ��ﺔ ﺇﻧﺸ��ﺎء ﺳ��ﻤﺎﺕ  ﻛﻤ��ﺎ ﺗ��ﻢ. ﻣ��ﻦ ﺍﻟﻜﻠﻤ��ﺎﺕ ﺍﻟﻮﻅﻴﻔﻴ��ﺔ ﻓ��ﻲ ﺍﻟﻠﻐ��ﺔ ﺍﻟﻌﺮﺑﻴ��ﺔ 903 ﺗﺤ��ﻮﻱﻣﺠﻤﻮﻋ�ﺔ 
ﻭﺗﻄﺒﻴﻘﻬ��ﺎ ﻷﻭﻝ ﻣ��ﺮﺓ ﻟﻤﻌﺮﻓ��ﺔ ﻛﺎﺗ��ﺐ  ﻟﻠﻐ��ﺔ ﺍﻟﻌﺮﺑﻴ��ﺔﻓ��ﻲ ﺍﻭﻫ��ﻲ ﺍﻟﺴ��ﻤﺎﺕ ﺫﺍﺕ ﺍﻟﺪﻻﻟ��ﺔ ﺍﻟﻤﻌﻨﻮﻳ��ﺔ ﺍﻟﻤﺴ��ﺘﻮﻯ 
 . ﺍﻟﻨﺼﻮﺹ ﺍﻟﻌﺮﺑﻴﺔ
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ﺗﻢ ﺍﺧﺘﺒﺎﺭ ﻭﺗﻘﻴﻴﻢ ﻣﺠﻤﻮﻋﺔ ﻣﻦ ﺗﻘﻨﻴﺎﺕ ﺍﻛﺘﺸﺎﻑ ﻭﺍﺳﺘﺨﻼﺹ ﺍﻟﺴﻤﺎﺕ ﺍﻷﻛﺜﺮ ﻛﻔﺎءﺓ ﻣ�ﻦ ﺑ�ﻴﻦ ﺍﻟﺴ�ﻤﺎﺕ ﻛﻤﺎ 
ﺍﻟﺴ�ﻤﺎﺕ ﺗﻢ ﺇﺟﺮﺍء ﻣﺠﻤﻮﻋﺔ ﻣﻦ ﺍﻟﺘﺠﺎﺭﺏ ﺑﺘﻄﺒﻴ�ﻖ ﻭﻗﺪ . ﺍﻷﻛﺜﺮ ﻛﻔﺎءﺓﻭﻣﻦ ﺛﻢ ﺗﻄﺒﻴﻖ ﺍﻟﺘﻘﻨﻴﺎﺕ   ﺍﻟﻤﻘﺘﺮﺣﺔ
: ﻤﺼ��ﻨﻔﺎﺕﻣﺠﻤﻮﻋ��ﺔ ﻣ�ﻦ ﺍﻟﻋﻠ�ﻰ ﻗﺎﻋ��ﺪﺓ ﺍﻟﺒﻴﺎﻧ�ﺎﺕ ﺍﻟﻤﻨﺸ��ﺄﺓ ﺑﺎﺳ�ﺘﺨﺪﺍﻡ  ﺍﻟﻤﺨﺘﺼ��ﺮﺓﺍﻟﻤﺴﺘﺨﻠﺼ�ﺔ ﻭﺍﻟﺴ�ﻤﺎﺕ 
ﻭﻗﺎﻋ�ﺪﺓ ، (NN-K) ﻭﻣﺼ�ﻨﻒ ﺍﻟﺠﻴ�ﺮﺍﻥ ﺍﻷﻗ�ﺮﺏ( ecnatsiD naidilcuE)ﺍﻻﻗﻠﻴﺪﻳ�ﺔ ﻣﺼﻨﻒ ﺍﻟﻤﺴﺎﻓﺔ 
 OMS)ﻭﻣﺼ�ﻨﻔﺎﺕ ﺩﻋ�ﻢ ﺍﻻﺗﺠﺎﻫ�ﺎﺕ  ،(PLM)ﻭﻣﺼ�ﻨﻒ ﺍﻟﺸ�ﺒﻜﺎﺕ ﺍﻟﻌﺼ�ﺒﻴﺔ  ،(eluR atleD)ﺍﻟﺪﻟﺘﺎ 
 . (MVS-SL dna
ﺃﺟﺮﻳﺖ ﺍﻟﻌﺪﻳ�ﺪ ﻣ�ﻦ ﺍﻟﺘﺠ�ﺎﺭﺏ ﺍﻟﻤﺨﺘﻠﻔ�ﺔ ﻓ�ﻲ ﻫ�ﺬﺍ ﺍﻟﻨﻈ�ﺎﻡ ﻟﻤﻘﺎﺭﻧ�ﺔ ﺍﻟﺴ�ﻤﺎﺕ ﺍﻟﻤﺨﺘﻠﻔ�ﺔ ﺍﻟﻤﺴ�ﺘﺨﺪﻣﺔ ﻭﺃﺷ�ﺎﺭﺕ 
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1 CHAPTER 1 
INTRODUCTION 
Authorship attribution (AA) is the task of deciding the author of a disputed document. It 
can be seen as a typical classification task. In other words, a set of attributed documents 
(i.e. documents with known authorship) are used for training; then the problem is to 
identify the author of unattributed documents. The advent of non-traditional authorship 
attribution techniques goes back to the 19th century, when Mendenhall (1887) first 
created the idea of counting features like the length of word on the plays of Shakespeare. 
This work was followed in the 20th century by the works of (Yule, 1939, 1944) with the 
use of sentence lengths and vocabulary richness. It is agreed that  the work of Mosteller 
& Wallace (1964) to solve the issues of the disputed Federalist papers is the seminal 
study on AA. That work is based on function words and Bayesian method. The Federalist 
Papers are composed of 85 political articles published in 1788 attributed to three authors 
namely Alexander Hamilton, James Madison, and John Jay. Twelve articles of them are 
anonymous and it is claimed that they were written by Alexander Hamilton or James 
Madison. In other words, the Federalist papers are composed of 12 disputed articles and 
73 attributed articles.  
Authorship attribution can be applied in a wide range of applications, for example to 
analyze anonymous or disputed documents/books, such as the plays of Shakespeare or 
Federalist papers (Ebrahimpour et al., 2013; Gill & Swartz, 2011; Jockers & Witten, 
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2010). It can also be used in plagiarism detection where it can be used to determine 
whether the claimed authorship is valid. Authorship attribution can also be applied in 
Forensic investigations to verify the authorship of e-mails and newsgroup messages, or to 
identify the source of a piece of intelligence. Authorship attribution is also applied in 
criminal investigation (Bosch & Smith, 1998). 
Authorship attribution problems can be divided into three categories: one-class, binary 
class and multi-class classification ( Zhao & Zobel, 2005). In one-class classification, 
some of the documents are by a particular author while the authorship of the other 
documents is unspecified  and the task is to determine whether the given documents are 
by the single known author (Zhao & Zobel, 2005). In binary-class classification, the 
documents written by two authors are provided to identify who of them is the most likely 
author of unattributed text (Kaster et al., 2005; Seroussi et al., 2011; Shaker & Corne, 
2010; Zhao & Zobel, 2005). In multi-class classification, documents by more than two 
authors are provided (Zhao & Zobel, 2005). 
Stylometric features can be classified as lexical, character, application-specific, syntactic 
and semantic features (Efstathios Stamatatos, 2009). The most commonly used analytical 
techniques for authorship attribution are statistical and machine learning approaches. 
1.1 Problem Statement  
Authorship Attribution has a broad range of applications. Authorship attribution 
technology for English has advanced a lot over the past few decades. Unfortunately, there 
has been a lack of effort in the field of Arabic authorship attribution. The aim of this 
3 
 
thesis is to fill this gap and to conduct advanced research in the field of Arabic authorship 
attribution. Therefore, in this thesis we conducted research in automated authorship 
attribution of Arabic texts. To evaluate the performance of the techniques developed in 
this thesis, we implemented a prototype system of Arabic AA.  
Most of the previous works built or collected their own corpora for authorship attribution 
and a few of them are based on some benchmarking datasets that contain different writing 
styles from many authors. Unfortunately, to our knowledge, there is no such corpus for 
Arabic authorship attribution texts which can be used as a benchmarking dataset. 
Therefore, it is a necessity to build such a corpus for Arabic authorship attribution. For 
this reason, we built our corpus of Arabic authorship attribution texts. It will be made 
available to the researchers of authorship attribution. 
1.2  The Contributions of the Thesis 
The main contributions of this thesis can be listed as follows. 
1. We conducted research in the area of automated Arabic authorship attribution. 
This results in developing the theory of Arabic authorship attribution as well as 
producing software tools/modules.  
2. A literature survey of AA is conducted with exploring all Arabic AA researches 
that we are aware of and those which address non-Arabic AA researches with 
more focus on those done during the period of 2010 until now.  To our 
knowledge, there are no surveys of AA research since 2010 have been published.  
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3. A corpus of Arabic AA texts is built.  The corpus includes 1000 documents that 
cover several topics written by 20 authors. To our knowledge, this is the first 
benchmarking corpus for Arabic AA. We aim to make the corpus freely available 
to the research community. This is expected to provide a platform for researchers 
to compare their results with other researchers.  
4. Several types of stylometric features (viz. lexical, character and syntactic features) 
are extracted for Arabic AA using our feature extractor. Additionally, we applied 
new lexical features such as specific words per authors and word n-grams richness 
features. We constructed novel stylometric features (viz. Arabic semantic lexicon) 
and evaluated it on AA. 
5. We proposed a collection of Arabic function words that we used in AA. 
6. Several feature selection techniques are applied to Arabic AA. 
7. We developed a prototype system for automated authorship attribution of Arabic 
texts. 
1.3 The Research  Methodology 
Authorship attribution of Arabic texts, in this thesis, can be broadly divided into a 
number of phases (viz. building the corpus, pre-processing, feature extraction, feature 
selection, training and classification). Figure  1-1 illustrates the process of our authorship 
attribution to Arabic text. The following methodology is followed in the course of the 
thesis in order to achieve our objectives.  
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• Phase 1: Literature review 
In this phase, a literature survey of AA is conducted with exploring all Arabic AA 
researches. 
•   Phase 2: Corpus building 
 A corpus of Arabic AA texts is built.  The corpus includes 1000 documents that 
cover several topics written by 20 authors. 
• Phase 3: Features Extraction 
We built our feature extractor to extract several types of stylometric features. 
Lexical, character, syntactic and semantic features are used for Arabic AA. In this 
phase the model of the full features are generated. 
• Phase 4: Features Selection 
In this phase, several feature selection techniques are applied to Arabic AA and 
the optimized features are selected. 
• Phase 5: Author Attribution  
In this step we are able to use the developed prototype of the previous steps to 
identify the author of an unknown Arabic text. 
• Phase 6: Experimental results and Comparisons 
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The experimental results of Arabic AA have been addressed. To show the 
effectiveness of our work, we compared our work with the most related works. 
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Figure  1-1 The process of authorship attribution of the thesis 
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1.4 Thesis outline 
The thesis is organized as follows: Chapter 2 provides a survey of Authorship attribution 
researches.  It surveys the contributions, strengths and drawbacks of the related works of 
non-Arabic AA researches done since 2010 and all Arabic AA researches that we are 
aware of. These works are classified based on the types of stylometric features, AA 
classification methods and techniques, selection feature techniques and corpora used by 
researchers. We also described the characteristics of Arabic and its challenges from the 
point of view AA.  
Chapter 3 explores the corpora that are used in most related and recent works of non-
Arabic AA and all corpora used by Arabic researches. In addition, we presented the 
design of our corpus. Chapter 4 discusses the extracted features and the feature selection 
techniques. We conducted a case study to select the most efficient feature selection 
techniques. Our Arabic semantic lexicon construction and extraction is detailed in 
Chapter 5. We discussed the results of our experiments in chapter 6; finally, the 
conclusions and feature works are presented in chapter 7. 
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2 CHAPTER 2 
LITERATURE SURVEY AND THEORY 
In this Chapter, we present the literature review of authorship attribution. The 
considerations here are for the most recent works that we are aware of in the field of 
authorship attribution especially those published since 2010 as the earlier works are 
surveyed by (Efstathios Stamatatos, 2009). In addition, we surveyed all works of Arabic 
AA texts.  
Those previous works that we reported are classified based on the extracted features, the 
used AA methods and classifiers, the feature selection techniques and the used corpora 
including comments on contributions, strengths and limitations. Moreover, we explored 
the characteristics of Arabic and the challenges of authorship attribution research for 
Arabic. 
The remainder of this chapter is organized as follows. Section 2.1 presents the used 
stylometric features of the surveyed works while section 2.2 addresses the used AA 
methods and classification techniques; in Section 2.3 we present the features selection 
techniques whereas in Section 2.4 we describe the used corpora in AA researches; 
Section 2.5 discusses some characteristics of Arabic and its challenges. We surveyed 
Arabic AA in section 2.6 and finally the summary of the chapter is presented in section 
2.7. 
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2.1 Stylometric Features  
Stylometry can be defined as the statistical analysis of literary style of authors based on 
the characteristics of expression in their writings. Therefore, attempting to capture the 
creative, unconscious elements of language is an important matter to discriminate authors 
and reflect or characterize the authors’ styles. 
Authorship attribution features, or stylometric features, are classified into lexical, 
character, application-specific, syntactic, and semantic features (Efstathios Stamatatos, 
2009), as shown in Figure  2-1. In this section we survey the related works based on these 
types of features. 
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Application-specific
Token-based
 
 
Vocabulary richness
 
 
Word n-grams
 
 
Character n-grams
  
Punctuation marks
 
 
Structural featurs
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Figure  2-1 Stylometric Features based on (Efstathios Stamatatos, 2009) 
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2.1.1 Lexical features 
The lexical features include token-based features (like word length, sentences length,…), 
vocabulary richness, word frequencies, word n-grams and spelling errors (Efstathios 
Stamatatos, 2009). The advantages of lexical features are that they are independent 
language features. Vocabulary richness features include three types (viz. type-to-token 
ratio, Hapax legomena and Hapax dislegomena)(Abbasi & Chen, 2005; Türkoğlu, Diri, & 
Amasyalı, 2007; Zheng, Li, Chen, & Huang, 2005). Type-to-token ratio is presented as 
V/N such that V is the size of the unique tokens (vocabulary) of the text, and N is the 
total number of tokens of the text. Hapax legomena refers to words that occur once in a 
given body of text while Hapax dislegomena refers to words that occur twice in a given 
body of text. Jockers and Witten (2010) used all common words and word bigrams of all 
authors to discriminate the most probable author of the disputed articles of Federalist 
papers.  
In more recent studies, word frequencies are the main applied stylometric feature (Arun, 
R., Saradha, R., Suresh, V., Murty, M., & Madhavan, 2009; Ebrahimpour et al., 2013; 
Savoy, 2012a, 2012b, 2013a, 2013b; Seroussi et al., 2011). 
Savoy (2012b) analyzed  AA accuracy rates that are obtained  from word types and 
lemmas as features. Lemma can be defined as the base form of the verb, to recognize the 
difference between word type and lemma. In the case of word type, each type for a word 
is considered as different feature. For example ‘go’, ‘goes’, ‘went’ and  ‘gone’, which are 
forms of the verb ‘go’, are considered as four different features whereas with lemmas all 
of these forms are considered as one feature. Savoy (2012b) reported that the 
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performances of both word types and lemmas seem to be similar within Delta and Z-
score-based approaches; lemmas are slightly better than word types. However, lemmas 
require an advanced NLP tools to detect common homographic forms (Lemmatizer); 
such tool is available just for some natural languages. For French and German, the part-
of-speech tagger (POS-tagger) is able to derive the lemmas automatically while for 
English they need to do some preprocessing operation for the POS-taggers such as 
change all plural nouns to singular nouns (e.g. Authors/NNS author/NN). Therefore, 
applying such features is still rare. Savoy (2013a) chose word frequencies to evaluate and 
to compare the use of Latent Dirichlet allocation as an approach to authorship attribution 
with other statistical and machine learning methods. 
Lexical features necessitates tools like tokenizer, sentence splitter, stemmer, spell 
checkers for extracting token-based features, vocabulary richness, word frequencies, 
word n-grams and spelling errors (Efstathios Stamatatos, 2009). 
Researches differ in the size of lexical features. For example,  De Vel et al. (2001) used 
170 lexical features while Zheng et al. (2005) considered 87 lexical features to identify 
the author of English online messages and 16 lexical features for Chinese messages. The 
87-lexical features are also used by Abbasi & Chen (2005) to identify the author of 
English online messages while they considered 79 lexical features for Arabic messages. 
2.1.2 Application-specific features  
Structural features and content-specific terms (keywords) are considered as application-
specific features. Having a greeting acknowledgment, using a farewell acknowledgment, 
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containing signature text and number of attachments are examples of the structural 
features (Abbasi & Chen, 2005; Zheng et al., 2005).  Structural features are useful in the 
case of authorship attribution of on-line messages because some of those features are 
related to such type of documents (Abbasi & Chen, 2005; De Vel et al., 2001; Zheng et 
al., 2005). The limitation of such features is that they depend on the application and the 
genres of data. Content-specific features are important words (keywords) within a 
specific topic domain. They are important discriminative features to represent specific 
application domains since special words for a specific topic might be helpful to 
differentiate authors. Intuitively, this kind of features has a positive effect in the case of 
in-domain corpora (i.e. both training and testing documents belong to the same topic). 
Zheng et al. (2005) identified 11 English keywords and 10 Chinese keywords. 
Additionally, other features were used for documents in HTML format such as measures 
related to tag of HTML distribution (De Vel et al., 2001), counts of font size and count of 
font color (Abbasi & Chen, 2005). Identifying the author of a computer source code is 
another type of application specific features which uses features related to the source 
code such as code metrics (Bandara & Wijayarathna, 2013; S. Burrows, 2012). For 
example, Bandara and Wijayarathna ( 2013) used the number of characters in one source 
code line, the number of words in one source code line, the relative frequency of access 
levels (public, protected, private), the whitespaces that occurs on the interior areas of 
non-whitespace lines, the length of each identifier, etc. as the measures to identify the 
most likely author of a given source code. 
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2.1.3 Character features 
 Character features are considered as the easiest type of stylometric features to be 
extracted because this family of features requires a computationally simplistic approach 
without the need of any complicated Natural Language Processing (NLP) tools. This kind 
of features includes the character n-grams, the number of alphabetic characters, the 
number of digit characters, the number of uppercase and lowercase characters, the 
number of punctuation marks, etc. (Abbasi & Chen, 2005; De Vel et al., 2001; Zheng et 
al., 2005). Character level n-grams have been applied in previous researches and 
achieved good accuracy rates in authorship attribution (Eder, 2010, 2013; Escalante, 
Nicol, Garza, & Montes-y-g, 2011; Jamak, Savatić, & Can, 2012; Ouamour & Sayoud, 
2012; Türkoğlu et al., 2007).  Escalante et al. (2011) used local histograms of character n-
grams. They reported that local histograms of character n-grams are more discriminating 
measures than the usual global histograms of words or character n-grams. They compared 
their work with the work of (Plakias & Stamatatos, 2008) using the same corpus of 10 
authors with 100 English articles per author and SVM. They reported that they obtained 
higher accuracy rates. Although using a high n-grams values would better capture lexical 
and contextual information (Stamatatos, 2009), it results in increasing the dimensionality 
of the representation substantially.  
Türkoğlu et al. (2007) considered character bi- and tri-gram features of Turkish datasets 
and showed that tri-grams have better performance than bi-grams while combining them 
together give better performance. Liu et al. (2013) used character n-grams of variable-
length (n=1-5). Eder used character tri and quad-grams (Eder, 2010, 2013). 
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The success of such features is due to the ability of the character n-grams to capture 
nuances in lexical, syntactical, and structural level as well as  their ability to handle 
limited data (Eder, 2010; Ouamour & Sayoud, 2012). Additionally, such features may do 
the same role of more complex features. For example, extracting roots of words and 
lemmas in Arabic require advanced NLP tools. In Arabic most of the roots of words have 
the length of three to four characters so when extracting character n-grams and taking the 
most n tri-grams frequencies are equivalent to extracting roots of words. For example, the 
root of “ﻥﻮﺒﺘﻜﻳ /Yaktoobona/ (They are writing)” is “ﺐﺘﻛ /Kattaba/ (he wrote)” and it has 
many different lemmas such as “ﺐﺘﻜﻳ /Yakktobo/ (he wrote)”, “ﺐﺘﻛﺍ /Okktobb/ (Write!)”, 
etc. Another positive characteristic of such features is that the character features are not 
sensitive to misspelling or noise corpora (Eder, 2013; Efstathios Stamatatos, 2009) 
especially when using large value for n (i.e. tri-grams ore more). Character level n-grams 
are powerful features. However, their high dimensionality is the drawback of this type of 
features. 
2.1.4 Syntactic features 
Syntactic features are suggested as more reliable authorial fingerprint than lexical 
features as they reflect or represent the characteristic and styles of authors. Syntactic 
information is more powerful as they are not under the conscious control of the writer. 
This type of features includes function words and part-of-speech tags. However, syntactic 
features are language dependent regarding feature extraction tools.  
Function words, also called “content-free” features, are terms that do not contain 
information about the documents content. They serve to express the grammatical 
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relationships with other words within a sentence. Prepositions, pronouns, auxiliary verbs, 
conjunctions, grammatical articles or particles are examples of function words. The 
advantage of using function word features lies in that they are topic-independent (i.e. they 
are writing style markers). It should be mentioned that, for nearly all natural languages, 
the researchers have not come up with standard lists of function words yet. Kaster et al. 
(2005) considered any word in texts other than nouns, verbs, and adjectives as function 
words, while other researchers suggest several variety of lists. Zheng et al. (2005) used a 
set of 150 English function words and a set of 69 Chinese function words while  Zhao 
and Zobel (2007) used a list of 363 English function words. In addition, Abbasi and Chen 
(2005) used the same set of English function words used in Zheng et al. (2005) as well as 
they used a set of 200 Arabic function words. Argamon et al. (2007) used a set of 627 
English function words. 
Türkoğlu et al. (Türkoğlu et al., 2007) formed a list of 620 Turkish function words. The 
function word list created by Türkoğlu et al. (Türkoğlu et al., 2007) is corpus dependent, 
though. In other words, they considered the function words that only appear in their 
datasets.  Pavelec et al. (2008) used conjunctions and adverbs (94 adverbs and 77 
conjunctions) of the Portuguese language. These sets of conjunctions and adverbs are 
developed through adding a set of the most commonly used Portuguese verbs and a set of 
pronouns by (Varela, Justino, & Oliveira, 2010) to improve the accuracy rates by 4% 
which are also used in the work of (Varela, Justino, & Oliveira, 2011). Schaalje et al. 
(2013) used a set of 70 function words of the Federalist paper corpus. Arun et al. (2009) 
used Latent Dirichlet allocation approach on content words, stopwords and hybrid of 
content words and stopwords over a dataset of English novels. Surprisingly, their 
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experiments demonstrated that the best performance is obtained for 25 topics with 
stopwords alone. Chandrasekaran and Manimannan (2013) used 24 function words and 
18 morphological variables  to identify the possible author from three contemporary 
Tamil scholars. 
Part of speech tags are another type of syntactic features which are robust and accurate. 
The first use of part of speech tags in authorship attribution is attributed to Baayen et al.  
(1996). Such type of information was also used to identify the authorship (Eder, 2010, 
2013; Kaster et al., 2005; Shaker & Corne, 2010; Solorio & Al., 2011; Efstathios 
Stamatatos, Fakotakis, & Kokkinakis, 2000; Zhao & Zobel, 2007). To the best of our 
knowledge, part of speech tagging has not been applied to Arabic authorship attribution. 
2.1.5 Semantic features 
Another type of stylometric features is semantic features. We are not aware of any 
attempt to apply such advanced features to AA since 2010. In general the researches of 
applying semantic features are rare and are surveyed in (Efstathios Stamatatos, 2009). 
These studies obtained poor results. An advanced study that apply semantic feature is 
done in (Argamon et al., 2007). Argamon et al. (2007) defined the semantic of the set of 
lexical features (words and phrases) according to the theory of Systemic Functional 
Grammar (SFG) to develop new stylistic features. They used CONJUNCTION, 
MODALITY, and COMMENT. The CONJUNCTION system network in SFG refers to 
words and phrases (like ‘and’, ‘but’, ‘on the other hand’) that combine clauses. 
Elaboration, Extension and Enhancement are the top-level options of CONJUNCTION 
scheme that are considered. The MODALITY system network might refer to modal verb 
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(such as ‘can’, ‘might’, ’may’), use of projective clauses (like ‘It seems that…’, ’ I think 
that…’) or an adverbial adjuncts( such as, ‘probably’, ’preferably’). This system enables 
authors to express the likelihood, typicality or necessity of the events in the text. The top-
level options that are considered are Type, Value, Orientation and Manifestation. In 
addition, the COMMENT system network refers to the status of a message with respect 
to textual and interactive context in a discourse. They considered eight options of 
COMMENT system (viz. Admissive, Assertive, Desiderative, Evaluative, Predictive, 
Presumptive, Tentative, and Validative). Their experiments demonstrate that best 
accuracy of less than 90% was obtained from the combined set of 627 English function 
words and these semantic features.  
2.2 Authorship Attribution Methods and Techniques 
There are two types of discriminative methods in modern authorship attribution research, 
the statistical approach and the computational or text categorization approach. The 
statistical approach involves statistical analysis and comparison of texts while the 
computational or text categorization approach involves machine learning for 
classification.  
Support Vector Machines (SVMs) seem to be the most accurate classifier for AA studies 
and were used in many previous works (Arun, R., Saradha, R., Suresh, V., Murty, M., & 
Madhavan, 2009; Ebrahimpour et al., 2013; Eder, 2010, 2013; Escalante et al., 2011; 
Jockers & Witten, 2010; Z. Liu et al., 2013; Ouamour & Sayoud, 2012, 2013; Pavelec et 
al., 2008; Seroussi et al., 2011; Varela et al., 2010, 2011). SVMs were also applied in 
other earlier studies (Diederich et al., 2003; Kaster et al., 2005; Koppel et al., 2006; 
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Stamatatos, 2008).This is followed by multi-layer perceptron (MLP) which also achieves 
high accuracy rates (Chandrasekaran & Manimannan, 2013; Jamak et al., 2012; Ouamour 
& Sayoud, 2013; Türkoğlu et al., 2007). Other classification methods are applied to AA 
such as decision tress (Abbasi & Chen, 2005; Pillay & Solorio, 2010; Türkoğlu et al., 
2007; Zhao & Zobel, 2005; Zheng et al., 2005), Naïve Bayes (Pillay & Solorio, 2010; 
Savoy, 2012a, 2013a; Schaalje et al., 2013) and Bayesian Networks (Pillay & Solorio, 
2010; Türkoğlu et al., 2007; Zhao & Zobel, 2005). Chandrasekaran and Manimannan 
(2013) used  the  Generalized  Regression  Neural  Network.   
Common statistical classifiers were, also, applied on authorship attribution such as 
discriminate analysis ( Baayen et al., 2002; Chaski, 2005; Shaker & Corne, 2010; 
Stamatatos et al., 2000) and  principal component analysis (Jamak et al., 2012). Delta 
method (J. Burrows, 2002) is designed specifically for authorship attribution that used the 
differences of normalized term frequencies, where such frequencies were normalized 
using Z-score. Delta rule achieves high accuracy rates and it is used in many researches 
(Eder & Rybicki, 2013; Eder, 2010, 2013; Savoy, 2012a, 2012b, 2013a). k-nearest 
neighbour (K-NN) is used in (Eder, 2010; Jockers & Witten, 2010; Savoy, 2012b). Other 
distance based classification methods are used such as Mahalanobis distance 
(Ebrahimpour et al., 2013), Manhattan distance, Cosine distance and Stamatatos distance 
(Ouamour & Sayoud, 2013), Chi-square (  ) and Kullback–Leibler divergence (KLD) 
(Savoy, 2012a, 2013a, 2013b). 
Zhao and Zobel (2005) used naïve Bayesian, Bayesian networks, nearest-neighbour, and 
decision trees. Their experiments demonstrated that Bayesian networks are the most 
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effective while decision trees are particularly poor. Zheng et al. (2005) employed 
decision trees, back-propagation neural networks and support vector machines (SVMs) to 
identify the authors of English and Chinese messages. SVMs outperform the remaining 
classifiers. However, neural networks also have significantly better performance 
compared to decision trees. This finding is confirmed by the study of (Abbasi & Chen, 
2005) where they reported that SVMs achieved higher accuracy than those obtained by 
decision trees for both Arabic and English on-line message datasets. This is also true 
regarding the study of (Türkoğlu et al., 2007) where they applied naïve Bayes, SVMs, 
random forest, MLP, and K-NN classifiers. Their experiments showed that the most 
successful classifiers are MLP and SVM.  
Bandara and Wijayarathna (2013) applied an unsupervised feature learning technique, 
called, sparse auto-encoder for source-code author identification on five datasets. To 
identify whether a given source belongs to a particular author, the learnt features are used 
as inputs for the logistic regression. They used nine code metrics to generate a feature 
vector of 642 features as a set of token frequencies.  
Savoy (2012a) introduced a technique for computing a standardized Z-score that is able 
to define the specific vocabulary found in a text compared to that of an entire corpus. He 
also used the Delta rule method, the chi-square distance, KLD scheme and the naive 
Bayes approach. He reported that his suggested classification scheme tends to perform 
better than other classification methods. This finding is confirmed by other work when 
Savoy (2012b) used principal component analysis (PCA) with K-NN, the Delta approach 
and the authorship attribution method based on specific vocabulary in (Savoy, 2012a). 
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Based on three English, French and German corpora and using word types and lemmas as 
features, he reported that the suggested classification method performs better than the 
PCA method, and slightly better than the Delta method. However, these approaches 
(Savoy, 2012a, 2012b) were not compared with higher classification methods such as 
SVM. 
Arun et al. (2009) was the first to apply a generative probabilistic topic model (called 
Latent Dirichlet Allocation approach) of  Blei et al. (2003) for authorship attribution. 
This approach was followed by the works of  (Savoy, 2013a; Seroussi et al., 2011). 
Savoy (2013a) employed Latent Dirichlet allocation approach to determine the possible 
author of a disputed text using English and Italian corpuses. In addition, he compared his 
scheme with the Delta method,   approach, and KLD. The experiments demonstrated 
that Latent Dirichlet allocation based authorship attribution method outperforms the Delta 
method and the measure for the English corpus. For the Italian corpus, the Latent 
Dirichlet allocation scheme performs better than the  metric but at a lower 
performance level than the Delta method. KLD scheme performs significantly better than 
Latent Dirichlet allocation-based authorship attribution method.  However, this approach 
is not compared with other Latent Dirichlet allocation-based approaches. When 
evaluating their scheme with an authorship attribution method based on Naive Bayes, 
they reported that Naive Bayes performs better in most cases. However, Latent Dirichlet 
allocation approach has some limitations in authorship attribution as it requires cross-
domain and large size corpora (Savoy, 2013a; Seroussi et al., 2011). This is in addition to 
poor results obtained when applied to a large number of authors (Seroussi et al., 2011). 
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Ebrahimpour et al. (2013) compared the accuracy rates of Mahalanobis distance (using 
Multiple Discriminate Analysis (MDA) as feature selection technique) to SVM classifier. 
The reported accuracy of both methods is in excess of 90% for a corpus of English short 
stories written by 7 authors. However, the comparison is unfair as the most discriminative 
features are used in the first method (MDA with Mahalanobis distance) while the entire 
features are used for the second classifier (SVM).  
Jockers and Witten (2010) compared the accuracy of five classification methods, namely 
Delta, K-NN, SVM, nearest shrunken centroids (NSC), and regularized discriminant 
analysis (RDA) based on the Federalist Papers. They reported that the 12 disputed articles 
are written by Madison. This finding is confirmed by the work of (Schaalje et al., 2013). 
Schaalje et al. (2013) introduced a specific Bayesian AA model based on the beta-
binomial distribution with an explicit inverse relationship between extra-binomial 
variation and text size on the Federalist papers. They used regularized multinomial 
logistic regression (RMLR), SVM, neural nets (NN), and (NSC). Jockers and Witten 
(2010) made their suggestions based on NSC classifier with all common wards and word 
bigrams while Schaalje et al. (2013) based on the specific Bayesian method with 70 
function words. These findings of assigning the 12 distributed papers to Madison is 
agreed by other earlier studies (Holmes & Forsyth, 1995; Mosteller & Wallace, 1964). 
Gill and Swartz (2011) introduced  an approach to AA based on a Bayesian Dirichlet 
process mixture model using multinomial word frequency data. The word frequency data 
is the stylistic features to identify the most probable author (‘word print’). Bayesian 
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Dirichlet process mixture model is based on model-based clustering of the vectors of the 
probability values of the multinomial distribution. 
Compression model is another method for AA (Khmelev & Teahan, 2003; Kukushkina, 
Polikarpov, & Khmelev, 2001; Marton, Wu, & Hellerstein, 2005; Oliveira, Justino, & 
Oliveira, 2013). File compressors take  a  file  and  try  to  transform  it  into  the shortest  
possible  file.  Such method is a good way to represent an approximation of the file.  
Therefore, Compression algorithms are exploited to  define  measures  of  similarity  or  
dissimilarity  between pairs  of  sequences  of  characters such as Normalized  
Compression  Distance (NCD) (M. Li, Chen, Li, Ma, & Vitányi, 2004),  Conditional  
Complexity of  Compression  (CCC) (Benedetto, Caglioti, & Loreto, 2002; Malyutov, 
2005). Oliveira et al. (2013) compared Lempel-Ziv  type  (GZip),  block sorting  type  
(BZip)  and  statistical  type  (PPM)  compressors along  with  two different similarity  
measures (viz. Normalized  NCD  and  CCC that are based on compression). Moreover, 
they used both instance- based and profile-based attribution methods. They reported that 
the best performance rate of 99% is obtained using the first corpus of 20 authors and 30 
articles per author and a combination of PPM and NCD. The performances obtained from 
the second corpus of 100 authors and 30 articles per author are below 77%. They 
compared their work with the other authorship attribution studies (AA based on feature 
extraction and classification methods), that used function words-based AA (Pavelec et al., 
2008; Varela et al., 2011). Their obtained accuracy rates outperform the accuracy rates of 
(Pavelec et al., 2008; Varela et al., 2011). In general, however, we observed that nearly 
all performance rates obtained from the studies based on function words using any 
classification method don’t exceed 90%. So, it is preferable to compare their work with 
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higher discriminate features (character level n-grams) as compression algorithms define 
measures of similarity based on characters. 
2.3 Feature Selection 
Intuitively, applying stylometric features such lexical and character features generate 
high dimensionality (large number of features). The large number of features slow down 
the process while they, perhaps, give similar results as obtained with much smaller 
feature subset. Sometimes, these reduced features give better accuracy than the original 
ones. Some extracted features might not be necessarily all relevant for the inductive 
learning which leads to reduced quality of the induced model. The process of reducing 
the extracted large number of features by selecting the most effective ones is called 
feature selection. The idea behind feature selection is selecting the most discriminating 
features. The easiest method to select features in authorship attribution is document 
frequency (DF) selection function. With DF, the n most frequent terms is taking into  
account (Eder & Rybicki, 2013; Eder, 2010, 2013; Jockers & Witten, 2010; Ouamour & 
Sayoud, 2012, 2013; Savoy, 2013a, 2013b).  
There are several feature selection techniques that are used to reduce the number of 
stylometric features such as Odd ratio (OR) (Savoy, 2013a, 2013b), Principle component 
analysis (PCA) (Jamak et al., 2012; Z. Liu et al., 2013; Schaalje et al., 2013), Information 
Gain (IG), Chi-square, Darmstadt Indexing Approach (DIA), pointwise mutual 
information (Savoy, 2013b), Genetic Algorithms (GA) (Varela et al., 2011), and 
Correlation-based Feature Subset Selection (CFSS) (Türkoğlu et al., 2007). In a study 
conducted by (Forsyth & Holmes, 1996), they found that selecting features of character 
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n-grams is more distinctive than by frequency. Jockers and Witten (2010) reduced the 
original feature set to include only words meeting a minimum relative frequency. 
Liet al. (2006) optimized a set of 270 features to a subset of 134 using genetic algorithms. 
The optimized subset achieved somewhat higher accuracy than the original set. Varela et 
al. (2011) employed the genetic algorithm to optimized a set of 408 Portuguese function 
words to 58 function words. As they reported, the accuracy rate is improved from 58% 
with full features to 74% using the selected features. Savoy (2013a) compared the OR 
and the DF selection functions using Naive Bayes such that the achieved accuracy rates 
with DF selection function are higher than those obtained with OR. This finding is 
confirmed by the study of  (Savoy, 2013b)  where he reported that the highest accuracy 
rate is achieved by the DF strategy. Savoy (2013b) compared six feature selection 
functions (viz. IG, pointwise mutual information, OR, Chi-square, DIA, and the DF) 
using KLD on Italian newspapers written by four authors. Savoy (2012b) used DF to 
reduce the space feature vectors. Türkoğlu et al. (Türkoğlu et al., 2007) utilized CFSS 
that is implemented on WEKA (Witten & Frank, 2005) with many stylometric features 
extracted from Turkish corpora. Liu et al. (2013) used a semi-random subspace (Semi-
RS)0F1 method to overcome the high redundancy of the feature set and non-robustness to 
identify the authorship. They compressed the original feature space using PCA, and 
divided the selected subspace (PCA subspace) into several individual-author feature set 
(IAFSs) by computing the divergence between different authors’ training sets. Then, they 
constructed a set of base classifiers (BCs) on different feature subsets which are 
                                                 
1 Semi-RS is the random sampling in individual-author feature set (IAFS) partitioned from the whole 
author-group feature set (AGFS) instead of random global sampling in random subspace method (RSM) is 
performed (Z. Liu et al., 2013). 
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randomly sampled from each IAFS. For the final decision they combined all BCs using a 
combination rule. 
2.4 Authorship Attribution Corpora 
Authorship attribution is applied on most natural languages and for several genres. Many 
publications addressed English (Argamon et al., 2007; Ebrahimpour et al., 2013; Eder & 
Rybicki, 2013; Eder, 2010, 2013; Jockers & Witten, 2010; Z. Liu et al., 2013; Savoy, 
2013a, 2012a, 2012b; Seroussi et al., 2011; E Stamatatos, 2008), Italian (Eder & Rybicki, 
2013; Eder, 2010, 2013; Savoy, 2012a, 2013a, 2013b), German is considered by (Eder & 
Rybicki, 2013; Eder, 2010, 2013; Savoy, 2012b), Greek (Ebrahimpour et al., 2013; Eder, 
2010, 2013). Other languages are considered such as French (Eder & Rybicki, 2013; 
Savoy, 2012b), Bosnian (Jamak et al., 2012), Polish (Eder & Rybicki, 2013; Eder, 2010, 
2013), Persian (Mehri, Darooneh, & Shariati, 2012) and Arabic (Ouamour & Sayoud, 
2012, 2013; Shaker & Corne, 2010). 
Some studies have considered one language while others have taken into account more 
than one language. For example, (Z. Liu et al., 2013) conducted AA on English 
newspapers. Jamak et al (2012) applied AA methods on Bosnia novels. Mehri et al. 
(Mehri et al., 2012) applied AA applied the complex network approach for AA of books. 
Ouamour and Sayoud (2012) and Shaker and Corne (2010) considered Arabic books. 
Savoy (2013b) applied AA feature selection techniques on Italian newspapers. Another 
works analyzed several different genres such as (Ebrahimpour et al., 2013) (English short 
stories and Federalist papers) and (Seroussi et al., 2011) (English judgments, movie 
reviews and blog bots). 
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Abbasi and Chen (2005) applied AA methods to Arabic and English Web forum 
messages associated with known extremist groups. The accuacy rates of AA obtained 
from English outperform these obtained from Arabic. Stamatatos (2008) selected 
newswire stories in English and newspaper reportage in Arabic to conduct experiments 
on several different multiclass imbalanced cases. An explicit reason for the better 
performances obtained within Arabic may be due to the larger average size of Arabic 
corpora.  Savoy ( 2012a, 2013) compared the quality of the different authorship 
attribution methods on English and Italian newspapers. The First object of the study of 
(Savoy, 2012b) is to evaluate AA methods based on English, French, and German novels. 
The number of authors and the number of works per author are variant for all languages. 
The best performances are obtained with English which is followed by French. 
Eder and Rybicki (2013) introduced a method to choose and verify the appropriate 
training samples for AA. To choose the training and testing samples randomly, they used 
a bootstrap-like approach with 500 iterations. The corpus is presumed to be very sensitive 
to the permutations of the training samples if the density function shows widespread 
results. Five corpora in English, French, German, Italian, and Polish are selected to test 
this methodology using Delta method. They reported that, the English corpus is 
insensitive to permutations while other corpora are sensitive to permutations. such study 
cannot be generalized as they just considered one genre (novels).  
Eder (2013) verified the impact of unwanted noise that were carried out  on English, 
German, Polish, Ancient Greek, and Latin prose texts corpora. He run a procedure to 
damage these texts by selecting some characters randomly. These selected characters are 
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then replaced by different characters determined randomly to generate noise texts similar 
to those texts generated using machine-readable text (mistakes generated when applying 
optical character recognition (OCR) techniques). The aim of this study is to attempt to 
test the impact of optical character recognition (OCR) on the attribution accuracy. In 
general, they found there is significant drop in the attribution accuracy. He reported that 
there is an impressive robustness of character-based markers. These findings may be 
inferred intuitively as damaging the corpus impacts the styles of authors. Besides, in the 
case of character level n-grams (they used n=3, 4) the character n-grams are not affected 
because of their huge size and the damages do not appear on the same n-grams many 
times. Moreover, the accuracy of quad-grams is more than tri-grams that means the 
probability to damage the similar sequence of tri-grams is more than quad-grams. So this 
is why they did not use uni-grams and bi-grams. To simulate the impact of OCR on 
authorship accuracy, in our opinion, it is preferable to damage the texts through using 
OCR confusion characters. In other words, changing the original characters with 
misrecognized ones gives more realistic analysis impact of OCR errors on attribution 
accuracy instead of making the damage in texts randomly.  
 Eder (2010) discussed the problem of finding minimum size of text samples for 
authorship attribution that would support sufficient information for author’s styles. They 
reported that the minimum sample length differed from 2,500 words in the case of Latin 
prose to 5,000 or more words in the case of English, German, Polish, and Hungarian 
novels. Such outcomes can be inferred intuitively.  
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Chandrasekaran and Manimannan (2013) took up the works of  three contemporary 
Tamil  scholars , who contributed  their  articles (32 articles) by  attributing  their  names. 
Later, these authors wrote other unattributed articles (23 articles) on the same theme. By 
applying the General Regression Neural Network as classifier (using 14 function words 
and 18 morphological variables) they reported all the 23 unattributed radicals are 
assigned to the claimed author. However, the number of authors is a limitation of such 
study.  Authorship attribution methods are also applied to non-natural languages (i.e. 
programming languages) to identify the possible author of the source codes in (Bandara 
& Wijayarathna, 2013; S. Burrows, 2012)(S. Burrows, 2012)(S. Burrows, 2012)(S. 
Burrows, 2012)(S. Burrows, 2012)(S. Burrows, 2012).  
2.5 Characteristics and Challenges of Arabic  
Arabic is a Semitic language belonging to the Arabic Afro-Asian group that poses 
structural and stylistic unique challenges. Arabic alphabet is the second most widely used 
alphabet after Latin. It is used for writing other languages such as Urdu, Persian, etc. 
Arabic is written in cursive style from right to left, so the shape of a letter vary 
based on its position in a word (i.e. beginning, middle, end or isolated). Arabic 
letters have one case so no capitalization in Arabic. Arabic Alphabet consists of 28 
basic letter and 8 secondary letters, 10 digits, 11 punctuation marks, eight 
diacritical marks, and special symbols (viz. Kashida and Maddah) as shown in 
Table  2-1. 
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Table  2-1 Arabic Alphabet, digits and especial symbols 
Type Symbols 
Basic Alphabets 
  ، ﺙ  ، ﺕ  ، ﺏ  ،ﺃ ،ﻅ ،ﻁ  ، ﺽ  ، ﺹ  ، ﺵ  ، ﺱ  ، ﺯ  ، ﺭ  ، ﺫ  ، ﺩ  ، ﺥ  ، ﺡ  ، ﺝ
ﻭ ، ـﻫ  ، ﻥ  ، ﻡ  ، ﻝ  ، ﻙ  ، ﻕ  ، ﻑ  ، ﻍ  ، ﻉﻱ ، 
Secondary Alphabets   ، ﺍ ﺁﺓ  ، ﻯ  ، ء  ، ﺅ   ، ﺉ  ، ﺇ  ،  
Digits 0 ،1 ،2 ،3 ،4 ،5 ،6 ،7 ،8 ،9  
Punctuation !.:،؛؟ -", ([{ 
Diacritical marks  َـ ٍـ ، ٌـ، ًـ ، ّـ ،ْـ ، ُـ ،ِـ،  
Kashida ـ 
Maddah ~ 
Affixes letters 
)ﺓﺩﺎﻳﺰﻟﺍ ﻑﻭﺮﺣ(  
ﻱ ،ﻭ ،ـﻫ ،ﻥ ،ﻡ ،ﻝ ،ﺱ ،ﺕ ،ﺍ ،ء 
The meaning of a word may change with different diacritic and could be ambiguous 
without diacritics. For example, “ﺐﺘﻛ” may be: “ َﺐَﺘَﻛ (he wrote)”, “ َِﺐﺘُﻛ (it is written)”, 
“ َﺐﱠﺘَﻛ (he teaches him the writing )”, “ُﺐﺘُﻛ (books)”, etc. as shown in Figure  2-2. Arabic 
native readers are used to deducing the meaning from the context.  
 
Figure  2-2 Example of Diacritics 
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Another challenge of Arabic is inflection; inflection is the derivation of several forms 
from the base form of a word. Each derived form has its own pattern which refers to the 
main meaning of the root and may differ with other forms in the function. For example 
the root ﺐﺘﻛ (he wrote) can generate many forms such as “ﺐﺗﺎﻛ (writer)”, “ﺐﺘﻜﻳ (he write)”, 
“ﺏﺎﺘﻛ (book)”, and “ﺐﺘﻜﻣ (office)”, etc. Each of these forms has a pattern such that the 
pattern “ﻞﻋﺎﻓ” for “ﺐﺗﺎﻛ” which has the meaning of the doer of the verb action and the 
pattern “ﻞﻌﻔﻣ” for the form “ﺐﺘﻜﻣ” which has the meaning of location (or the place noun). 
These forms have different functions that refer to the base form; see Figure  2-3. These 
functions do not change when the base form changes. 
 
Figure  2-3 Examples of inflection in Arabic 
Arabic has ten affixational letters (ﺓﺩﺎﻳﺰﻟﺍ ﻑﻭﺮﺣ) which are the letters of the clause 
“ﺎﻬﻴﻧﻮﻤﺘﻟﺄﺳ”. These letters may be used as suffixes and prefixes to any token word (verb, 
noun, particle, adverb, etc.) such as “ﺐﻫﺬﻨﺳ (we will go)”. In addition, the character ﻙ as 
the addressee pronominal clitic (ﻞﺼﺘﻤﻟﺍ ﺐﻁﺎﺨﻤﻟﺍ ﺮﻴﻤﺿ) can be added to verbs like “ﻚﺘﻤﻠﻋ (I 
taught you)” or to prepositions and nouns such as “ﻚﻨﻣ (from you)” and “ﻚﺑﻮﻠﺳﺃ (your 
style)”. Other characters are prefixed to a word such as “ﻑ” and “ﻙ”. 
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While the previous challenges are general for Arabic natural language processing the 
following characteristics might affect Arabic authorship attribution. Length of words is a 
lexical feature and such feature may discriminate the probable author as authors differ in 
the use of words. Most Arabic words, however, have short length which may not have 
impressive effects to capture authors’ styles because the range of such length distribution 
is small (Abbasi & Chen, 2005).  Abbasi and Chen (2005) also consider stretching out (or 
elongating) Arabic words as an AA issue which is called elongation. Elongation is done 
using Kashida symbol for purely stylistic reasons for example “ ﻛﺘـــــــــــــــﺐـ  (wrote)”. It 
can be stated that such characteristic may discriminate authors if the authorship is typed 
the by author himself/ herself like messages. In other genre of data like articles, 
elongation does not reflect the author style since they are normally typed by another 
person. 
2.6 Arabic Authorship Attribution 
Authorship attribution is applied to few Arabic texts (Ouamour & Sayoud, 2012, 2013; 
Shaker & Corne, 2010; E Stamatatos, 2008). Some limitations may be attributed for these 
works. For example they use corpora with 10 or less authors (Ouamour & Sayoud, 2012, 
2013; Shaker & Corne, 2010; E Stamatatos, 2008). Also, the type of training and testing 
documents is either extracted from the same source (i.e. the same book for the author) 
(Ouamour & Sayoud, 2012, 2013) or is manipulated in a method that affects the style of 
the authors (E Stamatatos, 2008). AA is also applied to Arabic messages in (Abbasi & 
Chen, 2005). The types of stylometric features that are applied for Arabic AA are lexical 
features (Ouamour & Sayoud, 2012, 2013), character features (Ouamour & Sayoud, 
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2012; E Stamatatos, 2008) and syntactic features (Abbasi & Chen, 2005; Shaker & 
Corne, 2010). Abbasi and Chen also used word root features.  Abbasi and Chen reported 
that best accuracy rate of 85.43% is obtained using SVM (Abbasi & Chen, 2005).   
Stamatatos presented methods to deal with imbalanced multi-class textual datasets in 
order to produce a fairer classification model by segmenting the training texts into text 
samples according to the size of the class (E Stamatatos, 2008). Toward this end, he 
segmented the training set by producing many short text samples for the minority classes 
and less with longer samples for the majority classes. He conducted several experiments 
on authorship attribution based on newswire stories in English and newspaper reportage 
in Arabic. He used the most frequent character tri-grams as features and applied support 
vector machines. We believe that this method is not suitable for author’s identification as 
performing balanced training dataset using such methods affects the effectiveness of 
measures that reflect the personality of the author. It may be useful for other 
classification problems but not for authorship attribution.  In the best cases an accuracy 
rate of 93.6% is reported. Shaker and Corne  proposed a set of Arabic function words 
using a dataset of 14 novels by six authors (2010). They used a set of 104 function words 
based on creating a collection of common prepositions and conjunctions. They utilized a 
hybrid evolutionary search and linear-discriminate analysis to show the performance. 
Highest accuracy of 93.82% is reported for identifying two authors. However, increasing 
the number of authors affects the recognition rates and the performance of the features. In 
general, the performances of works conducted on corpora less than ten authors may be 
questionable. Ouamour and Sayoud  (2012) applied authorship attribution technique to 
Arabic texts written by ten ancient Arabic travelers. They used both character and word 
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n-gram features as input of a Sequential Minimal Optimization based Support Vector 
Machine (SMO). They reported that character n-grams outperformed the word n-grams. 
In their later work (Ouamour & Sayoud, 2013) they applied  less accurate classification 
methods using the same word based features, dataset and methodology. They obtained 
poor results in most cases and in best cases an accuracy rate of 80% is reported. We 
emphasize that, taking the training and testing set from the same source make such results 
less reliable.  
It can be noticed that there is a lack of work on Arabic authorship attribution and there is 
a need to fill this gap and to conduct advanced research in the field. To fill this gap, we 
started with building a benchmarking corpus as presented in Chapter 3. We used several 
stylometric features including lexical, character and syntactic features. We investigated 
new lexical features such as word n-gram richness and specific words per author. Word 
n-gram richness features are extending vocabulary richness where we consider variant n-
grams (n=1-4) as defined in Chapter 4. To overcome the large dimensionality size of 
feature vectors, we applied advanced feature selection techniques. The techniques that we 
used are described in Chapter 4 and they have not been applied and evaluated on AA. 
Generally there is no agreement to define a set of function words for AA. We proposed a 
set of Arabic function words for AA. In general, rare researches focus on advanced 
features such as semantic features. We are not aware of any attempt of applying Arabic 
semantic features. We created novel Arabic semantic features and defined our algorithm 
to extract them as described in Chapter 5.  
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2.7 Conclusions 
We surveyed related works and classified them based on the used stylometric features, 
the classification methods, the feature selection techniques and the corpora. Authorship 
attribution features, are classified into lexical, character, application-specific, syntactic, 
and semantic features. Lexical and syntactic features tend to be the most applied features 
while character features might be the most discriminate features. Both statistical and 
machine learning classification methods are applied to identify the possible author of 
disputed or unattributed texts. Support vector machines, multi-layer perceptron, Bayesian 
Networks, Naïve Bayes are examples of machine learning classification methods whereas 
K-nearest neighbours, Delta Chi-square, Kullback–Leibler divergence and other 
distances-based classifiers are examples of statistical classifiers. Delta rule is a special 
classification method for AA which achieves good accuracy rates in some researches 
while SVM still outperforms other classifiers. The high dimensionality is a concern of 
stylometric features that slows down the process since some extracted features might not 
be necessarily all relevant. This results in reduced quality of the induced model. The 
process of reducing the extracted large number of features by selecting the most effective 
features is called feature selection. There are several techniques that are applied for 
stylometric features reduction such as , PCA, IG, DF, GA, CFSS, and DIA. This is in 
addition to considering the most frequent features based on selected thresholds. DF,  
and IG tend to achieve suitable performances. Authorship attribution is applied on several 
natural languages such as English, Italian, German, Greek, Arabic, Bosnian, Polish, and 
Persian. Most of the work addressed English and then Italian whereas Arabic AA is 
limited. The number of benchmarking AA datasets is limited and some available corpora 
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are composed of a small size set of authors and texts per author such as Federalist papers. 
Authorship attribution is also applied on non-natural language processing to identify the 
authors of source codes. There are different sources to collect corpora such as 
newspapers, books and novels. There are several different genres such as messages, 
articles, novels, prose and epic poems. The texts may either cover one subject which is 
called in-domain topic or several topics which is called cross-domain topics. 
We presented some challenges and characteristics with respect to authorship attribution 
of Arabic including inflection, diacritics, word length, and elongation. 
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Table  2-2 The summary of related works classified based on defined criterion 
Approach 
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(Savoy, 2013a) √ √       √   √ √ √  DF,OR English, Italian newspapers 
(Savoy, 2013b) √ √            √  DF,OR,IG,Chi,.. Italian newspapers 
(Z. Liu et al., 2013)  √    √          PCA English newswire stories 
(Ebrahimpour et al., 2013) √     √         √ MDA 
English short stories + Federalist 
papers, Greek 
(Eder & Rybicki, 2013) √           √    DF English, French ,German, Italian, 
Polish (novels) 
(Eder, 2013) √ √  √  √      √    DF English, German, Polish, Latin, 
Greek 
(Eder, 2010) √ √  √  √     √ √    DF 
English, German, Polish, 
Hungarian, Latin, Greek (novels, 
prose, epic poems) 
(Chandrasekaran & 
Manimannan, 2013) 
   √   √         - Tamil magazine articles 
(Oliveira et al., 2013)                - English newspaper articles 
Schaalje et al. (2013)    √     √       PCA Federalist papers 
(Ouamour & Sayoud, 2013) √     √ √        √ DF Arabic Books 
(Savoy, 2012a) √ √       √   √ √ √ √ - English and Italian newspapers 
(Savoy, 2012b) √ 
  
√  
     
√ √ 
  
√ DF, PCA 
English, French and Germany 
novels 
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(Jamak et al., 2012) √ √ 
  
 
 
√ 
       
 PCA Bosnia novels 
(Ouamour & Sayoud, 2012) √ √ 
  
 √ 
        
 DF Arabic Books 
(Seroussi et al., 2011) √ 
   
 √ 
        
√ - 
English (judgments.+ Movie 
review+ blog posts) 
(Gill & Swartz, 2011) √ 
   
 
         
√ - Federalist papers 
(Varela et al., 2011) 
   
√  √ 
        
 Genetic Algorithm Portuguese newspapers 
(Escalante et al., 2011) 
 
√ 
  
 √ 
        
 - English newswire stories 
Varela et al. (2010) 
   
√  √ 
        
 - Portuguese newspapers 
(Shaker & Corne, 2010) 
   
√  
         
√  Arabic novels 
(Jockers & Witten, 2010) √ 
   
 √ 
    
√ √ 
  
√ DF FP 
Arun et al. (2009) √ 
  
√  √ 
        
√ - English novels + Federalist papers 
(E Stamatatos, 2008) 
 
√ 
  
 √ 
        
 
- English 
(stories)+Arabic(reportage) 
(Pavelec et al., 2008) 
   
√  √ 
        
 - Portuguese newspapers 
(Argamon et al., 2007) 
   
√ √ √ 
        
 - English novels 
     
 
         
   
(Türkoğlu et al. 2007) √ √ 
 
√  √ √ √ 
 
√ √ 
   
 CFSS Turkish newspaper 
(Zhao & Zobel, 2005) 
   
√  
  
√ √ √ √ 
   
 - English novels 
(Kaster et al. 2005) √ 
  
√  √ 
        
 - English books 
(Zheng et al., 2005) √ 
 
√ √  √ √ √ 
      
 - English +Chinese messages 
(Abbasi & Chen, 2005) √ 
 
√ √  √ 
 
√ 
      
 - English +Arabic messages 
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3 CHAPTER 3 
Arabic Authorship Attribution Corpus 
In this chapter, we present our work on authorship attribution of Arabic texts corpus. We 
also survey the corpora used for most recent AA of non-Arabic studies. In addition, we 
survey all reported AA researches of Arabic that we are aware of. A total of 20 regular 
and well-known authors are selected to build our Arabic authorship attribution corpus. In 
order to capture features that characterize or reflect the style of authors, sufficient works 
per author are collected from popular Arabic newspapers. These articles cover different 
topics that were published during the period from 2011 to 2013. 
3.1 Introduction  
The number of benchmarking AA datasets is very limited. Hence comparing reported 
performances is problematic unless the same data is used. In addition, some corpora are 
limited in the number of authors and the number of articles per author such as the 
Federalist papers (Ebrahimpour et al., 2013; Gill & Swartz, 2011; Jockers & Witten, 
2010).  
Since there is no corpus for authorship attribution of Arabic text research, this thesis aims 
at building such corpus. The corpus is used in our research of automated authorship 
attribution of Arabic text and will be made publicly available as a benchmarking dataset 
to other researchers. This is expected to aid in the research of authorship attribution of 
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Arabic text as researchers will be relieved from the task of generating their own Arabic 
authorship attribution corpus for their research. This will, also, enable researchers to 
compare the results of their techniques with published work on Arabic authorship 
attribution using this corpus. 
We present the corpora used in the most recent research of AA for non-Arabic languages 
and all reported corpora of Arabic AA. The described corpora are either benchmarking 
datasets that are available to researchers or private datasets that are used in AA. 
This chapter is organized as follows; Section 3.2 addresses the corpora used in non-
Arabic AA; Arabic corpora used in AA researches are discussed in Section 3.3; our 
Arabic corpus for AA is presented in Section 3.4; the preprocessing operations are 
presented in section 3.5, and finally the conclusions are reported in Section 3.6. 
3.2 Corpora For AA Of Non-Arabic Languages 
In this section, we survey the corpora used in AA reported by researches of non-Arabic 
languages during the period from 2010 to 2013. For the corpora used before this period, 
reference may be made to (Koppel, Schler, & Argamon, 2009; Efstathios Stamatatos, 
2009). Savoy (2012a, 2013) compared the quality of the different authorship attribution 
methods of English and Italian languages. He chose 20 authors either as well-known 
columnists or having published numerous papers and collected their works to yield an 
English corpus made of 5408 articles. The texts are extracted from the Glasgow Herald 
(GH) that are published in 1995. The extracted texts cover different subjects such as 
Business, Sports, Social Politics and Arts & Film headings. With regards to the Italian 
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corpus, he chose 20 authors either as well-known columnists or as authors having 
published numerous papers and collected their works to yield a set of 4326 articles. The 
texts are extracted from the ELRA web site and published in La Stampa in 1994. The 
extracted texts cover different subjects such as Business, Sports, Social and Politics. 
Savoy (2012b) evaluated AA methods based on three datasets written in English, French, 
and German languages. For English, he extracted 52 English text excerpts from 16 novels 
written by nine writers in the 19th century.  For French corpus, he selected 44 segments 
from French novels written by 11 authors published mostly in the 19th century. 
Regarding German corpus, he extracted 59 German text excerpts from novels written by 
15 authors published mainly during the 19th and the early 20th century. All texts were 
extracted from Gutenberg Project and each is around 10,000 word tokens in length.  
The top 50 authors in a large corpus for the English language, Reuter corpus volume 1 
(RCV1), are selected by (Houvardas & Stamatatos, 2006; Z. Liu et al., 2013; E. 
Stamatatos, 2007). For each author, they collected 100 articles (50 for training and 50 for 
testing) belonging to corporate and industrial topics (CCAT). The texts are from 
newswire stories and range from 450 to 550 words. Other researchers (Escalante et al., 
2011; Plakias & Stamatatos, 2008) selected the top 10 authors from RCV1. 
The corpus used by (Ebrahimpour et al., 2013) is obtained  from Gutenberg Project 
archives. The corpus is composed of 168 short stories in English written by seven authors 
in the same period from late 19th century to early 20th century. They shorten each book 
to approximately the first 5000 words in order to achieve the texts balance. 
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Eder & Rybicki (2012) and Eder (2013) evaluated AA methods based on five datasets 
written in English, French, German, Italian and Polish. They are extracted from novels 
published during the 19th and/or the 20th century. Each dataset is analyzed three times, 
as entire dataset, with reduced number of texts per author, and with reduced number of 
writers. In the case of the entire corpora, the English corpus is composed of 63 texts 
written by 17 authors, the French corpus contains of 71 texts written by 25 authors, the 
German corpus is composed of 66 texts written by 21 authors, the Italian corpus consists 
of 77 texts written by 9 authors and finally  the Polish corpus contains of 68 texts written 
by four authors. The dataset is collected from several sources and some of those texts 
were prepared for other projects. 
The Federalist Papers are used in recent works (Ebrahimpour et al., 2013; Gill & Swartz, 
2011; Jockers & Witten, 2010; Schaalje et al., 2013). 
Mehri, Darooneh, & Shariati ( 2012) selected 63 books written by five well-known 
Persian authors from Ganjoor’s website during various periods to study the time 
evolution of the Persian language network structure. 
Eder  (Eder, 2010) collected several datasets for various natural languages, namely, 
English, Polish, German, Hungarian, Latin and Ancient Greek with different genres 
including novels, epic poetry and prose. The texts are collected from several sources 
including Perseus Project, The Latin Library, Bibliotheca Augustana, Project Gutenberg, 
Literature.org, Ebooks@Adelaide. In addition, they utilized some texts that were 
prepared for other projects and some used in (Eder & Rybicki, 2013); more details are 
shown in Table  3-1. 
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 Chandrasekaran and Manimannan (2013) selected the literary  works  of  three 
contemporary  Tamil  scholars written in the  Pre–Independence  period. The first author 
contributed with 19 articles, the second one wrote seven articles, and the third scholar 
contributed six articles such that all articles are in the same subject (viz. India's Freedom 
Movement), which is published in India magazine.  The three authors then were 
requested to write 23 texts on the same topic and the same theme without declaring their 
names. 
Varela et al. (2010) selected 20 authors with 30 articles per author. The articles have the 
average length of 600 tokens and are of several topics. They are collected from two 
Brazilian newspapers, namely, Gazeta  do Povo and Tribuna do Paraná newspapers. 
Varela et al. (2011) developed this dataset by increasing the number of authors to 100 
authors with the same number of documents per author. These texts are of 10 different 
topics and they are collected from 15 different Brazilian newspapers. Oliveira et al. 
(2013) used the two corpora of (Varela et al., 2010, 2011). 
3.3 Used Corpora In Arabic Authorship Attribution  
In this section we survey the reported corpora in Arabic AA researches. Abbasi and Chen  
(2005) applied authorship identification techniques to Arabic web forum messages 
extracted from Yahoo groups. This dataset is composed of 20 authors and 20 messages 
per author which covered political ideologies and social issues in the Arab world. 
Ouamour & Sayoud (2012) built Authorship attribution of Ancient Arabic Texts database 
which is collected from 10 ancient Arabic books written by 10 authors. They extracted 
three different texts per author two for training and one for testing. The texts are related 
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to travelling which were collected in 2011 from “Alwaraq library”. Shaker & Corne 
(2010) collected a dataset of 14 novels by six different writers. The books ranged in size 
from 13,987 words to 37,567 words, with a mean of 23,942 words. For each author either 
one or two books are used for training and one for testing. Stamatatos (2008) collected a 
dataset of newspaper reportages in Arabic written by 10 authors downloaded from the 
website of Al-Hayat. The texts cover several topics. He segmented the corpus by 
producing many short text samples for the minority classes and less number with longer 
samples so that the majority classes to be with 50 texts for training and 50 texts for 
testing per author.  
We summarized the most recent corpora used in AA researches of non-Arabic languages 
and those that are used in Arabic AA in Table  3-1. They are classified according to the 
type of natural language, the type of attributions (genre), the number of authors, the 
number of texts per author, the size of corpus, the period of published or written texts, the 
subject (either one topic or different topics) and the source of the texts of the corpus. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
45 
 
Table  3-1 The most recent corpora used in AA researches 
Paper Language Type of authorships 
# 
author 
#Texts 
per 
author 
Size of 
corpus Period Subject Source 
(Savoy, 2012a, 
2013a) 
English articles 20 variant 5408 1995 different Glasgow Herald 
Italian articles 20 variant 4326 1994 different the ELRA web site  
(Houvardas & 
Stamatatos, 
2006; Z. Liu et 
al., 2013; E. 
Stamatatos, 
2007) English Newswire stories 
50 100 5000 - 
corporate/ 
industrial 
Reuter 
corpus Escalante, 
Nicol, Garza, & 
Montes-y-g, 
2011; Plakias & 
Stamatatos, 
2008 
10 
100/ 
and 
less 
1000 - 
(Ebrahimpour 
et al., 2013) English stories 7 - 168 
19-20 
century - 
Project 
Gutenberg 
(Ebrahimpour 
et al., 2013; Gill 
& Swartz, 
2011; Jockers & 
Witten, 2010) 
English 
Federalist 
Papers 
(article) 
3 - 85 1788 politic Federalist Papers 
(Savoy, 2012b) 
English 
novels 
9 - 52 19century 
- Project Gutenberg 
French 11 - 44 
German 15 - 59 19-20 century 
(Eder & 
Rybicki, 2013; 
Eder, 2013) 
English 
novels 
17 - 66 
19-20 
century - - 
French 25 - 71 
German 21 - 66 
Italian 9 - 77 
Polish 8 - 68 
Eder  (Eder, 
2010) 
English 
(novels/ 
epic 
poems) 
(17/ 
6) - (63/ 32) 
- - Several sources 
German  21 - 66 
Polish  13 - 69  
Hungarian novels 9  64 
Latin 
(Prose/ 
epic 
poems) 
(20/6)  (94/ 32)  
Greek 
(Prose/ 
epic 
poems) 
(8/ 8)  (72/ 30) 
(Mehri et al., 
2012) Persian books 5 -  different Literature 
Ganjoor’s 
website 
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Paper Language Type of authorships 
# 
author 
#Texts 
per 
author 
Size of 
corpus Period Subject Source 
Chandrasekaran 
and 
Manimannan 
(2013) 
Tamil Articles 3 - 55 Same period 
India's 
Freedom 
Movement 
India 
magazine 
(Oliveira et al., 
2013; Varela et 
al., 2010) 
Portuguese Newspaper articles 100 30 3000 - different 
Brazilian 
newspapers 
(Oliveira et al., 
2013; Varela et 
al., 2010) 
Portuguese Newspaper articles 20 30 600  different 
Brazilian 
newspapers 
(Abbasi & 
Chen, 2005) 
Arabic 
messages 20 20 400 messages  
Politics and 
socials 
Yahoo 
groups 
(Ouamour & 
Sayoud, 2012) books 10 3 30 texts  travelling 
Alwaraq 
library 
(Shaker & 
Corne, 2010) novels 6 - 14 books  - 
Arab 
Writers 
Union 
(E Stamatatos, 
2008) reportages 10 100 
1000 
texts  
several 
topics 
website of 
Al-Hayat 
3.4 Arabic Authorship Attribution Corpus Collection 
To our knowledge, there is no benchmarking corpus for Arabic AA, so we decided to 
build a corpus for Arabic AA. It can be noticed, based on the survey in the previous 
sections, that all Arabic AA researches collected or built their own corpora. Additionally, 
both the number of authors and the number of works per author are limited. To build a 
benchmarking corpus for Arabic AA, we selected newspapers’ articles published in 
Alriyadh, Alhayat and Shorouk newspapers during the period from 2011 to 2013 written 
by 20 authors. These 20 authors are selected from many authors in order to have regular 
and well-known authors. The selected authors are (1) ﻥﻮﻫﺮﻤﻟﺍ ﺪﻳﺯ ﻞﻴﻠﺠﻟﺍﺪﺒﻋ (Abduljalel Zaid 
AlMarhon) (2) ﷲﺪﺒﻋﺝﺮﻔﻟﺍ ﻦﺴﺤﻤﻟﺍﺪﺒﻋ ﻦﺑ   (Abdullah AlFaraj), (3) ﻱﺯﺎﻔﻘﻟﺍ ﷲﺪﺒﻋ (Abdullah 
Algafazy) (4) ﺮﺻﺎﻨﻟﺍ ﷲﺪﺒﻋ (Abdullah Annasser), (5)  ﺦﻴﺸﻟﺍ ﻝﺁ ﺰﻳﺰﻌﻟﺍﺪﺒﻋ ﻦﻤﺣﺮﻟﺍﺪﺒﻋ 
(Abdurrahman Abdulaziz Aal Ashikh) (6) ﻲﻧﺮﻘﻟﺍ ﻦﻤﺣﺮﻟﺍ ﺪﺒﻋ (Abdurrahman Algarni) (7)  ﺪﻤﺣﺃ
ﻞﺻﺍﻮﻟﺍ (Ahmed Alwassel) , (8)  ﺮﻁﺎﺸﻟﺍ ﻦﺴﺣ ﻲﻠﻋ (Ali Hassen Ashater), (9) ﻱﻮﻋﺮﻟﺍ ﻲﺟﺎﻧ ﻲﻠﻋ 
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(Ali Naji Alraawi), (10) ﺪﻟﺎﺧﻮﺑﺍ ﷲﺪﺒﻋ ﺭﺍﻮﻧﺃ (Anwaar AboKhaled), (11)  ﻼﻌﻟﺍ ﻮﺑﺃ ﺭﻮﻧﺃ  (Anwar 
Abo Alalaa), (12) ﺱﻭﺪﻟﺍ ﺪﻬﻓ (Fahd Addoss), (13) ﻥﺎﻴﻨﺜﻟﺍ ﺪﻬﻓ (Fahd Athynian), (14)  ﺎﻴﻫ 
ﻊﻴﻨﻤﻟﺍ ﺰﻳﺰﻌﻟﺍﺪﺒﻋ (Hyaa Almanee), (15) ﻲﺑﺮﺤﻟﺍ ﺪﻟﺎﺧ (Khaled Alharbi), (16) ﺢﻠﺼﻟﺍ ﺢﻨﻣ (Manah 
Alselh), (17)  ﻅﻮﻔﺤﻣ ﺪﻤﺤﻣ (Mohamed Mahfodh), (18)  ﻝﺎﻤﻛ ﺔﻤﻴﻣﺍ (Omema Kamal), (19)  ﺓﺪﻏﺍﺭ
ﻡﺎﻏﺭﺩ (Ragedah Dergham), (20)  ﻥﻼﻤﺸﻟﺍ ﺔﻔﻳﺮﺷ (Sharefah Asshamlan). In order to capture 
features that characterize or reflect the style of authors, we have to provide sufficient 
works for each author, so we selected 50 articles per author. The texts are in politics, 
economics, socials and sports. The average length of texts per author ranged between 411 
and 1242 words, 2452 and 8132 characters and the average size ranged from 3 to 8 KB. 
Extracting the articles from newspapers is preferred than other types of texts (viz. books, 
novels and messages) for several reasons. Firstly, such type represents the characteristics 
of the author in one document. This is also true regarding the messages and books when 
extracted as chapters. Besides, we are not aware of any serious study discussing this type 
of writings in Arabic. Moreover, considering books as type of writings poses two issues 
the first one is that the authorships per writer are limited while the second issue is that 
dividing a few books into many documents (with the same or different size) may affect 
the writing quality of authors and may not express the style of the authors (Ebrahimpour 
et al., 2013; E Stamatatos, 2008). Moreover, it may be easier to detect the author as the 
training and testing data are extracted from the same resource (Ouamour & Sayoud, 
2012). On the other hand, most Arabic authorship documents are religious in nature, and 
hence such authorship texts contain many citations from the main Islamic sources such as 
The Holy Quran, The Sunnah and/or the Companions and/or the sayings of scholars. The 
need to meticulously review the text may greatly increase the time build the corpus 
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(dealing with such concerns will be considered as future work). Regarding the other types 
of writings (messages), articles may be considered as a special case of messages, i.e., the 
techniques applied for articles can be utilized for messages. Such genres are discussed by 
(Abbasi & Chen, 2005) while the genre under consideration necessitates  advanced 
research.  
We avoided the articles written by more than one author. Another criterion, we 
considered, when building our corpus, is that it can be used for other authorship analysis 
tasks such as authorship characterization, since it includes five female authors out of 20 
authors. It can also be used for authorship verification and plagiarism detection.  
We did our best to collect text with sufficient authors (20 authors) and sufficient works 
for each author (more than or equal to 50 articles per author). Moreover, we considered 
selecting regular authors (columnists), carefully, for possible extension of the corpus in 
the future. Table  3-2 summarizes the statistics of the corpus.  
The column ‘Num’ in Table  3-2 shows the number of articles collected per author. 
However, we used the top 50 articles for each author. The ‘Avg. (words)’ and ‘Avg. 
(characters)’ columns in Table  3-2 list the average word length and the average character 
length of articles per author, respectively (as shown in Table  3-2). The average length of 
texts per author is between 411 to 1242 words, 2452 to 8132 characters and the average 
size ranged from 3 to 8 KB. The minimum, mean and maximum articles’ lengths in 
words are 129, 671 and 1688 respectively. The median and the standard deviation are 565 
and 304words. The minimum, mean and maximum articles’ lengths in characters are 829, 
4017, and 10740. The median and the standard deviation are 3330 and 1862 characters. 
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Table  3-2 The summary and statistics of the Arabic AA corpus 
 
Author’s Name subject Num 
Avg. 
(words) 
Avg. 
(Character) 
Period( From: To) 
Sex
* 
Source 
** 
Abduljalel Zaid 
AlMarhon 
Politics 55 1242 7680 27-04-2012 : 24-5-2013 M R 
Abdullah AlFaraj Economic 55 431 2497 20-04-2012 : 17-05-2013 M R 
Abdullah Algafazy Politics 56 990 5927 05-03-2012 : 27-05-2013 M R 
Abdullah Annasser 
Socials & 
Politics 
55 543 3161 03-02-2012: 24-05-2013 M R 
Abdulrahman 
Abdulaziz Aal Ashikh 
Socials & 
Politics & 
Economic 
55 620 3628 2012-03-23 : 24-05-2013 M R 
Abdulrrahman Algarni sport 50 422 2452 13-03-2012 : 26-05-2013 M R 
Ahmed Alwassel Art 52 411 2533 23-11-2011 : 22-05-2013 M R 
AliHassenAssater Politics 50 687 4413 13-03-2012 : 21-05-2013 M R 
AliNaji Aleaawi Politics 54 626 3743 22-02-2012 : 22-05-2013 M R 
Anwaar AboKhaled Socials 55 517 2897 04-11-2011 : 17-05-2013 F R 
Anwar AboAlalaa Economic 56 458 2716 31-03-2012 : 25-05-2013 M R 
Fahd Addoss Sports 52 447 2668 17-08-2012 : 12-07-2013 M R 
Fahd Athynian Economic 55 482 3003 07-04-2013 : 19-05-2013 M R 
Hyaa Almanee Social 56 455 2670 27-10-2012 : 25-05-2013 F R 
Khaled Alharbi Sports 51 479 2949 4-03-2013 : 17-05-2013 M R 
Manah Alselh politics 55 892 5240 13-08-2011 : 24-05-2013 M R 
Mohamed Mahfodh Social 50 872 5345 30-11-2011 : 21-05-2013 M R 
Omema Kamal 
Social & 
Economic 
55 1010 5829 11-08-2011 : 26-05-2013 F SH 
Ragedah Dergham politics 55 1345 8132 05-04-2012 : 27-05-2013 F H 
Sharefah Asshamlan Social 53 495 2860 27-09-2012 : 23-05-2013 F R 
* M: Male/ F:Femal 
** R: Alriyadh/  SH: Shorouk/ H: Alhayat  
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Figure  3-1  The average word and character lengths of articles per author 
Table  3-3 shows the counts of both word types and tokens n-grams (n=1-4) for the 
training set, the testing set and the whole corpus with taking 70% (700 articles) for the 
training set and 30% (300 articles) for the testing set.  
Table  3-3 The word n-grams (n=1-4 ) statistics of the corpus 
 
Uni-grams Bi-grams Tri-grams Quad-grams 
Type  Token Type  Token Type  Token Type  Token 
Training 67,058 463,324 319,958 463,323 413,736 463,322 413,331 463,321 
Testing 41,750 196,383 153,071 196,382 185,692 196,381 191,068 196,380 
The whole 
corpus 
81,543 659,707 436,736 659,706 581,575 659,705 610,016 659,704 
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3.5 Preprocessing 
To determine the probable author of a given text, it is important to do some preprocessing 
operations on the corpus.  We just considered the main body of the text (excluding titles, 
author names, dates, etc.) for each article manually. This is followed by eliminating the 
diacritics including ( ٍـ ، ٌـ، ًـ ، ّـ ،ْـ ، ُـ ،ِـ، َـ) and non-Arabic terms and symbols or alphabets. 
This is in addition to removing the special symbols as they are considered as noisy 
symbols. We consider every symbol except the punctuation marks ( !.:،؛؟ -" ([{) as noisy 
symbols. At the word level preprocessing, we do not take into account the punctuation 
marks. Considering such features at the word level leads to increases in the size of the 
feature vectors as the same word is counted as two or more words. For example, the 
words “ ﺐﺗﺎﻜﻟﺍ.  (author.)” and “ﺐﺗﺎﻜﻟﺍ (author)” are considered as different types and hence 
they are counted two features instead of one if punctuation marks are considered. 
While eliminating the titles, author names, dates of articles is done manually, the rest of 
preprocessing operations is done automatically through our developed system.  
3.6 Conclusions 
In  this  chapter,  we  presented  the  state  of  the  art  in  the copra used in the most 
recent research of AA for  non-Arabic languages and the corpora used in all reported AA 
of Arabic.  The previously used corpora in the field of AA are tabulated indicating the 
number of authors, samples, languages, genre, etc.  
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We have collected a corpus for Arabic AA which compares favorably with the reported 
corpora. We think that conducting an advanced research in AA of Arabic texts is hard 
due to the lack of benchmarking corpus. Our built corpus is a solution to this problem. 
Increasing the number of authors and their works is possible in the future. The corpus 
will be made publicly available as a benchmarking corpus for other researchers. 
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4 CHAPTER 4 
FEATURES EXTRACTION AND SELECTION 
We have considered five different types of stylometric features that are applied on AA 
(viz. lexical, character, application specific, syntactic and semantic features). Lexical, 
character and syntactic features are the most commonly applied features on AA while 
application specific ones are more special measures which rely on the type of corpus. 
Semantic features are applied in rare works since such features require advanced 
methods. This chapter is divided to two main parts: feature extraction and feature 
selection. 
4.1 Dataset Representation Methods 
It is clear that the main objects in AA problem are: a set of authors, a set of attributed 
documents or training set, a set of unattributed texts or testing set. The goal is to identity 
who wrote the disputed text. There are different approaches to represent the attributed 
documents or the training corpus, such as profile-based method and instance-based 
method. In profile-based method, the known samples of the authors concatenated into a 
single big document per author and then the information that characterize the author are 
extracted from this concatenated file as shown in Figure  4-1. 
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Figure  4-1 The architecture of profile-based approaches (Efstathios Stamatatos, 2009) 
 While in the instance-based method, each training sample is represented separately to 
reflect the style of author as shown in Figure  4-2.  
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Figure  4-2 The architecture of instance-based approaches (Efstathios Stamatatos, 2009) 
In our work, we used both methods with emphasis on the instance-based method. We 
used the profile-based method when applying the Delta rule as a classification method 
where such classification method necessitates creating the profile of author.  
4.2 Feature Extraction Phase 
All documents in the dataset were processed to produce numeric feature vectors using the 
following feature sets.  
4.2.1  Lexical features 
As lexical features we considered vocabulary richness features and word level n-grams. 
Vocabulary richness features include type-to-token ratio, Hapax legomena and Hapax 
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dislegomena. They are used in previous works based on vocabulary while we, here, use 
them with variant word level n-grams (n=1-4); we call them word n-grams richness 
features. Therefore, we concatenated word n-grams richness features and we obtained 12-
dimentional feature vector called word n-gram richness feature vector (WR). 
As mentioned above, another type of lexical features is word level n-grams where the 
value of n depends heavily on the size of dataset. The dependency here means that the 
bigger value of n is more effective when the size of corpus is large. In other words, the 
word level n-grams perform better with huge dataset. For example, in our training set the 
occurrences of word unigrams, and bi-grams that are greater than or equal to 50 
occurrences are 1181 and 141 respectively; while the chance of occurring 50 times or 
more is insignificant in the case of tri-grams and impossible regarding quad-grams. Table 
 4-1 shows the frequencies of word level n-grams (n=1-4) in the training set. 
Table  4-1 Statistics of word n-grams frequencies (n=1-4) in the training set 
 >0 >9 >19 >29 >39 >49 >99 
Uni-gram 67058 6630 3287 2122 1502 1181 473 
Bi-grams 319,958 2479 781 365 222 141 35 
Tri-grams 413,736 275 61 25 11 3 0 
Quad-grams 431,331 42 11 3 0 0 0 
In this thesis, we used the words that occur in the training set more than 49, 99 and 149 
times because of the large size of the word level uni-grams feature vector. 
We used different types of features normalization, the absolute frequencies, the relative 
frequencies and Z-scores. The relative frequencies are computed using the following 
equation: 
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Where: 
ijtfr : the frequency of iterm in a particular document jD  
iµ : the mean of iterm  in the corpus. 
iσ : the standard deviation of iterm  in the corpus. 
Therefore, as shown in Table  4-2, the number of features for words that occur >=50 
(word1GTH49fv), the number of features for words that occur >=100 (word1GTH99fv) 
and the number of features for words that occur >=150 (word1GTH149fv) are 1181, 473 
and 287 respectively. 
Specific Words per Authors 
Specific words are words that are used only by the author. To extract such information, 
we first concatenated all training documents into a big file (TF). After that, we created 
the authors’ profiles of the training set (TFAi). The word wj is specific for the ith author if 
its count in TF is equal to its count in TFAi. 
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We investigated threshold values of two and three for the number of occurring of specific 
words per author. A threshold value less than three generates large feature vectors 
including typos while using threshold greater than four leads to authors with no specific 
words. The numbers of specific words that occur more than two (specifcwGTH2fv) and 
three (specifcwGTH3fv) are 1193 and 713, respectively.  
Combined words and specific words features 
We combined the word1GTH149fv along with specifcwGTH3fv to obtain combined word 
and specific words feature vector (CoSpW) with size of 1000 words. 
It is noteworthy that when combining feature vectors, we have to take into account 
compatibility for the feature vectors. That is feature vectors should be in the same 
representation or normalization, for example it is unreasonable to combine relative 
frequencies with a feature vector normalized with Z-scores (the mean of zero and 
variance of 1). 
4.2.2 Character-based features 
Character-based features have been considered as the most discriminate stylometric 
features to identify the author of disputed text. Unlike word level n-grams, the character 
level n-grams work well with limited data. This is in addition to the ability of the 
character n-grams to capture nuances in lexical, syntactical, and structural level. We 
consider two types of character features: punctuation marks and character-level n-grams. 
According to Arabic Orthography, we considered eleven punctuation marks ( !.:،؛؟ -" ([{).  
As a result, the dimension of the punctuation marks feature vector (PM) is 11. 
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At the character level n-grams features, we aim to analyze the various character n-grams 
(n=1-4) effects in identification of the author of unattributed documents in Arabic. We 
used the following equation to compute uni-gram model:  
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While we used the following equation to compute character n-grams for n=2-4: 
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We ignored character n-grams features that occur less than 75 in the whole training set. 
The features below the threshold are considered as noisy or typos.  As a result, the 
dimensions of the character uni-grams (ch1gram), character bi-gram (ch2grams), 
character tri-grams (ch3gram) and character quad-grams (ch4gram) feature vectors are 
61, 969, 4922 and 7178, respectively. The ch1grm, ch2grm, ch3gram, and ch4grams are 
considered as basic line feature sets. As extended feature set, we concatenated ch1gram 
and ch2gram to obtain combined character uni-grams and bi-grams feature vector 
(ch12gram) with the size of 1030 and combined ch2gram and ch3gram to obtain 
combined bi-grams and tri-grams (ch23gram) feature vector with the size of 5891. We 
also concatenated ch12grams with ch3grams to obtain combined uni-grams bi-grams and 
tri-grams (ch123gram) feature vector with the size of 5952. We did not consider 
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combining the ch4grams with the other n-gram features because of the huge size of the 
generated vector.  
4.2.3 Syntactic features 
As syntactic features, we consider function words. Such features do not contain 
information about the documents content and serve to express the grammatical 
relationships with other words within a sentence. Prepositions, pronouns, auxiliary verbs, 
conjunctions, grammatical articles or particles are examples of function words. The 
advantage of using function word features lies in that they are topic-independent (i.e. they 
are writing style markers). However, there is no agreement on a general list of function 
words for AA purpose. We proposed a general set of 309 function words (FW) including 
conjunctions (  ،ﻢﺛ ،ﻡﺃ ،ﻭﺃ... ), pronouns ( ،ﺖﻧﺃ ،ﻦﺤﻧ ،ﺎﻧﺃ ... ), Nedaa (ﻱﺃ ،ﺎﻳﺃ ،ﺎﻳ), question words 
(  ،ﻰﺘﻣ ،ﺍﺫﺎﻤﻟ ،ﺍﺫﺎﻣ... ), time adverbials (  ،ﺍﺮﺧﺆﻣ ،ﺍﺪﻏ ،ﺎﻣﻮﻳ... ), place adverbials s (  ،ﻡﺎﻣﺃ ،ﻦﻴﺑ ،ﻮﺤﻧ... ), 
prepositions (  ،ﻦﻋ ،ﻰﻟﺇ ،ﻦﻣ... ), particles ( ،ﻥﺄﻛ ،ﻥﺃ ،ﻥﺇ... ), etc. However, we do not distinguish 
between homographs, such as, ( ْﻦَﻣ who) and ( ْﻦِﻣ from) as distinguishing such words 
requires also advanced NLP tools such as part of speech tags which is still immature for 
Arabic. The proposed function words are listed in Appendix A. Each function word is 
represented as follows. 
∑ ∈FWw wcount
wcount
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4.2.4 General feature vector 
We combined WR as lexical features, ch1grams as character features and FW as syntactic 
features to obtain general feature vector (GFV) with size of 382 features.  
Table  4-2 shows the feature vectors. 
 
Table  4-2 The descriptions of features vectors 
4.3 Feature Selection Phase 
Applying stylometric features such as lexical, character and syntactic features generate a 
huge number of features especially when those features are concatenated to generate 
 Type of 
features Name of vector 
Num. of 
features Explanation 
1 
L
ex
ic
al
 
WR 12 Vocabulary Richness 
2 Word1GTH49fv 1181 Words with  >= 50 occurrences 
3 Word1GTH99fv 473 Words with  >= 100 occurrences 
4 Word1GTH149fv 287 Words with  >= 150 occurrences 
5 SpecifcwGTH2fv 1193 Specific words occur >2 in the author’s 
profile 
6 SpecifcwGTH3fv 713 Specific words occur >3 in the author’s 
profile 
7 CoSpW 1000 Combined 4 & 6 
8 
C
ha
ra
ct
er
 F
ea
tu
re
s 
PM 11 Punctuation Marks 
9 Ch1gram 61 Character uni-grams 
10 Ch2gram 969 Character bi-grams 
11 Ch3 gram 4922 Character tri-grams 
12 Ch4gram 7178 Character quad-grams 
13 Ch12gram 1030 Combined uni-grams bi-grams (9 & 10) 
14 Ch23gram 5891 Combined bi-grams quad-grams (10 & 11) 
15 Ch123gram 5952 
Combined uni-grams bi-grams tri-grams ( 9-
11) 
16 Syntactic FW 309 Function Words 
17 General GFV 382 General feature vector (1 & 9 & 16) 
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combined feature vectors.  Extracting the most discriminating features require a suitable 
feature selection techniques to select the most distinguishing features among the writing 
styles of authors.  
Feature selection is conducted by searching the space of attribute subset, evaluating each 
one through combining a feature evaluator with a search method. To come up with the 
best combination of attribute subset evaluators and search methods, we conducted 
comparative analysis for variety of feature selection techniques through combining 
attribute subset evaluators and search methods. As feature evaluator, we used 
Correlation-based Feature Subset Selection, Consistency-based Subset evaluation, 
Principal Components-based Subset evaluation and Chi-Square Attribute evaluation 
along with four search methods (viz. Best First, Genetic Search, Rank Search and 
Ranker) 
Two modes can be applied to conduct the feature selection either using the full training 
set or by cross-validation. In our work, we used the full training set in the feature 
selection mode. 
4.3.1 Evaluators 
• Correlation-based Feature Subset Selection (CFSS) is a filter method which 
assesses the predictive ability of each attribute individually and the degree of 
redundancy among them. It prefers sets of attributes that are highly correlated 
within the class while have low inter-correlation (Hall, 1999). 
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• Consistency-based Subset evaluation (CBSE) is a filter method which evaluates 
attribute sets by the level of consistency in class values when the training 
instances are projected onto the set (H. Liu & Setiono, 1996).  
• While the previously mentioned evaluators are attribute subset evaluators, the 
remaining ones are single-attribute evaluators.  
• Principal Components-based Subset evaluation (PCA) performs principle 
components analysis and transforms the set of attributes into a reduced set 
(Binongo, 2003; J. F. Burrows, 1987, 1992; Savoy, 2013b). 
• Chi-Square Attribute evaluation (ChiSAE) evaluates attributes with respect to 
the class through computing the Chi-square statistic(Witten & Frank, 2005). 
4.3.2 Search methods 
• Best First (BF) performs greedy hill climbing with backtracking facility. The 
parameters of BestFirst search method include search dirction. The seach 
direction may be forward, backword or bi-dirctional. forward starts from the 
empty set of attributes, backword starts from the full set, and bi-dirctional 
search in both directions by considering all possible single-attribute additions 
and deletions. We used forward diection as defult parameter. 
• Genetic Search (GS) uses a simple genetic algorithm to perform the search 
(Goldberg, 1989). The parameters of genetic algorithms include crossover 
probability, max generations, mutation probability, and population size. We 
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used the default parameters such that crossover probability is 0.6, the max 
generations is 20, the mutation probability is 0.033, and the population size is 
20. 
• Rank Search (RS) sorts features using an evaluator of single-attribute and then 
ranks promising subsets using an attribute subset evaluator(Witten & Frank, 
2005). To fasten the selection procedure, we used, simple single-attribute 
evaluator, GainRatioAttributeEval. 
• Both Best First and Greedy Stepwise apply greedy hill-climbing but the first 
method is with backtracking while the second method is without backtracking. 
However, they select the same features, as we observed, so we used Best First 
search method. 
• The previous methods are used with attribute subset evaluators while the 
following method is not a search method and it is used with single-attribute 
evaluator. 
• Ranker (R) is a ranking scheme for single attributes and it sorts attributes based 
on their individual evaluations. In addition to ranking attributes, it performs 
attribute selection through removing the attributes with lower ranks through 
setting a cutoff threshold below which attributes are discarded, or specifying the 
number of attributes to retain. As cutoff threshold we used the default value (-
1.8) with PCA. Regarding ChiSAE, we adopt the cutoff threshold to zero since 
the default threshold does not make any reduction in the size of the features, it 
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just ranks the features. That means 216 features have the ranks of zero 
(subtracting the number of selected features with default threshold and the 
selected features with the defined threshold 309-93=216). In other words, the 
default threshold causes no features being discarded. 
4.3.3 Feature selection evaluation  
To evaluate the selection feature techniques we employed them to select the most 
discriminate features from a collection of 309 function words. To evaluate the selected 
feature set, we used five different machine learning classifiers, namely, Logistic, voting 
feature intervals (VFI), MLP, SMO and LS-SVM. 
The number of features obtained when applying the combination of CFSS and BF is 65 
features, while the number of features selected when combining CFSS with GS and RS 
are 63 and 93, respectively. When applying the combination of CBSE and BF the number 
of selected features is 16 while when combining CBSE with GS and RS the number of 
selected features are 82 and 58, respectively. Applying PCA yields 220 selected features 
while the selected features when applying ChiSAE is 93 features. Figure  4-3 shows the 
number of selected features obtained using the feature selection techniques. 
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Figure  4-3 The number of selected function words using the feature selection techniques 
After conducting word level preprocessing operations (i.e. anything other than Arabic 
Alphabet are eliminated including punctuations and the diacritical marks), we used 700 
documents (70%) for training and 300 documents (30%) for testing. 
As shown in Table  4-3, best accuracy of 90.33% is achieved using 93 selected features 
using the combination of CFSS and RS with MLP classifier. These selected function 
words are listed in Appendix B. In the case of Logistic classifier, best accuracy of 
84.33% is obtained using 65 selected features (the combination of CFSS and BF) 
compared with 70% when using the full features. Using MLP and SMO, best accuracy 
rates of 90.33% and 88.67% respectively, are achieved with 93 features that are selected 
using a combination of CFSS and RS while the accuracy of the more the full features 
with MLP and SMO are 89.33% and 87.67%, respectively. VFI has the poorest 
performances over all; however, the highest accuracy of 66.67% (using VFI) is achieved 
using both the combination of CFSS with RS and ChiSAE compared with 64.33% using 
full features. With LS-SVM, best performance of 86% is achieved using the full features 
compared with 81.67% using the selected features (using a combination of CFSS and 
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RS). Figure  4-4 shows the achieved results using the selected classifiers with the feature 
selection techniques.  
Table  4-3 The classification results 
Feature Selection 
Techniques 
Logistic MLP SMO VFI LS-
SVM 
Avg 
CFSS + BF 84.33 85.33 85.67 64.67 77.67 79.53 
CFSS + GS 61.33 70.33 71.67 52.67 64.00 64 
CFSS + RS 79 90.33 88.67 66.67 81.67 81.27 
CBSE + BF 58.67 48.67 53.67 43.67 50.33 51.00 
CBSE + GS 48.67 58.67 63.67 45 57.00 54.60 
CBSE + RS 60.67 82.33 79.33 61.67 72.67 71.32 
PCA 75.33 84.33 81.67 62.6 80.00 76.79 
ChiSAE   79 89.33 88.33 66.67 80.67 80.8 
Full Features 70 89.33 87.67 64.33 86.00 79.47 
 
 
Figure  4-4 Comparisons of feature selection techniques using five machine learning classifiers 
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It can be observed that, generally, the combination of CFSS and RS outperforms other 
selection feature techniques under consideration. It also achieves better accuracy than 
using full features in most cases. The classification ratios of using the full features are 
70% with logistic, 89.33% with MLP, 87.67% with SMO, 64.33% with VFI and 86% 
with LS-SVM while a total of 93 features selected using a combination of CFSS and RS 
has the accuracy of 79% with logistic, 90.33% with MLP, 88.67% with SMO, 66.33% 
with VFI and 81.27% with LS-SVM, as shown in Figure  4-5. 
 
Figure  4-5 Comparison of using full and the selected features using CFSS and RS with five machine 
learning classifiers 
4.3.4 Selected feature vectors 
Based on this comparative analysis, we will use both CFSS with RS and ChiSAE as 
feature selection techniques on stylometric features in this work. In addition, we use 
CFSS with BF as a base line to compare with the work of (Türkoğlu et al., 2007). 
Logistic MLP SMO VFI LSSVM Avg 
CFSS + RS 79 90.33 88.67 66.67 81.67 81.27 
Full Features 70 89.33 87.67 64.33 86 79.466 
60 
62 
64 
66 
68 
70 
72 
74 
76 
78 
80 
82 
84 
86 
88 
90 
92 
Ac
cu
ra
cy
 %
 
Comparison of using Full and Selected Features 
69 
 
When applying the feature selection techniques on ch2gram feature vector the number of 
selected features dropped from  969 to 137 features using  a combination of CFSS and BF 
while it decreased to 231 and 269 features using a combination of CFSS with RS and 
ChiSAE, respectively. 
Regarding ch3gram feature vector, it went down dramatically from 4922 features to 248 
using a combination of CFSS and BF. This is also true when applying a combination of 
CFSS with RS and ChiSAE such that the ch3gram feature vector decreased significantly 
to 831 and 877 features, respectively. The ch4gram feature vector is also reduced 
sufficiently from 7178 features to 237 using a combination of CFSS and BF; it also 
dropped to 1361 features using both a combination of CFSS with RS and ChiSAE. 
Table  4-4 The number of full and selected features 
 Full features BF RS ChiSAE 
FW 309 65 93 93 
Ch1gram 61 31 44 44 
Ch2gram 969 137 231 269 
Ch3gram 4922 248 831 877 
Ch4gram 7178 237 1361 1361 
Ch12gram 1030 145 272 313 
Ch23gram 5891 279 1035 1146 
Ch123gram 5952 285 937 1190 
GFV 382 99 148 149 
 
Therefore, we have 27 different reduced feature vectors as shown in Table  4-5. 
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Table  4-5 Names of full and selected feature vectors 
Description Full feature vector 
Selected features 
using CFSS+BF 
Selected features 
using CFSS+RS 
Selected features 
using ChiSAE 
Function Words FW SFWBF SFWRS SFWChi 
Character uni-grams Ch1gram SCh1BF SCh1RS SCh1Chi 
Character bi-grams Ch2gram SCh2BF SCh2RS SCh2RS 
Character tri-grams Ch3gram SCh3BF SCh3RS SCh3RS 
Character quad-grams Ch4gram SCh4BF SCh4RS SCh4RS 
Combined uni-grams bi-
grams 
Ch12gram SCh12BF SCh12RS SCh12RS 
Combined bi-grams tri-
grams 
Ch23gram SCh23BF SCh23RS SCh23RS 
Combined uni-grams bi-
grams tri-grams 
Ch123gram SCh123BF SCh123RS SCh123RS 
General feature vector GFV SGFVBF SGFVRS SGFVRS 
 
4.4 Conclusions 
Several types of stylometric features including lexical, character and syntactic features 
are extracted as basic features. The extracted features are concatenated to form several 
concatenated feature vectors. Applying lexical, character and syntactic features generates 
high dimensionality feature vectors especially when those features are concatenated to 
generate the combined feature vectors. To overcome the problem of high dimensionality 
of feature vectors we applied feature selection techniques to select the most 
discriminative features and to reduce the size of these feature vectors. To determine 
which of these techniques perform well, we carried out a case study on these selected 
features using five different classifiers. Our results show that a combination of CFSS with 
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RS and ChiSAE techniques tend to outperform other feature selection techniques. As a 
result, we used these techniques in our experiments as described in Chapter 6. This is in 
addition to using a combination of CFSS with BF as base line as it is the default 
technique and is used in previous work. 
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5 CHAPTER 5 
ARABIC SEMANTIC FEATURES CONSTRUCTION 
AND EXTRACTION  
In this chapter we extract new stylistic features for Arabic based on the usefulness of 
information about the style of writing. Arabic is rich with its syntax and rhetorical styles 
that serve to express or provide knowledge in analyzing and understanding the language. 
In the topic under consideration (AA), such information can express and define the 
author’s styles at advanced levels including meaning of expressions, purposes, feelings, 
and rhetorical styles.  
Semantic features have seen limited use. Argamon et al. (2007) addressed English AA 
based on the Systemic Functional Grammar (SFG) theory  which is a functional approach 
to linguistic analysis (Halliday, 1994). Stamatatos (2009) have considered the work of 
(Argamon et al., 2007) as the most significant method to employ semantic information. 
We are not aware of any work utilizing semantic information for Arabic AA. The 
richness of Arabic in grammatical and rhetorical styles can express the author’s styles at 
the levels of meaning of expressions, purposes and feelings. These can be defined as 
semantic features.  
Natural language processing (NLP) tasks can be divided into three levels (viz. low-, 
medium- and high-level tasks). Each level requires special NLP tools to extract the 
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information. Low- and medium- level tasks include tokenizing, streaming, orthographic 
spell checking, sentence splitting, POS tagging, text chunking, and partial parsing. High-
level tasks include full syntactic parsing, semantic analysis, or pragmatic analysis which 
may be still immature for Arabic. There are insignificant works that have been conducted 
to utilize advanced stylometric features. These studies are surveyed in (Efstathios 
Stamatatos, 2009). These techniques resulted in poor accuracy rates. To our knowledge, 
this is the first work to define such Arabic semantic features and to apply them to AA 
This chapter is organized as follows, in section 5.1 we construct the lexicon; we define 
our Arabic semantic features in Section 5.2; Section 5.3 describes semantic features’ 
extraction algorithm, and we finally conclude the Chapter in Section 5.4. 
5.1 Lexicon Construction 
We classify the content of our lexicon into several groups based on the type of its 
elements. Roots and particles consist of one token while a phrase is composed of more 
than one token. We consider the instances of these types of elements in their base and 
their derived forms. Derived forms include all forms that have the same meaning of the 
base form (root) even if they differ in their POS-tags (as our focus is on its semantic 
meaning, not its syntactic form) as shown in Table  5-1. 
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Table  5-1 Examples of base and derived forms as used in this work 
Base form type 
Derived forms 
Prefixes Suffixes Affixes Stem/lemma 
ﻰﻟﺇ ﺔﻓﺎﺿﺇ phrase 
ﻭﻰﻟﺇ ﺔﻓﺎﺿﺇ/ 
ﻹﺎﺑﻰﻟﺇ ﺔﻓﺎﺿ 
- - - 
ﻥﺃ ﻰﻟﺇ ﺔﻓﺎﺿﺇ phrase ﻥﺃ ﻰﻟﺇ ﺔﻓﺎﺿﺇﻭ ﻪﻧﺃ ﻰﻟﺇ ﺔﻓﺎﺿﺇ ﻪﻧﺃ ﻰﻟﺇ ﺔﻓﺎﺿﺇﻭ - 
ﻦﻅ root ﻳﻦﻈ /ﻭﻦﻅ /
ﻓﻦﻈ.../ 
 /ﺍﻮﻨﻅ /ﺖﻨﻨﻅ
... /ﻢﺘﻨﻨﻅ ﻦﻴﻨﻈﺗ /ﻥﻮﻨﻈﻳ 
 /ﻥﻮﻨﻈﻳ
.../ﻦﻴﻨﻈﺗ 
ﻥﺎﻛ root ﻓﻥﺎﻜ ﺖﻧﺎﻛ ﺖﻧﺎﻜﻓ ﻥﻮﻜﻳ /ﻥﻮﻧﻮﻜﻳ /
ﻦﻴﻧﻮﻜﺗ.../ 
ﻥﺇ particle ﻥﺈﻓ ﻢﻬﻧﺇ ﻓﻧﺈﻢﻬ  - 
We listed the forms that can be derived from the roots. For example, the derived forms of 
the root “  َﺣ ِﺴ َﺐ  /Hassib/ (he thought)” are “ ،ﻢﻬﻨﻴﺒﺴﺤﺗ ،ﻥﺎﺒﺴﺤﻳ ،ﻥﺎﺒﺴﺤﺗ ،ﻦﻴﺒﺴﺤﺗ ،ﻥﻮﺒﺴﺤﺗ ،ﻥﻮﺒﺴﺤﻳ
 ،ﻢﻬﺒﺴﺤﺗ ،ﻢﻬﺘﺒﺴﺣ... ”. The characteristic of particles differ from roots in that they have the 
ability of being the suffix and/ or the prefix to the base form. For example, “ﻥﺇ” with a 
suffix “ﻪﻧﺇ” and with a prefix “ﻥﺈﻓ”. While in the case of roots, the root form is changed 
such as “ﻝﺎﻗ /qaal/ (he said)” is changed to “ﻝﻮﻘﻳ /yaqool/ (he says)”. This is in addition to 
adding prefixes and suffixes. We collected most of the base phrases and handled their 
derived forms including prefixes and suffixes.  
To capture most of the semantic information of writing styles, we investigated as many 
expressions as possible that express semantic information. We included most forms of 
each element (elements here mean root, particle or phrase). Considering the basic form of 
each element is not enough to capture sufficient styles. Additionally, listing all derived 
forms of each basic form of elements is a hard task. So, we listed some of the derived 
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forms and processed others based on heuristics and rules. For example, if the element 
consists of more than two tokens then any derived phrase that contains these tokens is 
expected to have the same semantic. This is not true regarding most elements with one 
token. For example, if any term in a document contains the term “ ﻮﺳﻑ  /Sawfa/ (will)” 
and is considered as “affirmation” feature, then this rule will be true for the terms 
“ﻑﻮﺳﻭ”, “ﻑﻮﺴﻓ” while it will include other wrong terms semantically like “ﻑﻮﺴﻛ 
/Kussoof/ (occultation)” and “ﻑﻮﺴﺧ /Khussoof/ (eclipse)”. 
 
The elements “ﺍﺬﺒﺣ” and “ﺍﺬﺒﺣ ﻻ” have different meaning such that the first element is 
praise style (ﺡﺪﻤﻟﺍ ﺏﻮﻠﺳﺃ) while the second one belongs to vilification style (ﻡﺬﻟﺍ ﺏﻮﻠﺳﺃ). The 
phrase “ﺍﺬﺒﺣ ﻻ” when analyzed will be considered as three different styles namely praise 
style (ﺍﺬﺒﺣ), negation (ﻻ) and vilification style (ﺍﺬﺒﺣ ﻻ). Another example is analyzed in 
Table  5-2 such that the phrase “ ﻰﻠﻋ ﻢﻏﺮﻟﺍ ﻦﻣ ﻥﺃ ” should be considered as contrary to reality 
style and should be counted as one feature. However, this phrase when analyzed will be 
considered as several different meanings and is counted as nine features. 
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Table  5-2 An example of noisy semantic features 
The main 
expression ﻰﻠﻋ ﻢﻏﺮﻟﺍ ﻦﻣ ﻥﺃ  
The 
correct 
meaning 
Contrary to reality 
Counted as One feature 
Sub 
expressions ﻰﻠﻋ ﻰﻠﻋ ﻢﻏﺮﻟﺍ  
ﻰﻠﻋ ﻢﻏﺮﻟﺍ 
ﻦﻣ 
ﻰﻠﻋ ﻢﻏﺮﻟﺍ 
ﻦﻣ ﻥﺃ  ﻦﻣ ﻦﻣ ﻦﻣ ﻥﺃ 
The noisy 
meanings 
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Counted as Eight features 
Considering these elements as is may lead to confusion of the author’s style. Such 
elements require special processing to utilize them properly. We first sort the elements of 
the lexicon based on the word n-grams and then based on the character n-grams in 
descending order. Some elements need to be eliminated after counting them. 
Additionally, some elements need to be matched completely as they may contradict with 
other terms and some need to be matched partially as they have the same meaning. In 
addition some articles in Arabic have more than one meaning and distinguishing them is 
not addressed here. These articles are listed as follows.  
•  ْﻦَﻣ (who) is question word and conditional particle while  ْﻦِﻣ (from) is a 
proposition. 
• “ ﱠﻥﺇ” is an affirmative style and “ ِْﻥﺇ” is a conditional style 
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• “ﻱﺃ”  is a Nedda style, conditional style, expository, question words and 
quantifiers 
• “ﺎﻣﺃ” is a additive adversative expressions and prompting and presenting style 
• “ﺍﺫﺇ” is a conditional style and “ﺍًﺫﺇ” is a result expressions 
•  “ ْﻢََﻌﻧ” is an answering term while “ َﻢِْﻌﻧ” is a praise style. 
5.2 Semantic Features Set 
We define 39 semantic features (SF) as shown in Table  5-3. The semantic features 
include the most popular syntax and rhetorical styles in Arabic.  
Table  5-3 Arabic semantic lexicon 
# Name of feature Examples of elements that indicate the style Comments 
1 Additive positive ﻰﻟﺇ ﺔﻓﺎﺿﺇ ،ﺔﻓﺎﺿﻹﺎﺑ ،ﻥﺃ ﻰﻟﺇ ﺔﻓﺎﺿﻹﺎﺑ ،ﻚﻟﺬﻛ ،ﺎﻀﻳﺃ 
link two clauses or 
sentences that share the 
same idea 
2 Additive adversative ﻚﻟﺫ ﻦﻣ ﺲﻜﻌﻟﺍ ﻰﻠﻋ ،ﻥﺃ ﺮﻴﻏ ،ﺎﻤﻨﻴﺑ ،ﻥﺃ ﻻﺇ ،ﻞﺑ ،ﻦﻜﻟ 
link two clauses or 
sentences that have different 
ideas 
3 
Contrary to reality 
(ﻊﻗﺍﻮﻟﺍ ﺔﻔﻟﺎﺨﻣ) 
 ﻊﻣ ،ﻥﺃ ﻦﻣ ﻢﻏﺮﻟﺍ ﻰﻠﻋ ،ﻥﺃ ﻦﻣ ﻢﻏﺮﻟﺎﺑ ، ﻢﻏﺮﺑ ،ﻥﺃ ﻢﻏﺭ
ﻥﺃ 
contrast facts or conflict 
with rules and admitted 
matters 
4 Results 
 ﻰﻠﻋﻭ ،ﻚﻟﺫ ﺔﺠﻴﺘﻧ ،ﻚﻟﺬﻟ ﺔﺠﻴﺘﻧ ،ﺍﺬﻬﻟ ﺔﺠﻴﺘﻧ ،ﺍﺬﻬﻟﻭ ،ﺍﺬﻫ
ﻪﻴﻠﻋ ءﺎﻨﺑ ،ﻚﻟﺬﻟ ،ﻥﺫﺇ 
 
5 Causes 
 ،ﻥﻷ ،ﻝ ﺍﺮﻈﻧ ،ﻞﻀﻔﺑ ،ﺐﺒﺴﺑ ،ﺍﺬﻟ ،ﻼﺌﻟ ،ﻼﻴﻜﻟ ،ﻰﺘﺣ ،ﻲﻛ
ﻥﺃ ﺚﻴﺣﻭ 
 
6 
Doubt and 
likelihoods 
 ،ﺢﺟﺭﻷﺍ ﻰﻠﻋ ،ﻦﻜﻤﻤﻟﺍ ﻦﻣ ،ﻥﺃ ﻞﻤﺘﺤﻤﻟﺍ ﻦﻣ ،ﻭﺪﺒﻳ ،ﺎﻤﺑﺭ
ﻢﻋﺯ ،ﻝﺎﺧ ،ﺐﺴﺣ ،ﻦﻅ ، ﻦﻜﻤﻣ 
 
7 
Necessity and 
requirements 
 ،ﺐﺠﻳ ،ﻲﻀﺘﻘﻳ ، ﻲﻐﺒﻨﻳ  ﻦﻣ ،ﺐﻠﻄﺘﻳ ،ﻱﺩﺆﻳ ،ﻰﻟﺇ ﻱﺩﺆﻳ
ﺐﺟﻮﺘﺴﻳ ،ﻱﺭﻭﺮﻀﻟﺍ 
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 stnemmoC elyts eht etacidni taht stnemele fo selpmaxE erutaef fo emaN #
 noisserpxe selpmaxE 8
ﻣﻦ ﻫﺬﺍ ﺍﻟﻘﺒﻴﻞ، ﻧﺤﻮ، ﻣﺜﻼ، ﻛﻤﺎ، ﻋﻠﻰ ﺳﺒﻴﻞ ﺍﻟﻤﺜﺎﻝ، ﻣﺜﻠﻤﺎ، 
 ﻣﺜﺎﻝ،
 
 9
 dna msinimreteD
 ytniatrec
ﺣﺘﻤﻴﺎ، ﺗﻤﺎﻣﺎ، ﺑﺎﻟﻀﺒﻂ، ﺑﺪﻗﺔ، ﺑﺎﻟﻔﻌﻞ، ﻓﻲ ﺍﻟﺤﻘﻴﻘﺔ، ﻓﻲ 
ﺷﻜﻞ ﺍﻟﻮﺍﻗﻊ، ﻓﻲ ﻭﺍﻗﻊ ﺍﻷﻣﺮ، ﻁﺒﻴﻌﺔ ﺍﻟﺤﺎﻝ، ﻻ ﻣﺤﺎﻟﺔ، 
 ﻣﺤﺘﻮﻡ، ﺑﺎﻟﺘﺄﻛﻴﺪ، ﻣﻦ ﺍﻟﻤﺆﻛﺪ
 
 01
 dna snoisulcnoC
 seirammus
ﺃﺧﻴﺮﺍ، ﺧﺘﺎﻣﺎ، ﻓﻲ ﺍﻟﺨﺘﺎﻡ، ﻓﻲ ﺍﻟﻨﻬﺎﻳﺔ، ﺑﺎﺧﺘﺼﺎﺭ، ﺑﺎﻳﺠﺎﺯ، 
 ﺧﻼﺻﺔ ﺍﻟﻘﻮﻝ، ﻓﻲ ﺍﻷﺧﻴﺮ
 
 yrotisopxE 11
ﺃﻋﻨﻲ، ﺑﻌﺒﺎﺭﺓ ﺃﺧﺮﻯ، ﻣﻌﻨﻰ ﺫﻟﻚ، ﺍﻟﻤﺮﺍﺩ، ﺃﻗﺼﺪ، ﺃﻱ ﺃﻥ، 
 ﺃﻱ، ﻫﺬﺍ ﻳﻌﻨﻲ
 
   ﻋﻠﻰ ﺷﻜﻞ ﺧﺎﺹ، ﺑﺸﻜﻞ ﺧﺎﺹﺑﺎﻷﺧﺺ، ﺧﺼﻮﺻﺎ،  noitaziralucitraP 21
 noitazilareneG 31
ﻋﻤﻮﻣﺎ، ﺑﺸﻜﻞ ﻋﺎﻡ، ﻋﻠﻰ ﺍﻟﻌﻤﻮﻡ، ﻋﺎﻣﺔ، ﻋﻠﻰ ﻭﺟﻪ 
 ﺍﻹﺟﻤﺎﻝ، ﻓﻲ ﻣﺠﻤﻠﻬﺎ، ﻋﻠﻰ ﻭﺟﻪ ﺍﻟﻌﻤﻮﻡ
 
 elbarisednU 41
ﻟﺴﻮء ﺍﻟﺤﻆ، ﻣﻦ ﺍﻟﻤﺆﺳﻒ ، ﻟﻸﺳﻒ، ﻣﻦ ﺍﻟﻤﺤﺰﻥ، 
 ﻳﺆﺳﻔﻨﻲ، ﻳﺤﺰﻧﻨﻲ
 
  ﻟﺤﺴﻦ ﺍﻟﺤﻆ، ﻣﻦ ﺣﺴﻦ ﺍﻟﺤﻆ، ﻳﺴﺮﻧﻲ ، ﻳﺴﻌﺪﻧﻲ elbariseD 51
 noitciderP 61
ﻻ ﻳﺜﻴﺮ ﺍﻟﺪﻫﺸﺔ، ﻟﻴﺲ ﻣﻦ ﺍﻟﻤﺪﻫﺶ، ﻟﻴﺲ ﻣﻦ ﺍﻟﻐﺮﻳﺐ، ﻣﻤﺎ 
 ﻻ ﻳﺜﻴﺮ ﺍﻟﺪﻫﺸﺔ، ﻳﻤﻜﻦ ﺍﻟﺘﻨﺒﺆ ﺑﻪ، ﻣﺘﻮﻗﻊ
 
 gnisirpruS 71
ﻣﻦ ﺍﻟﻤﺪﻫﺶ، ﻣﻦ ﺍﻟﻐﺮﻳﺐ، ﻣﻦ ﺍﻟﻤﺴﺘﻐﺮﺏ، ﺑﺪﻫﺸﺔ، 
 ﺑﺎﻧﺬﻫﺎﻝ، ﻓﺠﺄﺓ، ﻣﻦ ﻏﻴﺮ ﺍﻟﻤﺘﻮﻗﻊ، ﺑﺸﻜﻞ ﻣﻔﺎﺟﺊ
 
 81
ﺍﻹﻗﺮﺍﺭ ( lavorppA
 )ﻭﺍﻹﺛﺒﺎﺕ
  ﺍﻟﻤﻌﺮﻭﻑ ﻣﻦ ﻣﻦ ﺍﻟﻤﻘﺮﺭ، ﻣﻦ ﺍﻟﺜﺎﺑﺖ،
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 evitasucca laibrevdA
 nosaer ro esuac fo
 )ﺍﻟﻤﻔﻌﻮﻝ ﻷﺟﻠﻪ(
ﻋﻨﻮﺓ، ﻁﻮﺍﻋﻴﺔ، ﻗﺴﺮﺍ، ﻫﺪﺭﺍ،  ﺷﻜﺮﺍ، ﺗﻤﺸﻴﺎ، ﺗﺤﺴﺒﺎ،  
 ﻭﻓﻘﺎ، ﺍﺑﺘﻐﺎء، ﺧﺸﻴﺔ، ﻷﺟﻞ
 ,noitavitom eht nialpxe
 eht fo esoprup ro nosaer
 brev
 )ﺍﻟﺘﻮﻛﻴﺪ( noitamriffA 02
ﻛﻠﺘﻴﻬﻤﺎ، ﻛﻠﺘﺎﻫﻤﺎ،  ﺇﻥ، ﺃﻥ، ﺳﻮﻑ، ﻟﻘﺪ، ﻛﻼﻫﻤﺎ، ﻛﻠﻴﻬﻤﺎ،
 ﺟﻤﻴﻌﻬﻢ، ﺟﻤﻴﻌﺎ، ﻋﺎﻣﺘﻬﻢ، ﻧﻔﺴﻪ، ﻋﻴﻨﻪ، ﺃﺟﻤﻌﻮﻥ
 noisserpxe eht nehtgnerts
 sesruocsid dna
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# Name of feature Examples of elements that indicate the style Comments 
21 Quantifiers2
 ،ﺾﻌﺑ ،ﻞﺟ ،ﺔﻣﺎﻋ ،ﺐﻟﺎﻏ ،ﻢﻈﻌﻣ ،ﻊﻴﻤﺟ ،ﺎﺘﻠﻛ ،ﻼﻛ ،ﻞﻛ
،ﻊﻀﺑ ،ﺓﺪﻋ 
specify and determine other 
nouns  
22 Time adverbials 
 ،ﻥﻵﺍ ،ﺮﺧﻵ ﻦﻴﺣ ﻦﻣ ،ﺲﻣﺃ ،ﺍﺪﻏ ،ﺭﺎﻬﻧ ،ﺎﻣﻮﻳ ،ﻡﻮﻴﻟﺍ
ﻙﺍﺬﻨﻴﺣ ،ﺔﻠﻴﻠﻟﺍ ،ءﺎﺴﻣ ،ﺍﺭﺍﺮﻣ ،ﺍﺮﺧﺆﻣ ،ﺲﻣﻷﺎﺑ 
 
23 Place adverbials 
 ،ﻞﻔﺳﺃ ،ﺪﻨﻋ ،ﺖﺤﺗ ،ﻕﻮﻓ ،ءﺍﺭﻭ ،ﻒﻠﺧ ،ﻡﺎﻣﺃ ،ﻦﻴﺑ ،ﻮﺤﻧ
ﻂﺳﻭ ،ﻝﻮﺣ ،ﻰﻠﻋﺃ 
 
24 Questions ﻞﻫ ،ﻱﺃ ،ﻒﻴﻛ ،ﻢﻛ ،ﻦﻳﺃ ،ﻰﺘﻣ ،ﺍﺫﺎﻤﻟ ،ﻦﻣ ،ﺍﺫﺎﻣ  
25 Conditions 
 ،ﻰﺘﻣ ،ﺎﻤﻬﻣ ،ﺎﻣ ،ﻦﻣ ،ﻥﺇ ،ﺎﻤﻔﻴﻛ ،ﺎﻤﺜﻴﺣ ،ﻰﻧﺃ ،ﺎﻤﻨﻳﺃ ،ﻦﻳﺃ
ﺍﺫﺇ ،ﻻﻮﻟ ،ﺎﻤﻠﻛ ،ﻮﻟ ،ﺫﺇ ،ﻱﺃ 
 
26 Negation ﺲﻴﻟ ،ﻻ ،ﻦﻟ ،ﻢﻟ ،ﺎﻣ  
27 Exceptions 
 ،ﺎﺷﺎﺣ ،ﻼﺧ ،ﻼﺧ ﺎﻣ ،ﺮﻴﻏ ،ﻯﻮﺳ ،ﺍﺪﻋ ،ﺍﺪﻋ ﺎﻣ ،ﻻﺇ
ءﺎﻨﺜﺘﺳﺎﺑ 
 
28 
Prompting, 
presenting ( ﺽﺮﻌﻟﺍ
ﺾﻴﻀﺤﺘﻟﺍﻭ) 
ﺎﻣﺃ ،ﻻﺃ ،ﺎﻣﻮﻟ ،ﻻﻮﻟ ،ﻼﻫ 
particles that drew the 
attention of the addressee is 
followed by requested 
sentences. 
29 
Vilification style 
)ﻡﺬﻟﺍ ﺏﻮﻠﺳﺃ( : 
ءﺎﺳ ،ﺲﺌﺑ ،ﺍﺬﺒﺣ ﻻ 
to vilify someone or 
something 
30 Praise style (ﺡﺪﻤﻟﺍ) ﻦﺴﺣ ،ﻢﻌﻧ ،ﺍﺬﺒﺣ 
to praise someone or 
something 
                                                 
2 Quantifiers: These are specific nouns or terms in Arabic that specify and determine other nouns. 
These names may express quantities, majorities, partitions or other types of specification; for examples 
“ﻞﻛ”, “ﻊﻴﻤﺟ”, “ﻢﻈﻌﻣ”, etc. We should differentiate between these nouns (e.g. “ﻊﻴﻤﺟ”, “ﻞﻛ”) and the terms 
of affirmation (e.g. “ﻊﻴﻤﺟ”, “ﻞﻛ”). Assume we have two sentences, “ﺍﻭﺮﻀﺣ ﺏﻼﻄﻟﺍ ﻊﻴﻤﺟ” and “ ﺏﻼﻄﻟﺍ
ﻢﻬﻌﻴﻤﺟ ﺍﻭﺮﻀﺣ”; “ﻊﻴﻤﺟ” in the first sentence refer to quantifiers while in the second indicates affirmation. 
This is also true regarding “ﻞﻛ” and “ﻼﻛ”. Such concerns are taken into account such that according to 
Arabic syntax (or Grammar) theory, “ﻊﻴﻤﺟ”, “ﻞﻛ” and their sisters should be suffixed by personal 
pronouns to be considered as affirmation like “ﻢﻬﻌﻴﻤﺟ”, “ﺎﻤﻫﻼﻛ”, “ﻢﻬﻠﻛ”, etc. 
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# Name of feature Examples of elements that indicate the style Comments 
31 
Needa style ( ﺏﻮﻠﺳﺃ
ءﺍﺪﻨﻟﺍ) 
ﺎﻴﻫ ،ﻱﺃ ،ﺎﻳﺃ ،ﺎﻳ 
call and drew the attention 
of addressee 
32 Answering ﻻ ،ﻱﺇ ،ﻰﻠﺑ ،ﻞﺟﺃ ،ﻼﺑ ،ﻢﻌﻧ  
33 
Demonstrative 
pronouns 
ءﻻﻭﺃ ،ءﻻﺆﻫ ،ﻚﻧﺍﺫ ،ﻥﺍﺬﻫ ،ﻩﺬﻫ ،ﻚﻠﺗ ،ﻚﻟﺫ ،ﻙﺍﺫ ،ﺍﺫ ،ﺍﺬﻫ  
34 Relative pronouns 
 ،ﻥﺎﺘﻠﻟﺍ ،ﻦﻳﺬﻠﻟﺍ ،ﻥﺍﺬﻠﻟﺍ ،ﻲﺘﻟﺍ ،ﻱﺬﻟﺍ ،ﻲﺋﻼﻟﺍ ،ﻦﻳﺬﻟﺍ ،ﻦﻴﺘﻠﻟﺍ
ﻦﻣ ،ﺎﻣ 
 
35 
Exclusivity style 2F3 
(ﺮﺼﺤﻟﺍ ﺏﻮﻠﺳﺃ) 
ﺎﻤﻧﺇ 
it expresses that a matter or 
subject solely belongs to 
particular thing with no 
sharing 
36 
Hopefulness and 
wishful thinking3F4 
(ﻲﻨﻤﺘﻟﺍﻭ ءﺎﺟﺮﻟﺍ) 
ﻮﻟ ،ﻰﺴﻋ ،ﻰﻨﻤﺗ ،ءﺎﺟﺭ ،ﻮﺟﺭﺃ ،ﺖﻴﻟ ،ﻞﻌﻟ  
37 
Incomplete verbs4F5 
(ﺎﻬﺗﺍﻮﺧﺃﻭ ﻥﺎﻛ) 
 ﺎﻣ ،ﺲﻴﻟ ،ﺭﺎﺻ ،ﺕﺎﺑ ،ﻞﻅ ،ﻰﺤﺿﺃ ،ﺢﺒﺻﺃ ،ﻰﺴﻣﺃ ،ﻥﺎﻛ
ﻡﺍﺩ ﺎﻣ ،ﺡﺮﺑ ﺎﻣ ،ﺊﺘﻓ ﺎﻣ ،ﻚﻔﻧﺍ ﺎﻣ ،ﻝﺍﺯ 
Called sisters of verb ‘to 
be’. 
38 Propositions 
 ،ﺍﺪﻋ ،ﻼﺧ ،ﺏﺭ ،ﺬﻨﻣ ،ﻰﺘﺣ ،ﻰﻠﻋ ،ﻦﻋ ،ﻲﻓ ،ﻰﻟﺇ ،ﻦﻣ
ﺎﺷﺎﺣ 
 
39 Deceleration verbs5F6  ،ﺡﺮﺻ ،ﺏﺎﺟﺃﺙﺪﺣ ،ﺩﺭ ،ﻯﻭﺭ ،ﻝﺄﺳ ،ﺐﻘﻋ ،ﻝﺎﻗ ،ﺩﺎﻓﺃ ،ﺮﺒﻋ   
                                                 
3 The difference between the exception style and the exclusivity style is that the exception style is 
grammatical style while the exclusivity style is Rhetorical style. 
4 Hopefulness and wishful thinking (ﻲﻨﻤﺘﻟﺍﻭ ءﺎﺟﺮﻟﺍ): The difference between hopefulness and wishful 
thinking is that when one want something to happen; if this thing is possible then it is called 
hopefulness while if it is not possible or very difficult then it is called wishful thinking. Arabic has 
variety of articles, terms and clauses that refer to them such as “ﻞﻌﻟ” for wishful thinking and “ﺖﻴﻟ” for 
hopefulness. 
5 Incomplete verbs (ﺎﻬﺗﺍﻮﺧﺃﻭ ﻥﺎﻛ): They are also called verbs of being, becoming, remaining and seeming 
which are similar in the meaning and syntactic effect. These verbs describe states of existence such as 
being, inception, duration, and continuation 
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5.3 Arabic Semantic Feature Extraction  
There are techniques that have the ability to extract the expressions when they are 
embedded with suffixes and prefixes. However, these techniques cannot be applied in our 
study as is. These techniques work well with some cases, for example “ﺮﻴﻏ (except)” can 
be derived into several forms with the same semantic such as “ﺮﻴﻏﺃ”, “ﺎﻫﺮﻴﻏ”, “ﺮﻴﻐﺑ”,etc. 
However, they fail in other cases, for example “ﺮﻴﻐﻳ (he changes)” that has a completely 
different meaning. We notice that this issue is more with terms whose size is 2-5 letters 
and is less with larger sizes.  Therefore, we determine the phrases and the terms with 
large size which do not conflict with other expressions or terms when applying such 
techniques. Examples of these elements are “ ﺔﻓﺎﺿﻹﺎﺑ ﻰﻟﺇ ﻥﺃ ”, “ ﺎﻤﻣ ﻻ ﺮﻴﺜﻳ ﺔﺸﻫﺪﻟﺍ ”, “ ﺲﻴﻟ ﻦﻣ 
ﺏﺮﻐﺘﺴﻤﻟﺍ”, “ﺔﺣﺍﺮﺼﺑ”, etc. They retain their meanings even with addition of suffixes, 
prefixes or infixes. Our Arabic semantic feature extraction algorithm is shown in Figure 
 5-1.  
  
                                                                                                                                                 
6 Deceleration verbs: Such information can characterize an author through either the author write his 
ideas or declare other opinions. In other words, when these verbs appear frequently in a document (the 
author just reports or rewords speeches or writings of others otherwise the discourse represent the 
writer’s opinions and ideas). 
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Algorithm Arabic Semantic Feature Extraction 
Input:  SF: Sorted elements of the semantic features in descending order based on the length of word n-grams and then the length of character n-grams. D: preprocessed document after applying word-level preprocessing operations to remove digits, punctuation and diacritical marks, special or noisy symbols and non-Arabic symbols and alphabets 
Output:                SFV: vector of normalized values of semantic features               
Begin SFV(1:39)=InitializeWithZEROES() For each Element E in SF if IsMatchedCompletly(E) then  El=E else           El=*E*   // *  means any prefixes and/ or suffixes end if if IsFound(El, D) then  styleNo=GetStyleNO(E)  SFV (styleNo)++;        if GetWordNGramsLength(El)>=2           Eliminate(El, D)  // eliminate the element El from document D       end if end if end for SFV=NormalizedFeatures(SFV) 
end  
Figure  5-1 The Arabic semantic feature extraction algorithm 
For more details, the algorithm can be described as follows. 
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1. Apply word-level preprocessing operations which eliminate digits, 
punctuation and diacritical marks, special or noisy symbols and non-Arabic 
symbols and alphabets 
2. Label each expression according to its category or semantic style 
3. Sort the list of expressions according to the word n-grams and then the 
character n-grams in descending order. 
4. Determine which of those elements of the lexicon that should be matched 
completely and which should be eliminated after matching (as heuristic 
values) 
5. Search the elements of lexicon in a document 
6. Based on the heuristic, determine whether the element must be matched in the 
given document completely. 
7. Compute the counts of each feature (or style). 
8. If the element contradict with the remaining elements then eliminate it. 
9. Reaped steps 5 to 8 for all texts. 
 
5.4 Conclusions 
In this chapter, we defined a set of the most popular syntax and rhetorical styles of Arabic 
that have the ability to characterize an author and reflect writing style of the author.  
We first look for expressions of Syntax and Rhetorical styles through various references 
of Arabic (Abdullatif, Omar, & Zahran, 2005; Othaimeen, 2005) and websites. To come 
up with semantic features that are as effective as possible, we also collect other elements 
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of Arabic and classify them based on their meaning. We discussed the concerns of 
representation and extraction of these features and handled them effectively. We 
constructed the system of Arabic semantic features which aids for Arabic language 
processing.  
Improving this system through providing several semantic levels instead of one level is 
our future work. Additionally, we aim to apply it on other authorship analysis tasks such 
as authorship characterization and similarity detections. 
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6 CHAPTER 6 
EXPERIMENTS AND RESULTS  
Several techniques have been developed for authorship attribution.  These techniques 
differ in the used features, classification methods, natural language, corpora, and 
methodologies.  
We carried out various experiments using our Arabic authorship attribution corpus which 
is composed of 1000 newspaper articles written by 20 authors in several topics. We 
investigated several stylometric features including vocabulary richness, word frequency, 
specific words, character level n-grams, punctuation marks. We investigated the proposed 
set of function words. We also investigated the combinations of those features. We used 
several classification methods to evaluate these features namely, Euclidian Distance(ED), 
K-Nearest Neighbors (K-NN), Delta rule, Multi-Layer Perceptron (MLP), Least Squares 
Support Vector Machines (LS-SVM) and Sequential Minimum Optimization based 
Support Vector Machine (SMO). We also investigated the effects of feature 
normalization methods. We also evaluated training set representation methods including 
profile-based method and instance-based method. Moreover, we applied several feature 
selection techniques to discriminate the most effective features that have the ability to 
identify the author of a given text. We also compared our work with the most related 
works and we showed that our work compares favorably with published works. We 
achieved accuracy rates exceeds 95% in many cases on our corpus. 
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 This chapter is organized as follows. Section 6.1 describes the classification methods; 
the experiments setup is presented in Section 6.2; Section 6.3 shows the experimental 
results and we summarized the chapter in Section 6.4. 
6.1 Classification Methods 
Several classification methods have been used for the authorship identification task. In 
this thesis, we selected five classifiers namely ED, K-NN, Delta rule, LS-SVM, MLP, 
and SMO.  
ED, K-NN and Delta method are distance-based methods that compute the distance 
between a new pattern with existing instances in the training set. SMO and LS-SVM are 
support vector machine classifiers. The last one (MLP) is using back propagation 
artificial Neural Network classifier.  
The Euclidian distance is computed using the following equation. 
∑
=
−=
n
j
jiji yxD
1
2)(  
Where: 
• iD : is  the  distance  between  the  test  sample  feature  vector  and  the  feature 
vectors of all models. 
• xij: is the jth feature of the feature vector of model i.  
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• yj: is the jth feature of the feature vector of the current test sample. 
• n is the number of features 
K-NN classifies a new pattern based on their similarity to the patterns in the training data. 
Determining the class of the new instance is by majority vote of its metrically nearest 
neighbours. For using K-NN classifier, two objects should be set up the value of K (the 
number of nearest neighbours) and the distance measure such that the default parameters 
are k=1 and the Euclidean distance. We used K-NN method with value of k=3 as there is 
no assumptions that are made about the probability distribution of the features and it is 
suitable for data with complex boundaries between classes (Aha, Kibler, & Albert, 1991). 
We evaluated both Euclidean and city block distances as distance measures of K-NN. 
City block distance is computed using the following equation: 
∑
=
−=
n
i
jiji yxD
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The Delta rule have been applied in previous works (Eder & Rybicki, 2013; Eder, 2010, 
2013; Savoy, 2012a, 2013a). 
• Create author’s profile using the training corpus 
• Standardize features using Z-scores such that: 
i
iij
ij std
tfr
tscoreZ
µ−
=)(-  
• Compute the distance ( Delta rule) as follows: 
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Where: 
• Q  is the unattributed document 
• jA  is the different authors profiles  
• m is number of terms  
SVM is a powerful classifier and achieves high identification rates in previous works. In 
our work we used LS-SVM. LS-SVMs are reformulations of the standard SVMs 
(Suykens & Vandewalle, 1999; Van Gestel et al., 2004) which lead to solving linear 
Karush-Kuhn-Tucker (KKT) systems (Bradante et al., 2011). LS-SVMs are closely 
related to regularization networks (Evgeniou, Pontil, & Poggio, 2000) and Gaussian 
processes (Wahba, 1990) and they also stress primal-dual interpretations. We used LS-
SVM with RBF_kernel kernel function. 
SMO (Platt, 1999) is an algorithm used to speed up the training of SVM through breaking 
a very large quadratic programming (QP) optimization problem in SVM into a series of 
smallest possible QP problems. This in turn avoids using a time-consuming numerical QP 
optimization as an inner loop. The parameters of SMO include the kernel function. We 
used SMO with Polykernel kernel function.  SMO have been used in previous works and 
achieved suitable identification rates (Argamon et al., 2007; Ouamour & Sayoud, 2012; 
Türkoğlu et al., 2007). Türkoğlu, Diri, & Amasyalı (Türkoğlu et al., 2007) compared 
several classification methods namely, SMO, Naive Bayes, Random Forest, K-NN, and 
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MLP that are  implemented on WEKA with its default parameters. They reported that 
SMO achieves higher accuracy rates on Turkish corpora and MLP also achieves good 
performances. We used both MLP and SMO on WEKA (Witten & Frank, 2005) with its 
default parameters. 
Multilayer Perceptron or MLP is a back propagation neural network. Its parameters 
include hidden Layers, the learning rate, its momentum, and the number of epochs. The 
hidden layers present and the number of their nodes are defined by the hidden Layers 
parameter. In our work we used average of the number of attributes and the number of 
class values as the value of this parameter. For example the number of features in PM is 
11 and the number of classes is 20 then the number of the nodes in the hidden layer is 
(11+20)/2 =15 as shown in Figure  6-1. The network in Figure  6-1 has three layers: an 
input layer, hidden layer and output layer. The input layer is on the left in green 
rectangular box (11 attributes) which is connected to a hidden layer. The hidden layer is 
represented by red nodes (15 nodes) which are connected to the output layer. The output 
layer is on the right in orange rectangular boxes (20 classes). For the other parameters we 
used the value of 0.3 for the learning rate, 0.2 for the momentum parameter and 500 for 
the number of Epochs parameter. 
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Figure  6-1 Example of the structure of the MLP of PM feature vector 
 
6.2 Experimental Setup 
In our experiments, we selected 50 documents per each author (i.e. we selected the first 
50 documents for each author). The selected number of documents is almost equal to the 
available number of some authors. In all our experiments, 700 documents (70%) were 
used for training and 300 documents (30%) were used for testing. 
Some preprocessing operations on the corpus are carried out to determine the probable 
author of a given text.  We considered the main body of the text (excluding titles, author 
names, dates, etc.). Then we addressed two levels of preprocessing. Character level 
processing includes some operations: (1) Eliminating the diacritics including ( ، ّـ ،ْـ ، ُـ ،ِـ، َـ
 ٍـ ، ٌـ، ًـ), (2) Eliminating none-Arabic terms and symbols or alphabets, (3) Removing the 
noisy symbols (other than punctuation marks). This level is applied at the character level. 
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At the word level in the preprocessing phase, we eliminated both punctuation marks and 
digits. While eliminating the titles, author names, dates of articles is done manually, the 
rests of preprocessing operations are conducted automatically through our developed 
system. 
6.3 Experimental Results 
We carried out many experiments using the selected classifiers to evaluate the 
performance of the extracted feature vectors that represent several types of stylometric 
features individually and in combinations. We evaluated the performances of these 
features before and after applying the feature selection techniques to evaluate the effect 
of feature selection techniques on the features with regards to Arabic corpus.   
6.3.1 Lexical features 
We consider three main feature vectors as lexical features namely words frequency, word 
n-grams richness and specific words. We considered the words that occur in the training 
corpus more than 49, 99 and 149 (word1GTH49fv, word1GTH99fv, and 
word1GTH149fv, respectively). We used the different feature normalization methods 
(absolute frequencies of terms and their standardized scores) to analyze their effects on 
identifying the possible author of unattributed texts. We used the relative frequencies and 
Z-scores (with the zero mean and one standard deviation).  As a result, we obtained nine 
feature vectors called: the frequency of terms that occur more than 49 (FWGTH49fv), the 
frequency of terms that occur more than 99 (FWGTH99fv), the frequency of terms that 
occur more than 149 (FWGTH149fv), the relative frequencies of terms that occur more 
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than 49 (LWGTH49fv), the relative frequencies of terms that occur more than 99 
(LWGTH99fv), the relative frequencies of terms that occur more than 149 
(LWGTH149fv), the Z-scores of terms that occur more than 49 (ZWGTH49fv), the Z-
scores of terms that occur more than 99 (ZWGTH99fv), and the Z-scores of terms that 
occur more than 149 (ZWGTH149fv). 
As shown in Table  6-1, best accuracy rates of 99% are obtained using the term 
frequencies that occur more than 49, the relative frequencies of terms that occur more 
than 49 and the Z-scores of terms that occur more than 49 with SMO. The use of the 
absolute values or the standardized values does not affect the accuracy of SMO. The 
average accuracy of 87.78% using Z-scores tends to be the best. The height average 
accuracy rate of 88.67% is obtained using the Z-scores of terms that occur more than 149 
while best average accuracy rate of 98.11% is obtained using SMO. The accuracies 
achieved using Z-scores outperform those obtained using the absolute frequencies and 
relative frequencies with distance-based classification. With LS-SVM, however, the 
highest average of accuracy rates of 93.44% is obtained using the absolute frequencies.  
Based on the obtained results shown in Table  6-1 we will use K-NN classifier with City 
block distance in our remaining experiments. 
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Table  6-1 Accuracy rates of word features that occur more than 49, 99, and 149 using three different feature normalization methods 
 
Absolute frequencies 
Avg. 
Relative frequencies  
Avg. 
Z-scores 
Avg. 
FWGTH49 FWGTH99 FWGTH149 LWGTH49 LWGTH99 LWGTH149 ZWGTH49 ZWGTH99 ZWGTH149 
ED 84.67 83.33 81.33 83.11 88.00 86.00 84.67 86.22 91.33 90.33 88.67 90.11 
K-NN 
(CB) 
41.67 63.67 71.00 58.78 79.00 83.00 85.67 82.56 76.00 82.67 83.33 80.67 
K-NN 
(ED) 
75.00 81.67 78.33 78.33 72.67 72.67 71.00 72.11 76.00 79.33 79.67 78.33 
SMO 99 97 96.67 97.56 99 98 97.67 98.22 99 97.33 98 98.11 
LS-
SVM 94.67 93.33 92.33 93.44 84.67 92.00 93.33 90 90.67 90.67 93.67 91.67 
Avg. 79.002 83.8 83.932 82.24 84.67 86.33 86.47 85.82 86.6 88.07 88.67 87.78 
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Specific words 
We extracted the terms that are used by each author only or uncommon terms and 
we called these features Specific Words. Because of the complicated inflections of 
Arabic we evaluated two cases; the specific words that occur more than two in 
authors’ profile (specifcwGTH2fv) and the words that occurs more than three 
authors’ profile (specifcwGTH3fv).  For each feature vector we considered the 
absolute frequency and the relative frequencies. Therefore, we obtained four 
different feature vectors: the absolute frequencies of specific words that occur 
more than two (FSpWGTH2fv), the absolute frequencies of specific words that 
occurs more than three (FSpWGTH3fv), the relative frequencies of specific words 
that occurs more than two (LSpWGTH2fv) and the relative frequencies of 
specific words that occurs more than three (LSpWGTH3fv).  In general, the 
accuracy rates obtained using such features are poor where the highest accuracy 
rate is 66.33% obtained from LSpWGTH2 using SMO as shown in Table  6-2.  
Table  6-2 Accuracy rates of specific words per author 
 Absolute frequency  Relative frequencies  
FSpWGTH2 FSpWGTH3 LSpWGTH2 LSpWGTH3 
ED 40.00 38.00 43.67 39.33 
K-NN (CB) 15.00 21.67 15.00 23.00 
K-NN (ED) 23.67 29.00 30.00 34.33 
SMO 63 56.67 66.33 55.67 
LS-SVM 45.00 45.33 40.33 40.67 
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We tried to improve the accuracy of the specific words by combining them to 
other vectors such that we combined word1GTH149fv and specifcwGTH3fv to 
obtain a new combined feature vector of 1000 features. In addition to the absolute 
frequency, we considered the relative frequencies to obtain two combined features 
called FCoSpW and LCoSpW. Unfortunately, the specific words have negative 
effects on the original feature vectors as shown in the 4th and 5th columns in Table 
 6-3. This may be attributed to the many zeroes in the vectors of specific words. 
To improve the results, we suggest using roots of words (or lemmas) instead of 
words and applying smoothing techniques in the future. 
Table  6-3 Accuracy rates of words occurring >=150 and the combined specific words and 
words occurring >=150 
 FWGTH 149 LWGTH 149 FCoSpW LCoSpW 
ED 81.33 84.67 82.00 83.67 
K-NN 71.00 85.67 71.67 89.33 
K-NN (ED) 78.33 71.00 79.67 72.33 
SMO 96.67 97.67 96.33 96.67 
LS-SVM 92.33 93.33 92.00 92.33 
To our knowledge, the Delta rule has not been used for Arabic AA. Delta rule has 
been applied to other languages including English Italian, France, German, 
Hungarian and Greek (Eder & Rybicki, 2013; Eder, 2010, 2013; Savoy, 2012a, 
2012b, 2013a). We used it to conduct experiments with words’ frequencies. It is 
reported that the accuracy that was achieved using the most 400 frequency terms 
(as the best case) is 63.70, and 76.07 for English and Italian corpora respectively 
using a threshold of 400 (Savoy, 2012a, 2013a). We here need to investigate the 
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best value of n most terms’ frequency as parameter for Delta rule. We started with 
terms that occurs more than or equal to 50, 100, 150, 200, 300 and 400 in the 
training corpus. Best accuracy rate of 74.33% is obtained with terms that occurs 
more than or equal to 150 as shown in Table  6-4. 
Table  6-4 Investigating values of n most word frequency  
 n>=50 n>=100 n>=150 n>=200 n>=300 n>=400 
Delta rule  accuracy% 67.67% 73.00% 74.33% 68.33% 58.00% 50.00% 
We believe that this threshold is equivalent to that used in previous works (Savoy, 
2012a, 2013a) for several reasons; the characteristics of Arabic where it is more 
inflectional, the number of works per author in these studies seem to be larger 
than ours and these values achieve the highest accuracies in our work and in 
(Savoy, 2012a, 2013a). The accuracy rates that are obtained using Delta rule 
ranged from 63.70 to 76.07 based on three different languages with somewhat 
equivalent corpora (number of authors and genre of data). We considered these 
accuracy rates as the baseline in our work. Using ED instead of the Delta rule 
distance resulted in improved accuracy in all cases as shown in the second row of 
Table  6-5. Using the Delta rule with instance based method instead of profile-
based method to represent the training corpus improved the accuracy rates with 
most thresholds compared with our baseline performance (except the case of 
n>=50). Comparing with the ED based profile-based method the accuracy 
improved dramatically with 200, 300 and 400 thresholds as shown in the third 
row in Table  6-5. Best accuracy of 92.33% is obtained using the Delta rule with 
instance based method and with threshold of 200. Using ED with instance-based 
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method to represent the training samples improved the accuracy dramatically with 
all thresholds as shown in the fourth row of Table  6-5. The accuracy obtained 
from ED and instance-based method outperforms the other methods for thresholds 
of 50, 100, and 150. It has less accuracy than the Delta and instance based method 
with the remaining thresholds of 200, 300 and 400. The ED and instance-based 
method is preferable as the highest average accuracy of 83.89% is obtained using 
it. The Delta and instance-based method may be applied with reduced size of 
features as it outperforms the other cases with thresholds of 200, 300 and 400. It 
is clear that, the accuracy of authorship attribution is influenced by the training 
data representation method, the values representation (standardized scores) and 
the distance measures. 
Table  6-5 Comparing the accuracy rates of baseline Delta rule with our modifications 
 n>=50 n>=100 n>=150 n>=200 n>=300 n>=400 Avg. 
Delta and Profile-based 
method (Baseline) 
67.67 73.00 74.33 68.33 58.00 50.00 65.22 
ED based Profile-based 
method 
90.33 86.33 86.33 84.67 75.00 71.33 82.33 
Delta and instance-based 
method 
54.00 73.67 83.00 92.33 89.00 81.33 78.89 
ED and instance-based 
method 
91.33 90.33 88.67 84.33 76.00 72.67 83.89 
 
We compared our work with previous approaches (Savoy, 2012a, 2013a) as 
shown in Table  6-6 which shows our methods outperform these approaches.  
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Table  6-6 Comparison of our methods and the approaches of (Savoy, 2012a, 2013a) using Delta 
rule. 
 
6.3.2 Character-based features 
As mentioned we considered punctuation marks (PM) and character level n-grams 
(n=1-4) as character features. Intuitively, punctuation marks individually are poor 
for identifying authors. The obtained accuracies using PM ranged between 40 
with SMO to 53% with LS-SVM.  
Regarding character level n-grams, a best accuracy rate of 99.67% is obtained 
using both character tri- and quad-grams with SMO. Best accuracy rate of 97.33% 
is obtained using Ch4grams using ED. The accuracy rates fluctuate between 
80.33% and 95.67% using Ch1gram, Ch2gram and Ch3gram with ED. In general, 
the lowest accuracy rates are achieved with K-NN where a poorest accuracy rate 
of 9.67% is obtained using Ch4gram while the other accuracy rates ranged from 
Approach 
(Savoy, 2012a, 
2013a) 
(Savoy, 2012a, 
2013a) 
Our baseline 
method 
Our modified 
method 
Language English Italian Arabic Arabic 
Features Frequency 
terms 
Frequency 
terms 
Frequency 
terms 
Frequency 
terms 
Number of authors 20 20 20 20 
Size of corpus 5408 4326 1000 1000 
Genre Newspaper 
articles 
Newspaper 
articles 
Newspaper 
articles 
Newspaper 
articles 
Subjects Several topics Several topics Several topics Several topics 
Accuracy 63. 70% 76.07% 74.33% 92% 
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71% to 78.67% using Ch1gram, Ch2gram and Ch3gram as shown in Table  6-7. 
The highest accuracy rate of 96% is achieved using Ch2gram with LS-SVMO 
whereas accuracy rates of 89.33%, 76% and 83.67% are obtained using Ch1gram, 
Ch3gram and Ch4gram, respectively. 
With respect to variable character level n-grams feature vectors including 
Ch12gram, Ch23gram and Ch123gram, best accuracy rate of 99.67% is obtained 
using Ch23gram with SMO. This is followed by an accuracy rate of 99% which is 
achieved using Ch12gram with SMO. We mean here by variable n-grams that the 
feature vector contains different length of n for example Ch12grams contains both 
uni- and bi-grams. In contrast, the fixed length of n-grams contains a fixed value 
for n such as Ch2gram contains just measures of character bi-grams.  
Best average accuracy rate of 99.45% is obtained using variable character level n-
grams (or combined character n-grams) including Ch12gram, Ch13gram and 
Ch123gram with SMO. This is better than an average accuracy rate of 97.75% 
obtained using fixed character level n-grams including Ch1gram, Ch2gram and 
Ch2gram as shown in Table  6-7. 
An average accuracy rate of 96% is obtained using variable length character level 
n-grams with ED which is better than an average accuracy rate of 88.92% using 
fixed character level n-grams. This is true regarding K-NN where an average 
accuracy rate of 86% is obtained using the variable length character level n-
grams. This is compared with an average accuracy rate of 59.25% obtained using 
the fixed length character level n-grams. Unlike LS-SVM, an average accuracy 
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rate of 86.25% is obtained using fixed length character level n-grams which is 
better than that obtained using the variable length character level n-grams where 
the average accuracy rate is 83.44%. 
6.3.3 Syntactic features 
As reported above, we have proposed a collection of 309 function words (FW). 
The best accuracy rate of 87.67% is achieved with SMO. The accuracy rates of 
63.33%, 71.33% and 86% are obtained with ED, K-NN, and LS-SVM, 
respectively as shown in Table  6-7. 
6.3.4 General feature vector 
As described above, we combined FW, Ch1gram and WR to obtain a new feature 
vector called general feature vector (GFV). Best accuracy rate of 98.67% is 
obtained with SMO. The accuracy rates of 63.67%, 81.67% and 92.67% are 
achieved with ED, K-NN, and LS-SVM, respectively. 
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Table  6-7 Character, syntactic and general feature vectors results 
Stylometric 
Character features Syntactic 
Features 
General 
Feature 
vector 
PM 
Fixed length character n-grams Variable  length character n-grams 
Feature vector/ 
classifier Ch1gram Ch2gram Ch3gram Ch4gram Avg. 
Ch12 
gram 
Ch23 
gram 
Ch123 
gram Avg. FW 
GFV 
[FW+ 
Ch1+WR] 
ED 41.33 82.33 80.33 95.67 97.33 88.915 80.33 96.00 96.00 90.78 63.33 63.67 
K-NN  52.00 78.67 77.67 71.00 9.67 59.25 78.00 85.67 86.00 83.22 71.33 81.67 
LS-SVM 53.00 89.33 96.00 76.00 83.67 86.25 95.67 77.33 77.33 83.44 86.00 92.67 
SMO 40 92.67 99.00 99.67 99.67 97.75 99 99.67 99.67 99.45 87.67 98.67 
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6.3.5 Semantic features 
To our knowledge, this is the first work to define semantic features using syntax and 
rhetorical Arabic styles and apply them on Arabic AA. One serious work that applied 
semantic features to English (Argamon et al., 2007). We proposed a set of 39 semantic 
features (SF) which include the most popular grammatical and rhetorical Arabic styles. 
The extracted features are evaluated on our built corpus. We tested the SF using different 
classification methods including ED, K-NN, MLP, LS-SVM and SMO. We also used 
SMO with 10 fold cross validation in order to compare our proposed approach with the 
approach of (Argamon et al., 2007).  That approach is based on principles of Systemic 
Functional Grammar (SFG) (Halliday, 1994). As shown in Table  6-8, the highest 
accuracy of 71.8% is obtained using SMO 10- fold cross validation. Both of LS-SVM 
and SMO also tend to achieve good accuracy of 70%. We then combined SF with FW to 
obtain a combined function words and semantic features (FWSF) with size of 348 
features. Highest accuracy rate of about 91% is obtained using SMO and MLP. The 
accuracy of about 90% is obtained using SMO 10-fold-CV. The semantic features 
improved the performance of FW in all cases.  
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Table  6-8 Accuracy rates using semantic features 
 SF FW FWSF 
ED 59.33 63.33 66.67 
K-NN 56.67 71.33 72.67 
LS-SVM 70.00 86.00 86.67 
MLP 63.33 90.33 91.33 
SMO 69.67 87.67 91.00 
SMO 10 fold CV 71.8 88.8 89.6 
It is noteworthy that the more advanced features are used the low accuracy rate is 
obtained with AA. Character features outperform lexical features and lexical features 
outperform syntactic features which outperform semantic features. The works of 
(Ouamour & Sayoud, 2012; Türkoğlu et al., 2007) confirm these findings regarding 
character and lexical and syntactic features while the work of (Argamon et al., 2007) 
confirms our findings regarding syntactic and semantic features. So the accuracy of our 
semantic system is suitable for AA since such features deal with and detect hidden 
writing styles of authors. We compared our work with the work of  (Argamon et al., 
2007) as shown in Table  6-9. Our semantic features compare favorably with the reported 
system. Additionally, our system is applied to 20 authors while the compared work is 
applied to just eight authors. In general, the number of candidate authors is inversely 
proportional to the accuracy of the features (Luyckx & Daelemans, 2011).  
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Table  6-9 Comparisons of our semantic features accuracy with (Argamon et al., 2007) 
 (Argamon et al., 2007) Our approach 
Language English Arabic 
Num of authors 8 20 
Genre of corpus Novel chapters Newspaper articles 
features FW, SF and SF+FW FW, SF and SF+FW 
Classifier SMO 10 fold CV SMO 10 fold CV 
Identification rate 
using FW 
85% 88.8% 
Identification rate 
using SF 
71.5% 71.8% 
Identification rate 
using FWSF 
89% 89.6% 
 
This comparison seems week as we compare English results with Arabic. We are not 
aware of any similar work on Arabic. This gives us indication of our work.  
6.4 Selected Features 
 We have conducted comparative analysis of different feature selection techniques. Based 
on our experiments reported in Chapter 4, we decided to use CFSS with RS and ChiSAE 
as feature selection techniques on stylometric features in this work. We used CFSS with 
BF as a base line to compare with the feature selection technique used in the work of 
(Türkoğlu et al., 2007). These techniques are applied to optimize the accuracy rate of 
both character and syntactic features since with respect to lexical features we used the 
most frequency terms as described above.  
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The best accuracy rates for function words are obtained from selected features using both 
CFSS with RS and ChiSAE where best accuracy rate of 90.33% is obtained using 
CFSS+RS method as shown in Table  6-10. The accuracy rates using function words in 
the literature does not exceed 90%. For example, the accuracy rates obtained by (Pavelec 
et al., 2008) and (Varela et al., 2011) are 83.2% and  74%, respectively in the best cases 
on Portuguese. To consider the work of (Shaker & Corne, 2010) we should take the 
average accuracy of all pair of authors since they reported their results based on binary 
classification. The accuracy rate of 87.64% based on the reported accuracies was 
obtained using 65 Arabic function words applied on Arabic novels written by six authors.  
An accuracy of 85% is obtained by (Argamon et al., 2007) using 675 English function 
words. Other works did not use FW individually but they combined them with other 
features (Abbasi & Chen, 2005; Argamon et al., 2007; Türkoğlu et al., 2007; Zheng et al., 
2005). Our proposed function words can identify the possible author of disputed texts 
efficiently and compares with the literature favorably. 
Table  6-10  Accuracy rates of full and selected feature vectors using function words 
 FW SFWBF SFWRS SFWChi 
ED 63.33 59.33 61.33 61.33 
K-NN  71.33 65.67 70.00 70.00 
LS-SVM 86.00 79.00 81.00 81.33 
SMO 87.67 85.67 88.67 88.33 
MLP 89.33 85.33 90.33 89.33 
Avg. 79.532 75 78.266 78.064 
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With respect to character level uni-gram, the best accuracy rate of 93.67% is obtained 
from optimized features using CFSS+RS and ChiSAE, as shown in Table  6-11. In many 
cases CFSS+RS and ChiSAE tend to outperform the full feature vector and CFSS+BF.  
The full feature vector and selected features using CFSS+RS are achieved better accuracy 
rates of 82.33% and 81.00%, respectively using ED. This is also true with MLP, where 
the full feature vector with an accuracy rate of 92.33% outperforms the selected feature 
vectors. 
Table  6-11 Accuracy rates of full and selected feature vectors using character uni-gram 
 Ch1gram SCh1BF SCh1RS SCh1Chi 
ED 82.33 81.00 79.00 79.00 
K-NN 78.67 77.33 79.33 79.33 
LS-SVM 89.33 87.33 89.00 89.33 
SMO 92.67 92.33 93.67 93.67 
MLP 92.33 91.67 91.67 90.33 
Avg. 87.07 85.932 86.53 86.33 
Regarding character level bi-grams, best accuracy rate of 99% is obtained using the full 
features with SMO, as shown in Table  6-12. In cases of ED, SMO and LS-SVM, full 
feature vectors tend to outperform the selected feature vector. These insignificant drops, 
however, in the accuracy rates are negligible so selected features still outperform the full 
features regarding time and space.  In case of K-NN, the highest accuracy rate of 84% is 
obtained from SCh2BF while the best accuracy rate of 98.33% is obtained using 
SChi2Chi.  
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Table  6-12 Accuracy rates of full and selected feature vectors using character bi-gram 
 Ch2gram SCh2BF SCh2RS SCh2Chi 
ED 80.33 62.00 64 66.67 
K-NN  77.67 84.00 78.67 80.33 
LS-SVM 96.00 93.00 93.33 95.33 
SMO 99.00 97.67 98.67 98 
MLP 89.33 98 97.67 98.33 
Avg. 88.466 86.93 86.47 87.73 
With regard to character tri-grams, as shown in Table  6-13, best accuracy rate of 99.67% 
is obtained using full features and SMO. In the case of ED and SMO, full features 
outperform the selected features insignificantly (the differences in accuracy rates are 
negligible). Therefore, selected features still outperform the full features regarding time 
and space.  In the case of K-NN and LS-SVM, highest accuracy rates of 90.33% and 
96% respectively are obtained using SCh2ChiS.  
Table  6-13 Accuracy rates of full and selected features using character tri-gram 
 Ch3gram SCh3BF SCh3RS SCh3Chi 
ED 95.67 90.67 92.67 93.67 
K-NN 71.00 86.67 89.67 90.33 
LS-SVM 76.00 95.33 91.00 96.00 
SMO 99.67 97.00 98.67 98.33 
Avg. 85.59 92.42 93.00 94.58 
With respect to character quad-grams, as shown in Table  6-14, best accuracy rate of 
99.67% is obtained using Ch4gram, SCh4RS and SCh4Chi with SMO. In the case of ED 
108 
 
and SMO, full feature vectors outperform the selected feature vectors insignificantly (the 
differences in accuracy rates are negligible). Therefore, selected features still outperform 
the full features regarding time and space.  In the case of K-NN and LS-SVM highest 
accuracy rates of 90.33% and 96% respectively are obtained using SCh2ChiS. In most 
cases the selected feature vectors achieved higher accuracy rates than full features. 
Poorest accuracy rate of 9.67% is obtained using Ch4gram with K-NN. This may be 
attributed to the many zeroes in the feature vector. 
Table  6-14 Accuracy rates of full and selected features using character quad-gram 
 Ch4gram SCh4BF SCh4RS SCh4Chi 
ED 97.33 95.00 97.00 97.00 
K-NN 9.67 85.67 80.00 80.00 
LS-SVM 83.67 90.33 88.67 96.33 
SMO 99.67 98.00 99.67 99.67 
Avg. 72.585 92.25 91.335 93.25 
 
Best accuracy rate of about 99% is obtained using Ch12gram, SCh12RS and SCh12Chi 
using SMO, as shown in Table  6-15. Best accuracy rate of 80.33% is obtained using 
Ch12gram and ED. Using K-NN, the selected features outperform the full features with a 
best accuracy rate of 85.00% using SCh12BF. Using LS-SVM, best accuracy rate of 
95.67 is obtained using both Ch12gram and SCh12Chi. 
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Table  6-15 Accuracy rates of full and selected features using combined character uni- and bi-grams 
 Ch12gram SCh12BF SCh12RS SCh12Chi 
ED 80.33 64.33 64.00 66.67 
K-NN 78.00 85.00 79.67 80.67 
LS-SVM 95.67 95.00 94.33 95.67 
SMO 99 97 98.67 98.67 
Avg. 88.25 85.33 84.17 85.42 
 
Best accuracy rate of about 99.67% is obtained using Ch23gram, SCh23RS and 
SCh23Chi with SMO, as shown in Table  6-16. Best accuracy rate of 96% is obtained 
using Ch23gram and ED. The selected features outperform the full features and other 
selected features using K-NN such best accuracy rate of 91.33% is obtained using 
SCh23Chi. Best accuracy rate of about 92% is obtained using the selected features 
(SCh23RS) and LS-SVM. 
Table  6-16 Accuracy rates of full and selected features using combined character bi- and tri-grams 
 Ch23gram SCh23BF SCh23RS SCh23Chi 
ED 96.00 89.67 92.00 93.33 
K-NN  85.67 88.67 90.67 91.33 
LS-SVM 77.33 91.67 92.00 91.33 
SMO 99.67 98.33 99.33 99.33 
Avg. 89.6675 92.085 93.5 93.83 
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Best accuracy rate of 99.67% is obtained from Ch123gram and SCh123RS with SMO as 
shown in Table  6-17. Best accuracy rate of 96% is obtained using Ch123gram and ED. 
The selected features (SCh123Chi) outperform the full features (Ch123gram) using K-
NN such that best accuracy rate of 91.33% is obtained using SCh123Chi. Best accuracy 
rate of 97% is obtained using SCh123Chi and LS-SVM. 
Table  6-17 Accuracy rates of full and selected feature vectors using combined character uni-, bi- and tri-
grams 
 Ch123gram SCh123BF SCh123RS SCh123Chi 
ED 96.00 87.67 90.33 93.33 
K-NN  86.00 88.33 86.00 91.33 
LS-SVM 77.33 96.33 94.67 97.00 
SMO 99.67 99 99.67 99.33 
Avg. 89.6675 92.085 93.5 93.83 
 
The average accuracy rates of selected features are higher than the full feature vectors, as 
shown in Table  6-18. Highest average accuracy rate of 89.31% is obtained using ChiSAE 
which is followed by an average accuracy rate of 88.24% obtained using CFSS+RS. 
These averages outperform the average of the base line feature selection technique 
(CFSS+BF). Highest average accuracy rate of 95.25% is obtained from the selected 
features of Ch123gram using ChiSAE. 
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Table  6-18 The average accuracy rates of full and selected features obtained using different classification 
methods 
 
Avg. (full 
features) Avg.(CFSS+FB) Avg. (CFSS+RS) 
Avg. 
(ChiSAE) 
FW 79.53 75 78.27 78.06 
Ch1gram 87.07 85.93 86.53 86.33 
Ch2gram 88.47 86.93 86.47 87.73 
Ch3gram 85.59 92.42 93.00 94.58 
Ch4gram 72.59 92.25 91.34 93.25 
Ch12gram 88.25 85.33 84.17 85.42 
Ch23gram 89.67 92.08 93.5 93.83 
Ch123gram 89.75 92.83 92.67 95.25 
Avg. 85.11 87.85 88.24 89.31 
 
We compared these accuracy rates with the most related work (Türkoğlu et al., 2007). 
Türkoğlu et al.(Türkoğlu et al., 2007) used CFSS+BF with five WEKA classifiers (viz. 
Naive Bayes, SVM, Random Forest, k-Nearest Neighbor, and MLP) with many 
stylometric features extracted from Turkish corpora. The used feature selection technique 
by Türkoğlu et al.(Türkoğlu et al., 2007) is one of the feature selection techniques that we 
used as baseline (CFSS+BF). Comparing its accuracy rate using (CFSS+BF) with the 
other used techniques (CFSS+RS and ChiSAE), we find in most cases (four cases out of 
five) that the combination of CFSS+RS, and ChiSAE outperform (CFSS+BF) technique. 
In general, the accuracy rates obtained using CFSS+RS, and ChiSAE are higher than the 
accuracy rates of the baseline feature selection technique (CFSS+BF). 
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6.5 Conclusions 
We investigated several types of stylometric features including lexical, character, 
syntactic and semantic features. We obtained high accuracy rates exceeding 99% in many 
cases on the corpus of 20 authors and 1000 documents. We investigated vocabulary 
richness and word level as lexical features. To our knowledge, this is the first time to 
investigate word n-grams richness in word bi-, tri- and quad-grams and it is the first time 
to use specific words per authors. We investigated punctuation marks and character level 
n-grams. For character n-grams we used both fixed length character n-grams and variable 
length n-grams by combining uni-, bi-, and tri-grams feature vectors.  We also 
investigated the proposed collection of Arabic function words. We combined an instance 
of lexical, an instance of character, and syntactic features to create the general feature 
vector which achieves higher accuracy rates than the individual ones. We tested our 
Arabic semantic lexicon and showed how such features aid in gaining insight about the 
author of a given text and which compare favorably with other works. We used ED, K-
NN, Delta rule, MLP, LS-SVM, and SMO classification methods to investigate our 
features. Character features tend to outperform the other features and SMO achieves the 
highest accuracy rates. Other classification methods performed well, too. The achieved 
accuracies of the proposed function words indicate that they might be generalized for AA 
purpose. 
Best accuracy rates of 99.67% are obtained from Ch3gram Ch4gram, Ch23gram, 
Ch123gram, SCh4RS, SCh4Chi and SCh123RS with SMO. These are followed by the 
accuracy rates of about 99% which are obtained from word1GTH49fv, Ch2gram, 
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Ch12gram, SCh12RS and SCh12Chi. High accuracy rates are obtained using other 
techniques. For example, LS-SVM achieves the accuracy rate of 97.00% using 
SCh123Chi. ED achieved accuracy rates of about 97.33% with Ch4gram, SCh4Chi and 
SCh4RS. K-NN achieved best accuracy rate of 91.33% using SCh23Chi and SCh123Chi. 
Other methods and techniques achieved acceptable accuracy rates and they compare 
favorably with previous works. Both fixed length and variable length character n-grams 
resulted in high accuracy rates. The fixed length character n-grams outperformed the 
variable length character n-grams. To our knowledge, it is also the first time to 
investigate the effects of using different feature normalization methods to AA. We also 
investigated the effects of training set representation methods including profile-based 
method and instance-based method. The instance-based method achieved better accuracy 
rates. We also optimized the extracted features by applying feature selection techniques. 
The selected features tend to perform better especially in terms of time and memory. 
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7 CHAPTER 7 
CONCLUSIONS AND FUTURE WORKS  
We conducted a comprehensive literature survey for authorship attribution researches. 
In this survey, the contributions, strengths and limitations of published works are 
discussed. These publications were classified based on the types of stylometric features, 
the AA classification methods and techniques, the selection feature techniques and the 
corpora used. The characteristics of Arabic and its challenges from the point of view 
AA are presented. 
We designed a corpus which consists of selected newspapers’ articles published in 
Alriyadh, Alhayat and Shorouk newspapers during the period from 2011 to 2013 
written by a total of 20 well-known regular authors (columnist) to build a benchmarking 
dataset. In order to capture features that characterize or reflect the style of authors, we 
collected sufficient works for each author (where we selected 50 articles per author). 
The texts cover different topics namely, politics, economics, socials and sports. The 
average length of texts per author ranged between 411 and 1242 words, 2452 and 8132 
characters and the average size ranged from 3 to 8 KB. 
In order to show how our corpus compares with other used corpora by researchers, we 
surveyed the corpora used in most related and recent works, in general and those used in 
Arabic researches, in particular. 
We presented different stylometric features and feature selection techniques. We 
extracted several types of stylometric features and designed new lexical features (viz. 
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word n-grams richness and specific words per author). We also conducted a case study 
to select the most appropriate feature selection techniques.  
We constructed novel stylometric features (viz. Arabic semantic features) and presented 
our methodology in extracting them.  Our Arabic semantic lexicon may be applied in 
other Arabic language processing and understanding topics. 
Several experiments are conducted to evaluate our techniques. The obtained accuracy 
rates show that the used techniques can identify the authors successfully. This is in 
addition to our modifications and designed techniques that significantly improved the 
obtained accuracies. In many cases our accuracies outperformed published works.  
Best accuracy rate of 99.67% is obtained using character tri-grams (ch3gram), character 
quad-grams (ch4gram), combined character bi-grams and tri-grams features 
(ch23gram), combined character uni-grams, bi-grams and tri-grams features 
(ch123gram), selected character quad-grams features using CFSS+RS (SCh4RS), 
selected character quad-grams features using ChiSAE ( SCh4Chi) and selected 
combined uni-grams bi-grams and trigrams features using CFSS+RS (SCh123RS) with 
SMO. Accuracy rates of about 99% are obtained using terms that occur more than 49, 
general feature vector (GFV), character bi-grams (ch2gram), combined character uni-
grams and bi-grams features (ch12gram), selected combined character uni-grams and 
bi-grams features using CFSS+RS (SCh12RS) and selected combined character uni-
grams and bi-grams features using ChiSAE (SCh12Chi). This is in addition to high 
accuracy rates that are obtained using other techniques. For example LS-SVM achieved 
accuracy rate of 97.00% using selected combined character uni-grams bi-grams and tri-
grams features using ChiSAE (SCh123Chi). ED achieved performances of about 
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97.33% with character quad-grams feature vector (Ch4gram), selected character quad-
grams feature vector using ChiSAE (SCh4Chi) and selected character quad-grams 
feature vector using CFSS+RS (SCh4RS). K-NN achieved best performance of 91.33% 
using selected combined character bi-grams and tri-grams feature vector using ChiSAE 
(SCh23Chi) and selected combined character uni-grams bi-grams and tri-grams feature 
vector using ChiSAE (SCh123Chi). Other methods and techniques achieved accuracies 
that compare favorably with published works.  
The main contributions of this thesis can be listed as follows: 
• A literature survey of AA is conducted. 
• A corpus of Arabic AA texts is built.  The corpus includes more than 1000 
documents written by 20 authors. To our knowledge, this is the first 
benchmarking corpus for Arabic AA. We aim to make the corpus freely available 
to the research community. This is expected to provide a platform for researchers 
to compare their results with other researchers.  
• Several types of stylometric features are extracted for Arabic AA including 
lexical, character and syntactic features using our built features extractor. 
Additionally, we designed and applied new lexical features such as specific words 
per authors and word n-grams richness. 
• We proposed a collection of Arabic function words that we evaluated for AA. 
• We constructed a novel Arabic semantic lexicon and used it for AA. 
• Feature selection techniques are applied to reduce the high-dimensionality feature 
vectors which are evaluated on Arabic AA. The selected features compare 
favorably with the more complex ones. 
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• We developed a prototype system for automated authorship attribution of Arabic 
texts which will be able to handle different authors’ authorship.  
• Two journal publications are submitted.  
Future works 
We are planning to increase the size of the corpus through: 
• Increasing the number of authors 
• Increasing the number of works per author 
This is in addition to, dealing with the texts which rely on quotations such as religious 
articles. We will investigate applying smoothing techniques, using lemmas, roots and 
POS-tags. We are working on improving our semantic system to use several semantic 
levels.  
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 ﺃﻋﻠﻰ ﺃﺻﺒﺢ ﺃﺳﻔﻞ ﺃﺛﻨﺎء ﺃﺑﺪﺍ ﺁﻧﺬﺍﻙ
 ﺃﻣﺎ ﺃﻡ ﺃﻟﻢ ﺃﻻ ﺃﻛﺜﺮ ﺃﻏﻠﺐ
 ﺃﻧﺘﻢ ﺃﻧﺖ ﺃﻧﺎ ﺃﻥ ﺃﻣﺲ ﺃﻣﺎﻡ
 ﺃﻳﺎ ﺃﻱ ﺃﻭﻟﺌﻚ ﺃﻭ ﺃﻧﺘﻦ ﺃﻧﺘﻤﺎ
 ﺇﺫ ﺇﺛﺮ ﺇﺑﺎﻥ ﺃﻳﻨﻤﺎ ﺃﻳﻦ ﺃﻳﻀﺎ
 ﺇﻣﺎ ﺇﻟﻰ ﺇﻻ ﺇﺯﺍء ﺇﺫﻥ ﺇﺫﺍ
 ﺇﻳﺎﻛﻦ ﺇﻳﺎﻛﻤﺎ ﺇﻳﺎﻛﻢ ﺇﻳﺎﻙ ﺇﻧﻤﺎ ﺇﻥ
 ﺇﻳﺎﻫﻦ ﺇﻳﺎﻫﻤﺎ ﺇﻳﺎﻫﻢ ﺇﻳﺎﻫﺎ ﺇﻳﺎﻩ ﺇﻳﺎﻧﺎ
 ﺍﻟﺬﻳﻦ ﺍﻟﺬﻱ ﺍﻟﺘﻲ ﺍﻟﺒﺘﺔ ﺍﻵﻥ ﺇﻳﺎﻱ
 ﺍﻟﻠﺬﻳﻦ ﺍﻟﻠﺬﺍﻥ ﺍﻟﻠﺘﻴﻦ ﺍﻟﻠﺘﺎﻥ ﺍﻟﻼﺗﻲ ﺍﻟﻼﺕ
 ﺑﺄﻻ ﺍﻟﻴﻮﻡ ﺍﻟﻠﻴﻠﺔ ﺍﻟﻠﻮﺍﺗﻲ ﺍﻟﻠﻮﺍﺕ ﺍﻟﻠﻬﻢ
 ﺑﺎﻟﺬﺍﺕ ﺑﺎﻷﻣﺲ ﺑﺎﻷﺧﺺ ﺑﺎﺗﺠﺎﻩ ﺑﺌﺴﺖ ﺑﺌﺲ
 ﺑﺘﺎﺗﺎ ﺑﺎﻟﻜﺎﻣﻞ ﺑﺎﻟﻘﺮﺏ ﺑﺎﻟﻔﻌﻞ ﺑﺎﻟﻄﺒﻊ ﺑﺎﻟﻀﺒﻂ
 ﺑﺸﺘﻰ ﺑﺮﻣﺘﻪ ﺑﺤﻴﺚ ﺑﺤﻮﺍﻟﻲ ﺑﺤﺴﺐ ﺑﺠﺎﻧﺐ
 ﺑﻘﺮﺏ ﺑﻐﻴﺔ ﺑﻌﺾ ﺑﻌﺪﻣﺎ ﺑﻀﻌﺔ ﺑﻀﻊ
 ﺑﻴﻦ ﺑﻤﻔﺮﺩﻩ ﺑﻤﺎ ﺑﻠﻰ ﺑﻼ ﺑﻞ
 ﺗﺤﺖ ﺗﺠﺎﻩ ﺗﺒﻌﺎ ﺗﺒﺎﻋﺎ ﺗﺎﻣﺎ ﺑﻴﻨﻤﺎ
 ﺗﻤﺎﻣﺎ ﺗﻠﻮ ﺗﻠﻚ ﺗﻘﺮﻳﺒﺎ ﺗﺤﺴﺒﺎ ﺗﺤﺪﻳﺪﺍ
 ﺟﺪﺍ ﺟﺎﻫﺪﺍ ﺟﺎﻧﺐ ﺛﻤﺔ ﺛﻢ ﺗﻤﺸﻴﺎ
 ﺟﻨﻮﺑﻲ ﺟﻨﻮﺏ ﺟﻤﻴﻌﺎ ﺟﻤﻴﻊ ﺟﺮﺍء ﺟﺪﻳﺎ
 ﺣﻮﺍﻟﻲ ﺣﺴﺒﻤﺎ ﺣﺴﺐ ﺣﺘﻰ ﺣﺘﻤﻴﺎ ﺣﺘﻤﺎ
 ﺣﻴﻨﺌﺬ ﺣﻴﻦ ﺣﻴﺜﻤﺎ ﺣﻴﺚ ﺣﻴﺎﻝ ﺣﻮﻝ
 ﺧﻼﻝ ﺧﺘﺎﻣﺎ ﺧﺎﺭﺝ ﺣﻴﻨﻤﺎ ﺣﻴﻨﺬﺍﻙ ﺣﻴﻨﺎ
 ﺩﻭﻧﻤﺎ ﺩﻭﻥ ﺩﻭﻣﺎ ﺩﺍﺧﻞ ﺩﺍﺋﻤﺎ ﺧﻠﻒ
 ﺳﺎﻋﺔ ﺯﻫﺎء ﺭﻳﺜﻤﺎ ﺭﻏﻢ ﺫﻟﻚ ﺫﺍﻙ
 ﺷﺮﻕ ﺷﺘﻰ ﺳﻮﻳﺎ ﺳﻮﻯ ﺳﻮﻑ ﺳﻨﺔ
 ﺿﺪ ﺻﻮﺏ ﺻﺒﻴﺤﺔ ﺷﻤﺎﻝ ﺷﻜﺮﺍ ﺷﺮﻳﻄﺔ
 ﻅﻞ ﻁﻴﻠﺔ ﻁﻮﻋﺎ ﻁﻮﺍﻋﻴﺔ ﻁﺒﻘﺎ ﻁﺎﻟﻤﺎ
 ﻋﺪﺓ ﻋﺪﺍ ﻋﺒﺮ ﻋﺎﻣﺔ ﻋﺎﻡ ﻋﺎﺩﺓ
 ﻋﻤﻦ ﻋﻤﺎ ﻋﻠﻰ ﻋﻘﺐ ﻋﺸﻴﺔ ﻋﺴﻰ
 ﻋﻨﻮﺓ ﻋﻨﺪﻣﺎ ﻋﻨﺪﺋﺬ ﻋﻨﺪ ﻋﻦ ﻋﻤﻮﻣﺎ
 ﻏﻴﺮ ﻏﺮﺏ ﻏﺪﺍﺓ ﻏﺪﺍ ﻏﺎﻟﺒﺎ ﻏﺎﻟﺐ
 ﻓﻼ ﻓﻀﻼ ﻓﺼﺎﻋﺪﺍ ﻓﺤﺴﺐ ﻓﺠﺮ ﻓﺠﺄﺓ
 ﻗﺒﺎﻟﺔ ﻓﻴﻤﺎ ﻓﻲ ﻓﻮﻕ ﻓﻮﺭﺍ ﻓﻮﺭ
 ﻗﺮﺏ ﻗﺮﺍﺑﺔ ﻗﺪﻣﺎ ﻗﺪ ﻗﺒﻴﻞ ﻗﺒﻞ
 ﻛﺎﻥ ﻛﺎﻟﻤﻌﺘﺎﺩ ﻛﺄﻥ ﻗﻠﻴﻼ ﻗﻄﻌﻴﺎ ﻗﺴﺮﺍ
 ﻛﻢ ﻛﻠﺘﺎ ﻛﻼ ﻛﻞ ﻛﺬﺍ ﻛﺜﻴﺮﺍ
 ﻻﺑﺪ ﻻ ﻟﺌﻼ ﻛﻴﻒ ﻛﻲ ﻛﻤﺎ
 ﻟﺬﺍ ﻟﺪﻯ ﻟﺤﻮﺍﻟﻲ ﻟﺤﻈﺔ ﻻﺳﻴﻤﺎ ﻻﺣﻘﺎ
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 ﻟﻢ ﻟﻠﺘﻮ ﻟﻜﻲ ﻟﻜﻦ ﻟﻘﺪ ﻟﻌﻞ
 ﻟﻴﺲ ﻟﻴﺖ ﻟﻮﻻ ﻟﻮ ﻟﻦ ﻟﻤﺎﺫﺍ
 ﻣﺒﺎﺷﺮﺓ ﻣﺎﺫﺍ ﻣﺎ ﻣﺆﻗﺘﺎ ﻣﺆﺧﺮﺍ ﻟﻴﻠﺔ
 ﻣﺠﺪﺩﺍ ﻣﺠﺎﻧﺎ ﻣﺜﻠﻤﺎ ﻣﺜﻼ ﻣﺜﻞ ﻣﺘﻰ
 ﻣﻊ ﻣﻄﻠﻘﺎ ﻣﺴﺎء ﻣﺮﺍﺭﺍ ﻣﺤﺾ ﻣﺠﺮﺩ
 ﻣﻨﺬ ﻣﻦ ﻣﻤﻦ ﻣﻤﺎ ﻣﻌﻈﻢ ﻣﻌﺎ
 ﻧﻌﻢ ﻧﺴﺒﻴﺎ ﻧﺤﻮ ﻧﺤﻦ ﻧﺎﺩﺭﺍ ﻣﻬﻤﺎ
 ﻫﺎ ﻫﺆﻻء ﻧﻬﺎﺭﺍ ﻧﻬﺎﺭ ﻧﻔﺲ ﻧﻌﻤﺖ
 ﻫﺬﻩ ﻫﺬﺍﻥ ﻫﺬﺍ ﻫﺪﺭﺍ ﻫﺎﺗﻴﻦ ﻫﺎﺗﺎﻥ
 ﻫﻦ ﻫﻤﺎ ﻫﻢ ﻫﻞ ﻫﻜﺬﺍ ﻫﺬﻳﻦ
 ﻭﺭﺍء ﻫﻲ ﻫﻮ ﻫﻨﺎﻟﻚ ﻫﻨﺎﻙ ﻫﻨﺎ
 ﻳﻮﻡ ﻳﺎ ﻭﻗﺖ ﻭﻓﻘﺎ ﻭﻓﻖ ﻭﺳﻂ
     ﻳﻮﻣﻴﺎ ﻳﻮﻣﺎ
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 ﻫﺬﺍ ﻟﻘﺪ ﻋﺎﻡ ﺣﻴﺚ ﺍﻟﺬﻳﻦ ﺃﻛﺜﺮ
 ﻫﺬﻩ ﻟﻜﻦ ﻋﺒﺮ ﺣﻴﺜﻤﺎ ﺍﻟﻴﻮﻡ ﺃﻣﺎﻡ
 ﻫﻜﺬﺍ ﻟﻢ ﻋﻘﺐ ﺣﻴﻦ ﺑﺎﻟﺬﺍﺕ ﺃﻥ
 ﻫﻨﺎ ﻟﻤﺎﺫﺍ ﻋﻠﻰ ﺣﻴﻨﻤﺎ ﺑﺠﺎﻧﺐ ﺃﻭ
 ﻫﻨﺎﻙ ﻟﻦ ﻋﻨﺪ ﺧﻼﻝ ﺑﺤﻴﺚ ﺃﻱ
 ﻫﻮ ﻟﻮ ﻋﻨﺪﻣﺎ ﺩﺍﺋﻤﺎ ﺑﻌﺪﻣﺎ ﺃﻳﻀﺎ
 ﻫﻲ ﻟﻴﺲ ﻓﺤﺴﺐ ﺩﻭﻥ ﺑﻞ ﺇﺫ
 ﻭﺭﺍء ﻣﺎ ﻓﻀﻼ ﺫﻟﻚ ﺑﻼ ﺇﺫﺍ
 ﻭﺳﻂ ﻣﺜﻠﻤﺎ ﻓﻲ ﺳﻨﺔ ﺑﻴﻨﻤﺎ ﺇﺯﺍء
 ﻭﻓﻖ ﻣﺴﺎء ﻓﻴﻤﺎ ﺳﻮﻑ ﺗﻠﻚ ﺇﻻ
 ﻭﻓﻘﺎ ﻣﻌﺎ ﻗﺪ ﺳﻮﻯ ﺛﻢ ﺇﻟﻰ
 ﻭﻗﺪ ﻣﻌﻈﻢ ﻛﺎﻥ ﺷﻤﺎﻝ ﺛﻤﺔ ﺇﻥ
 ﻳﺎ ﻣﻦ ﻛﻞ ﺿﺪ ﺟﺪﺍ ﺇﻧﻤﺎ
 ﻧﺤﻮ ﻛﻲ ﻁﺒﻘﺎ ﺟﻨﻮﺏ ﺍﻵﻥ
 ﻧﻌﻢ ﻻ ﻁﻴﻠﺔ ﺣﻮﺍﻟﻲ ﺍﻟﺘﻲ 
 ﻧﻔﺲ ﻟﺬﺍ ﻅﻞ ﺣﻮﻝ ﺍﻟﺬﻱ 
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