This article is to study the nonexistence of global solutions to semi-linear structurally damped wave equation with nonlinear memory in R n for any space dimensions n ě 1 and for the initial arbitrarily small data being subject to the positivity assumption. We intend to apply the method of a modified test function to establish blow-up results and to overcome some difficulties as well caused by the well-known fractional Laplacian p´∆q σ{2 in structural damping terms.
Introduction
Main goal of this paper is concerned with the following Cauchy problem for semi-linear structurally damped wave equation with nonlinear memory
x P R n , t ą 0, up0, xq " u 0 pxq, u t p0, xq " u 1 pxq,
where µ ą 0, σ P p0, 2q, for some γ P p0, 1q and p ą 1. Taking into considerations the first limit case of the parameter σ, we want to refer the reader to some previous results on a typical important problem of (1) with σ " 0, the so-called semi-linear classical damped wave equations. In particular, the Cauchy problem for the damped wave equation with nonlinear memory was considered in the pioneering paper of Fino [6] . With the suitable choice of γ P p0, 1q, the author succeeded to prove the global existence of small data solutions in the low space dimensions 1 ď n ď 3 by using the weighted energy method and the blow-up result for any dimensional space by the test function method as well. After Fino [6] , the authors in [2, 13] developed his results in several different approaches. More in detail, in [13] Yanga-Shia-Zhu improved the global result by removing the compactness of the support on the initial data. D'Abbicco in [2] has made suitably different choice of initial data spaces and solution spaces depending on each distinguished range of γ P p0, 1q to extend the global existence results of Fino in space dimensions n ď 5. Thereafter, involving the scenario of (1) with σ " 1 in [3] D'Abbicco has studied the following semi-linear wave equation with structural damping and nonlinear memory:
Thanks to the special structure of the corresponding linear problem, the global existence results for (2) were obtained in any dimensional cases n ě 2. Moreover, a counterpart result for nonexistence of global solutions was also indicated to find the following critical exponent: p crit pn, γq :" max p γ pnq, γ´1 ( , where p γ pnq :" 1`3´γ n´2`γ by the application of test function method and a maximum principle (see more [4] ). For the purpose of further considerations, the author in the cited paper discussed several results for the global existence of small data solutions to (1) regarding not only the general cases σ P p0, 2q, but also the other limit case σ " 2. However, it still remains an open problem as far as to show nonexistence results for (1) in the general cases. From this observation, the main novelty of this paper is to look for these results in any space dimensions.
The essential difficulty to investigate the nonexistence of global solutions to (1) , where σ is assumed to be a fractional number P p0, 2q, is to deal with the fractional Laplacian p´∆q σ{2 , the so-called nonlocal operators, in general. This difficulty does not happen in the special case σ " 1 appearing in [3, 4] by the aid of the nonnegativity of fundamental solutions, which cannot be expected for any σ P p0, 2q. As we can see, the authors in the cited papers restrict themselves in the case where the first data u 0 " 0 and the second data u 1 is non-negative. This restriction leads them to the nonnegativity of solutions which comes into play, via Ju's inequality [8] or [7, Appendix] , in the proofs of nonexistence of global solutions. Unfortunately, the method used in [3, 4] is not so well-working when we want to discuss the case of possibly sign-changing data u 1 or even if u 0 is not identically zero. Here we want to point out that our main result in this paper is not only to cover D'Abbicco's result in [3] , but also to overcome the above mentioned difficulties. Quite recently, Dao-Reissig in [5] have succeeded to prove blow-up results to determine the critical exponents for the following Cauchy problem for semi-linear structurally damped σ-evolution models:
where σ ě 1 and δ P r0, σq are any fractional numbers, by using a modified test function method. In this connection, our key tool used in this paper is strongly motivated by the paper [5] . More precisely, another modified test function method (see [1] ) can be applied to catch the desired nonexistence results for (1) in any space dimensions.
Notations Throughout the present paper, we use the following notations. ‚ For any r P R, we denote rrs`:" maxtr, 0u as its positive part, and rrs :" max k P Z : k ď r ( as its integer part. ‚ For later convenience, we put
whereσ :" mintσ, 1u. ‚ Hereafter C denotes a suitable positive constant and may have different value from line to line. ‚ We write f À g when f ď Cg, and f « g when g À f À g.
Our main result reads as follows.
Theorem 1.1 (Main result). Let σ P p0, 2q and n ě 1. We assume that the initial data pu 0 , u 1 q P H σ pR n qˆL 2 pR n q such that u 0 P L 1 and p´∆q σ{2 u 0`u1 P L 1 ,
Moreover, we suppose one of the following conditions: ‚ p ą 1 if n ď r2´γp2´σqs and for any γ P p0, 1q, ‚ p P p1, p c s if r2´γp2´σqs ă n ď 2 and for any γ P p0, 1q, or n ą 2 and for any γ P " n´2 n , 1˘, ‚ p P p1, γ´1q if n ě 3 and for any γ P`0, n´2 n˘.
Then, there is no global (in time) weak solution to (1) .
The remainder of this paper is organized as follows: Section 2 is to collect some preliminaries. We devote to the proof of the main result in Section 3.
Preliminaries
In this section, we present some definitions and results concerning the fractional integrals and fractional derivatives that will be used hereafter. The space of these functions is denoted by ACra, bs. Moreover, for all m ě 0, we define
The Riemann-Liouville left-and right-sided fractional integrals of order α P p0, 1q are, respectively, defined by
and
where Γ is the Euler gamma function. 
and 
is valid for every f P I α t|T pL p p0, Tand g P I α 0|t pL q p0, Tsuch that 1
and I α t|T pL p p0, T:" 
Given T ą 0, let us define the function w : r0, T s Ñ R by the following formula:
where β " 1 is big enough. Later on, we need the following properties concerning the function w.
T´p m`αq p1´t{T q β´α´m .
Lemma 2.2. Let T ą 0, 0 ă α ă 1, m ě 0 and p ą 1. Then, we have
Proof. Using Lemma 2.1 we have
where we notice that since β " 1 is big enough, it guarantees the integrability of the last integral. 
Then, φ P C 2 pR n q and the following estimate holds:
Proof. Let us denote r :" |x|. As φ is a radial function, we have
We can check easily that φ P C 2 pR n q. Moreover, }φ} L 8 pR n q , }B 2 x φ} L 8 pR n q ď C which allows us to remove the principal value of the integral at the origin and conclude that
|y| n`2s dy.
To prove the desired estimate, we have to distinguish two cases.
Case 1: |x| ď 2. We divide the above integral into two parts as follows:
where we have used the boundedness of the above two integrals. φpx`yq`φpx´yq´2φpxq |y| n`2s dý C n,s 2 ż |y|ď 1 2 |x| φpx`yq`φpx´yq´2φpxq |y| n`2s dy
We start to estimate I 1 . We notice that when |y| ě 2|x|, we have |x˘y| ě |y|´|x| ě |x| ě 2.
Using the monotonicity of φ, we obtain φpx˘yq ď φpxq " xxy´n´2 s . Therefore, it holds
where we have used the fact that xxy « |x|´1 « |x| when |x| ě 2. For the estimation of I 2 , it is clear that |y| « |x| inside the integral and " y P R n : 1 2 |x| ď |y| ď 2|x| * Ď y P R n : |x˘y| ď 3|x| ( . |B 2 x φpx˘θyq| 1 |y| n`2s´2 dy.
(21)
On the other hand, we have the following estimate for θ P r0, 1s and r " |x˘θy|:
Cp1`pr´1q 4 q´p n`2s`2q{4 if r ě 1.
As |x˘θy| ě |x|´θ|y| ě |x|´|x|{2 " |x|{2 ě 1, we deduce |B 2 x φpx˘θyq| ď Cxx˘θyy´n´2 s´2 . If |x˘θy| ě 2, then xx˘θyy « |x˘θy| ě |x|{2 Á xxy, which implies xx˘θyy´n´2 s´2 À xxy´n´2 s´2 .
If |x˘θy| ď 2, then |x|{2 ď |x˘θy| ď 2, which implies 2 ď |x| ď 4. Therefore, we may arrive at txx˘θyy « xxy « 1 and xx˘θyy´n´2 s´2 « xxy´n´2 s´2 .
This yields
|B 2
x φpx˘θyq| ď Cxxy´n´2 s´2 for all θ P r0, 1s. By (21), we conclude that
Combining (19), (20) and (22) Then, p´∆q s ψ R satisfies the following scaling properties: p´∆q s ψ R pxq " R´2 s pp´∆q s ψqpx{Rq for all x P R n . Lemma 2.5. Let s P p0, 1s. Let R ą 0 and p ą 1. Then, the following estimate holds
where φ R pxq :" φpx{Rq and φ is given in (14).
Proof. If 0 ă s ă 1, then using the change of variablesx " x{R and Lemma 2.4 we have p´∆q s φ R pxq " R´2 s p´∆q s φpxq. Therefore, by Lemma 2.3 we conclude that
For the case of s " 1, we may repeat the same calculation as (16) in Lemma 2.3 to concluděˇ∆ φpxqˇˇÀ xxy´n´2 s´2 , which follows immediately the desired estimate by the change of variables.
Proof of main result
Before starting our proof, we define weak solutions for (1). Definition 3.1. Let p ą 1. Let T ą 0 and pu 0 , u 1 q P H σ pR n qˆL 2 pR n q. A function u is said to be a weak solution to (1) on r0, T q, if u P L p pp0, T q, L 2p pR nX L 1 pp0, T q, L 2 pR nand the following formuation
holds for any test functionϕ P Cpr0, T s; H 2 pR nX C 1 pr0, T s; H σ pR nX C 2 pr0, T s; L 2 pR nsuch that ϕpT, xq " 0 and ϕ t pT, xq " 0 for all x P R n .
We say that u is a global weak solution to (1) if u is a weak solution to (1) on r0, T q for any T ą 0.
Proof of Theorem 1.1. The proof is based on a contradiction. Suppose that u is a global weak solution to (1), then u satisfies
where α :" 1´γ P p0, 1q, for all test function ϕ such that ϕpT,¨q " ϕ t pT,¨q " 0 for all T " 1.
Let R and T be large parameters in p0, 8q. We define the following auxiliary functions:
where φpxq and wptq are defined in Section 2 with s " σ{2. Then, we define the test function ϕpt, xq :" D α t|T pφpt, xqq " φ R pxqD α t|T pwptqq .
From (24), using (10) and (12) we have
Using (8) and then (9) we arrive at
where
After applying Hölder's inequality with 1 p`1 p 1 " 1, where p 1 is the conjugate of p, we can proceed the estimate for J 1 as follows:
By the change of variablest :" t{T andx :" x{R, using Lemma 2.2 we get
Similarly, applying Hölder's inequality again and using Lemma 2.2 and Lemma 2.5 (with s " 1), we have
Thus, it follows that I R ď C as T Ñ 8. Using Beppo Levi's theorem on monotone convergence, we derive
that is, u P L p pp0, 8qˆR n q. On the other hand, taking R " T 1 2´σ K´1 2´σ with some constants K ě 1 into (30) we obtain I R À I Finally, using again p " p c andσ " σ, we can check easily that n ą σp 1 . Therefore, taking K big enough we obtain the desired result similarly to Case 1. If σ P p1, 2q, using the fact that u P L p pp0, 8qˆR n q, it holds lim T Ñ8Ĩ
|upt, xq| pφ pt, xq dx dt " 0.
Consequently, from (33) we may arrive at where we have used that σ´σ " σ´1 ą 0. Therefore, taking K big enough we obtain the desired result similarly to Case 1.
Case 3:
If p ă γ´1, then this means that 1 p 1´α ă 0. In this case, we suppose R ă T such that T and R cannot go to infinity simultaneously (or we can choose R " ln T as in [3] ). Therefore, by letting T Ñ 8 and then R big enough in (30) we obtain the desired contradiction.
