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Abstract
Recently, there has been an increasing interest in nonautonomous composition of per-
turbed hyperbolic systems: composing perturbations of a given hyperbolic map F results in
statistical behaviour close to that of F . We show this fact in the case of piecewise regular
expanding maps. In particular, we impose conditions on perturbations of this class of maps
that include situations slightly more general than what has been considered so far, and prove
that these are stochastically stable in the usual sense. We then prove that the evolution of
a given distribution of mass under composition of time dependent perturbations (arbitrarily
- rather than randomly - chosen at each step) close to a given map F remains close to the
invariant mass distribution of F . Moreover, for almost every point, Birkhoff averages along
trajectories do not fluctuate wildly. This result complements recent results on memory loss
for nonautonomous dynamical systems.
1 Introduction
During the last decade there has been an increasing focus on nonautonomous dynamical systems
meaning that, rather than iterating a single map F : M → M on the given phase space M ,
one looks at the evolution under composition of several different self-maps of M . The main
motivation for this point of view is that in practical applications, the map Ft describing how
the state variable evolves from time t to time t+ 1 should depend on t. In this paper, the only
assumption we make on Ft is that at each time it is close to a given map F . So we will not
assume that the choice of the maps Ft follows some random distribution nor that the system
can be written as a skew-product.
Nonautonomous composition of small perturbations of a given dynamical system can lead
to the pointwise destruction of typical statistical behaviour. For example, in [OGY90] the
authors show that for any point in phase space one can construct a sequence of time dependent
perturbations that makes the point evolve arbitrarily close to a periodic orbit of the unperturbed
map. This means that even if the Birkhoff averages along the unperturbed orbit were typical,
this is not the case for the nonautonomous dynamics. We would like to answer the question
whether under the same nonautonomous evolution, the change of statistical behaviour by small
perturbations can be observed on a set of positive measure (w.r.t. the reference measure). We
address the problem in the case of multidimensional piecewise maps [Sau00].
We first define a collection of perturbations to a given multidimensional piecewise expanding
map F , and we prove that the system is stochastically stable for this type of perturbations
(meaning that perturbed maps with perturbations of given small magnitude have an invariant
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density which is close to the invariant density for the unperturbed system). Then we prove
that the evolution of sufficiently regular mass distributions under the time-dependent dynamics
become, up to a fixed precision, close to the mass distribution which is invariant under F . We
then use this result together with a law of large numbers for dependent random variables to
prove that, given sufficiently regular observables, for almost every point the accumulation points
of the sequence of Birkhoff averages is close to the expectation of the observable with respect
to the invariant measure.
Our results can be applied to certain dynamical systems defined on networks whose topology
slightly changes over time. In applications, we have in mind some of the edges of the network
are occasionally broken due to mechanical failures. Under certain settings we show that such
intermittent mechanical failures do not significantly change the ergodic properties of the system.
The paper is organised as follows. In Section 2 we state the main results and discuss the
existing literature. In Section 3 we give some applications of the main result, in particular to
dynamics on networks with changing topologies. In Section 4 we give the precise definitions
and prove the main theorem. The proof we use relies on spectral stability. In the appendix, we
formulate a related result for C1+ν-expanding maps, presenting a different approach relying on
invariant cones. We provide an extensive outline the ideas of the proofs of both results.
2 Statements of the Results
We consider the class of maps introduced by [Sau00]. The phase space is Ω ⊂ RN , a compact
subset of RN , which is decomposed in a fixed number of domains (allowed to slightly change
in the perturbed versions of the maps). The domains can have fractal boundaries, and the
restriction to each of them is regular. The precise hypotheses that a map F : Ω → Ω and its
perturbations must satisfy are given in properties (ME1)-(ME6) (Section 4) and (CM1)-(CM2)
(Section 4.2). Under these assumptions we obtain the following
Theorem A. Let Fγˆ be a piecewise expanding map on the compact set Ω ⊂ RN belonging to
a collection of maps {Fγ}γ∈Γ satisfying (ME1)-(ME6), continuous at γˆ ∈ Γ ((CM1)-(CM2)).
Then, for each ε > 0 there exists δ > 0 so that:
(1) if ν is a Borel probability measure on Γ with supp ν ⊂ Bδ(γˆ), then there exists ϕν station-
ary density for the random dynamical system obtained composing independently maps of
the family according to ν and it satisfies
‖ϕν − ϕγˆ‖1 ≤ ε,
in particular, ∀γ ∈ Bδ(γˆ), Fγ has an invariant density ϕγ and
‖ϕγ − ϕγˆ‖1 ≤ ε;
(2) if γ ∈ Bδ(γˆ)N then for every probability measure µ = ϕm with density ϕ ∈ Vα (Vα ⊂ L1
is defined in (5) ), there exists n := n(ε, ϕ) ∈ N such that for every n > n the Radon-
Nykodim derivative ddm(F
n
γ ∗µ) has a representative in Vα, and∥∥∥∥ ddm(Fnγ )∗µ− ϕγˆ
∥∥∥∥
1
< ε; (1)
(3) moreover, for any observable ψ ∈ Vα there exists a set Xγ of full measure so that for every
x ∈ Xγ∫
ψdµγˆ − ε‖ψ‖1 ≤ lim inf
n→∞
1
n
Sn(ψ)(x) ≤ lim sup
n→∞
1
n
Sn(ψ)(x) ≤
∫
ψdµγˆ + ε‖ψ‖1
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where µγˆ = ϕγˆm and Sn(ψ)(x) = ψ(x) +
∑n−1
i=1 ψ ◦ Fγi ◦ ... ◦ Fγ1(x).
Part (1) of the theorem proves stochastic stability of the collection and in particular proves
continuous dependence of invariant measures w.r.t. the size of the perturbation. Part (2) shows
that the evolution (Fnγ )∗µ of the mass µ with density ϕ remains close to the invariant measure
(indeed, this holds in the L1 sense for the densities). For many applications one cannot be
confident that γ is chosen randomly, and therefore the assertion from Part (2) is more useful
than having merely stochastic stability. Part (3) shows that one has quasi-Birkhoff behaviour
for time averages, meaning that the accumulation points of the time averages remain close to
the space average of the observable w.r.t. the invariant measure of the unperturbed system.
Remark 1. Previous results on stochastic stability [Cow00] for piecewise expanding maps require
the domains of the partition elements to have piecewise smooth boundaries.
Remark 2. In the appendix we also formulate a related result in the context of C1+ν-expanding
maps, using the contraction properties of the transfer operator on suitable cones. The improved
regularity results in uniform estimate, rather than the L1 estimate in Part (2) above. We will
discuss previous results, give an overview of the literature and also the ideas of the proofs at
the end of this section.
Remark 3. Keller [Kel82b] obtained a result L1-analogue of inequality (1) for piecewise expand-
ing interval maps.
Corollary 1. Let µγˆ := ϕγˆm be the invariant measure for Fγˆ, then for every neighbourhood
U(µγˆ) w.r.t. the weak topology there is δ > 0 such that for every sequence γ ∈ Bδ(γˆ)N, and for
almost every x ∈ Ωγ , there is n such that
1
n
n−1∑
i=0
(
Fnγ
)
∗ δx ∈ U(µγˆ), ∀n > n.
2.1 Historical comments
Certain classes of dynamical systems possess good statistical properties under the effect of
small random perturbations. For example, stochastic perturbations (i.e. chosen randomly
according to some distribution) of expanding maps on a compact manifold have been thoroughly
investigated (e.g. [Via97, AA03, AT05, BY93]), as well as those of piecewise expanding maps on
the interval (e.g. [LY73, Kel82a, Liv95b]). Some recent studies deal with maps of the interval
with neutral fixed points [SvS13] and with multi-dimensional piecewise maps of compact subsets
in RN [BG89, Cow00, Sau00]. In all these cases one can give a description of the statistical
behaviour of the orbits of the randomly perturbed system via a stationary measure which is
also close to some absolutely continuous invariant density for the unperturbed system. Key to
these results is that perturbations are independent and identically distributed. However, recent
developments requires the understanding of the asymptotic behaviour of dynamical systems
under nonautonomous perturbations ([KR11]). These perturbations are not independent, and
the natural question concerns whether the statistics of the unperturbed and perturbed maps
remains close in this more general setting. We provide an affirmative answer for two classes
of dynamical systems: piecewise C1+ν maps of a compact subset of RN and (in the appendix)
C1+ν expanding maps of a compact manifold.
Recent work (among others [CR07], [AHN+15], and [AR15]) on nonautonomous composition
of dynamical systems (sometimes also referred to as sequential dynamical systems) focused
mainly on proving that the system exhibits memory loss, which roughly means that, given a
finite precision, the orbits of sufficiently regular densities of states become indistinguishable
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after a finite number of iterations of the system. They show that if the density of the measures
µ, ν belong to a suitable cone then one has memory loss:∥∥∥∥ ddm(Fnγ )∗µ− ddm(Fnγ )∗ν
∥∥∥∥
1
→ 0
as n → ∞. Memory loss under nonautonomous perturbations holds also for example for con-
tracting systems, where all orbits tend to get indefinitely close thus losing track of their initial
condition. It is easy to give examples where one has memory loss, where the densities ddm(F
n
γ )∗µ
strongly fluctuate. Part (2) of Theorem A shows that the size of the fluctuations, in the above
setting, only depend on the size of the perturbation.
A work similar in spirit to ours is [Kel82b] where the author derives a result on perturbed
operators satisfying the hypotheses of an ergodic theorem by Ionescu-Tulcea and Marinescu
(Theorem 1, [ITM50]) and applies it to one-dimensional piecewise expanding maps. The same
approach could be used to deal with the multidimensional case imposing conditions on the
maps and their perturbations so that they fit into the hypotheses of the theorem. We follow a
slightly different argument. Also in [NSV12] the authors provide general conditions on transfer
operators and on observables that ensure the validity of a central limit theorem for Birkhoff
sums. In [HNTV17] analogous conditions are provided for the almost sure invariance principle
to hold. Other notable works are [OSY09, Ste11, SYZ13] where a coupling technique is used
to prove exponential memory loss for the evolution of densities in the smooth expanding case,
in the one-dimensional piecewise expanding case, in the two-dimensional Anosov case and in
Sinai billiards with slowly moving scatterers. In [DS16], the authors look at the nonautonomous
composition of one-dimensional expanding maps which are changing very slowly in time. In this
situation, they can describe Birkhoff sums and their fluctuations as diffusion processes in the
adiabatic limit of very slow change. It is also worth noticing that in [BKL02], the authors define
Banach spaces that allow to give a complete picture of the spectral properties of Anosov systems.
Combining this result with the result from [Kel82b], one can obtain robustness of the evolution
of densities. While we were writing this paper we also came across [GOT13] where memory loss
is discussed in the multidimensional piecewise expanding setting for strongly mixing systems,
but using techniques closer to [Liv95b].
2.2 Strategy of the Proof
To prove Theorem A one could proceed in a similar way looking at the application of a no-
nautonomous sequence of perturbed transfer operators on some invariant cone of functions
with finite dimeter. This is the approach followed in [GOT13] to prove memory loss for the
nonautonomous composition. However, to proceed in this way, one needs to restrict to a com-
position of maps which have a strong mixing property on the whole phase space. This is required
because otherwise the support of the invariant density for the unperturbed map and for an ar-
bitrarily small perturbation might not coincide, making the diameter of any cone of functions
containing both infinite with respect to the Hilbert metric.
Since we want to treat the more general case we will use another technique that will work
for any nonautonomous composition of perturbed versions of a piecewise expanding map with
quasi-compact transfer operator having 1 as unique simple eigenvalue. The restriction of the
transfer operators to a Banach subspace of L1 made of quasi-Ho¨lder functions, as defined in
[Sau00], satisfy a Lasota-Yorke inequality, which implies quasi-compactness and the presence
of a spectral gap. Each transfer operator thus induce a splitting on the space Vα that can be
written as the direct sum of a one-dimensional eigenspace corresponding to the invariant density,
and the subspace of quasi-Ho¨lder functions with zero mean, and the successive application
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of the transfer operator on a probability density, makes it converge (with respect to the L1
norm) exponentially fast to the associated invariant density. One then shows that the invariant
density is stochastically stable, implying that sufficiently small perturbations of a given piecewise
expanding map have invariant densities close in the L1 norm. The main idea to prove the result
is to follow the evolution of a probability density splitting at each iteration on the eigenspaces
corresponding to the invariant densities, and to control the remainders that this projections
introduce using consequences of Lakota-Yorke inequality and spectral properties. We treat all
this in Section 4, where we first introduce a precise definition of the maps we considered, followed
by a preliminary section (Section 4.1) on spectral and perturbation results. We introduce
perturbations and perturbative results in Section 4.2 to conclude with the proof of the main
claim in Section 4.3.
An alternative way to prove Part (2) of Theorem A would have been showing that the setting
taken from [Sau00] with the perturbation we introduce can be framed in the general theorem
of [Kel82b]. To do so one should prove that the operators acting on the Banach subspace of L1,
Vα (or some possibly larger space), satisfy all the hypotheses of the abstract theorem. This has
been done by Keller in the one-dimensional case considering the properties of the restriction of
transfer operators of one-dimensional piecewise expanding maps to the space of functions with
bounded variation.
We deduce information on the decay of correlations of random variables ψi = ψ◦Fγn ◦...◦Fγ1
from the spectral properties. We use these properties to apply a strong law of large numbers
([Wal04]) for correlated random variables. This gives an expression for the accumulation points
of the Birkhoff averages and enables us to obtain part (3) of Theorem A.
The appendix of this paper contains Theorem B which treats the C1+ν-expanding setting
using cones and the Hilbert metric. The outline of the proof is given in the appendix.
3 Applications
Dynamics on non-stationary networks. A typical application of Theorem A we have in
mind is that of dynamics on networks of fixed size n in which the topology of the network
or the coupling strength is allowed to fluctuate over time. For example consider the following
dynamics:
xi(t+ 1) = f(xi(t)) + α
n∑
j=1
Aij(t)hij(t, xj(t), xi(t)) , for i = 1, . . . , n, t ∈ N (2)
where f : Tn → Tn is a expanding map on the n-dimensional torus, xi(t) describe the state of
the i-th node at time t, α ∈ R describes the overall coupling strength, Aij(t) ∈ {0, 1} is the
adjacency matrix of the network (so describes whether or not node i is connected to node j) and
hij : N× Tn × Tn → Tn is a time dependent coupling map. For the uncoupled case α = 0, the
system has an invariant measure which is absolutely continuous w.r.t. the Lebesgue measure.
Our results show that, provided |α| is small, a regularly distributed collection of initial points
remains almost uniformly distributed as time progresses, even when the topology of the network
changes at each time step, as in Figure 1. Independence on the time t is often an unreasonable
assumption. If a connection between i and j is broken at time t, it most likely will take time to
be fixed. For this reason our theorem would apply in this setting, whereas standard results on
stochastic stability would not.
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Figure 1: Networks with changing topology over time. During the time step depicted above, two edges are deleted
(dashed lines) while one is added.
Stochastic Stability does not imply robustness of measures. In this example we show
that a stochastically stable dynamical system, that is, a system which admits a stationary meas-
ure under random independent perturbations, can have intricate behaviour under nonautonom-
ous perturbations. For instance, take κ ∈ (0, 1) and perturbations of the Pomeu-Manneville
map on the circle
fγ(x) = x+ x
1+κ + γx mod 1
or of the Liverani-Saussol-Vaienti circle map
fγ(x) =
{
x(1 + 2κxκ) + γx for x ∈ [0, 1/2),
2x− 1 + γx for x ∈ [1/2, 1),
see Fig 2 for an illustration. For γ = 0 these maps have an absolutely continuous invariant
measure, but for γ < 0 close to zero, fγ have a stable attracting fixed point. In spite of this,
Shen and van Strien proved that such maps are stochastically stable.
In other words, for a.e. sequence γ = (γ1, γ2, . . . ), chosen so that the γi are i.i.d. uniform
random variables in an interval [−ε, ε], the pushforward fnγ (µ) converges to an absolutely con-
tinuous measure µε and as ε > 0 tends to 0 the density of this measure converges in the L
1
sense to the the density of µ. Here it is crucial that the γi are chosen i.i.d. This is obvious
because the pushforward of the Lebesgue measure λ under iterates of the map f−ε converge to
the dirac measure at the attracting fixed point of f−ε.
One also can construct sequences γ so that (fnγ )∗(λ) accumulates both to singular as well
as to absolutely continuous invariant measures. Indeed, given a sequence of integers 0 = k0 <
0 0,25 0,5 0,75 1
0
0,25
0,5
0,75
1
(a)
0 0,25 0,5 0,75 10
0,25
0,5
0,75
1
(b)
Figure 2: Perturbed Pomeau-Manneville maps of the circle (drawn on [0,1] modulus 1). (a) Graph of f−ε. 0 is
an attracting fixed point. (b) Graph of fε. The map is uniformly expanding.
6
k1 < k2 < . . . define γ so that for all integers i > 0 and j ≥ 0
γi =
{
ε for k2j < i ≤ k2j+1
−ε for k2j+1 < i ≤ k2j+2
So fnγ is a composition of the expanding maps fε (the 2nd iterate of this map is expanding)
and the f−ε which has an attracting fixed point, see Fig. 2. Provided we choose the sequence
so that ki+1 − ki is sufficiently large compared to ki the sequence of measures (fnγ )∗λ does not
stay close to the absolutely continuous invariant measure of f . Indeed, for a suitable choice of
the sequence ki, for n = k2i → ∞ the measure (fnγ )∗λ converges to the dirac measure at the
fixed point at the attracting fixed point for fγ1 , while for n = k2i+1 → ∞ the measure (fnγ )∗λ
converges to the absolutely continuous invariant measure of fε (which is close to the absolutely
continuous invariant measure of f when ε > 0 is small).
Acknowledgments: The authors thank G. Keller, C. Liverani, V. Baladi and D. Turaev for
fruitful conversations related to this topic. This work was partially support by by the European
Union’s Seventh Framework Programme, ERC AdG Grant No. 339523 RGDD (SvS), FAPESP
project 15/08958-4 (TP). We also acknowledge partial support by EU Marie-Curie IRSES
Brazilian-European partnership in Dynamical Systems (FP7-PEOPLE-2012-IRSES 318999 BREUDS).
4 Proof
In this section we will consider piecewise expanding maps, and put ourselves in the setting of
[Sau00].
4.0.1 Assumptions on the maps
Suppose Ω ⊂ RN is a compact set with Ω ⊂ Clos(Int Ω), and Γ is a metric space that will serve
as indexing set for the perturbations. Consider a collection of maps {Fγ}γ∈Γ. Fγ : Ω → Ω for
which exists k ∈ N, γ dependent partitions {U (i)γ }1≤i≤k of Ω, and neighbourhoods V (i) of U (i)γ
for i = 1, . . . , k and γ ∈ Γ, and maps F (i)γ : V (i) → Ω such that for every γ ∈ Γ
(ME1) Fγ |U(i)γ = F
(i)
γ |U(i)γ , and Bε0(Fγ(U
(i)
γ )) ⊂ F (i)γ (V (i)) ∀i = 1, ..., k
(ME2) F
(i)
γ is C1+α diffeomorphism meaning that F
(i)
γ is a C1 diffeomorphism, and the Jacobian
is uniformly Ho¨lder, so for all ε < ε0:∣∣∣detDxF (i)γ −1 − detDyF (i)γ −1∣∣∣ ≤ c ∣∣∣detDzF (i)γ −1∣∣∣ εα, x, y ∈ Bε(z) ∩ F (i)γ (V (i))
(ME3) m(Ω\ ∪i U (i)γ ) = 0
(ME4) the map Fγ is expanding: exists sγ ∈ (0, 1) such that ∀i ∈ {1, ..., k} ∀u, v ∈ F (i)γ (V (i))
with d(u, v) < ε0, d(F
(i)
γ
−1
(u), F
(i)
γ
−1
(v)) < sγd(u, v)
(ME5)
G(γ)(x, ε) :=
∑
i
m(F
(i)
γ
−1
(Bε(∂F
(i)
γ U
(i)
γ )) ∩B(1−sγ)ε)
m(B(1−sγ)ε(x))
G(γ)(ε) := sup
x
G(γ)(ε, x)
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then
sup
δ≤ε0
[
sαγ + 2 sup
ε≤δ
G(γ)(ε)
εα
δα
]
< ρ < 1
where ρ does not depend on γ ∈ Γ.
(ME6) there is γˆ ∈ Γ such that the transfer operator of Fγˆ has a unique eigenfunction ϕγˆ in Vα,
a Banach subspace of L1 defined in (5) below.
Remark 4. For what concerns hypothesis (ME6), examples in the one-dimensional case of con-
ditions that imply uniqueness of the eigenvalues, can be found in several references (for example
[Via97], [LM85]). This condition is usually implied by the uniqueness of the absolutely continu-
ous invariant measure plus a mixing condition.
Remark 5. Although condition (ME5) requires uniformity of the upper bound on the function
describing the complexity of the partition in relation to the expansion of the maps. The con-
dition might seem rather artificial, but in [GOT13] is proven that considering maps satisfying
(ME1)-(ME4) if their partitions sets have piecewise C2 boundaries with uniformly bounded
C2-norm and, these hypersurfaces are in one-to-one correspondence and have small Hausdorff
distance then (ME5) is automatically satisfied whenever is satisfied by one of the maps.
We first report some preliminary results from which we derive spectral properties of the
transfer operators of any function F from the collection and its perturbations when they are
restricted to the Banach subspace Vα ⊂ L1(RN ) of quasi-Ho¨lder functions (defined in Section
4.1.3). For a definition of the transfer operator and a discussion of some of its properties see
Section A.3. Under assumption (ME6), for each perturbed operator, the space of quasi-Ho¨lder
functions splits into the direct sum of invariant subspaces: one corresponds to the invariant
direction while the restriction of the transfer operator to the other is a contraction. We conclude
by showing how the presence of such a spectral gap implies the result.
4.1 Preliminaries
In [GOT13], the authors prove memory loss looking at the action of the maps on an invariant
cone of functions by generalising to multidimensional maps a construction introduced in [Liv95b]
for the one-dimensional case. This procedure is the analogous in the piecewise case of what we
present for C1+ν maps in the appendix, but it requires that all the maps have some mixing
property on the whole phase space which is always the case in the regular case, while it has to
be assumed as an extra hypothesis in the piecewise case. Our argument allow us to drop this
hypothesis, although it works only when considering composition of small perturbations of a
given map.
We exploit a well known property exhibited by the transfer operator of some maps: quasi-
compactness ([BY93, Kel82a, Bal00, Kel82b, Liv95b, You99, You98]). For a definition of the
transfer operator and a discussion of some of its properties see Section A.3.1 in the appendix.
4.1.1 Stochastic Stability: Stationary Case
Now fix a Borel probability measure ν on the metric space Γ (endowed with the σ-algebra of
Borel sets), and consider the asymptotic behaviour of the random trajectories {xi}i∈N with
xi := Fγi ◦ ... ◦ Fγ1(x0) ∀i ∈ N
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where the {γi}i∈N are sampled independently from Γ with distribution given by ν. This random
dynamical system is equivalent to the skew product dynamical system
F : M × ΓN →M × ΓN
(x,γ)→ (fγ1(x), σ(γ))
on (M × ΓN,m ⊗ ν⊗N), where γ ∈ ΓN, and σ is the left-sided shift. Denoting with Lγ the
transfer operator associated to Fγ , one can define the average transfer operator
Lˆνϕ :=
∫
Γ
Lγϕdν(γ).
The density ϕν satisfying Lνϕν = ϕν is called stationary density. Whenever ν = δγ for some Γ,
Lˆν = Lγ and ϕν (if it exists) is the invariant density under the map Fγ .
To prove Part (i) of Theorem A, we will use the spectral properties of Lγˆ and Lν in a way
similar to what has already been shown for one-dimensional piecewise maps in [Via97].
4.1.2 Spectral Theorems for the Transfer Operators
It is often very useful to restrict the action of the transfer operator to some Banach space
contained in L1. It has been shown in many cases how such a restriction have nice spectral
properties that imply, among others, existence of invariant absolutely continuous measures and
exponential mixing of correlations between observables. Suppose that V ⊂ L1(M), and (V, ‖·‖V )
is a Banch space. A theorem by Ionescu-Tulcea and Marinescu give a criterion to establish the
spectral properties of L. We report here this theorem in the case where the ambient space is
L1(M)
Theorem 1 ([ITM50]). Let (V, ‖ · ‖V ) be a Banach closed subspace of L1(M) such that if
{ϕn}n∈N ⊂ V , ‖ϕn‖V ≤ K is such that ϕn → ϕ in L1, then ϕ ∈ V , and ‖ϕ‖V ≤ K. Let C(V )
be the class of linear bounded operators with image in V satisfying
(1) there exists H s.t. |Pn|V ≤ H ∀n ∈ N
(2) there exists 0 < r < 1 and R > 0 such that
‖Pϕ‖V ≤ r‖ϕ‖V +R‖ϕ‖1 (3)
(3) P(B) is compact in L1 for every bounded B in (V, ‖ · ‖V ).
Then every P ∈ C(V ) has only a finite number of eigenvalues {c1, ..., cp} of modulus 1 with
finite dimensional eigenspaces {X1, ..., Xp}, and
P =
p∑
i=1
ciPi + P0
where, if {pi(i)}i={1,...p}, pi(0) are projections relative to the splitting
V =
p⊕
i=1
Xi ⊕X0
Pi := P ◦ pi(i), and ‖Pn0 ‖V = O(qn) with q ∈ (0, 1).
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The theorem can be used to understand the behaviour of the transfer operator for a variety
of maps. Most of the requirements are automatically satisfied by the transfer operator, and the
only thing that requires an additional proof is inequality (3) often referred as a Lasota-Yorke
type of inequality. For such an inequality to hold, the Banach space (V, ‖ · ‖V ) must be chosen
carefully.
In the following we need a result that deals with perturbed transfer operators. This is
treated in various references and presented in different formulations. Among others we cite
[KL98, Kel82b, Via97, Bal00]. We report the statement that can be found in [Via97] for transfer
operators associated to piecewise-expanding maps, and that can be generalised without any
extra effort to the above setting.
Theorem 2 ([Via97]). Suppose (V, ‖ · ‖V ) is a closed Banach space which is a subspace of
L1(M). Let C > 0, q < 1, λ < 1, and Pε : V → V , be a family of linear operators satisfying:
• ∫ Pεϕdm = ∫ ϕdm, and ϕ ≥ 0 implies Pεϕ ≥ 0;
• ‖Pnε ϕ‖V ≤ Cλn‖ϕ‖V + C‖ϕ‖1;
for every n ≥ 1, ε ≥ 0, and ϕ ∈ V . Suppose that
• for n ≥ 1 there is ε(n) so that for all ϕ ∈ V and all ε ∈ (0, ε(n))
‖Pn0 ϕ− Pnε ϕ‖1 ≤ Cλn‖ϕ‖V (4)
• spec(P0) = {1} ∪ Σ0, where 1 is a simple eigenvalue and Σ0 ⊂ {z ∈ C : |z| ≤ q}.
Fix q˜ ∈ (max{√q,√λ}, 1). Then, for any small enough ε > 0, spec(Pε) = {1} ∪ Σε, where
1 is a simple eigenvalue and Σε ⊂ {z ∈ C : |z| ≤ q˜}.
The above theorem states that, under some hypotheses, when dealing with a quasi-compact
transfer operator with 1 as unique simple eigenvalue, small perturbations do not jeopardise
quasi-compactness.
4.1.3 Quasi-Ho¨lder spaces Vα
In this section we report the definition of quasi-Ho¨lder space as presented in [Sau00]. This is
the Banach space on which we restrict the action of the Perron-Frobenius operator associated
to F . Given ϕ ∈ L1(RN ) and S a Borel subset of RN , define
osc(ϕ, S) := EsupS ϕ− EinfS ϕ.
For all ε > 0 and ϕ ∈ L1(RN ), the map x 7→ osc(ϕ,Bε(x)) is measurable (in particular is
lower semi-continuous). Given α ∈ (0, 1), |f |α is defined (finite or infinite) as
|ϕ|α := sup
0<ε≤ε0
ε−α
∫
RN
osc(ϕ,Bε(x))dm(x),
and Vα is
Vα := {ϕ ∈ L1(RN ) : |ϕ|α <∞}. (5)
The space Vα, endowed with the norm ‖ · ‖α := | · |α + ‖ · ‖1, where ‖ · ‖1 is the L1 norm, is
a Banach space.
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4.1.4 Spectral Properties of L on Vα
The transfer operator L associated to F satisfying (ME1)-(ME5), fulfils a Lasota-Yorke type of
inequality.
Proposition 1 ([Sau00]). Suppose F satisfies (ME1)-(ME5). If ε0 is small enough, there exists
η ∈ (0, 1) and C < 0 such that for all ϕ ∈ Vα
Lϕ ∈ Vα and |Lϕ|α ≤ η|ϕ|α + C
∫
RN
|ϕ|dm.
Theorem 1 by Ionescu-Tulcea and Marinescu gives the spectral properties of L. Whenever
the transfer operator L has {1} as unique eigenvalue which is also simple, we obtain the following
splitting
Proposition 2. Let F be a map that satisfies (ME1)-(ME6) then:
spec(L) = {1} ∪ Σ0
where 1 is a simple eigenvalue and Σ0 is a disc of radius q < 1, and
Vα = Rϕ0 ⊕X0.
4.2 Perturbations
In [Cow00], the author treats the problem of stochastic stability for the invariant density for
multidimensional piecewise expanding maps with piecewise smooth boundaries of the partitions.
We address the same problem in the setting presented above, which makes it natural to consider
perturbations of the system F : Ω → Ω with different regularity partitions as long as the
branches admit an extension to the same neighbourhood.
4.2.1 Continuity assumptions
Given any γˆ ∈ Γ, we say that the collection {Fγ}γ∈Γ is continuous at γˆ if for every ε > 0 there
is a δ > 0 such that the δ-ball Bδ(γˆ) has the following properties:
(CM1) for each γ1, γ2 ∈ Bδ(γˆ), the C1 distance between F (i)γ1 and F (i)γ2 is at most ε;
(CM2) for every γ ∈ Bδ(γˆ) and 1 ≤ i ≤ k, m(U (i)γ 4U (i)) ≤ ε, where 4 stands for the symmetric
difference.
4.2.2 Notation
Define the set of multi-indices In := {1, ..., k}n. For i ∈ In and γ = (γ1, ..., γn) ∈ Γn call
Fnγ (x) := Fγn ...Fγ1(x) and F
(i)
γ (x) := F
(in)
γn ...F
i1
γ1(x),
whenever is well defined. For γ ∈ Γn, define Lnγ := Lγn ...Lγ1 . For all n ∈ N and γ ∈ Γn, let
us denote with {U (i)γ }i∈In the partition of Ω modulo a negligible subset such that, if x ∈ U (i)γ ,
then x ∈ U i1γ1 , and F
(ij)
γj ...F
(i1)
γ1 (x) ∈ U (ij+1)γj+1 for 1 ≤ j < n. Notice that F (i)γ is well defined on
U
(i)
γ , and its restriction equals Fγ .
We fix γˆ ∈ Γ. From now on, Fγˆ represent the ’unperturbed’ map, and will be denoted as F
and Lγˆ will be denoted as L.
Remark 6. Some of the U
(i)
γ might be empty, or of measure zero.
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4.2.3 Perturbation Results
We now prove that if one randomly compose sufficiently small perturbations, then the average
transfer operator of the perturbed map satisfies a uniform Lasota-Yorke type of inequality.
Lemma 1. Let {Fγ}γ∈Γ be perturbations of F := Fγˆ as in (ME1)-(ME6) continuous at γˆ as in
(CM1)-(CM2). Then, there exists C > 0 and η˜ ∈ (0, 1), and Γ′ ⊂ Γ neighbourhood of γˆ such
that, for every probability measure ν with supp ν ⊂ Γ′ and all ϕ ∈ Vα
|Lˆνϕ|α ≤ η˜|ϕ|α + C
∫
|ϕ|dm
Proof. The proof of this lemma follows from Proposition 1. Since Fγ satisfies (ME1)-(ME5),
Proposition 1 implies that it satisfies a Lasota-Yorke inequality with η˜(γ) ∈ (0, 1), and C(γ) > 0.
As proved in [Sau00], C(γ) has a uniform bound for every γ ∈ Γ and
η(γ) = (1 + csαγ ε
α
0 )ρ.
Choosing ε0 so that η(γˆ) < 1, since sγ → sγˆ for γ → γˆ by (CM1), one can pick Γ′ ⊂ Γ a
neighbourhood of γˆ such that η(γ) < η˜ < 1 for all γ ∈ Γ′. This implies that ∀γ ∈ Γ′
|Lγϕ|α ≤ η˜|ϕ|α + C
∫
|ϕ|dm.
Now,
|Lˆνϕ|α =
∣∣∣∣∫
Γ
Lγϕdν(γ)
∣∣∣∣
α
= sup
0<ε≤ε0
ε−α
∫
RN
osc
(∫
Γ
Lγϕdν(γ), Bε(x)
)
dm(x)
and from the definition of oscillation, since Esup and Einf are respectively a convex and concave
function on the essentially bounded functions,
|Lˆνϕ|α ≤ sup
0<ε≤ε0
ε−α
∫
RN
∫
Γ
osc (Lγϕ,Bε(x)) dν(γ)dm(x)
≤ sup
0<ε≤ε0
∫
Γ
ε−α
∫
RN
osc (Lγϕ,Bε(x)) dm(x)dν(γ)
≤
∫
Γ
|Lγϕ|αdν(γ)
≤ η˜|ϕ|α + C
∫
|ϕ|dm.
Since η˜ < 1 one immediately gets
Lemma 2. (1) for all n ∈ N and γ ∈ (Γ′)n
|Lγn ...Lγ1ϕ|α ≤ η˜n|ϕ|α +
C
1− η˜
∫
|ϕ|dm
which is thus uniformly bounded on n,
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(2) for all ε > 0 and all densities ϕ ∈ Vα, there is a n˜(ϕ, ε) ∈ N such that
|Lγn ...Lγ1ϕ|α ≤
C
1− η˜ + ε
for all n > n˜(ϕ, ε).
We now prove a perturbation estimate crucial in determining the spectral properties of the
perturbed transfer operators using similar estimates to the procedure in [Via97].
Proposition 3. Let {Fγ}γ∈Γ be perturbations of F := Fγˆ as in (ME1)-(ME6) continuous at γˆ
as in (CM1)-(CM2), then there exists 0 < s˜ ≤ 1, and C˜ > 0 such that for all n ∈ N there is
δ > 0, satisfying
‖Lnγϕ− Lnϕ‖1 ≤ C˜s˜n‖ϕ‖α, ∀ϕ ∈ Vα (6)
for all γ ∈ Bδ(γˆ)n.
Proof.∫
|Lnγϕ(x)− Lnϕ(x)|dm(x) ≤
≤
∑
i∈In
[ ∫
F
(i)
γ (U
(i)
γ )∩F (i)(U(i))
∣∣∣(ϕ|detDF (i)γ |−1) ◦ (F (i)γ )−1(x)− (ϕ|detDF (i)|−1) ◦ F (i)−1(x)∣∣∣ dm(x)+
+
∫
F
(i)
γ (U
(i)
γ )\F (i)(U(i))
∣∣∣(ϕ|detDF (i)γ |−1) ◦ (F (i)γ )−1(x)∣∣∣ dm(x)+
+
∫
F (i)(U(i))\F (i)γ (U(i)γ )
∣∣∣(ϕ|detDF (i)|−1) ◦ (F (i))−1(x)∣∣∣ dm(x) ]
=:
∑
i∈In
[(A)i + (B)i + (C)i]
We first treat (A)i and then (B)i with (C)i for which analogous arguments hold. Notice that∣∣∣(ϕ|detDF (i)γ |−1) ◦ (F (i)γ )−1 − (ϕ|detDF (i)|−1) ◦ F (i)−1∣∣∣ ≤
≤
∣∣∣ϕ ◦ (F (i)γ )−1 − ϕ ◦ F (i)−1∣∣∣ ∣∣∣detDF (i)−1∣∣∣+ ∣∣∣ϕ ◦ (F (i)γ )−1∣∣∣ ∣∣∣∣detDF (i)γ −1 − detDF (i)−1∣∣∣∣
which upper bounds (A)i with the sum of two terms. The first one is
(1)i :=
∫
F
(i)
γ (U
(i)
γ )∩F (i)(U(i))
∣∣∣ϕ ◦ (F (i)γ )−1(x)− ϕ ◦ F (i)−1(x)∣∣∣ ∣∣∣detDF (i)−1∣∣∣ dm(x)
and one can chose a suitable δ > 0 such that ∀γ ∈ Bδ(γˆ) and all i ∈ {1, ..., k}
|F (i)γ
−1 − F (i)−1| < ξ(δ)
with ξ(δ) < ε0(1− s), so by induction,
|F (i)γ
−1
(x)− F (i)−1(x)| ≤ |F (i1)γ1
−1 ◦ F (i2,..,in)(γ2,...,γn)
−1
(x)− F (i1)−1 ◦ F (i2,..,in)(γ2,...,γn)
−1
(x)|+
|F (i1)−1 ◦ F (i2,..,in)(γ2,...,γn)
−1
(x)− F (i1)−1 ◦ F (i2,...,in)−1(x)|
≤ ξ(δ) + s|F (i2,..,in)(γ2,...,γn)
−1
(x)− F (i2,...,in)−1(x)|
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for all x ∈ F (i)γ (U (i)γ ) ∩ F (i)(U (i)), yielding
|F (i)γ
−1 − F (i)−1| ≤ ξ(δ) 1
1− s.
This implies that, for any fixed ε, choosing δ so that ξ(δ)/(1− s) < ε
(1)i ≤
∫
F (i)(U(i))
osc(ϕ,Bε(F
(i)−1(x)))|detDF (i)−1|dm(x)
≤
∫
U(i)
osc(ϕ,Bε(y))dm(y)
Taking the sum over In∑
i∈In
∫
U(i)
osc(ϕ,Bε(y))dm(y) ≤
∫
RN
osc(ϕ,Bε(y))dm(y)
≤ εα|ϕ|α
For the second term
(2)i :=
∫
F
(i)
γ (U
(i)
γ )∩F (i)(U(i))
∣∣∣ϕ ◦ (F (i)γ )−1∣∣∣ ∣∣∣∣detDF (i)γ −1 − detDF (i)−1∣∣∣∣ dm ≤
≤ m(Ω)ξ(δ) EsupΩ |ϕ|
where ξ(δ) is a number that can be made arbitrarily small restricting δ. From compactness of
Ω, there exists a x such that
EsupΩ |ϕ| = EsupB ε0
2
(x) |ϕ|
≤ 1
m(B ε0
2
(x))
∫
B ε0
2
(x)
[|ϕ(y)|+ osc(ϕ,B ε0
2
(y))]dm(y) (7)
one obtains
(2)i ≤ C ′ξ(δ)‖ϕ‖α
from which ∑
i∈In
(A)i ≤ εα|ϕ|α + C ′(#In)ξ(δ)‖ϕ‖α.
For what concerns (B)i
(B)i =
∫
F
(i)
γ (U
(i)
γ )\F (i)(U(i))
|(ϕdetDF (i)γ
−1
) ◦ (F (i)γ )−1(x)|dm
≤ m(F (i)γ (U (i)γ )\F (i)(U (i)))s˜n EsupΩ |ϕ|
≤ ξ(δ)C ′′s˜nγ‖ϕ‖α
where we upper bounded m(F
(i)
γ (U
(i)
γ )\F (i)(U (i))) with ξ(δ) that thanks to (CM2) can be made
arbitrarily small reducing δ. Summing all the contributions∑
i∈In
(B)i ≤ (#In)ξ(δ)C ′′s˜nγ‖ϕ‖α.
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The sum of the (C)i terms can be upper bounded analogously. As already pointed out, for a
smaller δ we can make the upper bound arbitrarily small. This allows, in particular, to obtain
an exponential upper bound as (6) with respect to some s˜ ∈ (0, 1).
We can generalise the above proposition to the case of averaged transfer operators.
Proposition 4. There exists 0 < s˜ ≤ 1, and C˜ > 0 such that for all n ∈ N there is δ > 0,
satisfying
‖Lˆnνϕ− Lnϕ‖1 ≤ C˜s˜n‖ϕ‖α, ∀ϕ ∈ Vα
for every probability measure ν with supp ν ⊂ Bδ(γˆ).
Proof.
‖Lˆnνϕ− Lnϕ‖1 ≤
∫ ∣∣∣∣∫
Γn
Lnγϕ(x)dν⊗n(γ)− Lnϕ(x)
∣∣∣∣ dm(x)
≤
∫ ∫
Γn
∣∣Lnγϕ(x)− Lnϕ(x)∣∣ dν⊗n(γ)dm(x)
≤
∫
Γn
‖Lnγϕ− Lnϕ‖1dν⊗n(γ).
Since ν is supported on Bδ(γˆ), almost every sequence γ in the above integral will belong to
Bδ(γˆ)
n allowing a direct application of Proposition 3.
The above proposition and Proposition 2 give the spectral properties for the perturbed
transfer operators.
Proposition 5. There is a neighbourhood of γˆ, Γ′′ ⊂ Γ such that
specLν = {1} ∪ Σ0 Vα = Rϕν ⊕X0
for all probability measures ν with supp ν ⊂ Γ′′, with Σ0 inside a disk of radius q˜ ∈ (0, 1), and
ϕν is the unique stationary density. The projections associated to the splitting are
pi
(ν)
1 ϕ =
(∫
ϕdm
)
ϕν , pi
(ν)
0 ϕ = ϕ−
(∫
ϕdm
)
ϕν .
Remark 7. As already remarked, the stationary measure associated with ν = δγ , γ ∈ Γ′′, is the
invariant measure for the map Fγ .
This proposition is a direct consequence of Theorem 2. One can easily prove that the
invariant densities have uniformly bounded norms.
Lemma 3. For all probability measures ν with supp ν ⊂ Γ′
|ϕν |α ≤ C
1− η˜
Proof. From Lemma 1
|ϕν |α = |Lνϕν |α ≤ η˜|ϕν |α + C
which implies
|ϕν |α ≤ C
1− η˜ .
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4.3 Proof of Theorem A
We first prove Part (1) of Theorem A along the same lines of [Via97] where it is proven in for
one-dimensional maps.
Proof of Part (1) of Theorem A. By triangular inequality, for all n ∈ N and ν supp ν ⊂ Bδ(γˆ)
‖ϕν − ϕγˆ‖1 ≤ ‖ϕν − Lnνϕγˆ‖1 + ‖Lnνϕγˆ − ϕγˆ‖1
≤ ‖Lnνϕν − Lnνϕγˆ‖1 + ‖Lnνϕν − Lnϕγˆ‖1
≤ q˜n‖ϕν − ϕγˆ‖α + C˜s˜n‖ϕγˆ‖α (8)
where in (8), for the first term we used the spectral splitting and the fact that ϕν − ϕγˆ ∈
X0, and for the second term we used Proposition 3. By Lemma 3, ‖ϕν − ϕγˆ‖α is uniformly
bounded for γ ∈ Γ′, and this implies the result choosing n sufficiently large and adjusting δ > 0
accordingly.
We now prove Part (2) of Theorem A. In the proof, we denote by ϕγ ∈ Vα, the unique
invariant probability density for the map Fγ , where γ ∈ Γ′.
Proof of Part (2) of Theorem A. We can restate the theorem in terms of the action of the trans-
fer operators on the density of the initial mass distribution. We shall then prove that for all
densities ϕ ∈ Vα and every ε > 0, there exists n := n(ε, ϕ) ∈ N and δ independent of ϕ such
that, for all n ≥ n and for all sequences γ ∈ Bδ(γˆ)n
‖Lnγϕ− ϕγˆ‖1 ≤ ε.
Let us consider the application of the transfer operators on their arguments split by projec-
tions pi
(γ)
1 and pi
(γ)
0 . For example:
Lγn ...Lγ1ϕ = Lγnpi(γn)0
(Lγn−1 ...Lγ1ϕ)+ Lγnpi(γn)1 (Lγn−1 ...Lγ1ϕ)
By induction
LγnLγn−1 ...Lγ1ϕ =
∑
(i1,...,in)∈{0,1}n
Lγnpi(γn)in Lγn−1pi
(γn−1)
in−1 ...Lγ1 ◦ pi
(γ1)
i1
ϕ
Since pi
(γ)
0 projects on the X0 space, which is invariant under Lγ , in the above sum only n
terms give a nonzero contribution: after projecting on X0 the action of the operators does not
leave this space and if we later project on any of the Rϕγ′ we obtain zero. This implies that
only the non-increasing sequences of {0, 1}n may correspond to non-vanishing terms:
LγnLγn−1 ...Lγ1ϕ =
∑
(i1, ..., in) ∈ {0, 1}n
ij ≥ ij+1
Lγnpi(γn)in Lγn−1pi
(γn−1)
in−1 ...Lγ1pi
(γ1)
i1
ϕ
In the above sum:
• the term with (0, ..., 0, 1, ..., 1) (ij = 0 and ij−1 = 1) equals
Lγn ...Lγj (ϕγj−1 − ϕγj ),
• the term (0,...,0) equals ϕγn ,
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• the term (1,...,1) equals
Lγn ...Lγ1(ϕ− ϕγ1).
We can now evaluate the L1 norm of the following difference
‖LγnLγn−1 ...Lγ1ϕ− ϕγˆ‖1 ≤
≤ ‖ϕγn − ϕγˆ‖1 + ‖Lγn ...Lγ1(ϕ− ϕγ1)‖1 +
n∑
j=1
‖Lγn ...Lγj (ϕγj−1 − ϕγj )‖1
≤ ‖ϕγn − ϕγˆ‖1 + ‖Lγn ...Lγ1(ϕ− ϕγ1)‖1 +
n∑
j=1
‖ϕγj−1 − ϕγj‖1
where in the last inequality we used (P3).
Step 1 For every ε > 0, there exists δ′ > 0 and n = n(δ′, ϕ) such that for all k ∈ N and for
all γ ∈ Bδ′(γˆ)kN :
‖LγknLγkn−1 ...Lγ1ϕ− ϕγˆ‖1 ≤ ε (9)
We proceed by induction on k. Fix ε′ < ε/(2n + 2), and δ′ such that ‖ϕγ − ϕγ′‖1 ≤ ε′ for all
γ, γ′ ∈ Bδ′(γˆ). In view of Lemma 2 there exists a constant K, and n˜(ϕ, ε′) such that for all
n ≥ n˜ and all γ1 ∈ Bδ′(γˆ)
‖Lγn ...Lγ1(ϕ− ϕγ1)‖α < M
Choose n ≥ n˜ such that
q˜n−n˜M ≤ ε/2. (10)
For γ ∈ Bδ′(γˆ)n
‖LγnLγn−1 ...Lγ1(ϕ− ϕγˆ)‖1 ≤ ε′ + q˜n−n˜‖LγN˜ ...Lγ1(ϕ− ϕγ1)‖α + nε′
≤ (n+ 1)ε′ + q˜n−n˜M
≤ ε/2 + ε/2 ≤ ε.
Now call ϕ′ := Lγ(k−1)n ...Lγ1ϕ. By the same argument:
‖LγknLγkn−1 ...Lγn(k−1)+1ϕ′ − ϕγˆ‖1 ≤ (n+ 1)ε′ + q˜n−n˜M
≤ ε.
Step 2 Now choose n > n(δ′, ϕ). There exists k, r ∈ N such that n = kn + r. Call ϕ′′ =
Ltkn ...Lt1ϕ. Using upper bound (9) we have
‖Lγn ...Lγ1ϕ− ϕγˆ‖1 = ‖Lγn ...Lγn−r+1ϕ′′ − ϕγˆ‖1
≤ ‖ϕγn − ϕγˆ‖1 +
r∑
j=1
‖ϕγn−j − ϕγn−j+1‖1 + |ϕ′′ − ϕγn−r+1‖1
≤ ε′ + (r + 1)ε′ + ε
≤ 2ε.
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We now consider the proof of Part (3). The main tool we use, along Theorem A, is a law of
large number for dependent random variables with sufficiently fast decaying correlations.
Theorem 3 ([Wal04]). Let (Xn)n∈N be a sequence of square integrable random variables, such
that there exists r : N0 → R with
|E[(Xi − EXi)(Xj − EXj)]| ≤ r(|i− j|), i, j ∈ N
and ∞∑
k=1
r(k)
k
< +∞.
then
1
n
n∑
k=1
(Xk − E[Xk])→ 0 a.s.
Given an observable ψ ∈ Vα, n ∈ N and γ ∈ Γ′N (where Γ′ is as in Lemma 2), we define
ψ0 := ψ and ψn := Uγ1 ...Uγnψ
and denote the sum of the observable over the orbit as
Sn(ψ)(x) =
n−1∑
i=0
ψi(x).
(ψn)n∈N0 is a sequence of square integrable random variables on the measure space (RN ,m),
and ψn − E[ψn] = Uγ1 ...Uγn(ψ˜n) where
ψ˜n := ψ −
∫
Uγ1 ◦ ... ◦ Uγnψdm.
We can estimate the covariance.
Lemma 4. For any ψ ∈ Vα, there exist a constant C = C(ψ, ε0, N) > 0 and q < 1 depending
only on Fγˆ such that
E [(ψi − E[ψi]) (ψj − E[ψj ])] ≤ Cqj−i.
for every γ ∈ Γ′N, i, j ∈ N.
Proof. Without loss of generality, assume that j > i and consider
Rij = E [(ψi − E[ψi]) (ψj − E[ψj ])]
= E
[
Uγ1 ...Uγiψ˜i · Uγ1 ...Uγj ψ˜j
]
,
then, using that properties of the Koopman and Transfer operator we obtain that
Rij = E
[
ψ˜i · Uγi+1 ...Uγj ψ˜j · Lγi ...Lγ11
]
= E
[
ψ˜j · Lγj ...Lγi+1
(
ψ˜i · Lγi ...Lγ11
)]
.
Since ∫
ψ˜i · Lγi ...Lγ11dm =
∫
Uγ1 ...Uγi
(
ψ −
∫
Uγ1 ...Uγiψdm
)
dm = 0
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implies that ψ˜i · Lγi ...Lγ11 ∈ X0, and since Lγ restricted to X0 are contractions with respect to
the ‖ · ‖α norm, we obtain the bound
‖Lγj ...Lγi+1
(
ψ˜i · Lγi ...Lγ11
)
‖1 ≤ q˜j−i‖ψ˜i · Lγi ...Lγ11‖α.
By Proposition 3.4 in [Sau00], Vα is an algebra and
‖ψ˜i · Lγi ...Lγ11‖α ≤ C#‖ψ˜i‖α‖Lγi ...Lγ11‖α (11)
≤ C#
(
|ψ|α + ‖ψ˜i‖1
)
+ η˜ +
c
1− η˜ (12)
≤ C# (1 + ‖ψ‖α)
where C# stands for an uninfluential constant uniform on ψ, i, and γ. Inequality (11) is a
consequence of the upper bound in Proposition 3.4 from [Sau00]; (12) is derived from the first
point in Lemma 2. We conclude noticing that, by Ho¨lder inequality
E
[
ψ˜j · Lγj ...Lγi+1
(
ψ˜i · Lγi ...Lγ11
)]
≤ ‖ψ˜j‖∞q˜j−iC#(1 + ‖ψ‖α)
≤ ‖ψ‖∞q˜j−iC#(1 + ‖ψ‖α)
By Proposition 3.4 in [Sau00], any ψ ∈ Vα is an essentially bounded function with
‖ψ‖∞ ≤ max{1, ε
α}
γNεN0
‖ψ‖α,
where γN is the volume of the N−dimensional unit ball. Hence, taking
C := C#
max{1, εα}
γNεN0
‖ψ‖α(1 + ‖ψ‖α)
we conclude the proof.
Proof of Part (3) of Theorem A. We know that
E[ψk] =
∫
ψkdm
=
∫
Uγ1 ...Uγk(ψ)dm
=
∫
ψLγk ...Lγ11dm
and, using Theorem A, for every k > n and sufficiently small perturbations
‖Lγk ...Lγ11− ϕ0‖1 < ε ⇒
∣∣∣∣E[ψk]− ∫ ψϕ0dm∣∣∣∣ ≤ εE[|ψ|],
and ∫
ψϕ0dm− εE[|ψ|] ≤ lim inf
n→∞
1
n
∑
k
E[ψk] ≤ lim sup
n→∞
1
n
∑
k
E[ψk] ≤
∫
ψϕ0dm+ εE[|ψ|].
Thanks to Lemma 4 we can directly apply Theorem 3 to the random variables Xk = ψk. This
implies that for almost every x ∈M
lim
n→∞
1
n
n−1∑
k=0
ψk(x)− E[ψk] = 0. (13)
19
which implies that∫
ψϕ0dm− εE[|ψ|] ≤ lim inf
n→∞
1
n
∑
k
ψk(x) ≤ lim sup
n→∞
1
n
∑
k
ψk(x) ≤
∫
ψϕ0dm+ εE[|ψ|].
Proof of Corollary 1. To prove the corollary we use the Levy-Prokhorov metric for the weak
topology. Given two probability measures µ, ν on the Borel σ−algebra (Ω,B(Ω)), the Levy-
Prokhorov metric is defined as
dLP (µ, ν) := inf {s| µ(A) ≤ ν(As) + s ∀A ∈ B} ,
where As is the set of points at Euclidean distance strictly less than s from A. Since the
underlying topological space Ω is separable, it induces the weak topology on the space of Borel
probability measures. To prove the corollary is then enough to show that fixed ε > 0 there is a
δ > 0 such that for every sequence γ ∈ Bδ(γˆ)N, and for almost every x ∈ Ω there is n such that
µn,x :=
1
n
n−1∑
i=0
(
F iγ
)
∗ δx ∈ Bε(µγˆ), ∀n > n,
where Bε(µγˆ) is the ε-ball around µγˆ w.r.t. the metric dLP .
µn,x(A) =
1
n
n−1∑
i=0
χA ◦ F iγ(x)
and, from equation (13) in the proof of Part (3) of Theorem A with ψ = χA,
µn,x(A)− 1
n
∑
i
E
[
χA ◦ F iγ(x)
]→ 0
for almost every x ∈ Ω. Using the properties of the transfer operator
µn,x(A)− 1
n
n−1∑
i=0
∫
A
Liγ(1)dm→ 0 a.e. (14)
L1 convergence of densities implies weak convergence of the corresponding probability measures,
thus
‖Liγ(1)− ϕγˆ‖1 ≤ ε′ ⇒ dLP
(
(F iγ)∗m,µγˆ
) ≤ ∆(ε′) (15)
with ∆(ε′)→ 0 for ε′ → 0 which implies∫
A
Liγ(1)dm = (F iγ)∗m(A) ≤ µγˆ(A∆(ε′)) + ∆(ε′) ∀A ∈ B (16)
Now the main problem is that convergence (14) is not uniform in A. To overcome this
issue, we use the standard technique to approximate any measurable set A as the union of
sets taken from a sufficiently fine (in terms of the Euclidean metric), but finite collection, and
use uniformity of (13) for this finite collection to deduce uniformity for any A. Fix δ′ > 0.
From the topological properties of Ω, one can find a finite collection of balls {Bi}Ji=1 such that:
diam(Bi) < δ
′, m(∪Ji=1Bi) > 1− δ′. The set
D := {∪i∈JBi| J ⊂ {1, ..., J}},
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given by all possible unions of sets from the collection, is itself finite. This means that we can
find a subset Ωδ′ ⊂ Ω of full measure, such that for every x ∈ Ωδ′ there is n = n(x) such that∣∣∣∣∣µn,x(B)− 1n
n−1∑
i=0
∫
B
P iγ(1)dm
∣∣∣∣∣ < δ′, ∀B ∈ D and ∀n > n′. (17)
From Theorem A, we can choose δ > 0 so small that (15) holds for every i > N1 and ∆(ε
′) < δ′.
Thus there is a N2 > N1 such that:∣∣∣∣∣ 1n
n−1∑
i=0
∫
B
P iγ(1)− µγˆ(B∆(ε′))
∣∣∣∣∣ < 2∆(ε′) < 2δ′ ∀n > N2. (18)
Putting (18) and (17) together
µn,x(B) ≤ µγˆ(Bδ′) + 3δ′.
Now consider JA := {i| Bi ∩ A 6= 0}. It holds that: A ⊂ (∪i∈JABi) ∪
(∪Ji=1Bi)c (trivially);
and (∪i∈JA(Bi)δ′) ⊂ A2δ′ (from the condition on the diameters of the sets of the partition).
µx,n(A) ≤ µx,n(∪i∈JABi) + δ′
≤ µγˆ(∪i∈JA(Bi)δ′) + 4δ′
≤ µγˆ(A2δ′) + 4δ′
which for the right choice of δ′ gives the desired result.
Appendix A C1+ν Expanding Maps
In this appendix we consider a collection {Fγ}γ∈Γ of C1+ν maps from M into itself (where
Γ is some metric space) which are continuous at γˆ, i.e. so that the map γ 7→ Fγ from Γ to
C1+ν(M,M) is continuous at γˆ. We will assume that F = Fγˆ is expanding and for each sequence
γ = (γ1, γ2, . . . ) ∈ (Bδ(γˆ))N we analyse the ergodic properties of compositions of the form
Fnγ = Fγn . . . Fγ1 .
We are particularly interested to study what happens when we let δ tend to zero.
A.1 Setting and Result
Let M be connected and compact Riemannian manifold, with Riemannian distance d and
Riemannian volume m (we normalise so that m(M) = 1).
Definition 1. We say that F : M → M is a C1+ν expanding map if F is differentiable,
log |detDxF | is a locally ν-Ho¨lder function and there exists a constant σ ∈ (0, 1) such that
‖DxF (v)‖ ≥ σ−1‖v‖ ∀x ∈M, ∀v ∈ TxM.
It is well-known that F has an absolutely continuous invariant measure µ0 with a density
ϕ0 which is strictly positive and ν-Ho¨lder.
The next theorem shows that for expanding maps all ergodic properties are robust:
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Theorem B. Let F be a C1+ν-expanding map and {Fγ}γ∈Γ a collection of C1+ν perturbed
versions continuous at γˆ. Then for every ε > 0, there exists δ > 0 so that:
(1) [Via97] if γ ∈ Bδ(γˆ) then Fγ has an invariant density ϕγ, and
sup
x∈M
|ϕγ(x)− ϕγˆ | < ε;
(2) for every γ ∈ Bδ(γˆ)N and probability measure µ = ϕm with a strictly positive ν-Ho¨lder
density ϕ, there exists n so that for n > n, the Radon-Nykodim derivative ddm(F
n
γ )∗µ is
strictly positive and ν-Ho¨lder and
sup
x∈M
∣∣∣∣( ddm(Fnγ )∗µ
)
(x)− ϕγˆ(x)
∣∣∣∣ < ε; (19)
(3) there exists a set Xγ ⊂ M of full measure such that for each ν-Ho¨lder observable ψ and
for each x ∈ Xγ∫
ψϕ0dm−ε
∫
|ψ|dm ≤ lim inf
n→∞
1
n
Sn(ψ)(x) ≤ lim sup
n→∞
1
n
Sn(ψ)(x) ≤
∫
ψϕ0dm+ε
∫
|ψ|dm,
where Sn(ψ)(x) = ψ(x) +
∑n−1
i=1 ψ(Fγi ...Fγ1(x)).
Remark 8. Recalling that the unique a.c.i.p. density for a C1+ν expanding map on compact
manifold is uniformly bounded and bounded away from zero, the convergence in the sup-norm
stated above implies that after a finite number of iterates, any regular density will remain
bounded and bounded away from zero under any sufficiently small nonautonomous composition
of perturbations of such a map.
Remark 9. Keller [Kel82b] obtained a result L1-analogue of inequality (19) for piecewise expand-
ing interval maps. In our proof of Theorem B we use the well-known cone approach (explained
below). In our setting, since we assume the maps are C1+ν , the cone approach is more direct
and gives the stronger uniform (rather than L1) estimates.
A.2 Strategy of the proof of Theorem B
The main ingredient in the proof of Theorem B is the standard cone approach ([Liv95a, Liv01,
Via97]). For sufficiently small perturbations of a given expanding map, the associated transfer
operators leave a cone of strictly positive continuous functions with Ho¨lder logarithm invariant.
Endowing the cone with the Hilbert metric, one is able to prove that it has finite diameter
and thus the restrictions of the transfer operators to the cone are contraction with respect to
this metric and their contracting rates are uniformly bounded away from 1. This immediately
implies memory loss for initial distributions of states belonging to the cone. The main claim is
implied by a combination of this last result with continuity of the map t 7→ Ltϕ for every fixed
function ϕ inside the cone. We preliminarily define the transfer operator, cones of functions
and the Hilbert metric in Section A.3 to state results of existence of a.c.i.p. measures in Section
A.3.3 and stochastic stability in Section 4.1.1. We conclude with the proof of the result in the
final section.
A.3 Preliminaries
In this section, we review some of the main concepts and techniques to study invariant measure
and statistical properties of regular expanding maps that will lead to the proof of Theorem B
given in Section A.5.
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A.3.1 Transfer Operator
Given a measurable space (M,B,m) with a nonsingular transformation F one can define two
operators on the spaces L∞(M) and L1(M) (the specification of the measure m is omitted
whenever there is no risk of confusion), respectively U : L∞(M)→ L∞(M)
U(ϕ) = ϕ ◦ F
and its adjoint L : L1(M)→ L1(M), that satisfies for all ϕ ∈ L∞(M) and ψ ∈ L1(M)∫
M
Uϕ · ψdm =
∫
M
ϕ · Lψdm. (20)
L is the transfer (or Perron-Frobenius) operator, and has the following properties:
positivity: ψ ≥ 0⇒ LFψ ≥ 0 (P1)
preserves integrals:
∫
LFψdm =
∫
ψdm (P2)
contraction property: |LFψ|1 ≤ |ψ|1 (P3)
composition property: LF◦G = LG ◦ LF (P4)
for any ψ ∈ L1(M).
The transfer operator has proven to be an invaluable tool to deduce statistical properties of
dynamical systems (such as existence of invariant measures, decay of correlations, and central
limit theorems for Birkhoff sums [Liv95a, Bal00, BG97, LM13, Via97]) and their perturbations
([Kel82a, Kel82b, BY93, Via97]). For example, the probability density fixed by the transfer
operator are the densities of the invariant absolutely continuous probability measures, and
likewise, for any µ = ϕm a.c.i.p. measure, ϕ is a fixed point for the transfer operator. The
transfer operator also prescribes the evolution of the densities.
For maps satisfying Definition 1, each point of of M has the same finite number of preimages
under F (M is compact and connected), and the transfer operator for these maps can be written
as
Lϕ(x) =
k∑
i=1
ϕ(yi) · | detDyiF |−1, F−1(x) = {y1, ..., yk}.
A.3.2 Projective Metric
One of the main tools to investigate properties of the transfer operator is the Hilbert Projective
metric [Liv95a, Liv01, Via97].
Given a linear vector space E, a cone of E is a subset C ⊂ E\{0} such that if v ∈ C then
sv ∈ C for all s > 0. We consider convex cones, namely those that satisfy
s1v1 + s2v2 ∈ C ∀s1, s2 > 0 and ∀v1, v2 ∈ C.
There is a canonical way to define a pseudo metric on every cone. Let
α(v1, v2) := sup{s > 0 : v2 − sv1 ∈ C},
β(v1, v2) := inf{s > 0 : sv1 − v2 ∈ C},
and
θ(v1, v2) := log
β(v1, v2)
α(v1, v2)
with the logarithm extended to a function of [0,+∞]. θ has the following properties (see [Via97]
for a proof):
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(i) θ(v1, v2) = θ(v2, v1), ∀v1, v2 ∈ C,
(ii) θ(v1, v3) ≤ θ(v1, v2) + θ(v2, v3), ∀v1, v2, v3 ∈ C,
(iii) θ(v1, v2) = 0 if and only if there is s > 0 s.t. v1 = sv2.
Point (iii) implies that θ distinguishes directions only, and for this reason it is called pro-
jective metric.
Remark 10. Looking closely at α and β, one can notice that it is necessary to evaluate one of
the two only. In particular
α(v1, v2) =
1
β(v2, v1)
∀v1, v2 ∈ C (21)
which also implies property (i) of θ.
Remark 11. The projective metric θ := θC depends on the cone on which is defined. Vectors
belonging to the intersection of two different cones of the same vector space might have different
projective distances wether considered as vectors of the first cone or of the second.
Given cones C1 ⊂ C2, with projective metrics θ1 and θ2, one has
θ2(v1, v2) ≤ θ1(v1, v2), ∀v1, v2 ∈ C1, (22)
which tells us that the projective distance between two vectors decreases after enlarging the
cone. We now present two examples that will be useful in what follows.
Example 1. The cone of strictly positive continuous functions is
C+ := {ϕ ∈ C0(M,R) s.t. ϕ > 0}.
We compute the projective metric.
α+(ϕ1, ϕ2) = sup{t > 0 : ϕ2(x)− tϕ1(x) > 0, ∀x ∈M}
= sup{t > 0 : t < ϕ2(x)/ϕ1(x), ∀x ∈M}
which gives α+(ϕ1, ϕ2) = infx∈M ϕ2(x)/ϕ1(x). From (21), β+(ϕ1, ϕ2) = supx∈M ϕ2(x)/ϕ1(x),
and
θ+(ϕ1, ϕ2) = log sup
{
ϕ2(x)ϕ1(y)
ϕ1(x)ϕ2(y)
s.t. x, y ∈M
}
.
Example 2. For every a > 0 and ν ∈ (0, ν), consider the following cone
C(a, ν) := {ϕ ∈ C+ s.t. d(x1, x2) ≤ ρ0 ⇒ ϕ(x1) ≤ exp(ad(x1, x2)ν)ϕ(x2)} (23)
which is the cone of strictly positive continuous functions with logϕ locally ν−Ho¨lder. The
computation of the projective metric θa,ν on this cone can be obtained in a similar way as
before (see [Via97] for details). In particular we have
α(ϕ1, ϕ2) = inf
{
ϕ2(x)
ϕ1(x)
,
exp(ad(x, y)ν)ϕ2(x)− ϕ2(y)
exp(ad(x, y)ν)ϕ1(x)− ϕ1(y) s.t. x, y ∈M and 0 < d(x, y) < ρ0
}
.
One usually consider cones instead of the whole linear space because the restriction of linear
operators to invariant cones exhibits nice properties. For example, letting E1, E2 be two vector
spaces, L : E1 → E2 a linear map, and C1, C2 two cones in E1 and E2 respectively such that
L(C1) ⊂ C2, it is easy to verify that
θ2(L(v1), L(v2)) ≤ θ1(v1, v2) ∀v1, v2 ∈ C1.
Furthermore, if the image of C1 has finite dimeter, then the restriction of the linear map to the
cone is a contraction.
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Proposition 6 ([Via97]). Let L : E1 → E2 be a linear map, and C1 ⊂ E1 a cone. If
D := sup{θ2(L(v1), L(v2)) s.t. v1, v2 ∈ C1}
is finite, then
θ2(L(v1), L(v1)) ≤ qθ1(v1, v2)
with q = (1− e−D).
A.3.3 Absolutely Continuous Invariant Probability Measure
The above machinery has been used to prove existence of an invariant absolutely continuous
probability measure for the class of maps introduced in Definition 1.
Proposition 7 ([Via97]). Let F be a map as in Definition 1 , and let L be the associated
transfer operator. Then, for all sufficiently large a > 0, for 0 < ν < ν, and for all λ ∈ (σ, 1)
L(C(a, ν)) ⊂ C(λa, ν).
Moreover, the diameter
Dλa,ν := sup{θa,ν(ϕ1, ϕ2) s.t. ϕ1, ϕ2 ∈ C(λa, ν)} (24)
is finite for every a > 0, ν > 0, 0 < λ < 1.
This proposition along with Proposition 6 imply that the action of L contracts directions
inside the cone C(a, ν). To get a step closer to obtaining a fixed point, we can restrict to the
subset of normalised densities in C(a, ν),
C˜(a, ν) := {ϕ ∈ C(a, ν) s.t.
∫
ϕ(x)dm(x) = 1},
and show that L is a contraction of this space with respect to the restriction of the projective
metric.
Proposition 8. The following holds:
(i) The restriction of θa,ν to C˜(a, ν) is a metric,
(ii) L(C˜(a, ν)) ⊂ C˜(λa, ν).
Proof. (i): C(a, ν) has finite dimeter, thus θa,ν takes only finite values. θa,ν(ϕ1, ϕ2) = 0 for
ϕ1, ϕ2 ∈ C˜(a, ν) implies ϕ1 = cϕ2, but c must be equal to one so ϕ1 = ϕ2. (ii): implied by
properties (P1) and (P2) of the transfer operator.
This immediately gives the following corollary.
Corollary 2. L is a contraction on the metric space (C˜(a, ν), θa,ν).
Without getting into much details (which can be found in [Via97]), to produce a fixed point,
it would be sufficient to show that every normalised Cauchy sequence in C(a, ν) is convergent.
The setback is that (C˜(a, ν), θa,ν) is not complete. However, as it has already been pointed
out, C(a, ν) is a subset of C+. Normalised Cauchy sequences converge in this cone with respect
to θ+, and the fact that θ+(ϕ1, ϕ2) ≤ θa,ν(ϕ1, ϕ2) for all ϕ1, ϕ2 ∈ C(a, ν) (see equation (22)),
implies the existence of a fixed point ϕ0 ∈ C+ which is an invariant density for the dynamical
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system (M,B,m, F ). One is also able to prove that ϕ0 is in fact a function in C(λa, ν) and that
there exists constants R > 0 and σ1 ∈ (0, 1) such that
sup
x∈M
|Lnϕ(x)− ϕ0(x)| < Rσn1 (25)
for all densities ϕ ∈ C˜(a, ν). This means that any distribution of mass µ = ϕm on M , for
ϕ ∈ C˜(a, ν), will evolve exponentially fast towards the invariant distribution µ0 = ϕ0m under
the iteration of the map.
Remark 12. Notice that taking a collection of C1+ν perturbations {Fγ}Γ, if δ > 0 is sufficiently
small, then every F γ for γ in the open ball Bδ(γˆ) is a C
1+ν expanding map with uniform
lower bound σ−1 on the rate of expansion, and on the Ho¨lder constant. This implies that all
the associated transfer operators map C(a, ν) into C(λa, ν), for some sufficiently large a and
λ ∈ (0, 1). This implies that for all γ ∈ Bδ(γˆ), Lγ has a fixed point ϕγ ∈ C(λa, ν), and therefore
there is an invariant absolutely continuous probability measure for the perturbed map. The
analogous of (25) holds:
sup
x∈M
|Lnγϕ(x)− ϕγ(x)| < Rσn2 (26)
for some R > 0, σ2 ∈ (0, 1) and ∀γ ∈ Bδ(γˆ).
A.4 Stochastic Stability
As for the piecewise case (Section 4.1.1), also for families of C1+ν maps one can consider
independent compositions of maps sampled according to some measure ν on Γ. In this case, it
is known ([Via97, BY93]) that if the support of ν is sufficiently close to τ , i.e. suppµ ⊂ Bδ(τ)
for sufficiently small δ > 0, then the averaged transfer operator has an invariant density ϕµ,
and this invariant density converges uniformly to the invariant density ϕτ whenever δ → 0. ϕµ
is called a stationary density and it describes the asymptotic distribution for the random orbits
for almost every initial condition (w.r.t. ϕµm), and for almost every sequence {ti}i∈N (w.r.t.
µ⊗N). The stochastic stability result asserts that stationary densities are uniformly close to the
unperturbed invariant density, whenever the support of their measure is sufficiently close to τ .
Proposition 9 ([Via97]). Given a probability measure µ on T , for every ε > 0 there is δ > 0,
such that if suppµ ⊂ Bδ(τ) then
sup
x∈M
|ϕµ(x)− ϕτ (x)| < ε.
Remark 13. Notice that a particular case of the above setting is when µ = δt is the singular
probability measure concentrated at the point t ∈ T . In this case, Lˆµ equals Lt, and the
above results imply that for t sufficiently close to τ , F (t) has an absolutely continuous invariant
probability measure with density ϕt, and ϕt → ϕτ uniformly for t→ τ .
The bound (26) implies that the evolution of densities under the iterated action of a per-
turbed map Fγ converges exponentially fast to the invariant density ϕγ . Proposition 9 with the
above remark imply that for small perturbations, under iteration of some map Fγ , densities in
C˜(a, ν), evolve close to ϕγˆ .
A.5 Proof of Theorem B
Part (1) of Theorem B is given by Proposition 9. Now we prove part (2) that, in contrast with
the stationary case, tells us what happens to densities when we apply perturbed versions of the
map F without requiring any kind of independence of the perturbations.
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Proof of part (2) of Theorem B. Thanks to property (20) we can restate the theorem in terms
of the action of the transfer operator on the densities. Thus we need to prove that for {Fγ}γ∈Γ
as in the hypotheses, denoted with
Lnγ := Lγn ...Lγ1
the transfer operator of the composition Fnγ := Fγn ◦...◦Fγ1 , for every ε > 0 there exists δ(ε) > 0
and n(ε) ∈ N such that for every ϕ ∈ C˜(a, ν), every n > n and γ ∈ Bδ(γˆ)n
Lnγϕ ∈ C˜(a, ν) and sup
x∈M
|Lnγϕ(x)− ϕ0(x)| < ε.
Lnγϕ ∈ C˜(a, ν) follows from Remark 12.
Then, we recall that, for every ε′ > 0, ϕ ∈ C(a, ν), and every n ∈ N there exists δ(ε′, ϕ, n) > 0
such that if γ ∈ Bδ(τ)n
θ+(Lnγϕ,Lnϕ) ≤ ε′
This is proven in Proposition 2.14 of [Via97] for the case n = 1, and can be generalised to any
finite n ∈ N.
If γ ∈ Bδ(γˆ) with δ > 0 sufficiently small, for some a > 0 and 0 < ν < 1, Lγ is a contraction
of (C˜(a, ν), θa,ν) with contracting constant q ∈ (0, 1) independent of γ. Fix ε′ > 0, and choose
n ∈ N so that qnDλa,ν < ε′/2, with Dλa,ν diameter of C(a, ν) (see Eq. (24)), and δ less than
δ(ε′/2, ϕ0, n) above, so that θ+(Lnγϕ0, ϕ0) < ε′/2 for all γ ∈ Bδ(γˆ)n. This implies that for any
n > n and any γ ∈ Bδ(γˆ)n
θ+(Lnγϕ,ϕ0) ≤ θ+(Lnγϕ,Lγn ...Lγn−nϕ0) + θ+(Lγn ...Lγn−nϕ0, ϕ0) (27)
≤ θa,ν(Lnγϕ,Lγn ...Lγn−nϕ0) + θ+(Lγn ...Lγn−nϕ0, ϕ0) (28)
≤ θa,ν(Lγn ...Lγn−nLγn−n−1 ...Lγ1ϕ,L(γn,...,γn−n)ϕ0) + ε′/2 (29)
≤ qnDλa,ν + ε′/2 (30)
≤ ε′
Where (27) is just triangular inequality, (28) follows from inequality (22) that upper bound
the metric θ+ with the metric θa,ν , and (30) follows from uniformity of the contraction rate,
q ∈ (0, 1), for {Lγ}γ∈Bδ(γˆ).
To prove Part (3) we use again the strong law of large numbers in Theorem 3. Given an
observable ψ ∈ C(a, ν), n ∈ N and γ ∈ ΓN, we define
ψ0 := ψ, ψn := Uγ1 ...Uγnψ and Sn(ψ)(x) :=
n−1∑
i=0
ψi(x).
(ψn)n∈N0 is a sequence of square integrable random variables on the measure space (M,m), and
ψn − E[ψn] = Uγ1 ...Uγn(ψ˜n) where
ψ˜n(x) := ψ −
∫
Uγ1 ...Uγnψdm
= ψ −
∫
ψLnγ(1)dm.
We estimate the covariance in the following lemma.
Lemma 5. There exists constants R > 0 and r ∈ (0, 1) such that for every i 6= j
E [(ψi − E[ψi]) (ψj − E[ψj ])] ≤ Rr|j−i+1|.
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Proof. Suppose that j > i without loss of generality.
E [(ψi − E[ψi]) (ψj − E[ψj ])] =
= E
[
Uγ1 ...Uγiψ˜i · Uγ1 ...Uγj ψ˜j
]
= E
[
ψ˜i · Uγi+1 ...Uγj ψ˜j · Liγ1
]
= E
[
ψ˜j · Lγj ...Lγi+1
(
ψ˜i · Liγ1
)]
=
∫
ψ˜j(x) · Lγj ...Lγi+1
(
ψ · Liγ1− Liγ1
∫
ψLiγ1dm
)
(x)dm(x).
Now, ϕ1 := Liγ1(x) · ψ(x) and ϕ2 := (
∫
ψLiγ1dm) · Liγ1(x) are positive densities with the
same expectation, and both belong to C(2a, ν). In fact, ϕ2 ∈ C(a, ν) ⊂ C(2a, ν), and ϕ1 is the
product of two densities in C(a, ν) which is a density of C(2a, ν). So, letting r ∈ (0, 1) be the
uniform contraction rate of the operators {Lγ}γ∈Γ on C(2a, ν)
θ+(Lγj ...Lγi+1(ϕ1),Lγj ...Lγi+1(ϕ2)) ≤ θ2a,ν(Lγj ...Lγi+1(ϕ1),Lγj ...Lγi+1(ϕ2))
≤ rj−i−1θ2a,ν(ϕ1, ϕ2)
and
sup
x
∣∣∣∣Lγj ...Lγi+1 (Liγ1(x)ψ(x))− Lγj ...Lγi+1 (Liγ1(x) ∫ ψLiγ1dm)∣∣∣∣ ≤ R1[exp(R2rj−i+1)− 1]
with
R1 := sup{ϕ(x)| x ∈M,ϕ ∈ C(2a, ν)}
R2 := sup{θ2a,ν(ϕ1, ϕ2)| ϕ1, ϕ2 ∈ C(2a, ν)}.
Since
(∫
ψ˜idm
)
is uniformly bounded with respect to i, we can upper bound correlations with
R′1[exp(R2rj−i+1)− 1], from which the thesis follows.
Proof of Part (3) of Theorem B. We know that
E[ψk] =
∫
ψkdm
=
∫
Uγ1 ...Uγk(ψ)dm
=
∫
ψLγk ...Lγ11dm
and, using Theorem B, since for every k > n and sufficiently small perturbations ‖Lγk ...Lγ11−
ϕ0‖0 < ε ∣∣∣∣E[ψk]− ∫ ψϕ0dm∣∣∣∣ ≤ εE[|ψ|],
and ∫
ψϕ0dm− εE[|ψ|] ≤ lim inf
n→∞
1
n
∑
k
E[ψk] ≤ lim sup
n→∞
1
n
∑
k
E[ψk] ≤
∫
ψϕ0dm+ εE[|ψ|].
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Thanks to Lemma 5 we can directly apply Theorem 3 to the random variables Xk = ψk. This
implies that for almost every x ∈M
lim
n→∞
1
n
n−1∑
k=0
ψk(x)− E[ψk] = 0.
which implies that∫
ψϕ0dm− εE[|ψ|] ≤ lim inf
n→∞
1
n
∑
k
ψk(x) ≤ lim sup
n→∞
1
n
∑
k
ψk(x) ≤
∫
ψϕ0dm+ εE[|ψ|].
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