Abstract. In this paper we are concerned with estimating the fractional order of integration associated with a long-memory stochastic volatility m o d e l . W e d e v elop a new Bayesian estimator based on the Markov chain Monte Carlo sampler and the wavelet representation of the log-squared returns to draw v alues of the fractional order of integration and latent v olatilities from their joint posterior distribution. Unlike shortmemory stochastic volatility models, long-memory stochastic volatility m o d e l s d o n o t h a ve a state-space representation, and thus their sampler cannot employ the Kalman lters simulation smoother to update the chain of latent v olatilities. Instead, we design a simulator where the latent long-memory volatilities are drawn quickly and e ciently from the near independent m ultivariate distribution of the long-memory volatility's wavelet coe cients. We nd that sampling volatility in the wavelet domain, rather than in the time domain, leads to a fast and simulation-e cient sampler of the posterior distribution for the volatility's long-memory parameter and serves as a promising alternative estimator to the existing frequentist based estimators of long-memory volatility.
Introduction
In this article we d e v elop a semiparametric estimator of the fractional order of integration associated with a long-memory stochastic volatility model by threading together three distinct areas of study that have recently produced volumes of papers in economic and statistic journals. These areas of study are: (i) the overwhelming evidence of strong persistence in the volatility of nancial instruments (see e.g. Andersen and Bollerslev, 1997 Lobato and Savin, 1998 Harvey, 1998 Bollerslev and Jubinski, 1999 Bollerslev and Mikkelsen, 1999 Bollerslev and Wright, 2000 Ray and Tsay, 2000 that have been modeled in terms of Breidt et al. (1998) long-memory stochastic volatility model (LMSV) (ii) the ability of Markov c hain Monte Carlo (MCMC) (see Chib and Greenberg, 1996) simulation methods to provide Bayesian inference of models with censored and discrete data (Chib, 1992 Chib and Greenberg, 1998) , models of Markov s w i t c hing (Albert and Chib, 1993 McCulloch and Tsay, 1994 Chib, 1996 , and for the purpose of this paper, models of latent v olatility (Jacquier et al., 1994 Kim et al., 1998 , 1999 and (iii) the sparse time-scale representation of functions and time series a orded by w avelet analysis (Donoho and Johnston, 1995 Percival 1995 Percival and Walden 2000 Vidakovic 2000 Hong and Lee, 2001 , especially with regards to the sparci cation of a long-memory process's covariance matrix (Jensen, 1999a ,b, 2000 Whitcher and Jensen, 2000 .
Currently there exist three estimators of the LMSV model the quasi-maximum likelihood estimator (QMLE) of Breidt et al. (1998) , the GMM approach o f W right (1999) , and the widely used semiparametric, log-periodogram estimator of Geweke and Porter-Hudak (GPH, 1983, Deo and Hurvich, 2000) . The QMLE of the LMSV model is known to be strongly consistent, but requires the order of the short-memory autoregressive and moving average parameters to be correctly identi ed, as does the GMM estimator. The di erence between the QMLE and GMM is that when the fractional order of integration is smaller than 1=4, the asymptotic properties in addition to consistency are known for the GMM estimator. Unlike the QMLE of a short-memory stochastic volatility model whose asymptotic properties are known (Harvey, Ruiz and Shepard, 1994 and Ruiz, 1994) , these other asymptotic properties are not yet known for the QMLE of the LMSV model. However, in simulation experiments Wright (1999) nds that neither estimator's nite-sample properties dominate the other the GMM estimator of the long-memory parameter generally produces smaller standard errors but with signi cant d o wnward bias. From these simulations Wright (1999) admonishes the profession to develop alternative estimators of the LMSV model that are more e cient and less biased. The plan of this paper is to do exactly that in the context o f a B a yesian estimator.
Until recently it was also the case that little was known about the GPH's statistical properties for long-memory volatility models. This ignorance, however, did not discourage economists from making inference about the level of persistence found in the volatility o f nancial assets with either the QMLE or GPH estimator. Fortunately, Deo and Hurvich (2000) nd the asymptotic properties for the GPH estimator of volatility to be similar to those proven by Robinson (1995) for the GPH estimator in the mean. But even knowing the asymptotic properties of the GPH estimator, correct inference about the degree of longmemory relies on the number of Fourier frequencies in the regression growing at a rate that is dependent on the value of the unknown long-memory parameter. It thus seems that neither the QMLE nor GPH estimator of the long-memory volatility model lend themselves nicely to the construction of con dence intervals or hypothesis testing of the long-memory parameter estimate.
The main point of this paper is to develop a new estimator of the LMSV model's longmemory parameter that has known statistical properties from which inference can be easily and quickly made about the strong persistent nature of volatility. W e accomplish this goal by designing a fast and e cient MCMC sampler of the posterior distribution for the longmemory parameter of the LMSV model. Our approach is based on the algorithm designed by Kim et al. (1998) and for the short-memory, rst-order autoregressive, stochastic volatility model, but except for the sampling of the mixture of normal state indicator variables the sampler in this paper is entirely di erent and new to the estimation of stochastic volatility. Instead of using Kim et al. (1998) simulation smoother to make m ultivariate draws of the latent v olatilities, we utilize the nearly independent, multivariate distributional properties of the long-memory process's wavelet coe cients as found by Jensen (1999a Jensen ( ,b, 2000 to produce a fast and simulation-e cient sampler of the strongly correlated long-memory volatilities. We c o m bine this nding with Chib and Carlin (1999) and Chib et al. (2000) reduced block sampling scheme (i.e., sampling the parameters in groups) and Chib and Greenberg (1998) tailored Metropolis-Hastings step in the MCMC simulator to reduce the number of blocks of parameters and increase the samplers convergence and e ciency.
With arti cial LMSV data we nd that our wavelet based Bayesian estimator of a fractionally integrated LMSV model performs better than either the GPH or QMLE. Our Bayesian estimator has smaller bias and mean squared error than the other two estimators of fractionally integrated volatility. In addition, the Bayesian con dence interval of the longmemory parameter is on average more symmetrical around its true value and in frequentist studies captures the true parameter at a slightly higher rate than the nominal level of the con dence interval. Lastly, with our wavelet Bayesian estimator we nd evidence of longmemory in the daily stock return volatility of the S&P 100 company, A l u m i n um Corporation of America.
The contents of the paper will be as follows. In Section 2 we i n troduce the longmemory stochastic volatility model along with its unique property of long term persistence as quanti ed by the latent v olatility process's autocovariance and power spectrum. Section 3 constructs the Markov c hain Monte Carlo simulator for the mixture model of log-squared return's wavelet representation. In Section 3 we provide only the necessary points of wavelet analysis needed to construct our results. We w ould recommend either Mallat (1999) or Percival and Walden (2000) to those readers interested in obtaining a more complete understanding of wavelet analysis. Results from the Bayesian wavelet estimator, the QMLE, and the GPH estimator of the LMSV model are reported in Section 4 for simulated LMSV models and daily compounded stock return data. Our conclusions are found in Section 5.
2 Long-memory stochastic volatility Let the long-memory stochastic volatility model be de ned as y t = expfh t =2g t (1 ; L) d h t = + t (1) for t = 0 : : : T; 1, and where y t is the mean corrected return from holding a nancial instrument a t t i m e t, h t is the log volatility a t t i m e t that follows a stationary fractionally integrated process with the long-memory parameter, jdj < 1=2, and L is the lag operator i.e., x t;s = L s x t . The innovation terms t and t are standard normal white noise processes that are uncorrelated. The parameter is the standard deviation of the log-volatility and is the modal instantaneous volatility which w e assume without any loss of generality t o be equal to one.
The long-memory process, h t , w as originally introduced by both Granger and Joyeux (1980) and Hosking (1981) . If ;1=2 < d < 0, h t is said to be anti-persistent o r a i n termediate memory process, whereas when 0 < d < 1=2, h t exhibits long-term persistence. Because long-term persistence has been the dominate feature in the empirical volatility of nancial data, in this paper we will only be interested in stochastic volatility models with positive v alues of d.
Taking the logarithm of the squared returns, the LMSV model in Eq. (1) For a excellent review of the work performed in economics with long-memory processes see Baillie (1996) .
iid non-Gaussian disturbance log 2 t with a normal density function. It is well known for short-memory stochastic volatility models that the QMLE is suboptimal in nite samples because log 2 t is poorly approximated by a Gaussian distribution (Kim et al, 1998) . We expect that these poor small sample properties will carry over to the QMLE of a LMSV model, although this has not been formally shown.
Following Kim et al. (1998) distribution with the mixture of normals in Eq. (4) is desirable since in a B a yesian sampling algorithm it is quick and easy to draw from a conditional Gaussian distribution and the unknown value of the states, s t , can be appended to the already unknown parameters of the model.
Posterior Analysis
The Bayesian approach to estimating the unknown parameters of the LMSV model's o set mixture representation is to augment the unknown parameters with the latent v olatilities, h, and the mixture conditioning states, s. T h us, under the Bayesian methodology we desire to make d r a ws from the intractable posterior distribution (s h d jy ). This task is accomplished with a Markov c hain Monte Carlo (MCMC) simulator (Tanner and Wong, 1987 Tierney, 1994 and Chib and Greenberg, 1995 . The idea behind the MCMC algorithm is to create a Markov c hain on the blocks of the unknown parameters, latent v olatilities, and state mixing variables, where by repeatedly sampling from the distribution of each b l o c k conditioned on the other remaining blocks current v alue, the chain geometrically converges to the desired multivariate posterior density. I n o t h e r w ords, after cycling over the steps: Kim et al. (1998) , and to multivariate short-memory stochastic volatility m o d e l s b y Chib et al. ( , 2000 constitute an orthonormal basis of L 2 in time-scale space (Mallat, 1989) . We denote the wavelet coe cients of a function x(t) a s
Only in rare circumstances does the mother wavelet have an analytical functional form, instead, j k is a function that can be approximated to any degree of precision with the impulse response from a specially designed real-valued, quadrature mirror lter, fh j l g, j = 1 : : : log 2 T, l = 0 : : : L j ; 1, where L j (2 j ; 1)(L 1 ; 1) + 1 < T , and L 1 is any positive e v en integer. (Daubechies 1992, Chap. 6 and Mallat, 1989) . For each v alue of j, the wavelet lters satisfy the conditions
and are orthogonal to even shifts i.e., P L j ;1 l=0 h j l h j l+2n = 0 for all nonzero integers n. The wavelet coe cients of a discrete series x t , t = 0 : : : T; 1, are de ned in terms of the wavelet lters as
h j l x 2 j k;l j = 1 : : : J log 2 T and k = 0 1 : : : T = 2 j ; 1
For an extensive i n troduction to wavelet analysis from the vantage point of time series analysis see Percival and Walden (2000) , or see Hern andez and Weiss (1996) for a theoretical viewpoint.
where as one can see from Eq. (7) only every other 2 j th ltered output is kept.
3 Since L j < T and the wavelet lters are real-valued, the wavelet function is compactly supported and the wavelet coe cients of a mean-square convergent real-valued series will be a realvalued random process whose second moment will be nite with probability one (Cambanis and Houdr e, 1995) .
The wavelet coe cients essentially tells us how m uch a w eighted average of x t changes from one particular time period of length 2 j;1 to the next. Another interpretation of the wavelet coe cients can be found in its frequency domain representation. By the conditions in Eq. (6), the Fourier transform of the dilated and translated wavelet function, j k (t), is approximately an`ideal' bandpass lter whose transfer function is supported on the octave, =2 j = 2 j;1 ] (see Jensen, 1999b) , where the error of approximation decreases as L 1 increases. The wavelet coe cients W (x) j k can now b e v i e w ed as the output from the near ideal' bandpass portion of a two-channel lter that retains the energy of x t from the octave, =2 j = 2 j;1 ].
Using the wavelet lters from the Daubechies (1992, Chap. 6) family of compactly supported, orthonormal wavelets, we project the LMSV model's o set mixture representation in Eq. (3) 
where K w is the number of mixture components, and for i = 1 : : : K w , P(s j k = i) = q i is the probability o f s t a t e i, i is the mean of state i, and 2 i is the variance of state i.
In the next subsection we will discuss the selection of the mixture distributions order and moments. Jensen (2000) shows that the wavelet basis is a`near' diagonalizing operator in which the wavelet coe cients of a long-memory process will be an approximately independent multivariate Normal stochastic process with as an independent series we sidestep the di cult task of having to sample from h j y d s . W e v enture to guess that because the wavelet basis is a`near' diagonal basis for all stationary processes, other models of volatility like the autoregressive s t o c hastic volatility model will also have an approximately independent w avelet representation.
Mixture parameter selection
To establish what we judge to be satisfactory values for the order of the mixture of normals, K w , the probabilities, q i , and the value of the means, i , and variances, 2 i , w e use the genetic algorithm of Ott (1979) and the test of mixtures of Thode et al. (1988) . We rst generate a Gaussian white noise process, t , t = 1 : : : 1024, and take the logarithmic transformation of its squared values. (8), p.372 for the exact formula of C(d ), which is derived for the more general fractionally integrated, autoregressive, moving average, long-memory process. .
domain to produce the wavelet coe cients of a log 2
process. Since the distribution of log 2 (1) wavelet coe cients is not dependent o n a n y of the unknown parameter values, , the genetic algorithm need only be run once to determine the values of K w , q i , i , and 2 i .
In Fig. 1 , we plot from the bottom to the top, W (log 2 ) , its histogram and the Gaussian density that corresponds to the wavelet coe cients empirical mean and variance, and the QQ-plot of W (log 2 )
. As pointed out by Kim et al. (1998) , the normal distribution is a poor approximation of log Running Ott's (1979) genetic algorithm and performing Thode et al. (1988) .
In time domain, the e ect of the mixtures approximation error on the posterior draws is not a concern since Kim et al. (1998) 14) with the hyperparameters set equal to 0 = 2 a n d v 0 = 0 :02. We should point out that except for the values of the hyperparameters our second prior de ned in Eq. (13) and (14) is the same as used by Kim et al. (1998) for the autoregressive and variance parameters of a rst-order autoregressive s t o c hastic volatility model.
The attraction of the Beta prior for d is its ability to impose stationarity o n h by restricting d < 1=2. This, however, can be relaxed if we c hoose to use a wavelet with more than one vanishing moment (Jensen, 2000) . The second prior is also exible and general enough to be a noninformative uniform prior when d
(1) = d (2) = 1 or an informative prior when historical information is used to set the values of d (1) and d (2) . In the simulations below w e s e t d
(1) = d (2) = 1 a n d w i l l t h us refer to the second prior as the Uniform prior. An important determinant i n c hoosing a prior is the objective l e v el of ignorance the prior brings to the estimation of the parameters. Perks (1947) and Welch and Peers (1963) found that a priors level of ignorance is re ected in the Bayesian con dence interval and a truly noninformative prior will cause the Bayesian con dence interval of the posterior distribution to converge to the frequentist con dence interval whereas a less objective prior's posterior will not. Later in Section 4 we will test the objectivity of our Je reys and Uniform priors by carrying out a frequentist Monte Carlo experiment and measure the Bayesian 90%-con dence interval's empirical probability for both priors.
Posterior simulation
As discussed earlier the goal of this paper is to sample from the posterior joint distribution of s W (h) jW (y ) using the Markov c hain Monte Carlo algorithm. More precisely, w e develop a h ybrid MCMC sampler that utilizes the Metropolis-Hastings algorithm (Metropolis et al. 1953 and Hasting, 1970) and the Gibbs sampler (Geman and Geman, 1984 and Casella and George, 1992) to make inference about the LMSV model.
The designing of fast and e cient samplers of the latent v olatility's conditional distribution has produced a number of papers answering and advancing this issue (Jacquire et al., 1994 Kim et al., 1998 , 1999 ). Because each s w eep of the MCMC algorithm draws values from a distribution that is conditional on the value of the other parameters, latent v olatilities, and mixture states it is not surprising that the sample variates from a MCMC algorithm may su er from high degrees of serial correlation. Given that the algorithm has converged to the target density, the e ciency of the MCMC algorithm is determined by h o w close these potentially correlated draws from the posterior distribution come to being independent. Chib and Carlin (1999) and show that reducing the MCMC blocking scheme to two blocks consisting of (i) s i m ultaneously sampling the model parameters and latent v olatilities, and (ii) sampling s, is the key to minimizing the serial correlation in the MCMC draws of a generalized or multivariate autoregressive stochastic volatility model. This paper's Markov c hain sampler is designed after this manner and is thus based on the two sampling blocks W (h) ] and s i.e., the Markov c hain involves sampling from the full conditional distributions W 
Details of the MCMC algorithm
The MCMC algorithm listed in the above steps begins in Step 1 with the initialization of the mixtures component indicator vector s. In Step 2, and W (h) are sampled jointly by utilizing the method of composition whereby is sampled from the distribution ( jW (y ) s ), which has been marginalized over W (h) , and then drawing W . To m a k e draws from the fully conditional but intractable density in Eq. (15), we employ the tailored Metropolis-Hasting algorithm of Chib and Greenberg (1998) where is sampled from a candidate-generating, multivariate, t-density q( jm V ) with degrees of freedom. The t-density's mean m and dispersion matrix V are respectively set equal to the mode and inverse of the negative Hessian of the numerically maximized log f(W In this subsection we report our MCMC algorithm's results when it is applied to simulated return data generated with the long-memory stochastic volatility model found in Eq. (1). In every simulation and empirical estimation our MCMC sampler uses Daubechies (1992, p.198 ) least asymmetric wavelet with eight lter coe cients (LA(8), where L 1 = 8) to compute the log-squared returns wavelet coe cients. A number of issues arise when choosing a particular wavelet family and order, L 1 , from the wide array o f w avelets available. Properties that should be taken into consideration when choosing a wavelet are the degree of correlation between the wavelet coe cients at di erent scales, the rate of decay in the correlogram of wavelet coe cients with the same scale, boundary e ects, and possible statistical artifacts caused by a large valued L 1 . Our choice of LA(8) addresses each of these points with its extraordinary empirical property of sparcifying a long-memory process's covariance matrix as found by Whitcher (1998) and Percival and Walden (2000, pp. 346-349) .
For each LMSV model we generate a series with T = 4096 and 8192 observations. We choose these two v alues for T because they approximately equal the length of the data sets found empirically for daily nancial returns and are comparable in size to the series used in the simulations studies of Breidt et al. (1998) , Deo and Hurvich (2000) , and Wright The MCMC algorithm is implemented by discarding the rst 1000 draws and keeping the subsequent 5 0 0 0 d r a ws. To determine if our sampler is converging to the target posterior density and is making \near" independent d r a ws from the posterior distribution, we calculate the ine ciency measure
where K( ) i s P arzen's lter (see Percival and Walden, 1998, p. 265) , ( ) is the sample autocorrelation function, N is the number of draws (N = 5000), and L is the largest lag at which the autocorrelation function is computed. In the simulations we nd the draws from the MCMC sampler have a correlogram that decays so rapidly to zero that we s e t L = 1 0 0 .
The above measure of ine ciency also lends itself nicely to a spectral based calculation of the posterior means numerical standard error (NSE). To compute the NSE of the Bayesian parameter estimate we simply take the square root of the product between the ine ciency measure and the sample variance of the draws (Geweke, 1992) .
The results from our MCMC algorithm for the simulated fractionally integrated stochastic volatility data are found in Tables 2-4. The three tables contain summary statistics about the draws from the two s i m ulated posterior distributions, each being blocked together under the respective Je reys and Uniform prior headings. These headings also report the simulators Metropolis-Hasting acceptance rate, ( 0 ). In addition we also tabulate in the parenthesis below the mean of d the 95% Bayesian con dence interval of the long-memory parameter estimate using the 2.5% and 97.5% quantiles of the simulated d.
Tables 2-4 also contain the estimates of d using Breidt et al. (1998) quasi-maximum likelihood estimator (QMLE) and the popular Geweke and Porter-Hudak (1983) estimator using p T] frequencies, where ] is the integer operator. Like our Bayesian estimator of d, the GPH is a semiparametric estimator but is based on the log-periodogram regression. Because log y 2 t is not Gaussian the asymptotic properties found by Robinson (1995) for the GPH estimator of mean level long-memory do not hold for LMSV. Deo and Hurvich (2000) , however, nd the GPH estimator of the LMSV model to be a downward biased estimator whose empirical standard deviation is closer to the standard errors associated with regression theory than to its theoretical asymptotic standard errors. The values in Tables 2-4 contained in parenthesis beneath the GPH estimates of d are its 95%-con dence interval calculated with the regression's standard error.
The QMLE is computed by maximizing the approximate frequency domain likelihood function under the assumption that log 2 t in Eq. (2) is normally distributed. As mentioned in Section 1, Breidt et al. (1998) is able to prove strong consistency for the QMLE of d but is unable to show whether or not the other properties like asymptotic normality hold. As a result we do not report a 95%-con dence interval for the QMLE of d. Tables 2-4 indicate that our MCMC sampler mixes well and is producing near independent d r a ws from the posterior distribution for both the Je reys and Uniform prior. Nearly all the ine ciency measures are less than three, the two exceptions being the Je reys prior's long-memory parameter estimates inefciency measure of 3:0897 in Table 2 for d = 0 :1, T = 4096, and 2 = 1, and the Uniform prior's ine ciency measure of 3:5885 in Table 4 for 2 d , w h e r e T = 4096 and 2 = 1 . F urthermore, the Metropolis-Hasting probability of acceptance, ( 0 ), are all greater than 70%, with half the simulations producing rates greater than 85%. These results along with the unreported rapid decay in the autocorrelations of the draws (the absolute value of the autocorrelation function is well below 0 :1 in less than ten lags) reveal the strengths of our MCMC algorithm and its use of the tailored MH simulator in sampling from an intractable distribution.
Our wavelet Bayesian estimates of d are quite stunning. Except for the QMLE estimates in Table 2 for d = 0 :1 and T = 8192, the Bayesian estimates of d are not only superior to the QMLE and GPH, they are also very close to the true parameter value. In general, our wavelet Bayesian estimator of d slightly underestimates the true long memory parameter value, regardless of the prior. The only exceptions being the slight o verestimates of d that occur in Table 2 for the Je reys prior regardless of the value of T and 2 , and the Uniform prior when T = 8192.
As stunning as our MCMC sampler's estimates of d are at being good, the GPH estimates of the long memory parameter are just the opposite. In every case the GPH estimate of d for the simulated LMSV data is substantially smaller than the true long-memory parameter value. Furthermore, in Table 2 , when d = 0 :1, T = 4096, and 2 equals either 1 or 2, the GPH estimate is one of anti-persistent behavior (d < 0), the opposite of long-memory.
This contrast between our wavelet Bayesian estimator and the GPH estimator is also found in the two estimators 95% con dence intervals. In all but two cases does the posterior distribution of the wavelet Bayesian estimator of d produce a tight 95%-Bayesian con dence interval that is well centered around the true value of d (the two cases being the Je reys prior in Table 2 when d = 0 :1, T = 8 1 9 2 a n d 2 = 1, and the Uniform prior in Table 4 when d = 0 :4, T = 4096 and 2 = 1). The con dence intervals for the GPH estimates, on the other hand, are too wide to be useful. Except for in Table 4 where d = 0 :4 a n d T = 8192, the 95%-con dence interval for the GPH estimates contain values from the negative orthant. This amounts to an insigni cant GPH estimate of d. F urthermore, the GPH con dence interval often fails to contain the true parameter value. For instance, the only times the GPH con dence interval captures the true long-memory parameter are the cases in Table 2 for d = 0 :1, however, each of these GPH estimates are not signi cant in Table 3 where d = 0 :25, T = 8192 and   2 = 2, but again the GPH estimates are not signi cant and in Table 4 , where d = 0 :4, T = 8 1 9 2 a n d 2 = 2, which is the only case out of twelve where the con dence interval contains the true parameter value and is signi cantly greater than zero. In summary, the GPH estimate's con dence interval fails to capture the true value of d in half the simulations, and in the other half all but one of its estimate is insigni cant.
Simulated Autoregressive LMSV
The additional presence of short-memory dynamics in the LMSV model is important i n determining the robustness of our Bayesian estimator and the existing GPH estimator. Since both estimators are semiparametric estimators of long-memory they supposedly ignore short-memory dynamics when estimating d. It will thus, be informative t o k n o w h o w w ell these two semiparametric estimators of long-memory volatility perform in the presence of varying degrees of short-memory, autoregressive dynamics.
6
The simulated LMSV processes in this subsection are members of the fractionally integrated, autoregressive, moving average, class (ARFIMA) of long memory stochastic volatility models where the latent v olatility process is de ned as (1 ; L)(1 ; L) d h t = t with the short-memory autoregressive parameter j j < 0. For brevity w e will only simulate stochastic volatility processes with d = 0 :25, = 0 :3 0:6, and T = 8192, and apply our MCMC sampler using the Je reys and Uniform priors and the GPH estimator to the simulated returns. For the simulations of this subsection we will follow the same procedures described in Section 4.1 for the wavelet Bayesian estimator. We report the simulation results in Table 5 . 6 We c hoose to not include the QMLE in this subsections simulations since it is a fully parameterized estimator of volatility and a QMLE estimate of d, with or without the autoregressive parameter correctly identi ed, will place the QMLE on unequal footing relative t o t h e t wo semiparametric estimators. Table 5 : Bayesian estimation of a rst-order autoregressive, long-memory stochastic volatility model where GPH is the logperiodogram regression estimator using Like the estimation of the simulated fractionally integrated stochastic volatility processes, the ine ciency measures in Table 5 are all less than two and the Metropolis-Hasting acceptance rates are all near 90%. Again these results show our MCMC algorithm to be converging quickly to the target posterior density and is sampling nearly independent draws from the posterior.
The main di erence that we nd in the wavelet Bayesian estimator of a LMSV model with a positive autoregressive parameter is its overestimation of the long-memory parameter.
Before when equaled zero the Bayesian method underestimated d = 0 :25. Now w i t h = 0 :3 the Bayesian estimates of d are near 0:3, increasing to 0:4 when = 0 :6. As a result of this overestimation and the tight B a yesian 95%-con dence intervals, the con dence intervals now fail to capture the true long-memory parameter value when is nonzero.
In contrast, the GPH whose estimates of d were well below the true long-memory parameter value when no autoregressive parameter was present are now close to the truth, and moving closer as the value of increases. While still underestimating the long-memory parameter, the GPH estimate of the true long-memory parameter, d = 0 :25, equals 0:14 when = 0 :3, and increases to 0:17 when = 0 :6. When = 0 :3, the GPH estimates con dence interval of the long-memory parameter captures the true parameter value, but as we found in the previous subsection the GPH estimate is still not signi cant. This is no longer the case when = 0 :6. For = 0 :6 the degree of underestimation by the GPH estimate is reduced enough that the con dence interval captures only the true d and not zero. This behavior by both semiparametric estimators of LMSV is not surprising. Because the energy found under the power spectrum at low frequencies increases as the rst-order autoregressive parameter grows, the slope of the log-linear relationship between the periodogram and the Fourier frequencies steepens (see Agiakloglou et al., 1992) . The same is true for the log-linear relationship between the wavelet coe cients variance and its scale. Since the variance of the wavelet coe cient at a particular scale approximately equals the integrated power spectrum over the dyadic octaves of the frequency space (Jensen, 1999b) , introducing a positive autoregressive parameter causes the wavelet coe cients variance at small scales to dominate the relationship. For the GPH estimator the increase in low f r equency energy results in less underestimation, whereas low frequency energy causes the wavelet Bayesian estimator to overestimate d.
Frequentist Comparison
An important area of research i n B a yesian statistics is the construction of objective ignorance priors where the chosen prior distribution is noninformative about the parameter's value (see Berger and Bernardo, 1992 , and the reference therein). Most notable of these objective ignorance priors is the di use invariant prior of Je reys (1946). 7 One measure of a prior's level of objective ignorance is the frequentist volume of its posterior's Bayesian condence interval. Welch and Peers (1963) show that the frequentist volume of the Bayesian con dence interval will be close to the nominal level used to construct the con dence interval if the prior is objectively ignorant. By conducting a Monte Carlo experiment with both the Je reys prior in Eq. (11) and the Uniform prior in Eq. (13) and (14), and measuring the frequency of at which e a c h posterior distributions 90%-con dence interval captures the true value of d we will be able to compare the objective ignorance of the two priors.
From the results of the previous subsection, another question motivating our Monte Carlo experiment i s h o w the addition of an autoregressive parameter a ects the GPH stochastic volatility estimator. In previous Monte Carlo studies with the GPH estimator of LMSV processes, Bollerslev and Wright (2000) and Wright (2000) nd only a slight downward empirical bias in the GPH estimator when a positive rst-order autoregressive parameter is present. Our initial ndings in Section 4.1, however, is a GPH estimator that severely underestimates d when the autoregressive parameter is not present. We t h us desire to determine the empirical properties of the GPH estimator when the latent v olatility generating process is a true fractionally integrated process and compare them to its properties when the long-memory volatility process has a positive rst-order autoregressive component.
In our Invariant in the sense that it is una ected by parameter space restrictions (Hartigan, 1965 Because of the computation time associated with the large number of simulated LMSV processes, we limit the burn-in of our MCMC simulator to 100 draws and only keep the subsequent 200 draws. Both the burn-in and total numb e r o f d r a ws from the simulator are noticeably smaller than the corresponding number of draws made in the simulations of Section 4.1 through 4.3. We feel that given the e ciency of our simulator shown in the above s i m ulations the reduced number of burn-in draws still enables our sampling algorithm to converge to the target posterior density and produce near independent draws from the posterior distribution. To measure the e ciency of the simulator through out the Monte Carlo experiment w e report the average Metropolis-Hasting acceptance rate over the 1000 generated series. The e ciency measure, empirical bias, and the mean squared error (MSE) from the Monte Carlo experiments are reported in Table 6 for each estimator. The empirical frequency at which the true d falls outside the estimators 90% con dence intervals are tabulated under P(d < d 0:05 ) and P(d > d 0:95 ).
In the top panel of Table 6 we see how w ell the Bayesian estimator of d performs when volatility is a pure fractionally integrated LMSV model. The Bayesian estimates of d using the Je reys prior produces a 90%-con dence interval of d whose coverage is slightly right o f center with the upper tail containing the true parameter 14% of the time and the bottom tail 9.5% of the time (ideal would be the nominal 5% level). The coverage by con dence intervals for the Uniform prior is even better. The frequency of violation by the Uniform priors con dence interval are more symmetrical, with the chance of the true d falling outside the con dence interval evenly divided between the upper and lower tails a little over 6% of the time.
The results for the GPH estimator of the fractionally integrated stochastic volatility model are less desirable. The coverage of the GPH con dence interval fails to capture the true parameter value 32% of the time in the upper tail and slightly less than 1% in the lower tail. This downward shift in the coverage of the GPH estimator's 90%-con dence interval is partially attributable to its ;0:09 empirical bias, which is signi cantly larger than the Uniform priors bias of ;0:002. Thus, the Uniform prior Bayesian estimator is both objectively ignorant with regards to the level of prior information it brings to the estimation of the fractionally integrated stochastic volatility model and is the less biased of the two estimators.
With regards to our interest in the a ect a positive autoregressive parameter has on the GPH estimator, a notable nding in Table 6 is both estimator's lack of robustness to the value of the rst-order, autoregressive parameter. As just point out, when the autoregressive parameter is zero the GPH estimator on average underestimates the true value of d, causing its con dence interval to shift to the left. The end result is a 90%-con dence interval that is three times more likely to not contain the true long-memory parameter than its nominal 10% level suggests. As the value of increases, the degree of the GPH downward bias and the shift in the coverage of its con dence interval diminishes. By the time = 0 :6, the downward bias of the GPH estimator shrinks to a manageable ;0:019, and although the coverage by its con dence interval is still shifted to the left, the total probability that the true value of d is not contained in the con dence interval is near the desired 10% level.
Thus, the empirical properties of the GPH estimator bene t greatly from the presence of a large positive autoregressive parameter in the LMSV model.
Our ndings for the GPH estimator when = 0 :6 in the LMSV model concur with the empirical properties found by Bollerslev and Wright (2000) . However, whereas Bollerslev and Wright (2000) caution that the GPH's small standard error may cause economists to make incorrect inference about the signi cance of the long-memory parameter, we caution its users from making inference about long-memory in volatility when the economist is not sure about the existence of a large positive autoregressive coe cient.
There is little wrong with our Bayesian estimator when = 0 . However, when is positive t h e c o verage of the wavelet Bayesian estimator's con dence interval shifts to the extreme right. For instance, when = 0 :6 e v ery sample but one in the Monte Carlo experiment produces a posterior quantile ofd 0:05 that is larger than the true d. When = 0 :3, though the MSE of the Bayesian estimator is slightly smaller than the GPH estimator, the spread of the simulated posterior's quantiles of d is so small, the coverage of the Bayesian con dence interval is still shifted to the right.
While smaller values of diminishes the energy in the spectrum over frequencies close to zero and increases the GPH estimator's level of downward bias, for large the variance of the wavelet coe cient at small scales j begin to dominate the MCMC simulator and cause the wavelet Bayesian estimator to be an upward biased estimator. Thus, neither semiparametric estimator of the LMSV model's long-memory parameter seems to be as semiparametric as one would hope. Fortunately for the MCMC sampler in this paper the wavelet coe cients of a correctly identi ed ARFIMA volatility process have the same approximately independent structure. The variance of an ARFIMA process's wavelet coe cients can be computed with the formula, to produce a fully parametric wavelet Bayesian estimator of the volatility's short and long-memory parameters. We are currently involved in coding and testing such a parametric Bayesian estimator of the fractionally integrated, autoregressive, moving average model of stochastic volatility.
Stock returns
Over the past few years the presence of long memory in the volatility of equity returns and foreign exchange rates has come to dominate the literature on temporal dependencies in nancial volatility. These ndings of strong persistent v olatilities have been discovered in both daily nancial data measured over long time horizons, and high frequency, tickby-tick data recorded over shorter time spans. Up to this point the empirical work on long-memory dependence in volatility has always involved the frequentist based GPH or QMLE estimators.
Recently, both Bollerslev and Jubinski (1999) and Ray and Tsay (2000) investigated the long-memory behavior in the volatility of the Aluminum Corporation of American (AA) daily stock returns. Jubinski (1999) use Robinson's (1995) bivariate version of the GPH estimator to estimate the long-memory parameters of absolute returns and volume, whereas Ray and Tsay (2000) apply both the univariate GPH estimator and Breidt In this subsection, we report the results of our MCMC algorithm as applied to the daily stock returns of AA. The return data we use is from the Center for Research in Security Prices database. The continuously compounded returns are corrected for the e ects of stock splits and dividends and consist of 8,940 daily observations from July 2, 1962, to December 31, 1997. Like the Fast Fourier transform, the Fast Wavelet transforms requires the sample size to be an integer power of two, so instead of zero padding the return data we purge the rst 748 observations. This leaves us with 8,192 stock returns from June 21, 1965 to December 31, 1997.
We initially try to estimate d with both the Je reys and Uniform prior versions of our MCMC sampler. Unfortunately, the Je reys priors restriction of the long-memory parameter to the interval (0 1=2) causes the MH sampler detailed in Section 3.5 to have a high level of rejection. This high level of rejection is caused by the tailored MH sampler's candidate draw often falling outside the de ned parameter space. A large rejection rate of the candidate draw is indicative of a sampling algorithm that is failing to make independent draws from the posterior distribution. Thus, we only report the results from our Bayesian estimator using the Uniform prior for the AA stock return data.
In Ta b l e 7 w e report the same summary statistics from the MCMC simulator and the GPH estimator for the volatility of AA daily returns as we did in the previous simulations.
In addition, we also plot in Fig. 2 Although not reported for the simulated data results, we nd the histogram, and correlogram to be very similar to those we found for the simulated LMSV data with d = 0 :4 a n d T = 8192. In comparison with the point estimates of d reported by Bollerslev and Jubinski (1999) and Ray and Tsay (2000) , our Bayesian estimate of 0:361 is nearly identical to these earlier ndings. Ray and Tsay (2000) produce the smallest estimate of d (0:355), whereas Bollerslev and Jubinski (1999) report the largest estimate of 0:379. Even though Ray and Tsay (2000) estimate of d is smaller than our Bayesian estimator, given our simulation results for the GPH estimator and the increase in the bias temporal aggregation has on the GPH (Bollerslev and Wright, 2000) , we w ould have expected Ray and Tsay GPH estimate of d to be even smaller.
Conclusions
In this paper we h a ve described how to quickly and e ciently sample from the posterior distribution of long-memory stochastic volatility model parameter with a Markov c hain Monte Carlo simulator. The key element to our MCMC sampler is the independent distribution of the latent v ariables a orded to us by the long-memory volatility's wavelet coe cients. This independence in the latent v olatility's wavelet coe cients allows us to replace Kim et al. (1998) simulation smoother with a simple draw of the latent w avelet coe cients from a fully conditional, multivariate, independent normal distribution. The simulations conducted in this paper show that the proposed MCMC sampler is superior to existing frequency based estimator of fractionally integrated models of long-memory stochastic volatility and will provide economists with con dence intervals from which statistical inference can be correctly made concerning the degree of persistence inherent i n v olatility.
