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RÉSUMÉ 
ABSTRACT 
LA VARIABILITÉ 
ATMOSPHÉRIQUE : 
COMPLIQUÉE 
OU COMPLEXE ? 
Les recherches sur le chaos déterministe ont permis d'unifier et de 
rénover la compréhension et l'analyse des comportements des systèmes com-
plexes en fournissant de nouveaux concepts et de nouvelles méthodes. Les 
sciences de l'atmosphère ont bénéficié de ces nouvelles techniques : des modèles 
simplifiés ont aidé à comprendre les mécanismes qui sont à l'origine des 
fluctuations apériodiques observées à diverses échelles de temps. L'application 
des méthodes non linéaires à l'analyse de séries météorologiques et climatiques 
a débouché sur une meilleure description des caractéristiques de l'attracteur 
atmosphérique (dimensions, exposants de Lyapounov, croissance de l'erreur). 
La théorie du chaos a ainsi contribué à une compréhension plus profonde des 
bases dynamiques de la prévisibilité atmosphérique. Le but de cet article est de 
faire le point sur l'ensemble de ces développements. 
Research on deterministic chaos has allowed to unify and to renovate the 
understanding and analysis of the behaviour of complex Systems by providing 
new concepts and new methods. Atmospheric sciences hâve benefited from 
thèse new techniques : simplified models have helped to understand the 
mechanisms which give birth to the aperiodic fluctuations observed at différent 
time scales. Applications of non-linear methods to the analysis of meteorological 
and climatic séries have led to a better description of the characteristics of the 
atmospheric attractor (dimension, Lyapunov exponents, error growth). Chaos 
theory has thus contributed to a deeper understanding of the dynamical basis 
of atmospheric predictability. The aim of this article is to report on the state of 
the art in this interdisciplinary topic. 
Pour un observateur pris au milieu d'un ouragan, d'une inondation ou d'une 
sécheresse prolongée , l 'a tmosphère apparaît c o m m e un milieu errat ique, voire 
malveil lant. Pourtant les mêmes lois physiques impassibles, qui régissent des 
expér iences de laboratoire s imples , s 'appl iquent aussi bien au système Terre -
a tmosphère - océan - biosphère . Une quest ion se pose ainsi tout naturel lement : dans 
quelle mesure le compor tement de notre envi ronnement peut-il être compris à partir 
de ces lois é lémentaires sur un plan tant qualitatif que quantitatif ? 
La figure l montre l 'évolut ion journal ière de la température de l 'a ir à Uccle 
(Bruxelles) entre 1982 et 1990. On ne peut pas manquer d 'ê t re frappe par son 
ext rême irrégularité. A côté d 'une régulari té à grande échelle associée au cycle 
annuel de l 'éclairement solaire (phénomène parfai tement pér iodique provenant des 
mouvemen t s de la Terre dans l ' espace) , on remarquera des fluctuations irrégulières 
qui ne se reproduisent j ama i s de façon identique. Cette absence de périodici té se 
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Figure 1 - Evolution de la température journalière à Uccle (Bruxelles) entrel 982 et 1990 
Figure 2 - Spectre de puissance de la série représentée dans la figure 1 
manifeste de façon évidente dans les 
analyses spectrales de toutes les sé-
ries météorologiques . Un bon exem-
ple en est fourni par la figure 2. La 
présence d 'un spectre continu à large 
bande, qui se différencie très claire-
ment des spectres de raies caractéris-
tiques des phénomènes pér iodiques 
ou quasi-périodiques, indique le ca-
ractère irrégulier de ces séries et 
l 'exis tence de fluctuations à toutes 
les échel les de temps . 
Une conséquence directe de 
l '«apériodici té» des mouvements at-
mosphér iques est la grande difficulté 
de la p r é v i s i o n , vé r i f i ée q u o t i -
d i e n n e m e n t par tous les m é t é o -
rologistes. Contra i rement aux phé-
nomènes pér iodiques et quasi-pér io-
diques pour lesquels une prévision à 
très long terme est possible, ainsi que 
l 'ont démontré depuis longtemps les 
succès impressionnants de l 'as t ro-
nomie , la prévision météorologique 
est très l imitée dans le temps. Les 
progrès remarquables enregistrés au 
cours des dernières décennies , suite 
no tamment à l 'util isation d 'ordina-
teurs puissants , ont permis d 'at tein-
dre des prévis ions fiables j u s q u ' à 
plusieurs jours d 'échéance . Mais tou-
tes les expériences montrent que le 
succès décroît avec l ' échéance des 
prévisions, et qu 'au-de là de la di-
zaine de jours , les prévisions quoti-
diennes deviennent aléatoires, en rai-
son de la croissance des incert i tudes. 
Face à ces constatat ions une 
quest ion essentielle se pose tout na-
turellement : est-ce que ce manque 
de fiabilité est le résultat de l ' imper-
fection de nos modèles actuels ? Ou 
bien y a-t-il une raison plus fonda-
mentale qui limite la possibilité même 
de prévision au-delà d 'un certain laps 
de temps ? 
Une première réponse qui vient à l 'esprit est d 'a t t r ibuer ces difficultés à 
l ' ex t rême complicat ion du milieu a tmosphér ique qui englobe des phénomènes 
d 'échel les très diverses, allant de l 'échelle de la turbulence, des cellules de convection 
thermique, des phénomènes de méso-échel le , j u s q u ' à l 'échel le de la circulation 
planétaire. L'uti l isation de calculateurs de plus en plus puissants a permis de 
résoudre en partie ce problème en incluant explici tement dans les modèles une 
g a m m e de plus en plus large d 'échel les de mouvement , et des méthodes de 
paramétr isat ion sont utilisées pour représenter l ' inf luence des processus d 'échel le 
inférieure à la maille du modèle . La difficulté de la prévision proviendrai t dans ce 
cas des échel les de mouvement les plus peti tes (telles que la turbulence) , impossibles 
à observer et à décrire explici tement, qui se manifesteraient sur les plus grandes par 
des interactions ayant le caractère de perturbat ions aléatoires. A terme l ' accumula-
tion de ces bruits provenant des petites échelles finirait par modifier de façon 
imprévisible l 'évolut ion des grandes échelles. Dans cette optique les difficultés liées 
à la prévision ne seraient donc qu 'un inconvénient passager, voué à disparaître au fur 
et à mesure que les paramètres seront accessibles par des techniques perfect ionnées 
d 'obse rva t ion , et que les ord ina teurs dont nous d i sposons deviendront p lus 
performants , permettant ainsi une résolution spatiale de plus en plus fine. 
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Mais il existe une autre possibili té pouvant expliquer le caractère apériodique 
et la prévisibili té limitée de l ' a tmosphère , qui est à rechercher dans la «complexi té» 
de la dynamique non-linéaire sous-jacente. Les sciences physiques et mathémat i -
ques suggèrent un prototype capable de donner naissance à une telle complexi té : le 
chaos déterministe dont la signature la plus caractérist ique est le phénomène de 
sensibilité aux condit ions initiales. En effet, ainsi que Thompson (1957) l 'a remar-
qué le premier, dans l ' a tmosphère une petite imprécision sur les condi t ions initiales 
va s 'amplif ier au cours de l 'évolut ion du modèle , et cette croissance de l 'erreur finira 
par limiter dans le t emps toute possibili té de prévision exacte, m ê m e avec un modèle 
parfaitement connu et déterministe . 
On connaît actuel lement de nombreux exemples de sys tèmes déterministes, 
pouvant être représentés par des équat ions mathémat iques apparemment s imples , 
qui peuvent avoir un compor tement si irrégulier et complexe que l 'on ne peut prévoir 
avec précision leur évolution future à long terme. L 'é tude de la d y n a m i q u e 
c h a o t i q u e , domaine init ialement limité aux mathémat iques pures , a l i t téralement 
envahi les sciences physiques au cours des 30 dernières années . Un météorologis te , 
E. Lorenz, a joué dans ce domaine un rôle de pionnier en proposant , en 1963, l 'un 
des premiers exemples de ce type de modèle , issu d 'un problème physique, et 
donnant naissance à des compor tements chaot iques . Des compor tements chaot iques 
ont pu être observés depuis dans des sys tèmes très divers étudiés en astronomie, 
chimie, dynamique des fluides, biologie, économie , etc. Le déve loppement specta-
culaire de cette «nouvel le» dynamique a donné naissance à des concepts et à des 
méthodes permettant de décrire, de classifier et de modél iser ces compor tements 
d ' une façon unifiée. Le but de cet article est d ' examiner la relation entre ce que 
certains appellent maintenant la «Science du chaos» et la science des phénomènes 
a tmosphér iques . 
L 'état d 'un système physique c o m m e l ' a tmosphère est caractérisé par des 
variables telles que la température , la vitesse du vent ou l 'humidi té , en différents 
points de l 'espace. Ces variables évoluent suivant des lois qui se présentent sous 
forme d 'équat ions différentielles non-l inéaires, en ce sens que les variables y 
interviennent d 'une façon qui s 'écarte sensiblement d 'une relation de simple 
proport ionnali té . On sait qu ' en présence de non-linéari tés toute tentative de solution 
quantitative complète des équat ions est vouée à l ' échec . Il devient dès lors nécessaire 
de mettre en place des méthodes d 'ana lyse qualitatives (Nicolis et Prigogine, 1989). 
L ' idée de départ de l 'analyse qualitative est de visualiser 
l ' é v o l u t i o n d a n s l ' e s p a c e d e s p h a s e s 1 " ( e s p a c e 
mull idimcnsionncl abstrait sous-tendu par l ' ensemble des 
variables décrivant l 'évolut ion du sys tème) . Dans cet espace 
un état instantané du système est représenté par un point, et 
lorsque le t emps s 'écoule , le point en question décrit une 
courbe, appelée trajectoire des phases (fig. 3). En suivant les 
trajectoires qui émanent d 'é ta ts initiaux différents, on obtien-
dra alors un «portrait des phases» qui fournira une idée 
qualitative très valable des potentiali tés du système. Pour tous 
les sys tèmes naturels que nous connaissons et qui obéissent 
aux lois de la the rmodynamique (systèmes dits d iss ipat i fs ) , on 
peut établir q u ' a u bout d 'un certain temps la trajectoire des 
phases convergera vers un objet de dimension strictement 
inférieure à celle de l 'espace des phases, auquel on se référera 
en tant q u ' a t t r a c t e u r . 
Notre p rogramme, à la lumière de ce qui vient d 'ê t re 
dit, se réduit à une classification de tous les attracteurs que l 'on 
peut réaliser dans un espace des phases . L ' é l ément le plus 
s imple que l 'on peut plonger dans cet espace est, bien évidem-
ment , le point . On peut par conséquent imaginer des attracteurs 
ponctuels (fig. 4a), dont l 'exis tence signifie qu ' au bout d 'un 
temps suffisamment long, tout état initial du sys tème tendra 
vers un régime qui ne va plus évoluer une fois établi : le 
système sera alors dans un état stationnaire. 
Figure 3 - Représentation schématique dune trajectoire des phases, 
C, dans un espace des phases à trois dimensions. P, Pt : état initial et 
son image après un laps de temps t ; v : vitesse des phases, tangente 
à l'élément de longueur s 
(1) Un certain nombre de termes techniques sont définis dans un encadré qui se trouve en fin d'article 
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( a ) 
Figure 4 a - Evolution d'un système dissipatif vers un attracteur ponctuel 
( b ) 
Figure 4 b - Evolution d'un système dissipatif vers un attracteur périodique 
Application 
de Poincaré 
La possibili té qui suit le point dans la 
hiérarchie des formes géométr iques est la 
l igne. O n peut imaginer par conséquent des 
attracteurs sous forme d ' une ligne fermée 
vers laquelle vont tendre différentes histoi-
res possibles de notre sys tème (fig. 4b) , 
auxquels on se référera en tant que cycle 
limite. Dans ce type de compor tement les 
événements se répètent de façon pér iodique. 
Nous commençons à saisir l ' intérêt de la 
démarche quali tat ive et de la notion de l ' e s -
pace des phases, puisque différents compor-
tements physiques sont attachés à différents 
types d 'a t t racteurs . 
On devrait à présent cont inuer à 
monter dans la hiérarchie de la complexi té 
des figures dans l ' espace . Nous n 'a l lons pas 
effectuer une analyse exhaust ive de ce pro-
blème topologique difficile, et du reste, non 
ent ièrement résolu. Nous passerons directe-
ment au cas le plus complexe que nous 
c o n n a i s s i o n s a c t u e l l e m e n t , c e l u i d e 
l'attracteur étrange (fig. 5) . Contrairement 
aux cas des figures 4a et 4b où, une fois sur 
l 'at tracteur, le compor tement était stable et 
régulier, on constate à présent que le sys-
tème exécute sur 1 ' attracteur un mouvement 
apériodique d 'apparence erratique qui n 'es t 
autre que le chaos déterministe auquel nous 
avons déjà fait allusion au paragraphe 1. Ce 
compor tement résulte de deux tendances 
opposées : une instabilité selon certaines 
direct ions de l 'at tracteur, en coexis tence 
permanente avec une stabilisation qui em-
pêche les trajectoires de s ' échapper et les 
réinjecte dans l 'at tracteur. On peut montrer 
que ces deux tendances antagonistes ne peu-
vent pas s ' a ccommoder dans le cadre de 
formes géométr iques s imples qui détermi-
naient les attracteurs de nos exemples précé-
dents des figures 4a et 4b . Un changement 
s ' i m p o s e , t radui t par l ' appa r i t i on d ' u n 
attracteur fractal : un ensemble de points 
consti tuant (dans le cas particulier de la 
fig. 5) un objet intermédiaire entre une 
surface et un volume, dont la d imension (en général non entière) est supérieure à la 
dimension que lui attribuerait la géométr ie eucl idienne. On est tenté de spéculer que 
c 'est à de tels objets qu ' il faudra faire appel pour analyser les phénomènes complexes 
relatifs à la variabili té a tmosphér ique , évoqués au paragraphe 1 du présent article. 
Pour étayer cette affirmation il nous faudra cependant arriver à caractériser la 
complexi té associée au chaos et aux attracteurs fractals d ' une façon plus précise. 
Une approche très fertile du chaos consiste à couper t ransversalement les 
trajectoires des phases d 'un système à n variables par une (hyper) surface 5 à n-1 
d imens ions et à é tudier l ' évo lu t ion des po in t s success i fs d ' in te r sec t ion Pn 
(Guckenheimer et Holmes , 1983). Suivant l 'at tracteur que ces derniers atteindront 
au bout d 'un temps long, nous serons en mesure de déduire l 'a t t racteur dans l ' espace 
des phases initial, pu i squ ' en fait nous disposerons de la section de cet attracteur. S 
est connue sous le nom de «surface de section de Poincaré» et la dynamique des 
points P conduit à l'application de Poincaré (fig. 6). Notons qu ' i l s 'agit là d 'une 
dynamique de caractère récurrent dans laquelle le temps intervient de manière 
discrète, puisque les intervalles entre les intersections successives seront finis. Cette 
propriété, qui facilite considérablement la tâche de la simulation numér ique , ainsi 
que la réduction du nombre de variables d ' une uni té , consti tuent les deux pr incipaux 
attraits de l 'é tude du chaos par le biais de l 'appl icat ion de Poincaré. En réalité, dans 
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Figure 6 - Application de Poincaré induite par le modèle de la figure 
5 sur la surface de section x = 0. On remarquera la réduction à une 
dynamique quasi-unidimensionnelle 
Dimensions 
Figure 5 - Attracteur chaotique associé à un modèle atmosphérique à 
trois variables (Lorenz, 1984) décrit par : 
dx/dt = y2 -z2 -ax + aF, 
dy/dt = xy - bxz - y + G, 
dz/dt = bxy + xz - z 
x représente l'amplitude du vent d'ouest, y et z les phases des ondes 
atmosphériques à grande échelle affectant x, et aF, G des forçages 
thermiques. Les variables sont sans dimension et l'unité de temps 
correspond à 5 jours. 
bon nombre de cas, l ' avantage peut être poussé encore plus 
loin. Un sys tème physique est en effet régi par une mult i tude 
d 'échel les de temps qui diffèrent de plusieurs ordres de gran-
deur. En vertu de la condition de dissipativité, les échelles 
rapides sont associées aux mouvemen t s stables. Il s 'ensuit 
qu ' au bout d 'un certain temps la trace de ces mouvemen t s sur 
la surface de section sera él iminée, entraînant ainsi une réduc-
tion supplémentai re drast ique du nombre des variables impli-
quées dans l 'application de Poincaré. Un cas limite d 'une telle 
réduction, réalisé d 'a i l leurs dans bon nombre de modèles 
mathémat iques du chaos et d ' expér iences de laboratoire, est 
celui d 'une récurrence à une dimension, 
dont l 'application logistique 
f=4 (xx(l -x) , 0 <x< 1 , 0 < ,u < 1 ( l b ) 
fournit une illustration part icul ièrement édifiante. Les progrès 
spectaculaires accompl is en théorie du chaos ces 15 dernières 
années résultent en grande partie de la possibilité de ramener 
un problème, régi au départ par un grand nombre de variables couplées de façon non-
linéaire, à des applicat ions modèles de la forme de l 'équat ion ( l a ) qui, malgré leur 
simplici té, ret iennent les caractéris t iques essentiel les de la dynamique . 
Soit un ensemble de points de données sur un attracteur dans l 'espace des 
phases . Nous traçons une sphère (ou une hypersphère selon le nombre de d imens ions 
de l ' espace) de rayon r centrée sur un de ces points, et nous comptons le nombre de 
points de données contenus à l ' intér ieur de cette sphère (fig. 7). Si l 'on est en 
présence d 'un objet convent ionnel , ce nombre sera proport ionnel à r (objet à 1 
d imension) , à r2 (2 d imensions) , etc. 
Supposons à présent que l 'objet en question soit un fractal. Nous st ipulons, 
en suivant le même raisonnement , que le nombre de points de données reste lié à r 
par une loi puissance r D . Deux cas sont alors à envisager : 
- en se déplaçant d 'un point de l 'objet à un autre, on retrouve essentiel lement 
des envi ronnements identiques (fractal s imple ou à une seule échelle). Cela se 
traduira par l 'exis tence d 'un nombre D unique, invariant d 'un point à l 'autre , auquel 
on se référera en tant que dimension fractale et qui se révèle être, en général , un 
nombre non-entier, 
- en se déplaçant d 'un point à l 'autre on trouve des envi ronnements non 
identiques (fractals à plusieurs échelles ou multifractals). Cela se traduira par une 
«dimension locale» D fluctuante, qui ne pourra donc plus fournir une caractérisation 
utile de l 'objet. Pour éluder cette difficulté, on recourt à un formal isme statistique 
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Figure 7 - Représentation schématique de la procédure d'estimation de la dimension D d'un 
attracteur dans l'espace des phases 
Sensibilité aux 
conditions initiales 
et exposants de 
Lyapunov 
dont la première étape consiste à 
effectuer une moyenne sur tous les 
points de l 'objet . Ceci conduit à une 
dimension fractale moyenne éga-
lement non-entière, qui constitue une 
première mesure globale de la com-
plexité du sys tème. 
Pour aller plus loin, il est né-
cessaire de pondérer les différentes 
parties de l 'a t t racteur par les proba-
bili tés avec lesquelles elles sont visi-
tées par la trajectoire. On arrive alors 
à toute une hiérarchie infinie de di-
mensions généralisées telles que la 
dimension d ' informat ion D , la di-
mens ion de corrélation D 2 etc. (voir 
par exemple : Tsonis , 1992). Des 
algori thmes, à présent bien établis, 
permettent d 'éva luer ces grandeurs à 
partir des équat ions d 'évolut ion du 
modèle . C 'es t ainsi que l 'a t t racteur 
chaot ique de la figure 5 est en fait un 
fractal de d imension de corrélat ion 
D 2 ~ 2,4. Ces m ê m e s a lgor i thmes 
peuvent d 'a i l leurs s 'appl iquer direc-
tement à la série temporel le prove-
nant d ' une grandeur observable ex-
pé r imen ta l e , i n d é p e n d a m m e n t de 
toute modélisat ion, pour autant que 
le nombre de points de données soit 
suffisant. On parle alors de «recons-
truction dynamique» . Cette possibi-
lité ouvre des perspect ives nouvel les 
dont la plus intéressante serait de 
pouvoir caractériser des sys tèmes 
naturels complexes à grand nombre de variables par des attracteurs de faible 
d imension fractale. Nous reviendrons à cette quest ion au paragraphe 3 . 
Nous avons fait allusion au début de ce paragraphe 2 à la correspondance 
b iunivoque entre les points de l ' espace des phases et les états d ' un sys tème physique . 
En réalité, dans la nature, le processus de la mesure par lequel l 'observateur 
communique avec le sys tème est l imité par une précision finie. Il s 'ensuit que dans 
l ' e space des phases l '«état» d 'un sys tème ne doit pas être interprété c o m m e un point, 
mais plutôt c o m m e une petite région dont l ' ex tens ion 8 reflète la précision finie de 
l 'apparei l de mesure . D 'au t res sources de délocalisation d ' un sys tème dynamique 
dans l ' espace des phases existent également , en rapport , par exemple , avec les 
arrondis numér iques . 
Si la dynamique du sys tème sous-jacent était s imple , la différence entre la 
description ponctuel le et la descript ion délocalisée n 'aura i t aucune répercussion 
notable. La situation change ent ièrement en présence d ' une dynamique chaot ique. 
Pour illustrer cela nous représentons, sur la figure 8, l ' évolut ion de deux condit ions 
initiales voisines dont la distance e est sensée tenir compte des imprécis ions 
d 'or ig ines diverses, engendrée par l 'appl icat ion logist ique (eq. ( l b ) ) pour la valeur 
ji = 1 du paramètre . N o u s observons qu ' ap rè s un premier stade d 'évolut ion 
cohérente les deux courbes dévient , et, au bout d 'un certain temps, leur différence 
devient comparable à l 'extension de l 'at tracteur dans son ensemble . En d 'aut res 
termes, des états init ialement indiscernables sur le plan de l 'observat ion évoluent 
vers des états éloignés dans l ' e space des phases . N o u s nous référons à cette propriété 
en tant que sensibilité aux conditions initiales. 
Esquissons une formulation quanti tat ive de ce phénomène . Soit ôx ( l ' é l o igne -
ment instantané des deux trajectoires d 'écar t initial ôx Q = e. N o u s formons le 
logar i thme naturel de |ôx|/e et évaluons sa limite pour les temps longs après avoir 
pris, d ' abord, la l imite de très petits e. Le résultat de cette opérat ion pour 1 ' application 
( l b ) avec |U = 1 est une valeur posit ive finie a = ln 2. Ceci entraîne que, dans la double 
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l imite définie ci-dessus, l 'écar t des trajectoires ini t ialement vois ines est en m o y e n n e 
exponentiel . Le taux o de cet é lo ignement sera appelé L 'exposant d e L y a p u n o v du 
sys tème. D ' u n e manière générale , nous définirons le chaos développé c o m m e un 
régime où 1 ' exposant de Lyapunov - défini d ' une façon analogue à celle de l ' exemple 
précédent - est un nombre positif. Sa valeur ( a ~ 0,2 pour l 'a t t racteur de la fig.5) 
fournira une nouvel le mesure fort utile de la complexi té de l 'a t t racteur chaot ique. 
Ains i que nous l ' avons déjà dit, l ' exposant de Lyapunov est une grandeur 
moyennée sur tout l 'at tracteur. Une explorat ion locale de l 'at tracteur révélera que, 
typiquement , deux états ayant la m ê m e distance initiale s 'é loigneront dans le temps 
à des vi tesses inégales sur différentes part ies de l 'at tracteur. En d 'aut res termes, tout 
c o m m e pour la d imension fractale, il s ' avère que le taux local d ' é lo ignement , s(x,t), 
pourra fluctuer cons idérablement d 'un point à l 'autre de l 'a t t racteur par rapport à sa 
valeur moyenne a . Nous pouvons définir, par conséquent , une distribution statisti-
que des valeurs de s(x,t) et est imer sa var iance et ses momen t s supérieurs. Nous 
reviendrons sur ce point dans la quatr ième partie de l 'art icle. 
U n sys tème mult ivar ié possède, en réalité, un n o m b r e d ' exposan t s de 
Lyapunov égal au nombre de variables en présence, dont le plus grand est identique 
à l ' exposant a défini plus haut. D 'au t res exposants positifs peuvent exister. En 
présence de chaos ils sont associés à la d ivergence de trajectoires voisines dans des 
directions transversales à la direction où l ' é lo ignement se fait au taux m a x i m u m . 
Notons que la condit ion de dissipativité exige que , dans un sys tème dynamique à 
temps continu, la s o m m e de tous les exposants de Lyapunov soit négat ive. 
Il exige des a lgori thmes qui permettent d 'éva luer de façon fiable les quelques 
premiers exposants de Lyapunov dominants , à partir des équat ions d 'évolut ion, ou 
m ê m e à partir d 'un signal expérimental fournissant la série temporel le d 'une 
variable, i ndépendamment de toute modél isa t ion (Goldhirsch et al., 1987) . Pour 
obtenir le spectre complet des exposants , il faut par contre disposer d ' un très grand 
nombre de points de données , difficile à atteindre dans une mesure expér imentale de 
champs météorologiques ou c l imatologiques . 
Les modèles a tmosphér iques utilisés pour la prévision du temps, ou pour 
simuler la circulation générale de l ' a tmosphère dans les é tudes de climat, reposent 
sur les équat ions de la mécanique des fluides expr imant des principes de conserva-
tion de grandeurs physiques fondamentales , telles que la quanti té de mouvemen t , 
l ' énergie ou la masse des consti tuants de l ' a tmosphère (air sec, vapeur d ' eau) . Ces 
équat ions sont non-l inéaires , du fait que dans un fluide les grandeurs d 'é ta t sont 
t ransportées par la vitesse d ' écou lement qui fait e l le -même partie de l ' ensemble de 
ces grandeurs . Un certain nombre d 'approximat ions (équilibre hydrostat ique) 
peuvent être introduites pour filtrer certains types d 'osci l la t ions indésirables (ondes 
acoust iques) . Les sources et les puits de ces diverses grandeurs , provenant de 
processus non résolus explici tement, sont introduits sous forme de paramétr isat ions. 
Le sys tème d 'équat ions aux dérivées partielles qui en résulte est par la suite 
transformé en un sys tème d 'équat ions différentielles ordinaires couplées , soit par 
décomposi t ion sur une base de fonctions appropriées à la géométr ie du prob lème 
(par exemple les harmoniques sphériques) , soit en approchant les opérateurs de 
dérivée spatiale par des différences finies calculées sur les points d 'une grille. Quelle 
que soit la technique utilisée, on se ramène de la sorte à un sys tème dynamique à 
nombre fini (mais pouvant dépasser plusieurs mil l ions dans les modèles de prévision 
actuels) de variables couplées , où les condi t ions aux limites apparaissent c o m m e des 
paramètres de contrôle. 
La prévision consiste, en partant d 'un point choisi dans l ' espace des phases 
pour représenter au mieux la condi t ion initiale en fonction des observat ions dispo-
nibles (initialisation), à calculer numér iquement au moyen d ' une discrétisation 
temporel le la trajectoire de ce sys tème dynamique (intégration du modèle) . Dans les 
util isations opérat ionnelles courantes , en prévision du temps ou en s imulat ion du 
climat, on cherche à conserver le m a x i m u m de degrés de liberté compat ibles avec 
les moyens de calcul disponibles , de manière à arriver à une résolution spatiale aussi 
fine que possible. Ceci permet de s imuler le plus exactement possible le compor te -
ment de l ' a tmosphère , mais a l ' inconvénient que les structures essentielles peuvent 
être masquées par une mult i tude de fluctuations secondaires , et ne peuvent être mises 
en évidence qu ' au terme de procédures laborieuses d 'ana lyse des résultats par des 
méthodes appropriées (par exemple l 'analyse en composantes principales) . Par 
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ailleurs le coût informatique d 'une intégration, qui se chiffre usuel lement en dizaines 
d 'heures de calcul sur les super-ordinateurs les plus performants (par exemple Cray-
2 et C-98 de Météo-France) , l imite fortement le nombre de trajectoires que l 'on peut 
calculer, ce qui ne permet ni la générat ion d 'un ensemble important de trajectoires, 
ni une exploration systémat ique de l ' espace des paramètres . Pour toutes ces raisons, 
il peut être in té ressan t d ' e x p l o r e r une au t re voie en e s sayan t de rédu i re 
sys témat iquement le nombre de degrés de liberté du système, tout en gardant la 
structure de base sous-jacente des équat ions . 
L 'approche consistant à chercher une simplification maximale des équations 
pour aboutir à un modèle fortement t ronqué, a été développée sys témat iquement 
dans les années 60 c o m m e moyen d 'analyse des équat ions, et a permis de mettre en 
lumière certains aspects fondamentaux de la dynamique non linéaire (Lorenz, 1982). 
Ces modèles numér iques simplifiés, qui ont l ' avantage de concentrer l 'a t tention sur 
les phénomènes les plus importants , ont joué un rôle essentiel bien au-delà de la 
météorologie , puisqu 'ils ont été à la base de la théorie moderne du chaos déterministe. 
Dans ce qui suit nous donnons un bref aperçu de quelques exemples représentatifs 
en rapport avec la circulation a tmosphér ique , l ' anomal ie El Nino et le cl imat global . 
En 1963, Lorenz développa un modè le simplifié de la convect ion thermique, 
où les champs de vitesse et de température associés à une cellule de Rayle igh-Bénard 
étaient développés en série de Fourier et où une troncature au premier mode pour la 
vitesse et aux deux premiers modes de Fourier pour la température était effectuée. 
Ce modèle de 3 équat ions différentielles a révélé une richesse tout à fait surprenante 
de compor tements , et a été utilisé c o m m e prototype de chaos déterministe à petit 
nombre de degrés de liberté dans un nombre considérable d 'ar t icles scientifiques. 
Bien que développé à l 'or igine pour étudier la convect ion, il peut également 
représenter des phénomènes de grande échelle, car on le retrouve en introduisant une 
approximation quasi-géostrophique dans un sys tème d 'équat ions en eau peu pro-
fonde représentant 1 ' interaction d 'une onde dissipative forcée avec un relief (Lorenz, 
1980). On montre que l 'a t t racteur de ce modè le quasi-géostrophique et celui du 
modèle en équations primitives correspondant (à 9 composantes) sont qualitativement 
similaires, mais pour des valeurs différentes du paramètre de forçage. Pour des 
valeurs plus fortes du forçage, les attracteurs du modèle en équation de balance 
associé et de ce modè le en équat ions primitives ont des d imensions différentes, en 
raison des ondes de gravité qui peuvent être entretenues par ce dernier (Sundermeyer 
et Vall is , 1993). 
Couplé à un oscillateur linéaire représentant l ' a tmosphère tropicale, le 
modèle a également été utilisé par Palmer (1992) pour illustrer le rôle des moyennes 
temporel les et des moyennes d ' ensemble , ainsi que l ' impact des interactions 
t ropique-extratropique sur les régimes de temps et la prévisibili té. 
Ondes planétaires 
et blocage 
Depuis longtemps les synopticiens ont remarqué l 'appari t ion sporadique de 
régimes particuliers d ' écou lement se produisant préférentiel lement dans certaines 
régions, et fait la distinction entre les régimes d ' écoulement zonaux et b loqués 
pouvant persister pendant des durées plus longues que celle des perturbations 
synopt iques . L ' idée est assez difficile à formaliser car elle est basée sur une 
séparation des échelles de mouvement entre les échelles synopt iques des dépressions 
qui sont mobi les , et l ' échel le de l ' écoulement planétaire qui varie plus lentement et 
pilote la trajectoire de ces dépressions transitoires. Les caractérist iques de ces 
régimes sont une localisation géographique préférentielle, une certaine persistance 
de durée variable et une tendance à être récurrents , alors que les transitions entre 
régimes sont généra lement rapides. L 'ex is tence de régimes d ' écou lement mult iples 
dans la circulation aux moyennes latitudes a été confirmée par des études statistiques 
qui ont révélé une bimodali té dans la densité de probabil i té de l ' ampl i tude des ondes 
planétaires (Hansen et Sutera, 1990) ou encore par diverses méthodes de classifica-
tion automat ique des champs en altitude, des cartes de corrélation. Connaî tre 
l 'or ig ine de ces régimes quasi-stat ionnaires est important pour comprendre la 
variabilité à basse fréquence de l ' a tmosphère et la prévision à longue échéance. La 
possibili té d 'expl iquer les régimes de temps c o m m e des états d 'équi l ibre mult iples 
de l ' écoulement à grande échelle a été discutée dans de nombreuses études théori-
ques qui ont suivi le concept introduit par Charney et DeVore (1979) , et ont souligné 
la nécessi té de décrire la variabili té à basse fréquence dans le cadre de la théorie des 
sys tèmes dynamiques . 
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Un modèle de 3 équat ions différentielles a été proposé par Lorenz (1984) 
pour illustrer certains aspects de la circulation générale de l ' a tmosphère en rapport 
avec ces phénomènes . Ce modèle schématise l ' interact ion d 'une onde barocline 
unique avec un courant zonal en présence de dissipation, d 'un forçage méridien et 
d 'un forçage non zonal représentant un contraste thermique cont inent-océan. Pour 
certaines valeurs du paramètre de forçage, il prévoit deux solutions périodiques 
stables représentant des oscillations rapides de petite ampli tude ou une oscillation 
plus lente et de plus grande ampli tude. Les trajectoires convergent donc vers l 'un ou 
1 ' autre type de compor tement pér iodique selon que la condit ion initiale appartient au 
bassin d 'at t ract ion de l ' une ou de l 'autre solution. Les deux bassins d 'at traction 
apparaissent c o m m e relat ivement enchevêtrés (Lorenz, 1990), et toute imprécision 
sur la condition initiale, part iculièrement si elle se trouve au voisinage de la frontière 
entre les deux bassins, peut avoir c o m m e conséquence une impossibil i té de prévoir 
avec cert i tude le type de compor tement asymptot ique à long terme (Sommerer et Ott, 
1993). Pour d 'aut res valeurs du forçage, la dynamique est chaot ique. L'at tracteur, 
déjà introduit pour illustrer l ' idée du chaos (fig. 5) , a une structure fractale. Les 
var ia t ions apér iod iques du courant zonal p révues par le modè le présentent 
qual i ta t ivement une certaine analogie avec les variat ions irrégulières de la circula-
tion d 'oues t observées en hiver aux latitudes moyennes . En outre, on montre qu ' en 
présence d 'une variation saisonnière du forçage, ce système peut simuler de fortes 
variat ions interannuelles avec une al ternance irrégulière entre des étés actifs, 
marqués par de fortes oscil lat ions du courant d 'ouest , et des étés inactifs où les 
oscillations restent faibles. Le caractère de la circulation de l 'é té suivant est ainsi fixé 
de façon prat iquement aléatoire par la posit ion de la trajectoire chaot ique par rapport 
aux deux «répulseurs» provenant de la déstabilisation des solutions pér iodiques lors 
de la bifurcation de l 'a t t racteur chaot ique. Ce modèle , qui ne prétend pas être un 
modèle réaliste de la circulation générale , a le méri te de montrer que la dynamique 
interne de l ' a tmosphère pourrait suffire à engendrer des fluctuations interannuelles 
importantes de la circulation a tmosphér ique sans l ' intervention d 'un forçage exté-
rieur par l 'océan ou d 'aut res condi t ions en surface. Sal tzman et al. (1989) ont montré 
que ce type de modèle pouvai t être obtenu en introduisant une approximation dans 
un modèle plus général à 8 composantes , et ont étudié une version réduite à 3 
composantes un peu plus générale que le modè le de Lorenz. Leur modèle illustre les 
possibil i tés d ' une interaction quasi- résonnante entre une onde barocl ine longue et un 
forçage thermique pouvant expliquer une vacillation avec une période de 20 jours 
et une bimodal i té de l ' ampl i tude de l 'onde . 
Des modèles simplifiés ont été développés pour tenter de reproduire les 
variat ions interannuelles dans les régions tropicales, telles que le phénomène El 
Nino et Oscillation Australe ( E N O A ) qui se manifeste par un réchauffement de la 
température océanique dans la partie Est du Pacifique équatorial à intervalles 
irréguliers. Une analyse spectrale met en évidence un spectre avec un max imum vers 
4-5 ans, mais la largeur de ce pic spectral montre que ce n 'es t pas à proprement parler 
un phénomène pér iodique. Les succès de la prévision du El Nino à des échéances de 
l 'ordre de l ' année par des modèles dynamiques simplifiés, tels que le modèle de 
Cane et Zebiak (1985) , suggèrent que ce phénomène présente quali tat ivement les 
principales caractérist iques du chaos déterministe , et ont conduit Vall is (1988) à 
proposer un modèle à 3 composantes (la température dans les parties Est et Ouest du 
Pacifique et le courant de dérive) avec une non-linéari té quadrat ique. Ce sys tème, 
qui contient une physique minimale (une rétroaction simple entre les températures 
à l 'Oues t et à l 'Est du Pacifique et le vent zonal produisant un courant de dérive qui 
va advecter les températures) , est formellement semblable aux équat ions de Lorenz 
de 1963, mais avec une asymétr ie due à l ' inf luence du vent moyen (alizés). La 
trajectoire chaot ique engendrée par le modèle oscille de façon intermittente autour 
de deux états s tat ionnaires instables, et les configurat ions associées au vois inage 
d 'un de ces états correspondent à des situations rappelant El Nino. En présence d 'une 
variation pér iodique d 'un des paramètres , s imulant l ' influence du cycle annuel des 
alizés, la transition vers une situation El Nino ne se produit que pendant certaines 
phases du cycle annuel , c o m m e c 'es t le cas dans la réalité. 
Un autre modè le conceptuel (Krishnamurthy et al., 1993) propose d 'expl i -
quer l 'apériodici té du E N O A par le couplage d 'osci l la t ions chaot iques à haute 
fréquence et d 'osci l la t ions linéaires à basse fréquence. Ce modèle représente l 'océan 
par un oscil lateur linéaire à basse fréquence ayant une période propre de 4 ans, couplé 
au modèle de Lorenz (1984) qui s imule les variat ions intrasaisonnières chaot iques 
de l ' a tmosphère . Le couplage a pour effet d 'é largir le spectre de l 'osci l lateur linéaire 
et de le rendre apériodique. 
Modèles de El Niho 
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Modèles climatiques Des modèles simplifiés ont également été appliqués à l 'é tude des variat ions 
climatiques à long terme, telles que la récurrence des transitions glaciaire-interglaciaire 
qui se répètent avec une pseudo-périodici té d 'envi ron 100 000 ans. Sal tzman et al. 
( 1 9 8 1 , 1984 ,1987 ) ont proposé un modèle à 2 variables décrivant l 'évolut ion de la 
quanti té totale de glace et de la température moyenne de la surface des océans, ainsi 
q u ' u n e série de modèles à 3 variables tenant compte en outre de la température de 
la thermocl ine ou de la quantité de C O , dans l ' a tmosphère . Le modèle à 2 variables 
prévoit des compor tements pér iodiques , mais , en présence d 'un forçage tenant 
compte des variat ions d ' insolat ion, une bifurcation vers un attracteur chaot ique peut 
avoir lieu (Nicolis , 1987). Des compor tements apériodiques peuvent également être 
générés par le couplage de 2 oscillateurs de Sal tzman, simulant la dynamique 
couplée des deux hémisphères (Nicolis , 1984). 
Le principal mérite des modèles à 3 variables est de reproduire qualitativement, 
en présence du forçage as t ronomique , les derniers cycles glaciaire - interglaciaire 
tels qu ' i l s ressortent des mesures de la composi t ion isotopique en oxygène des 
carottes océaniques . En outre, on parvient à rendre compte , lorsqu 'un des paramètres 
de contrôle varie légèrement autour d 'une valeur caractérist ique, du changement de 
compor tement des oscillations glaciaires qui s 'est produit vers 900 000 ans avant le 
présent. 
En conclusion, nous avons vu que des solut ions chaot iques peuvent être 
obtenues dans les modèles que nous venons de passer en revue pour certaines valeurs 
des paramètres de contrôle. Cependant ces modèles , en raison de leur faible 
troncature, ne sont pas totalement réalistes, et les régimes chaot iques obtenus ne sont 
pas robustes vis-à-vis d 'une modification du modèle , telle qu ' une augmentat ion de 
ses degrés de liberté. Le chaos ainsi obtenu pourrait en partie être fictif. Pour 
démontrer que l ' a tmosphère obéit bien à une dynamique chaot ique, il faut analyser 
plus en détail les caractérist iques de l 'a t t racteur c l imat ique ou a tmosphér ique en 
appliquant les techniques d 'ana lyse non linéaire sur les données expér imentales . 
Reconstruction 
dynamique et 
dimensions 
La motivat ion principale pour le calcul de d imensions associées à divers 
champs géophys iques est la spéculation que les fluctuations cl imatiques pourraient 
être gouvernées par des attracteurs de basse dimension. A première vue cela pourrait 
paraître paradoxal puisque le nombre de variables nécessaire pour décrire l 'état 
instantané de l ' a tmosphère (en d 'aut res termes la dimension de l 'espace des phases) 
est tellement élevé que l 'on peut le considérer c o m m e prat iquement infini. Cepen-
dant, le caractère dissipatif de la dynamique qui contracte les vo lumes au cours du 
temps pourrait faire que la dimension de l 'at tracteur soit en réalité beaucoup plus 
petite que celle de l 'espace des phases, offrant ainsi la possibili té de représenter la 
dynamique a tmosphér ique au moyen d ' un sys tème dynamique ayant un nombre 
réduit de degrés de liberté. Cette question du nombre minimal de variables effectives 
est donc d 'un grand intérêt théorique et prat ique, et pourrait avoir des implicat ions 
considérables pour la modélisat ion en permettant de filtrer les modes non significa-
tifs, ou de les représenter s implement par des processus aléatoires. 
Les premières études sur des séries météorologiques et cl imatiques ont mis 
en évidence des attracteurs de dimension relat ivement faible. L 'ana lyse par Nicolis 
et Nicolis (1984) de séries paléocl imat iques de concentrat ion isotopique de l 'oxy-
gène , montrai t l 'exis tence d 'un attracteur de dimension comprise entre 3 et 4 . 
D 'au t res analyses de séries paléocl imat iques ont conclu à une dimension comprise 
entre 4 et 6 (Maasch , 1989). Des études sur des données journal ières de géopotenticl 
à 500 hPa (Keppenne et Nicolis , 1989) ou de pression en surface (Fraedrich, 1986, 
1987) ont donné des d imens ions supérieures à 6. En outre, l 'ut i l isation de séries à 
résolution très fine sur le vent semble donner lieu à un attracteur de dimension 7,3 
(Tsonis et Elsner, 1988). Une analyse d ' une s imulat ion de 20 années d 'un modèle 
de circulation générale (Barker et Van Zyl, 1993) a donné une d imension voisine de 
6 pour les moyennes lat i tudes, mais une plus grande (supérieure à 11) dans les 
t ropiques, ce qui consti tue un argument supplémentaire en faveur de l ' idée que 
certains phénomènes a tmosphér iques importants relèvent d 'un chaos de basse 
dimension. 
Des d imens ions faibles ont également été trouvées pour 1 ' intensité des pluies 
(Sharifi et al., 1990), ou pour la pression en surface avec une division assez arbitraire 
des séries entre hiver et été (Fraedrich, 1986). Islam et al. (1993) ont suggéré que les 
sous-est imations de la dimension pouvaient résulter de la présence de contraintes 
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phys iques et de phénomènes à seuil dans certaines variables , ce qui est le cas pour 
la condensat ion et les précipitat ions. Leur article pose ainsi clairement le problème 
du choix de la série temporel le utilisée pour reconstruire l 'a t tracteur du sys tème. Le 
choix de l ' interval le de temps utilisé dans la reconstruct ion dynamique , qui doit être 
tel que les séries soient l inéairement indépendantes , peut également influencer les 
résultats. Grassberger (1986) et Ruelle (1990) ont souligné l ' impor tance de la 
longueur de la série analysée. Ruelle affirme que les est imations de d imension qui 
ne sont pas inférieures à 2 l o g N (ou N est le nombre de données) ne sont pas fiables. 
Essex et Nerenberg (1991) et Tsonis et al. (1993) ont réexaminé cette question et 
proposent un critère moins sévère . 
La difficulté, c o m m e pour beaucoup d 'aut res t ravaux de météorologie et de 
cl imatologie , est que les données expér imentales sont souvent de durée et de quali té 
insuffisante pour parvenir à des est imations suffisamment précises. Le statut du 
chaos de basse dimension en dynamique a tmosphér ique continuera donc certaine-
ment à retenir l 'at tention des spécial istes dans les années à venir . 
Revenons à l ' expér ience numér ique relative à la sensibili té aux condit ions 
initiales (figure 8). Pour un observateur, la constatat ion que des états initiaux 
indiscernables sur le plan opérat ionnel finissent par 
suivre des cours ent ièrement différents, s ignalera 
de toute évidence l ' impossibi l i té de prévoir, au-
delà d 'un certain laps de temps, le futur du sys tème 
étudié à partir de la connaissance des condit ions 
présentes. 
Les sys tèmes donnant lieu à une dynamique 
chaot ique sont donc in t r insèquement imprévis ibles 
à long terme, en dépit du caractère déterministe des 
lois d 'évolut ion responsables de cette m ê m e dyna-
mique ! L 'object if de ce paragraphe est d 'explorer 
la notion de prévisibili té d ' une façon plus appro-
fondie et d 'analyser ses répercussions en météoro-
logie. 
Formulons d 'abord en termes quantitatifs le 
p rob lème de la croissance d ' une peti te erreur ini-
tiale e. Soient x un état initial sur l ' a t t r a c t e u r , ^ un 
état vers lequel xg est projeté suite à l 'erreur en 
quest ion. N o u s dés ignons par x(t, xj ety(t,yj les 
images de ces deux états après un laps de temps t. 
Par définition, l 'erreur instantanée £ est : 
E= \y(t,yj-x(t,xj\, étant entendu que Eg= \y0-xg\ = e. Le choix de la norme 
|.| dans l ' espace des phases est arbitraire,mais dans ce qui suit on choisira la norme 
eucl idienne. 
Suite à la complexi té de la dynamique a tmosphér ique et, d ' une manière plus 
générale , des sys tèmes donnant lieu à du chaos , £ fluctue cons idérablement à la fois 
dans le temps et lorsque l 'on se déplace sur l 'at tracteur, c o m m e c'était déjà le cas 
avec les d imens ions D et les taux de divergence locaux s(x,t) dans l ' analyse du 
paragraphe 2. Dans le but de rat tacher néanmoins la dynamique de l 'e r reur aux 
propriétés intr insèques du système, et en particulier à la structure de son attracteur, 
nous adoptons un point de vue probabil iste : on répète l 'opérat ion conduisant kE 
pour un grand nombre de condi t ions initiales parcourant l 'at tracteur, et on effectue 
une moyenne sur ces réalisations. On arrive ainsi à l 'erreur moyenne (ou si 
nécessaire à des moment s supérieurs) : 
<E>=Jdxgp/xj |y(t,yi) -x(t,x^\ (2) 
où p(xj est la distribution invariante sur l 'at tracteur, c 'est-à-dire la fréquence 
relative avec laquelle les trajectoires visitent l ' espace des phases au vois inage de ce 
point (Nicolis et Nicolis , 1991). 
La sensibili té aux condit ions initiales, propre à la dynamique chaot ique 
(figure 8) et à la complexi té a tmosphér ique (figure 1), impl ique que <E > doit croître 
avec le temps. D 'au t re part, puisque tout compor tement explosif vers l 'infini est 
exclu, < £ > doit bien être bornée par une valeur finie. La figure 9 résume le bilan 
Figure 8 - Evolution de deux conditions initiales voisines (s = 0,01) de la variable 
x dans l'application logistique (éq. 1b) 
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Figure 9 - Evolution d'une erreur initiale 
moyenne E -0 ,01 dans le modèle de la figure 5 
de ces deux tendances antagonistes pour le modè le 
a tmosphér ique à trois variables dont 1 ' attracteur est 
montré dans la figure 5. Trois étapes distinctes de 
l 'évolut ion de l 'erreur s 'en dégagent : un court 
intervalle de temps pendant lequel les erreurs res-
tent petites (à condit ion bien sûr que £ lu i -même soit 
petit); un régime intermédiaire où les erreurs tran-
sitent rapidement vers des valeurs appréciables aux 
alentours d 'un temps t* ~ l/aln(l/e) pour lequel la 
courbe < £ > présente un point d ' inflexion; et 
f inalement un long intervalle où l 'erreur atteint un 
niveau de saturation de l 'o rdre de l 'extension de 
l 'at tracteur dans son ensemble (Nicolis et Nicolis , 
1991 ; R o y e r e t a l . , 1993). Ce compor tement est loin 
d 'ê t re limité au seul modè le de la figure 5 : il est 
partagé par tous les systèmes chaot iques possédant 
des propriétés «ergodiques» suffisamment fortes, 
garant issant qu ' au bout d 'un t emps suffisant la 
distribution de probabili té sur l 'a t tracteur tend vers 
la distribution invariante pjxj (cf. équation (2)). 
Au vu de la définition de l 'exposant de Lyapunov, on pourrait s 'a t tendre à ce 
que lors de la première étape, la croissance de l 'erreur (début de l 'évolution de la 
figure 9) soit exponentiel le , avec un exposant égal au plus grand exposant de 
Lyapunov a. Une étude détaillée de ce régime montre qu ' i l n ' e n est rien : la 
croissance n 'es t ni exponentiel le , ni régie par o. En écrivant 
<E> = ee V (3) 
on s 'aperçoi t en effet que CT f l .dépend du temps, prenant aux temps courts des valeurs 
plus grandes que o (compor tement sur-exponentiel) . Une conjecture raisonnable 
serait que, pour des valeurs intermédiaires du temps, a t t e n d e vers a . En réalité, le 
régime de petites erreurs cède entre- temps la place au régime transitoire vers le 
niveau de saturation, de sorte que l ' exposant o ne régit j amais la loi de croissance des 
erreurs. L 'expl icat ion de ce phénomène inattendu réside, une fois de plus, dans la 
variabili té de l 'at tracteur suite à laquelle les taux de divergence locaux s(x,t) 
fluctuent considérablement autour de o (Nicolis et Nicolis , 1993). L 'opérat ion de 
moyenne de ces effets locaux sur tout l 'a t t racteur détruit le caractère exponentiel , à 
cause de la dépendance non-l inéaire de l 'erreur locale £ ( p a r rapport à s (x,t). 
Deux complicat ions supplémentai res par rapport à la situation classique, 
suggérée par l 'é tude de modèles stylisés de chaos, méritent d 'ê t re signalées. Pour des 
temps très courts , il peut arriver que < £ > diminue (peff< 0 dans l 'équat ion (3)), avant 
de démarrer dans son régime de croissance sur-exponentiel le , et, pour les t emps 
modérés , cette croissance sur-exponentiel le peut être modulée par une lente oscilla-
tion. L 'expl icat ion de ces phénomènes curieux, qui se rencontrent d 'a i l leurs tous les 
deux sur le modèle a tmosphér ique à trois variables de la figure 5, est la suivante. Une 
perturbation associée à une erreur «génér ique» déplace momen tanémen t ce système 
de son attracteur. Puisque celui-ci joui t de la propriété de stabilité, la réponse du 
système à l 'erreur initiale sera d 'abord de rétablir l 'at tracteur, ce qui peut entraîner 
la diminution de la perturbation (erreur) initiale. Quant à la modulat ion, elle traduit 
le fait que la variabili té de l ' exposant de Lyapunov local s(x,t) autour de sa moyenne 
n 'es t pas un simple bruit blanc, mais possède en général des fréquences privilégiées 
que l 'on peut d 'a i l leurs déjà déceler sur le spectre de puissance des variables du 
modèle . 
Résumons les points essentiels. Dans un système à dynamique chaot ique la 
prévision des valeurs futures d ' u n e variable avec une précision donnée d ' avance est 
l imitée à un intervalle de temps de l 'ordre de I/o. A l ' intérieur de cet intervalle, la 
qualité de la prévision n 'es t pas constante, mais dépend d 'une façon complexe de la 
dynamique instantanée. La prise de conscience que ces l imitat ions, d 'a i l leurs b ien 
familières au prévisionniste, reposent sur des principes fondamentaux de la physique 
plutôt que sur des difficultés passagères liées à la qualité de nos instruments de 
mesure ou à la capaci té de nos ordinateurs , const i tue un progrès scientifique majeur 
destiné à marquer profondément la météorologie , et les sciences de la Terre en 
général , dans les années à venir. 
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Que peut-on dire sur le devenir d 'un sys tème chaotique au-delà du «temps de 
Lyapunov» I/o'? Pu i squ ' en vertu de la sensibili té aux condi t ions initiales, la notion 
de trajectoire perd sa signification, il faut de toute évidence recourir à une approche 
probabil iste. Les météorologis tes avaient déjà compr is l ' intérêt d 'une telle approche 
bien avant l ' avènement de la théorie du chaos, no tamment en rapport avec la 
prévision d ' événemen t s qui pouvaient être classés dans un nombre limité de 
possibili tés : condi t ions cycloniques ou ant icycloniques, nombre de journées enso-
leillées, couver tes ou pluvieuses sur une certaine pér iode, etc. Plus récemment , il est 
de plus en plus quest ion de «prévisions Monte-Car lo» où l 'on effectue des statisti-
ques sur plusieurs trajectoires individuelles lancées paral lèlement à partir d ' un 
modèle numér ique détaillé de prévision du temps . Ces approches intéressantes se 
heurtent cependant d ' emblée à des difficultés conceptuel les ; quelle est la nature du 
processus de passage entre ces états discrets de l ' ensemble ? Comment se servir de 
la méthode de Monte-Car lo pour prévoir le devenir d 'une trajectoire de référence 
particulière ? C 'es t ici que deux déve loppements récents de la dynamique non-
linéaire - la théorie statistique du chaos et la prédiction non-linéaire - fournissent 
quelques idées qui pourraient consti tuer autant d ' é léments de réponse. 
La théorie statistique du chaos est basée sur l ' équat ion d 'évolut ion de la 
distribution de probabil i té p(x,t) au cours du temps, connue sous le nom de 
l'équation de Frobenius-Perron (Lasota et Mackey , 1985). U n e filière part iculière 
consiste à subdiviser l ' espace des phases en cellules discrètes représentant les 
différents «états» mesurables du système, et à suivre le processus de transition de la 
trajectoire des phases entre ces cellules. Moyennan t cer taines condi t ions sur la 
partition de l ' espace et sur la dynamique , on parvient à montrer que ce processus est 
markovien (processus aléatoire dont la mémoire est l imitée au dernier état visité), 
et à évaluer la matr ice de transit ion correspondante à partir de la dynamique 
déterministe sous-jacente (Nicolis , 1990). En revanche si ces condit ions ne sont pas 
remplies , le processus sera non-markovien (processus à mémoire) et le problème de 
la prévision se t rouvera complè tement bouleversé . Or, en présence d 'é ta ts discrets, 
les météorologis tes ont souvent tenté de postuler des transitions régies par des 
chaînes de Markov : un examen critique des idées acquises dans ce domaine est donc 
indispensable. 
Nous terminons ce paragraphe par un bref aperçu de la théorie de prédict ion 
non-linéaire (voir par exemple Tsonis , 1992). Soient X(tl), ...X(tJ les valeurs d'une 
variable X aux instants t, ... Nous voulons effectuer la «meil leure» prédic-
tion de la valeur X(tN J permise par la connaissance de la série temporel le 
| X{t), i = 1 N \ dans son ensemble . A cet effet nous déployons cette série dans 
un espace des phases par la méthode de la reconstruction dynamique esquissée plus 
haut. Le point de l ' espace des phases correspondant à l 'état à prédire s 'y trouve 
entouré d ' un certain nombre de voisins proches qui correspondent à des états 
antérieurs dans la série, et dont on connaî t par conséquent l ' image après un ou 
plusieurs intervalles de temps Dt. En introduisant des facteurs de poids adéquats et 
indépendants du temps (différentes variantes de la méthode utilisent différents 
facteurs) tenant compte des distances entre le point à prédire et ses voisins, on 
reconsti tue ainsi la posit ion présumée du point en quest ion après Dt. Des expér iences 
numér iques sur des séries engendrées par des modèles mathémat iques montrent 
q u ' e n présence d ' u n e dynamique chaot ique l 'erreur moyenne de la prédict ion croît 
exponent ie l lement , alors que pour des processus aléatoires la croissance est très 
différente. Il serait cer ta inement instructif d 'appl iquer cet algori thme aux séries 
météorologiques considérées habi tuel lement par le prévisionniste . 
CONCLUSION Henri Poincaré , père fondateur de la Science du non-linéaire écrivait au début 
du siècle : «Il peut arriver que de petites différentes dans les conditions initiales en 
engendrent de très grandes dans les phénomènes finaux; une petite erreur sur les 
premières produirait une erreur énorme sur les derniers. La prédiction devient 
impossible et nous avons le phénomène fortuit». Cette concept ion visionnaire, à 
laquelle souscrirait d 'a i l leurs tout praticien de la prévision numér ique du temps, se 
trouve aujourd 'hui amplement justifiée et m ê m e renforcée par les progrès considé-
rables accompl is depuis , tant sur la théorie fondamentale du chaos que sur la mise 
en évidence de compor tements complexes dans des classes très larges de sys tèmes 
à l 'échel le du laboratoire. 
Dans le présent article nous avons développé une série d ' a rguments suggé-
rant fortement que la dynamique a tmosphér ique et cl imatique par tage les propriétés 
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essentielles du chaos déterministe , et ce bien au-delà de quelques analogies super-
ficielles de terminologie . Alors que la pression scientifique, technologique et sociale 
pour l ' a l longement de l ' échéance de la prévision numér ique du temps et du climat 
augmente , il apparaît de plus en plus indispensable de tenir compte de l ' incert i tude 
intrinsèque et irréductible de cette prévision. Cette prise de conscience ne peut se 
faire qu ' au prix d ' une révision des idées acquises en matière de modél isat ion et 
d 'observat ion. Ainsi , des prévisions cl imatiques à long terme fondées sur une 
formulation statique où le système s 'ajuste de façon permanente à un niveau «quasi-stationnaire» correspondant à la valeur instantanée des paramètres sont inadéquates ; 
elles doivent être complétées par des études sur la réponse dynamique du sys tème 
tenant compte correctement de tout le répertoire de compor tements possibles, et 
formulées en termes de probabil i té. De m ê m e , l ' idée que le système sous-jacent est 
un sys tème dynamique complexe , hautement instable, pourrait avoir des répercus-
sions sur la nature, le nombre de données ou la fréquence d 'échant i l lonnage, lors des 
futures campagnes de mesure qui seront entreprises, no tamment dans le cadre de 
p rog rammes internat ionaux. Enfin, on peut se demander si certains traits essentiels 
d 'une dynamique complexe , caractérisée par une distribution fractale des principa-
les observables dans l ' espace et dans le temps, peuvent être correctement reconsti-
tués à partir des réseaux d 'observat ion actuels. N o u s sommes convaincus que de 
cette mise en question naîtront des idées et des outils susceptibles de transformer 
considérablement notre approche des sciences de la Terre et de l 'Envi ronnement . 
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Glossaire des termes utilisés 
Attracteur : En vertu du second principe de la thermodynamique, un système macroscopique isolé atteint à la limite des 
temps longs un régime final stable. Dans l'espace des phases associé au système, la trajectoire tend vers un ensemble de 
points, appelé attracteur, qui se transforme en lui-même au cours du temps. L'attracteur peut être une variété Euclidienne, 
telle que le point ou la ligne, ou bien une variété fractale. 
Chaos : Introduit initialement par les philosophes Grecs pour désigner le vide, ce terme est à présent employé pour décrire 
les évolutions apériodiques imprévisibles d'apparence aléatoire. La notion de chaos développé, ou chaos métrique, se 
rapporte plus spécifiquement au cas où les lois d'évolution possèdent au moins un exposant de Lyapunov positif, conduisant 
à une séparation exponentielle de trajectoires initialement voisines. 
Croissance sur-exponentielle : Le taux de croissance de l'écart E (au temps t entre deux trajectoires est par définition : 
ajt) = (1/E) dE/dt = d (lnE)/dl 
Pour une croissance exponentielle pure : 
E,=Eoexp(oelft), 
ce taux de croissance reste constant au cours du temps. Dans le cas général où oetf(t) varie, on parlera de croissance «sur-
exponentielle» si oe)((t) augmente au cours du temps (dos)f/dt > 0), et «sous-exponentielle» s'il décroît. 
Espace des phases : Un espace dont les coordonnées sont l'ensemble des variables indépendantes nécessaires pour 
définir l'état d'un système dynamique. 
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Exposants de Lyapunov : On les définit en mesurant le taux logarithmique moyen de l'éloignement entre deux trajectoires 
initialement voisines, dans la double limite d'une perturbation initiale infinitésimale et d'une trajectoire infiniment longue, soit: 
σ= lim lim 1/t ln (δxt/ δxo) 
t ∞ δxo>0 
δxo et δxt étant respectivement l'écart initial et l'écart au temps t. Cette limite est indépendante du point initial, mais peut 
dépendre de l'orientation spatiale de la perturbation initiale, et il y a en général autant d'exposants que de dimensions dans 
l'espace des phases. Ils caractérisent la stabilité linéaire globale d'un système dynamique. Les exposants positifs 
correspondent aux directions d'instabilité du système (divergence exponentielle des trajectoires), et les exposants négatifs 
aux directions selon lesquelles les trajectoires sont attirées vers l'attracteur. 
Dimensions généralisées : On peut les définir à partir d'un découpage de l'espace des phases en hypercubes disjoints 
de côté ε. On compte le nombre de points p, contenus dans chacune des I cellules non vides qui constituent un recouvrement 
de l'attracteur. La dimension Dq (dimension de Rényi) est définie par : 
Dq = lim (1/q-1) log (Σpqi)/log ε 
e — 0 
L'extension de cette formule par continuité à q = 0 et q = 1 redonne la dimension fractale Do et la dimension d'information 
D,. La dimension D2, connue sous le nom de «dimension de corrélation», est reliée à la distribution des distances entre deux 
points de l'attracteur. Dans le cas d'un attracteur non homogène (dit «multifractal»), ces distances Dq sont une fonction 
monotone décroissante de q. 
Prévisibilité : La possibilité de prévoir le devenir d'un système dynamique à partir des informations relatives à son état 
présent. 
Propriétés ergodiques : Soit A une grandeur observable d'un système dynamique, généralement fonction de l'état 
instantané x (représenté par un point dans l'espace des phases). On définit la moyenne temporelle A de A comme la moyenne 
arithmétique des valeurs de A prises sur une longue durée de temps, 
_ n 
A =lim 1/(nDt) 2A(x(t)) 
i = 1 
n—<x> 
où n est le nombre de données, prélevées aux instants f, tels que t u i - ti = Dt. En présence d'une dynamique complexe, il 
est naturel de recourir à une approche probabiliste, dont la grandeur centrale est la densité de probabilité de trouver le 
système en un point x de l'espace des phases. Dans le cadre d'une telle approche on définit la moyenne probabiliste <A> 
de A comme la moyenne prise à un instant donné sur un grand nombre de trajectoires émanant des différents points de 
l'attracteur, pondérée par la densité de probabilité invariante ps des états sur celui-ci. 
<A>=frdxps(x)A(x) 
où r désigne la partie de l'espace des phases délimitée par l'attracteur. Un système est dit ergodique si A = <A>. Les 
systèmes chaotiques jouissent souvent de la propriété plus forte dite «de mélange», garantissant qu'une distribution initiale 
p(x) dans l'espace des phases tend (dans un sens faible) vers la distribution invariante ps sur l'attracteur. Au niveau d'une 
observable, la propriété de mélange garantit que la corrélation entre deux valeurs A(ti) eiA(t2) de l'observable tend vers 
zéro lorsque le décalage it2-tii tend vers l'infini. 
Sensibilité aux conditions initiales : Propriété impliquant que deux états initialement voisins sur un attracteur voient par 
la suite leur distance augmenter, en moyenne exponentiellement au cours du temps. 
Taux local d'éloignement: Il caractérise le taux de croissance de l'écart Ef en un point x de l'attracteur entre une trajectoire 
de référence et une trajectoire voisine provenant de l'application d'une petite perturbation initiale (au temps 
t = o). 
s(x,t) = (1/Et) dEf/dt = lim (1/dt) Ln ( E t + a/Et) 
dt —o 
Ce taux local de croissance peut dépendre non seulement de la position du point sur l'attracteur mais aussi de l'écart initial 
entre les deux trajectoires, et du temps pendant lequel les deux trajectoires ont évolué. La moyenne de s(x,t) le long d'une 
trajectoire longue, à condition de partir d'une perturbation initiale suffisamment petite pour que l'évolution de l'erreur reste 
linéaire, converge vers l'un des exposants de Lyapunov. 
