ABSTRACT Most of existing community detection algorithms group nodes with more connections into the same community, and they are more concerned with links within the community. However, the weak ties between different communities are also important, because they can reflect the relationships between different communities, including helpful, friendly or negative, and adverse. Few studies focus on weak ties, although they are important. In this paper, we propose a novel sign prediction model based on the nodes features in the network, including the Jaccard similarity and the ratio of the negative degrees of all nodes, and the autoencoder technology that self-defines its loss function with the features of the communities. The proposed model maps the original network to a low-dimensional space so that the weak ties can be represented by low-dimensional vectors. We conduct experiments on the Epinions and Slashdot datasets and find that the proposed model outperforms the challenging state-of-the-art graph embedding methods in the sign prediction of weak ties in terms of accuracy and F1 score measurement.
I. INTRODUCTION
A weak tie in this paper is a relationship that exists between different communities. In [20] , the author gives an intuitive notion that the ''strength'' of an interpersonal tie should satisfy the following definition: the strength of a tie is a (probably linear) combination of the account of time, the emotional intensity, the intimacy (mutual confiding), and the reciprocal services which characterize the tie. For example, ties between frequently connected friends or colleagues who work together and often exchange ideas belong to ''strong ties''. And ties between people who are acquaintances or classmates who have no connection for a long time belong to ''weak ties''. In almost all networks, nodes tend to have one or more functions that greatly determine their roles in the system [1] . For example, individuals in social networks have social roles or social positions, while proteins
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in protein-protein interaction (PPI) networks perform specific functions [1] . Intuitively, different nodes in such networks can perform similar functions, such as interns in a company's social network or catalysts in a cell's PPI network [1] . Therefore, many community detection algorithms have been proposed that allow nodes having similar functions or structures to be divided into the same community, bringing the relationships between nodes within a community closer. Based on this principle, it's not difficult to find that links between nodes within a community are closer, while links between different communities are sparse. Therefore, we define the links within community as strong ties while the links between communities as weak ties.
Most of existing community detection algorithms focus only on node clusters and links within the community, while weak ties are actually also meaningful. In signed networks, the sign of a link represents the relationship between two end nodes, in which the positive sign (denoted as ''+1'') represents trust and friendly relationship, while the negative sign (denoted as ''−1'') represents distrust and unfriendly relationship [21] . Using the community structure of the complex network, the sign of weak ties can reflect the friendly or hostile relationships between different communities. For example, in a social network, if one user gives a thumbs-up or praise to another user, it means there is a positive link between these two users; and if one user slanders or blacklists another user, it means there is a negative link between them. The communities are detected according to the users' age, gender, preferences and other characteristics. The more positive weak ties are between the two communities, the friendlier the relationships between the users in the two communities are, and the more likely that they follow the same celebrity. On the contrary, the larger number of negative weak ties are, the more likely users in the two communities are opposed, and it is possible that the users in one community are the fans of a celebrity while the users in another community are the anti-fans of the celebrity.
Predicting the sign of weak ties is important for exploring the relationships between communities and is also valuable in practical applications. For example, a country is made up of several parties, and we can predict whether a party supports a candidate or not based on the relationship between different parties when choosing the country's leaders. Specifically, if there is a party supporting one candidate and the other party has a mutually supportive and friendly relationship with the party, then the other party is also likely to support the candidate. Conversely, if the relation between the two parties is discordant, they might support different candidates. Candidates can therefore predict the votes in advance according to the relationships between different user groups in the social networks and different parties, and prepare the corresponding strategies in advance to obtain the support of people according to the prediction results. However, to the best of our knowledge, there are no works which are designed specifically for predicting the sign of weak ties although they are important, and network embedding methods can solve the problem but they have some limitations. The existing network embedding works treat all links in the network equally when predicting the sign of links, and they consider the same kind of features of all links and ignore the community structure of the complex network and the unique information of weak ties, which makes them unable to achieve satisfactory results when predicting the sign of weak ties.
In order to fill the gap, we propose a novel sign prediction model for the weak ties obtained by community detection in this paper. First, the hierarchical map equation [2] is exploited to cluster nodes in the network, which uses a random walk as a proxy for the real flow, and uses the duality between compressing a message and finding patterns in the structure that generates that message [2] . The purpose of this method is to minimize the average description of the flow in the network. Then, weak ties can be obtained by the above community detection algorithm, and the ratio of positive and negative links between the communities corresponding to the two end nodes of the weak ties are calculated for later use.
Next, we randomly initialize a m-dimensional matrix to represent all the nodes, and the Jaccard similarity between all nodes and the negative link ratio of each node are calculated to reduce the error of the random vector. The m-dimensional representation of the node is achieved by the above steps. After that, a m-dimensional representation of each weak tie can be calculated from the obtained weak ties and the m-dimensional representations of nodes. Furthermore, the m-dimensional representations of the weak ties are embedded into a low-dimensional space by the autoencoder technology, which customizes its loss function through the features of the community described above. Finally, the SVM classifier is used to predict the sign of weak ties by learning the features of the low-dimensional vector representations of weak ties. We validate the performance of the proposed model in the weak ties prediction tasks on the Epinions and Slashdot datasets, and experimental results show that the proposed model is superior to other link prediction methods.
Our main contributions are as follows: 1) To reduce the losses of weak ties' vector representations and improve the accuracy of predictions, we extract the degree feature and the similarity feature of nodes in the network and the community features associated with the weak ties. 2) Automated encoder technology is used to embed weak ties into low-dimensional spaces, which reduces computational complexity and improves the efficiency of sign prediction.
3) The sign prediction of the weak ties can help us predict the relationships between different communities. The experimental results show that the proposed model outperforms other baselines and plays an important role in practical applications.
The rest of this paper is organized as follows. Section 2 provides a brief overview of related works on community detection and network embedding. Section 3 defines some related issues, and Section 4 details the proposed model. Section 5 shows experimental evaluations and comparisons of other methods. Finally, Section 6 concludes the paper with a brief discussion.
II. RELATED WORKS A. COMMUNITY DETECTION
Complex networks have the characteristic of community structure, and nodes in complex networks tend to cluster together. For example, users in a social network always have his or her moments, in which all the members know each other. Revealing the community structure in the network is of great significance for analyzing the structure and characteristic of the network. Many community detection algorithms have therefore been proposed, whose main idea is to divide nodes with close links or large similarities into the same community. For example, the World Wide Web is made up of many websites, and we can divide the websites that have similar topics or functions into the same community.
The common community detection methods can be divided into the following categories: 1) Graph partitioning-based. The problem of graph partitioning consists of dividing the vertices in a graph into several groups of predefined size, so that the number of edges lying between the groups is minimal [22] . The popular methods based on the graph partitioning include the Kernighan-Lin algorithm [22] , [25] , the spectral bisection method [22] , [26] , etc. Algorithms based on graph partitioning are not good for community detection, because it is necessary to provide the number of groups and in some cases even their sizes as input, which are usually unavailable.
2) Hierarchical clustering-based. Hierarchical clustering techniques aim at identifying groups of vertices with high similarity, and can be classified into two categories: one is agglomerative algorithm, in which clusters are iteratively merged if their similarity is sufficiently high; another is divisive algorithm, in which clusters are iteratively split by removing edges connecting vertices with low similarity [22] . The popular community detection algorithms based on the hierarchical clustering include the GN algorithm [22] , [27] , the FN algorithm [22] , [28] , etc. Hierarchical clustering has the advantage that requires no a preliminary knowledge on the number and size of the clusters. However, it does not provide a way to discriminate between many partitions obtained by the procedure. In addition, it is hard to find which partition is more useful to represent the community structure of the graph [22] .
3) Modularity optimization-based. By assumption, high values of modularity indicate good partitions [25] . The motivation of modularity optimization methods is to maximize the value of modularity of partitions. The popular methods based on the modularity optimization include the greedy algorithm [22] , [29] , the simulated annealing algorithm [22] , [30] , the genetic algorithm [22] , [31] , etc. An important question concerns the value of the maximize modularity for a graph must be non-negative, as there is always at least a partition with zero modularity, consisting of a single cluster with all vertices [22] . However, a large value for the modularity maximum does not necessarily mean that a graph has a community structure.
4) Flow analysis-based. Communities are divided by detecting certain flows in the networks, such as matter, energy, information and so on. In [24] , the author proposed a random walk based community detection algorithm. In [23] , the author proposed a code to study the flow of networks.
In this paper, we select the hierarchical map equation model as the community detection algorithm used in the proposed model. HME studies the flow in the network, whose idea is that a good community detection should make the average description length of the index codebooks in the network the shortest, in which the index codebooks are used to describe the flow in the network. HME allows for an arbitrary number of hierarchically nested index codebooks that specify movements between modules, submodules, subsubmodules, and so on, down to the finest modular level.
In addition, HME determines the number of communities detected automatically instead of predefining the number and size of the communities. In this way, the scale of the network that need to be divided narrows step by step, which is not only applicable to a wild range, but also can be calculated in parallel, which reduces the time and space complexity of the algorithm and is suitable for large-scale networks. The detailed information about HME is introduced in Section 4.
B. NETWORK EMBEDDING
Despite the importance of weak ties, to the best of our knowledge, there are no existing works which are designed for predictimg the sign of weak ties in complex networks. Therefore, some methods for predicting all links' signs in complex networks are introduced here, and they are used as the baselines of the proposed method for predicting the sign of weak ties. The link prediction models introduced here include DeepWalk, node2vec, LINE and GraRep, all of which belong to the network embedding models, also known as the network representation learning models. This is because with the explosive expansion of the network scale, problems such as data sparsity and dimensional disaster bring great challenges to network mining tasks. To solve these problems, network embedding (NE) is proposed, which aims to map the original high-dimensional sparse network to a low-dimensional vector space and represent nodes and edges with low-dimensional dense vectors, so that the nodes with large similarity in the original network close to each other in the embedded space. The low-dimensional vectors will then be used for the subsequent machine learning or data mining tasks such as nodes classification [3] , link prediction [4] , visualization [5] and clustering [6] . Essentially, the proposed method also belongs to the network embedding methods.
Inspired by word2vec [8] , DeepWalk [9] uses a truncated random walk from a vertex in the network to generate sequences of the nodes. Similar to the context sequences in word2vec, and then the context sequence of the nodes is treated as a sentence by Skip-Gram [18] . Intuitively, nodes close in the network will tend to have similar contexts and thus have embedding close to each other.
On the basis of DeepWalk, node2vec [10] proposes a biased second order random walk strategy and defines a flexible notion of a node's network neighborhood. In particular, the edge weights driving the biased random walks are designed for attempting to capture both vertex homophily and structural equivalence [1] . But the limitation is that structurally similar nodes will not share the similar context sequence if their distance is larger than the Skip-Gram window.
LINE [4] embeds large-scale information networks into low-dimensional vector spaces through optimized objective functions, which preserves both local and global network structures. The local structure is represented by the observed links in the networks, which captures the first-order proximity between vertices, and the global structure is defined as the second-order proximity between vertices determined through the shared neighborhood structures of the vertices. LINE aims to minimize the Kullback-Leibler (KL) divergence of these two distributions, which is suitable for large-scale networks.
GraRep [5] integrates the global structure information of the graph into the learning of the low-dimensional vector representation of the vertices. It uses the Skip-Gram model to capture the k-step relationship between each vertex and its k-step neighbors in the graph, which contains different k values. It converts the graph structure into linear sequences and defines different loss functions to capture the different k-step local relational information with different k values. The model is optimized by matrix factorization techniques and constructs a global representation of each vertex by combining different representations learned from different models [7] .
III. PROBLEM DEFINITION A. DEFINITION 1: NETWORK REPRESENTATION
The networks considered in this work are all signed networks. Let G = (V , E, S) represent the input sign network, where V is the set of vertices, n = |V | denotes the number of nodes in the network, E is the set of edges and S is the set of edges' sign, and S = {+1, −1}, in which +1 represents the edge is positive and the relationship between the two end nodes is trust and friendly, and −1 means that the edge is negative and the relationship between the two end nodes is distrust and opposed. Let N ∈ R n×m denote the vector representation of all the nodes.
B. DEFINITION 2: COMMUNITY DETECTION
Let WG = (V , E, W ) denote the weighted network transformed from the sign network, where W is the set of weights of the edges. Then the weighted network is divided into different communities. Let C = {C 1 , C 2 , . . . , C p } represent the communities divided, where p is the number of communities and C i is the i th community.
C. DEFINITION 3: WEAK TIES AND STRONG TIES
The network is divided into different communities C 1 , C 2 , . . . , C p . We name the links whose two end nodes within the same community as strong ties, and the links whose two end nodes belong to different communities weak ties. Let WT = {w 1 , w 2 , . . . , w q } represent the set of weak ties, in which q is the number of weak ties and w i represents the i th weak tie. Let WR ∈ R q×m denote the vector representation of all the weak ties.
IV. THE PROPOSED METHOD
The goal of the proposed model is to detect the weak ties of signed networks, and then predicts signs for the weak ties. The architecture of the proposed model is given in Fig.1 , which consists of three modules: Weak Ties Detection, Weak Ties Embedding and Weak Ties Sign Prediction. Weak ties are firstly detected by Weak Ties Detection module by dividing the original signed network into communities, and the links connecting different communities are considered weak ties. The Weak Ties Embedding module embeds the characteristics of weak ties to a low-dimensional space. The Weak Ties Prediction module then predicts the sign of weak ties by using a classifier trained by the embedded weak ties matrix. The details of the proposed method are given in the following subsections.
A. WEAK TIES DETECTION
In this module, communities are discovered and links between communities are considered weak ties. A hierarchical VOLUME 7, 2019 map equation (HME) is used to detect communities. HME uses three kinds of codebooks to represent a network through its coding system: the module codebook determining the coding of each community, the index codebook determining the coding of entering/leaving a community, and the codeword determining the coding of nodes in each community. Communities are divided by HME by minimizing the total length of all the codebooks.
A hierarchical map M of n nodes partitioned into r modules, and each module i has a submap M i with r i submodules. If each submodule ij has a submap M ij with r ij submodules, HME takes the form [2] :
in which L(·) is the lower bound of the code length, H (·) is the frequency-weighted average length of codewords in the index codebook, q i is the probability of exiting (and entering) module i, q = r i=1 q i is the probability that the random walker switches modules on any given step, and p ijk is the rate of codeword used for visiting nodes in submodules ij . . . k or exiting to a coarser level. Note that HME divides communities for weighted networks, while the datasets used in the experiment are unweighted and transformations should be held to transform the unweighted signed networks to weighted signed networks. As complex networks are scale-free networks [15] , and the nodes in it follow the power law distribution. That is, only a few nodes have large degree while most nodes have small degree. The degree of nodes reflects the importance of nodes. For example, in the citation network, papers that are wildly cited and their authors play important roles in the corresponding research fields. Based on this, the weight of a link connecting two nodes is considered to be related to the importance of the two end nodes. The greater the degree of the two end nodes are, the greater the weight of the link is. We therefore select the preferential attachment index (PA) [7] , a common method to measure the similarity between nodes via nodes' degree, to calculate the weight of links in this work:
where v i and v j are the two end nodes of a link, | x | is the degree of the node x in G. In order to find the hierarchical structure that best represents the network, all possible hierarchical partitions of the network are verified to minimize (2) . According to the communities obtained by HME, the links between different communities are considered as weak ties and are detected by Algorithm 1.
Algorithm 1 The Algorithm of Weak Ties Detection
Input: G = (V , E) and C, where V and E are the vertex set and the edge set of the graph, C is the set of communities detected. Output: all weak ties WT 1: W ← ∅ 2: E = {e 1 , e 2 , . . . , e w } 3: w = |E| 4: for i = 1 to w do 5: (s, t) ← e i 6:
for C i in C do 7: if s ∈ C i and t / ∈ C i then 8:
break 10: end if 11: end for 12: end for 13: return WT
B. WEAK TIES EMBEDDING
This part aims to embed the weak ties into a low-dimensional vector space, and represent each weak tie with a low-dimensional vector. Since a link connects a pair of nodes, and reflects the relation between the two end nodes, the vector representations of the two end nodes are therefore used to generate the representation of the link. In [10] , the author provided four choices for calculating the representation of links according to the representation of the corresponding two end nodes, including the ''Average'', ''Hadamard'', ''Weighted-L1'' and ''Weighted-L2'', and they are defined as formula (5), (6), (7) and (8) respectively. In this work, we select the ''Average'' operation, as defined in formula (5), to define the representation of weak ties WR ∈ R q×m , and we will compare the influence of different choices in the way of generating weak ties' vector representations by the performance of weak ties sign prediction in Section IV.
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in which i = 1, 2, . . . , q, q is the number of weak ties, w i is the i th weak tie, v si , v ti are the two end nodes of the weak tie w i respectively, N v is the vector representation of the node v, and the principle of obtaining the representation of nodes is: First, a matrix RN ∈ R n×m is initialized randomly to represent the nodes. Then, the features of nodes, including the similarity between nodes and the degree of nodes, are used to train the random matrix to reduce the error between it and the features matrix. These features play important roles in representing nodes as they reflect the sparseness of the network and the relationship between nodes. In this work, the proportion of the negative degree of nodes and the Jaccard (9) and (10) are used to reduce the error of RN.
where, d − (v i ) and d + (v i ) are the number of negative and positive degree of the node v i respectively.
where, (v) is the neighbor nodes set of the node v and | · | is the number of nodes in the set ·.
As is shown in Algorithm 2, the principle of using the features information matrix NF to reduce the error of the random matrix RN is that the features matrix and the random matrix are supposed to obey different probability distribution, and the Kullback-Leibler (KL) Divergence of these two distributions is calculated as follows to represent the loss: (11) where, NF(v i ) is the feature vector of the node v i , L(v i ) is the joint probability distribution of the random vector representation of the node v i in RN:
The loss is back propagated to the random matrix and the gradient descent method is used to adjust the random matrix as formula (13) . The process is performed iteratively until the error convergence.
where η is the learning rate. The proposed model aims to predict the sign of weak ties, and the proportion of positive and negative links between communities are considered great important for predicting the sign of weak ties. The larger the proportion of positive links between communities are, the more likely the sign of the target weak tie is positive. Conversely, the sign of the target weak tie is there likely to be negative if the larger the proportion of negative link. To further reduce the dimension of weak ties and exploit the link information between communities related to the weak ties, Autoencoder technology is adopted to embed the weak ties into a low-dimensional space with the self-defined loss function related to the communities' information.
Autoencoder consists of an encoder and a decoder. The encoder encodes the input layer vector x ∈ R m to the hidden layer z ∈ R d , where d m.
where, σ is an activation function such as Sigmoid function, W is the weight matrix, and b is the bias vector. The decoder decodes z to a reconstructed vector x , which has the same shape as x, i.e., x ∈ R m :
where, σ is an activation function, W and b are the weight matrix and the bias vector respectively that different from W and b.
Autoencoder is trained to minimize the cumulative error on the training set. The hidden layer vector z of the trained Autoencoder is regarded as the embedding vector of x. In the proposed model, the weak ties represented by a m-dimension matrix WR are therefore compressed to a d-dimension matrix WD, and the loss function of the Autoencoder is defined including both the reconstructed loss and the similarity loss:
where, L1 is the reconstructed loss between the input layer matrix WR and the output layer matrix WR . L2 is the similarity loss between the hidden layer matrix WD and the features matrix F of the link information between communities, which includes the ratio of positive and negative links between communities related to the end nodes of the weak ties calculated as formula (19) and (20) . dis(WD) returns a R q×q distance matrix whose elements represent the distance of the encoder vector of a weak tie and other weak ties encoder vectors, dis(F) returns a R q×q distance matrix whose elements represent the distance of the feature vector of a weak VOLUME 7, 2019 tie and other weak ties' feature vectors. 
C. WEAK TIES SIGN PREDICTION
Each weak tie is represented by a d-dimensional vector through Weak Ties Embedding. SVM classifier is then used in this work to predict the sign of weak ties. D = {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x u , y u )} is used to train the classifier, in which x i is the d-dimensional embedding vector generated to describe the i th training weak tie, y i is the sign of this weak tie, and u is scale of the training set. Then, the trained classifier is used to predict the sign of the target weak ties that is not marked in the test set.
V. EXPERIMENTAL EVALUATION
The experiments are held on four undirected signed networks, including an Epinions dataset and three distinct Slashdot datasets, which are available publicly in [12] . The detailed information of the dataset is summarized in Table 1 , and these datasets are widely used in [13] - [19] .
As is shown in Table 1 , the ratios of negative links and positive links are highly imbalanced, with most of the links in the networks being positive links.
In the proposed model, the dimension of nodes representations m is set to be 1000, and the learning rate of the error Backpropagation for autoencoder is set to be 0.005.
The parameters used for node2vec and DeepWalk methods are set as follows: the number of walks per node is set to be 20; the length of the walk is set to be 80, and the window size of Skip-Gram is set to be 10. For node2vec, the parameters for guiding the direction of random walks are set to p = 1 and q = 1. For LINE, the order is set to be 3. For GraRep, the k-step is set to be 5.
We randomly sample each dataset for five times, so that the number of nodes is sampled at around 3500. For each sample, 10 experiments are repeated to obtain different dimensional representations of weak ties, with the dimension ranging from 10 to 100.
We collect a total of 20 samples on the four datasets, and the details are shown in Table 2 . From the table, it is not difficult to find that the network after sampling is sparser than before, and the average degree of users is about 2.
An approximate value of the average of 10 times community detections is taken for each sample. The results of the communities and weak ties obtained are shown in Table 3 , in which ''ID'' is the identity of samples same as the ''ID'' in Table 2 , ''# of Communities'' represents the number of communities obtained by Community Detection, ''# of Weak Ties'' is the number of all weak ties, ''# of Positive Weak Ties'' and ''# of Positive Weak Ties'' are the number of positive and negative weak ties respectively. From this table, we can find that there are many weak ties between communities than expected. This is because the networks sampled are very sparse, which greatly reduces the available information.
For each dimensional nodes' vector representations, the datasets sampled are divided into the training set and the testing set, with the training set accounting for 70% and the testing set accounting for 30%. The SVM classifier is trained by the vector representations and the sign of weak ties in the training set. Then, the true signs of weak ties in the testing set are removed, which are regarded as the ground-truth, As can be seen from Fig. 2 , the proposed model is superior to other models in terms of accuracy and F1 score. Roughly estimated, the proposed model's weak ties sign prediction accuracy and F1 score increase about 10% -36% compared to the baselines. We also find that the method has small fluctuations in the weak ties sign prediction results of different dimensions, indicating that the method is stable and has a good effect on low-dimensional prediction.
In Section 4, four ways to define the vector representation of a link based on the vector representations of the corresponding two end nodes are introduced. We define the vector representations of weak ties in these four different ways separately, and compare their effects on defining link representations by the proposed method's performance in predicting the sign of weak ties that defined in these four ways. The experiments are conducted on the sampled datasets with the ID 1, 6, 11, and 16, and the experimental results are shown in Fig. 3 . As can be seen intuitively from the figure, the ''Average'' and ''Hadamard'' obtain the competitive weak ties sign prediction results, and both of them are superior to the other two ways, which suggests that compared with ''Weighted-L1'' and ''Weighted-L2'', ''Average'' and ''Hadamard'' have a better ability to represent links.
VI. CONCLUSION
Weak ties are the links between different communities in the network. They are not only bridges used to connect different communities, but their signs can predict the relationships between different communities, whether positive or negative.
We propose a novel network embedding model, named SWNF, for weak ties sign prediction. SWNF uses the degree and similarity information between nodes and the link information between communities to embed the weak tie into a low-dimensional space. We have demonstrated that SWNE is good at predicting the sign of weak ties compared to state-of-the-art technologies such as node2vec, DeepWalk, LINE and GraRep.
Our future work will focus on the scalability of the model. In the proposed model, in order to utilize the features of nodes in the network, the degree and similarity information for all nodes in the network are calculated to reduce the error of the random matrix even many nodes are not the end nodes of weak ties. In this way, it takes up a lot of storage space and greatly reduces the efficiency. In order to solve this problem, we will next study how to improve the performance and efficiency of sign prediction, so that the prediction depends only on the feature information of the node related to the weak ties rather than all the nodes in the network. Arabia. His research interests include natural language processing and data mining. He is specifically focused on graph-based ranking, extracting key phrases, statistical topic models, and text summarization. He has supervised M.S. students and taught several courses at both the undergraduate and graduate levels. In addition, he has participated as a PC member at many conferences, where he reviewed several research articles.
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