Abstract. In this paper, a new splitting iterative method is discussed for solving fuzzy linear systems of equations, where the coefficient matrix is crisp and the right-hand side is fuzzy vector. The convergence theorem is provided with numerical examples to illustrate the method.
Introduction
Fuzzy linear systems (FLSs) play an important role in many fields, such as control problems, information, physics, statistics, engineering, economics, finance and even social sciences. Thus, many authors establish mathematical models and numerical methods for solving FLSs [4] .
Friedman et al. [7] proposed a general model for solving a class of n n  FLSs (1) where the coefficient matrix ) ( ij a A  is a crisp matrix and i y is a fuzzy number, n j i   , 1 .
Subsequently, lots of numerical methods were investigated for FLS (1) by a large number of authors, such as Abbasbandy, Ezzati and Jafarian [1] , Allahviranloo [2] , Dai, S. Wang and K. Wang [3] , Dehghan and Hashemi [4] , Fariborzi Araghi and Fallahzadeh [6] . In this paper, a new splitting iterative method is presented for FLS (1), compared with Jacobi method.
Fuzzy linear system (FLS)
A fuzzy number is defined as 
The arithmetic operations are as follows for arbitrary fuzzy numbers
and real number k,
, and
Definition 1 [7] . A fuzzy number vector From (2), FLS (1) can be extended to a n n 2 2  crisp linear system 
and any kl s not determined by the above items is zero,
, thus S has the structure S has the same structure as S, i.e.,
where 1 T and 2 T have the same size with 1 S and 2 S . With Theorem 1, the solution of (1) is thus unique but may still not be an appropriate fuzzy vector. Thus, the following definition is needed.
denote the unique solution of (1) 
New iterative method for FLS
According to Du, Zheng andWang's new iterative methods for linear systems [5] , the following iterative scheme can be established for fuzzy linear system (1), i.e., (3) 
, where (5) converges for each n n  system of (6) . □
Numerical examples
In the numerical experiments, the initial guess is zero and the stopping criterion is (5) is compared with Jacobi method. It is seen that A is a diagonally dominant matrix with positive diagonal entries. Thus, the extended system Y SX  can be solved by the new method (5). The numerical results are list in Table 1 . Also, A is a diagonally dominant matrix with positive diagonal entries. Thus, the extended system Y SX  can be solved by the new method (5). The numerical results are list in Table 2 . Tables 1 and 2 give the number of iterations, CPU time and precision. The results show that the new method is much better than Jacobi method.
Conclusions
In this paper, a new iterative method is discussed for solving the fuzzy linear systems proposed by Friedman et al [7] . The convergence theorem shows that the method converges for diagonally dominant systems with positive diagonal entries. Numerical examples demonstrate that the new method outperforms Jacobi method.
