ABSTRACT Blocking lot-streaming flow shop scheduling problem with the stochastic processing time has a wide range of applications in various industrial systems. However, this problem has not yet been well studied. In this paper, the above-mentioned problem is transformed into a determinate multi-objective optimization one using the Monte Carlo sampling method. A Multi-Objective Migrating Birds Optimization (MOMBO) algorithm is then proposed to solve the above-mentioned re-formulated multi-objective scheduling problem, in which the multiple-based PFE is proposed to yield the initial solutions with high quality, the information of the non-dominated solutions is learned and sampled to improve the global searching ability of MOMBO, and a reference-point-assisted local search method for multi-objective optimization is applied to further enhance the exploitation capability of MOMBO. To evaluate the performance of the MOMBO, several comparative experiments are executed on 180 test scheduling instances. The experimental results demonstrate that the MOMBO outperforms the compared algorithms in convergence and distributivity and has capacities to tackle the uncertainties.
I. INTRODUCTION
Lot-Streaming Flow Shop (LSFS) problem is a typical scheduling problem with strong engineering background, which has important application in different industries including production process of solar cell modules and chemical industry [1] - [4] . Due to LSFS can split a job into several sublots, in which each sublot can be transferred to the downstream machine after it is completed in the current one, it can reduce the production cycle, accelerate the manufacturing process, thereby enhancing the production efficiency [4] . However, in most practical production process, no intermediate buffer between machines is used to store completed jobs, resulting in these jobs have to block in the current machine, until their following one is available for processing. Previous research has already been done to tackle a Blocking Flow Shop (BFS) scheduling problem [5] , [6] . Similarly, in LSFS scheduling problems, each sublot will also be blocked due to no intermediate buffer exists. Thus, the blocking case in the production process encourages us to consider the blocking constraint to a LSFS scheduling problem, and formula the model of a Blocking LSFS (BLSFS) scheduling problem.
Many intelligent optimization algorithms have been proposed to solve the single and multi-objective problems in different research fields [7] - [18] . For LSFS scheduling problems, there include a novel Hybrid MultiObjective Artificial Bee Colony (HDABC) [4] , an Improved Migrating Birds Optimization (IMBO) [19] , an effective Modified Migrating Birds Optimization (MMBO) [20] , a Multi-Objective Evolutionary Algorithm (MOEA) [21] , a chaos-induced Discrete Self Organizing Migrating Algorithm (DSOMA) [22] , a Discrete Invasive Weed Optimization (DIWO) [23] , an Improved Sheep Flock Heredity (ISFH) [24] , a Genetic Algorithms(GA) [25] , a Local-best Harmony Search (LHS) [26] , an Improved Non-dominated Sorting Genetic Algorithm II (INSGA-II) [27] , a Estimation of Distribution Algorithms (EDA) [28] , and so on.
There exist some difficulties when effectively solve BLSFS, such as a large number of constraints, high complexities, various disruptions and unforeseen events [29] . The uncertainties in BLSFS scheduling problems mainly include machine breakdowns, material shortage, the arrival of new jobs and changes in process time. Although a number of efforts have been made on solving single or multiple objectives LSFS scheduling problems, most of them do not take uncertainties into account. Thus, in this paper, we are motivated to solve the multi-objective BLSFS scheduling problem with stochastic process time, guarantying that some better schedules are relatively insensitive to unforeseen processing time. The twofold novelties of this paper are given in the following:
(1) To weaken the negative influence of stochastic process time on the makespan, mean and standard variance values of expected makespan are simultaneously optimized. The former aims to minimize the complete time, and the latter is designed to reduce the disturbance caused by stochastic process time. Thus, in this paper, we translate a stochastic scheduling problem into a traditional multi-objective BLSFS, which can better reflect real-world applications, and easier compare to scheduling problems in previous work.
(2) A multi-objective migrating birds optimization algorithm is employed to solve the above re-formulated multi-objective scheduling problem. Three contributions of the proposed MOMBO lie in: (a) a variable single-objective heuristic is proposed to initializing the population; (b) all of non-dominated solutions are taken advantage to generate the solutions with high quality; (c) a reference-point-assisted local search is adopted to enhance the exploitation capability of the algorithm.
The rest of this paper is organized as follows. After a brief introduction in Section II, the BLSFS scheduling problem with stochastic processing time is converted into a conventional multi-objective scheduling problem in Section III. Section IV states the basic MBO. Section V gives the proposed algorithm. Section VI lists and discusses the experimental results. Section VII concludes the paper.
II. LITERATURE REVIEW A. FLOW SHOP AND JOB SHOP SCHEDULING PROBLEMS WITH UNCERTAINTIE
For deterministic scheduling problems, all the information of jobs and machines is assumed to be fixed and known in advance. However, in practical manufacturing process, some uncertainties such as uncertain processing time, machine breakdowns, arrival of new jobs, and so on [30] , [31] usually occur, and their effects may be detrimental to the manufacturing outcomes [32] . For uncertain processing time, many scholars have proposed metaheuristics, i.e., stochastic, fuzzy, and interval programming algorithms [33] . If the parameters are initially described in terms of probability distributions, then the problem is named as the stochastic scheduling [34] .
In stochastic approaches, we assume that the processing time obeys a known probability distribution, and under the circumstances the stochastic processing time can be converted into the deterministic counterpart. Since this approach is quite straightforward, increasing attention has been paid to tacking stochastic scheduling problems [35] , [36] . For the flow shop scheduling with random processing times, Nagasawa et al. [37] considered to insert idle time into the schedule in order to reduce the likelihood of simultaneous operations. Lei proposed an efficient GA to solve the stochastic job shop scheduling problem with normal processing time. In this paper, some operations of normal processing times are defined to build the schedule and genetic operators are separated from the handling of random breakdown [38] . Fu et al. [39] addressed a two-agent stochastic flow shop deteriorating scheduling problem with multiple objectives. In this work, two populations are utilized to execute the global and local searches, and one archive is used to guide the computation resource allocation in the search process. Almeder and Hartl [40] adopted multiple scenarios to evaluate the objective of a stochastic flexible flow shop problem with limited buffer, in which the proposed acceptance criterion for the real-word case can lead to reduce runtimes while the solution quality still remains at a high level.
For the uncertain processing times in the flow shop scheduling problem, their upper and the lower bounds are often easy to know [21] . In our previous works, we utilize the upper and lower bounds of the process time to convert a multiobjective interval BLSFS scheduling problem into a conventional one. In this work, the objective interval is converted into a deterministic real value through dynamically weighting [21] . Ćwik and Józefczyk [41] adopted interval-valued processing times to represent the uncertain parameters used the lower bound instead of solving the internal deterministic flow-shop, and employed the maximum regret to evaluate the uncertainty. For the single machine scheduling problems with uncertain processing time, Allahverdi et al. [42] addressed some heuristics based on the polynomial time using the values of the upper and lower bounds of processing time. Feng et al. [43] designed a min-max-regret scheduling model to reflect the uncertain processing time, in which a worstcase scenario and heuristic methods are proposed to solve the above problem. One common idea in the above literature is that the upper and lower bounds of the interval processing time are taken advantage of so as to convert the interval values into deterministic values.
Monte Carlo (MC) is an analysis method that can simulate randomly uncertainties. It has great capabilities to forecast the uncertainties, and to offer more accurate solutions of the results generated. For the scheduling problem, MC simulation experiments can generate some sample values of processing time that are utilized to calculate the expected makespan [44] - [46] . A system in a stochastic context is more realistic than in a deterministic one and works remain to be done when concerning the stochastic version, Mokhtari and Salmasnia [44] executed MC simulation to solve the parallel processor problem with stochastic processing time. Juan et al. [45] adopted MC and iterative local search methods to solve permutation flow shop scheduling problem with stochastic processing time. Asta et al. [46] considered a carefully-designed hybrid MC tree search, memetic algorithm, and hyper-heuristic methods to compute power of multicore machines of multi-project scheduling problem.
From the above literature of MC, we can see that the only expected makespan is considered, but the influence of the stochastic process time on makespan is not considered. Generally, to seek a stable and robust solution for the stochastic scheduling problem, we should concern the average and stability of uncertain objective function(s). In view of this, we can capture the uncertainty by calculating the mean and standard variance values of makespan, and then convert a stochastic scheduling problem into a determinate one.
B. MIGRATING BIRDS OPTIMIZATION ALGORITHMS
Very recently, a new metaheuristic intelligence approach named the Migrating Birds Optimization (MBO) algorithm, which simulates the V flight formation of migrating birds, as the name implies, was presented by Duman et al. [47] . In the canonical MBO algorithm, all solutions are treated as birds aligned in a V formation, in which each solution can derive benefit from the solution in front of it. In fact, there are many formations that bird flocks use. However, two motives are described to explain the use of V formation. One is that the V formation is better than others in saving energy during flight. The other is that the V formation reflects a mechanism by which birds avoid collisions with each other and stay in visual contact. MBO is a neighborhood search method with good exploration, thus it has already been successfully applied to solve engineering optimization problems, continuous function optimization problems, and scheduling problems.
Duman proposed MBO to optimize the quadratic assignment problem, and the experimental results demonstrated that the proposed algorithm has better performance than the Simulated Annealing (SA), Tabu Search (TS), GA, Scatter Search (SS), Particle Swarm Optimization (PSO), and Differential Evolution (DE) [48] . Shen et al. [49] proposed a modified MBO to optimize the university course timetabling problem, in which an improved neigbourhood sharing mechanism and iterated local search are utilized with aim of generating promising solutions. For the several well-known continuous functions, Alkaya et al. [50] developed a novel neighbor generating function in MBO so as to generate good solutions in multidimensional continuous spaces.
For the scheduling problems, Tongur and Ülker [51] first applied the basic MBO algorithm to optimize the discrete flow shop sequencing problem. Following that Pan and Dong designed an improved MBO to minimize the total flow time of the hybrid flow shop scheduling. In this work, the authors presented a diversified method to initialize population with high quality, and constructed a mixed neighborhood based on insertion and pairwise exchange operators to generate promising neighboring solutions for the leader and the following birds [52] . Similarly, Niroomand et al. [53] also proposed a novel MBO algorithm to optimize the closed loop layout with exact distances in flexible manufacturing systems, which are different from IMBO considered by Pan and Dong. In MMBO, the authors employed crossover and mutation operators to yield the neighbor regeneration.
C. MOTIVATIONS
For the problems considered in this paper, although there are various literatures about how to solve determinate single or multiple BLSFS scheduling problems, most of them do not take uncertainties into account, which cannot guarantee that an optimal schedule is relatively insensitive to stochastic processing time. The stochastic processing time will result in uncertain objective values of multi-objective BLSFS, which makes it non-trivial to determine the dominance relationship of between different solutions. Therefore, it is high time that efforts are dedicated to convert a BLSFS scheduling problem with stochastic processing time into a conventional multiobjective BLSFS scheduling problem whose criteria, such as mean and standard variance of makespan, are subject to uncertain processing time.
For MBO proposed in this paper, in addition to an easy implementing, a simple structure, and few mathematical requirements, MBO is a parallel processing, which can somehow be regarded an inherited to genetic algorithms and scatter search [52] . Thus, many intelligent algorithms, problemdependent heuristics, and neighborhood search operators can be embedded in the above search framework to further enhance exploration and exploitation of the basic MBO. Moreover, the simulation experimental results of MBO have verified that it is appropriate and competitive for solving continuous and discrete optimization problems. To the best of our knowledge, MBO has not been applied to the multi-objective BLSFS scheduling problem with stochastic processing time.
Thus, with the above motivations, we proposed a MOMBO algorithm to solve the above reformulate BLSFS scheduling problem with stochastic process time. This paper extends the deterministic BLSFS to the stochastic one that is modeled as a multi-objective BLSFS, where the process time is obtained using MC simulation algorithm.
III. CONVERSION OF BLSFS SCHEDULING PROBLEM WITH STOCHASTIC PROCESSING TIME
In a real-world manufacturing environment, the processing time of jobs might be highly uncertain due to quality problems, equipment downtime, tool wear, and operator availability [40] - [46] . If the processing time of a scheduling problem is stochastic, its value of corresponding objective will be difficultly computed, which thus increases the difficulty in selecting the superior solution. To overcome this, it is of necessity to convert the BLSFS scheduling problem with stochastic processing time into a conventional and determinate optimization problem.
MC simulation has the ability to consider the possible outcomes, which can help to obtain richer information for the flow shop scheduling problem with stochastic processing times. Thus, a set included SP sample matrix of processing time is first obtained using MC simulation, i.e., P = {P 1 , P 2 , . . . P s , . . . , P SP } in which
. . , n}, is a integer scheduling sequence and its dimension depends on the number of jobs. Variables n and m are the total number of jobs and machines, respectively. p s π (j),t is the s-th the sample value of the processing time of π (j) on machine t, j = 1, 2, . . . , n, t = 1, 2, . . . , m, and is assumed to obey a known probability distribution. Then, SP complete times are calculated using the above SP process times. We aim to seek some robust and stable scheduling strategies by minimizing both the mean and standard variance values of the expected makespan. Thus, this work focuses on BLSFS scheduling problem with mean and standard variance values of the expected makespan as two criterions. Except for the first 5 constraints listed in [21] , the scheduling problem is subject to the sixth and seventh constraints.
(1) Each job can be split into several sublots, and each subloth as different processing time on different machines;
(2) A job can be processed on the current machine only when all sublots of its foregoing job are completed on the machine; (3) At any time, each machine can process at most one sublot, and each sublot can be processed on at most one machine at the same time; (4) All sublots of the same job should be continuously processed;
(5) Both the setup time and the sublot transportation time are included in processing time.
(6) A sublot must be blocked on the current machine before its downstream machine is not available; (7) Only one type of uncertainties, i.e., stochastic processing times is considered in our paper.
The BLSFS scheduling problem can be formulated as follows:
where is the set of all the permutations, f 1 and f 2 are the mean and standard variance values of makespan, respectively, w π(n) is the number of sublots of π (n), C π(n),m,w π(n) (P s ) is the completion time of the last job on the last machine in which the sample values of the processing time are given in P s . Its calculation processes are given as follows.
where j and t are the subscript, w π (j) is the total sublots number of job π (j), and e is its eth sublot. S π(j),t,e (P s ) and C π(j),t,e (P s ) are the start and the completion time of the eth sublot of π (j) on machine t. To clearly illustrate the aforementioned conversion process, an example of computing f 1 and f 2 is given here. Suppose that there are 3 jobs whose numbers of associated sublots are 1, 2, and 1, respectively, processed on 3 machines, and SP=3. VOLUME 7, 2019 First, 3 specific process time sets are listed using MC simulation as follows, Second, for the first determinate process time set, the corresponding determinate makespan value, C π(n),m,w π(n) (P 1 ), is obtained using Eqs. (3) (4) (5) (6) (7) (8) (9) (10) , that is,
Similarly the corresponding makespan values of C π(n),m,w π(n) (P 2 ) and C π(n),m,w π(n) (P 3 ) are yielded using Eq. (3-10), respectively, that is, C π(n),m,w π(n) (P 2 ) = 33 and C π(n),m,w π(n) (P 3 ) = 32.
Third, we can obtain f 1 and f 2 by plugging the values yielded in Step 2 into Eqs. (1-2),
It is notable that the values of the mean and the standard variance of makespan have different ranges. For easier tradeoff decisions, it is helpful to normalize their values into the same range, [0, 1], using
, where min(f 1 ) and max(f 1 ) are the minimum and maximum mean values of the makespan, respectively; min(f 2 ) and max(f 2 ) are the minimum and maximum standard variance values of the makespan, respectively.
IV. INTRODUCTION TO THE BASIC MBO ALGORITHM
MBO algorithm, a neighborhood search technique, is inspired from the V flight formation [48] . The MBO algorithm is an iterative process, like the other swarm intelligence based algorithm, and consists of four main parts. One is the initialization, in which a number of initial solutions corresponding to birds are randomly generated, and place them on a hypothetical V formation arbitrarily (showing in lines 2-3). Then, the remaining three parts, i.e., improving the leading solution, improving the other solutions in the population (except leading solution) and replacing the leading solution, are repeated until the termination criterion is satisfied. In the improving the leading solution phase (referring to lines 8-12), some neighbor solutions are generated by pairwise exchange of any two locations of the current leading solution, and the best solution is selected to update the leading one. In the improving the other solutions phase (lines [13] [14] [15] [16] [17] [18] [19] [20] , each solution is tried to be improved by its neighbor one and the best neighbor solution of the previous one. Following that a replacing process of the leading solution is implemented, in which the leading solution is moved to the end and the rest solutions are moved forward a position in turn. The detailed process of the above procedure is stated in Algorithm 1 [47] , [48] .
In Algorithm 1, the parameters, PS, nTour, nBor, and nShare are suggested to set 51, 10, 3, and 1, respectively by Duman et al. [48] . Furthermore, to verify the impact of different values of these five parameters on the performance of algorithm for the flow shop scheduling problem, Zhang et al. [20] have proposed four reasonable levels for each of the five parameters. From the experimental results, it can be observed that the delta of response values for the parameter PS is highest, but for the other three parameters the delta is much lower. This can indicate that the parameter PS has the important significance, whereas the other parameters are less critical. Finally, the above five parameters are same suggested to set 51, 10, 3, and 1, respectively. So, for the same flow shop scheduling problem, in our proposed algorithm, Move the leader solution to the end and forward one of the solutions following it to the leader position, and iter=iter+1 //replace the leading solution 22: End While 23:End we fix the parameters PS, nTour, nBor, and nShare at the values recommended by Zhang et al. [20] and Duman et al. [48] . For more details about the parameters setting, please refer to [20] and [48] .
From Algorithm 1, MBO distinguishes from other metaheuristic methods, its properties are that it is a parallel processing and exists benefit mechanism for the solutions (birds) from the solutions in front of them, in which the best unused neighbors are shared with the solutions that follow (here 'unused' refers to a neighbor solution that is not used to replace the existing solution). Although MBO appears to have some similarities to swarm intelligence algorithms, i.e., an artificial bee colony algorithm, in particular in which better solutions are explored more, the benefit mechanism is totally unique to MBO [48] .
V. THE PROPOSED MOMBO
The basic MBO algorithm is of continuous nature and often originally used to design continuous function optimization.
In order to generate a feasible job sequence for the problem considered, in this section, we present a discrete MOMBO. The proposed algorithm mainly includes the initialization population, improving the leading solution, improving the other solutions and local search except for the termination condition and the parameter setting.
A. INITIALIZATION POPULATION
To generate an initial population with a certain level of quality and diversity, many heuristics, i.e., PFE (Profile Fitting combining NEH (Nawaz, Enscore and Ham)) have been successfully adapted to initialize the seeds of the population [54] . The PFE heuristic from Ronconi [54] is a combination of the PF and NEH heuristics. PFE can explore the blocking constraint due to it is to seek a schedule (solution) that makes the makespan of the total time of blocking and idle time of machines minimal. Furthermore, PFE has been claimed to have a better performance in optimizing the blocking 
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,t ) (seeing to Fig.1 flow shop scheduling problem than other heuristics [55] . However, PFE can only generate a single solution. To efficiently produce multiple solutions for the multi-objective scheduling problem considered in this study, a multiple-based PFE, denoted as m-PFE is designed to generate individuals for initializing part of the population. To maintain the diversity of the population, the rest individuals are randomly generated in the neighborhood of these individuals. The following algorithm shows the detailed steps of m-PFE, in which p π(j),t is the average sample value of the process time of job π (j) on machine t. The detailed process of generating λ solutions is shown in Algorithm 2.
B. IMPROVING THE LEADING SOLUTION
The exploitation ability of the leading solution will be enhanced by slightly disturbing the neighboring solution. In this section, we adopt three strategies based on insert, swap, and inverse operators to disturb the current leading solution. The motives are that, (1) insertion, swap and inverse operators are commonly used to produce a promising neighboring solution to enhance the solution's exploitation ability, and they have been demonstrated their superiority to generate a neighboring the solution; (2) to enrich the neighborhood structure and diversify the population, more strategies can generate different solutions with a larger probability than a single strategy, and avoid the population trapping in local optima. Thus, with the above motivations, one of the above three strategies are randomly chosen to generate solutions, in which the best neighbor solution is selected to update the leading solution, and the remaining solutions are put into two shared neighbor sets, respectively. The three strategies are given: (1) perform insert once; (2) apply swap one time; (3) conduct inverse once. For more details about the above operators, please refer to [5] and [6] .
C. IMPROVING THE OTHER SOLUTIONS IN THE POPULATION
The process of improving the other solutions in the population plays an important role, whose contribution is that it can lead the offspring to the global good solution, and improve the convergence of the algorithm. Due to the multi-objective optimization problem has many non-dominated solutions with a high quality, taking full advantage of the valuable information of non-dominated solutions will lead the population toward the Pareto-optimal front. Thus, to improve the algorithm's efficiency and effectiveness in this paper, we first utilize the valued information of the current archive that includes all the non-dominated founded so far to construct a probabilistic model, and then estimate the probability distributions to generate a number of solutions with high quality. The detailed description is given as follows.
( 1 
where µ(i) is the unscheduled sequence set, i is the position that job j appears in the sequence, and j is the just now scheduled job.
Algorithm 4 Generate New Solutions
Input: Unscheduled sequence µ = φ, [ξ ] n×n = φ, π new = ϕ Output: some solutions 01: Begin 02: Randomly select τ solutions from the current population, and set s = 1 03: While s < τ do 04:
Set i = In lines 7 and 10, if there exist some jobs that their ξ i,j values are equal, one of them will be randomly selected. To clearly demonstrate the process of generating solutions using Algorithm 4, an example is provided here. According to Algorithm 3, construct [ψ] PS×n . Suppose PS = 6, n = 7.
[ψ] 6×7 , [ρ i,j ] 7×7 , and [β i,j ] 7×7 are given as follows: 7 3 2 4 6 6 5 3 1 2 7 4 2 3 5 1 4 7 6 6 1 2 5 7 4 3 2 7 6 4 3 5 1 3 5 1 4 6 7 0 0 2 0 1 0 1 0 3 0 1 1 1 1 0 1 1 1 2 0 1 2 1 0 0 0 2 1 1 0 1 1 0 0 0 2 1 0 3 1 1 1 1 0 2 
Set i = 1, the first solution of the current population assigns to µ(1), µ(1) = {2, 4, 1, 3, 7, 6, 5}, π new = ϕ Randomly select 5 jobs from µ(1), i.e., 2,1,7, 6 , 5, and compute their probabilities.
π new (1) = arg max j∈ 5jobs ξ i,j = 2or 6, we randomly select one of them, such as, {2, 4, 1, 3, 7, 5} . Calculate the probability of each job in µ(i):
go to lines 9-11; otherwise, execute line 12.
D. THE REFERENCE-POINT-ASSISTED LOCAL SEARCH
For the multi-objective optimization problem, an achievement scalar function is considered to select a solution among ones generated by local search [21] , [56] . Inspired from the above ideas, a reference-point-assisted local search strategy is adopt to select solutions based on their distance to the reference point [21] . In Algorithm 5, firstly, randomly select a solution π from the current population according to a probability of pls ∈ [0, 1]. Secondly, the selected solution will be performed an insert-neighborhood-based local search presented in [5] and [6] , and obtain a number of neighborhood solutions. Then, an reference point is generated, the k-th dimension of which is equal to the best value of the k-th objective function in the current population, and lastly the distance between the objective values of π i (the i-th neighborhood solutions) generated by the insert-and-neighborhood-based local search and the reference point is computed as follows. (12) where r = (r 1 , . . . , r k ) is the reference point, r k is the best value of the k-th objective function in the current population.
d(π i ) is the distance between the objective value of the mutant

Algorithm 5 The Reference-Point-Assisted Local Search (RPALS)
Input: An ideal point, r; a reference solution, π nd = {π nd (1), π nd (2), . . . , π nd (n)}, randomly selected from the non-dominated set Output:A solution π * 01: Begin 02: Select a solution, π = {π(1),π (2),. . . ,π (n)}, with a probability pls from the current population 03: For j = 1 to n 04: π = π π nd (j) 05:
π = π * 09: Set j = j + 1 10: End For 11: End 5954 VOLUME 7, 2019 solution π i , and the reference point. Clearly, the smaller d(π i ), the closer the solution is to the reference point in the objective space. Based on the above distance, the solution with minimal distance value will be selected to replace π .
In line 5, insert π nd (j) into π at n different positions, respectively, and obtain n different sequences, π i (i =  1, 2, . . . n) . In line 6, evaluate these sequences, and select the solution with minimal d(π i ) as π * . The Fig. 2 provides an illustration of RPALS in which a dot represents a solution in the temporary population. Solution π (denoted by the shaded circle) in Fig. 2(a) indicates a solution that is selected to perform local search; Fig. 2(b) shows four neighborhood solutions obtained using the local search proposed in [5] and [6] , π 1 , π 2 , π 3 , and π 4 , each denoted by a circle; Fig. 2(c) shows that a reference point, r is generated, denoted by a diamond. and d(π 4 ), notated as d, d1, d2 , d3, and d4, for short are the distance between π , π 1 , π 2 , π 3 , π 4 and r, respectively; Fig. 2(d) indicates that the solution π 4 has the minimal distance to the reference point, which is now denoted by π * , which is used to replace solution π . 
E. COMPUTATIONAL COMPLEXITY OF MOMBO
In each generation, the main difference between the proposed MOMBO and most existing MOEAs lies in the initialization population, the process of generating new solutions, and local search. In the following, we analyze the computational complexity of these strategies.
Assume there is a population with its size of PS to solve an optimization problem with b objectives and n-dimension decision variable. The complexities of the initialization population, the process of generating new solutions and the local search are O(n 3 ), O(PS * n 2 ) and O(PS * n 2 ), respectively. Thus, the overall complexity of the proposed algorithm will be max(PS * n 2 , n 3 ). The most state-of-the-art MOEAs, e.g., NSGA-II, MOEA/D, MMOEA-C&D, are O(b * n 2 ) [57] . The complexity of MOMBO is slightly high to that of the above MOEAs for multi-objective optimization problems, but is the same or low to that of the above MOEAs for many objective optimization problems. In our paper, we adopt the maximal elapsed CPU time of milliseconds as the stopping criterion. Although the complexity of MOMBO is slightly high to the compared algorithms, the MOMBO outperforms the compared algorithms in convergence and distributivity as mentioned in Section VI.
VI. SIMULATION RESULTS
A. EXPERIMENT SETTINGS
In this section, the proposed algorithm is evaluated on 180 instances of the BLSFS scheduling problem with the stochastic processing time. The following comparisons have been performed.
Comparison between the proposed m-PFE and PFE heuristics Comparison between the RPALS and LS methods Comparison with other existing multi-objective algorithms The convergence trends of all the compared algorithms on 6 instances The Pareto fronts of all the compared algorithms on 6 instances All the algorithms adopt the same maximal elapsed CPU time with the unit of millisecond as the termination criterion. All the algorithms are written in Visual C++ 6.0 and the same library functions are adopted in this study to make a fair comparison. For their implementations, all the algorithms are realized on a PC with Pentium (R) Dual 2.79 GHz and 1.96 G memory, in which the operating system is Microsoft Windows 7 X64. In addition, the same background running environment is employed, the background processes that may occupy system resources are closed, and no other programs are executed in parallel during implementing an algorithm.
All performance comparisons are conducted using the Hypervolume (HV for short) [21] . HV is a comprehensive indicator, which reflects not only the convergence performance but also the spread performance of the algorithm. Its reference point is chosen as (1, 1) . A larger HV indicates better performance. To further verify the convergence of the proposed algorithm, the distance between the reference set and the non-dominated solution set obtained by an algorithm is calculated as D-metric, and the number of non-dominated solutions obtained by an algorithm is computed as R-metric. For more details about the D-metric and R-metric, please refer to [4] .
For the BLSFS scheduling problem focused on in this study, the standard test instances used in the experiments were proposed by Yoon and Ventura [58] and Tseng and Liao [59] . The test set is composed of 180 instances, which are divided into 18 subsets, with each subset consisting of ten instances of the same size. For each subset, the size of instances is changed from 30 jobs and 5 machines to 500 jobs and 20 machines. Each instance is independently executed five replications. The related data, i.e., the due date and the number of sublots of each job are provided based on the discrete uniform distributions listed in Table 1 , and we randomly sample 300 cases VOLUME 7, 2019 from the stochastic processing time between [1] and [31] using MC simulation.
In Table1, for the test instance parameters, we fix the parameters, i.e., n, m, d j , w π(j) , at the values recommended by Yoon and Ventura [58] and Tseng and Liao [59] . For the algorithmic parameters, we fix the parameters PS, nTour, nBor, and nShare at the values recommended by Zhang et al. [20] and Duman et al. [47] . For the parameters, λ and pls, their values are set by two sensitivity analyses in Section VI.B and Section VI.C, respectively.
B. COMPARISONS BETWEEN THE PROPOSED m-PFE, NEH AND PFE
To evaluate the performance of the proposed m-PFE, we consider non-dominated solutions obtained by the initialization strategy on the premise of the same values of the parameters. Table 2 lists the experimental results of PFE, NEH and m-PFE in terms of HV, D-metric, and R-metric for the 18 scheduling test sets. Fig. 3 gives a sensitivity analysis on the parameter λ. Without loss of generality, the value of λ is set 0, 2, 4, 5, 7, 9, 10 and 11, respectively. From Fig. 3 , all the HV, D-metric and R-metric values for λ = 10 are significantly better than λ = 0, 2, 4, 5,7, 9 and 11. (15/18=83%) , and NEH on 18 scheduling instances. The reason why m-PFE is better than PFE and NEH is that PEF and NEH generate only one good solution to improve the quality of the initial population; whereas m-PFE retains a number of good solutions based on the Pareto dominance relation, by inserting the last job into the current sequence at some possible positions and simultaneously optimizing multiple objectives.
C. COMPARISONS BETWEEN THE PROPOSED RPALS AND LS
The parameter, pls, is important for IPLS. Thus, we first give a sensitivity analysis on the parameter before demonstrating the effectiveness of the proposed local search algorithm. Without loss of generality, the value of pls is tuned to change from 0 to 1.0 with the step size of 0.1. The instances and the parameter settings are the same as those in Section VI. The results with respect to HV, D-metric, and R-metric are plotted in Fig. 3 , respectively. In addition, Table 3 lists the non-parametric test results of six special parameter values on HV, D-metric and R-metric indicators by employing the Mann-Whitney U distribution test. For two arbitrary parameter values, value 1 and value 2 , (value 1 , value 2 ∈ {0, 0.4, 0.5, 0.6, 0.7, 0.9}), '+' ('−') suggests the indicator value obtained when pls=value 1 is significantly superior (inferior) to the one obtained when pls=value 2 , while '0' indicates that there is no significant difference between them.
From Fig. 4 , we can observe that although no clear relationship between the probability of using local search and performance enhancement can be observed, the metrics values obtained with local search are better than that without local search. This indicates that the local search is always beneficial, and the HV and D-metric values for pls = 0.5 are significantly better than pls=0, 0.4, 0.6, 0.7 and 0.9. Similarly, all R-metric value with local search are better than without, and the enhancement achieves the maximum when pls = 0.6. From these results, we set the value of pls to 0.5, which works well both in terms of HV, D-metric and R-metric indicators. Based on the above observations regarding pls, we compare the proposed local search (RPALS for short) with existing one [4] . In [4] , a Pareto local search (PLS, for short) is proposed to enhance the exploitation performance of the algorithm. Table 4 shows the comparative results in terms of HV, D-metric and R-metric indicators, where the best result of the comparative methods is highlighted. From Table 4 , we can see that on small-scale instances, e.g., 30×5, 30×10, 50×5, PLS shows a good performance in terms of HV, D-metric and R-metric indicators. However, IPLS is superior to the compared PLS on all other instances, and it can be seen that the superiority of IPLS becomes more significant as the size of the scheduling problem increases. To summarize, the proposed local search using the ideal point-based solution selection criterion is able to guide the search efficiently, thereby improving the convergence capability of the proposed algorithm.
D. COMPARISON WITH OTHER MULTI-OBJECTIVE ALGORITHMS
To validate the robustness of the proposed algorithm, we compare MOMBO with NSGA-II and the basic MOB [47] in terms of HV, D-metric, and R-metric on 18 scheduling test sets when the stop time is 30 × n × m. All the compared algorithms are implemented on the premise of computational time and experimental environment. In Table 5 , the best result of the comparative methods is highlighted. For all metrics, Table 5 reports that MOMBO outperforms NSGA-II and MBO for 18 scheduling test sets in terms α = 30, suggesting that MOMBO has better convergence capability and robustness than the others.
In this subsection, the overall performance of the proposed algorithm (MOMBO) is investigated. In 2017, we developed an evolutionary multi-objective robust scheduling algorithm (REMO) to solve the multi-objective BLSFS scheduling problem, where two novel crossover operators are proposed to take advantage of non-dominated solutions, and a rescheduling strategy based on the local search is employed to reduce the negative influence resulted from uncertainty [29] . In 2017, Shen et al. designed a modified MultiObjective Evolutionary Algorithm based on Decomposition (m-MOEA/D) for robust scheduling, in which a new subproblem update selection strategies are employed to improve the schedule robustness to uncertainties and maintaining a small variance of disrupted objective values [30] . In 2018, Fu et al. adopted a hybrid Multi-Objective Evolutionary Algorithm (h-MOEA) to address a two-agent stochastic flow shop deteriorating scheduling problem. In this algorithm, two populations and one archive are designed to enhance the global and local searches [39] .
In this study, we compare MOMBO with h-MOEA, m-MOEA/D and REMO, in terms of HV, D-metric, and R-metric on 18 scheduling test sets when the stop time is 30 × n × m and 60 × n × m. All the compared algorithms are implemented on the premise of computational time and experimental environment. In Tables 6-7 , the best result of the comparative methods is highlighted. For HV metric, Tables 6-7 report that MOMBO outperforms h-MOEA, m-MOEA/D and REMO for 11 out of 18 and 16 out of 18 scheduling test sets in terms α = 30 and α = 60, respectively, whereas is inferior to the others for 7 out of 18 and 2 out of 18 test sets, respectively. With respect to D-metric and R-metric, MOMBO achieves a better performance in most test sets.
From the above results, the superiority of MOMBO attributes to the strategy proposed in subsection V.C and the ideal-point assisted local search strategy of subsection V.D, since they improve the capabilities of the algorithm in exploration and exploitation. The reason why MOMBO is worse than h-MOEA, m-MOEA/D and REMO for a number of scheduling instances may be that the proposed algorithm misses some opportunities to generate promising solutions because much time is spent on the local search. In the future, we will research the strategy of reducing the computational complexity of the local search. In summary, MOMBO is comparable to the other three algorithms for most scheduling instances with respect to HV, D-metric, and R-metric.
In addition, Wilcoxon rank sum test with the significance level of 0.05 is employed to determine whether the results obtained by one algorithm are statistically significantly difference from those obtained by the another algorithm. The sign of '+ -=' in A vs. B indicates that according to each metric, method A is significantly better than B, significantly worse than B, or there is no significant difference between A and B. Each value in Table 8 is p value that is the probability of observing the given result by chance if the null hypothesis is true. From Table 8 , for the most BLSFS scheduling test sets, MOMBO is significantly different from the other compared algorithms in terms of 30 × n × m.
E. FURTHER COMPARISONS ON FOUR INSTANCES
To further evaluate the performance of the proposed algorithm, we present the convergence profiles of all the compared algorithms on four instances, namely, 30×5, 50×5, 90×10, and 200×20. We run the algorithm with CPU time from 1 to 50 s with the step size of 1 s on the aforementioned PC.
From Fig. 5 , we can draw the conclusion that HV the convergence performance of MOMBO reaches the best on these four instances as the run time increases, suggesting that the proposed algorithm can guide the population towards the true Pareto-optimal front as the run time increases due to the fact that the proposed algorithm explicitly takes advantage of information from non-dominated solutions and the proposed local search can lead solution close to the ideal point.
In addition, Fig. 6 lists the final non-dominated fronts obtained by all the compared algorithms, respectively, on four instances, i.e., 30×5, 50×5, 90×10, and 200×20. For MOMBO, almost all the solutions of the best found non-dominated front are dominated ones obtained by h-MOEA, m-MOEA/D and REMO, suggesting that the proposed algorithm has the capability to gradually guiding the population toward the true Pareto-optimal front. A possible reason is that the MOMBO takes full use of the valuable information provided by the non-dominated solutions. 
VII. CONCLUSION
This paper proposed a multi-objective migrating birds optimization algorithm to solve a stochastic blocking lotstreaming flow shop scheduling problem that have two important conflicting objective functions including variance and mean values of makespan. In order to perform exploration for promising solutions within the entire solution space, the proposed algorithm incorporate an effective population initialization approach, a simple but effective an ideal-point assisted local search strategy and estimation of distribution ideal. Computational experiments are given and compared with the results yielded by the existing h-MOEA, m-MOEA/D and REMO algorithms.
There are several opportunities for future research on BLSFS scheduling problems with stochastic processing time, such as reducing the computational complexity of local search, designing an adaptive mechanism for selecting to improve the capability in exploitation. In addition, other types of uncertainties, such as the machine breakdowns, nondeterministic processing time, the operator illness and the change of the due date can also be considered. She has been an Associate Professor with the School of Computer Science, Liaocheng University. She has authored more than 20 refereed papers. Her current research interests include evolutionary computation, multi-objective optimization, and flow shop scheduling.
