This article presents a finite element scheme with Newton's method for solving the time-fractional nonlinear diffusion equation. For time discretization, we use the fractional Crank-Nicolson scheme based on backward Euler convolution quadrature. We discuss the existence-uniqueness results for the fully-discrete problem. Discrete fractional Gronwall type inequality for the backward Euler convolution quadrature which is used to approximate the Riemann-Liouville fractional derivative is established by using the idea of D. Li et al. given in [11]. A priori error estimate for the fully-discrete problem in L 2 (Ω) norm is derived. Numerical results based on finite element scheme are provided to validate theoretical estimates.
Introduction
Fractional partial differential equations (FPDEs) have been widely applied in several real life problems in biology, engineering, and physics [1, 10, 16, 17, 21] . In this work, we consider the following time-fractional nonlinear diffusion equation. Find u = u(x, t), x ∈ Ω and t > 0 such that
u(x, t) =0 on ∂Ω × (0, T ], (1b)
where Ω is a bounded convex polygonal/polyhedron domain in R d (d = 1, 2, 3) with boundary ∂Ω and f (u) represents the forcing term. Here C D α t ϕ denotes the α th order (0 < α < 1) Caputo fractional derivative of the function ϕ(t) and it is defined as
where Γ (·) is the gamma function. We can express Caputo fractional derivatives in terms of Riemann-Liouville fractional derivatives by the following relation [10] 
where the Riemann-Liouville fractional derivative R D α t ϕ is defined as
Note that under the condition ϕ(0) = 0, Caputo and Riemann Liouville fractional derivatives coincide. Since u(x, 0) = 0, therefore problem (1a)-(1c) can also be considered in terms of Riemann Liouville fractional derivative. In general, it is difficult to obtain analytical solution for most of the FPDEs. Thus one has to look for efficient numerical methods for solving these type of PDEs. Several numerical methods have been proposed in the literature to solve these equations [3, 4, [13] [14] [15] . These numerical methods are broadly divided into two categories namely, L1-type methods and convolution quadrature. Former methods have been introduced in [3, 13] and are based on piecewise polynomial interpolation while later methods have been developed by Lubich [14, 15] and these methods are generated by high-order backward difference formulas. Authors in [5, 6] 
They used L1-type of methods for the time discretization and Galerkin finite element methods for space discretization. Further, authors in [11] solved the following nonlinear diffusion equation by using L1-Galerkin finite element methods
where Ω is a bounded convex polygonal/polyhedron domain in R d (d = 1, 2, 3) and f : R → R is a Lipschitz continuous function. In [11] , authors also derived the discrete fractional Gronwall type inequality which is significant in the analysis of fractional order parabolic partial differential equations. Authors in [7] employed convolution quadrature for time discretization and Galerkin finite element methods for space discretization to solve the following fractional diffusion (0 < α < 1) and diffusion-wave (1 < α < 2) equation with nonsmooth data
where Ω is a bounded convex polygonal domain in R d (d = 1, 2, 3) with boundary ∂Ω. Also, in this work [7] authors have established the optimal error estimates concerning data regularity. In [9] , authors studied nonlinear time-fractional diffusion equation (6) . In order to solve this problem, authors applied L1 method as well as backward Euler convolution quadrature commonly known as Grünwald-Letnikov approximation. Also, fractional Gronwall type inequality has been developed at continuous as well as discrete levels. Recently, authors in [8] analyzed the fractional Crank-Nicolson-Galerkin finite element scheme, developed by Dimitrov [4] , for solving problem (7) (0 < α < 1). In this work, authors have shown O(∆t 2 ) accuracy in time for both smooth and nonsmooth data. Motivated by the above works, in this paper we present fractional Crank-Nicolson-Galerkin finite element scheme for solving the time-fractional nonlinear diffusion equation. To the best of our knowledge, this is the first attempt to use Crank-Nicolson-Galerkin finite element scheme for solving nonlinear time-fractional diffusion equation. The main contributions of this work are summarized as follows:
1. We propose a new fractional Crank-Nicolson-Galerkin finite element scheme for solving the nonlinear time-fractional diffusion equation. Newton's method is employed for linearizing the nonlinear discrete problem.
2. Authors in [11] established an important discrete fractional Gronwall type inequality for L1 approximation to the Caputo fractional derivative. Motivated by this work, in this paper we establish a discrete fractional Gronwall type inequality for backward Euler convolution quadrature (Grünwald-Letnikov approximation) to the RiemannLiouville fractional derivative.
3. We prove the well-posedness of the fully-discrete scheme and derive a priori error estimate in L 2 (Ω) norm for the discrete problem. These theoretical results are confirmed via several numerical experiments.
The remainder of the article is organized as follows: In Section 2, we review the preliminaries and some known results. Section 3 presents a fully-discrete fractional Crank-NicolsonGalerkin finite element scheme and discusses the existence-uniqueness of the fully-discrete solution. Section 4 establishes fractional Gronwall type inequality and provides a priori error estimate for the fully-discrete problem in L 2 (Ω) norm. Numerical results which substantiate the theoretical estimates are provided in Section 5. Section 6 concludes the paper.
Preliminaries and some known results
In this section, we introduce some definitions and function spaces. Let L 2 (Ω) be the inner product space with inner product ·, · defined by v, w = Ω v(x)w(x)dx
. For a nonnegative integer m, H m (Ω) denotes the usual Sobolev space on domain Ω with the norm
Let C ∞ 0 (Ω) be the space of infinitely differentiable function with compact support in Ω and H m 0 (Ω) is the closure of C ∞ 0 (Ω) with respect to the norm · m . Throughout, the notation C denotes a generic constant that may vary at different occurrences. Following hypothesis is needed in the existence-uniqueness of the solution and the error analysis.
In the following, we state the existence-uniqueness and regularity results for the problem (1a)-(1c). The proof of these results can be found in [9] . Theorem 2.1. Under the hypothesis H, the problem (1a)-(1c) admits a unique solution u for 0 < α < 1, such that
3 Fractional Crank-Nicolson-Galerkin finite element scheme
Let T h be the partition of Ω into disjoint triangles T k with mesh size h such that no vertex of any triangle lies in the interior of a side of another triangle. Let X h be the finite-dimensional subspace of H 1 0 (Ω) consisting of continuous functions on closureΩ of Ω which are linear in each triangle T k and vanishes on ∂Ω
be the interior vertices of T h and φ i (x) be the pyramid function in X h which takes the value one at each interior vertex but vanishes at other vertices. Then
forms a basis for the space X h . For the fully-discrete scheme, we also need to approximate the time-fractional derivative. Assume that 0 = t 0 < t 1 < ... < t N = T be a given partition of time interval [0,T] with step length ∆t = T N for some positive integer N . The Grünwald-Letnikov approximation to the Riemann-Liouville fractional derivatives is given by
Here the weights w
. The truncation error E n in (8) satisfies the following estimate [17] E n ≤ C∆t.
The approximation given in (8) is O(∆t) accurate. In order to obtain O(∆t 2 ) accuracy, authors in [8] derived the following approximation to the Riemann-Liouville fraction derivative
where R D α ∆t is the discrete fractional differential operator defined as
Remark 3.1. The approximation (10) was first observed by Dimitrov [4] under the regularity assumption and certain compatibility conditions, i.e.,
In this work, we establish the theoretical and numerical results based on the regularity assumption and these compatibility conditions for the solution u of the problem
Now, we present fractional Crank-Nicolson-Galerkin finite element scheme to solve the problem (1a)-(1c). For convenience, set U n,α h
. Then the scheme is to find U n h ∈ X h such that for each n = 1, 2, ..., N, we have
Clearly for α = 1 scheme (12) recovers the classical Crank-Nicolson scheme. Thus fractional Crank-Nicolson scheme can be seen as an extension of the classical Crank-Nicolson scheme for the fractional order partial differential equations. Again, from the definition of discrete fractional operator R D α ∆t , we can rewrite equation (12) as follows
The discrete formulation (12) (or (13)) gives us a system of nonlinear equations. For solving this system of nonlinear equations, we use Newton's method. First, we recall {φ i } 1≤i≤M is the M dimensional basis of X h associated with nodes of T h . For some β n i we can write solution U n h of (12) (or (13)) as
Define β n := [β n 1 , β n 2 , ..., β n M ] ′ . Now using the value of U n h from (14) in (13), we get the following nonlinear algebraic equation
where
If we use Newton's method in (15), we get following matrix system for the correction term
Next, we prove the existence and uniqueness of the solution for the fully-discrete problem. The following proposition, which is a consequence of the Brouwer fixed point theorem is required to prove the existence and uniqueness of the fully-discrete solution. 
Then, there exists w ∈ H such that S(w) = 0 and |w|<ρ.
are given. Then for all 1 ≤ n ≤ N, there exists a unique solution U n h of the problem (12).
Proof. Rewriting equation (13) as follows
Multiplying by ( 
Equations (18) and (19) are equivalent in the sense that the solution of (18) is the solution of (19) and vice-versa. Define operator G :
It is clear that G is a continuous map. By choosing W = X n,α in equation (20), we get
From the hypothesis H, we have
This shows that
Using Cauchy-Schwarz inequality in (21) together with (22) and w
Since ∆t α ∇X n >0, (23) can be written as
Then G(X n,α ), X n,α > 0, if the following result holds
Hence, the existence of discrete solution is assured from Proposition 3.1. Next, we prove the uniqueness of the solution U n,α h for the problem (19) . Assume that U n,α h1 and U n,α h2 are two solutions of the problem (19) . For simplicity, we denote
h2 . Then from (19) , we obtain
Setting w h = U 1 − U 2 = r in (24) and using hypothesis H, we obtain
Taking ∆t α < 1 L sufficiently small, we get
This completes the proof.
A priori bound and error analysis
Here, we provide a priori bound and a priori error estimate for the fully-discrete scheme (12) . For the derivation of these estimates, we require certain results (e.g., fractional Gronwall type inequality) which are discussed below. First, we recall the Grünwald weights w (α) i and these weights can be recursively computed via w (α) 0 = 1, and w
possess following properties
n , equation (11) can be re-written as
Using the fact u(x, t 0 ) = 0, from (27) we get
With the help of above notations, we now prove some results which are useful in the derivation of fractional Gronwall type inequality and error analysis. For proving these results, we basically borrow the idea given in [11] .
Lemma 4.1. Consider the sequence {φ n } given by
Then {φ n } satisfies the following properties
where k = 1, 2, ....
Proof. The proof of the first estimate (30) is similar to part (i) of Lemma 3.2 in [11] . In order to prove (31), we first prove
where (−1) n −α n represents the binomial coefficients of the expansion (1−ξ) −α = ∞ n=0 φ n ξ n . The fractional binomial coefficients −α n are defined in a similar way as the integer binomial coefficients with the gamma function, i.e.,
For proving (33), we use induction hypothesis on n. It is obvious that (33) holds for n = 0. Next we assume that (33) holds for n ≤ m. Then, we have
By using the well-known Vandermonde convolution [19] in (34), we get
This completes the proof of (33). From (33) one can obtain φ 0 = 1, φ n = n l=1 (1 + α−1 l ). By the application of the inequality ln(1 + x) ≤ x for x > −1, we have
This implies that, φ n ≤ (n + 1) α−1 for n ≥ 0. Now, we prove (31), take
This completes the proof of (31). Further, we prove (32). It is obvious that (32) holds for n = 1, so to prove (32) we use the inequality φ n ≤ (n + 1) α−1 for n ≥ 0 which implies φ n ≤ n α−1 for n ≥ 1, then
For any fixed n ≥ 2 and k ≥ 1, we define
, n ≥ 2 and k ≥ 1. From this we can conclude that f (x) is decreasing function in [1, n − 1]. Thus, we can write (35) as follows
where we have used the fact that n n−1 f (x)dx ≥ 0 for n ≥ 2. Now, we have
Γ (m+n) , m > 0, n > 0 denotes the beta function. Finally, using (37) and (36) in (35) to get
This completes the proof of Lemma (4.1).
Lemma 4.2. Consider the matrix
Then, W satisfies the following properties
Proof. The proof of Lemma (4.2) is similar to Lemma 3.3 of [11] .
Lemma 4.3. Let {a n , b n | n ≥ 0} be nonnegative sequences and µ 1 , µ 2 be nonnegative constants. For a 0 = 0 and R D α ∆t a n ≤ µ 1 a n + µ 2 a n−1 + b n , n ≥ 1,
there exists a positive constant ∆t * such that, when ∆t ≤ ∆t * , a n ≤ 2 t α n α max Proof. From the definition of discrete fractional differential operator (28), we can write (39) as follows
Further, by using the Lemmas 4.1 and 4.2, the proof of Lemma 4.3 follows in similar line as proof of Lemma 3.1 in [11] .
Lemma 4.4. For any sequence {e k } N k=0 ⊂ X h , following inequality holds
Proof. We have
where we have used the fact (1 − 
This completes the proof of Lemma 4.4.
In the following theorem we provide a priori bound for the fully-discrete solution U n h .
Theorem 4.1. Let U n h be the solution of the fully-discrete scheme (12) . Then, there exists positive constant ∆t * such that when ∆t ≤ ∆t * , the solution U n h satisfies
where n = 1, 2, ..., N and C is a positive constant independent of h and ∆t.
Proof. From (12), we have
Setting
Using (22) in (44) to get
For a, b ≥ 0, using the fact
Using Lemma 4.4 in (46), we have
From (47) we get
Using Lemma 4.3 in (48), one can find a positive constant ∆t * such that when ∆t ≤ ∆t
This completes the proof of Theorem 4.1 .
Further, we consider the a priori error estimate for the fully-discrete scheme (12) . The direct comparison between u(x, t n ) = u n (x) and U n h may not yield optimal convergence. Therefore we need to define Ritz projection R h : H 1 0 (Ω) ∩ H 2 (Ω) → X h which satisfies following equation [20] 
The operator R h defined in (49) satisfies the following approximation property which is useful in the derivation of a priori error estimate.
Theorem 4.2. [18]
There exists a positive constant C, independent of h such that
By using an intermediate projection R h , we can write the error as follows
In the following theorem we derive a priori error estimate for the fully-discrete problem (12).
Theorem 4.3. Let u n be the solution of (1a)-(1c) and U n h be the solution of the fullydiscrete scheme (12) . Then, there exists positive constant ∆t * such that if ∆t ≤ ∆t * , then the following estimate holds
Proof. For any w h ∈ X h , we have the following estimate for
Using (12) and (49) in (52) to get
From the weak formulation of (1a) one can get
Using (54) in (53) to obtain
Setting w h = θ n,α h in (55) and using Cauchy-Schwarz inequality, we have
Note that
Also,
and
Using (57), (58) and (59) in (56), we get
This gives us
From (61), one can get
Using Lemma 4.3, in (62) one can find a positive constant ∆t * such that when ∆t ≤ ∆t * ,
Now, an application of triangular inequality and Theorem 4.2 completes the proof of Theorem 4.3.
Numerical experiments
In this section, we present several examples to validate our theoretical findings. The proposed scheme (12) is applied to solve all the considered problems. The errors are calculated in L 2 (Ω) norm at final time level T = 1 and the convergence rate is computed as follows
where e(∆t, h 1 ), e(∆t, h 2 ), e(∆t 1 , h), e(∆t 2 , h) are L 2 (Ω) errors at stepsizes h 1 , h 2 , ∆t 1 , Example 1. Consider the following one-dimensional time-fractional Fisher's equation
where f (u) =u(1 − u), and
The exact solution of problem (63) is given by u(x, t) = t 4 sin(2πx).
Equation (63) has several applications in biology, chemical kinetics and flame propagation ( [11, 12] , and references therein).
To obtain the convergence rate in spatial direction for the problem (63), we take ∆t = 10 −3 for different values of h. Similarly, to obtain the convergence rate in temporal direction, we take h = 2 × 10 −4 for different values of ∆t.
L 2 (Ω) errors and convergence rates in spatial direction for this example are given in Table  1 . Similarly, L 2 (Ω) errors and convergence rates in temporal direction are given in Table 2 . It can be seen that for α = 0.4, 0.6 these estimated convergence rates are tending to limit close to 2 which is in accordance with the theoretical convergence order. 3.6255e-3 1.9970 3.5983e-3 1.9972 Table 2 : L 2 (Ω) errors and convergence rates in temporal direction for Example 1 α = 0.4 α = 0.6 Example 2. We consider the following two-dimensional time-fractional Huxley equation
The exact solution of problem (64) is given by
. Equation (64) describes numerous physical models in areas like population genetics in circuit theory and the transmission of nerve impulses ( [11, 12] and references therein).
To obtain the convergence rate in spatial direction for the considered two-dimensional problem, we take ∆t = 10 −3 for different values of h. Similarly, to obtain the convergence rate in temporal direction, we take h = 1 525 for different values of ∆t. In this example, L 2 (Ω) errors and convergence rates in spatial direction are given in Table  3 . Similarly, L 2 (Ω) errors and convergence rates in temporal direction are given in Table  4 . Again, it can be seen that these estimated convergence rates are tending to limit close to 2 which is in accordance with the theoretical convergence order. Table 3 : L 2 (Ω) errors and convergence rates in spatial direction for Example 2 α = 0.4 α = 0.6 Table 4 : L 2 (Ω) errors and convergence rates in temporal direction for Example 2 α = 0.4 α = 0.6 Note that we derived the error estimate in L 2 (Ω) norm under the regularity assumption and certain compatibility conditions (see Remark 3.1) on solution u of the problem (1a)-(1c). In general, regularity of initial data does not guarantee the regularity of the exact solution for the time-fractional partial differential equation. So straightforward implementation of scheme (12) does not achieve O(∆t 2 ) accuracy [8] . We demonstrate this by taking the following example in which the scheme (12) achieves O(∆t) accuracy. . To obtain the convergence rate in spatial direction, we compute the numerical solution U n h with ∆t = 2 −10 for different values of h. Similarly, to obtain the convergence rate in temporal direction, we compute numerical solution U n h with h = 2 −8 for different values of ∆t. The L 2 (Ω) errors and convergence rates for Example 3 in spatial direction and temporal direction are given in Tables 5 and 6 respectively. Table 6 : L 2 (Ω) errors and convergence rates in temporal direction for Example 3 α = 0.4 α = 0.6 
Conclusions
In this paper, we have proposed Crank-Nicolson-Galerkin finite element scheme for solving the time-fractional nonlinear diffusion equation by using Newton's method. Well-posedness results have been discussed at discrete level. We established the fractional Gronwall type inequality for the Grünwald-Letnikov approximation to the Riemann-Liouville fractional derivative. The efficiency of the proposed scheme has been demonstrated by several numerical experiments. For future work, it is worth exploring whether O(∆t 2 ) accuracy is preserved by relaxing the regularity assumption and compatibility conditions which are considered in this paper.
