Abstract. In this chapter, a framework will be presented for measuring and modeling transport processes using novel visualization techniques and extended optical flow techniques for digital image sequence analysis. In this way, parameters besides the 2-D xy velocity components can be extracted concurrently from the acquired 2-D image sequences, such as wall shear rates and momentum transport close to boundaries, diffusion coefficients, and depth z in addition to the z velocity components. Depending on the application, particularly the temporal regularization can be enhanced, leading to stabilization of results and reduction of spatial regularization. This is frequently of high importance for flows close to boundaries. Results from applications will be presented from the fields of environmental and life sciences as well as from engineering.
Introduction
The standard techniques for measuring fluid flow optically in experimental fluid mechanics is based on Particle Image Velocimetry (PIV) or on Particle Tracking Velocimetry (PTV) [24] . Particularly PIV relies on tracer particles illuminated by a laser and a flavor of cross correlation for the subsequent estimation of motion from pairs of such images. For PTV, particles are usually segmented and tracked. This leads to a significantly lower density of seeding that can successfully be handled. Apart from algorithmic differences, both approaches have conceptual differences. While PIV measurements are linked to an Eulerian frame of reference, PTV measurements are Lagrangian in nature.
The modeling and estimation technique are essential to success. This marks the main difference of our techniques to current state of the art PIV or PTV techniques, were usually only the motion of visualized particles is of interest. For our techniques, not only the velocity, but also velocity profile or constant of diffusivity are accessible through an adaptive modeling.
Techniques of flow visualization presented here include (i) thermographic techniques in which patches of water are heated up at the air-water interface and surface flow as well as shear rates from velocity gradient below the water surface can be measured, (ii) an approach of molecular tagging velocimetry (MTV) in which Taylor dispersion is modeled explicitly, (iii) fuel/air ratio measurement by laser induced fluorescence (FARLIF) and two particle based approaches where a dye is added to the water body and the depth of particles below the interface is reconstructed from the intensity change of the particle. This technique has been applied to a medical application for measuring wall shear rates in artificial heart pumps and at the free air-water interface. In addition, a thermographic technique is presented that makes wall shear rate measurements in wind tunnels feasible.
In Section 2 we will outline the extended optical flow models used for these applications and in Section 3 two techniques for estimating the model parameters are presented. Finally, in Section 4 a brief outline of the aforementioned applications will be given with references for in depth descriptions.
Extended Optical Flow Models
In this chapter, optical flow is computed in a gradient based approach, as opposed to correlation based techniques as found in PIV. The reason for relying on gradient based techniques is that they offer a much greater flexibility [24] . As we shall see in this section, gradient based approaches make it feasible to precisely model physical processes and experimental characteristics. This can be done both locally, relating image intensities to parameters of motion or globally by imposing spatial constraints on neighboring flow locations. In this section we will introduce local data terms, while [26] establishes techniques for imposing physical priors globally. We will show that local gradient based approaches are highly flexible and can be applied to a wide range of applications, extracting additional information than only flow fields from the image data.
Computing motion with gradient based approaches from image sequences is an inverse problem. As such, it is important to derive a correct model for relating the parameters of motion to image intensities or changes thereof. We regard n−dimensional signals, or image intensities, I(x) defined over a region Ω , e.g., images and image sequences. Motions (translations) and orientations correspond to linear d-dimensional subspaces E of Ω with 1 ≤ d < n, such that I(x) = I(x + ku) ∀k ∈ R and ∀ x, x + ku ∈ Ω and u ∈ E.
(
In order to estimate motion in the regarded volume, one needs to detect the existence of such a subspace E and to estimate the parameter vector ku, which corresponds.
The values of I can be scalar as in gray-level images or vector valued (denoted I) as in color or multi-spectral images. The estimation is often based on the fact that constancy of the signal in a certain direction in Ω can be relied upon. This constancy as is reflected in (1) implies linear differential constraints such as the classical brightness constancy constraint equation (BCCE)
This is the simplest special case of general partial differential equations which result from applying a suitable differential operator α(u) on the signal:
in the following section we will introduce more elaborate operators α(u). Assuming the constancy of a moving brightness pattern, motions can be interpreted as local orientations in spatio-temporal signals. Many motion models are based on Taylor expansions of (1) (see e.g. [6] ). Writing (1) with time t as individual parameter, we obtain
where I is interpreted as the constant brightness signal produced by a spatial point x(t) moving in time t. First order approximation of (4) yields
where ∇ is the gradient operator with respect to parameters given as indices and the general differential operator α(u) from (3) takes the form α(u) := ∇ T (x) u + ∂ ∂t . Being based on derivatives, such models are called differential models. One may further model the motion field u(x,t) locally by applying a Taylor expansion
where the matrix A = ∇ x u T contains the spatial derivatives of u, and Δ x = x 0 − x are local coordinates. This is called an affine motion model. These and other motion models, i.e. parametrizations of u, can be found e.g. in [6] . Parametric motion models of high orders pose the problem of overfitting in the presence of noise. This problem can be resolved through model selection, such as by performing statistical tests on the residuals of the fit [1] .
Diffusion of Brightness
In a number of applications, particulary in thermographic image sequence analysis, the simple BCCE does not hold, as conduction of heat (or more general diffusion a) b) c) Fig. 1 Isotropic diffusion of heat in a polymer heated with a laser. In a and b two frames of the sequence are shown and in c the computed diffusivity and optical flow field. The images were recorded with an infrared camera. Reproduced from [8] of a substance) leads to a change of image intensities along motion trajectory. This change of image intensity has to be modeled accordingly. Diffusion is the process by which matter is transported from one part of a system to another due to random molecular motions driven by a concentration gradient. In the transport of heat by conduction, energy is also transported by random molecular motions, where the transfer comes about due to a temperature gradient. As can be deducted by intuition there exists a strong analogy between the two processes. This was first recognized by [5] , who derived diffusion on a quantitative basis by adopting the mathematical framework of heat conduction derived earlier by [7] .
Fick's Second Law describes the non-steady state of a system subject to diffusion. The rate of change of a concentration in a given volume is given by the efflux through the volume's boundary. This results to
where
is the Laplace operator. The last transform is valid only for a scalar, isotropic diffusivity D.
In digital image processing, the gray values correspond to the concentration C in Equation (7). The corresponding equation is then given by
where D is the constant of diffusivity. An example of such a process is the conduction of heat in an isotropic material. Results of such an image sequence recorded with an infrared camera are presented in Figure 1 . The case of a direction dependent diffusion, the constant of diffusivity is in fact a tensor D. Therefore, the last simplification in Equation (7) is not valid. This yields
with the anisotropic diffusion tensor D. This tensor is given by Fig. 2 Fluid flow in an U pipe. Depth is measured through exponential decay of LambertBeer's law. This allows to measure 3D velocity from Equation (13) . Pictures from [15] where use was made of the fact that the diffusion tensor D is a symmetric tensor, that
Inserting this expression in Equation (9) leads to the following vector equation
Exponential Brightness Change
Apart from diffusive processes, which are dominant source of intensity change in thermal image sequences, exponentially decreasing intensities are often encountered. An important application of this type of model is the visualization of chemical reactions. On global scales, satellites can measure chemical species in our atmosphere, the motion of which has then to be estimated with an exponential decay model. On smaller scales, the exponential decay can be used when light is attenuated due to Lambert-Beer's law. One application will be presented in Section 4.1 and more detailed in [14] . Here, light of particles is attenuated by a special dye in the fluid. The attenuation follows again Lambert-Beer's law and can be directly correlated to the depths of particles inside the fluid. Similar applications is that of measuring shear rates close to a wall in medical applications as will be outlined in Section 4.2. For this measurement technique, the intensity of a particle is given by I(z) = I 0 exp−2z/z * = I 0 exp −z/z 2 * , where I 0 is the incident monochromatic lights intensity before penetrating into the fluid, z is the distance of the particle below the surface, and z * is the penetration depth of light inside the dyed water body and z 2 * = z * /2. The factor 2 is due to the fact that light has to traverse the distance of the particle below the surface once to it and once back. This technique can be extended to a measurement with incident light of two wavelengths with the benefit of independence of particle sizes, since only ratios of intensities are considered [14] .
A particle moving below the surface thus leads to the differential equation Reproduced from [11] where u 3 is the velocity orthogonal to the interface. This equation can be expressed in vector notation, leading to
Again, partial derivatives are denoted by subscripts. By generalizing the concept of parametric affine motion models to 3D flow fields, it is possible to estimate the wall shear rate directly [15] as shown in Figure 2 .
Integration across Flow Profiles
When visualizing fluid flow, often a tracer is visualized with digital cameras. Due to the projective nature of the imaging process, the tracer is integrated across a velocity profile. For a number of fluid flow configuration, the velocity profile can be approximated to leading order by
where A is a term independent of the coordinate direction of integration x 3 and time t. Integration across such a profile leads to an intensity change, modeled by the differential equation [9] 
This equation presents a generalization of the results obtained for Couette flow (shear driven flow, n = 1) and Poiseuille flow (pressure driven flow, n = 2). These brightness change models take into account effects such as Taylor dispersion and have been applied successfully to microfluidics in Section 4.4 (c.f. [11] ) or in shear driven flows at the air-water interface 4.3 (c.f. [10] ).
Solving the Flow Problem
Estimating motion from the previously proposed brightness constraint equations represents an ill posed problem. Generally, only one constraint equation is available and multiple parameters need to be solved (2D motion field and parameters of intensity change, i.e. constant of diffusivity or exponential decay). To overcome this problem, additional constraints have to be imposed. Different approaches have been proposed in literature. A distinction can be made between local approaches in which constancy of parameters is required in a small spatio-temporal neighborhood and global techniques in which global smoothness of parameters is assumed. Here we will confine ourselves to local approaches. The application of global approaches to fluid flow measurements can be found in [26] .
Local Spatiotemporal Approach
A commonly made assumption is that of a locally smooth motion field. Therefore, the equations of motion can be pooled over a local neighborhood. This leads to one such equation for each pixel in the local neighborhood. In addition, we require a weighting for the resulting over-determined system of equations. This is introduced to weigh central pixels stronger than those at the border of the neighborhood. The resulting system of equations for the diffusion model (8) is given by
where W is a n × n diagonal weighting matrix, D is the n × 4 data matrix and p is the sought parameter vector. Naturally, this approach is readily adapted to the other motion models proposed previously or combinations of them. Subscripts I i indicate the i-th pixel in the local neighborhood. Depending on the noise in the data, typical neighborhoods are chosen to be 11 × 11 pixel, leading to a system of n = 121 equations. The entries of the weighting matrix W are set by a two dimensional Gaussian distribution, centered at the center pixel. The spatio-temporal image intensity gradients ∂ I / ∂ x , ∂ I / ∂ y and ∂ I / ∂ t are computed from optimized Sobel filters [13] . Efficient implementations are available, significantly speeding up the estimation process. For instance, the weighting with W can be performed by convolving the gradient images ∂ I / ∂ k , k ∈ x, y,t with a separable Gaussian blurring filter [12] .
The system of equations (15) can be solved for the parameter p using a weighted total least squares approach [25] . This boils down to an eigensystem analysis of the square matrix J = W D DW, where in this example J ∈ R 4×4 , also known as the extended structure tensor. The parameter vector p is then given as the normalized eigenvector to the smallest eigenvalue. This parameter vector is found for the pixel centered in the local neighborhood. The parameters for all pixels of the image sequence are computed by repeating this analysis for each pixel in a sliding window type fashion.
In this gradient based approach, parameters can only be retrieved at locations were an intensity structure due is present. To prevent wrong information (no motion) from areas without visible tracers diffuses into these regions, integration of the structure tensor is performed using a normalized convolution [17] . The normalized convolution weights the smoothing with a certainty, which can be set to zero for areas without any tracer.
In addition to performing a normalized convolution, confidences for the computed parameter fields are estimation in a post-processing step. Due to its adaptation to typical flow fields, the approach proposed by [19] was chosen for computing confidence values. For added accuracy, estimated parameter vectors can be discarded based on these values. This will naturally lead to sparse motion fields. For applications, in which dense fields are required, a subsequent parameter field interpolation can be conducted [18] . The required regularizer can be any of those presented by [26] . This leads to highly accurate dense flow fields.
Trajectory-Based Approach
Another approach was developed for highly turbulent, non-stationary flows with complex and often occluding motion of the tracers. Most optical flow estimators concentrate on spatial regularization techniques, ignoring the rich temporal structure of such long sequences. Therefore spatially nearby trajectories are bundled into an ensemble, parameterized by linear subspace estimation. Thereby, an adaptable representation of the abundant temporal information is obtained which accounts for diverging and converging pixel neighborhoods. Using this model, accurate motion estimates can be extracted without requiring spatial smoothness or piecewise constancy.
A trajectory ensemble as a set of trajectories in a spatial neighborhood can be defined as follows. Let Ω ⊂ N 3 denote the domain of a given image sequence and I : Ω → R a map to the image intensities. Furthermore, let x = (x c , y c ,t c ) ∈ Ω be the location at which the flow is to be estimated. Then we define the (frameindependent) pixel-grid neighborhood of x of width and height 2w as:
A single trajectory of length 2l at this location can be defined as a parametric function:
This definition ensures that a trajectory always crosses the image plane in frame t c at the predefined location (x c , y c ,t c ).
∈ N x be a spatial displacement vector. Then we define a trajectory ensemble as:
A two-dimensional example for this description is given in Figure 4 . The resulting trajectory ensemble model consists of a discrete set of flow vectors. Techniques from unsupervised learning can be used to parameterize the flow within a neighborhood of fixed size. Here we confine ourselves to the standard technique of principal component analysis [16] . Based on the training data, these subspace estimation methods yield a map from a set of k parameters to an actual trajectory ensemble:
can be used to find the best matching parameters describing a given trajectory ensemble, e.g. in order to transform an initial guess flow field into parameter vectors p. Several options for the choice of training data for learning M exist. Many physical fluid flows can be simulated by Computational Fluid Dynamics, which we successfully utilized as highly application specific training data.
For the optical flow estimation based on trajectories, we define an energy function based on the discrete set of flow vectors of T N x together with a similarity measure
Here, squared differences (SD) was chosen as the similarity measure:
A wide range of optimization techniques can be applied for minimizing the nonlinear energy functional E(p, x(t)), such as line search and trust-region methods [4] . As it turns out, the optimization problem can be regarded as continuous and bounded. Here, we choose a trivial gradient descent method with one minor modification: in order to increase the probability of finding a global energy minimum, similar to particle filtering, we seed a number of random parameters by adding noise to the initial guess.
Applications

3D-3C Measurements at the Free Air-Water Interface
Using the previously described approaches to motion estimation, a technique was developed that makes the three dimensional three component (3D-3C) measurement of fluid flow directly at the free water surface possible. A fluid volume was illuminated by light emitting diodes (LEDs) perpendicularly to the surface. The set-up can be seen in Figure 6 . The fluid was seeded with small spherical tracer particles. A monochromatic camera pointing to the water surface from above recorded the image sequences. The distance of the spheres to the surface was coded by means of a dye in the water phase, which absorbs the light of the LEDs according to BeerLamberts law. By applying LEDs with two different wavelengths, it was possible to use particles variable in size. The velocity vectors were obtained by using an exponential brightness change model for the optical flow as presented in Section 2.2. The vertical velocity component was computed from the temporal brightness change. The set-up was validated with a laminar falling film, which served as a reference flow. The result of this measurement is presented in Figure 6 . The method was also applied to buoyant convective turbulence as an example for a non stationary, inherently 3D flow. Details of this application and results can be found in [14] . 
Shear Flow at Moving Boundaries in Artificial Hearts
The time resolved measurement of three dimensional flow fields next to non-planar surfaces is of great interest in biofluidic mechanics. Many diseases, such as thrombotic events and atherosclerosis, directly depend on shear stresses and shear rates near vaulted walls in arteries or in artificial organs. The matter is further complicated by the fact that these walls often move due to non-constant blood pressure.
Here, a measurement technique termed Wall-PIV was developed, which is similar to the one described in section 4.1. The major difference between PIV and Wall-PIV is the used light: in most PIV set-ups, the flow is illuminated by a laser sheet, which cannot be aligned to a vaulted surface. Hence, in Wall-PIV, the transparent flow phantom is fully illuminated from the outside with a diffuse monochromatic light placed next to the camera. To limit the depth of view of particles to approx. 0.3 mm, a molecular dye with a high absorbance for the emitted wavelength of light is added to the fluid. Similar to PIV the fluid flow is visualized with tracer particles. Contrary to PIV, the 3D-3C flow estimation uses the motion estimation technique described in section 3.2. As training data, the CFD simulation of a blood pump similar to the one used in the experimental set-up was used in order to make use of as much prior knowledge as possible. Such a simulation in addition to real world data and fluid flow results are presented in Figure 7 . More details concerning this application can be found in [2] .
Viscous Shear at the Air-Water Interface
In small scale air-sea interactions, the friction velocity is an important parameter, indicating the momentum transport from the atmosphere to the ocean by wind forcing. This quantity is the driving force in a number of exchange processes that could previously not be measured directly. Here, a technique based on active thermography was used to measure this parameter directly at the air-water interface for the first time [10] . Measurements have been conducted by heating up patches of water with a CO 2 laser leading to linear patterns across the wind direction. From the In a the set-up for the active thermographic system in the laboratory is presented and in b results of a measure of u are shown [10] velocity profile of Couette flow, the shear at the interface was computed leading to the friction velocity u , an important parameter for air-water interactions. The analysis was based on a TLS approach (see Section 3.1) and Equation (14) was used as motion model. For comparison, u has also been measured with an alternative instrument for ground truth. The comparison of these measurements is presented in Figure 4 .3. The difficulty of measuring the friction velocity is reflected in deviations to the standard measuring technique.
Molecular Tagging Velocimetry
A novel approach to Molecular Tagging Velocimetry (MTV) was developed for microfluidic flows [11] . Here, a pressure driven flow through a microfluidic mixer leads to Poiseuille type flow and Equation (14) for n = 2 was applied in a TLS framework (c.f. Section 3.1). To test the performance on microfluidic flows, a spatially homogeneous flow was set up in a microfluidic chamber [20] . Ground truth was derived from accurate measurements of the water flow through the chamber and by using Fig. 9 In a the results of a MTV-based flow measurement inside the cuvette is shown and in b a comparison between our new approach and μPIV is presented μPIV. Results are presented in [11] and recapitulated in Figure 9 . The slight bias in some measurements can be attributed to calibration errors of the flow meter [11] . The data points were measured by integrating over the center part of three frames. The standard deviation was computed over the same area of the three frames. It can clearly be seen that there exists a good agreement between measurement and ground truth. For most data points, the ground truth value is well within the error bar. An in depth description of this application is presented in [3] .
Mixture Formation Analysis with Fluorescence Motion Analysis
Double-pulse LIF imaging was used to gain insight into dynamic mixture formation processes. The set-up consists of a modified standard PIV assembly. The fuel/air ratio measurement by laser induced fluorescence (FARLIF) approach is used for a quantification of the LIF images and therefore to obtain pairs of 2D fuel/air ratio maps. Optical flow was used in order to estimate the motion of fluorescence (i.e. mixture) structures, and gives insight into the dynamics showing the distortion and the motion of the inhomogeneous mixture field. Results for this fluorescence motion analysis (FMA) are presented in Figure 10 . For the validation of the approach, synthetic LIF image pairs with predefined motion field were generated and the results compared with the known original motion field. This validation shows that FMA yields reliable results even for image pairs with low signal/noise ratio. An image with deviations from the ground truth are shown in Figure 10 . Also, the experimental combination of double-pulse FARLIF imaging with FMA and simultaneous PIV measurement was demonstrated. The comparison of the FMA motion field and the flow velocity field captured by PIV shows that both results basically reflect complementary information of the flow field. Details concerning these techniques and a discussion of the results have been published in [23] and are outlined in [21] . The visualized temperature difference due to wall shear rate in an air flow around a cylinder [22] 
Wall Shear Rates Using Thermography
The wall shear stress is a quantity of great importance in fluid mechanics, particularly in the analysis of flow processes close to walls. Optical flow measurements and orientation analysis was used to develop a technique to quantitatively measure shear rates and visualize the results. The physical principle of this technique is the analogy between momentum and heat transport at a heated surface. An airflow was blowing on top of the surface and different flow structures where placed on it to vary the wall shear rates. With the help of an infrared camera system, the temporal evolution of the surface temperature field was measured non-invasively. A result of such measurements is shown in Figure 11 , where the airflow around a cylinder can be seen. The results were validated in a measurement combined with standard measurement techniques.
Conclusions
In this chapter, a framework has been presented that consists of (i) refined fluid flow visualization techniques, (ii) modeling of both the measurement process as well as the underlying physical principles and (iii) a subsequent image sequence analysis. Only in encompassing these three vital steps, highly accurate fluid flow measurements where feasible while additional parameters of the flow could be estimated simultaneously. This makes it feasible to measure velocity gradients close to free surfaces in addition to the surface velocity fields. The novel techniques contrast current PIV or PTV techniques by measuring gradient fields directly and inherently modeling transport processes. Applications of these novel techniques were presented from medical and environmental sciences and from engineering.
