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I developed the Integrated Impact Indicator because of the following problem: Figure 1 shows the citation curves of the 199 and 1,506 citable items published in Nature Nanotechnology and Nano Letters, respectively, during 2007 and 2008. Nature Nanotechnology has the highest Impact Factor (IF) in 2009 (26.309) among the journals in “Nanoscience and nanotechnology”; the IF of Nano Letters is less than half this size. However, Figure 1 shows that the impact of Nano Letters in 2009 is much higher than that of Nature Nanotechnology. Actually, if one would give (for free) the 1,506 publications of Nano Letters in 2007 and 2008, and the 15,046 citations to these papers in 2009 to Nature Nanotechnology, this journal’s IF would go down to 11.820. Obviously, the tale of the distribution depresses the average value of these statistics. (The same is true for the median and even the top-1%.) If one would disregard the tale of Nano Letters, the remaining impact of its 199 most-cited papers would be significantly higher than that of Nature Nanotechnology.

Figure 1: Citation curves, impact factors (IF), and integrated impact indicators (I3) for the journals Nature Nanotechnology and Nano Letters in 2009. 

The result of adding the two citation curves in the above example is penciled as a black line in Figure 1. One adds the numbers of citations or, in other words, the surfaces under the citation curves. Vice versa, one can reconstruct the total number of citations by integrating the citation curves. However, an indicator of impact should also qualify the citations in terms of their percentiles (top-1%, etc.). Thus, before comparing I first transformed each distribution in terms of its hundred percentiles, and valued each citation with the percentile value as follows: Σi xi * pi (x is the number of citations of each publication i and pi its percentile in the distribution). One may also wish to weigh the percentiles differently in the aggregation for policy reasons (Bornmann & Mutz, 2011). NSB (2010, Appendix table 5-43), for example, distinguishes six percentile ranks. A paper in the top-1% is then weighted six times more than one in the 49th percentile.

One then needs one more normalization in order to compare among different units under evaluation: using the 100 percentile classes proportionally, an author who has 10 publications of which one in the top-1%, would be provided with 100 * (1/10) = 10 percentage points to the summation whereas an author with 100 publication would only obtain (1/100) * 100 = 1 percentage point because of the different N-values in the respective denominators. In order to compare across different units, I propose to divide in both cases by (10 + 100) = 110 publications in the total sum set.​[1]​ In this latter design, however, the samples are no longer considered as “independent” but “related”. 

The assumption of independency among samples within a population—in bibliometrics often defined as “the reference set”—allows the citation analyst, among other things, to compare means and medians of the distributions, but these statistics abstract from the respective sizes of the samples. However, Bensman (2007) found that size matters in the perception of impact. In this study, I argue in favor of this different design of samples related within the population under study (e.g., the journal subsumed under an ISI Subject Category) when studying impact. The consequent indicators no longer correlate necessarily with statistics such as normalized averages, medians or impact factors. The new indicators are based on the areas beneath the respective citation curves, but each step in the citation curve is weighted for its relative impact. Because of the normalization across the (related) samples, the resulting “integrated impact indicator” (I3) values can be compared directly; one is allowed to add and subtract these sum totals. However, the (non-parametric) statistics for testing differences and indicating error of the measurement are different from traditional citation statistics. 

We developed this new measure in the context of reanalyzing the institutional evaluation of the Academic Medical Center of the University of Amsterdam (because this data was available; Leydesdorff et al., in press), but I shall use the set of 59 journals subsumed under “Nanoscience and nanotechnology” as a category in the Science Citation Index for both journal and institutional analysis: 
1.	The new indicator can be compared (using correlation analysis) with the ISI-impact factors. The new indicator allows for testing the significance of differences in citation impacts among journals. The example in Figure 1 showed that the correlation between the IFs and I3 can be negative.
2.	One can compare nations and institutes in terms of their contributions and integrated citation impact within this set of journals. I will also compare the results with other field-normalized indicators (e.g., the Leiden field-normalized “crown indicator”). 

Differences in the values of I3 can be tested for their significance using Dunn’s test for multiple comparisons. Using this measure, one can directly compare the results of the journal and the institutional analysis because the indicator allows for decomposition. 
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^1	  For k sets, more generally, I3 = Σk Σi xi * pik (with the normalization of pik = pi  * ni / Σk nik).
