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1
Introduction
The word problem of a finitely generated group is the set of words over the
generators which are equal to the identity in the group. The word problem is
therefore a formal language. If this language happens to be context-free, then
the group is called context-free. Finitely generated virtually free groups are
context-free. In a seminal paper [37] Muller and Schupp showed the converse:
every context-free group is virtually free. Over the past decades a wide range of
other characterizations of context-free groups have been found. This underlines
that context-free groups play a major role in combinatorial group theory. Among
others these characterizations are:
• Fundamental groups of finite graphs of finite groups (Karrass, Pietrowski
and Solitar [33]).
• Finitely generated groups having a Cayley graph which can be k-
triangulated (Muller and Schupp [37]).
• Finitely generated groups having a Cayley graph with finite treewidth
(Kuske and Lohrey [35]).
• Universal groups of finite pregroups (Rimlinger [40]).
• Groups admitting Stallings sections (Silva, Soler-Escriva` and Ventura
[46]).
• Groups having a finite presentation by some geodesic string rewriting sys-
tem (Gilman, Hermiller, Holt and Rees [28]).
• Finitely generated groups having a Cayley graph with decidable monadic
second-order theory (Muller and Schupp [38], Kuske and Lohrey [35]).
For some other related results see the recent surveys [3] or [6]. The proof of
Muller and Schupp in [37] relied on Stallings’ structure theorem [47], and their
result was stated first as a conjecture because Muller and Schupp needed the
assumption that finitely presented groups are accessible. The accessibility of
finitely presented groups was proven later by Dunwoody [21].
The present notes survey most of the above characterizations. Our aim
is to show how the different characterizations of context-free groups are inter-
connected. Moreover, we present a self-contained access to the Muller-Schupp
theorem without using Stallings’ structure theorem or the accessibility result by
Dunwoody. We also give an introduction to some classical results linking groups
with formal language theory.
Our notes start with formal language theory and rewriting systems. Next,
we give an introduction to Bass-Serre theory using rewriting systems. As an
application, we prove the theorem by Karrass, Pietrowski, and Solitar that
the fundamental group of a finite graph of finite groups is virtually free. In
Section 4 we relate pregroups and geodesic rewriting systems. After that we
study geometric aspects of virtually free groups via their Cayley graphs. An
easy, but fundamental, observation yields that Cayley graphs of context-free
groups have finite treewidth. The pictorial representation of finite treewidth
is that the Cayley graph looks “very tree-like from far away”. Starting with
some group having a Cayley graph of finite treewidth, Bass-Serre theory shows
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the direction how to prove that the group is virtually free: We need an action
on a tree with finite vertex stabilizers and finitely many orbits. By the finite
treewidth, a natural connection to some tree is visible, but the group does not act
on this tree. So, the crucial step is to construct a tree where the group acts on.
This is done by developing the structure tree theory by Dicks and Dunwoody
[11]. Our presentation is based on the recent papers [22, 34]. Together with
Bass-Serre theory this yields a proof “which explains” why context-free groups
are virtually free.
Some of the material presented in these notes can also be found in the journal
paper [16]. This applies notably to Section 6. A roadmap on the structure of
these notes can be found at the end in Figure 12.
These notes are based on the 5-hour course Locally finite graphs of finite
tree width and virtually free groups which was part of the Summer School on
Automorphisms of Free Groups at CRM (Bellaterra, Barcelona, 25th to 29th
September 2012).
1 Preliminaries
1.1 Rewriting Systems
Rewriting techniques have been used from the beginning of abstract group the-
ory. The importance of rewriting techniques in other areas was emphasized in
particular by Alonzo Church and John Barkley Rosser, Sr., when they wrote
their seminal paper on lambda-calculus [7]. In our notes we are mainly inter-
ested in string rewriting systems.
Let X be a set; a rewriting system over X is a binary relation =⇒⊆ X×X .
If (x, y) ∈=⇒, we write x =⇒ y. The idea of the notation is that x =⇒ y
indicates that we can rewrite x in one step into the element y. We use the
following notation for certain closure operators for the rewriting system =⇒. We
denote by ⇐⇒ its symmetric closure; by
∗
=⇒ its reflexive and transitive closure;
and by
∗
⇐⇒ its reflexive, transitive, and symmetric closure. The relation
∗
⇐⇒
is an equivalence relation. It is the smallest equivalence such that x and y are
in the same class for all x =⇒ y.
We also write y ⇐= x if x =⇒ y, and x
≤k
=⇒ y if y can be reached in at most
k steps from x. The rewriting system =⇒ is called
• strongly confluent, if y ⇐= x =⇒ z implies ∃w : y
≤1
=⇒ w
≤1
⇐= z,
• confluent, if y
∗
⇐= x
∗
=⇒ z implies ∃w : y
∗
=⇒ w
∗
⇐= z,
• Church-Rosser, if y
∗
⇐⇒ z implies ∃w : y
∗
=⇒ w
∗
⇐= z,
• locally confluent, if y ⇐= x =⇒ z implies ∃w : y
∗
=⇒ w
∗
⇐= z,
• terminating or Noetherian, if there are no infinite chains
x0 =⇒ x1 =⇒ · · ·xi−1 =⇒ xi =⇒ · · · ,
• convergent, if it is locally confluent and terminating.
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Main properties of rewriting systems are stated in the following classical
theorem. Proofs can be found in standard textbooks like [5, 32].
Theorem 1.1 The following assertions hold.
(i) Strong confluence implies confluence.
(ii) Confluence is equivalent to the Church-Rosser property.
(iii) A locally confluent and terminating system is confluent. Thus, a conver-
gent system satisfies the Church-Rosser property.
1.2 Presentations of Monoids and Groups
An alphabet is simply a set, where elements are called letters. A word w is an
element in some k-fold Cartesian product Σk and k is denoted as the length
|w|. Frequently, we write w = a1 · · · ak to denote a word of length k. The union
Σ∗ =
⋃
k≥0 Σ
k is a monoid by
(a1 · · ·ak) · (b1 · · · bℓ) = a1 · · · akb1 · · · bℓ.
The neutral element is the empty word. It is the unique word of length 0.
According to the context the empty word is denoted either as ε or simply as
1. The monoid Σ∗ is free over Σ because mappings from Σ to a monoid M are
in canonical one-to-one correspondence with homomorphisms from Σ∗ to M . If
π : Σ∗ →M is surjective, then we call π a presentation of M (by Σ∗).
Let T be a semigroup and S ⊆ T × T be a set of pairs. This defines a
rewriting system =⇒
S
over T by x =⇒
S
y, if x = uℓv and y = urv for some
(ℓ, r) ∈ S. Thus, if a left-hand side ℓ of a rule (ℓ, r) ∈ S appears as a factor in
a word x ∈ T , then we can replace ℓ by the right-hand side r and we obtain
y = urv ∈ T . It is common to denote a rule (ℓ, r) ∈ S by ℓ → r. Since
∗
⇐⇒
S
is an equivalence relation, we can form the set of classes. We let T/S =
{ [x] | x ∈ T }, where [x] =
{
y ∈ T
∣∣∣ x ∗⇐⇒
S
y
}
. The set T/S of equivalence
classes becomes a semigroup T/S by [x] · [y] = [xy]. The multiplication is
well-defined because for x
∗
⇐⇒
S
x′ and y
∗
⇐⇒
S
y′ it holds:
xy
∗
⇐⇒
S
x′y
∗
⇐⇒
S
x′y′.
The mapping x→ [x] yields a canonical homomorphism π : T → T/S. If T is a
monoid (resp. group), then T/S is a monoid (resp. group), too.
By a slight abuse of language we call S ⊆ T × T itself a rewriting system.
(Moreover, properties like confluence transfer from =⇒
S
to S.) An element x ∈ T
of the semigroup T is called irreducible (w. r. t. S), if x cannot be written in the
form x = uℓv with ℓ → r ∈ S and u, v ∈ T . The set of all irreducible elements
is denoted by IRR(S). It is the set of elements where no left-hand side of S can
be applied to. If S is confluent, then for every x there is at most one element
x̂ ∈ T with x
∗
=⇒
S
x̂ ∈ IRR(S), and, if S is terminating, then for every x there
is at least one element x̂ ∈ T with x
∗
=⇒
S
x̂ ∈ IRR(S). Hence, if the system
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S is convergent, then for every x ∈ T there is exactly one element x̂ ∈ T with
x
∗
=⇒
S
x̂ ∈ IRR(S). In the latter case, it follows that the canonical homomor-
phism π : T → T/S induces a bijection between IRR(S) and T/S; and IRR(S)
becomes a set of normal forms for the quotient semigroup T/S.
In case we have S ⊆ Σ∗×Σ∗, we call the set S a semi-Thue system. Thus, a
semi-Thue system defines a quotient monoid M = Σ∗/S and a natural presen-
tation π : Σ∗ → Σ∗/S. If we can choose Σ to be finite, then M is called finitely
generated, and if, in addition, we can choose S ⊆ Σ∗ × Σ∗ to be finite, then M
is called finitely presented.
If G is a group and R ⊆ G is a subset, then 〈〈R〉〉 means the normal closure
of R and G/〈〈R〉〉 denotes the quotient group. If we identify R with the set of
pairs S = { (r, 1) ∈ G×G | r ∈ R }, then we have G/〈〈R〉〉 = G/S. In the latter
notation we view the system S as a set of defining relations { r = 1 | r ∈ R }.
Example 1.2 Let Σ be a set and Σ = { a | a ∈ Σ } be a disjoint copy of Σ.
We extend a 7→ a to an involution without fixed points on Σ˜ = Σ ∪ Σ by a = a.
The following system is strongly confluent and terminating.
S =
{
aa→ 1
∣∣∣ a ∈ Σ˜ } (1)
The system S defines the free group FΣ = Σ˜
∗/S with basis Σ. The set IRR(S)
is the set of freely reduced normal forms.
Example 1.3 If Σ has n elements, then the system S of Example 1.2 uses
2n letters. It is possible, however, to use only n + 1 letters. We show it for
n = 2. Let F{a,b} be the free group in two generators, choose a third letter c
and consider the so-called Dyck-system
SD = { abc→ 1, bca→ 1, cab→ 1 } . (2)
Again, SD is strongly confluent and terminating, and we have F{a,b} =
{ a, b, c }∗ /SD. Historically, this system SD was at the beginning of the abstract
theory on free groups. It is very symmetric and there are no explicit “inverse
letters”. The system SD was used by Dyck in his classical papers [23, 24].
Our main focus is on finitely generated virtually free groups.
Definition 1.4 A group is virtually free, if it has a free subgroup of finite index.
In our paper, we add the implicit assumption that a virtually free group is finitely
generated.
Example 1.5 Let us show that virtually free groups have presentations by
convergent string rewriting systems. We start with a virtually free G. Let FΣ
be a free subgroup of finite index, and R ⊆ G be a set of representatives of right
cosets. This means, we can write G as a disjoint union G =
⋃
{FΣr | r ∈ R }.
We may assume 1 ∈ R and we choose as generating set for G the subset ∆ =
Σ ∪ Σ−1 ∪ R \ { 1 }. For every pair (a, b) ∈ ∆ × ∆ let w(a, b) ∈ (Σ ∪ Σ−1)∗
denote the freely reduced word and r ∈ R such that ab = w(a, b)r in G. This
means ab ∈ FΣr and w(a, b) is the freely reduced normal form for abr−1. Define
a semi-Thue system S as follows.
S = { ab→ w(a, b)r | a, b ∈ ∆, w(a, b) 6= a } (3)
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The system S is locally confluent and terminating. Hence, by Theorem 1.1, it
is convergent. Moreover, we have ∆∗/S = G. Irreducible normal forms can be
written as a product wr where w is freely reduced over (Σ ∪Σ−1)∗ and r ∈ R.
1.3 Preliminaries on Graphs
This section fixes notation and recalls some basic properties of graphs. Read-
ers who are interested mainly in formal language theory can jump directly to
Section 2.
A directed graph Γ = (V,E, s, t) is given by the following data: A set of
vertices V = V (Γ), a set of edges E = E(Γ) together with two mappings
s : E → V and t : E → V . The vertex s(e) is the source of e and t(e) is the
target of e. A vertex u and an edge e are incident if u ∈ {s(e), t(e)}. Two vertices
u and v are adjacent if there is some e ∈ E such that {u, v} = {s(e), t(e)}. The
degree of u is the number of incident edges, and Γ is called locally finite if the
degree of all vertices is finite. A graph is finite, if it has finitely many vertices
and edges. A graph Γ′ = (V ′, E′, s′, t′) is a subgraph of Γ = (V,E, s, t), if
V ′ ⊆ V , E′ ⊆ E and s′ and t′ are the restrictions of s and t. For simplicity
we write Γ = (V,E) for a graph Γ knowing that there are also the incidence
functions.
An undirected graph Γ is a directed graph such that the set of edges E is
equipped with an involution e 7→ e without fixed points such that s(e) = t(e).
With other words, we have e = e, e 6= e and s(e) = t(e) for all e ∈ E. An
undirected edge is the set {e, e}. By abuse of language, we denote an undirected
edge simply by e, too. In the following a graph always means an undirected
graph, otherwise we say specifically “directed graph”.
Frequently we consider graphs without loops (edges e with s(e) = t(e)) and
multi-edges (edges e 6= f with s(e) = s(f) and t(e) = t(f)). Such graphs
are called simple. For simple graphs we identify undirected edges with their
sets of incident vertices. Hence, an edge given by e yields the two element set
{s(e), t(e)}. For simplicity, we also write e = uv or {u, v} ∈ E if {s(e), t(e)} =
{u, v} for some e ∈ E.
For S ⊆ V (Γ) and v ∈ V (Γ) define as usual in graph theory Γ(S) (resp.
Γ − S) to be the subgraph of Γ which is induced by the vertex set S (resp.
V (Γ) \ S) and Γ− v = Γ− {v}. We also write S for the complement of S, i. e.,
S = V (Γ) \ S. Likewise for e ∈ E(Γ) we let Γ− e = (V (Γ), E(Γ) \ {e}).
A path is a subgraph ({v0, . . . , vn}, {e1, . . . , en}) such that s(ei) = vi−1 and
t(ei) = vi for all 1 ≤ i ≤ n. It is simple if the vertices are pairwise distinct. It
is closed if v0 = vn. A cycle is a closed path with n ≥ 3 such that v1, . . . , vn
is a simple path. Depending on the situation we also denote paths simply by
the sequence of edges or the sequence of vertices (e. g., when we consider simple
graphs). The distance d(u, v) between u and v is defined as the length (i. e., the
number of edges) of a shortest path connecting u and v. We let d(u, v) = ∞
if there is no such path. A path v0, . . . , vn is called geodesic if n = d(v0, vn).
An infinite path is geodesic if all its finite subpaths are geodesic. For A,B ⊆
V (Γ) the distance is defined as d(A,B) = min { d(u, v) | u ∈ A, v ∈ B }. An
undirected graph Γ is called connected if d(u, v) <∞ for all vertices u and v.
A forest is a simple graph without cycles. A tree is a connected simple graph
without any cycle (i. e., a connected forest). In particular, a tree is undirected.
If T = (V,E) is a tree, we may fix a root r ∈ V . This gives an orientation
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E+ ⊆ E by directing all edges “away from the root”. In this way a rooted tree
becomes a directed graph (V,E+) which refers to the tree T = (V,E+ ∪ E−),
where E− = E \ E+.
A tree T is called spanning tree of a graph Γ if V (T ) = V (Γ) and E(T ) ⊆
E(Γ), i. e., the tree T connects all vertices of Γ.
The following well-known statements will be used later. For proofs see e. g.
[45, Prop. I.9] and [18, Lem. 7.1.3].
Lemma 1.6 Every connected undirected graph has a spanning tree.
Remark 1.7 In fact, an easy exercise shows that the existence of a spanning
tree is equivalent to the axiom of choice.
Lemma 1.8 (Ko¨nigs Lemma) Let T be an infinite locally finite tree. Then
there is an infinite geodesic path in T .
Morphisms and Group Actions
Let Γ,Γ′ be two graphs. A morphism of graphs ψ between Γ and Γ′ is a function
ψ : V (Γ) ∪ E(Γ)→ V (Γ′) ∪ E(Γ′) with ψ(V (Γ)) ⊆ V (Γ′) and ψ(E(Γ)) ⊆ E(Γ′)
which respects the incidences and involution, i. e., which satisfies s(ψ(e)) =
ψ(s(e)), t(ψ(e)) = ψ(t(e)) and ψ(e) = ψ(e) for every edge e ∈ E(Γ′).
A graph morphism is called locally injective if for every vertex it is injective
on the edges leaving that vertex, i. e., if for all e1, e2 ∈ E(Γ), we have that
s(e1) = s(e2) and ψ(e1) = ψ(e2) implies that e1 = e2. If a morphism of graphs
is surjective, it is called an epimorphism and if it is bijective it is called an
isomorphism.
The graph isomorphisms Γ → Γ with concatenation form a group Aut(Γ).
An action of a group G on Γ is a homomorphism G → Aut(Γ). With other
words, an action of a group on a graph consists of actions on the vertex set and
on the edge set which respect the incidence functions and involution.
If G acts on Γ, then we can define the quotient graph G\Γ: its vertices
(resp. edges) are the orbits G · u for u ∈ V (Γ) (resp. G · e for e ∈ E(Γ)) with
incidences s(G · e) = G · s(e) and t(G · e) = G · t(e). We say that G acts with
finitely many orbits if G\Γ is a finite graph.
For x ∈ V (Γ′) ∪ E(Γ′) the stabilizer of x is denoted by Gx =
{ g ∈ G | gx = x }. We call an action G → Aut(Γ) free if all vertex
stabilizers are trivial, i. e., if gx = x implies that g = 1 for x ∈ V (Γ′) ∪ E(Γ′).
If we want a group to act freely on a graph viewed as topological space, we
have to require additionally ge 6= e for all e ∈ E(Γ), g ∈ G. We say an action is
without inversion if ge 6= e for every g ∈ G and e ∈ E(Γ).
In the following we will consider actions without inversion. However, note
that this is not a real restriction since by passing to the barycentric subdivision of
a graph we always can construct an action without inversion. Here, the barycen-
tric subdivision of an undirected graph is obtained by putting an additional ver-
tex on every edge, i. e., for a graph Γ we construct the barycentric subdivision
Γ′ by V (Γ′) = V (Γ) ∪ E(Γ)/ { e = e | e ∈ E(Γ) } and E(Γ′) = E(Γ) × {0, 1}
with s(e, 0) = s(e), t(e, 0) = e, s(e, 1) = e, t(e, 1) = t(e) and (e, i) = (e, 1− i).
Lemma 1.9 Let T be a tree and Γ a connected graph. Let ψ : Γ → T a
surjective, locally injective graph morphism. Then ψ is an isomorphism.
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Proof. See e. g. [45, Lem. I.5]. 
2 Formal Language Theory for Groups
Throughout this section all alphabets are assumed to be finite and G denotes
a finitely generated group. The word problem of G is defined with respect to a
surjective homomorphism π : Σ∗ → G. We let
WPπ(G) = {w ∈ Σ
∗ | π(w) = 1 } .
When the homomorphism π is clear from the context or it is not important
we write simply WP(G). The word problem of G is decidable if and only if
and WP(G) ⊆ Σ∗ is a decidable language. This means there in algorithm
which on input w ∈ Σ∗ decides whether w ∈ WP(G). If yes, then π(w) =
1 in G. Otherwise, if no, then π(w) 6= 1 in G. We are interested only in
properties, like decidability of the word problem, which do not depend on the
chosen presentation π, but on G, only.
In the following, we discuss some few families C of formal languages L ⊆ Σ∗,
where C is closed under inverse homomorphisms. This means, if h : Σ∗ → ∆∗ is a
homomorphism between free monoids and L ∈ C with L ⊆ ∆∗, then h−1(L) ∈ C,
too. All language classes in the so-called Chomsky hierarchy are closed under
inverse homomorphisms. We focus on the lower levels in this hierarchy. These
are regular and context-free languages.
2.1 Regular Languages
We start with the notion of regular language, but we do it in broader context
and consider subsets of some arbitrary monoid M . Therefore, we distinguish
between recognizable and rational subsets of M . A subset L ⊆ M is called
recognizable, if there is homomorphism h : M → N to a finite monoid N such
that h−1(h(L)) = L.
The class of recognizable sets is obviously closed under inverse homomor-
phisms. It is a Boolean algebra, this means it is closed under finite union and
complementation. There is an easy description of recognizable subsets in groups:
L is a recognizable subset in a group G if and only if there is a subgroup H of
finite index such that L is a union of left cosets gH with g ∈ G. In particular,
the one-element set { 1 } is recognizable if and only if the group is finite.
Therefore, recognizable subsets of groups are not a very interesting class. In
the context of groups another definition is more interesting. Let M be again an
arbitrary monoid. The class RAT(M) of rational subsets is inductively defined
as follows (see also Section 1.1 of Chapter 1).
• Finite subsets of M are rational.
• If K,L ∈ RAT(M), then K ∪ L ∈ RAT(M).
• If K,L ∈ RAT(M), then K · L = { xy ∈M | x ∈ K, y ∈ L } ∈ RAT(M).
• If L ∈ RAT(M), then the generated submonoid L∗ ∈ RAT(M).
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Note that here L∗ does not denote the free monoid, but the submonoid
generated by L. It will become clear from the context what we mean.
A classical result in formal language theory is Kleene’s Theorem (Theo-
rem 2.1) stating that in finitely generated free monoids the recognizable and
rational sets coincide. Moreover, they also can be characterized by finite au-
tomata.
A non-deterministic finite automaton is a tuple A = (Q,Σ, δ, I, F ), where
Q is a finite set of states, Σ is a finite alphabet, δ ⊆ Q × Σ×Q is a transition
relation, I ⊆ Q is a set of initial states, and F ⊆ Q is a set of final states. We can
view A as an edge labeled finite directed graph. The automaton accepts a word
w = a1 · · · an if there is path labeled by w starting in some initial state p ∈ I
and ending in a final state q ∈ F . In pictures, initial states are indicated by
incoming arcs without source and final states have an inner circle. The following
automaton is non-deterministic, because the initial state has two outgoing arcs
labeled by a. It accepts the language { a, b }∗ a of words, where the last letter
is a.
a
b
a, b
If |I| ≤ 1 and if for every state p ∈ Q and letter a ∈ Σ there is at most one
transition (p, a, q) ∈ δ, then the automaton is called deterministic. The following
automaton is deterministic and it accepts again the language { a, b }∗ a.
a
b
b a
Theorem 2.1 (Kleene) Let Σ∗ be a finitely generated free monoid and L ⊆ Σ∗
be some language. Then the following statements are equivalent:
(i) L is recognizable.
(ii) L is accepted by some deterministic finite automaton.
(iii) L is accepted by some non-deterministic finite automaton.
(iv) L is rational.
A language L ⊆ Σ∗ meeting one of these conditions is also called regular.
Proof. First, we show that (i) implies (ii). Let h : Σ∗ → N be a homomor-
phism to a finite monoid N recognizing L, i. e., h−1(h(L)) = L. We can view
(N,Σ, δ, { 1 } , h(L)) as a deterministic finite automaton accepting L if we define
δ = { (n, a, n · h(a)) | n ∈ N, a ∈ Σ } .
The step from (ii) to (iii) is immediate. Hence, let A = (Q,Σ, δ, I, F ) be
any (non-deterministic) finite automaton accepting L ⊆ Σ∗. We are going to
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show that L is recognizable. Without restriction the states of the automaton
are numbers in Q = { 1, . . . , n }. A letter a ∈ Σ changes states, hence, the effect
of reading a letter yields a Boolean n × n matrix M(a), where M(a)i,j = 1 if
and only if (i, a, j) ∈ δ. Reading a word w = a1 · · ·an amounts to multiplying
M(w) =M(a1) · · ·M(an) in the finite monoid Bn×n of Boolean n× n matrices.
Now, if v, w,∈ Σ∗ with v ∈ L and M(w) = M(v), then w ∈ L, too. Hence,
Bn×n recognizes L.
Finally, we are going to show the equivalence between (iii) and (iv), i. e.,
that L is accepted by a finite automaton if and only if L is rational. Let
A = (Q,Σ, δ, I, F ) be a finite automaton accepting L ⊆ Σ∗. We show that L
is rational by a dynamic-programming paradigm. Again, we may assume that
Q = { 1, . . . , n }. For i, j ∈ Q and 0 ≤ k ≤ n we let Lki,j to be the language
which is accepted when considering i as the only initial state and j as the only
final state and restricting the path between i and j to use states q ∈ Q with
q ≤ k, only. In particular,
L0i,j =
{
{ε} ∪ { a ∈ Σ | (i, a, i) ∈ δ } for i = j,
{ a ∈ Σ | (i, a, j) ∈ δ } for i 6= j.
The finite union L =
⋃{
Lni,j
∣∣ i ∈ I, j ∈ F } is the accepted language of A.
Hence, in order to show that L is rational, it is enough to see that all Lki,j are
rational. This is now straightforward by induction since
Lki,j = L
k−1
i,j ∪ L
k−1
i,k (L
k−1
k,k )
∗Lk−1k,j .
For the proof that (iv) implies (iii), we start with a rational expression for
L. By structural induction on the expression it is an easy exercise to design a
non-deterministic finite automaton, accepting L. 
Example 2.2 Consider the following non-deterministic finite automaton ac-
cepting the all words over { a, b } ending in a positive even number of a’s.
a
a, b
a
b
a
b
If we number the states from left to right by 1, 2, 3, then we obtain the
following Boolean 3× 3 matrices.
M(a) =
0 1 01 0 1
1 0 0
 M(b) =
1 0 01 0 0
1 0 0

A word is accepted by the automaton if and only if the upper right entry in
the matrix M(w) is equal to 1. The entry means, it is “true” that there is a
w-labeled path from state 1 to state 3.
Corollary 2.3 (McKnight) A monoid M is finitely generated if and only if
every recognizable subset is rational.
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Proof. Let every recognizable subset be rational. The monoid M is recognized
by the trivial homomorphism M → {1}. Hence, by hypothesis, M is rational.
But every L ∈ RAT(M) is contained in some finitely generated submonoid of
M . Hence, M is finitely generated.
Now, let M be finitely generated. Consider a presentation π : Σ∗ → M
where Σ is finite. Let L ⊆ M be recognizable. Then K = π−1(L) ⊆ Σ∗ is
a regular. By Theorem 2.1 we find a rational expression for K. This gives a
rational expression for π(K) ⊆ M . (Rational sets are closed under homomor-
phisms.) We have L = π(K), hence the result. 
Corollary 2.4 (Anisimov) A finitely generated group G has a regular word
problem if and only if G is finite.
Proof. The singleton { 1 } is a recognizable subset of G if and only if and G is
finite. For a finitely generated group { 1 } is recognizable if and only if WP(G)
is recognizable which is equivalent of being rational or regular by Theorem 2.1.

LetM be a monoid, then every finitely generated submonoid is rational, but
the converse is false, in general. For example, consider N×N and N = { (0, 0) }∪
{ (m,n) ∈ N× N | m ≥ 1 }. The submonoid N is rational due the expression
N = (0, 0)∪(1, 0)·((0, 0)∪(0, 1))∗. However, letN ′ be generated by finitely many
elements (m1, n1), . . . , (mk, nk) of N , then (1,max {n1, . . . , nk }+1) belongs to
N \ N ′. Such a situation is impossible for subgroups as Anisimov and Seifert
showed. For the proof see Chapter 1, Theorem 1.5.
Proposition 2.5 ([2]) Let G be a group and H be a subgroup. Then H is a
rational set if and only if H is finitely generated.
2.2 The Chomsky Hierarchy
In this notes we are mainly interested in groups with a context-free word prob-
lem. Context-free languages are the Type-2 languages in the Chomsky hierarchy,
whereas the regular languages correspond to Type-3. Before we focus on context-
free languages we want to give an overview over the whole Chomsky hierarchy.
In order to do so we develop the concept of grammars in general.
Definition 2.6 A grammar (of Type-0) is a tuple G = (V,Σ, P, S) with the
following interpretation:
• V is the finite set of variables,
• S ∈ V is the start symbol or axiom,
• Σ is the finite set of terminal symbols,
• P ⊆ (V ∪ Σ)∗ × (V ∪ Σ)∗ is a finite semi-Thue system, called the set of
productions.
As for rewriting systems usual, we write λ → ρ ∈ P if (λ, ρ) ∈ P , and
αλβ =⇒
P
αρβ if λ → ρ ∈ P . A grammar G generates the language L(G) ={
w ∈ Σ∗
∣∣∣ S ∗=⇒
P
w
}
.
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A grammar G and the generated language L(G) are called to be of Type-i
for i = 0, 1, 2, 3 if the following conditions hold:
• Type-0 (recursively enumerable): There are no restrictions on λ→ ρ ∈ P .
• Type-1 (monotone or context-sensitive): All productions λ→ ρ ∈ P with
one possible exception satisfy |λ| ≤ |ρ|. The exception is S → ε. If this
production is included in P , then S must not occur in any right-hand-side
of a production.
• Type-2 (context-free): All productions λ→ ρ ∈ P satisfy |λ| ≤ 1.
• Type-3 (regular): For for all λ→ ρ ∈ P we have λ ∈ V and ρ ∈ Σ∗V ∪{ ε }.
In examples we use some standard notation: S is the axiom, capital letters
A,B, . . . denote variables and small letters a, b, . . . denote terminal symbols.
A→ α1 | · · · | αk is the so-called Backus-Naur short-hand notation for denoting
k productions A→ α1, . . . , A→ αk. Note that, although it is not immediately
visible from the definition, the Type-i languages form a subclass of the Type-j
languages for i > j.
Grammars are devices generating a language, whereas “machines” accept lan-
guages. The following table gives an overview over the grammars and machines
which generate resp. accept the different classes of the Chomsky hierarchy.
Grammar Type Languages Machines
0 recursively enumerable Turing machines
1 monotone, context-sensitive linear bounded automata
2 context-free push-down automata
3 regular finite automata
Finite automata were introduced above. Later we will define push-down au-
tomata. We do not define the other machines types because we only use push-
down automata in the sequel.
From the characterization with machines it follows that all classes of the
Chomsky hierarchy are closed under inverse homomorphisms. The idea is that,
if h : Σ∗ → ∆∗ is a homomorphism and M a machine accepting L ⊆ ∆∗, one
can construct a new machine accepting h−1(L) by simulating M on input h(w)
for w ∈ Σ∗. From the definition of the respective machine types it follows that
this new machine is of the same type. Therefore, the following definition makes
sense and does not depend on the presentation.
Definition 2.7 (Type-i Group) A finitely generated group is called a Type-i
group if its word problem is a Type-i language. It is called context-free if it a
Type-2 group (i. e., if its word problem is a context-free language).
Type-3 languages are exactly the regular languages since every Type-3 gram-
mar defines a finite automaton by viewing the variables as states and rules
A→ wB as transitions (A,w,B) ∈ δ. The same way a finite automaton can be
transformed into a Type-3 grammar. This implies that the Type-3 groups are
exactly the finite groups.
Examples for Type-1 groups are finitely generated linear groups, hyperbolic
groups or abelian groups. There are also examples for Type-1 groups which are
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not finitely presented as the free metabelian group or the group in Example 2.16.
No algebraic description for Type-1 groups is known.
The Type-0 groups are the finitely generated groups which can be embedded
into a finitely presented group by Higman’s embedding theorem [36, Thm. 7.1].
2.3 Context-Free Languages
Example 2.8 We give some basic examples of context-free languages. None of
them is regular. We sketch the proof for that in the first example, but similar
arguments apply to both of them.
• S → aSb | ε generates the language L = { anbn | n ≥ 0 }. Let h :
{ a, b }∗ → N recognize L, then we must have h(am) 6= h(an) for all
m 6= n. Hence, N is infinite, and therefore L is not regular.
• S → aSbS | ε recognizes the set of words w where the number of a’s is
equal to the number b’s and where for every prefix of w the number of
a’s is not less than the number b’s. It is the set of words with correct
bracketing, if a is an opening bracket “(” and b is a closing bracket “)”.
Example 2.9 Let FΣ be the free group with basis Σ. Then the word problem
WP(FΣ) is generated by the following context-free grammar.
S → aSa−1S | ε for all a ∈ Σ ∪ Σ−1
Definition 2.10 (Chomsky Normal Form) A context-free grammar is in
Chomsky normal form, if all productions are of the form S → ε, A→ BC with
A,B,C ∈ V or A→ a with A ∈ V and a ∈ Σ. If the rule S → ε exists, then S
must not occur on any right-hand side of a production.
It the following we use the well-known fact that context-free grammars can
be transformed into Chomsky normal form. This also shows that the Type-2
languages form a subclass of the Type-1 languages.
Let S = α0 =⇒
P
α1 =⇒
P
· · · =⇒
P
αk = w be some derivation of a word w.
We can view a derivation as a labeled rooted tree. Each node corresponds to
a variable or terminal symbol occurring in the derivation. The root is labeled
with the axiom S. The leaves are labeled with the letters from w or the empty
word. If a rule A→ ρ is applied in the derivation, then the corresponding node
has one child for every symbol of ρ.
Example 2.11 We consider the grammar of Example 2.8 with the rules S →
aSbS | ε. A derivation tree for the word aabbab is as follows:
S
a S
a S
ε
b S
ε
b S
a S
ε
b S
ε
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The following criterion is useful to prove that certain languages are not
context-free. The statement uses 5 quantifier alternations. However, this some-
what complicated statement has an amazingly simple proof.
Lemma 2.12 (Pumping Lemma) For every context-free language L there
exists some n ≥ 0 such that for all words z ∈ L of length at least n there
exists a factorization z = uvwxy with |vwx| ≤ n and 0 < |vx| such that for all
i ∈ N we have uviwxiy ∈ L.
Proof. We may assume that we have a context-free grammar G = (V,Σ, P, S)
in Chomsky normal form with L = L(G). Let S = α0 =⇒
P
α1 =⇒
P
· · · =⇒
P
αk = z
be some derivation of a word z. If z is long enough, there must be a variable
which occurs at least twice on some path from the root to a leaf in the derivation
tree, i. e., there is some A ∈ V such that S
∗
=⇒
P
uAy
∗
=⇒
P
uvAxy
∗
=⇒
P
uvwxy with
u, v, w, x, y ∈ Σ∗. We choose A so that in the derivation A
∗
=⇒
P
vAx
∗
=⇒
P
vwx no
other variable is repeated on any path and A is repeated only once. (See also
Figure 1.) Since G is in Chomsky normal form, this implies that |vwx| ≤ 2|V |
and vx 6= ε. 
S
A
A
u v w x y
Figure 1: Proof of the Pumping Lemma
Example 2.13 The language L = { anbncn | n ∈ N } is not context-free. In-
deed, by contradiction, consider a factorization anbncn = uvwxy according to
Lemma 2.12. Then |vwx| ≤ n implies that not all three letters a, b and c can
occur in the factor vwx. Say, c does not occur. Now, 0 ≤ |vx| implies that at
least one letter occurs in vx. Letting i = 0, we should have uwy ∈ L, but in
this word the number of c’s does not match the number of a’s or b’s.
However, the complement K = { a, b, c }∗ \ L is context-free: We can write
K = K1 ∪ K2 ∪ K3 as a union of three context-free languages. For this we
let K1 = { a, b, c }
∗ \ a∗b∗c∗, this language is regular and regular languages are
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context-free. We let K2 =
{
akbmcn
∣∣ k 6= m } and K3 = { akbmcn ∣∣ m 6= n }.
A possible context-free grammar for K2 is given by the following productions:
S → ATC | TBC, T → aT b | ε, A→ aA | a, B → bB | b, C → cC | ε.
A similar context-free grammar can be constructed for K3.
It follows that the class of context-free languages is not closed under com-
plementation.
A classical result of Anisimov [1] states that context-free groups are finitely
presented. The proof is not difficult and can be derived from Lemma 2.12.
Actually, the assertion can be made more precise since the finite presentation
is given by a context-free grammar. We need some preparation. For a subset
L in a free group FΣ let 〈〈L〉〉 denote the generated normal subgroup. Thus,
FΣ/〈〈L〉〉 is the quotient group where all elements of L are equal to 1. For a
grammar G = (V,Σ, P, S) we denote by FV ∪Σ/P the finitely presented group
given by the defining relations {λ = ρ | λ→ ρ ∈ P }. A variable A ∈ V is
called reachable, if there exists a derivation S
∗
=⇒
P
αAβ; it is called productive, if
there exists a derivation A
∗
=⇒
P
wA for some wA ∈ Σ∗. A context-free grammar
is called reduced, if all variables are reachable and productive. Given a context-
free grammar we can “reduce” it in polynomial time. Therefore, a context-free
grammar can always be assumed to be reduced. It was observed by Valkema
in his diploma thesis 1974 and independently later by Hotz that for a reduced
context-free grammar the group FV ∪Σ/P does not depend on the grammar, but
only on its generated language, see [26, 31]. For more general results beyond
context-free grammars see [12, 15].
Theorem 2.14 (Hotz Isomorphism) Let G = (V,Σ, P, S) be a reduced
context-free grammar and L = L(G) its generated language with 1 ∈ L. Then
the inclusion of Σ∗ into FV ∪Σ induces a canonical isomorphism:
ϕ : FΣ/〈〈L〉〉 → FV ∪Σ/P.
In particular, the minimal number of defining relations for FΣ/〈〈L〉〉 is a lower
bound on the number of productions P .
Proof. Since 1 ∈ L, we have 1
∗
⇐⇒
P
w for all w ∈ L. Hence, the canonical
homomorphism ϕ : FΣ/〈〈L〉〉 → FV ∪Σ/P is well-defined. Moreover, for each
A ∈ V there exists a word wA ∈ Σ∗ such that A
∗
=⇒
P
wA since every variable is
productive. Hence, A = wA in FV ∪Σ/P , and ϕ is surjective.
The words wA define also a surjective homomorphism ψ from (V ∪Σ)
∗ onto
Σ∗ by mapping A to wA for A ∈ V and leaving letters a ∈ Σ invariant. It
is enough to show that in FΣ/〈〈L〉〉 we have ψ(λ) = ψ(ρ) for all λ → ρ ∈ P ,
because then ψ ◦ϕ is the identity on FΣ/〈〈L〉〉; and ϕ is injective. Now consider
a production λ → ρ ∈ P . Because every variable is reachable, there exists a
derivation
S
∗
=⇒
P
αλβ
∗
=⇒
P
ψ(α)λψ(β) =⇒
P
ψ(α)ρψ(β)
∗
=⇒
P
ψ(α)ψ(ρ)ψ(β).
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We have λ
∗
=⇒
P
ψ(λ), hence ψ(α)ψ(λ)ψ(β) ∈ L(G) and ψ(α)ψ(ρ)ψ(β) ∈ L(G).
This yields ψ(α)ψ(λ)ψ(β) = ψ(α)ψ(ρ)ψ(β) ∈ FΣ/〈〈L〉〉, and finally ψ(λ) =
ψ(ρ) ∈ FΣ/〈〈L〉〉. 
Corollary 2.15 ([1]) Context-free groups and their finitely generated sub-
groups are finitely presented.
An analogue of Corollary 2.15 does not hold for groups with a Type-1 word
problem, in general. See the following example.
Example 2.16 Let F{a,b} and F{x,y} be free groups of rank two and let ϕ :
F{a,b} × F{x,y} → Z be the homomorphism which maps all generators a, b, x, y
to 1. The kernelK of ϕ is a finitely generated subgroup. Possible generators are
the three elements ab−1, xb−1, and yb−1. The group K is a standard example
of a finitely generated group which is not finitely presented. The word problem
of F{a,b}×F{x,y} is of Type-1. It shows that the analogue of Corollary 2.15 fails
for Type-1 groups.
We have seen the definition of context-free languages via grammars. Now,
we want to introduce machines which accept context-free languages. These are
the so-called push-down automata.
A PDA (push-down automaton) is given by a tuple M = (Q,Σ, Z, δ, q0, F ).
Here again Q denotes a finite set of states, Σ and Z are finite alphabets called
input and stack alphabet respectively, the transition table δ ⊆ Z∗QΣ∗ × Z∗Q
is finite, q0 ∈ Q is the initial state, and F ⊆ Q is a set of final states. A
configuration of M is a word α = γpw with γ ∈ Z∗, p ∈ Q, and w ∈ Σ∗. We
should think that γ is written on a stack and the top of the stack is the right
end of γ. The word w is written on an input tape and can be accessed from
the left, only. The machine is in state p. It can read a bounded suffix of γ
and a bounded prefix of w. Then it performs a transition from the transition
table. More formally, if α = γpu = γ′λpuv with (λpu, ρq) ∈ δ, then it can
switch to the configuration β = γ′ρqv. The idea is that the machine performs
the following actions: Read(u); pop(λ); push(ρ); change-state-to(q). Viewing
δ as a string rewriting system over the set of configurations, we can define the
accepted language of a PDA M by
L(M) =
{
w ∈ Σ∗
∣∣∣∣ q0w ∗=⇒δ p, p ∈ F
}
. (1)
That means M accepts a word w if it reaches a configuration with empty
stack and a final state after reading w. Note that for the accepted language for
PDAs there are several definitions in literature. The more common definitions
either require an empty stack or final state but generally not both. However,
all these conditions are equivalent and for our purposes requiring empty stack
and final state is more suited.
Theorem 2.17 Let Σ be a finite alphabet and L ⊆ Σ∗ be a language. Then L
is context-free if and only if there is a PDA M accepting L.
Proof. Let G = (V,Σ, P, S) be a context-free grammar. We construct a PDA
M = (Q,Σ, Z, δ, q0, F ) as follows. We let Q = {q0, q1}, Z = V ∪ Σ, F = {q1}
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and δ = {(Sq0, q1)} ∪ { (αq0, Aq0) | A→ α ∈ P } ∪ { (q0b, bq0) | b ∈ Σ }. That
means the input symbols are shifted to the stack and, if possible, backward
derivation steps are performed. It is straightforward to see, that q0w
∗
=⇒
δ
Sq0 if
and only if S
∗
=⇒
P
w. Hence, M accepts w if and only if w ∈ L(G).
For the other direction, let M = (Q,Σ, Z, δ, q0, F ) be a PDA. We introduce
an additional stack symbol # for the stack bottom, which in the first step is
written on the stack, and only can be removed when in a final state. The
new automaton is defined as M′ = (Q′,Σ, Z ′, δ′, q′0, F ) with Q
′ = Q ∪ {q′0},
Z ′ = Z ∪ {#}, δ′ = δ ∪ { (q′0,#q0), (#f, f | f ∈ F }.
Without loss of generality we may assume that δ′ ⊆ Z ′QΣ∗ × Z ′≤2Q ∪
{(q′0,#q0)}. In order to achieve this, rules of the form (pu, ρq) for p, q ∈ Q, u ∈
Σ∗, ρ ∈ Z∗ can be replaced by { (zpu, zρq) | z ∈ Z ′ }. Furthermore, we intro-
duce additional states for each (λpu, ρq) ∈ δ where |λ| > 1 or |ρ| > 2. A rule
(λpu, ρq) ∈ δ is replaced by a sequence of rules so that first, the stack top λ
is read into the state, then the transition is performed by only changing states
and finally the new stack symbols are written.
Now, we are ready to construct a grammar G = (V,Σ, P, S) for the language
accepted by M′. We let V = {S } ∪ Q × Z ′ × Q. The meaning of a variable
A = (p, z, q) ∈ V \ {S } will be the language which can be read by M′ when
starting in state p, consuming the stack top z and ending in state q. In order
to do so, we define production rules P as follows:
P = {S → (q0,#, f) | f ∈ F }
∪ { (p, z, q)→ u | (zpu, q) ∈ δ′ }
∪ { (p, z, q)→ u(r, y, q) | (zpu, yr) ∈ δ′, q ∈ Q }
∪ { (p, z, q)→ u(r, y, s)(s, x, q) | (zpu, xyr) ∈ δ′, q, s ∈ Q } .
It is straightforward to see that for all z ∈ Z, p, q,∈ Q we have{
w ∈ Σ∗
∣∣∣∣ zpw ∗=⇒δ′ q
}
=
{
w ∈ Σ∗
∣∣∣ (p, z, q) ∗=⇒
P
w
}
.
In particular, we have L(M) = L(M′) =
⋃
f∈F
{
w ∈ Σ∗
∣∣∣∣ #q0w ∗=⇒δ′ f
}
={
w ∈ Σ∗
∣∣∣ S ∗=⇒
P
w
}
= L(G). 
If M = (Q,Σ, Z, δ, q0, F ) is a push-down automaton such that for every
configuration α there is at most one configuration β with α =⇒
δ
β, then M is
called a special deterministic push-down automaton.
Remark 2.18 Usually, deterministic push-down automata are defined in the
literature to accept with final states, i. e., the language accepted by M is
L(M) =
{
w ∈ Σ∗
∣∣∣∣ q0w ∗=⇒δ zp, z ∈ Z∗, p ∈ F
}
. Languages which are ac-
cepted by a deterministic push-down automaton with final states are called de-
terministic context-free. We use another acceptance condition (on empty stack
and final state) because our condition arises in a natural way when dealing
with virtually free groups (see proof of Proposition 2.20). To make the dis-
tinction clear, our automata are called special deterministic PDA. It is easy to
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see that every language which is accepted by a special deterministic push-down
automaton is also accepted by some deterministic push-down automaton (ac-
cepting with final states), and hence deterministic context-free. Moreover, the
languages accepted by special deterministic push-down automata form a proper
subclass of the deterministic context-free languages as the following standard
example shows.
Example 2.19 Let L = { ambn | m ≥ n }. It is easy to see that L is accepted
by some deterministic PDA with final state. However, assume that L is accepted
by the special deterministic PDA M = (Q,Σ, Z, δ, q0, F ). Then, for m large
enough, there are by the pigeonhole principle i < j < n and q ∈ F such that
q0a
mbi
∗
=⇒
δ
q and q0a
mbj
∗
=⇒
δ
q. Now, we have q0a
mbibm−j+1
∗
=⇒
δ
qbm−j+1
∗
=⇒
δ
p ∈ F since i +m− j + 1 ≤ m. Hence, q0ambjbm−j+1
∗
=⇒
δ
qbm−j+1
∗
=⇒
δ
p ∈ F
and ambjbm−j+1 is accepted by M. However, ambm+1 6∈ L.
Hence, L is not accepted by a special deterministic push-down automaton.
Proposition 2.20 Let G be a finitely generated virtually free group. Then the
word problem WP(G) is accepted by some special deterministic push-down au-
tomaton.
Proof. Let FΣ be a free group of finite index and 1 ∈ R ⊆ G a subset which is in
one-to-one with FΣ\G via the canonical mapping g 7→ FΣg. Let ∆ = Σ∪Σ−1∪R.
Then ∆ is a finite subset of G and the inclusion defines a presentation π : ∆∗ →
G. We now construct a special deterministic push-down automaton with R ⊆ Q
such that q0 = 1 ∈ R is the initial state. The initial configuration on input
w ∈ ∆∗ is q0w. We construct the machine in such a way that it reads its input
and stops in some configuration ur where r ∈ R, u ∈ (Σ∪Σ−1)∗ is freely reduced
and π(w) = π(ur). That means w = 1 in G if and only if the PDA stops in
configuration ur where r = 1 and u = 1.
The PDA basically performs the reductions of the convergent rewriting sys-
tem (3) in Section 1.2. Let us make this more precise. Assume that the PDA
is in some configuration urv, where r ∈ R, u is the stack contents and freely
reduced, v is the remaining input, and π(w) = π(urv). If v = 1, we are done.
Otherwise, write v = av′, where a ∈ ∆ is a letter. Now, there are some s ∈ R
and w(r, a) ∈ (Σ ∪ Σ−1)∗ such that π(ra) = π(w(r, a)s). The PDA moves to
the configuration xsv′, where x is the freely reduced normal form of uw(r, a).
This can be done in one step because x differs only in a constant number of the
last symbols from uw(r, a). The necessary information can be stored in a finite
control.
Formally, the PDAM = (Q,∆, Z, δ, q0, F ) is described as follows: Let m be
some constant with m ≥ max { |w(r, a)| | r ∈ R, a ∈ ∆ }, R′ be a disjoint copy
of R and (Σ ∪Σ−1)′ a disjoint copy of Σ∪Σ−1. When writing equations in the
group we consider r ∈ R and its copy r′ ∈ R′ as the same group element and
likewise with a ∈ Σ ∪ Σ−1. We set Q = R ∪ R′, Z = Σ ∪ Σ−1 ∪ (Σ ∪ Σ−1)′,
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q0 = 1
′ ∈ R′, F = {q0}, and for a ∈ ∆, r′ ∈ R′, r ∈ R
(r′a, w(r′a)s) ∈ δ for s ∈ R with r′a = w(r′, a)s, w(r′, a) 6= 1
(r′a, s′) ∈ δ for s′ ∈ S′ with r′a = s′,
(xra, ys) ∈ δ for s ∈ R, x, y ∈ (Σ ∪ Σ−1)m with ra = w(r, a)s,
and y is the freely reduced normal form of xw(r, a),
(xra, ys) ∈ δ for s ∈ R, x, y ∈ (Σ ∪ Σ−1)′(Σ ∪ Σ−1)<m with ra = w(r, a)s
and y is the freely reduced normal form of for xw(r, a),
(xra, s′) ∈ δ for s′ ∈ R′, x ∈ (Σ ∪ Σ−1)′(Σ ∪ Σ−1)<m with ra = w(r, a)s′
and xw(r, a) reduces freely to 1.
It is easy to check that this PDA in fact is deterministic and performs the above
described computation. 
Corollary 2.21 Finitely generated virtually free groups are context-free.
Proposition 2.22 Let G be a group. If G has a context-free subgroup of finite
index, then G is context-free. If G is context-free, then every finitely generated
subgroup is context-free, too.
Proof. If H is context-free subgroup of G of finite index, then there is a PDA
accepting WP(H). A modification of the construction in the proof of Proposi-
tion 2.20 yields a PDA accepting WP(G). Details of the construction are left
to the reader. Thus, G is context-free. If G is context-free and H is finitely
generated subgroup, then we can choose monoid generators Σ′ for G and Σ for
H such that Σ ⊆ Σ′. It follows that WP(H) = WP(G)∩Σ∗ is context-free, too.

It is well-known that the class of deterministic context-free languages is
closed under complementation, see e. g. [30]. Thus, the languageK = { a, b, c }∗\
{ anbncn | n ∈ N } in Example 2.13 is a witness for a context-free language
which is not deterministic context-free.
Proposition 2.23 The free abelian group Z × Z is not context-free, but the
word problem WP(Z× Z) is the complement of a context-free language.
Proof. Consider the presentation π : { a, b, c }∗ → Z × Z which is given by
π(a) = (1, 0), π(b) = (0, 1), and π(c) = (−1,−1). By essentially the same
arguments as in Example 2.13 we obtain that WP(Z× Z) is not context-free,
but its complement is context-free. 
Let N be a subgroup of a finitely generated group G. We say that N has a
context-free enumeration [25], if there is a context-free language L ⊆ Σ∗ and a
presentation π : Σ∗ → G with π(L) = N . (Note that if we replace “context-free”
by “regular”, we just have an alternative definition of a rational subgroup. In
particular, every rational subgroup has a context-free enumeration.)
Theorem 2.24 ([25]) Let G be a finitely generated group and N be a normal
subgroup. Then N has a context-free enumeration if and only if N = 〈〈R〉〉 for
some finite set R ⊆ G.
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Proof. First, let N = 〈〈R〉〉 for some finite set R ⊆ G. Since G is finitely
generated, there is some finite generating set Σ. Then the following context-free
grammar generates a language which yields of context-free enumeration for the
normal subgroup N :
S → aSa−1S | r | ε for all a ∈ Σ ∪ Σ−1 and r ∈ R.
For the converse, let π : Σ∗ → G be a presentation with π(L) = N and
L ⊆ Σ∗ context-free. By Theorem 2.14 the group FΣ/〈〈L〉〉 is finitely presented
and hence 〈〈L〉〉 = 〈〈R〉〉 for some finite set R. Hence, N = 〈〈π(R)〉〉. 
Corollary 2.25 Let G be a finitely presented group and N be a normal subgroup.
Then N has a context-free enumeration if and only if G/N is finitely presented.
3 Bass-Serre Theory
The following results are from [45]. Our proofs differ from the original proofs
by using rewriting techniques as presented in Section 1, otherwise our notation
remains close to [45].
Definition 3.1 (Graph of Groups) Let Y = (V (Y ), E(Y )) be a connected
graph. A graph of groups G over Y is given by the following data:
(i) For each vertex P ∈ V (Y ) there is a vertex group GP .
(ii) For each edge y ∈ E(Y ) there is an edge group Gy such that Gy = Gy.
(iii) For each edge y ∈ E(Y ) there is an injective homomorphism from Gy to
Gs(y), which is denoted by a 7→ a
y. The image of Gy in Gs(y) is denoted
by Gyy.
Since we have Gy = Gy, there is also a homomorphism Gy → Gt(y) with a 7→ a
y.
The image of Gy in Gt(y) is denoted by G
y
y. Thus, for y ∈ E(Y ) with s(y) = P
and t(y) = Q there are two isomorphisms and inclusions:
Gy
∼
−→ Gyy ⊆ GP , a 7→ a
y,
Gy
∼
−→ Gyy ⊆ GQ, a 7→ a
y.
The graph of groups is called finite, if Y is a finite graph.
Example 3.2 Graphs of groups arise in a natural way in situations where a
group G acts on some connected graph X = (V,E) without edge inversion, i. e.,
e /∈ Ge for all e ∈ E. We let Y = G\X be the quotient graph with vertex
set V (Y ) = {Gv | v ∈ V } and edge set E(Y ) = {Ge | e ∈ E }. Choosing
representatives, we may assume V (Y ) ⊆ V and E(Y ) ⊆ E. For P ∈ V (Y ),
y ∈ E(Y ), we define vertex and edge groups as the stabilizers of the respective
representatives: GP = { g ∈ G | gP = P } and Gy = { g ∈ G | gy = y }. Note
that as abstract groups the vertex and edge groups are independent of the choice
of representatives since stabilizers in the same orbit are conjugate. Moreover,
for each y ∈ E(Y ), there are P,Q ∈ V (Y ) and gy, hy ∈ G such that s(y) = gyP
and t(y) = hyQ. Note that P and Q are uniquely determined by y, whereas
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for gy and hy only the left cosets gyGP resp. hyGQ are uniquely determined.
Hence, here is another choice involved. This yields two embeddings (with g =
gy, h = hy):
Gy
∼
−→ Gyy ⊆ GP ⊆ G, a 7→ a
y = gag,
Gy
∼
−→ Gyy ⊆ GQ ⊆ G, a 7→ a
y = hah.
(1)
Now, consider the representative fy of the inverse edge connecting fhyQ and
fgyP for some f ∈ G. Then Gy and Gfy are isomorphic and the inclusions
into the vertex groups have the same images as in (1). Hence, we have obtained
a well-defined graph of groups over Y . Note that we have a = gayg; hence,
hgaygh = ay and also hygy = gfyhfy.
We develop Bass-Serre theory by starting with an abstract graph of groups
G over a connected graph Y . We define its fundamental group π1(G) and the
Bass-Serre tree X˜, which can be seen as universal covering of Y . The group
π1(G) acts on X˜ and the quotient π1(G)\X˜ yields back the original graph of
groups G over Y .
We begin with the group F (G). It is defined to be the free product of the free
group FE(Y ) with basis E(Y ) and the groups GP with P ∈ V (Y ) modulo the set
of defining relations
{
yayy = ay
∣∣ a ∈ Gy, y ∈ E(Y ) }. We give an alternative
definition of F (G) in terms of a convergent semi-Thue system. As a set of
(monoid) generators we choose a disjoint union
Σ =
⋃
P∈V (Y )
(GP \ {1}) ∪ E(Y ).
Thus, the alphabet Σ is the disjoint union of the vertex groups without the
neutral elements together with the edges of the graph. We fix the alphabet Σ
throughout this section. Now, we have
F (G) = FΣ/
{
gh = [gh], yayy = ay
∣∣ P ∈ V (Y ), g, h ∈ GP ; y ∈ E(Y ), a ∈ Gy },
where [gh] denotes the element obtained by multiplying g and h in GP .
In addition, for each edge y ∈ E(Y ) with s(y) = P we choose a set Cy
of representatives of the left cosets GP /G
y
y with 1 ∈ Cy . Thus, each g ∈ GP
admits a unique factorization g = cay with c ∈ Cy and a ∈ Gy . We now define
a rewriting system SG ⊆ Σ∗ × Σ∗:
gh −→ [gh] for P ∈ V (Y ), g, h ∈ GP \ { 1 }
[cay]y −→ cyay for y ∈ E(Y ), c ∈ Cy , a ∈ Gy \ {1}
yy −→ 1 for y ∈ E(Y )
Proposition 3.3 We have F (G) = Σ∗/SG and SG is a convergent semi-Thue
system.
Proof. The homomorphism from Σ∗/SG to F (G) is induced by the inclusion of
Σ into the free product above. It is immediate that this is an isomomorphism.
Local confluence of SG follows by a direct inspection. We prove termination as
follows. Consider any derivation sequence
w0 =⇒
SG
w1 =⇒
SG
w2 =⇒
SG
w3 · · ·
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We have to show that it is finite. After finitely many steps the number of letters
y ∈ E(Y ) in each wi remains stable. If wi does not contain any y ∈ E(Y ), then
only length reducing rules can be applied. Thus, the sequence is finite. We
may assume that every word wi has a prefix uiy where no y ∈ E(Y ) occurs
in ui. Hence, after finitely many steps the prefix uiy remains stable and does
not change anymore. Termination follows now by induction on the number of
y occurring in w0. 
For P,Q ∈ V (Y ) we denote the set of paths from P to Q in Y with Π(P,Q);
more precisely
Π(P,Q) = { y1 · · · yk | s(y1) = P, t(yk) = Q, t(yi) = s(yi+1) for 1 ≤ i < k } .
Furthermore, we define subsets π(G, P,Q) of the group F (G) by the elements
g0y1 · · · gk−1ykgk ∈ F (G), which satisfy
y1 · · · yk ∈ Π(P,Q), gi ∈ Gs(yi+1), gk ∈ GQ for 0 ≤ i ≤ k. (2)
Note that π(G, P,Q) · π(G, Q,R) = π(G, P,R) and π(G, P, P ) is a group for
all vertices P ∈ V (Y ) whereas π(G, P,R) is not a group for P 6= R.
Definition 3.4 Let P ∈ V (Y ). The fundamental group of G with respect to
the base point P is defined as π1(G, P ) = π(G, P, P ).
Recall that we have made the hypothesis that Y is connected. Thus, there
exists a spanning tree T = (V (Y ), E(T )) of Y .
Definition 3.5 Let T be a spanning tree of Y . The fundamental group of G
with respect to T is defined by:
π1(G, T ) = F (G)/ { y = 1 | y ∈ T } .
Proposition 3.6 The canonical homomorphism ϕ from the subgroup π1(G, P )
of F (G) to the quotient group π1(G, T ) is an isomorphism.
Proof. For two vertices Q,R ∈ V (Y ) we write T [Q,R] = y1 · · · yk for the
sequence of edges of the unique shortest path from Q to R in the spanning tree
T . We can read the word T [Q,R] ∈ E(Y )∗ as an element in the group F (G).
This allows us to construct a homomorphism ψ : F (G)→ π1(G, P ) by ψ(y) =
T [P, s(y)] y T [t(y), P ] for y ∈ E(Y ) and ψ(g) = T [P,Q] g T [Q,P ] for Q ∈ V (Y )
and g ∈ GQ. The homomorphism ψ is well-defined because ψ(yayy) = ψ(ay).
Moreover, ψ is surjective and ψ(y) = 1 for all edges y ∈ E(T ). Hence, ψ
induces a surjective homomorphism of π1(G, T ) onto π1(G, P ). The composition
π1(G, T )
ψ
→ π1(G, P )
ϕ
→ π1(G, T ) is the identity. This shows the result. 
Proposition 3.6 shows in particular that the two definitions of a fundamental
group are independent of the choice of the base point or the spanning tree. As
an abstract group we denote it by π1(G). It is the fundamental group of the
graph of groups G over the connected graph Y .
Corollary 3.7 The canonical mapping from the subset π(G, P,Q) of F (G) to
the quotient group π1(G, T ) is a bijection.
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Proof. Choose an edge sequence T [Q,P ] in the spanning tree from Q to P .
Then the mapping g 7→ gT [Q,P ] yields a bijection between π(G, P,Q) and
π1(G, P ). The image of g and of gT [Q,P ] in π1(G, T ) is the same. The result
follows by Proposition 3.6. 
Corollary 3.8 Let GP be a vertex group. The canonical homomorphism of GP
to π1(G, T ) is injective.
Proof. By Proposition 3.6 we may identify π1(G, T ) with π1(G, P ). We have
π1(G, P ) ⊆ F (G), but all elements of GP are irreducible with respect to the
convergent semi-Thue system SG of Proposition 3.3. Thus, GP ⊆ π1(G, P ) ⊆
F (G). 
Assume the graph of groups G is constructed as in Example 3.2 over the
graph Y = G\X . Using the same notation as in (1) we can define a mapping
ϕ(y) = gyhy ∈ G for every edge y ∈ E(Y ). As remarked in Example 3.2 we
have ϕ(y) = hygy = ϕ(y). In addition, for g ∈ GP , P ∈ V (Y ) we let ϕ(g) = g.
Since ϕ(yayy) = ϕ(y)ϕ(ay)ϕ(y) = hygya
ygyhy = a
y = ϕ(ay), we obtain a well-
defined homomorphism ϕ : F (G) → G. Its restriction to the vertex groups GP
is injective because ϕ(g) = g for g ∈ GP . Let us consider the restriction of ϕ to
π1(G, P ).
Proposition 3.9 The restriction ϕ : π1(G, P )→ G is surjective.
Proof. Let g ∈ G. Recall that we assumed X to be connected. Hence, we can
find a path
P = e0P0
f1y1−→ e1P1 · · ·
fkyk−→ ekPk = gP
such that Pi ∈ V (Y ), yi ∈ E(Y ), P0 = Pk = P , ei, fi ∈ G, and e0 = 1. The
source of each yi is fiei−1Pi−1 and its target is fieiPi. Hence, fiei−1 ∈ gyiGPi−1
and fiei ∈ hyiGPi , where gyi and hyi are as in Example 3.2. Therefore, we
have ei−1ei = ei−1fifiei ∈ GPi−1gyihyiGPi = GPi−1ϕ(yi)GPi . It follows that
ek = ϕ(g0y1g1 · · · ykgk) for appropriate gi ∈ GPi . Moreover, y1 · · · yk ∈ Π(P, P )
and gek ∈ GP . Hence, ϕ : π1(G, P )→ G is surjective. 
Example 3.10 Let Y = (V,E) be a finite nonempty connected graph with n
vertices and m edges and GP = { 1 } for all vertices P ∈ V . Then π1(G) is
the usual fundamental group of an undirected graph. It is a free group of rank
m− n+ 1. In its simplest form Y is the following graph:
P
{y1, y1}
{y2, y2}
.
.
.
{ym, ym}
Then π1(G) is the free group with basis {y1, . . . , ym}.
23
Example 3.11 Let GP and GQ be two groups with a common subgroup Gy =
GP ∩GQ. Then the amalgamated product GP ⋆Gy GQ of GP and GQ over Gy
is the fundamental group of the graph of groups over Y , where Y is as follows:
P Q
{y, y}
Example 3.12 Let G be a graph of groups over the following graph:
P {y, y}
Then the fundamental group π1(G) is the HNN-extension with stable letter y
which is defined as
π1(G) = GP ⋆ F{y}/
{
yayy = ay
∣∣ a ∈ Gy } .
3.1 Britton Reductions over Graphs of Groups
For some purposes we do not need unique normal forms, hence the rewriting sys-
tem SG is too precise and too complicated. The following observation gives rise
to another rewriting system: If w = g0y1 · · · gk−1ykgk with y1 · · · yk ∈ Π(P,Q),
gi ∈ Gs(yi+1), and yigiyi+1 = ya
yy for some i with a ∈ Gy (note that this implies
yayy
∗
=⇒
SG
ay), then also y1 · · · yi−1yi+2 · · · yk ∈ Π(P,Q) and
g0y1 · · · gi−2yi−1[gi−1a
ygi+1]yi+2gi+2 · · · ykgk ∈ π(G, P,Q).
Motivated by Example 3.12, this leads to the notion of Britton reduction.
Britton reductions are given by the rewriting system BG ⊆ Σ∗ × Σ∗ with the
following rules:
gh −→ [gh] for P ∈ V (Y ), g, h ∈ GP \ {1}
yayy −→ ay for y ∈ E(Y ), a ∈ Gy
As BG is length reducing, it is terminating. A word is called Britton-reduced
if no rule of BG can be applied. Furthermore, the reflexive, symmetric and
transitive closures
∗
⇐⇒
BG
and
∗
⇐⇒
SG
are the same. In particular, F (G) = Σ∗/BG .
Remark 3.13 The following facts are crucial:
(i) If g0x1 · · · gk−1xkgk
∗
=⇒
SG
h0y1 · · ·hℓ−1yℓhℓ, with x1 · · ·xk ∈ Π(P,Q), then
y1 · · · yℓ ∈ Π(P,Q), too.
(ii) If g ∈ π(G, P,Q) with g = g0y1 · · · gk−1ykgk ∈ IRR(BG), then the path
y1 . . . yk ∈ Π(P,Q) is uniquely defined by g. If we have g
∗
=⇒
SG
gˆ ∈ IRR(SG),
then the “y-sequence” y1 . . . yk does not change, and we can write gˆ =
c0y1 · · · ck−1ykg˜k as a word in Σ∗ where ci ∈ Cyi+1 and g˜k ∈ GQ. Moreover,
the prefix c0y1 · · · ck−1yk depends on gGQ, only.
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Remark 3.13 gives us an easy algorithm for the decidability of the word
problem of π1(G, P ).
Corollary 3.14 Let G be a graph of groups with underlying graph Y . For all
y ∈ E(Y ) let the membership problem of Gyy in Gs(y) be decidable and let the
word problem for GP be decidable for some P ∈ V (Y ). Furthermore, let the
isomorphisms Gyy → G
y
y be effectively computable for all y ∈ E(Y ). Then the
word problem of π1(G, P ) is decidable.
Here, the membership problem of a subgroup H in a group G is to decide
whether a given g ∈ G is contained in H .
Proof. Apply Britton reductions until it is not possible anymore. Britton re-
ductions can be effectively computed since the membership problem for Gyy in
Gs(y) is decidable and the isomorphisms G
y
y → G
y
y are computable. If at the
end there is still some y in the resulting word, the input word is not equal to
1 in π1(G, P ). Otherwise, the algorithm for the word problem in GP is applied.

Note that Corollary 3.14 does not state anything about the complexity. The
problem is that even if all computations can be performed efficiently, the blow up
due to the calculations of the isomorphisms Gyy → G
y
y might prevent an efficient
solution of the word problem in π1(G, P ). An example is the Baumslag group
BG(1, 2) =
〈
a, t, b
∣∣ tat−1 = a2, bab−1 = t 〉 which is an HNN-extension of the
Baumslag-Solitar group BS(1, 2). For this group, the straightforward algorithm
as in Corollary 3.14 leads to a non-elementary running time (i. e., there is no
fixed tower of exponentials as bound for the running time). However, in [39] it
is shown that the word problem still can be solved in polynomial time by using
super exponential compression of the intermediate results.
3.2 Bass-Serre Tree
Let G be a graph of groups over Y . Our construction of the Bass-Serre tree for
G relies on the convergent semi-Thue system SG of Proposition 3.3.
We define the Bass-Serre tree X˜ as a subset of IRR(SG). Since IRR(SG) is
a prefix-closed subset of Σ∗, there is a natural tree structure given by the prefix
relation on words. First, we fix a vertex P0 ∈ V (Y ) as a base point. The nodes
in X˜ are the words v = c0y1 · · · ck−1yk ∈ IRR(SG) such that v ∈ π(G, P0, P ) for
some P ∈ V (Y ), i. e., y1 . . . yk ∈ Π(P0, P ) and ci ∈ Cyi+1 (the system of coset
representatives). The root of X˜ is the empty word 1. If v = c0y1 · · · ck−1yk is
a node, then the children of v are the words vcy where vcy ∈ IRR(SG). We
label such an edge from v to its child by cy. This means either k = 0 or c 6= 1
or k > 0 and y 6= yk. If v = c0y1 · · · ck−1yk is not the root (i. e., k > 0), then
c0y1 · · · ck−2yk−1 is the parent node of v. We label this edge from v to its parent
by yk. The node P = t(yk) is uniquely defined by v. Moreover, for each edge
y = P → Q ∈ E(Y ) and each c ∈ Cy there is a unique edge leaving v with label
cy.
The nodes of X˜ are in canonical bijection with the disjoint union⋃
{π(G, P0, P )/GP | P ∈ V (Y ) }. In fact, the map c0y1 · · · ck−1yk 7→
c0y1 · · · ck−1ykGt(yk) is a bijection since by Remark 3.13 its inverse
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is well-defined. The edge set of X˜ corresponds to the disjoint union⋃{
π(G, P0, s(y))/Gyy
∣∣ y ∈ E(Y ) }. An edge
c0y1 · · · ck−1yk
cy
−→ c0y1 · · · ck−1ykcy
of X˜ is mapped to the element c0y1 · · · ck−1ykcGyy and gG
y
y = gyGyy. The
incidences are s(gGyy) = gGs(y) and t(gG
y
y) = s(gyG
y
y) = gyGt(y), i. e., the
source of an edge is defined by setwise inclusion.
Using Corollary 3.7 we may identify π(G, P0, P ) with the fundamental group
π1(G, T ). Therefore, we may write vertex and edge sets as disjoint unions:
V (X˜) =
⋃
{π1(G, T )/GP | P ∈ V (Y ) } ,
E(X˜) =
⋃{
π1(G, T )/G
y
y
∣∣ y ∈ E(Y ) } .
Vertices in V (X˜) are denoted as gGP · P with gGP ∈ π1(G, T )/GP and
P ∈ V (Y ). Likewise we denote edges as gGyy · y. With this notation we have
gGyy · y = gyGyy · y.
There is a natural action of π1(G, T ) on the Bass-Serre tree X˜. Obviously
the action is without edge inversion. We have
π1(G, T )\X˜ = Y.
3.3 Groups Acting on Trees
Now, we resume with the situation as in Example 3.2 and Proposition 3.9.
Hence, G denotes a group acting on some connected graph X without edge
inversion. We let Y = G\X be the quotient graph and G be the resulting
graph of groups. By Proposition 3.9, we obtain a surjective homomorphism
ϕ : π1(G, P0) → G defined by ϕ(g) = g for all P ∈ V (Y ), g ∈ GP and
ϕ(y) = gyhy for y ∈ E(Y ) and s(y) = gyP , t(y) = hyQ with P,Q ∈ V (Y ).
Let T = (V (Y ), E(T )) be a spanning tree of Y . We may choose our rep-
resentatives V (Y ) ⊆ V (X) and E(Y ) ⊆ E(X) such that the representatives
for T form a connected subgraph T ′ of X which lifts T . As representatives
for edges of Y not contained in T we choose edges having their source in T ′.
In particular, we have gy = 1 for all y ∈ E(Y ) and ϕ(y) = hy = 1 for all
y ∈ E(T ). Now, ϕ factorizes through π1(G, T ); and ϕ induces a surjective
homomorphism of the fundamental group π1(G, T ) onto G. For simplicity we
denote is as ϕ : π1(G, T )→ G, again
Consider the Bass-Serre tree X˜ as defined in the precedent section. Its vertex
set is the disjoint union V (X˜) =
⋃
{ π1(G, T )/GP | P ∈ V (Y ) } and its edge
set is the disjoint union E(X˜) =
⋃{
π1(G, T )/Gyy
∣∣ y ∈ E(Y ) }. We define a
mapping ψ : X˜ → X by
ψ(gGP · P ) = ϕ(g)P for P ∈ V (Y ),
ψ(gGyy · y) = ϕ(g)y for y ∈ E(Y ).
By the choice of representatives for Y , we see that ψ is actually a graph mor-
phism.
Lemma 3.15 The morphism ψ is a locally injective epimorphism.
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Proof. The surjectivity follows immediately from the definition and the surjec-
tivity of ϕ.
Since for each ϕ(g)P ∈ V (X) and each y ∈ E(Y ) leaving P we
can write the stabilizer Gϕ(g)P = ϕ(g)GPϕ(g)
−1 as a disjoint union⋃{
ϕ(g)cGyyϕ(g)
−1
∣∣ c ∈ Cy }, we see that each edge leaving v lifts uniquely
to an edge leaving a fixed point v′ ∈ V (X˜) with ψ(v′) = v. 
The following result describes the structure of a group acting on a tree
without edge inversion as a fundamental group of a graph of groups. It is the
central result in Bass-Serre theory.
Theorem 3.16 ([45]) Let G be a group acting on a connected graph X without
edge inversion and let G be the associated graph of groups over Y = G\X. Let
T be a spanning tree of Y , ψ : X˜ → X and ϕ : π1(G, T ) → G as above. Then
the following assertions are equivalent:
(i) The graph X is a tree.
(ii) The morphism ψ : X˜ → X is an isomorphism of graphs.
(iii) The homomorphism ϕ : π1(G, T )→ G is an isomorphism of groups.
Proof. By Lemma 3.15 ψ : X˜ → X is a locally injective epimorphism.
Lemma 1.9 yields the equivalence between (i) and (ii).
It remains to show the equivalence of (iii) and (ii). By Lemma 3.15, ψ is
surjective, and hence ψ : X˜ → X is an isomorphism if and only if ψ is injective
on the set of vertices. We also know that ϕ : π1(G, T )→ G is surjective. Thus,
we have to show that ψ is injective on vertices if and only if ϕ is injective.
By definition, a vertex gGP ·P of the Bass-Serre tree is mapped to the vertex
ϕ(g)P . If ϕ is not injective, then there is 1 6= g ∈ π1(G, T ) with ϕ(g) = 1. We
have g 6∈ GP because by definition ϕ is injective on the vertex groups. Hence,
we have gGP · P 6= GP · P ∈ V (X˜), and ψ(gGP · P ) = ϕ(g)P = P = ψ(GP · P ).
Thus, ψ is not injective on vertices.
Let ϕ be injective. From ψ(gGP · P ) = ψ(hGQ ·Q), i. e., ϕ(g)P = ϕ(h)Q, it
follows that P = Q and gh ∈ GP . Hence, gGP · P = hGQ · Q. This proves the
equivalence between (ii) and (iii). 
Serre’s well-known characterization of free groups becomes a direct corollary.
Recall that a group acts freely on a graph if all the vertex stabilizers are trivial.
Corollary 3.17 ([45]) A group G is free if and only if G acts freely on a tree
without edge inversion. In particular, subgroups of free groups are free.
Proof. A group acts freely on its Cayley graph. If the group is free we can
choose the Cayley graph to be a tree and the action to be without edge inversion.
The other direction follows from Theorem 3.16 because the fundamental group
π1(G, T ) is free, if all vertex groups are trivial. 
Theorem 3.16 yields also Schreier’s formula for subgroups of finite index of
free groups. This formula can be generalized as follows.
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Corollary 3.18 ([33][10, II.3.7]) Let G be a finite graph of groups with finite
vertex groups. Let G = π1(G, T ) and let F be a free subgroup of G of finite index
and r(F ) its rank. Then the following equation holds:
r(F ) − 1
(G : F )
=
∑
y∈E(Y )
1
2 · |Gy|
−
∑
P∈V (Y )
1
|GP |
Proof. Let X˜ be the Bass-Serre tree. Since F has trivial intersection with
the vertex stabilizers, it acts freely and without inversion on X˜. Hence, F
is isomorphic to the fundamental group of F\X with all vertex groups being
trivial. Let T ′ be a spanning tree of F\X . Then as above the unoriented edges
of F\X − E(T ′) form a basis of F . This yields
r(F ) =
1
2
|E(F\X)| − (|V (F\X)| − 1) .
Note, that the factor 1/2 appears because we count every unoriented edge twice.
By the construction of X˜, we know for the number of edges:
|E(F\X)| =
∑
y∈E(Y )
∣∣F\(G/Gyy)∣∣ = ∑
y∈E(Y )
∣∣(F\G)/Gyy∣∣ = ∑
y∈E(Y )
(G : F )
|Gy |
The analogue formula holds for vertices. Hence, the result follows. 
Proposition 3.19 ([10, II.3.7]) Let G be a graph of groups over a finite graph
Y with finite edge groups such that π1(G) is finitely generated. Then the vertex
groups are finitely generated, too.
Proof. Let Z be the union over all edge groups and P ∈ V (Y ) a fixed vertex.
For each vertex Q ∈ V (Y ) let ΣQ be some generating set of the vertex group GQ.
There is a finite generating set Σ of π1(G) = π1(G, P ) inside
⋃
{ΣQ | Q ∈ V }∪
E(Y )∪Z such that E(Y )∪Z ⊆ Σ. Consider any generator g ∈ ΣP . It is enough
to show that g can be expressed as a word in (Σ ∩ GP )∗. To see this, write g
as a shortest word in π(G, P, P ) (according to (2)) with letters from Σ. Assume
this word contained a factor yayy for some y ∈ E(Y ) and a ∈ Gy. Then we
could perform a Britton reduction replacing yayy by ay. This would lead to a
shorter word in Σ∗ because E(Y ) ∪ Z ⊆ Σ. Hence, the word representing g is
Britton reduced. Now, a Britton reduced word in π(G, P, P ) for an element in
GP uses letters from Σ ∩ΣP , only. 
3.4 Finite Vertex Groups
The aim of this section is to show that the fundamental group of a finite graph
of groups with finite vertex groups is virtually free. The result is due to Karrass,
Pietrowski and Solitar [33]. Here, we present the proof from [10, II.3.6]. The
converse is due to [33], too: virtually free groups are the fundamental groups
of finite graphs of groups with finite vertex groups. (Recall our convention that
virtually free groups are, by definition, finitely generated, see Definition 1.4.)
We will prove this fact in Sections 5 and 6.
An action of a group G on a set X can be viewed as a homomorphism
α : G→ Sym(X), where Sym(X) denotes the symmetric group over X .
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Lemma 3.20 Let G be a group acting freely on a finite set X in two ways
α, β : G → Sym(X). Then there is some ϕ ∈ Sym(X) such that for all g ∈ G
we have
α(g) = ϕ−1 ◦ β(g) ◦ ϕ.
Proof. Since both actions are free, we can choose systems of representatives
R,S ⊆ X such that X =
⋃
r∈R α(G)(r) =
⋃
s∈S β(G)(s) where the unions are
disjoint. Because X is finite, we have |R| = |S|, i. e., there is a bijection between
these two sets, which can be extended to X via α(g)(r) 7→ β(g)(s) whenever
R ∋ r 7→ s ∈ S. One can easily verify that this bijection is the element ϕ we
were looking for. 
Theorem 3.21 ([33]) Let G be a graph of groups over a finite connected graph
Y with finite vertex groups. Then the fundamental group π1(G) has a finitely
generated free subgroup of finite index. Thus, π1(G) is a finitely generated vir-
tually free group.
Proof. Let X be some finite set such that |GP | divides |X | for every vertex
P ∈ V (Y ). Therefore, for each P we can choose a free action of GP on X , and
hence an injective homomorphism GP → Sym(X). For each edge group Gy we
obtain two free actions on X . By Lemma 3.20, for each y ∈ E(Y ) we can choose
some ϕ = ϕ(y) ∈ Sym(X) such that the following diagram commutes.
Gs(y) // Sym(X)
σ 7→ϕ−1◦σ◦ϕ

Gy
66♠♠♠♠♠♠
((◗◗
◗◗
◗◗
Gt(y) // Sym(X)
The universal property of the group F (G) yields a homomorphism h : F (G) →
Sym(X) such that restriction to GP is injective. We fix some P ∈ V (Y ) and we
let F be the kernel of h inside π1(G, P ). Thus, F = { g ∈ π1(G, P ) | h(g) = 1 }.
Then we have F ∩ GQ = {1} for all Q ∈ V . This means that the group F acts
freely on the Bass-Serre tree. Since π1(G, P ) acts without edge inversion, the
same is true for F . We conclude that F is free by Corollary 3.17. Furthermore,
we have [π1(G, P ) : F ] < ∞, because |X | < ∞. Thus, by Corollary 3.18, F is
finitely generated. 
3.5 Embedding into Semidirect Products
Using an approach by Dahmani and Guirardel in [9], the proof of Theorem 3.21
can be refined to show that every fundamental group of a finite graph of finite
groups and thus, by the results of the following sections, every virtually free
group G, can be embedded in a special way into a semidirect product F ⋊ Q
where F is free and Q is a finite quotient group of G.
Proposition 3.22 Let G be a graph of groups over a finite connected graph Y
with finite vertex groups. Then there is a finite quotient group Q, a finite graph
Γ, and an orientation S+ of its edge set such that π1(G) embeds into a semidirect
product FS+⋊Q where the action of Q on the free group FS+ is induced by graph
morphisms on Γ (in particular, it is by permutations of vertices). Moreover, the
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embedded group π1(G) satisfies π1(G) ∩ FS+ = π1(Γ, P ) (seen as subgroup of
FS+) for some vertex P ∈ V (Γ).
Note that here π1(Γ, P ) is the fundamental group of the graph of groups where
all vertex groups are trivial (i. e. the fundamental group as a topological space).
Proof. Let G = π1(G, P0) for some P0 ∈ V (Y ) and let F be the free normal
subgroup constructed in the proof of Theorem 3.21 and Q the quotient G/F ,
and ϕ : G→ Q the projection. Recall that G acts on the Bass-Serre tree X˜ by
left multiplication. Thus, we can form the quotient graph Γ = F\X˜, which is
finite because for every G-orbit of vertices (resp. edges) of the Bass-Serre tree
there are at most |Q| vertices (resp. edges) in Γ. Moreover, the action of G on
X˜ induces an action of Q on Γ. Let S = E(Γ) be the set of edges of Γ and
S+ and orientation of it (one edge for every pair e, e). Since the action on X˜ is
without edge inversion, we obtain an action of Q on S+, which extends to an
action on FS+ = FS/{ ee = 1 | e ∈ S } denoted by (f, y) 7→
fy for f ∈ Q and
y ∈ FS+ . Now, we can define the semidirect product FS+ ⋊Q. Its elements are
denoted by [x, f ] with x ∈ FS+ and f ∈ Q. The multiplication in FS+ ⋊Q is
[x, f ] · [y, g] = [x fy, fg].
We define a map θ : G→ FS+ ⋊Q as
θ(w) = [ψ(w), ϕ(w)]
with ψ as follows: take the unique geodesic from GP0 · P0 (the “base point”) to
wGP0 · P0 in the Bass-Serre tree X˜ and project it to Γ. Now ψ(w) is defined
as the sequence of edges visited by the projected path (as a word over S). We
have to show that
• θ is a homomorphism,
• θ(F ) = π1(Γ, P ), and
• θ is injective.
The first point is due to the following observation: let v, w ∈ G = π1(G, P0). In
order to obtain the geodesic path from GP0 · P0 to vwGP0 · P0, we first follow
the geodesic from GP0 ·P0 to vGP0 ·P0, then we take the geodesic from GP0 ·P0
to wGP0 · P0 but “shift it by v” so that it becomes a path from vGP0 · P0 to
vwGP0 · P0; finally, in order to obtain the geodesic we have to reduce this path
in the middle where the two geodesics meet. In the quotient graph Γ, it suffices
to shift the path by ϕ(v); the reduction in the middle is done by freely reducing
the word in FS+ .
For the second point notice that θ(F ) ≤ FS+ because F is the kernel of ϕ. By
Theorem 3.16, ψ|F is an isomorphism F → π1(Γ, ⋆) ≤ FS+ where ⋆ = FGP0 ·P0
is the projection of the base point of the Bass-Serre tree. The third point follows
because ϕ(g) 6= 1 for g 6∈ F and, by the above, θ is injective on F . 
By Theorem 3.21 we know that every fundamental group of a finite graph
of finite groups is virtually free. Later, without using this section, we show the
result of [33] in “its full glory”: being the fundamental group of a finite graph of
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finite groups is the same as being a finitely generated virtually free group. Thus,
we obtain the following corollary. (The if-part is because subgroups of virtually
free groups are virtually free: if H ≤ G and the free group F has finite index k
in G, then H ∩ F is free by Corollary 3.17 and it has index at most k in H .)
Corollary 3.23 Let G be a finitely generated group. Then G is virtually free
if and only if G is a subgroup of a semidirect product of a finitely generated free
group by a finite group.
Remark 3.24 For an estimation on the size of Q = G/F we have some doubly
exponential bound in the size of G. Indeed, Q appears as subgroup in Sym(X)
where |X | ≤
∏
{ |GP | | P ∈ V (Y ) } is singly exponential in the size of G.
Example 3.25 One of the easiest and most prominent examples of an amalga-
mated product (fundamental group of a graph of groups with two vertices and
one connecting edge – see Example 3.11) is SL(2,Z), the special linear group of
2 × 2 matrices over Z. It is well-known that SL(2,Z) = Z/4Z ⋆Z/2Z Z/6Z. The
corresponding graph of groups consists of two vertices P,R and one undirected
edge { y, y }. The vertex groups are GP = Z/4Z = 〈ρ〉 and GR = Z/6Z = 〈δ〉;
the edge group is Gy = Z/2Z = 〈τ〉. Hence, ρ2 = τ = δ3 and τ2 = 1. Mapping ρ
to 3 and δ to 4, we obtain a surjective homomorphism G→ Q where Q = Z/12Z.
The kernel is a free group F of index 12 in G. (It is well-known that F is equal
to the commutator subgroup [G,G].) The free subgroup F is the fundamental
group of the graph Γ depicted in Figure 2. (In our case Γ is the complete bi-
partite graph K32.) Choosing c and f as bridges we have F = F (bdca, befa), a
P1
Pδ
Pδ2
R1
Rρ
a
b
c
d
fe
Figure 2: The graph Γ for SL(2,Z) with oriented edge set S+ = { a, . . . , f } and
bridges c and f .
free group of rank 2. The action of Q on Γ is as follows: ρ stabilizes the vertices
Pα and δ stabilizes the vertices Rβ . We can identify Q/GP =
{
1, δ, δ2
}
and
Q/GR = { 1, ρ }. Without restriction δPα = Pδα and ρRβ = Rρβ . We see that
the action of Q on Γ is not faithful. Therefore, we really need both factors of
the semidirect product to obtain an injective mapping.
We conclude that SL(2,Z) embeds into a semidirect product of a free group
of rank 6 by Z/12Z acting as permutations on the basis of the free group.
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4 Pregroups and Geodesic Rewriting Systems
We now turn to the notion of pregroup in the sense of Stallings [47, 48].
Definition 4.1 (Pregroup) A pregroup P consists of a set P together with a
partial multiplication D → P , (x, y) 7→ xy for some D ⊆ P ×P (the domain of
the multiplication – if (x, y) ∈ D, we say xy is defined), an involution P → P ,
x 7→ x, and a distinguished element 1P ∈ P such that the following conditions
are fulfilled:
(P1) (1P , x), (x, 1P ) ∈ D and 1Px = x1P = x for all x ∈ P .
(P2) (x, x), (x, x) ∈ D and xx = xx = 1P for all x ∈ P .
(P3) For x, y, z ∈ P with (x, y), (y, z) ∈ D (i. e., xy, yz are defined):
(xy, z) ∈ D if and only if (x, yz) ∈ D.
Moreover, whenever (xy, z), (x, yz) ∈ D, then (xy)z = x(yz) and we sim-
ply write xyz.
(P4) For w, x, y, z ∈ P we have:
(w, x), (x, y), (y, z) ∈ D implies (w, xy) ∈ D or (xy, z) ∈ D.
Note that the involution is not required to be without fixed points. Stallings’
original description also contained one more requirement: if xy is defined, then
so is y ·x, and (xy) = y ·x. This, however, is an immediate consequence of (P1),
(P2), and (P3).
Every group G is a pregroup. Moreover, if P ⊆ G is closed under forming
inverses, then (P1)–(P3) are fulfilled. However, (P4) is a strong additional
requirement, which finally implies that a pregroup defines a geodesic rewriting
system.
Definition 4.2 (Universal Group) The universal group U(P ) of a pregroup
P is defined as
U(P ) = P ∗/ { ab = c, 1P = 1 | (a, b) ∈ D, ab = c } .
It follows from (P2) that U(P ) in fact is a group. It is universal with the
following property: Given a group G and a map ϕ : P → G, with ϕ(a)ϕ(b) =
ϕ(ab) for all a, b ∈ P , whenever ab is defined. Then there is a unique group
homomorphism U(P )→ G extending ϕ.
Example 4.3 If Σ is any set, then the disjoint union P = {1P } ∪Σ ∪Σ where
Σ is a copy of Σ yields a pregroup with involution given by 1P = 1P , a = a for
all a ∈ Σ and pp = 1P for all p ∈ P . In this case the universal group U(P ) is
the free group FΣ.
Example 4.4 Let A and B be groups intersecting in a common subgroup H .
Consider the subset P = A∪B ⊆ A ⋆H B. Let D = A×A∪B ×B. The result
of the partial multiplication p · q is defined by the product in A resp. B. Then
P is a pregroup and we have U(P ) = A ⋆H B.
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Stallings [47] showed that the composition of the inclusion P → P ∗ with the
standard quotient map P ∗ → U(P ) is injective. In order to do so, he introduced
reduced forms of elements of U(P ), which are words in a1 . . . an ∈ P
∗ such that
(ai, ai+1) 6∈ D for all i. Then he showed that two such words represent the same
element in U(P ) if and only if they can be transformed into each other by a
finite sequence of rewriting steps of the form
a1 . . . ai ai+1 . . . an =⇒ a1 . . . [aic] [cai+1] . . . an,
where (ai, c), (c, ai+1) ∈ D. As before, [ab] denotes the element in P , whereas
ab denotes the word in P ∗. Here, we give a simpler proof, which follows [14], by
constructing a confluent rewriting system which defines U(P ).
Definition 4.5 For a pregroup P we can define a rewriting system SP ⊆ P ∗×
P ∗ by the following rules:
1P −→ 1 (= empty word)
ab −→ [ab] if (a, b) ∈ D
ab −→ [ac][cb] if (a, c), (c, b) ∈ D
Obviously, we have P ∗/
∗
⇐⇒
S
∼= U(P ).
Lemma 4.6 The rewriting system SP is confluent.
Proof. By checking all overlapping pairs of rules we can see that SP is strongly
confluent. Hence, by Theorem 1.1 it is confluent. 
Let S be some rewriting system. A geodesic word w.r.t S is a word which is
shortest among all words in its
∗
⇐⇒
S
-class.
Definition 4.7 A rewriting system S is called geodesic if every word can be
reduced to a geodesic by only applying length reducing rules (i. e., rules (ℓ, r) ∈ S
with |ℓ| > |r|).
In particular, if S is geodesic, then every w with w
∗
⇐⇒
S
1 can be reduced
to the empty word by only applying length reducing rules. Together with The-
orem 4.12, the next result shows that virtually free group can be defined by
geodesic rewriting systems (see also Chapter 1, Theorem 2.5).
Proposition 4.8 ([14]) The rewriting system SP is geodesic.
Proof. We start with a sequence w = a1 · · · an ∈ P ∗ to which no length reduc-
ing rule can be applied, i. e., there is no i such that aiai+1 is defined. We have
to show that w is a geodesic. By Lemma 4.6 SP is confluent, and hence we
know that w can be reduced to a geodesic by applying rules in SP . Therefore, it
is sufficient to show that after applying some symmetric rule of SP to w, there
is still no possibility to apply a length reducing rule. This can be done easily
by playing with the axioms (P3) and (P4) of a pregroup and we leave it to the
reader. 
Corollary 4.9 ([47]) The canonical map P → U(P ) is injective.
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From Proposition 4.8 it follows that every word representing the identity in
U(P ) can be reduced to the empty word by only applying length reducing rules
of SP . Reading these rules backward we obtain the following corollary.
Corollary 4.10 Let G = (P, P,R, 1P ) be the context-free grammar with vari-
ables and terminals P , productions R = { 1P → 1, [ab]→ ab | (a, b) ∈ D } and
axiom 1P . Then G is a context-free grammar for the word problem of U(P ).
The following proposition has been stated first for length reducing rewriting
systems in [13].
Proposition 4.11 Let G be a finitely generated group presented (as a monoid)
by some finite geodesic rewriting system. Then there is a special deterministic
push-down automaton which recognizes the word problem of G.
Proof. The following proof is taken from [14]. The argument is originally from
[13] and also appears in [28]. Starting with a finite geodesic rewriting system S,
we describe a push-down automaton for the word problem of G. Let SR ⊆ S be
the length reducing rules of S.
Consider a word w and write it as w = uv such that u is geodesic. The prefix
u is kept on a push-down stack. Suppose that v = av′, for some letter a. Push a
onto the top of the stack: so the stack becomes ua. There is no reason to suppose
that ua is geodesic and, if necessary, we perform length reducing reduction steps
to produce an equivalent geodesic word û. Suppose this requires k steps:
ua
k
=⇒
SR
û.
Let us show that we can bound k by some constant depending on S, only. Indeed
for all letters a we may fix a word wa such that awa
∗
=⇒
SR
1. But this means
ûwa
∗
=⇒
SR
u˜,
where u˜ is geodesic and u˜ represents the same group element as u. Because
u was geodesic, it follows |u| = |u˜|. Therefore, |û| ≥ |u| − |wa| and this tells
us k ≤ |wa|. Since k is bounded by some constant, we see that the whole
reduction process involves a bounded suffix of the word ua, only. This means
we can factorize ua = pq and û = pr, where the length of q is bounded by some
constant depending on S, only. Moreover, q
k
=⇒
SR
r. Since the length of q is
bounded, this reduction can be performed using the finite control of the push-
down automaton. The automaton stops once the input has been read and then
the stack gives us a geodesic corresponding to the input word w. In particular,
in the end the stack is empty if and only if the input word was equal to 1 in the
group. 
4.1 Finite Graphs of Groups and Pregroups
In the monograph “Pregroups and Bass-Serre theory” [40] Rimlinger showed
that any fundamental group of a finite graph of groups with finite vertex groups
can be written as universal group of a finite pregroup, and vice versa. This
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section is dedicated to the proof of one direction of his theorem. Using Britton
reductions we are able to simplify the proof considerably. The other direction
of Rimlinger’s theorem will then follow by the detour via finite treewidth.
Let G be a graph of groups with underlying graph Y . Furthermore, let the
alphabet Σ, the group F (G) and the rewriting system BG (Britton reductions)
be as in Section 3. We define a subset P ⊆ F (G) as follows (here, T again is a
fixed spanning tree of Y , P0 ∈ V (Y ), and T [P,Q] denotes the edge sequence of
the geodesic path from P to Q in T ):
P = { g0y1 · · · gs−1ysgs ∈ π1(G, P0) | ∃ k : yk ∈ (E(Y ) \E(T )) ∪ {1},
y1 · · · yk−1 = T [P0, s(yk)], yk+1 · · · ys = T [t(yk), P0] } .
Here, we allow yk to be the empty word in order to avoid to have to distin-
guish two cases. If yk = 1 we set s(yk) = t(yk) = s(yk+1) = t(yk−1) (for k = 1
we set s(yk) = P0).
Note that for w, u ∈ Σ∗ with w
∗
=⇒
BG
u, we have w ∈ P if and only if u
is of the form g0y1 · · · gs−1ysgs with yk ∈ (E(Y ) \ E(T )) ∪ {1}, y1 · · · yk−1 =
T [P0, s(yk)], yk+1 · · · ys = T [t(yk), P0] and gi ∈ Gs(yi+1).
The underlying paths of elements of P may have length zero. If Y is finite,
an upper bound is given by 2diam(T ) + 1 where diam(T ) denotes the diameter
of T . Therefore, if the graph Y is finite and all the vertex groups are finite, P
is finite, too. We define the partial multiplication and involution on P by the
respective operations in F (G), i. e., (x, y) ∈ D if and only if xy ∈ P .
Theorem 4.12 ([40]) Let G be a graph of groups. Then P is a pregroup and
U(P) ∼= π1(G).
Moreover, if Y and all vertex groups are finite, then P is finite.
Proof. The axioms (P1)–(P3) hold trivially since P is a subset of a group closed
under forming inverses. We define ϕ(g) = T [P0, P ]gT [P, P0] for g ∈ GP , P ∈
V (Y ) and ϕ(y) = T [P0, ιy]yT [τy, P0] for y ∈ E(Y ). Then we have as equality
in U(P):
ϕ(y)ϕ(ay)ϕ(y) = T [P0, s(y)]yT [t(y), P0]︸ ︷︷ ︸
∈P
·T [P0, s(y)]a
yT [s(y), P0]︸ ︷︷ ︸
∈P
·ϕ(y)
= T [P0, t(y)]ya
yT [s(y), P0]︸ ︷︷ ︸
∈P
·T [P0, s(y)]yT [t(y), P0]︸ ︷︷ ︸
∈P
= T [P0, t(y)]ya
yyT [t(y), P0]︸ ︷︷ ︸
∈P
= T [P0, t(y)]a
yT [t(y), P0] = ϕ(a
y)
Furthermore, ϕ(y) = 1 for y ∈ E(T ). Hence, there is a homomorphism ϕ :
π1(G, T ) → U(P) extending this definition. Since P is contained in the image,
it is surjective. Reading the elements of U(P) in π1(G, T ), we obtain an inverse
map. Therefore, we have U(P) ∼= π1(G, T ).
It remains to show (P4). In order to do so, we need a preliminary lemma:
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Lemma 4.13 Let v, w ∈ P:
v = g0x1 · · · gk−1xkgkxk+1 · · · gr−1xrgr ∈ P ,
w = h0y1 · · ·hℓ−1yℓhℓyℓ+1 · · ·hs−1yshs ∈ P ,
with xk, yℓ ∈ (E(Y ) \ E(T )) ∪ {1}, x1 · · ·xk−1 = T [P0, s(xk)], xk+1 · · ·xr =
T [t(xk), P0], y1 · · · yℓ−1 = T [P0, s(yℓ)], and yℓ+1 · · · ys = T [t(yℓ), P0]. If one of
the following reductions are possible, then vw ∈ P.
(I) xkgk · · ·xrgrh0y1 · · ·hℓ−1yℓ
∗
=⇒
BG
g˜ ∈ Gt(xk−1) = Gs(yℓ+1),
(II) xkgk · · ·xrgrh0y1 · · ·hℓ−1yℓ
∗
=⇒
BG
g˜k−1yℓ−j · · ·hℓ−1yℓ with g˜k−1 ∈ Gt(xk−1),
j ≥ 0,
(III) xkgk · · ·xrgrh0y1 · · ·hℓ−1yℓ
∗
=⇒
BG
xkgk · · ·xk+j h˜ℓ with h˜ℓ ∈ Gs(yℓ+1), j ≥ 0.
Moreover, if v and w are Britton reduced and vw ∈ P, then one of the above
reductions is possible.
Proof. Let v, w be Britton reduced. Then every Britton reduction applied
to vw has to involve letters of both v and w. Hence, if none of the above
cancellations are applicable, then
vw
∗
=⇒
BG
g0x1 · · · gk−1xk u˜ yℓhℓ · · · yshs = u
is Britton reduced, where u˜ ∈ Σ∗ is of the form u˜ = gkxk+1u˜′ if xk = 1, and
u˜ = u˜′′yℓ−1hℓ−1 if yℓ = 1 for properly chosen u˜
′, u˜′′ ∈ Σ∗. However, this means
that u does not meet the conditions for P since at least twice the underlying
path sets back or uses an edge which is not in T .
Now, let (I), (II) or (III) apply. If (I), then
vw
∗
=⇒
BG
g0x1 · · · gk−2xk−1[gk−1g˜hℓ] yℓ+1hℓ+1 · · · yshs
which meets the conditions for P since gk−1g˜hℓ ∈ Gt(xk−1). The case (III) is
symmetric to (II); therefore, we only consider (II). We have
vw
∗
=⇒
BG
g0x1 · · · gk−2xk−1[gk−1g˜k−1] yℓ−jhℓ−j · · · yℓhℓ · · · yshs = u
with j ≥ 0 and gk−1g˜k−1 ∈ Gt(xk−1) such that u is Britton reduced. By hy-
pothesis the paths x1, . . . , xk−1 as well as yℓ+1, . . . , ys and yℓ−j, . . . , yℓ−1 are in
the spanning tree T and without backtracking. Hence, it remains to show that
xk−1 6= yℓ−j.
We have xk = 1, for, if we had xk ∈ E(Y ) \ E(T ), it could only cancel with
yℓ what, by assumption, is not the case. Therefore, xk−1 = xk+1. Furthermore,
xk+1 = yℓ−j−1 since these two edges are cancelled by a Britton reduction. Be-
cause y1, . . . , yℓ−1 is without backtracking, it follows that yℓ−j−1 6= yℓ−j . Hence,
we have
xk−1 = xk+1 = yℓ−j−1 6= yℓ−j .
Therefore, x1, . . . , xk−1, yℓ−j , . . . , yℓ−1 is a path without backtracking, and
hence vw ∈ P . 
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We write v 4 w if a reduction of type (I) or (II) occurs and v < w if a
reduction of type (I) or (III) occurs. Let u, v, w, uv, vw ∈ P . The following
facts are immediate by Lemma 4.13:
(i) If u 4 v and v 4 w, then uvw ∈ P .
(ii) If u < v and v < w, then uvw ∈ P .
(iii) If u 4 v and v < w, then uvw ∈ P .
Now, if u, v, w, x ∈ P are Britton reduced and uv, vw,wx ∈ P , then, by
Lemma 4.13, u, v, w or v, w, x at least meet one of these three conditions. 
Example 4.14 Let G be a graph of groups over Y with E(Y ) =
{y1, . . . , ym, y1, . . . , ym} , V (Y ) = {P} (as in Example 3.10) such that
π1(G, T ) ∼= F{y1,...,ym}. Then we obtain the same pregroup as in Example 4.3
P = {1} ∪ E(Y ) = { 1, y1, . . . , ym, y1, . . . , ym } as the pregroup constructed
according to Theorem 4.12 (for y ∈ E(Y ) the multiplication is defined only
with y and with 1). We have U(P) ∼= F{y1,...,ym}.
Example 4.15 Let G be the graph of groups over Y with E(Y ) = {y, y},
V (Y ) = {P} and Gv = Gy = Gy = Z/2Z =
〈
a
∣∣ a2 = 1 〉 (the incidences
and inclusions are defined the obvious way). Then the fundamental group is
π1(G, T ) ∼= Z× Z/2Z and
P = { 1, a, y, y, ay, ay } .
The partial multiplication is as the following table shows (the order of the
operands does not matter since the group is abelian):
· 1 a y y ay ay
1 1 a y y ay ay
a a 1 ay ay y y
y y ay - 1 - a
y y ay 1 - a -
ay ay y - a - 1
ay ay y a - 1 -
5 Graphs and Treewidth
We introduce the concept of tree decompositions of graphs. Tree decompositions
were used by Robertson and Seymour in connection with their famous result on
graph minors, [41].
Throughout this section Γ = (V,E) denotes an undirected simple graph
which is nonempty and connected. The restriction to simple graphs is principally
for simplicity. Most proofs could be rewritten allowing multi-edges and loops.
In the remainder of these notes we always assume that Γ is simple even if we
do not state it explicitly.
Definition 5.1 (Tree Decomposition) A tree decomposition of Γ is a tree
T = (V (T ), E(T )) together with a mapping t 7→ Xt where each Xt is a finite
subset of V such that the following conditions are satisfied.
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(T1) For every node v ∈ V there is some t ∈ V (T ) such that v ∈ Xt, i. e.,
V =
⋃
t∈V (T )Xt.
(T2) For every edge e = uv ∈ E there is some t ∈ V (T ) such that u, v ∈ Xt.
For simplicity, we say that Xt contains the edge e.
(T3) If v ∈ Xt ∩ Xs, then we have v ∈ Xr for all vertices r of the tree which
are on the geodesic from s to t, i. e., the set { t ∈ V (T ) | v ∈ Xt } forms
a subtree of T .
By abuse of language we denote a tree decomposition simply with its asso-
ciated tree T . The sets Xt are called bags in the following. For a tree decompo-
sition T of Γ we define the bag-size bs(T ) by
bs(T ) = sup { |Xt| | t ∈ V (T ) } ;
i. e., the bag-size is the least k ∈ N ∪ {∞} such that |Xt| ≤ k for all t ∈ V (T ).
Definition 5.2 We say that Γ has finite treewidth, if there is some tree decom-
position T with bag-size bs(T ) <∞.
A tree has a tree decomposition with bag-size 2; therefore, Robertson and
Seymour defined (somewhat unfortunately) the treewidth by the minimal value
bs(T )− 1 over all tree decompositions.
Later we will show that context-free groups have Cayley graphs of finite
treewidth. First, we list list some basic properties of tree decompositions.
Lemma 5.3 Let Γ be a graph and Γ′ a subgraph of Γ. If Γ has treewidth k,
then Γ′ has treewidth at most k.
Proof. Every tree decomposition of Γ yields a tree decomposition of Γ′ by
restricting the bags to the vertices of Γ′. 
Proposition 5.4 Let T = (V (T ), E(T )) be a tree decomposition of Γ = (V,E).
(i) Let X, Y , Z be bags and Z be in the tree T on a geodesic from bag X to
bag Y . Let x ∈ X and y ∈ Y and x = x0, . . . , xn = y be any path in Γ
connecting x and y. Then we have xi ∈ Z for some 0 ≤ i ≤ n.
(ii) If two bags X and Y are connected by some edge in the tree E(T ), then
X ∩ Y 6= ∅.
Proof. (i) The result is clear for n = 0. For n > 0 consider the bag X ′ which
contains x0 and x1. If Z is on the geodesic from X to X
′, then Z contains x0.
Otherwise, Z is on the geodesic from X ′ to Y , and we are done by induction.
(ii) Let x ∈ Xs, y ∈ Xt such that st ∈ E(T ). Recall that we assumed Γ to
be connected. Let x = x0, . . . , xn = y be some path in Γ connecting x and y
and i = max { i | xi ∈ Xs }. If i = n, then y ∈ Xs ∩Xt. Thus, we may assume
0 ≤ i < n. Consider the bag X ′ which contains xi and xi+1. Due to the choice
of i, the bag Xs cannot be on the geodesic from X
′ to Xt. Thus, Xt is on the
geodesic from Xs to X
′. It follows xi ∈ Xs ∩Xt. 
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Proposition 5.5 Let k ∈ N and Γ = (V,E) be a locally finite graph having
a tree decomposition of bag-size k. Then there is a tree decomposition T =
(V (T ), E(T )) of bag-size k satisfying the following conditions.
(i) Each vertex u ∈ V occurs in finitely many bags, only.
(ii) We have Xt 6= ∅ for all t ∈ V (T ).
(iii) The tree T is locally finite.
(iv) If Xs ⊆ Xt, then s = t. Thus, we can identify nodes in the tree with finite
non-empty subsets of V , which are pairwise incomparable w. r. t. inclusion.
Proof. We start with a tree decomposition T = (V (T ), E(T )) of bag-size k. We
transform T in consecutive steps into a tree decomposition meeting the desired
conditions.
(i) For every vertex u ∈ V we fix some vertex tu ∈ V (T ) with u ∈ Xtu , and
the same for edges. For every edge uv ∈ E we fix some vertex tuv ∈ V (T ) with
{uv} ⊆ Xtuv . Now, for each vertex u let Tu be the finite subtree spanned by tu
and the tuv for uv ∈ E. It is finite because Γ is locally finite. Remove u from
all bags which do not belong to Tu. This yields still a tree decomposition and
u appears in finitely many bags, only.
(ii) Since Γ is connected, Proposition 5.4 implies that the non-empty bags
form a connected subtree of T . Hence, removing all empty bags still yields a
tree decomposition.
(iii) Let X be some bag. By Proposition 5.5 (ii) each neighbor bag of X
shares at least one element with X . But every vertex is contained in only
finitely many bags. Hence, the result follows.
(iv) We perform the transformation in two phases without destroying the
three properties above. In the first phase we make bags larger in order to
achieve that either Xs and Xt are incomparable w. r. t. inclusion or Xs = Xt.
First we choose a vertex r ∈ V (T ) as a root. In case that there are bags X and
Y with X ⊆ Y but X 6= Y , there is also an edge st ∈ E(T ) with X = Xs ⊆ Xt
but Xs 6= Xt. We choose such an s of minimal distance to the root r and we
replace the bagXs by Xt. This does not change the tree structure and every bag
is replaced by some other bag only finitely many times. Thus, in the limit we
obtain a well-defined tree decomposition such that Xs ⊆ Xt implies Xs = Xt
for all s, t ∈ V (T ). The bag-size does not increase because no new bags are
introduced. Moreover, still every x ∈ V appears in finitely many bags of the
new tree only. This finishes the first phase.
Now, in the second phase we contract subtrees. Since Xs ⊆ Xt implies
Xs = Xt for all s, t ∈ V (T ), we see that for each bag X , the set of vertices
s ∈ V (T ) with Xs = X is forms indeed a finite subtree. This gives a partition
of T into finite subtrees. We contract each such subtree into a single point and
we obtain the desired result. 
For U ⊆ V (Γ) let N(U) = U ∪ { v ∈ V | ∃u ∈ U : uv ∈ E } denote the
neighborhood of U . Furthermore, we write N ℓ for the ℓ-th neighborhood, i. e.,
N0(U) = U and N ℓ(U) = N(N ℓ−1(U)) for ℓ ≥ 1.
Lemma 5.6 Let T = (V (T ), E(T )) be a tree decomposition of Γ. If we replace
all bags X by N(X), we still have a tree decomposition of Γ.
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Proof. We have to show that (T3) still holds. Let x ∈ X and y ∈ Y for bags X
and Y such that x and y have a common neighbor z. Thus, z ∈ N(X) ∩N(Y ).
Let Z be on the geodesic from X to Y . We have to show that z ∈ N(Z).
Now, (x, z, y) is a path connecting x and y, hence we have { x, z, y } ∩Z 6= ∅ by
Proposition 5.4. Hence, the result follows. 
A clique is a complete subgraph, i. e., a subgraph such that for every pair of
vertices there is some edge connecting the two vertices. It is called maximal if
it is not contained in any other clique.
Proposition 5.7 Let T be a tree decomposition of a locally finite graph Γ =
(V,E). Then every clique of Γ is contained in some bag X.
Proof. Let C = { 1, . . . , n } be a clique and n ∈ N. We have to show that
C ⊆ X for some bag. This is clear for n ≤ 1. Therefore, let n ≥ 2. There are
bags Xi containing xi and xn for all 1 ≤ i < n. By induction there is a bag Xn
containing the clique { 1, . . . , n− 1 }. We choose Xn such that the distance to
X1 is minimal. If X1 = Xn we have xn ∈ Xn and we are done. Hence, we may
assume thatX1 6= Xn. We can think ofXn as the root of the tree decomposition.
If for some i 6= j the bags Xi and and Xj are in different subtrees of the root,
then xn ∈ Xn and we are done again. Thus, by contradiction, there is a child
X ′ of Xn such that X1, . . . , Xn−1 are in the same subtree below X
′. But then
{ 1, . . . , n− 1 } ⊆ X ′, but the distance of X ′ to X1 is shorter. This is impossible.
Thus, indeed xn ∈ Xn. 
A simple graph is called chordal if it does not have an induced cycle of length
≥ 4. The next result extends the well-known characterization of finite chordal
graphs to locally finite graphs. The result for finite graphs can be found e. g. in
[18, Prop. 10.3.10]. For infinite graphs we use a limit process.
Proposition 5.8 ([17, Thm. 6.3.8]) Let Γ be a connected, locally finite, sim-
ple graph. Then the following assertions are equivalent.
(i) Γ is chordal.
(ii) Γ has a tree decomposition, where all bags are cliques.
(iii) Γ has a tree decomposition, where the bags correspond to maximal cliques
and cliques which are adjacent in the tree intersect non-trivially.
Note, that in general Proposition 5.8 does not hold for graphs which are not
locally finite. Diestel [17] gave an example for a graph which is chordal, but
does not have a tree decomposition into cliques.
Proof. In order to show that (i) implies (ii), we first show by induction that
(i) implies (iii) for finite graphs. A well-known characterization says that a
finite graph is chordal if and only if it has a “perfect elimination ordering”,
[29]. This is an ordering of the vertices v1, v2, . . . , vn such that the neighbors
of vi which belong to { vi+1, . . . , vn } form a clique. The induced subgraph of
v2, . . . , vn is connected and, by induction, it has a tree decomposition T , where
the bags correspond to maximal cliques and cliques which are adjacent in the
tree intersect non-trivially. The neighbors of v1 together with v1 form a maximal
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clique in the original graph. If the neighbors of v1 form a maximal clique in the
graph induced by v2, . . . , vn, we add v1 to the corresponding bag. Otherwise,
we can attach a new bag to T with an edge to one of the existing bags which
contains the neighbors of v1. Thus, (i) implies (iii) for finite graphs.
For infinite graphs we write Γ as a union Γ =
⋃
{Γn | n ∈ N } such that
each Γn is a finite, connected induced subgraph of Γ, the graph Γ0 is a maximal
clique, and Γn ⊆ Γn+1 for all n.
We can define a map from the finite tree decompositions of Γn+1 to the finite
tree decompositions of Γn by restricting the bags to Γn and deleting empty bags
(since the Γn are connected, the non-empty bags form one connected component
in the tree). This gives rise to an infinite directed forest with these maps as edges.
The vertices are the tree decompositions which are obtained when starting with a
tree decomposition into maximal cliques of some Γn. The roots of the connected
components are tree decompositions into cliques of the maximal clique Γ0 – note
that here the edges are directed towards the roots. At distance n from a root
are the tree decomposition into cliques of Γn. Since every vertex is contained
in finitely many maximal cliques, only, the forest has finite degree and finitely
many roots. By Ko¨nigs’ lemma there is an infinite path. This path defines a
tree decomposition into cliques of Γ. Thus, we have (ii). (Note that we do not
claim that the path yields a tree decomposition of Γ into maximal cliques since
the infinite path may avoid such tree decompositions.)
The result that (ii) implies (iii) follows directly from Proposition 5.5, Propo-
sition 5.7 and Proposition 5.4 (ii). (Recall that the proof of Proposition 5.5
involved another limit process.)
As the implication from (iii) to (ii) is trivial, it remains to show that (ii)
implies (i). This can be done exactly as in the case of finite graphs. Assume that
there is some tree decomposition into cliques and consider a cycle of length at
least 4. Then there are two different edges uv and wx with {u, v }∩{w, x } = ∅
and simple disjoint paths from u to w and from v to x. A simple inspection
using Proposition 5.4 shows that there must be some bag which contains vertices
y, z with y 6= u, z 6= x such that the vertex y is on the path from u to w, and
z is on the path from v to x. Since every bag is a clique, we see that yz is a
chord. 
Corollary 5.9 Let k ∈ N and Γ be a connected, locally finite, chordal graph
such that the maximal size of a clique in Γ is k. Then Γ has finite treewidth
k − 1.
Proof. Proposition 5.8 shows that the treewidth of Γ is at most k − 1. By
Proposition 5.7 it is at least k − 1. 
5.1 Cayley Graphs
Let G be a group with 1 as neutral element. Let Σ ⊆ G be a generating set
of G. For convenience we assume 1 6∈ Σ. The Cayley graph Γ = ΓΣ(G) of G
(with respect to Σ) is defined by V (Γ) = G and E(Γ) = G× (Σ∪Σ−1), with the
incidence functions s(g, a) = g, t(g, a) = ga, and involution (g, a) = (ga, a−1).
For an edge (g, a) we call a the label of (g, a) and extend this definition to paths.
Thus, the label of a path is a sequence (or word) in the free monoid Σ∗. The
Cayley graph is a simple graph (without loops and without multi-edges). It is
41
connected because Σ generates G. The Cayley graph Γ is locally finite if and
only if Σ is finite. In the following we always assume that Σ is finite. Sometimes
we suppress Σ if there is a standard choice for the generating set. For example,
if G = FΣ is the free group over Σ, then the Cayley graph of G refers to Σ and
it is a tree. Similarly, by the infinite grid we mean the Cayley graph of Z × Z
with generators (1, 0) and (0, 1).
Example 5.10 Let Γ be the infinite grid Z×Z, i. e., the vertices are pairs (i, j),
i, j ∈ Z and there are edges from (i, j) to (i, j ± 1), (i ± 1, j). Then Γ does not
have finite treewidth.
· · · · · ·
Figure 3: The infinite grid does not have a tree decomposition of finite bag-size.
Example 5.11 Let Γ be the Cayley graph of the modular group PSL(2,Z) ∼=
Z/2Z⋆Z/3Z. Then Γ has a tree decomposition of finite width where bags are the
triangles and the bridges between triangles. Thus, there is a tree decomposition
with bag-size 3. Therefore, the treewidth is 2. It cannot be 1 because Γ is not
a tree.
Figure 4: The Cayley graph of PSL(2,Z) has treewidth 2.
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The following result is due to Muller and Schupp [37, 38]. We rephrase
it in the terminology of treewidth. In this terminology it was first stated by
Kuske and Lohrey in their work about monadic second order logic of Cayley
graphs [35]. The proof is taken from [16], but it follows the original proof in
[37, 38]. For the proof we need the following definition: For a subset C ⊆
V (Γ) of vertices of some graph Γ we define the vertex-boundary of C as βC ={
u, v ∈ V (Γ)
∣∣ ∃uv ∈ E(Γ) with u ∈ C, v ∈ C or u ∈ C, v ∈ C }.
Theorem 5.12 ([35, 37, 38]) Let Γ be a Cayley graph of a context-free group
G with respect to a finite generating set Σ. Then Γ has finite treewidth.
Proof. If G is finite, then the assertion is trivial. Therefore, let G be infinite.
We may assume that 1 /∈ Σ ⊆ G.
The vertex set of Γ = ΓΣ(G) is the groupG = V (Γ), by Bn we denote the ball
of radius n around the origin 1 ∈ G, i. e., Bn = { g ∈ V (Γ) | d(1, g) ≤ n }. We
are heading for a tree decomposition where certain finite subsets of G become
nodes in the tree. For n ∈ N we define sets Vn of level n such that V0 =
V (Γ − 1) and Vn = {C ⊆ V (Γ) | C is a connected component of Γ−Bn } for
n ≥ 1. This defines a tree T with root B1 as follows:
V (T ) = {βC | C ∈ Vn , n ∈ N } ,
E(T ) = { {βC, βD} | D ⊆ C ∈ Vn , D ∈ Vn+1, n ∈ N } .
The nodes are subsets of G, hence we can identify nodes t ∈ T with their bags
Xt ⊆ G. If (g, a) is an edge in the Cayley graph Γ, then there are essentially two
cases; either d(1, g) = n and d(1, ga) = n + 1 or d(1, g) = d(1, ga) = n + 1 for
some n. In both cases the elements g, ga are in some bag βC for some C ∈ Vn
and n ∈ N.
It remains to show that |βC| is bounded by some constant for all C ∈
Vn, n ∈ N. It is here where the context-freeness comes into the play. We
denote Σ˜ = Σ ∪ Σ−1. This is a set of monoid generators of G. We let LG ={
w ∈ Σ˜∗
∣∣∣ w = 1 ∈ G } its associated group language. By hypothesis, LG is
generated by some context-free grammar (V, Σ˜, P, S), and we may assume that
it is in Chomsky normal form. Recall that this means all rules are either of the
form A → BC with A,B,C ∈ V or of the form A → a with A ∈ V and a ∈ Σ˜.
We define a constant k ∈ N such that
k ≥ max
A∈V
min
{
|w|
∣∣∣ A ∗=⇒
P
w ∈ Σ˜∗
}
.
Consider C ∈ Vn and n ∈ N. Let g, h ∈ βC. We are going to show that
d(g, h) ≤ 3k. For n = 0 we have βC = B1. Hence, we may assume n ≥ 1.
Let α be a geodesic path from 1 to g with label u ∈ Σ˜∗, γ a geodesic path
from h to 1 with label w ∈ Σ˜∗, and β some path from g to h with label v ∈ Σ˜∗
which is entirely contained in C. Such a path exists since C is connected. The
composition of these paths forms a closed path αβγ with label uvw. We have
uvw ∈ LG and there is a derivation S
∗
=⇒ uvw. We may assume that |v| ≥ 2
because otherwise there is nothing to do.
Since the grammar is in Chomsky normal form, we can find a rule A→ BC
and derivations as follows:
S
∗
=⇒
P
u′Aw′ =⇒
P
u′BCw′
∗
=⇒
P
u′v′v′′w′ = uvw
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such that B
∗
=⇒
P
v′, C
∗
=⇒
P
v′′, and |u′| ≤ |u| < |u′v′| < |uv| ≤ |u′v′v′′|.
This yields three nodes x ∈ α, y ∈ β, and z ∈ γ such that d(x, y), d(y, z),
d(x, z) ≤ k, see Figure 5. (These three nodes correspond exactly to a triangle
with endpoints x, y, z in the k-triangulation of the closed path αβγ in [37].)
1
g
h
β
α
γ
x
z
y
A C
B
Figure 5: The distance between g and h is bounded by 3k.
Now we have:
d(x, g) = d(1, g)− d(1, x) ≤ d(1, y)− d(1, x) ≤ d(x, y).
The first equality holds because α is geodesic and x lies on α; the second one
because d(1, g) ≤ n+1 ≤ d(1, y). Likewise we obtain d(z, h) ≤ d(z, y). Thus, it
follows
d(g, h) ≤ d(g, x) + d(x, z) + d(z, h)
≤ d(y, x) + d(x, z) + d(z, y) ≤ 3k.
This implies that the size of the bags is uniformly bounded by some constant
since Γ has uniformly bounded degree. 
Theorem 5.13 Let G be a finite graph of groups with underlying graph Y and T
a spanning tree of Y . Every finite generating system of π1(G, T ) can be extended
such that the Cayley graph is chordal.
Remark 5.14 If a finitely generated group has a chordal Cayley graph Γ, then
Γ has finite treewidth. This follows by Proposition 5.8 and the fact that the
maximal size of a clique is bounded by the cardinality of the generating system
plus one.
Proof. First, we show that for the standard generating system Σ = E(Y ) ∪⋃
GP as in Section 3 there is a tree decomposition of the Cayley graph of G =
π1(G, T ) with the barycentric subdivision of the Bass-Serre tree X˜ as underlying
tree T˜ . That means we have V (T˜ ) = V (X˜) ∪ E(X˜)/{ e = e | e ∈ E(X˜) } (see
Section 1.3).
To each gGP · P ∈ V (X˜) we associate the bag gGP ⊆ π1(G, T ) and to each
gGyy · y ∈ E(X˜) we associate the bag gG
y
y ∪ gG
y
yy. This is well-defined because
Gyy ∪G
y
yy = yG
y
y ∪ yG
y
yy.
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Note that each g ∈ π1(G, T ) appears in gGP . Moreover, if (g, a) is an edge
(connecting g and ga) in the Cayley graph with generator a ∈ GP , then the
edge is contained in the bag gGP . If (g, y) is an edge in the Cayley graph with
generator y ∈ E(Y ), then the edge is contained in the bag gGyy ∪ gG
y
yy.
Now, let g ∈ g1GP ∩ g2GQ. We have to show that there is a path from
g1GP to g2GQ in T˜ such that g is contained in all bags on that path. We do
not need to consider bags of the type gGyy ∪ gG
y
yy since in that case we have
g ∈ gGs(y). Without loss of generality we may assume that g = g1 = g2. We
take the geodesic path T [P,Q] = P0, . . . , Pk in the spanning tree T from P to
Q. This path lifts to a path gGP0 · P0, . . . , gGPk · Pk from gGP · P to gGQ · Q
in the Bass-Serre tree. Since all edges of T are equal to 1 in π1(G, T ), we know
that g is contained in every bag on this path.
Up to now, we have constructed a tree decomposition of the Cayley graph
of G such that G acts on it (not only on the tree, but also on the bags). By
Lemma 5.6 we can extend the bags to their neighborhoods, and hence may
assume that all generators of our non-standard generating system are contained
in a bag. By doing this the action of G is not changed.
As a last step, we choose a system of representatives of the bags and for each
of these bags we add generators (i. e., edges in the Cayley graph) so that these
bags become cliques. Note that these are only finitely many. Because of the
action of G, this means that all bags of the tree decomposition become cliques,
and hence by Proposition 5.8 we obtain the desired result. 
5.2 Quasi-Isometries and Treewidth
Definition 5.15 (Quasi-Isometry) Let Γ = (V,E) and Γ′ = (V ′, E′) be two
graphs. The distance in both graphs is denoted with d. A quasi-isometry between
graphs Γ and Γ′ is a function f : V → V ′ satisfying the following properties:
(i) There is some constant k such that for every v′ ∈ V ′ there is some v ∈ V
with d(v′, f(v)) ≤ k.
(ii) There is some constant k such that for all u, v ∈ V the following inequali-
ties hold:
1
k
· d(u, v)− k ≤ d(f(u), f(v)) ≤ k · d(u, v) + k.
If there is some quasi-isometry between Γ and Γ′, we say the two graphs
are quasi-isometric. Note that the above definition is a special case of quasi-
isometries on metric spaces. It follows from the axiom of choice that being
quasi-isometric is a symmetric relation. It is easy to see that it also is reflexive
and transitive. The following well-known fact is straightforward to see.
Lemma 5.16 Let G be a group and H a subgroup of finite index. Then the
Cayley graph of H is quasi-isometric to the Cayley graph of G.
Proposition 5.17 Let Γ have finite treewidth and assume that the degree of Γ
and Γ′ is uniformly bounded by some constant d. If Γ′ is quasi-isometric to Γ,
then Γ′ has finite treewidth, too.
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Proof. Let ϕ : Γ′ → Γ be a quasi-isometry and assume that we have a tree
decomposition of Γ with finite bag-size. Let ℓ be a constant such that for all
edges uv ∈ E(Γ′) we have d(ϕ(u), ϕ(v)) ≤ ℓ. We construct a tree decomposition
of Γ′ with the same underlying tree by replacing every bag X with ϕ−1(N ℓ(X)).
In fact, replacing every bag X of the original tree decomposition by N ℓ(X)
yields a tree decomposition by Lemma 5.6. The step to the preimage does not
destroy the conditions (T1) and (T3). By the choice of ℓ also (T2) is assured.
It remains to show that the bag-size is finite. Since ϕ(u) = ϕ(v) implies that
u and v are in bounded distance and the degree in Γ′ is uniformly bounded,
there is some constant k such that
∣∣ϕ−1(v)∣∣ ≤ k for all v ∈ V (Γ). We have∣∣N ℓ(X)∣∣ ≤ dℓ · |X |, and hence ∣∣ϕ−1(N ℓ(X))∣∣ ≤ k · dℓ · |X |. 
The next statements follow directly from Lemma 5.16 and Proposition 5.17.
Corollary 5.18 Let G be a virtually free group. Then the Cayley graph of G
is quasi-isometric to a tree.
Corollary 5.19 Let Γ be quasi-isometric to a tree and of uniformly bounded
degree. Then Γ has finite treewidth.
Corollary 5.20 Let G be a group with a Cayley graph having finite treewidth.
Then the Cayley graph of every finitely generated subgroup w. r. t. to any finite
set of generators has finite treewidth.
Corollary 5.21 Let G be a finitely generated virtually free group. Then its
Cayley graph w. r. t. to any finite set of generators has finite treewidth.
6 Cuts and Structure Trees
In order to prove that the groups having a Cayley graph of finite treewidth – and
hence the context-free groups – are fundamental groups of finite graphs of groups
with finite vertex groups, we have to do some work. The proof we present here is
via cuts and structure trees. It goes back to the ideas of Dunwoody [20], which
was rewritten in [34]. The following text is taken from [16]. It is reproduced in
order to keep these notes self-contained.
6.1 Cuts in Graphs of Finite Treewidth
Let Γ = (V (Γ), E(Γ)) be a connected and locally finite graph. As in the previous
section we assume that Γ is simple without mentioning it further. Similarly to
the vertex-boundary we define the edge-boundary of some subset C ⊆ V (Γ):
Edge-boundary: δC =
{
uv ∈ E(Γ)
∣∣ u ∈ C, v ∈ C } .
Vertex-boundary: βC = { u ∈ V (Γ) | ∃ v ∈ V (Γ) with uv ∈ δC } .
Definition 6.1 A cut is a subset C ⊆ V (Γ) such that
(i) C and C are non-empty and connected,
(ii) δC is finite.
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The weight of a cut is defined by |δC|. If |δC| ≤ k, then we call C a k-cut.
We are interested in cuts where both parts C and C are infinite. However, there
might be no such cuts. For instance, consider the infinite grid Z × Z. It is
connected and locally finite, but there is no cut splitting it into two infinite
connected components. We will see that there is always such a cut if Γ is a
graph of finite treewidth with |Aut(Γ)\Γ| <∞.
The following crucial observation can be found in [49] in a slightly different
formulation:
Lemma 6.2 Let Γ = (V (Γ), E(Γ)) be a connected and locally finite graph, let
S ⊆ V (Γ) be finite and k ≥ 1. There are only finitely many k-cuts C with
βC ∩ S 6= ∅.
Proof. Let e = uv ∈ E(Γ) be some fixed edge. Since Γ is locally finite, it is
enough to show that the set of k-cuts C with e ∈ δC is finite. For k = 1 this is
trivial because there is at most one cut with {e} = δC. If the graph Γ− e is not
connected anymore, i. e., e is a so-called bridge, then all cuts with e ∈ δC have
weight k = 1. Thus, we may assume that the graph Γ− e is still connected; and
we may fix a path γ from u to v in Γ− e. Every k-cut C with e ∈ δC becomes
a k − 1-cut C in the graph Γ − e. Such a cut must use one edge of γ because
otherwise we had either both u, v ∈ C or both u, v ∈ C. By induction, there
are only finitely many k − 1-cuts using vertices of γ. Thus, we are done. 
In the following bi-infinite simple paths will play an important role for us
(a bi-infinite path is a subgraph ({. . . , v−1, v0, v1, . . .}, {. . . e−1, e0, e1, . . .}) such
that s(ei) = vi−1 and t(ei) = vi for all i ∈ Z). Note that if there is a cut
with C and C infinite, then we can take two one-sided infinite paths one lying
entirely in each component C and C. Connecting the two paths results in a
bi-infinite path α such that |α ∩ C| = ∞ =
∣∣α ∩ C∣∣. However, in general, not
every bi-infinite path is split by a cut into two infinite pieces. For a bi-infinite
simple path α we define:
C(α) =
{
C ⊆ V (Γ)
∣∣ C is a cut and |α ∩ C| =∞ = ∣∣α ∩ C∣∣ } .
That means C(α) 6= ∅ if and only if there is a cut such that the graph α − δC
has exactly two infinite components each of these two being a one-sided infinite
subpath of α.
We say Γ has more than one end if there is some finite set S ⊆ V (Γ) such
that Γ− S has more than one infinite connected component. Otherwise, Γ has
at most one end.
In our setting (Γ connected and locally finite) this means that Γ has more
than one end if and only if there is some bi-infinite simple path α such that
C(α) 6= ∅. Note that in literature there are various different definitions of the
number of ends of a graph. However, for connected, locally finite graphs they
all coincide.
Lemma 6.3 Let Γ be a graph of finite treewidth and uniformly bounded degree.
Then there exists some k ∈ N satisfying the following property: For every one-
sided infinite simple path γ, every v0 ∈ V (Γ), and every n ∈ N there is some
k-cut D with d(v0, D) ≥ n, v0 ∈ D, and
∣∣D ∩ γ∣∣ =∞.
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Proof. Let d be the maximal degree of Γ and let T be a tree decomposition
with bag-size m = bs(T ). We set k = dm.
Let t0 ∈ V (T ) such that v0 ∈ Xt0 . Consider vertices u, v ∈ V (Γ) − Xt0
which are in bags of two different connected components of T − t0. Then by
Proposition 5.4, every path from u to v has a vertex in Xt0 , so u and v are not
in the same connected component of Γ−Xt0. Since Xt0 is finite, there is exactly
one connected component of Γ−Xt0 which contains infinitely many vertices of
γ. Let Ct0,γ be this component. Then the set Ct0,γ is contained in the union of
the bags of one connected component of T − t0. Let t1 be the neighbor of t0 in
this connected component, which is uniquely defined because T is a tree.
Repeating this procedure yields a simple path t0, t1, t2, . . . in T and a se-
quence of connected sets Ct0,γ , Ct1,γ , Ct2,γ , . . . such that |γ ∩ Cti,γ | = ∞ for
all i ∈ N. By Proposition 5.5, we may assume that every node v ∈ V (Γ) is
contained in only finitely many bags. Hence, we can choose ℓ large enough such
that Xtℓ does not contain any v ∈ V (Γ) with d(v0, v) ≤ n.
Now, let D be the connected component of Ctℓ,γ which contains v0. Then
D is connected because every vertex in another connected component of Ctℓ,γ
is connected with Ctℓ,γ inside of D and Ctℓ,γ itself is connected.
Since every edge of δD has one of its incident nodes in Xtℓ , we have |δD| ≤
dm = k. Thus, D is a k-cut with v0 ∈ D and
∣∣D ∩ γ∣∣ =∞. Furthermore, since
every path from v0 to a vertex v ∈ D uses a vertex of Xℓ, we have d(v0, D) ≥ n.

From Lemma 6.3 we can derive that, if there is a cut splitting some bi-infinite
simple path, then there is already such a cut with weight less than some constant
which only depends on Γ. This leads to the following definition due to [49]:
Definition 6.4 A graph is called accessible if there exists a constant k ∈ N such
that for every bi-infinite simple path α either C(α) is empty or C(α) contains
some k-cut
The origin of this definition is the accessibility of groups: using results from
[11], Thomassen and Woess [49] showed that a group is accessible if and only if
its Cayley graph is accessible.
Proposition 6.5 Let Γ be a graph of finite treewidth and uniformly bounded
degree. Then Γ is accessible.
Proof. Let α be a bi-infinite simple path such that C(α) 6= ∅ and let C ∈ C(α).
We fix a vertex v0 ∈ βC and we let n = max { d(v0, w) | w ∈ βC }. Let k ∈ N
be according to Lemma 6.3. It follows that there is a k-cut D with
∣∣α ∩D∣∣ =∞,
v0 ∈ D, and d(v0, D) ≥ n. Because of the choice of n, we also have βC ⊆ D
what means that either C ⊆ D or C ⊆ D. In either case D splits α into two
infinite pieces. 
Lemma 6.6 Let Γ be a connected, locally finite, and infinite graph such that
Aut(Γ)\Γ is finite. Then there is a bi-infinite geodesic.
Proof. Consider the infinite collection of all geodesics of odd length. Since
Aut(Γ)\Γ is finite, there exists some fixed vertex v and an infinite collection of
geodesics of odd length having v as their middle vertex. These geodesics form
a tree. The result follows by Ko¨nigs Lemma. 
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Note that we cannot remove any of the requirements in Lemma 6.6. In particular,
we cannot remove that Aut(Γ)\Γ is finite. For example consider the graph Γ
with V (Γ) = Z and E(Γ) = { {n, n± 1} , {n,−n} | n ∈ Z }. This graph is
connected, locally finite, and infinite. It has a bi-infinite simple path, but there
is no bi-infinite geodesic.
Proposition 6.7 Let Γ be connected, locally finite, and infinite such that
Aut(Γ)\Γ is finite and let Γ have finite treewidth. Then Γ has more than one
end.
Proof. The graph Γ has uniformly bounded degree because it is locally finite
and Aut(Γ)\Γ is finite. By Lemma 6.3, there is some k such that for every
n ∈ N, v0 ∈ V (Γ) and every one-sided infinite simple path α there is a k-cut C
with v0 ∈ C, d(v0, C) ≥ n, and
∣∣C ∩ α∣∣ =∞.
Since Aut(Γ)\Γ is finite, it follows from Lemma 6.2 that there are only
finitely many orbits of k-cuts under the action of Aut(Γ). Therefore, there is
some m ∈ N such that max { d(u, v) | u, v ∈ βC } ≤ m for all k-cuts C.
Assume that Γ has only one end. By Lemma 6.6, there is some bi-infinite
geodesic α = . . . , v−2, v−1, v0, v1, v2 . . .. Let C be a k-cut with d(v0, C) > m
such that v0 ∈ C and
∣∣α ∩ C∣∣ =∞. Then |α ∩ C| <∞, for otherwise C(α) 6= ∅.
Hence, there are i, j > m with v−i, vj ∈ βC∩C. But this implies d(v−i, vj) =
d(v−i, v0) + d(v0, vj) > 2m in contradiction to d(u, v) ≤ m for all u, v ∈ βC.
Hence, Γ has more than one end. 
6.2 Optimally Nested Cuts
As we have seen, the graphs we are interested in are accessible. Therefore, for
the rest of this section let Γ = (V (Γ), E(Γ)) be a connected, locally finite, and
accessible graph. In the following, we only want to deal with cuts having minimal
weight among those cuts splitting some bi-infinite simple path. Therefore, for a
bi-infinite simple path α we define:
Cmin(α) = {C ∈ C(α) | |δC| is minimal in C(α) } ,
Cmin =
⋃
{ Cmin(α) | α is a bi-infinite simple path } .
That means we have Cmin = ∅ if and only if Γ has at most one end. The set of
minimal cuts may contain cuts of very different weight. Indeed, we might have
C,D ∈ C(α)∩Cmin with C ∈ Cmin(α), but D /∈ Cmin(α). In this case, there must
be another bi-infinite simple path β with D ∈ C(α) ∩ Cmin(β) and |δC| < |δD|.
Example 6.8 Let Γ be the subgraph of the infinite grid Z×Z which is induced
by the pairs (i, j) satisfying j ∈ {0, 1} or i = 0 and j ≥ 0. Let α be the bi-infinite
simple path with i = 0 or j = 1 and i ≥ 0 and let β be the bi-infinite simple
path defined by j = 0. Then there are cuts C,D ∈ C(α) ∩ Cmin with |δC| = 1
and |δD| = 2, see Figure 6.
Two cuts C and D are called nested if one of the four inclusions C ⊆ D,
C ⊆ D, C ⊆ D, or C ⊆ D holds.
The set
{
C ∩D,C ∩D,C ∩D,C ∩D
}
is called the set of corners of C
and D, see Figure 7. Two corners E,E′ of C and D are called opposite if
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(0, 0)
δD
δC
α
β
Figure 6: The subgraph of the grid Z×Z induced by the pairs (i, j) satisfying
j ∈ {0, 1} or i = 0 and j ≥ 0. Here we have D ∈ C(α) ∩ Cmin but D /∈ Cmin(α).
C ∩D C ∩D
C ∩D C ∩D
C C
D
D
Figure 7: The corners of C and D. Nested cuts have one empty corner.
either {E,E′} =
{
C ∩D, C ∩D
}
or {E,E′} =
{
C ∩D, C ∩D
}
. Two different
corners are called adjacent if they are not opposite. Note that two cuts C,D
are nested if and only if one of the four corners of C and D is empty.
Lemma 6.9 Let k ∈ N and C be a cut. There are only finitely many k-cuts
which are not nested with C.
Proof. Let S be a finite connected subgraph of Γ containing all vertices of βC.
The number of k-cuts D with βD ∩ S 6= ∅ is finite by Lemma 6.2. For all other
cuts we may assume (by symmetry) that βC ⊆ D. However, this implies C ⊆ D
or C ⊆ D. 
Since we assume that Γ is accessible, there is some constant k such that for
all bi-infinite simple paths α with C(α) 6= ∅ there exists some cut C ∈ C(α) with
|δC| ≤ k. We fix this k for the rest of this section. By Lemma 6.9, this allows
us to define a natural number m(C) for every cut C:
m(C) = |{D | C and D are not nested and D is a k-cut }| .
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Furthermore, we use the following notation, where α denotes a bi-infinite simple
path:
mα = min {m(C) | C ∈ Cmin(α) } ,
Copt(α) = {C ∈ Cmin(α) | m(C) = mα } ,
Copt =
⋃
{ Copt(α) | α is a bi-infinite simple path } .
Definition 6.10 A cut C ∈ Copt is called an optimally nested cut. For sim-
plicity, an optimally nested cut is also called optimal cut.
Since every “cuttable” bi-infinite simple path can be “cut” into two infinite
parts at least by one optimal cut, we can forget all other cuts and just focus on
optimal cuts. The next result shows that the optimal cuts in fact behave very
well.
Proposition 6.11 Let C,D ∈ Copt. Then C and D are nested.
Proof. Let C,D ∈ Cmin such that C and D are not nested. We are going to
show that C 6∈ Copt or D 6∈ Copt. We choose bi-infinite simple paths α and
β such that C ∈ Cmin(α) and D ∈ Cmin(β). If possible, we let α = β. The
aim is to construct cuts E,E′ with E ∈ Cmin(α) and E′ ∈ Cmin(β) such that
m(E) +m(E′) < m(C) +m(D).
As a first step we show that there are two opposite corners E and E′ of C and
D such that |α ∩E| = |β ∩E′| = ∞. We distinguish two cases: D ∈ Cmin(α)
and D /∈ Cmin(α). First, let D ∈ Cmin(α). Then, by our assumption, we
have α = β. In particular, there are opposite corners E and E′ such that
|α ∩ E| = |β ∩ E′| =∞, see Figure 8.
In the other case we have D /∈ Cmin(α), and therefore α 6= β. We claim that
there must be one cornerK of C andD such that |α ∩K| <∞ and |β ∩K| <∞
as depicted in Figure 10. Indeed, if there is no such corner K, then infinite parts
of α and β are in opposite corners respectively, see Figure 9. In particular, both
α and β are split by C as well as by D into two infinite pieces. This implies
|δC| = |δD|, and hence D ∈ Cmin(α). Thus, the corner K exists and we define
E and E′ to be the adjacent corners of K. Without loss of generality, E splits
α into two infinite pieces and E′ splits β into two infinite pieces.
In both cases, E and E′ are defined such that |α ∩E| = |β ∩ E′| = ∞.
By interchanging, if necessary, C with C and D with D, we may assume that
E = C ∩D and E′ = C ∩D, too.
Thus, in all cases we are in the following situation: C and D are not nested,
C ∈ Cmin(α), D ∈ Cmin(β), E = C ∩D, E′ = C ∩D, and |α ∩ E| =
∣∣α ∩ E∣∣ =
|β ∩ E′| =
∣∣∣β ∩ E′∣∣∣ =∞. Possibly α = β, but it is not yet clear that E and E′
are cuts.
The graph Γ(E) contains an infinite connected component F ⊆ E such that
|α ∩ F | = ∞. Since C ∪ D ⊆ F , it is easy to see that F is connected and∣∣α ∩ F ∣∣ = ∞. Hence, F is a cut splitting α into two infinite pieces. In a
symmetric way we find a cut F ′ ⊆ E′ such that |β ∩ F ′| =
∣∣∣β ∩ F ′∣∣∣ = ∞. The
next step of the proof is to show that F = E ∈ Cmin(α) and F ′ = E′ ∈ Cmin(β).
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α = β
C C
D
D
Figure 8: We have α = β and |C ∩D ∩ α| =
∣∣C ∩D ∩ β∣∣ =∞.
α β
C C
D
D
Figure 9: For all four corners K we have max{|K ∩ α| , |K ∩ β|} =∞.
We have δE ∪ δE′ ⊆ δC ∪ δD and δE ∩ δE′ ⊆ δC ∩ δD by the definition of
E and E′. This yields
|δE|+ |δE′| ≤ |δC|+ |δD| (1)
since every edge which is counted once resp. twice on the left-hand side is counted
at least once resp. twice on the right-hand side. Because of the minimality of
|δC| and |δD| we have |δC| ≤ |δF | and |δD| ≤ |δF ′|. Since F is a connected
component of E, we have δF ⊆ δE and likewise δF ′ ⊆ δE′. With (1) we obtain
|δC| = |δF | = |δE| and |δD| = |δF ′| = |δE′|. This implies δF = δE and
δF ′ = δE′, and hence F = E ∈ Cmin(α) and F ′ = E′ ∈ Cmin(β).
The final step in the proof is the following assertion:
m(E) +m(E′) < m(C) +m(D). (2)
Once we have established (2) we are done since (2) implies m(E) < m(C)
or m(E′) < m(D).
In order to see (2), we show two claims:
(i) If a cut F is nested with C or nested with D, then F is nested with E or
nested with E′:
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α or β β
α
K
C C
D
D
Figure 10: For one corner K we have max{|K ∩ α| , |K ∩ β|} <∞.
By symmetry let F be nested with C. If F ⊆ C (resp. F ⊆ C), then
F ⊆ E′ (resp. F ⊆ E′). If C ⊆ F (resp. C ⊆ F ), then E ⊆ F (resp.
E ⊆ F ).
(ii) If a cut F is nested with both C and D, then F is nested with both E
and E′:
By symmetry in F, F we may assume C ⊆ F or C ⊆ F . Using the
symmetry in E,E′ we may assume that C ⊆ F . Hence, we have E ⊆ F ;
and it remains to show that E′ and F are nested. If D ⊆ F or D ⊆ F ,
then it follows that C∩D = ∅ resp. C∩D = ∅. Both is impossible because
C and D are not nested. For D ⊆ F we obtain E′ = C ∪ D ⊆ F what
implies that E′ and F are nested. Finally, let D ⊆ F , then E′ ⊆ F . Again
E′ and F are nested.
As in (1), claims (i) and (ii) together yield m(E) +m(E′) ≤ m(C) +m(D).
Now, C is nested with both corners E and E′. Hence, C is not counted on
the left-hand side of the inequality. However, C is counted on the right-hand
side because C is not nested with D. That means the inequality in (2) is strict.
Hence, we have shown the result of the proposition. 
Analogous results to Proposition 6.11 are Theorem 1.1 in [20] or Theorem
3.3 in [34]. In contrast to these results, Proposition 6.11 allows that Copt may
contain cuts of different weights. We have to deal with cuts of different weights
because we wish to get a “complete” decomposition of virtually free groups like
(Z × Z/2Z) ∗ Z/2Z without applying the procedure several times. As in the
graph in Example 6.8, in the Cayley graph of this group cuts with weight 1 and
2 are necessary to split all bi-infinite paths into two infinite pieces.
6.3 The Structure Tree
The notion of structure tree is due to Dunwoody [19]. Since Γ is assumed to be
accessible, Copt is defined and there is some k ∈ N such that every cut in Copt is
a k-cut.
Lemma 6.12 Let C,D ∈ Copt. Then the set {E ∈ Copt | C ⊆ E ⊆ D } is fi-
nite.
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Proof. Choose two vertices u ∈ C and v ∈ D, and a path γ in Γ connecting
them. Every cut E with C ⊆ E ⊆ D must separate u and v and thus contain a
vertex of of γ. With Lemma 6.2 and the accessibility of Γ it follows that there
are only finitely many such cuts. 
The set Copt is partially ordered by ⊆. Lemma 6.12 states that the partial
order is discrete; hence, it is induced by its so-called Hasse diagram. For a
general partial order (X,<) there is an arc in the Hasse diagram from x to y if
and only if x < y and there is no z with x < z < y.
If there is an arc from C to D, then there is also an arc from D to C. In
such a situation we put C and D in one class:
Definition 6.13 For C, D ∈ Copt we define the relation C ∼ D by the following
condition:
Either C = D or both C $ D and ∀ E ∈ Copt : C $ E ⊆ D =⇒ D = E.
The intuition behind this definition is as follows: Consider Copt as the edge set
of some graph. Call edges C and D to be adjacent if C ∼ D. This makes sense
due the following property.
Lemma 6.14 The relation ∼ is an equivalence relation.
Proof. Reflexivity and symmetry are immediate. Let C ∼ D 6= C and D ∼
E 6= D. This implies ∅ 6= D ⊆ C ∩ E. We have to show that C ∼ E. The
cuts C and E are nested due to Proposition 6.11. Hence, we have one of the
following four inclusions C ⊆ E, E ⊆ C, E ⊆ C, and C ⊆ E. In order to prove
transitivity one has to check all these possibilities. This is straightforward and
we leave it to the reader. 
Definition 6.15 (Structure Tree) Let T (Copt) denote the following graph:
V (T (Copt)) = { [C] | C ∈ Copt } ,
E(T (Copt)) = Copt.
The incidence maps are defined by s(C) = [C] and t(C) = [C]. The involution
C is defined by the complementation C = V (Γ) \ C; hence, we do not need to
change notation.
The directed edges are in canonical bijection with the pairs ([C], [C]). Indeed,
let C ∼ D and C ∼ D. It follows C = D because otherwise C $ D $ C. Thus,
T (Copt) is an undirected simple graph.
Proposition 6.16 ([19]) The graph T (Copt) is a tree.
Proof. Let γ be a simple path in T (Copt) of length at least two. Then γ
corresponds to a sequence of cuts
C0, C0 ∼ C1, . . . , Cn−2 ∼ Cn−1, Cn−1 = Cn.
with [Ci−1] 6= [Ci+1]. It follows that Ci−1 6= Ci for 1 ≤ i < n since otherwise
we would have Ci−1 = Ci ∼ Ci+1. Hence, we obtain a sequence
C0 $ C1 $ C2 $ · · · $ Cn−1.
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Therefore, we have C0 6= Cn−1 and C0 6⊆ Cn−1. In particular, C0 6∼ Cn−1 = Cn
and the original path is not a cycle. Hence, T (Copt) has no cycles.
It remains to show that T (Copt) is connected. Let [C], [D] ∈ V (T (Copt)).
Since C and D are nested and there are edges connecting [C] and [C] resp. [D]
and [D], we may assume C ⊆ D. By Lemma 6.12, there are only finitely many
cuts E ∈ Copt, with C ⊆ E ⊆ D. Now, let C0, C1, . . . , Cn be a not refinable
sequence of cuts in Copt such that
C = C0 $ C1 $ C2 $ · · · $ Cn−1 $ Cn = D.
Then we obtain a path from C to D:
C = C0, C0 ∼ C1, C1 ∼ C2, . . . , Cn−1 ∼ Cn = D.
Hence, T (Copt) is connected and therefore a tree. 
Remark 6.17 According to Dunwoody [19] a tree set is a set of pairwise nested
cuts which is closed under complementation and with the property that for
all C,D ∈ C the set {E ∈ C | C ⊆ E ⊆ D } is finite. Using this terminology,
Proposition 6.11 and Lemma 6.12 show that Copt is a tree set. Once this is estab-
lished Proposition 6.16 becomes a general fact due to Dunwoody [19, Thm. 2.1].
6.4 Actions on the Structure Tree
Now, in addition to the setting in the previous sections we want to introduce
a group action on the graph. In the following, Γ denotes a connected, locally
finite, and accessible graph such that the group of automorphisms Aut(Γ) acts
with finitely many orbits on Γ. For example, if Γ is the Cayley graph of a
group G with respect to some finite generating set, then Γ is connected, locally
finite, and the action is with finitely many orbits since it is transitive on the set
of vertices. The action on Γ induces an action of Aut(Γ) on Copt and on the
structure tree T (Copt).
Lemma 6.18 Let Aut(Γ)\Γ be finite and k ∈ N. Then the canonical action of
Aut(Γ) on the set of k-cuts has finitely many orbits, only. In particular Aut(Γ)
acts on Copt and on the tree T (Copt) with finitely many orbits.
Proof. Let Aut(Γ)\V (Γ) be represented by some finite vertex set U ⊆ V (Γ).
Lemma 6.2 states that there are only finitely many k-cuts C with U ∩ βC 6= ∅.
Since every cut is in the same orbit as some cut C with U ∩ βC 6= ∅, the group
Aut(Γ) acts on the set of k-cuts with finitely many orbits.
Since Γ is accessible, there is a k such that for all cuts C ∈ Copt holds
|δC| ≤ k. For the last statement recall that Copt is the edge set of T (Copt).
Thus, the action of Aut(Γ) on T (Copt) has only finitely many orbits, too. 
As in Section 5, for S ⊆ V (Γ) and ℓ ∈ N we denote the ℓ-th neighborhood of
S with N ℓ(S). For a cut C we can choose ℓ large enough such that N ℓ(C) ∩ C
is connected. Indeed, all points in βC ∩C can be connected inside C, hence for
some ℓ large enough these points can be connected within N ℓ(C) ∩ C. This ℓ
suffices to make N ℓ(C) ∩ C connected. By Lemma 6.18, there are only finitely
many orbits of optimal cuts. Thus, we can choose some λ ∈ N\{0} which makes
Nλ(C) ∩C connected for all C ∈ Copt. We fix this λ for the rest of this section.
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In order to derive some more information about the vertex stabilizers G[C] =
{ g ∈ G | gC ∼ C } of vertices of the tree T (Copt), we assign to each vertex of
T (Copt) a so-called block. The definition is according to [49]. In Lemma 6.23 we
show that the blocks are somehow “small”.
Definition 6.19 (Block) Let Aut(Γ)\Γ be finite and Copt be the set of optimal
cuts. Let λ ≥ 1 be defined as above such that Nλ(C) ∩ C is connected for all
C ∈ Copt. The block assigned to [C] ∈ V (T (Copt)) is defined by
B[C] =
⋂
D∼C
Nλ(D).
Lemma 6.20 We have
B[C] =
⋂
D∼C
D ∪
⋃
D∼C
Nλ(D) ∩D.
In particular, blocks are nonempty.
Proof. The inclusion from left to right is obvious. Hence, it is enough to show
that we have Nλ(C) ∩ C ⊆ B[C]. Since Nλ(C) ∩ C ⊆ Nλ(C), we only need
to consider D ∼ C, D 6= C and have to show that Nλ(C) ∩ C ⊆ Nλ(D). This
follows from
Nλ(C) ∩ C ⊆ C $ D ⊆ Nλ(D).

Example 6.21 Figure 11 shows a part of the Cayley graph of the free product
Z/2Z ∗ Z/3Z =
〈
a, b
∣∣ a2 = 1 = b3 〉. The minimal cuts in this graph are the
cuts with weight one. The optimal cuts are exactly the minimal cuts. The
three cuts depicted with dashed lines belong to the same equivalence class and
the bold vertices form the respective block. Here, we can choose λ = 1 for the
definition of the blocks.
Lemma 6.22 The following assertions hold.
(i) For every C ∈ Copt the block B[C] is connected.
(ii) There is a number ℓ ∈ N such that for all C ∈ Copt and all S ⊆ B[C]
we have: Whenever two vertices u, v ∈ B[C] − N ℓ(S) can be connected
by some path in Γ − N ℓ(S), then they can be connected by some path in
B[C]− S.
Proof. Note that (i). is a special case of (ii). by choosing S = ∅. Let ℓ =
max
{
d(u, v)
∣∣ D ∈ Copt, u, v ∈ D ∩Nλ(D) }. Thus, ℓ is a uniform bound on
the diameters of the sets Nλ(D) ∩ D for D ∈ Copt. It exists because there are
only finitely many orbits of optimal cuts.
Now, let u, v ∈ B[C]−N ℓ(S) be two vertices which are connected by some
path γ in Γ − N ℓ(S). We are going to transform the path γ into some path
γ′ with all vertices in B[C] − S. If γ is entirely in B[C] we are done. Hence,
we may assume that there exist a first vertex vm of γ which does not lie in
B[C]. Thus, for some D ∼ C we have vm /∈ Nλ(D). Since λ ≥ 1, we have
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Figure 11: Block of six vertices in the Cayley graph of Z/2Z ∗ Z/3Z
vm−1 ∈ Nλ(D)∩D. For some n > m we find a vertex vn which is the first vertex
after vm lying in N
λ(D) again. As vn is the first one, we have vn ∈ Nλ(D)∩D,
too. Since Nλ(D) ∩ D is connected, we can choose a path from vm−1 to vn
inside Nλ(D) ∩D. This is a path inside B[C] by Lemma 6.20. Note that this
path does not use vm anymore. Moreover, the new segment cannot meet any
point in S because otherwise vn ∈ N ℓ(S). The path from vn ∈ B[C] − N ℓ(S)
to v is shorter than γ. Hence, by induction, vn is connected to v in B[C] − S;
and we can transform γ as desired. 
Let C ∈ Copt and g ∈ Aut(Γ) be such that gC ∼ C. Since gB[C] =⋂{
Nλ(gD)
∣∣ gD ∼ gC } = ⋂{Nλ(gD) ∣∣ gD ∼ C }, we see that the stabi-
lizer G[C] of some vertex [C] of T (Copt) acts on B[C]. Moreover, we can prove
the following lemma.
Lemma 6.23 Let Γ be a connected, locally finite, and accessible graph such that
a group G acts on Γ with finitely many orbits. Let C ∈ Copt. Then the stabilizer
G[C] = { g ∈ G | gC ∼ C } of the vertex [C] = {D | C ∼ D } ∈ V (T (Copt))
acts with finitely many orbits on the block B[C].
Proof. By Lemma 6.18, G acts with finitely many orbits on the set Copt. For
D ∼ gD ∼ C we have g ∈ G[C], and hence G[C] acts with finitely many orbits
on [C]. This implies that G[C] acts with finitely many orbits on the union⋃
{βD | D ∼ C }.
We are going to show that there is some m ∈ N such that for every v ∈ B[C]
there is a cut D ∈ [C] with d(v, βD) ≤ m, i. e., that every point in B[C] is close
to some βD, D ∼ C. This implies the result since Γ is locally finite.
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Let v ∈ B[C]. If v ∈ Nλ(D)∩D for some D ∼ C, then we have d(v, βD) ≤ λ
(recall that λ is a fixed constant). Thus, it remains to consider the case v ∈ D
for all D ∼ C.
Let U be a finite subset of B[C] such that B[C] ⊆ G ·U . There is a constant
m ≥ λ such that d(u, βC) ≤ m for u ∈ U . We conclude that for the node
v ∈ B[C] there is some g ∈ G and E = gC such that d(v, βE) ≤ m. Thus, we
actually may assume v ∈ βE and we have to show that this implies v ∈
⋃
D∼C
βD.
Because C and E are nested, we can assume (after replacing E with E if
necessary) that C ⊆ E or E $ C. If C ⊆ E (thus E ⊆ C), then we have
βE ⊆ βC ∪ C. But v ∈ C, hence v ∈ βC = βC. On the other hand, if E $ C,
then there is an optimal cut D ∼ C such that E ⊆ D $ C. It follows that
v ∈ D ∩ βE ⊆ D ∩ (βD ∪D) ⊆ βD. 
The next result states a key property of block which finally implies that the
stabilizers of the blocks are finite.
Proposition 6.24 For C ∈ Copt the block B[C] has at most one end.
Proof. Assume by contradiction that B[C] has more than one end. By
Lemma 6.22 B[C] is connected, hence there is a bi-infinite simple path α and
a finite subset S ⊆ B[C] such that two different connected components of
B[C]−S contain infinitely many vertices of α. However, for all D ∼ C we have
α ⊆ B[C] ⊆ Nλ(D). Since Nλ(D) ∩ D is finite, this implies that for D ∼ C
almost all nodes of α are in D, and hence
∣∣α ∩D∣∣ <∞.
By Lemma 6.22, there are two different connected components of Γ−N ℓ(S)
each containing infinitely many vertices of α. Thus, the set C(α) is not empty
and there is an optimal cut E ∈ Copt(α). This means |α ∩ E| = ∞ =
∣∣α ∩ E∣∣.
The cuts C and E are nested. We cannot have E ⊆ C or E ⊆ C because∣∣α ∩C∣∣ < ∞. Hence, by symmetry E $ C. By Lemma 6.12, there is some
D ∈ [C] such that E ⊆ D $ C. But we just have seen that almost all nodes of
α belong to D. Thus, |α ∩ E| <∞. This is a contradiction. 
Now we have all the tools to state and prove the main theorem of this section.
Theorem 6.25 Let Γ be a connected, locally finite graph of finite treewidth. Let
a group G act on Γ such that G\Γ is finite and each node stabilizer Gv is finite.
Then G acts on the tree T (Copt) such that all vertex and edge stabilizers are
finite and G\T (Copt) is finite.
Proof. The blocks B[C] have finite treewidth by Lemma 5.3. By Lemma 6.23,
G[C] acts with finitely many orbits on B[C]. Hence, we can apply Proposition 6.7
what implies that the blocks are finite or have more than one end. The latter
case is excluded by Proposition 6.24, which states that the blocks have at most
one end. Hence, the blocks are finite.
Now, let g ∈ G[C], then we have g(B[C]) = B[C]. Since B[C] is finite and
all vertex stabilizers Gv of vertices of Γ are finite, also G[C] is finite. Therefore,
the action has finite node and edge stabilizers.
By Lemma 6.18, G acts with finitely many orbits on T (Copt). 
58
Corollary 6.26 Let Γ be a connected, locally finite graph of finite treewidth.
Let a group G act on Γ such that G\Γ is finite and the node stabilizers Gv are
finite. Then the tree T (Copt) with bags B[C] forms a tree decomposition of Γ
with finite bag-size and G acts on T (Copt).
Proof. We have to show that the tree T (Copt), together with bags B[C] for
[C] ∈ V (T (Copt)), forms a tree decomposition. If uv ∈ E(Γ) is in δC for some
optimal cut C, then u, v ∈ B[C]. If uv ∈ E(Γ) is not in δC for any optimal cut
C, then u, v ∈
⋂
{D ∈ Copt | u ∈ D } ⊆
⋂
D∼C D ⊆ B[C] for some optimal cut
C. Hence, (T1) and (T2) hold. (T3) follows from the fact that optimal cuts are
nested. 
Corollary 6.27 Let a group G act on a connected, locally finite graph Γ of
finite treewidth such that G\Γ is finite and each node stabilizer Gv is finite.
Then G is the fundamental group of a finite graph of finite groups and hence is
virtually free.
Proof. By Theorem 6.25, G acts on a tree T with finite vertex stabilizers such
that G\T is finite. Theorem 3.16 and Theorem 3.21 yield the result. 
Remark 6.28 The characterization of Corollary 6.27 was shown by Kuske and
Lohrey in their proof of the result that, if the Cayley graph of some group has
a decidable monadic second order theory, then the group is virtually free. They
used a theorem from [8, 43] stating that a graph with decidable monadic second
order theory has finite treewidth.
Remark 6.29 In Theorem 6.25 and Corollary 6.27 the requirement “|G\Γ| <
∞” can be replaced by the condition “G finitely generated”.
In fact, a subgraph of Γ on which G acts with finitely many orbits can be
constructed via the following procedure. Let Σ be a finite generating set of G
and let v0 ∈ V (Γ) be some arbitrary vertex. For all a ∈ Σ we fix paths γa from
v0 to av0. Let ∆ be the subgraph of Γ induced by the vertex set G ·
⋃
a∈Σ γa.
This graph is connected, locally finite and it has finite treewidth by Lemma 5.3.
7 Summary
In these notes we have seen many of the characterizations of virtually free groups
and proven their equivalence. Figure 12 depicts the implications we have shown.
The most technical and rather difficult proof is the one of Theorem 6.25. In
terms of Bass-Serre theory the arrow from bottom to top says that a group
with finite treewidth can be written as a fundamental group of a finite graph
of finite groups. The other characterizations are more straightforward from the
latter characterization. Thus, a characterization by finite treewidth is somehow
the “weakest” requirement whereas being a fundamental group of a finite graph
of finite groups is the “strongest” description of a context-free group.
An interesting open problem is the complexity of the isomorphism problem
of context-free groups. Up to now the best known upper bound is primitive
recursive [44]. The question is whether the methods developed here can be used
to give an improved complexity bound for the isomorphism problem of context-
free groups. Other questions arise when restricting to subclasses of virtually free
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Figure 12: Roadmap of implications.
groups. For example, one can consider, instead of geodesic rewriting systems,
only confluent and length reducing rewriting systems. It is known that when
additionally restricting the left sides to have length at most 2 then these systems
generate exactly the plain groups [4], but the general case is still open. It is
known as Gilman’s conjecture [27]. Plain groups are finitely generated free
products of finite and free groups. They are called basic groups in [6]. A more
general conjecture than the one by Gilman is related to an question of Shapiro
(c. f. [42]): Let Γ be a Cayley graph of some finitely generated group G where
geodesics are unique. Is it true that G is a basic (resp. plain) group? The
conjecture is again “Yes”. As basic groups are context-free, it is reasonable to
settle the conjecture first under the assumption that the group is context-free.
Thus, the Cayley graph has the additional property of finite treewidth.
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