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I present the results of extensive numerical simulations which reveal the glassy properties of
Anderson localization in dimension two at zero temperature: pinning, avalanches and chaos. I
first show that strong localization confines quantum transport along paths which are pinned by
disorder but can change abruptly and suddenly (avalanches) when the energy is varied. I determine
the roughness exponent ζ characterizing the transverse fluctuations of these paths and find that
its value ζ = 2/3 is the same as for the directed polymer problem. Finally, I characterize the
chaos property, namely the fragility of the conductance with respect to small perturbations in the
disorder configuration. It is linked to interference effects and universal conductance fluctuations at
weak disorder, and more spin-glass-like behavior at strong disorder.
Introduction.— Anderson localization (AL) [1, 2] is a
key mechanism of non-ergodicity in disordered quantum
systems, with prominent examples such as the insulat-
ing state of disordered materials [3], quantum multifrac-
tality [4–7] or the absence of thermalization for many-
body closed systems [8–12]. Spin glass physics is another
paradigm of non-ergodic behavior which arises in classi-
cal disordered systems. Its study has led to important
theoretical breakthroughs like the concept of spontaneous
replica symmetry breaking [13] and has found applica-
tions in e.g. optimization or biology [14, 15].
There have been only few analogies drawn between
these two domains. In strongly localized materials, the
electron glass [16] has been much discussed in the lit-
erature [17–20]. This glassy phase arises at finite tem-
perature in the hopping regime [21] where transport is
mediated by phonons. Recently, the Anderson transition
on random graphs of effective infinite dimensionality has
also raised a strong interest [22–28]. There is now a con-
sensus that the delocalized phase on trees is non-ergodic
[29–32], a property related to replica symmetry breaking
[31]. In this article, I address the intrinsic glassy prop-
erties of AL at zero temperature, i.e. in a fully coherent
regime distinct from the electron glass problem. More-
over, I deal with a finite dimensional case d = 2, more
realistic than the random graph case.
In the strongly localized regime, quantum transport
has been conjectured to be strongly inhomogeneous and,
in particular, to follow directed paths [33–37]. Because
of this, strong AL has been believed to be analogous to
the directed polymer (DP) problem, one of the simplest
statistical physics models for which the disorder plays a
quite non-trivial role [4]. This analogy was confirmed
recently by numerical simulations [1–3, 8] which showed
that the fluctuations of the conductance follow the uni-
versal fluctuation properties of DP. Nevertheless, these
fluctuation properties do not reflect all the physics of DP,
and in particular its glassy nature [43, 44]. This article
goes a step further by addressing the new glassy prop-
erties that Anderson localization could inherit from its
similarity with DP physics.
Indeed, in dimension two, it is known that the DP
problem is in a glassy phase where it exhibits several
characteristic glassy properties: pinning [4], avalanches
[44–46] and chaos [47–53]. Then, a DP is pinned in a
configuration that does not move continuously when the
system is smoothly perturbed, but sometimes makes an
avalanche, i.e. jumps brutally into a very different con-
figuration. Chaos is defined as the extreme fragility of
these glassy states: an infinitesimal perturbation induces
a complete reorganization of the equilibrium configura-
tions at the thermodynamic limit. Chaos was predicted
originally for spin glasses and then it was realized that
DP, and more generally elastic objects pinned by disorder
[4, 53, 54], form a kind of “baby spin glass” [44, 53, 54].
Such glassy properties have never been discussed in the
context of Anderson localization.
In this letter, I present the results of extensive nu-
merical simulations which fully take into account the
non-trivial interplay between quantum interference and
disorder. They reveal that the three glassy properties,
pinning, avalanches and chaos, are present in Ander-
son localization. Chaos is however crucially affected by
quantum interference effects. I have used the recursive
Green’s function method [13, 55] to access efficiently the
zero temperature conductance of many (up to ≈ 7 · 104)
and large (up to 4 · 104 sites) 2D samples. Moreover,
a method [10, 57] similar to scanning gate microscopy
[12, 13, 59] allows me to image the directed paths taken
by the electron flow in the strongly localized regimes.
This is complemented by a careful finite-size scaling and
droplet scaling arguments.
Zero temperature conductance.— I consider the con-
ductance through a scattering system described by an
Anderson model [1] of size L× L:
H =
∑
i
εia
†
iai + t
∑
<i,j>
a†jai +H.c. , (1)
where ai (a
†
i ) is the annihilation (creation, resp.) oper-
ator of an electron at site i of a square lattice, t = 1 is
the hopping amplitude and the sum is restricted to near-
est neighbors, with open boundary conditions along the
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2transverse direction y. The site energies are independent
random variables having, unless stated, a normal distri-
bution with zero mean and standard deviation W . Such
a disordered scatterer is attached to two perfect leads,
which can be either wide with the same section of the
sample, or narrow, consisting in a 1D lead attached at
the middle (y = 0) of one edge (y ∈ [−L/2, L/2], see
Fig. 1 and [61]). The results presented in this letter all
correspond to the case of a narrow left lead and a wide
right lead, but I have checked that two wide leads have
qualitatively similar properties [61].
The zero temperature dimensionless conductance at
energy EF of this model is computed through the Fisher-
Lee formula [62] g(EF ) = Tr[ΓLGrΓRGa], which uses
the Green’s function G(EF ) of the scatterer dressed by
the leads, with the exponent r (a) denoting retarded (ad-
vanced, resp.), and ΓL,R = −2Im[ΣrL,R] the imaginary
part of the self-energies associated to the leads, see [55].
The Green’s function is efficiently calculated numerically
using the recursive Green’s function approach [55].
Analogy with the directed polymer problem.— Before
describing the analysis of the glassy properties of quan-
tum transport, I briefly review the known arguments and
the recent numerical studies supporting the analogy with
the DP problem. The Green’s function element between
a point A at the left edge of the scatterer and another
point B at the right edge can be expressed formally using
the locator expansion [1]: GA,B(EF ) =
∑
P
∏
i∈P(EF −
εi)
−1, where the sum is over all paths P connecting A to
B and the product is over all sites belonging to path P.
For W  t = 1, the weight ∏i∈P(EF −εi)−1 of a path P
will decrease exponentially with its length. The sum over
paths will then be dominated by the forward-scattering
paths which propagate from left to right [1–3, 33–36].
One thus obtains a mapping to DP where the partition
function Z =
∑
DP
∏
i∈DP e
−βVi corresponds to the lo-
cator expansion with on-site disorder Vi = ln(EF − εi)
and inverse temperature β = 1.
Using this analogy and the universality of the physics
of DP [4, 63], one can infer a certain number of
properties of conductance fluctuations in the localized
regime in dimension two: The logarithm of the con-
ductance ln g should be analogous to minus the free-
energy of the DP problem and thus should follow: ln g =
−2L/ξ + α (L/ξ)θ χ , with ξ the localization length,
θ = 1/3 the universal value of DP in dimension d = 2 and
χ a random variable of order one with the Tracy-Widom
distribution. These fluctuation properties have been pre-
cisely validated by numerical simulations at large scales
L  ξ [1–3, 8]. However, they do not reflect all the
properties that AL could inherit from DP.
Pinning and avalanches.— I now address the unfore-
seen glassy properties of quantum transport in the pres-
ence of AL. According to the analogy with DP, the elec-
tron flow should be very inhomogeneous, and follow di-
rected paths which correspond to the dominant paths of
FIG. 1. In the Anderson localized regime, the zero temper-
ature transport is strongly inhomogeneous and takes place
along certain directed paths [10]. Similarly to scanning gate
microscopy [59], a gray scale plot of the change of conductance
|g(i)−g0|/g0, where g(i) is the conductance of the sample with
εi → −εi and g0 the unperturbed conductance, allows to im-
age the path taken by the electron flow [57]. A single sample
with a box-distributed disorder W = 20 (ξ ≈ 1.5) and size
L = 50 is considered at two values of the energy EF .
the DP problem [4]. As first proposed in [10, 57], it is
possible to visualize such paths by considering how the
conductance of a sample is affected when one changes
the on-site energy εi of site i by its opposite value −εi.
Thus, as seen in Fig. 1, by representing in a color plot
δg(i) = |g(i) − g0|/g0 as a function of the site position
i, where g0 is the conductance of the sample without
perturbation, and g(i) the conductance of the sample lo-
cally perturbed in i, the flow of electron is visualized
(see [61] for more details). This method is similar to the
experimental local probe approach called scanning gate
microscopy [12, 13, 59]. Moreover, it corresponds in DP
to the response of the free energy to a local perturbation
on a site. This gives exactly [11] the probability that DP
passes on the site.
Using this approach in the strongly localized regime
L  ξ, I demonstrate the first two glassy properties
already introduced: pinning of the electron flow and
avalanches between different directed paths when varying
a parameter such as the energy EF . In Fig. 2, I represent
as a function of EF , the final transverse position 〈y〉 of
the path taken by transport
〈y〉 ≡ 1∑
y δg(L, y)
∑
y
y δg(L, y) , (2)
in three different strongly disordered samples of sizes L =
50, 100 and 200, box-distributed with W = 20, i.e. ξ ≈
1.5  L. One can clearly observe plateaus which are
the signature of pinning, with brutal jumps at certain
values of EF which depend on the microscopic disorder
configuration. Thus, in the case of Fig. 1, the path taken
by the electron flow remains the same as that of the left
panel between EF = 0 and EF = 0.1 and suddenly jumps
to the path of the right panel at EF = 0.1 up to EF = 0.2.
In the DP problem, pinning is characterized by the
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FIG. 2. Pinning and avalanches of Anderson localization.
Left : Similarly to DP, glassy properties arise from the sen-
sitivity of the path taken by transport to a perturbation,
such as a slight change of the energy EF . The final posi-
tion of the path 〈y〉 (see text) is pinned most of the time
but jumps abruptly to a very different value. These (equi-
librium) avalanches make a brutal change between different
paths such as those represented in Fig. 1. The parameters are
the same as in Fig. 1. Right : Pinning can be characterized
by the roughness exponent ζ defined as ∆y =
√
〈y〉2 ∼ Lζ .
For the DP problem ζ = 2/3 is exactly known. This behav-
ior is represented by the red dashed line and agrees well with
numerical data for the Anderson model with a normal distri-
bution, W = 15 (ξ ≈ 0.7), and averaging over 18000 samples.
The typical size of the jumps ∆y in the left panel is controlled
by the roughness exponent.
roughness exponent ζ which measures the wandering of
the DP: ζ is defined through 〈y〉2 ∼ L2ζ for a point-like
initial condition starting at y = 0 for x = 0 (X means
disorder averaging of X). In dimension d = 2, ζ = 2/3
is known exactly. The Fig. 2, right panel, represents the
evolution with system size of ∆y =
√
〈y〉2 for the 2D
AL problem in the strongly localized regime L ξ. The
numerical data agree well with the DP value ζ = 2/3,
confirming the conjecture of [35, 37] based on the locator
expansion. Moreover, in the left panel of Fig. 2, the
typical size of the equilibrium avalanche jumps is seen to
scale as ∆y ∼ L2/3, as expected for DP [44]. Together
with θ = 1/3 [1–3], ζ = 2/3 confirms that these large
scale properties of 2D AL belong to the same universality
class as that of the DP problem.
Chaos.— I now turn to the spectacular glassy effect
known as chaos [47–52]. I show that two replicas of
the Anderson model, infinitesimally perturbed with re-
spect to each other, have completely uncorrelated con-
ductances at the thermodynamic limit, i.e. the conduc-
tance is fragile. In close analogy with the disorder chaos
effect in spin glasses and DP, I study the change of the
conductance under a perturbation of the disorder config-
uration:
εδi =
εi + δε
′
i√
1 + δ2
. (3)
Here, ε and ε′ are both normally distributed with the
same mean 0 and standard deviationW and δ denotes the
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FIG. 3. Disorder chaos of Anderson localization. The cor-
relation function of ln g with a perturbation of the disorder
configuration (3) characterized by the parameter δ is plotted
as a function of system size L in the left panel (decreasing
δ from upper to lower curves). The middle panel shows the
single parameter scaling of C0,δ(L) as a function of the overlap
length ξov(δ). This scaling function shows that an infinitesi-
mal perturbation induces large changes in the conductance so
that C0,δ(L) vanishes for L  ξov. The divergence of ξov as
a function of δ is shown in the right panel. 72000 disordered
2D samples connected to a narrow left lead and a wide right
lead have been considered for each values of δ and L, with a
disorder strength W = 10 (ξ ≈ 1.) and EF = 0.01.
strength of the perturbation. I consider the correlation
function of the logarithm of the conductance between the
two replicas:
C0,δ(L) = ∆ ln gδ ∆ ln g0√
∆ ln gδ
2
√
∆ ln g0
2
, (4)
where ∆ ln g ≡ ln g − ln g.
In the left pannel of Fig. 3, C0,δ(L) is represented as a
function of the system size L for different values of the
perturbation strength δ. In the limit of small δ (upper
curves), the two replicas are strongly correlated, C0,δ ≈ 1
while at large δ, the correlation is vanishing. The middle
panel shows that all the data collapse onto a single curve
when plotted as a function of L/ξov, with ξov known as
the overlap length. This scaling behavior supports the
chaos property of AL: an infinitesimal perturbation in-
duces a vanishing correlation for L ξov.
The overlap length ξov depends only on δ and is shown
in the right panel of Fig. 3. In the DP problem, its diver-
gence can be understood from a droplet scaling argument
[50, 51]. To this end, I consider the case of a DP with
real on-site energies Vi = ln |εi| (such an argument is not
available for complex Vi = ln(EF − εi)) with EF = 0.
The scaling argument compares the energy cost of re-
maining in the same path in the perturbed replica with
the free-energy gain to jump into another configuration
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FIG. 4. Disorder chaos of Anderson localization for different
disorder strengths W . The scaling function and the overlap
length divergence depend crucially onW , contrary to DP. The
red dashed line corresponds to the droplet scaling argument
ξov ∼ δ−3, which agrees well with the DP data and the AL
data at large W and not too small δ. The blue line indicates
the expected behavior in the weak localization regime ξov ∼
δ−1 (see text), which agrees well with the data at W = 1 for
small δ. Otherwise, identical to Fig. 3
∆F ∼ L1/3. Here, the energy cost can be written as:
∆E =
L∑
i=1
ln(|εδi |)− ln(|εi|) =
L∑
i=1
ln
∣∣∣1 + δ ε′iεi ∣∣∣√
1 + δ2
, (5)
where the sum is along the sites of the dominant path.
While εi are correlated random variables (the dominant
path is the result of a global optimization), the perturbed
ε′i are uncorrelated. We can thus neglect the correlations
in the log. Then, a simple calculation shows that the vari-
able ln |1 + δε′i/εi| has a finite average value ln
√
1 + δ2
and a standard deviation σ ∝ √δ. According to the
central limit theorem: ∆E ∼ √δL. Because ∆E and
∆F do not vary with the same power laws with L, for
L  ξov, ∆E  ∆F and the two replicas are in the
same configurations, whereas for L  ξov, ∆E  ∆F ,
the perturbation has made the path jump into a com-
pletely different configuration and the replicas are un-
correlated. The overlap length is such that ∆E ∼ ∆F ,
i.e. δ1/2ξov
1/2 ∼ ξov1/3, therefore ξov ∼ δ−3. In Fig. 4,
I represent the disorder chaos effect on such DP with
Vi = ln |εi| (diamond points). There is a good agreement
between the data for ξov and the prediction of the droplet
scaling argument (red dashed line).
While AL data are quite close to the DP results at the
strongest disorder W = 15 I could consider (open cir-
cles in Fig. 4), a striking observation of Fig. 4 is however
that disorder chaos for AL depends crucially on W , with
a stronger fragility as W decreases from 15 to 1. The
strong fragility at small disorder W = 1 corresponds to
the famous universal conductance fluctuations [65–67].
Then, the conductance results from the interference be-
tween many multiply scattered Feynman paths (instead
of one main path as before) and thus crucially depends
on their relative phases. These phases can be altered by
a perturbation. In the case of a change of EF by ω, a
pair of identical Feynman paths dephases by an amount
ωtP/~ where tP is the time to travel the path. In the
diffusive regime, tP ∝ ETh−1 with ETh = ~D/L2 the
Thouless Energy, D the diffusion constant. Therefore,
the overlap length follows ξov ∼ ω−1/2 (see [61]). In the
present case of a disorder perturbation (3), the dephasing
is proportional to δ
√
tP due to random shifts of alterna-
tive signs (instead of the constant shift ω) of the on-site
energies. This explains the observed behavior ξov ∼ δ−1,
shown by the blue line in the right panel of Fig. 4.
The observations of Fig. 4 are therefore quite differ-
ent from DP for which the chaos effect does not de-
pend on the strength of disorder [51]. Interestingly, the
chaos property of AL results from the interplay between
two distinct mechanisms: an intereference effect between
many paths which dominates in the weak localization
regime [65], and the glassy chaos effect of DP at strong
disorder which brutally changes the directed path taken
by the transport. This persists at large scales L  ξ,
since the scaling function itself depends on W . Chaos
gives a new light on the analogy between AL and DP: the
directed paths taken by transport are a coarse-grained
picture. They have a width of order ξ and quantum in-
terference play a crucial role inside these paths [61].
Experimental observations.— The glassy effects de-
scribed here could be observed experimentally in sev-
eral types of systems such as two-dimensional electron
gases [2, 68], cold atom systems, or classical waves. e.g.
microwaves [69] or ultrasounds [70]. In two-dimensional
electron gases, scanning gate microscopy [59] could image
the directed paths associated with AL. In cold atomic
gases, AL has been characterized in a very controlled
manner [71–74]. Very recently, an experimental approach
to study the conductance in cold atoms has been devel-
oped [75], which allows the introduction of disorder [76]
and scanning gate microscopy imaging [77].
Conclusion.— In this article, I have shown from ex-
tensive numerical simulations that AL in two dimen-
sions and at zero temperature satisfies several important
glassy properties inherited from DP physics but where
quantum interference effects play a crucial role: pinning,
avalanches, and chaos. AL opens a new playground for
the study of quantum glassy physics.
It would be particularly interesting to see whether
these glassy properties extend to the case of interacting
systems. The method of analysis presented here could in
particular help to clarify the glassy nature of the Bose
glass insulating phase of disordered bosons [78–84].
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1Supplemental material to
“Glassy properties of Anderson localization: pinning, avalanches and chaos.”
Scattering configurations
Two different scattering configurations have been con-
sidered. A quantum disordered system described by the
2D Anderson tight-binding model (1) (shown in violet in
figure S1) is attached to two perfect, semi-infinite (along
the x-direction) leads which can be wide, having the same
width L of the scatterer, or narrow, consisting in a 1D
semi-infinite lattice attached at the middle (y = 0) of one
edge of the system (with y ∈ [−L/2, L/2]). The figure S1
illustrates these two scattering configurations: the disor-
dered scattering region is represented in violet with the
size of the points chosen according to the value of the
on-site energy εi, and the leads are shown in red. All the
results presented in the article have been obtained using
the first narrow left lead configuration, while similar re-
sults in the case of a wide left lead will be shown in this
supplemental material.
FIG. S1. Illustration of the two scatterering configurations
considered: the upper panel corresponds to the narrow left
lead configuration, where a 1D semi-infinite lattice is attached
at the middle (defined as y = 0) of the left edge (with y ∈
[−L/2, L/2]) of the scattering region. The lower panel shows
the wide left lead case, where the width of the left lead is
the same as that of the scatterer. The quantum disordered
system is shown in violet, with point sizes following the value
of the on-site energy εi (see Eq. (1)). The leads are shown in
red.
Conductance fluctuations in the strongly localized
regime
In the strongly localized regime, Somoza, Ortun˜o, and
Prior [S1–S3] showed numerically that the conductance
g follows:
ln g = −2L/ξ + α (L/ξ)θ χ . (S1)
In this equation, the first term describes the exponential
decay of the typical conductance exp(ln g) = exp(−2L/ξ)
with ξ the localization length. The second term of (S1)
describes the fluctuations of ln g with χ a random variable
of order 1, α a constant of order 1. The value of the
exponent θ has been found to perfectly agree with the
directed polymer universal value: ω = 1/3 in dimension
1 + 1 [S4]. Moreover, the variable χ follows the Tracy-
Widom distribution for the Gaussian unitary ensemble
(GUE) in the case of a narrow left lead, which is again
the known distribution for the directed polymer problem
in dimension 1+1 with a point-like initial condition [S5–
S7].
The figure S2 illustrates these known results. I repre-
sent the typical conductance and the standard deviation
of ln g as a function of the system size L in the case of
a narrow left lead and a normally distributed disorder
with W = 10. A very good agreement is found with
(S1), with a fitted localization length ξ ≈ 1 and ω = 1/3.
Moreover, the rescaled variable Rg = (ln g − ln g)/σln g
follows the GUE Tracy-Widom distribution shown by the
red-dashed line (with no fitting parameter).
Note that in Fig. S2, different symbols correspond to
different values of the energy EF ∈ [0, 0.4]. The fact that
they all have the same behavior shows that the glassy
properties observed with a change of EF between EF = 0
to 0.4 are not due to a significant change of the localiza-
tion length. On the contrary, these changes are related to
the large fluctuations induced by disorder and quantum
interference, which grow with system size.
An important remark is that the results of Somoza,
Ortun˜o, Prior and Le Doussal [S1–S3, S8] could suggest
that the analogy between Anderson localization and the
physics of directed polymer becomes asymptotically ex-
act in the thermodynamic limit L  ξ. This is at first
surprising since the directed polymer problem is a fully
classical problem. What I have shown is that quantum
interference effects play a crucial role in the glassy prop-
erties of Anderson localization, even in the limit L  ξ.
This can be seen from the chaos property. The fact that
the scaling functions in Fig. 4 depend crucially on W ,
going from weak localization fragility at weak disorder to
spin glass chaos at strong disorder, implies that these dif-
ferences will survive in the thermodynamic limit L ξ.
My interpretation is that the directed paths taken by
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FIG. S2. Conductance fluctuations in the strongly local-
ized regime. The left upper panel represents ln g as a func-
tion of system size L, where the blue line is a linear fit
ln g = A0 + 2L/ξ with a fitted localization length ξ ≈ 1.
The right upper panel shows the standard deviation σln g =√
(ln g − ln g)2 as a function of the system size L. A very good
agreement is found with the expected behavior σln g ∼ L1/3
from the analogy with the directed polymer problem (red
dashed line). The lower panel shows the distribution of the
rescaled conductance Rg = (ln g−ln g)/σln g . A perfect agree-
ment is found with the GUE Tracy-Widom distribution ex-
pected for the directed polymer problem with a point like
initial condition. In the two upper panels, different points
correspond to different values of the energy EF ∈ [0, 0.4], and
the data have been averaged over 72.103 configurations, with
a normally distributed disorder and W = 10. In the lower
panel, EF = 0.01, W = 10, L = 100 and 36.10
4 disorder
configurations have been considered. In all cases presented,
a scattering configuration with a narrow left lead has been
considered.
the transport (which follow the directed polymer physics)
are a coarse-grained picture. They have a width of order
the localization length ξ and quantum interference effects
play a crucial role inside these paths (see figure S3).
These results are not in contradiction with the known
results for the fluctuations of the conductance in dimen-
sion two [S1–S3, S8]. The universal conductance fluc-
tuations in the weak localization regime predict σln g to
be of order 1, whereas the directed polymer physics pre-
dicts much stronger fluctuations σln g ∼ L1/3. Directed
polymer physics thus completely dominates the fluctu-
ation properties of the conductance in the large scale
regime. On the contrary, weak localization fragility is
much stronger than spin glass chaos so that the impor-
tance of quantum interference effects is clearly seen using
this glassy point of view. One can therefore see Ander-
son localization as a quantum glassy system, with new
glassy properties dressed by quantum interference to be
explored.
Chaos with a change of EF . Case of a wide left lead
scattering configuration
I represent here additional numerical results for the
chaos property of Anderson localization in the cases of a
change of EF or with a wide left lead (see figure S1). In
the figure S4 I consider the correlation of the logarithm
of the conductance Cω between two replicas (having the
same disorder configuration) taken at two different ener-
gies, Ef = 0 for replica A and EF = ω for replica B:
Cω(L) =
∆ ln gω ∆ ln g0√
∆ ln gω
2
√
∆ ln g0
2
, (S2)
where gω = g(EF = ω). Cω decreases as a function of
system size and follows a single parameter scaling law
with the overlap length ξov. Similarly to the case of dis-
order chaos, the scaling function and parameter depend
crucially on the disorder strength. For weak disorder, one
recovers the expected behavior for the weak localization
regime: ξov ∼ ω−1/2. In the limit of strong disorder, the
behavior is found close to that of the directed polymer
problem.
In the figure S5, I represent the disorder chaos property
of Anderson localization in the case of a wide left lead
(see figure S1). Qualitatively similar results are observed
as in the case of a narrow left lead.
Scanning gate microscopy approach vs. local current
density
In the paper, I have considered the response of ln g
to a local change of the on-site potential εi → −εi, as
first proposed in [S10]. Then, by plotting |g(i) − g0|/g0
as a function of i, I get a color plot which indicates in
dark the regions in space which are strongly affected by
the local perturbation (|g(i)− g0|/g0 ≈ 1), and in white
the regions where this local change has a negligible ef-
fect |g(i) − g0|/g0  1. From the analogy between this
approach and the scanning gate microscopy (SGM) ex-
perimental approach, on the one hand, and the corre-
spondence with the exact result for the directed polymer
3FIG. S3. Dependence on the strength of the disorder of the width of the directed paths taken by the transport. The directed
paths taken by the transport have a width of order the localization length ξ. Inside these paths, quantum interference effects
play a crucial role. EF = 0, L = 51 and narrow left lead has been considered.
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FIG. S4. Chaos property of Anderson localization with a
change of the energy EF . The correlation function Cω is plot-
ted as a function of system size L in the left panel. It follows
a single parameter scaling as a function of the overlap length
ξov(ω). The divergence of ξov as a function of ω is shown in
the right panel. As in the case of disorder chaos (figure 4
of the main paper), the scaling function and parameter both
depend crucially on the disorder strength. At weak disorder
W = 1, ξov ∼ ω−1/2 as expected in the weak localization
regime (blue dashed line). At strong disorder, the behavior
tends to the directed polymer problem. EF = 0, 72.10
3 disor-
der configurations connected to a narrow left lead have been
considered.
probability to pass through a site [S11], I interpreted the
paths obtained as the paths taken by the electron flow.
However, in the absence of disorder, it is known that
SGM images are not always related to the local density
of currents of the unperturbed system [S12]. Indeed, for
a quantum point contact (QPC), SGM gives the local
density of currents only on the plateaus of the conduc-
tance quantization where the quantum point contact is
fully transparent. Otherwise, on the conductance steps,
the SGM tip forms with the QPC a Fabry-Perot inter-
ferometer and the SGM images are not related to a local
quantity of the unperturbed system such as the local cur-
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FIG. S5. Disorder chaos property of Anderson localization in
the case of a wide left lead scattering configuration. Qualita-
tively similar results are observed as in the case of a narrow
left lead, with single parameter scaling of the decay of the cor-
relation C0,δ with the scaling parameter ξov (left panel). The
divergence of the overlap length ξov(δ) at small δ is shown in
the right panel. EF = 0.01, W = 10 with a normal distribu-
tion, and 72.103 samples have been considered.
rent density [S12, S13].
To clarify this point, I compare the map of the local
current density j(r = (x, y), EF ) [S14], obtained through
the Kwant library [S9], with the color plot given by the
SGM approach I have used in the paper. In figure S6,
I represent the case of two different disorder configura-
tions, with a box-distribution and W = 10. On rare
points, the change |g(i)−g0|/g0 can be very large so that
I restrict the colormap to |g(i) − g0|/g0 ∈ [0, 1] for the
sake of clarity. I also show the same SGM plots using a
logarithmic scale (with no restrictions on |g(i)− g0|/g0).
The paths imaged by SGM clearly match with those of
the local current density maps. This confirms that the di-
rected paths imaged through the SGM approach used in
the paper correspond to the paths taken by the electron
flow.
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FIG. S6. Comparison between the local current density and the response of the conductance to a local perturbation. The two
upper panels show a map of the local current density for two different disordered samples. Below are shown the corresponding
maps of the response of the conductance |g(i)− g0|/g0 to a local change of the on-site potential εi → −εi, as used in the paper.
In the middle panels, |g(i)− g0|/g0 is restricted to [0, 1] (see text) while a logarithmic scale with no restriction is shown in the
lower panels. The paths imaged by the local conductance response clearly match with those of the local current density maps.
This confirms the interpretation given in the paper that this method allows to image the paths taken by the electron flow.
Samples of size L = 51, with a box-distributed disorder and W = 10, connected to a narrow left lead have been considered.
The two upper panels have been obtained using the Kwant library [S9].
Figure S1 and the two upper panels of Fig. S6 have
been obtained through the Kwant library [S9]. I thank
F. Evers for interesting discussions and in particular for
suggesting that I compare the local current density with
the local response of the conductance considered in the
paper.
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