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1 Introduction
In the following we will be concerned with the calculation of massive loop inte-
grals. We will present methods to calculate such integrals for the 1- and 2-loop
case. For the 1-loop case these methods allow for the calculation of arbitrary rank
tensor integrals for arbitrary n-point functions with arbitrary integer powers of the
propagators. The methods for the 2-loop case cover the scalar planar and nonpla-
nar integrals. The tensor cases can be handled by the usual reduction to 1-loop
integrals or, in a much more direct approach, by integrating the ’characteristic
integrand’ of the graph under consideration [15].
In this article we give only typical introductory examples of these methods. We
refer the reader to the literature to study the methods in detail [9, 10, 7, 11, 12].
2 1-loop Integrals
2.1 The Scalar Function
In this section we calculate the two-point function
I(q2) =
∫
dDl
1
P1P2
, (1)
where
P1 = l
2 −m21 + i̺
P2 = (l + q)
2 −m22 + i̺.
Here we do not specify the massesm1,m2, so we want a result which is valid for the
massive as well as for the massless case. We work within dimensional regularization
in the sense of [4], D = 4− 2ε is the complex dimension.
There is only one scalar-product involved in the integrand Eq.(1) and so if we
choose to be in the rest frame of q = q0, we can separate the l0-integration. No
non-trivial angular integration is then involved in the (D − 1)-dimensional space-
like integration. So we can do D − 2 angular integrations trivially, leaving the l0
and l⊥ integrations to be done. We have denoted the modulus of the space-like
part of l by l⊥.
The integral Eq.(1) then becomes
I(q2) = 2
π
D−1
2
Γ(D−12 )
∫ ∞
−∞
dl0
∫ ∞
0
dl⊥l
D−2
⊥
1
P1P2 (2)
where P1 = l20 − l2⊥ −m21 + i̺
P2 = (l0 + q0)2 − l2⊥ −m22 + i̺.
The l⊥-integration in Eq.(2) can now easily be performed. The result is
I(q2) = C
∫ ∞
−∞
dl0
1
w21 − w22
[
w1−2ε1 − w1−2ε2
]
where w1 =
√
−l20 +m21 − i̺
w2 =
√
−(l0 + q)2 +m22 − i̺
C =
π
D−1
2
1/2− εΓ(1/2 + ε). (3)
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Now the remaining l0-integration becomes
I(q2) :=
Ce(−iπ(1/2−ε))
2q
∫
∞
−∞
dl0
[
(l20 −m21 + i̺)
1
2
−ε
q/2 +Md + l0
+
(l20 −m22 + i̺)
1
2
−ε
q/2−Md − l0
]
Md =
m21 −m22
2q
, (4)
where we used translation invariance for the second term in Eq.(3), translation
invariance being guaranteed by the very definition of dimensional regularization
(Re(ε) big enough in intermediate steps). The integral Eq.(4) can be determined
by various methods. We will do it in the following by introducing R-functions
[3, 9, 10] which are the typical ingredient of our 1-loop method.
We modify the integral Eq.(4) as follows.
I =
Ci exp(iπε)
2q
∫ ∞
0
ds√
s
[
(q/2 +Md)
(s−m21 + i̺)
1
2
−2ε
−(q/2 +Md)2 + s
+(q/2−Md) (s−m
2
2 + i̺)
1
2
−2ε
−(q/2−Md)2 + s
]
, (5)
which gives in terms of R-functions
I =
i exp(iπε) C
2q
[
(q/2 +Md)B(
1
2
, ε)
R−ε(−1
2
+ ε, 1;−m21 + i̺,−(q/2 +Md)2) + (q/2−Md)×
×B(1
2
, ε)R−ε(−1
2
+ ε, 1;−m22 + i̺,−(q/2−Md)2)
]
. (6)
The Beta-function in Eq.(6) involves a pole in ε. Expanding the following R-
functions to O(ε) (see [9]) we can express our result in terms of logarithms. The
result is
I(q2) = iπ2
{
1
ε
− γ − log π + 2 + 1
2
(1 +m21/q
2 −m22/q2) ×
×

z1 log
+− (1− z1)
1 + z1
− logm21


+
1
2
(1−m21/q2 +m22/q2)×
×

z2 log
+− (1− z2)
1 + z2
− logm22
] ,
where z1 =
√
1− 4m
2
1q
2
(q2 +m21 −m22)2
z2 =
√
1− 4m
2
2q
2
(q2 −m21 +m22)2
.
where the upper (lower) sign has to be used if the argument is in the right (left)
complex half-plane corresponding to Carlson’s conventions on the scaling law for
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R-functions and quadratic transformations on them [3]. This is the well-known
result which one also obtains by conventional methods.
2.2 The Tensor Functions
As it is shown in [9] the above reduction allows also to calculate arbitrary tensor
integrals. Here we give only the result.
Ijk(q
2) = C˜ ( B(ε− k/2− [j]/2, 1/2 + [j]/2)(q/2 +Md)j+1−[j]
×(−1)j−[j]R−ε+k/2+[j]/2(−1/2− k/2 + ε, 1; z1, y1)
+
j∑
i=0
(
j
i
)
(−q)j−iB(ε− k/2− [i]/2, 1/2+ [i]/2)(q/2−Md)i+1−[i]
×R−ε+k/2+[i]/2(−1/2− k/2 + ε, 1; z2, y2) )
where [m] :=
{
m,m even
m+ 1,m odd
}
C˜ :=
π
D−1
2
1/2 + k/2− ε
i exp(iπε) (−1)k/2
2q
×
×Γ(3/2− ε+ k/2)Γ(1/2− k/2 + ε)
Γ(3/2− ε)
z1 := −m21 + i̺, y1 = −(q/2 +Md)2
z2 := −m22 + i̺, y2 = −(q/2−Md)2.
In the above formula for Ijk(q
2) j denotes the number of indices in the parallel
space and 2k the number of indices in orthogonal space. One then has for a tensor
integral
Iµ1...µj = 0, j2 odd
= Ij1j2N(j2)Tµj1+1...µj , j2 even,
where
Tµj1+1...µj = g
D−1
µj1+1µj1+2
. . . gD−1µj−1µj + all permutations of {µj1+1 . . . µj}
N(j2) = g
µj1+1µj1+2 . . . gµj−1µjTµj1+1...µj .
Here we assumed without loss of generality that the first j1 indices lie in the parallel
space. We omitted these indices on the right hand side of the above equation
because they all have fixed value µ1 = . . . = µj1 = 0 (the parallel space is one-
dimensional in this simple example). So, the expression on the right hand side is a
j2-rank tensor in the orthogonal space. This tensor structure is given by the totally
symmetric tensor T , constructed as the symmetric product of metric tensors in the
orthogonal space. N(j2) normalizes the tensor T . With g
D−1
µν we denote this metric
tensor in the orthogonal space. One has gD−1µµ = g
D−1
µν g
µν = D − 1.
In the derivation of this formula the celebrated ’existence theorem of associated
functions’ has been used [3].
The calculation of higher powers of propagators can now be easily done by
applying appropriate differential operators with respect to masses to the result
expressed in R-functions [9].
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The next step in our examination of one-loop integrals is the calculation of the
three-point functions. These form factor functions have infrared and on-shell singu-
larities. They are, therefore, a more sophisticated test of our method. Nevertheless
they can be calculated following the same route as for the 2-point functions [10].
The same is true for arbitrary n- point functions [7, 6, 13].
In the following we shortly recapitulate the calculation of the 3-point functions.
We use the following notation for the one-loop three-point scalar integral
I =
∫
dDl
1
P0P1P2
, (7)
where
P0 = l
2
0 − l21 − l2⊥ −m20 + iη
P1 = (l0 + q10)
2 − l21 − l2⊥ −m21 + iη
P2 = (l0 + q20)
2 − (l1 + q21)2 − l2⊥ −m22 + iη,
so that l0 and l1 span the parallel space (the now two-dimensional linear span of
the exterior momenta), while l⊥, as before, is the modulus of the loop-momentum
in the orthogonal space.
The resulting non-trivial integrations are
I = C
∫ +∞
−∞
dl0
∫ +∞
−∞
dl1
∫ +∞
0
dl⊥
lD−3
⊥
P0P1P2
, (8)
where C = 2π
D−2
2 /Γ(D−22 ).
With the help of a partial fraction we have three summands to calculate. The
l⊥-integration is easy to do. The next integration can be done via the residue
theorem and the remaining integrals will again be interpreted as R-functions.
Introducing the abbreviations
a01 = −2q10 b01 = 0 c01 = m
2
1 −m
2
0 − q
2
10
a02 = −2q20 b02 = 2q21 c02 = m
2
2 −m
2
0 − q
2
20 + q
2
21
a11 = 2q10 b11 = 0 c11 = −m
2
1 +m
2
0 − q
2
10
a12 = 2(q10 − q20) b12 = 2q21 c12 = −m
2
1 +m
2
2 − (q10 + q20)
2 + q221
a21 = 2q20 b21 = −2q21 c21 = −m
2
2 +m
2
0 − q
2
20 + q
2
21
a22 = 2(q20 − q10) b22 = −2q21 c22 = −m
2
2 +m
2
1 − (q10 + q20)
2 + q221,
we find the final result to be
I = CB(2ε, 1)B(1− ε, ε)
2∑
i=0
4∑
l=1
αl
A−εi,l
Ci,l
(9)
R−2ε(ε, ε, 1;−y+i,l,−y−i,l, Di,l/Ci,l)
where
y+i,l = −
Bi,l
2Ai,l
+
√
B2i,l
4A2i,l
− m
2
i − iη
Ai,l
y−i,l = −
Bi,l
2Ai,l
−
√
B2i,l
4A2i,l
− m
2
i − iη
Ai,l
αl =
{
+1, l = 1, 2
−1, l = 3, 4
}
4
Ai,1 = Ai,3 =
ai,1 + bi,1
ai,1 − bi,1
Ai,2 = Ai,4 =
ai,2 + bi,2
ai,2 − bi,2
Bi,1 = −Bi,3 = ci,1
ai,1 − bi,1
Bi,2 = −Bi,4 = ci,2
ai,2 − bi,2
Ci,1 = −Ci,3 = ai,1(ai,2 − bi,2) + ai,2(bi,1 − ai,1)
Ci,2 = −Ci,4 = ai,2(ai,1 − bi,1) + ai,1(bi,2 − ai,2)
Di,1 = Di,3 = ci,1(ai,2 − bi,2) + ci,2(bi,1 − ai,1)
Di,2 = Di,4 = ci,2(ai,1 − bi,1) + ci,1(bi,2 − ai,2).
We did the calculation of the scalar integral in three steps:
1. The l⊥-integration, followed by a shift in l0, l1 to have the zi in a standard
form.
2. A further shift l1 → l˜1 = l1+l0 linearizes the zi’s and allows for an application
of the residue-theorem to do the l0-integration.
3. Interpretation of the remainig integration as a representation of a R function.
Arbitrary tensor integrals involve additional powers ln10 l
n2
1 l
2n3
⊥
in the numerator so
that we have to modify the three steps as follows:
1. The l⊥-integration now gives −B(1 + n3 − ε,−n3 + ε)(−zi)−ε+n3 . The shift
in l0 and l1 now introduces a (double) binomial sum of powers from l
0
0l
0
1 to
ln10 l
n2
1 in the numerator.
2. The further shift l1 → l0 + l1 changes the powers in the numerator to have
values from l00 l˜1
0
to ln1+n20 l˜1
n1
. The application of the residue theorem inserts
the residue also in the numerator, so that the remaining l˜1 integration involves
powers l˜1
0
. . . l˜1
n1+2n2
in the numerator.
3. The remaining integrals are of the form
∫∞
0
dy y
k(uy2+vy+w)−ε+n3
ry+s so that
we will end up with results of the form ∼ B(k + 1, 2ε − 2n3 − k)u−ε+n3r
R−2ε+2n3+k(ε− n3, ε− n3, 1;−y+,−y−, s/r).
Applying reduction formulas for R-functions all tensor integrals are now ex-
pressible in a standard set of well-known functions [10]. Integrals involving higher
powers of propagators can again be obtained via differentiation formulas.
2.3 The Singular Case
In evaluating the three- and higher n-point functions one counters more than just
the UV -singularities. There are on-shell and infrared singularities as well. These
divergences always appear as parallel-space divergences. Here they enter the calcu-
lations in the form of endpoint singularities. So they can be systematically handled
by applying Hadamard’s finite part to them [10].
3 2-loop Functions
In this section we start with the calculation of massive scalar 2-loop functions. We
start with the 2-point case as a more detailed example and present the results for
the two different topologies which appear in the 3-point case.
3.1 The 2-point Function
Let us first introduce some notation. The expression for the normalized two-loop
two-point function is
I(q2) = − q
2
π4
∫
d4l1
∫
d4l2
5∏
i=1
1
Pi
.
According to our method of separating parallel and orthogonal space variables
we rewrite the integral as
I(q2) = − q
2
π4
∫
d4l1
∫
d4l2
5∏
i=1
1
Pi , (10)
where the inverse propagators Pi are now defined by
P1 = l210 − l21⊥ −m21 + i̺
P2 = (l10 + q0)2 − l21⊥ −m22 + i̺
P3 = (l10 + l20)2 − l21⊥ − l22⊥ − 2l1⊥l2⊥z −m23 + i̺
P4 = (l20 − q0)2 − l22⊥ −m24 + i̺
P5 = l220 − l22⊥ −m25 + i̺,
and we choose to be in the rest frame of the exterior momentum q ≡ q0.
The loop momenta l1 and l2 satisfy
l1 ≡ (l10,~l1⊥)
l2 ≡ (l20,~l2⊥)
l1⊥ := | ~l1⊥ |
l2⊥ := | ~l2⊥ |
~l1 · ~l2 = l1⊥l2⊥z,
where the space-like ~l1⊥ and ~l2⊥ span the orthogonal space.
Note that we have to introduce an angular variable for the relative angle between
~l1⊥ and ~l2⊥. We have to do so because we are not allowed to choose ~l1⊥ ·~l2⊥ = 0.
This choice would fail to give the same results for DR and ordinary Riemann
integration in the case of finite integrals.
The integration over the orthogonal space involves six integrations. Three of
them give the product of the volumes of the unit spheres S1 and S2 as a prefactor
because only one non-trivial angular integration is involved in the scalar-product
~l1 · ~l2. As a consequence we are left with only five non-trivial integrations, two
(l10 and l20) from the parallel space and three (l1⊥, l2⊥ and z) coming from the
orthogonal space. We are left with the the following integrations to perform
I(q2) =
−8q2
π2
∫
∞
−∞
dl10
∫
∞
−∞
dl20
∫
∞
0
dl1⊥
∫
∞
0
dl2⊥l
2
1⊥l
2
2⊥
∫ 1
−1
dz
5∏
i=1
1
Pi . (11)
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As usual ̺ is small and strictly positive and the integrations are well defined
for ̺ 6= 0. Because we do not Wick rotate we keep the i̺-prescription throughout
the whole calculation. At the end of the calculation we will find the limit ̺→ 0 to
be well-behaved in every case.
This ‘art’ of calculating complicated two-loop functions can be described as
transforming the integrand so that it can be recognized as an integral representa-
tion of special functions [1]. Usual methods use Wick rotations, so an analytical
continuation to physical values at the end of the calculation is always understood.
As a consequence, to have sensible results, the final expressions must be given
in terms of known special functions in order to manage the analytic continuation
back. The i̺-prescription is then re-installed in order to make this continuation
unique. In our approach we avoid altogether the need to Wick rotate. No analytic
continuation at the end of the calculation is necessary and sensible results can be
obtained by numerical evaluation of the final integral representation.
Let us proceed with the integrations (a detailed discussion can be found in [11]).
To do so, we first integrate z, the cosine of the angle between ~l1 and ~l2.
The integral becomes
I(q2) =
−8q2
π2
∫
dl10dl20dl1⊥dl2⊥
l1⊥l2⊥
2
(
1
P1P2P4P5 )
× [log((l10 + l20)2 −m23 + i̺− (l1⊥ + l2⊥)2)
− log((l10 + l20)2 −m23 + i̺− (l1⊥ − l2⊥)2)
]
.
Expanding the logarithms and using symmetry properties of the integrand one
finds with the help of the residue theorem the simple result
I(q2) = C
∫ ∞
−∞
dl10
∫ ∞
−∞
dl20
1
(w21 − w22)(w24 − w25)
×
× [L325 − L315 + L314 − L324]
C = 4q
2
1
Lijk = log(wi + wj + wk)
w21 − w22 = −m21 +m22 − q2 − 2l10q
w24 − w25 = −m24 +m25 + q2 − 2l20q,
or in dimensionless variables x = l10/q, y = l20/q
I(q2) = C′
∫
∞
−∞
dx
∫
∞
−∞
dy
1
(w21 − w22)(w24 − w25)
×
× [L325 − L315 + L314 − L324] (12)
C′ = 4
Lijk = log(wi + wj + wk)
w21 − w22 = −z21 + z22 − 1− 2x
w24 − w25 = −z24 + z25 + 1− 2y,
where z2i := m
2
i /q
2 replaces m2i in each wi:
w1 =
√
x2 − z21 + i̺
7
w2 =
√
(x+ 1)2 − z22 + i̺
w3 =
√
(x+ y)2 − z23 + i̺
w4 =
√
(y − 1)2 − z24 + i̺
w5 =
√
y2 − z25 + i̺.
Note that for each wi we have 0 < arg(wi) < π/2 so that the limit ̺→ 0 turns out
to be well defined. A detailed discussion of this result can be found in [11]. This
result was tested and confirmed by analytical and numerical checks and was widely
used in comparison with other numerical routines [2, 8] and asymptotic expansions
[5].
3.2 The 3-point Functions
In the following we will present a integral representation for 2-loop 3-point functions
similar to the one for the 2-loop 2-point function.
In the 3-point case, we have two scalar master diagrams according to the two
possible different topologies, Fig.(1) and Fig.(2). We will find the amazing result
that for both topologies a threefold integral representation can be given over the
same simple functions as in the 2-point case. Only the number of terms is different
(from 36 for Fig.(2) to 80 for Fig.(1)).
For 3-point functions additional problems may arise from on-shell singularities.
As we will see our method offers a very systematic handling for these divergences.
Because only endpoint singularities arise in our calculations, it seems very ap-
propriate to extract these singularities via principle value prescriptions. A brief
introduction to this method is given in [12].
It is an amazing consequence of our method that the crossed diagram Fig.(1) is
 
 
 
 
 
 
❅
❅
❅
❅
❅
❅
❇
❇
❇
❇
❇
❇
❇
❇
❇
✂
✂
✂
✂
✂
✂
✂
✂
✂
1
2
3
4
5
6
Figure 1: The Cross Diagram, the labels denote the propagators
of the same order of difficulty as the parallel diagram Fig.(2). This is a consequence
of the partial fractionizing, which assigns, roughly speaking, twice the number of
terms to the crossed diagram as to the planar one. We begin with a short discussion
of the planar function.
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1
5
4
3 6
Figure 2: The Planar Diagram, the labels denote the propagators
The generic function is a function of nine variables (six masses and three kine-
matical variables). First we give the explicit expressions for the propagators:
P1 = (l0 + q10)
2 − l21 − l2⊥ −m21 + iη
P2 = (l0 − q20)2 − (l1 − q21)2 − l2⊥ −m22 + iη
P3 = (l0 + k0)
2 − (l1 + k1)2 − l2⊥ − k2⊥ − 2l⊥k⊥z −m23 + iη
P4 = (k0 − q10)2 − k21 − k2⊥ −m24 + iη
P5 = (k0 + q20)
2 − (k1 + q21)2 − k2⊥ −m25 + iη
P6 = k
2
0 − k21 − k2⊥ −m26 + iη.
Again z denotes the angle between l⊥ and k⊥ in the orthogonal space. The expres-
sion for the whole integral is then
I = C
∫ +∞
−∞
dl0dl1dk0dk1
∫
∞
0
dl⊥dk⊥
∫ +1
−1
dz
l⊥k⊥√
1− z2
1
P1P2P3P4P5P6
. (13)
We first integrate z and then make the shifts l0 → l0 + l1 and k0 → k0 + k1
which locates both the cuts in l1 and k1 of the square-root in the result of the
z-integration in either the upper or lower halfplanes, depending on the sign of
(l0 + k0). Furthermore, all propagators become linear in l0 (resp. k0). So we can
do without any difficulties the l1 and k1 integrations next using the residue theorem
(details of all these calculations are in [12] ).
The explicit form of the remaining propagators is now
P1 = (l0 + l1 + q10)
2 − l21 − l2⊥ −m21 + iη
P2 = (l0 + l1 − q20)2 − (l1 − q21)2 − l2⊥ −m22 + iη
P4 = (k0 + k1 − q10)2 − k21 − k2⊥ −m24 + iη
P5 = (k0 + k1 + q20)
2 − (k1 + q21)2 − k2⊥ −m25 + iη
P6 = (k0 + k1)
2 − k21 − k2⊥ −m26 + iη.
Again we use a partial fraction to simplify the structure of the above product of
propagators. Each of the above propagators involve either l or k variables, but not
both. So we partial fractionize the l and k propagators separately:
1
P1P2P4P5P6
=
1
P1 − P2
[
1
P2
− 1
P1
]
×
9
×
[
1
(P4 − P5)(P4 − P6)
1
P4
+
1
(P5 − P6)(P5 − P4)
1
P5
+
1
(P6 − P5)(P6 − P4)
1
P5
]
. (14)
This decoupling of l and k-variables reflects the nested loop structure of the
planar topology of our graph. For the crossed ladder graph we will not have this
decoupling of variables.
Again all possible differences Pi−Pj are linear monomials in l1 or k1 with poles
on the real axis (if all η’s are assumed to be equal).
All of these poles give iπ contributions to the corresponding integrations. But
there is a further pole coming from the one linearized propagator which remains
in each partial fraction summand. This propagator has a pole which is not located
on the real axis. This pole contributes if it is in the interior of the contour of
integration, and this in turn is determined by the sign of (l0 + k0). For example,
if (l0 + k0) > 0, we have to close the contour in the upper halfplane for both the
l1 and k1-integrations. Then the pole of P1 in l1 contributes for l0 < −q10. This
gives a further splitting in the l0-integration.
A list of all the resulting monomials, sufficient for the construction of the full
result, together with the corresponding REDUCE program, will be published else-
where [14]. It can be also obtained from the author on request.
Having done the l1 and k1 integrations, one ends with expressions of the fol-
lowing form for the l2
⊥
and k2
⊥
dependence,
∫
∞
0
dl2
⊥
dk2
⊥
1/
√
Poly(l2
⊥
, k2
⊥
)
(all2⊥ + bl)(akk
2
⊥
+ bk)
, (15)
where Poly(l2
⊥
, k2
⊥
) is a polynomial expression in l2
⊥
, k2
⊥
of second degree
Poly(x, y) = a(x− x+(y))(x− x−(y)). (16)
Let us do the l2
⊥
-integration next. Expressing the integrand in terms ofR-functions
and applying a Landen transformation [3] one can express the result in terms of
logarithms and square roots [12]
R−1(1/2, 1/2, 1; z+, z−, z0) = R−1(1, 1;u+, u−) = log(u+)− log(u−)
u+ − u− , (17)
where u+, u− are given by
u+ =
√
z20 − z0(z+ + z−) + z+z− + z0
√
z+z−
u− =
√
z20 − z0(z+ + z−) + z+z− − z0
√
z+z−.
(18)
where the zi variables are polynomial expressions in the remaining integration
variables.
In the above mentioned programs the explicit expressions for Poly(l2
⊥
, k2
⊥
) are
generated. From them, one can easily determine the resulting u+ and u− expres-
sions. So we end with a representation as a threefold integral for the generic case
of six different masses. In all cases the l0 (resp. k0)-axis is divided in at most two
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pieces through the splitting of domains which means that we have four domains to
investigate. We have six summands from the partial fraction and six (three from
the k1 integral times two from the l1 integral) contributing residues in each domain.
This gives 36 terms, each one having its own domain of contribution.
The crossed function is regarded to be much more difficult because of its non-
planar topology. But we will see in a moment that again, with partial fractions
and shifting of momenta, we can express it in terms of the same function as for the
planar one. Only the number of terms increases. The crucial observation is that
we can do a partial fraction decomposition in the two propagators involving both
loop momenta. Let us first list the propagators explicitely:
P1 = (l0 + k0 − q10)2 − (l1 + k1)2 − l2⊥ − k2⊥ − 2l⊥k⊥z −m21 + iη
P2 = (l0 + k0 + q20)
2 − (l1 + k1 + q21)2 − l2⊥ − k2⊥ − 2l⊥k⊥z −m22 + iη
P3 = (l0 − q10)2 − l21 − l2⊥ −m23 + iη
P4 = (k0 + q20)
2 − (k1 + q21)2 − k2⊥ −m24 + iη
P5 = l
2
0 − l21 − l2⊥ −m25 + iη
P6 = k
2
0 − k21 − k2⊥ −m26 + iη.
Then we have
1
P1P2
=
1
P1 − P2
[
1
P1
− 1
P2
]
P1 − P2 = −2(q10 + q20)(l0 + k0) + 2q21(l1 + k1)−m21 +m22. (19)
In the difference P1 − P2 the orthogonal space dependence cancels out completely.
In each summand we can make a shift so as to have the same structure after the
z-integration just as for the planar case. Then we can proceed exactly as for the
planar diagram. The one crucial difference lies in the extra pole 1/(P1−P2). This is
a pole which mixes l and k variables. Nevertheless, the l1, k1 and l
2
⊥
integrations can
be done in a similar manner, only the book keeping of the contributing expressions
and the relevant splittings in the l0 and k0 become rather tedious. This book
keeping is done again with the help of REDUCE and is included in [14].
It is remarkable that we end up with integral representations of the same kind
as in the planar case while only the number of terms increases. Explicitely, we have
three possible residues after the l1 integration. Inserting the P1−P2 pole, we have
four poles in the following k1 integration. The other two poles in l1 only lead to
three poles only by the following k1 integration. So we end with 4 + 3 + 3 = 10
contributing residues. For the crossed function, we have 2 × 2 × 2 = 8 summands
from the partial fractions (instead of 2× 3 = 6 in the planar case). Altogether we
have 80 terms which contribute.
Let us mention here that possible on-shell divergences which may appear will be
handled by using Hadamard’s finite part. A detailed demonstration of this method
will be presented elsewhere [15] (see also [13, 12, 10]).
Future work will be devoted to implement this Hadamard subtraction prescrip-
tion in our programs. Note that for the singularities that have been extracted one
fixes one or two integration variables, so that we have only one- or twofold integral
representations for the coefficient of the singularity, which can be evaluated at least
numerically. A list of the relevant coefficients in the on-shell case (with the ladder
(resp. cross-ladder) propagators assumed massless) is already included in [14].
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4 Conclusions
We have presented in examples methods which apply to all loop integrals which may
appear in the Standard Model up to the 2-loop level. We hope that these methods
add to the set of tools used in multiloop calculations. Apart from a remarkable
systemization of 1-loop functions we have derived integral representations valid
for planar and non-planar massive 2-loop 2- and 3-point functions. We calculated
these results for the generic case, that is as functions of nine variables (q20 , q
2
1 , q0 ·
q1, six masses) in the three-point case. Accordingly, the results turn out to be
complicated. Nevertheless they are found to have a very systematic structure
which reflects itsels in a repeated pattern of typical terms. The extraction of
possible infrared singularities is reduced to a book keeping of end-point singularities
for both topologies. In future work, one must investigate how much CPU time is
necessary for all the book keeping. We hope that the above integral representations
turn out to be manageable with respect to these practical considerations.
Also one can try to find easier integral representations if one treats simpler
mass cases. There are enormous possibilities for the application of these results.
Almost every calculation in the electro-weak sector involves integrals with different
masses, but typically one can restrict ones attention to three different masses. So,
if the above integral representation allows for an evaluation in a reasonable CPU
time, this may open the door to a new era for calculations devoted to a test of the
Standard Model at two-loop order.
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A Hadamard’s Finite Part
We give a short summary of the properties of Hadamard’s finite part. Our presen-
tation follows [16]. We use this distribution to have a systematic regularization for
on-shell and infrared singularities.
Consider the integral
F (a, b, ǫ) =
∫ b
a+ǫ
f(t)φ(t)dt, b > a, ǫ > 0, (20)
where φ belongs to an appropriate set of test-functions. Let f(t) be locally inte-
grable but singular in the neighborhood of t = a.
Let us assume that it is possible to subtract from F (a, b, ǫ) a finite linear combi-
nation of negative powers of ǫ and positive powers of log(ǫ) such that the remaining
function of ǫ allows for a well-defined finite limit ǫ→ 0+. Then, this limit is called
Hadamard’s finite part of f . It defines a distribution H(f). The functions f which
allow for such a subtraction of the singularities are called pseudofunctions.
To subtract the singularities in ǫ explicitly, one uses a Taylor expansion of the
test-function φ(t) = φ(a)+φ(1)(a)(t−a)+ . . . at a. For a pseudofunction f , only a
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finite number of terms is not integrable (in the limit ǫ→ 0+) when the expansion
of φ is inserted in Eq.(20). Let us assume that the first k terms in the Taylor
expansion are ill-defined. Then the finite part is given by
Ffin(a, b, 0) =
∫ b
a
f(t)(φ(t) − φ(a)− . . .− φ(k)(a)(t− a)k/k!)dt, (21)
while the singular part is a divergent combination of negative powers of ǫ and log(ǫ)
given by the integral of the first k terms.
The only property of the test-function, that is used in the above definition
of Hadamard’s finite part is the fact that it is integrable in the interval (a, b).
Therefore, we can define a regularization scheme by the use of the above procedure.
It is applicable for every integrand which belongs to the class of pseudofunctions.
This is sufficient for our applications because the iη-prescription guarantees every
Feynman integrand to be a pseudofunction.
The scheme assigns a linear combination of negative powers of ǫ and positive
powers of log(ǫ) to the singular part. For the finite part, its result is Hadamard’s
finite part. The generalization to iterated integrals is straightforward, one mainly
has to replace the above Taylor expansion in one variable by an expansion in several
variables.
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