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Abstract: As a result of photon interaction with matter, a SPECT image is affected by atten-
uation, scatter and statistical noise. In clinical practice, scatter correction is still a problem to be
solved. In the present report, Monte Carlo techniques are used to obtain a database of SPECT
simulated studies in order to evaluate the importance of scatter correction in Parkinson’s Disease
diagnosis. Even though scatter correction allows for obtaining better results, in some cases, when
standardization is performed, it does not introduce a big improvement.
I. INTRODUCTION
Parkinson’s Disease (PD) [1, 2] is a neurodegenerative
disease characterized by motor disorders such as tremor,
rigidity, slowness of movement, reduced and even loss of
movement and impaired balance and coordination. PD is
due to the death of dopaminergic neurons in the Substan-
tia Nigra pars compacta (SNpc) of the midbrain, which
is the source of a clinically important dopaminergic path-
way to the striatum (caudate and putamen). Movement
disorders arise from that dopamine deficiency. Presynap-
tic dopamine transporter (DAT) is a protein that controls
dopamine levels located in the plasma membrane of the
presynaptic neuron. It decreases when the number of
dopaminergic neurons decrease.
Single Photon Emission Computed Tomography
(SPECT) is a nuclear medical technique useful to obtain
images from patient tissues activity by detecting gamma
rays emitted after the injection of a radiotracer. [123I]FP-
CIT is the most common radiotracer for DAT SPECT
imaging, as its rapid absorption permits SPECT acqui-
sition a few hours after radiotracer administration. Be-
sides, it is highly affine and has specific binding to DAT.
Thus, [123I]FP-CIT neurotransmission SPECT is helpful
to diagnose PD when clinical evidence is inconclusive.
In a SPECT study several 2D projections are acquired
from multiple angles around the patient. Thereupon to-
mographic reconstruction must be performed to obtain
3D images from acquired 2D projections. The most-
commonly used method is the Filtered Back Projection
(FBP), although it only works well for images with-
out degradation. An acceptable SPECT reconstruction
can be obtained after applying diverse corrections even
though acquired images are not ideal due to the inter-
action of gamma rays with the patient and with the
collimator-detector. That interaction leads to attenua-
tion, scattering and statistical noise. The problem with
scattered photons is that they are diverted from their
original direction. This phenomenon transmits scanty in-
formation of their emission spot. Therefore, they affect
image contrast and resolution.
Furthermore, quantification must be accomplished for
obtaining objective values, specially in cases that it is
difficult to visually distinguish whether striatal uptake is
normal or diminished. Quantification is also important
to evaluate new therapies, as it is necessary to detect
striatal uptake changes that occur after treatment. As
quantification is dependent on the equipment and proto-
col used, there is a need to accomplish standardization.
Moreover, it is important to determine whether scatter
correction is needed when standardization is performed.
The aim of this work was to study whether scatter
correction is necessary for SPECT neuroimaging in PD.
In order to perform the study, Monte Carlo (MC) sim-
ulation was used to obtain a database of [123I]FP-CIT
SPECT simulated studies.
II. MATERIAL AND METHODS
A. Simulation
MC techniques allow us to simulate realistic SPECT
studies. In this project, a modified version of the Simu-
lation System for Emission Tomography (SimSET) MC
code [3] was used. It is a computational procedure
that mimicks the physical processes that occur in nu-
clear medicine such as scattering or attenuation. More-
over, different collimators and detector designs can be se-
lected. MC simulation provides realistic projections as it
models diverse photon histories (both non-scattered and
scattered photons) to exemplify all relevant aspects of
the physical phenomena [4]. The SimSET MC code was
used to simulate the SPECT projections from 23 healty
patients. [123I] photons with 159 keV (low-energy) and
gamma-rays with 529 keV (high-energy) were simulated
independently and finally added up together to obtain
the total projections. In order to perform the simulation,
SimSET needs two inputs: activity maps and attenuation
maps. The activity maps represent the radiotracer distri-
bution, and to generate them, magnetic ressonance (MR)
images were segmented into grey matter, white matter
and cerebrospinal fluid. Non-specific uptake was consid-
ered to be the same for grey and white matter, whereas
the activity in the cerebrospinal fluid was presupposed
to be zero. The FIRST segmentation tool from FSL [5]
was used to obtain caudate and putamen regions for each
patient. Attenuation maps determine the photon-matter
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interactions in patient and they were obtained by setting
the corresponding attenuation coefficients for brain tissue
and bone depending on the energy of the simulated pho-
tons. Brain tissue and bone were derived from the MRI
of each subject and from a generic phantom, respectively
[6]. FIG. 1 shows a MR of a patient which is used to de-
termine caudate and putamen regions, and both activity
and attenuation maps.
FIG. 1: Axial views of a randomly selected subject, corre-
sponding to: (a) original MR image, (b) activity distribution
map and (c) attenuation map.
Specific Uptake Ratio (SUR) is a parameter that quanti-
fies the specific radioligand uptake in the striatal volume.
SUR is defined as:
SUR =
S −B
B
where S is the concentration activity in the striatum (cau-
date and putamen regions) and B is the concentration ac-
tivity in a reference region of non-specific uptake placed
in the occipital area. For each patient, six sinograms
were created with SUR values from 0.5 to 10 randomly
taken for both caudate and putamen. Simulated studies
included normal uptake, pathological cases with uniform
global striatal uptake reduction and a variety of unilat-
eral and bilateral uptake asymmetries between caudate
and putamen, thus covering a wide range of possible clin-
ical situations. Finally, for each SUR value, a very high
signal-to-noise ratio (SNR) trial was generated, and from
it, ten noise trials were produced [7], understanding noise
trials as normal SNR (3·106 counts). FIG. 2 shows the
theoretical SUR values for caudate and putamen for each
study.
As MC simulation allows to obtain separately projec-
tions with non scattered and scattered photons, two dif-
ferent scenarios were taken into account:
• Primary photons. Projections formed by photons
corresponding to 159 keV that enter the collimator.
It is the ideal situation (without scattered photons,
thereby simulating an ideal scatter correction).
• Total photons, including both primary and scatter
photons, the last corresponding to low and high
energy. It is the real situation.
FIG. 2: Theoretical SUR values for caudate and putamen for
each of the 138 simulated studies (hollow blue circle for right
hemisphere and red cross for left hemisphere).
B. Reconstruction
Reconstruction was performed by the FBP. Recon-
structed images consisted of 128x128x45 voxels, with a
voxel size of 3.90x3.90x3.90 mm3. Firstly, MC projec-
tions were filtered with a 2D Butterworth filter (order
5; cut-off frequency of 0.64 cm−1). Then, reconstruction
was performed by using a ramp filter. Attenuation was
corrected with Chang’s method [8] using the correspond-
ing attenuation maps and attenuation coefficients:
• Primary photons. Chang factors are obtained from
the attenuation coefficients, which are 0.149 cm−1
for brain and 0.307 cm−1 for bone.
• Total photons. Chang factors are obtained from
an effective attenuation coefficient, and its value is
0.10 cm−1. It is called effective coefficient because
aside from attenuation, this coefficient also takes
into consideration scattered photons.
C. Quantification
In order to calculate SUR values, the mean activity
values in regions of interest (ROIs) were needed. These
regions were both left and right caudate and putamen.
Striatal cavities segmented from the original MR images
were resized to fit the reconstructed images. The refer-
ence value was extracted from an occipital ROI (FIG. 3).
Quantification was directly performed over reconstructed
SPECT images.
D. Standardization
As SUR values depend on the operator, the gamma
camera used and the acquisition protocol, a standardiza-
tion procedure was performed in order to obtain values
that were independent from the acquisition variables. In
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FIG. 3: Central slice of a reconstructed study showing the
striatal ROIs (a) and original MR image showing the reference
region (occipital): axial (b), sagittal (c) and coronal (d) views.
other studies carried out with a phantom [3], a simple
linear model relating calculated to theoretical SUR has
been used. However, this model does not take into ac-
count the partial volume effect (PVE), which is due to
the low resolution of the image and consists on the spill
out from the considered region to other regions and the
spill in from adjacent regions into caudate and putamen.
In order to consider the influence of adjacent regions, a
new multiple linear model [9] for individually calculated
SURs in caudate and putamen (SURcalc and SUR
cal
p ) can
be defined [6]:(
SURcalc
SURcalp
)
=
(
αc k
c
p
kpc αp
)
·
(
SURc
SURp
)
+
(
Bc
Bp
)
where α coefficients represent the fraction of true SUR
recovered in the corresponding structure, k coefficients
express the fraction of true SUR from adjacent regions
that contributes to the calculated SUR and B terms are
constants which depend on the reconstruction method.
These values were obtained by reversing the matrix sys-
tem, once the system parameters had been obtained from
linear regression of the whole data set relating calculated
and theoretical SUR values.
Finally, to evaluate differences between standardized
and theoretical values for each simulation, chi-square
value (χ2) and Root Mean Square Deviation (RMSD)
were calculated for both caudate and putamen, using the
formulas below:
χ2 =
N∑
i=1
(θi − θˆi)2
(θˆi)
RMSD =
√∑N
i=1(θi − θˆi)2
N
where θi and θˆi are, respectively, the standardized and
theoretical SUR and N is the number of studies.
III. RESULTS
FIG. 4 shows an example of a MC simulated study
reconstructed using FBP. It can be seen that FIG. 4b is
brighter because of a higher number of photons.
Errors for both caudate and putamen are gathered in
TABLE I. Results for very high SNR are represented
by H-SNR, whereas images with a normal SNR can be
identified by N-SNR.
FIG. 4: Reconstructed images using FBP for primary photons
(a) and total photons (b).
Striatal Region Noise χ2 RMSD
Primary
photons
Caudate H-SNR 5,20 0,35
N-SNR 65,28 0,54
Putamen H-SNR 5,00 0,29
N-SNR 63,66 0,45
Total
photons
Caudate H-SNR 5,07 0,34
N-SNR 63,84 0,53
Putamen H-SNR 7,18 0,35
N-SNR 89,10 0,53
TABLE I: χ2 and RMSD errors between standardized and
true values.
As it was expected, errors for both caudate and puta-
men are higher for cases with normal SNR than for cases
with very high SNR. Moreover, as errors in caudate are
similar for primary and for total photons, scatter correc-
tion when standardization is performed is not necessary
to obtain better results. On the contrary, errors in puta-
men for total photons are higher, therefore scatter correc-
tion could be required in this case. Further experiments
must be performed in order to determine its necessity.
FIG. 5: Standardized SUR against theoretical SUR for pri-
mary photons, for projections with very high SNR. The iden-
tity line is shown as a solid line and equations for both re-
gression lines are displayed.
FIG. 5 to FIG. 8 show standardized SUR against the-
oretical SUR for each studied situation. In particular,
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FIG. 5 shows a practically linear relation between stan-
dardized SUR and theoretical SUR for primary photons
in cases with very high SNR. Deviation is due to anatom-
ical variability, as there are 23 different subjects. FIG.
6 shows a similar linear relation between either variables
but with higher variance, as in this case variability com-
ing from noise was added. Regression lines for both
graphs are remarkably close to the identity line.
FIG. 6: Standardized SUR against theoretical SUR for pri-
mary photons, for projections with normal SNR. The identity
line is shown as a solid line and equations for both regression
lines are displayed.
For the study of total photons, the results are analo-
gous to the outcome for primary photons. Both FIG. 7
and FIG. 8 show a linear behavior and regression lines
for both graphs are also nearly close to the identity line.
FIG. 7: Standardized SUR against theoretical SUR for total
photons, for projections very high SNR ratio. The identity
line is shown as a solid line and equations for both regression
lines are displayed.
FIG. 8: Standardized SUR against theoretical SUR for total
photons, for projections with normal SNR. The identity line
is shown as a solid line and equations for both regression lines
are displayed.
FIG. 9: Standardized SUR for total photons against stan-
dardized SUR for primary photons, for projections very high
SNR ratio. The identity line is shown as a solid line and
equations for both regression lines are displayed.
FIG. 10: Standardized SUR for total photons against stan-
dardized SUR for primary photons, for projections with nor-
mal SNR. The identity line is shown as a solid line and equa-
tions for both regression lines are displayed.
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Finally it should be pointed out that the relationship
between standardized SUR values obtained by using to-
tal photons or primary photons (FIG. 9 and FIG. 10) is
essentially the identity line. Despite that almost perfect
relation, mean relative errors going from 2.3% for cau-
date to 3.8% for putamen must be taken into account.
IV. CONCLUSIONS
Our findings show that when standardization proce-
dures are performed, there is no need of further scat-
ter correction for caudate, as in the end results obtained
from total photons are practically the same obtained us-
ing primary photons. On the contrary, putamen needs
additional scatter correction in order to obtain lower er-
rors. For a first approximation, though, the scatter cor-
rection using an effective attenuation coefficient is accept-
able. Further studies are necessary in order to evaluate
whether scatter correction methods improve the results
of working with total photons.
In our experiment, the parameters needed to calcu-
late standardized SUR were obtained from the theoreti-
cal SUR of each patient. In clinical practice though, true
values are not known. For that reason, it is necessary to
use a generic phantom to obtain the parameters needed
to perform the standardization procedure.
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