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Abstract
In this paper, we present a scheme to assign IP address 
to each newly-joined node. Some nodes are assigned as 
coordinators, and are responsible for assigning an IP 
address to a new node in the network. A new node will 
use the exchanged hello messages to find the closest co-
ordinator and obtain a new IP address from that coordi-
nator. In order to efficiently maintain the coordinators’ 
IP-address pools, the distributed coordinators are organ-
ized in a tree topology, called a virtual C-tree, by ex-
changing hello messages. Simulation results show that 
our proposed scheme has a low latency for obtaining a 
new IP address, and that it can efficiently maintain con-
sistent IP-address pools. 
1. Introduction 
The mobility of the Mobile Ad Hoc Network (MANET) 
nodes can change the network topology frequently and 
unpredictably. The network is independent and without a 
fixed infrastructure or centralized server. There are a mul-
titude of software applications on the Internet, and they 
all need a unique IP address to communicate with each 
other across the networks. This represents an IP-related 
application in which the nodes are tightly coupled with 
their identities. As a result, the IP address assignment 
scheme is an important issue for IP-related networks. Be-
cause of the characteristics of network behavior, a newly-
joined node cannot participate in unicast-communication 
for transferring a bundle of data until it has obtained a 
unique IP address.  
Most MANET researches pre-assign the IP-related in-
formation of a node statically. This IP-related information 
includes an IP address, a net-mask, and a default gateway. 
In traditional wired networks, nodes are assigned IP-
related information by a centralized server like the DHCP 
[6] server. However, this mechanism is not suitable for 
the MANET environment, because each node in the 
MANET can move and leave dynamically, and none of 
the nodes can handle all of the information and topology. 
Therefore, the nodes should be capable of being dynami-
cally  configured  through  self-configuration  when  they  
enter into the wireless networks. A scheme is required 
which can operate in a stand-alone fashion, self-organizes 
autonomous networks and with a low overhead of control 
messages.  
Several researchers have addressed the IP address as-
signment in the MANET [1][2][4][5][8][10][11][12]. 
There are three ways of IP auto-configuration for 
MANET. First, the trial and error policy is used in con-
flict-detection allocation [2][11][12]. In this scheme, a 
newly-joined node randomly chooses an IP address and 
issues a request for approval from all the configured 
nodes in the MANET. Each configured nodes will check 
the request. If any of them detect an IP address conflict 
then the new node will be informed, and will then ran-
domly choose another IP address. This procedure will be 
repeated until there is no conflict of having a duplicate 
address. The disadvantage of this method is that the time 
required for obtaining a new IP address depends upon the 
number of available IP addresses.  
In the second method, the IP-address pools are pre-
allocated by the disjointing method in conflict-free alloca-
tion [1][5]. This scheme pre-assigns a segment of the un-
used IP-address pool to a new node from its parent node. 
This way, the IP address allocation has disjoint address 
pools, and the nodes can be sure that the allocated ad-
dresses are unique. It is evident that the advantage of this 
method is that the IP-address pool will be allocated 
quickly. However, the cost for sending a large amount of 
control messages with broadcasting messages within the 
network in order to invoke an IP address is high, and in 
addition it can not guarantee a uniform distribution of the 
IP-address pools in the MANET. 
Third, the ‘all IP addresses status’ is consistent in a 
best-effort allocation at each node [8]. Each node in the 
MANET knows the current IP-address pool state. This 
method tries to assign an unused IP address from a con-
sistent IP-address pool at each node to a new node and 
uses the conflict detection mechanism to confirm the as-
signment. The disadvantages of this method are that the 
mutual exclusion algorithm causes a massive overhead of 
control messages in the network for the consistent IP-
address pool, and a long latency for invoking an IP ad-
dress.
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In this paper, we propose a conflict-free IP address as-
signment scheme for the MANET. In this proposed 
scheme, some nodes in the MANET are assigned as coor-
dinators, and the first one is named C-root. Each coordi-
nator is responsible for assigning IP addresses to the 
newly-joined nodes in the MANET. Each coordinator 
must report its IP-address pool status to the C-root peri-
odically. When a new node enters the wireless networks, 
it must listen for a while to its neighbor nodes in order to 
find the closest coordinator through exchanging the hello 
messages. There are many protocols using hello messages 
[3][7][9] for exchanging information between neighbors. 
This allows the new node to obtain an IP address without 
flooding the network with messages. In order to maintain 
the IP-address pools efficiently, the distributed coordina-
tors will be organized into a dynamic tree topology called 
C-tree by exchanging hello messages. The virtual C-tree
is used to back-up the coordinators’ IP-address pools, 
collect IP addresses from the leaving nodes, and record 
the status of the IP-address pools. The simulation results 
show that our proposed scheme has a lower control-
message overhead for invoking an IP address than previ-
ous scheme [5] and that it can consistently maintain the 
IP-address pools.  
The rest of this paper is organized as follows. Section 
2 presents our proposed scheme. Simulation and experi-
mental results are shown in section 3. Finally, we draw 
our conclusion in section 4. 
2. Distributed IP Address Assignment Scheme 
This section presents a distributed IP address assign-
ment scheme. Note that, we do not consider the cases of 
network partition and mergence. In the proposed scheme, 
nodes are classified into coordinators and common nodes.  
The first assigned coordinator to initiate the IP addresses 
assignment is named the C-root. The coordinators handle 
the IP-address pool and are responsible for assigning an 
IP address to a newly-joined node. The nodes in the 
MANET will periodically exchange their IP-related in-
formation via hello messages. The hello messages infor-
mation will help a new node to know where the closest 
coordinator is, and invoke an IP address from the coordi-
nator. A coordinator tree C-tree is constructed to maintain 
the IP-address pools status. 
2.1. IP-Address Assignment 
The proposed scheme uses the hello messages to peri-
odically exchange the coordinators’ information. The 
exchanged information includes the coordinator’s ID and 
the hop count distance to the coordinator. Each common 
node in the MANET will record the closest coordinator’s 
ID, the number of hops, and the up-stream node to the 
closest coordinator. A newly-joined node entering the 
MANET will first listen for a while to the hello messages 
sent by its neighbors in order to obtain the information for 
the path to the closest coordinator. Then, the new node 
sends a request to the closest coordinator to obtain an IP 
address.
In order to quickly obtain an IP address from the coor-
dinator, the number of coordinators must increase as the 
network size increases. In our proposed scheme, a new 
node can become a coordinator if the distance of the clos-
est coordinator to the new node is more than two hops. 
Each new node sends an IP-request message to its closest 
coordinator invoking an IP address. When the coordinator 
receives the IP-request message, it will reply with an IP 
address or a segment of IP addresses to the new node 
depending on its hops to this node. If the number of hops 
to the new node is less than three, the coordinator will 
send an IP address to the new node. Otherwise, the coor-
dinator will assign half of the unused IP addresses in pool 
to the new node. If the new node receives an IP address, it 
becomes a common node; otherwise, it becomes a new 
coordinator. To reduce the overhead of maintaining the 
IP-address pools, the coordinators will not split their IP-
address pool if the number of available IP addresses is 
smaller than a threshold, which will be determined by the 
simulations in Section 3.  
Figure 1. Binary splitting IP-address pools 
Next we will describe how to distribute the IP ad-
dresses to the coordinators. Initially, the entire pool of IP 
addresses is assigned to the first coordinator (C-root),
which is the first node to initiate the IP address assign-
ment scheme. If a new node is three hops away from the 
first coordinator, the first coordinator will distribute half 
of the available IP addresses in the pool to the new node. 
The new node will then become a coordinator and follow 
the same method for distributing its IP addresses in the 
pool to other new nodes. All of the IP-address pools are 
arrange in accordance with the binary splitting principle. 
This splitting procedure is illustrated in Fig. 1. There are 
two parameters in each coordinator. The first parameter 
indicates the IP address of the coordinator and the second 
parameter indicates the IP addresses available for distri-
bution. For example, the coordinator B gets a segment of 
IP addresses from coordinator A and uses IP address 129 
for itself and the remaining IP addresses, ranging from 
130-256 are for distribution. The coordinator C gets a 
segment of IP addresses from coordinator A and uses IP 
Proceedings of the 2005 11th International Conference on Parallel and Distributed Systems (ICPADS'05) 
0-7695-2281-5/05 $20.00 © 2005 IEEE 
address 65  for itself and the remaining IP addresses, 
ranging from 66-128 are for distribution.  
2.2. IP-Address Pools Maintenance 
Due to the fact that the nodes in the MANET will dy-
namically move in and out of the network, a mechanism 
is required to efficiently maintain the IP-address pool. As 
a node finishes its job, it will turn the system off and 
leave the MANET. Before a node leaves the network, it 
will release its IP address to its closest coordinator. Since 
each node in the MANET has knowledge of its closest 
coordinator, the coordinator can collect the released IP 
addresses from the leaving nodes. To reduce the control 
messages overhead as a result of collecting the IP ad-
dresses, we constructed a virtual coordinator tree, named 
C-tree, which  is used  to efficiently  exchange control 
messages among the coordinators, and to consistently 
maintain the IP-address pools . The root of the C-tree is 
the first coordinator in the MANET, called the C-root.
Each node of the virtual C-tree is a coordinator. Two co-
ordinators will communicate through the common nodes 
if they cannot communicate directly with each other. 
Figure 2. An example of a coordinator D crashes 
in a MANET 
When a common node determines to leave the network, 
it will deliver a control message leave to notify its closest 
coordinator in the C-tree. The coordinator getting the 
control message leave will collect the IP address from the 
leaving node. When a coordinator leaves the network, it 
will send a control message c_leave along the path of the 
C-tree to notify the C-root. The c_leave message includes 
the used and unused IP address segments owned by the 
coordinator. Since any node in the MANET may leave the 
network abruptly, they cannot notify their closest coordi-
nator or C-root in time. Thus, the IP addresses in the 
MANET will reduce gradually. Moreover, a portion of 
the IP addresses may be lost if a coordinator crashes sud-
denly. To avoid the loss of a segment of IP addresses, 
each coordinator will periodically send a control message
back_up, which includes the used and unused IP address 
segments to the C-root. If the C-root does not periodi-
cally receive the IP-address status of a coordinator, it will 
know that the IP addresses records in the coordinator was 
lost. The C-root will then flood all nodes in the MANET 
with the control message find_IP including the ranges of 
the lost IP addresses. If a node’s IP address falls within 
the ranges of the lost IP addresses, then the node will re-
ply an acknowledgement control message find_IP_ack to 
its closest coordinator and the coordinator will report to 
C-root. This allows C-root to collect the used and unused 
IP addresses recording in the crashed coordinator.  
In Fig. 2 it is assumed that the coordinator D crashes
suddenly. Therefore, the C-root A cannot receive the pe-
riodic control message back_up from coordinator D. Con-
sequently, node A will flood a control message find_IP to 
the network to collect the used IP addresses distributed by 
coordinator D. When a common node receives a control 
message find_IP, and its IP address falls in the specified 
range of IP addresses, the common node will then notify 
its closest coordinator, and the coordinator will keep the 
IP address in its pool and mark it as used. The coordinator 
will report its IP-address pool status, including the used 
and unused IP addresses, to C-root A. This allows node A
to find the unused IP addresses in the IP-address pool of 
coordinator node D.
Since the number of nodes in a MANET will grow 
gradually, the coordinator will dispatch one IP address 
from its available IP-address pool to the new node until 
the IP-address pool is empty. Once the available IP-
address pool of a coordinator is empty, the coordinator 
will change its role to that of a common node. When the 
coordinator becomes a common node, it will send the 
control message c_leave to the C-root and waits for the 
acknowledgement sent from the C-root. In addition, the 
coordinator will broadcast the control message erase to its 
neighboring nodes to notify that it has become a common 
node.
IP Address Segments 
C-root 
Algorithm: IP-Address Pools Maintenance Procedure
Begin 
For C-root node: 
Case 1: When the C-root receives a back_up control mes-
sage from a coordinator, it will record the used 
and unused IP-address segments of the coordina-
tor in the data cache. 
Case 2: When the C-root does not receive a back_up con-
trol message from a coordinator for a pre-
determined period of time (20 seconds in our 
simulation), it will assume that the coordinator is 
crashed. Then the C-root floods a control mes-
sage find_IP including the ranges of the IP-
address segments of the crashed coordinator kept 
A B C D E
Lost IP Address Segment 
Coordinator 
Common node 
F
ctl_all_ack
Virtual C-tree
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in the data cache of the C-root to each node in 
the MANET. 
Case 3: When the C-root receives the control message 
c_leave sent by a coordinator, it will take over 
the IP-address pool of the leaving coordinator 
and replies an acknowledgement. 
For coordinators: 
{Each coordinator sends a back_up control message to 
the C-root periodically.} 
Case 1: If a coordinator attempts to leave the MANET, 
the coordinator will send a control message 
c_leave to the C-root and wait for an acknowl-
edgement. 
Case 2: When a coordinator receives a control message 
leave from a common node, it will record the 
common node’s IP address as unused in its IP-
address pool, and replies an acknowledgement. 
Case 3: When a coordinator receives a control message 
find_IP from the C-root, it will wait the 
neighboring common nodes to send their IP ad-
dress and then report its current status of IP-
address pool to the C-root.
Case 4: When the available IP address of a coordinator is 
empty, the coordinator sends a control message 
c_leave to the C-root and waits for an acknowl-
edgement. After that, the coordinator will broad-
cast the control message erase to notify its 
neighbors that it becomes a common node. 
For common nodes: 
Case 1: If a common node is leaving the MANET, the 
node sends a control message leave to its closest 
coordinator and waits for an acknowledgement. 
Case 2: When a common node receives a control message 
find_IP from the C-root, it will report its IP ad-
dress to its closest coordinator if its IP address 
falls into the lost IP-address segments. 
Case 3: When a common node receives a control message
erase, the common node will delete this coordi-
nator from its data cache. 
End
In the following, we present how to construct a virtual 
C-tree. Each node keeps three parameters, namely 
cache_coor_id, up-stream_id, and cache_hop in its cache 
in order to record the shortest path information from the 
node to the C-root. The first parameter, cache_coor_id
represents the closest coordinator which is used to pass to 
the C-root. The second parameter, up-stream_id repre-
sents the node up-stream to the C-root. The last parameter, 
cache_hop represents the number of hops from the node 
to the C-root. Initially, the cache of each node = (, , ).
In the MANET, constructing a virtual C-tree and main-
taining it, requires sending a large amount of control mes-
sages. To reduce the control message overhead, the pro-
posed scheme utilizes the hello messages for maintaining 
the virtual C-tree. In order to construct a virtual C-tree we 
put three extra fields in the hello message, including hop1,
coordinator_id, and hop2. The first parameter hop1
represents the number of hops from the current node to 
the coordinator, which is specified in the second parame-
ter coordinator_id and which is used for passing informa-
tion to the C-root. The parameter hop2 represents the 
number of hops from the specified coordinator to the C-
root. Therefore, hop1 + hop2 represents the total number 
of hops from the node to the C-root. Each node broad-
casts a Cons-tree message that has the extra information 
of hop1, coordinator_id, and hop2 embedded in the hello 
message. Consequently a virtual C-tree can be con-
structed by exchanging hello messages between nodes. 
Initially, the C-root broadcasts a Cons-tree message (0, 
C-root, 0). Assume that a node i receives a Cons-tree
message (hop1, coordinator_id, hop2) from node j. If the 
received value hop1 + hop2 + 1 < cache_hop, node i will 
let cache_coor_id = coordinator_id, up-stream_id = j,
and cache_hop = hop1 + hop2 + 1. This means that node i
has a shorter path to the C-root via node j than the previ-
ous path recording in its current cache. In the case of 
hop1 + hop2 + 1 = cache_hop, node i will let 
cache_coor_id = coordinator_id and up-stream_id = j if 
its cache_coor_id is the C-root and the received coordi-
nator_id is not the C-root. This means that when two 
paths exist with the same hop count, we will select the 
path that has the coordinator as the intermediate node. 
This is done in order to relieve the load of the C-root. In 
both of the above cases, if node i is a common node, it 
adds one hop to hop1 and rebroadcasts the Cons-tree 
message in the next exchange of a hello message. If node 
i is a coordinator, it will set the coordinator_id = i, hop1
= 0, and hop2 = hop1 + hop2 + 1 and then rebroadcast 
the Cons-tree message in the next exchange of a hello 
message. Node i will drop the received message if the 
value hop1 + hop2 + 1 > cache_hop. This way, the vir-
tual C-tree topology will be constructed gradually by the 
nodes in the MANET. 
Figure 3 is an example of the construction of a C-tree.
When common nodes B and E receive the Cons-tree mes-
sage (0, A, 0), both nodes will keep the values [A, A, 1] in 
their respective cache and rebroadcast Cons-tree message 
(1, A, 0) in the next hello message to their neighbors. 
When coordinator C receives the message (1, A, 0) sent 
from common node B, it will keep the values [A, B, 2] in 
its cache and rebroadcast the Cons-tree message (0, C, 2) 
in the next hello message to its neighbors. As node F re-
ceives the message (1, A, 0) sent from common node E, it 
will keep the value [A, E, 2] in its cache and rebroadcast 
the Cons-tree message (2, A, 0) in the next hello message 
to its neighbors. Note that node D will receive the Cons-
tree messages (0, C, 2) and (2, A, 0) from coordinator C
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and common node F, respectively. According to our C-
tree construction rules, node D will adopt the Cons-tree 
message (0, C, 2), keep the values [C, C, 3] in its cache 
and rebroadcast the Cons-tree messages (1, C, 2)  in  the 
next  hello  message to its neighbors. As node G receives 
the message (2, A, 0) sent from node F, it will keep the 
values [A, F, 3] in its cache and rebroadcast the Cons-tree 
message (3, A, 0) in the next hello message to its 
neighbors. Finally, coordinator H will receive the Cons-
tree messages (1, C, 2) and (3, A, 0) from common nodes 
D and G, respectively. Coordinator H will adopt the 
Cons-tree message (1, C, 2) and keep [C, D, 4] in its 
cache and rebroadcast the Cons-tree messages (0, H, 4) in 
the next hello message to its neighbors. A virtual C-tree
can be constructed from the values recorded in the cache 
of each node. 
Figure 3. An example of a C-tree
3. Simulation Results 
To evaluate the performance of the proposed IP as-
signment scheme, we have developed a simulator using C 
language. The simulation experiments focus on the IP 
address allocation latency time, the overhead of control 
messages for invoking an IP address by a newly-joined 
node, and the IP-address pools maintenance. Simulations 
are performed on a MANET, and nodes are moving in 
random way-point mobility with the pause-time varying 
from 2 to 10 seconds, and the moving speed is 1 m/s. The 
nodes move in a 1000 m x 1000 m free space. The trans-
mission radius of each node is 150 m. Each node broad-
casts a hello message to its neighbors in a one second 
period as recommended in [5]. A node can enter and 
leave the MANET in a random time. When a node leaves 
the MANET, it will release its IP address to its closest 
coordinator. A coordinator will report its IP-address pool 
status to the C-root in every 10 seconds periodically. The 
total simulation time is 1500 seconds.  
The control messages overhead and the latency time is 
used to evaluate the performance of the proposed scheme. 
There are two kinds of control messages overhead. One is 
for invoking the IP addresses and the other one is the IP-
address pools maintenance overhead. Latency is the wait-
ing time for a new node to get an IP address. We will 
compare the performance of our scheme with the scheme 
proposed by Mohsin and Prakash [5]. The total available 
IP addresses are a class C in IPv4. 
Maintenance overhead 
Latency time 
(a) Number of nodes 50. 
Maintenance overhead 
Latency time 
(b) Number of nodes 100. 
Cache Data 
A: [A, 0, 0],   E: [A, A, 1] 
B: [A, A, 1],   F: [A, E, 2] 
C: [A, B, 2],   G: [A, F, 3] 
D: [C, C, 3],   H: [C, D, 4] 
Maintenance overhead 
Latency time 
(c) Number of nodes 200. 
Figure 4. The pools maintenance overheads and 
latency time under various threshold values and 
number of nodes 
The number of coordinators generated in a MANET 
will affect the IP-address pools maintenance overhead 
and the latency for invoking an IP address. The threshold 
value for splitting an IP-address pool will affect the num-
ber of coordinators and the duration of the latency. Fig. 4 
shows the IP-address pools maintenance overhead and the 
latency time for different thresholds and network densi-
ties under the pause-time = 10 seconds. The simulation 
result shows that a small threshold value will increase the 
maintenance overhead, but reduces the latency time. On 
the other hand, a large threshold value will reduce the 
maintenance overhead but increase the latency time. In 
Fig. 4 we can see that there is an intersection between the 
lines of control overhead and latency time for each net-
work density. These cross points are 25, 19, and 13 for 
the number of nodes 50, 100, and 200 respectively, in a 
Proceedings of the 2005 11th International Conference on Parallel and Distributed Systems (ICPADS'05) 
0-7695-2281-5/05 $20.00 © 2005 IEEE 
MANET. We use the middle value 18 as our threshold for 
splitting an IP-address pool in the following simulations. 
Figure 5. Communication overheads vs. number 
of nodes 
Figure 5 compares the control message overhead of our 
scheme to that of the Mohsin and Prakash’s scheme with 
pause-time = 10 seconds under various numbers of nodes. 
The control overhead of our proposed scheme includes 
the new nodes invoking an IP address and maintaining the 
IP-address pools. Due to the IP addresses being a finite 
resource, it is necessary to efficiently maintain usable IP 
addresses. Our proposed scheme spends the pool mainte-
nance overhead to avoid missing any IP address. In the 
Mohsin and Prakash’s scheme, a new node invokes an IP 
address from its neighbors through broadcasting an IP 
request message. The neighbors which have IP addresses 
available will send half of their available IP addresses to 
the new node. The neighbors which have no IP address 
available will flood a message to request an IP address for 
the new node. When the new node gets an IP address 
from the first replying node, it sends an acknowledgement 
to the first replying node. Our scheme has less control 
overhead than the Mohsin and Prakash’s scheme when 
the number of nodes is larger than 110.  
Figure 6. Mobility vs. control message overhead 
Figure 6 compares the control message overhead of our 
proposed scheme to that of the Mohsin and Prakash’s 
scheme with 200 nodes under various mobilities. In our 
scheme, the control message overhead is not affected by 
the node mobility. Due to the fact that a new node can get 
the information of its closest coordinator through the 
hello messages, each node can quickly obtain an IP ad-
dress from the coordinator without flooding an IP request 
message. The control message overhead of the Mohsin 
and Prakash’s scheme increases when the node mobility 
increases.
Our Scheme 
Mohsin and Prakash‘s Scheme 
Our Scheme 
Mohsin and Prakash‘s Scheme 
Figure 7. Latency time vs. number of nodes 
Figure 7 compares the latency of our scheme to Mohsin 
and Prakash’s scheme under pause-time = 10 seconds. 
Due to the fact that our proposed scheme uses the hello 
messages to get the information of the coordinators, the 
latency depends on the time it takes to exchange hello 
messages and the number of neighbors of a new node. As 
the network density of a MANET increases, it decreases 
the latency for a new node to obtain the coordinator in-
formation from its neighboring nodes. The simulation 
result shows that increasing the number of nodes reduces 
the latency in our proposed scheme. The Mohsin and 
Prakash’s scheme will increase the latency as the number 
of nodes increase. This is because a new node has a 
higher probability of getting an IP address from its farther 
neighbors as the network density increases. 
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Mohsin and Prakash‘s Scheme Figure 8. Node mobility vs. latency time 
Figure 8 presents the latency under various node mo-
bilities and network densities. It is evident that a higher 
node mobility has longer latency in all network densities. 
There are two factors which affect latency. The first is the 
time it takes for exchanging hello messages. Because 
each node gets the information about its coordinator by 
exchanging hello messages, the shorter the period of ex-
changing hello messages the shorter the latency. When 
the time period for exchanging hello messages is fixed, a 
high node mobility will cause a high probability of incor-
rect cache information stored in the nodes which leads to 
additional overhead of invoking an IP address. The sec-
ond factor is the node density in a network. As the num-
ber of nodes in a network increase, it decreases the la-
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tency. In addition, the simulations show that the latency 
increases slightly as the node mobility increases in vari-
ous network densities. 
Figure 9 presents the average hops from each node to 
its closest coordinator. The simulation result shows that 
higher network densities have lower average hop counts 
in all kinds of node mobilities. Because our proposed 
scheme can create a new coordinator from its closest co-
ordinator in three hops, the average hop count is smaller 
than two hops. 
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Figure 9. Hop counts vs. pause-time 
4. Conclusions 
In this paper, we presented a distributed IP address as-
signment scheme, which can reduce the control message 
overhead by invoking an IP address from a new node, and 
by maintaining the IP addresses from leaving nodes. The 
proposed scheme uses the distributed coordinators to as-
sign IP addresses for the new nodes, and constructs a vir-
tual C-tree to maintain the IP-address pools. We used 
simulations to demonstrate the performance of our 
scheme. The total control messages overhead of our 
scheme is less than Mohsin and Prakash’s scheme when 
the number of nodes is larger than 110. The simulation 
also shows that the latency of our scheme decreases as the 
number of nodes increases in a network. On the contrary, 
the latency of Mohsin and Prakash’s scheme increases as 
the number of nodes increases. The simulation results 
also show that our scheme has a low latency for obtaining 
a new IP address and that it can efficiently maintain con-
sistent IP-address pools. 
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