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Dans de nombreux systèmes d’imagerie, et notamment dans des systèmes d’imagerie active
tels que le radar, l’amplitude du front de l’onde étudiée est classiquement modélisée par une
loi gaussienne complexe. Les intensités mesurées correspondent alors au module au carré de lois
gaussiennes complexes. L’estimation des paramètres, appliquée à des problèmes de détection,
nécessite de connaître alors précisément les statistiques des intensités reçues. L’objet de cette
thèse consiste à étudier des extensions multivariées des lois paramétriques, telles que les lois
Gamma, rencontrées dans de tels systèmes d’imagerie. Cette modélisation multivariée permet, en
effet, de tenir compte des dépendances statistiques entre des images d’une même scène acquises
à des dates différentes et/ou par des capteurs différents. C’est pourquoi les familles de lois
multivariées étudiées s’avèrent particulièrement utiles pour résoudre de nombreux problèmes
d’estimation et de détection rencontrés en traitement de l’image, telles que la détection de
changements temporels ou l’analyse polarimétrique d’une scène.
Abstract
The wavefront amplitude of many optical systems can be modeled as a sum of complex
components distributed according to Gaussian distributions. In particular, this is the case for
active imaging sytems such as radar systems. The resulting intensity measurements are the
sum of the squared modulus of these complex Gaussian components. Parameter estimation and
detection problems require to determine accurately the statistical properties of the collected
intensities. The subject of this thesis consists of studying families of multivariate gamma based
distributions useful to solve estimation and detection problems in different image processing
applications. Multivariate extensions of the uni-dimensional gamma distribution make possible
to model the correlation between images of a same scene acquired at different times and/or
by different sensors. Therefore, these distributions are interesting for parameter estimation and
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BCR Borne de Cramer-Rao
DdP Degré de Polarisation
EMV Estimateur du Maximum de Vraisembance
EMVC Estimateur du Maximum de Vraisembance Composite
EQM Erreur Quadratique Moyenne
FEN Famille Exponentielle Naturelle
FIM Fonctions d’Inférences par les Marges
LGB Loi Gamma Multivariée
LGBMu Loi Gamma Multivariée Multi-capteurs
LGM Loi Gamma Bivariée
LGMMu Loi Gamma Bivariée Multi-capteurs
LMN Loi Multinomiale Négative
LMNB Loi Multinomiale Négative Bivariée
LPMM Loi de Poisson Mélangée Multivariée
MdM Méthode des Moments
MCNL Moindres Carrés Non Linéaires
RSO Radar à Synthèse d’Ouverture
v.a. variable ou vecteur aléatoire






x vecteur ou matrice, selon le contexte
X vecteur ou matrice aléatoire, selon le contexte
0 vecteur nul (0, . . . , 0)T
1 vecteur (1, . . . , 1)T
|a| déterminant de la matrice a
tr (a) trace de la matrice a
etr (a) exponentielle de la trace de la matrice a
Id matrice identité de taille d × d
µ mesure
M(E) ensemble des mesures de Radon positives sur l’espace euclidien E et non
concentrées sur un hyperplan affine
E [X] espérance du vecteur aléatoire X
var (X) ou cov (X) matrice de covariance du vecteur aléatoire X
cov (X,Y) covariance du couple (X,Y)
r coefficient de corrélation
r(X,Y) coefficient de corrélation du couple (X,Y)
Pr(A) probabilité associée à l’évènement A
IA(x) fonction indicatrice sur l’ensemble A : IA(x) = 1 si x ∈ A, 0 sinon
δa(dx) mesure de Dirac au point a
Γ(x) fonction Gamma au point x > 0
(a)n symbole de Pochhammer si a > 0 alors (a)n = Γ(a+n)Γ(a) ∀ n ∈ N. Plus




G(q, p) loi Gamma de paramètres de forme q et d’échelle p
G(q,P) loi Gamma Multivariée de paramètre le polynôme affine P et de para-
mètre de forme le scalaire q
G(q,P) loi Gamma Multivariée Multi-capteurs de paramètre le polynôme affine
P et de paramètre de forme le vecteur q
BN(q, p) loi Binomiale Négative de paramètres (q, p)
MN(q,P) loi Multinomiale Négative de paramètre le polynôme affine P et le sca-
laire q
P(λ) loi de Poisson de paramètre λ





1.1 Densité de la loi G(q, 1) pour différentes valeurs du paramètre de forme q. . . . . 7
1.2 Densité de la loi Gamma bivariée de moyennes m1 = qp1 = m2 = qp2 = 1 pour
différentes valeurs du paramètre de forme q et du coefficient de corrélation entre
les marges r. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.1 Image d’un objet uniforme éclairé par un laser [Goo06] . . . . . . . . . . . . . . 49
2.2 Image RSO de la région d’Izmit, Turquie (CNES) . . . . . . . . . . . . . . . . . 50
2.3 Information mutuelle et ses approximations lorsque r→ 0 et r→ 1 (q = 1). . . . . 56
2.4 Courbes typiques de l’opposée de la log-vraisemblance f (r) = −l(x; (m̂1ML, m̂2ML, r)
en fonction de r (q = 2, n = 500). . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.5 Courbes typiques de l’opposée de la log-vraisemblance −l(x; (m̂1ML, m̂2ML, r) en
fonction de r (q = 2, n = 500). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.6 Erreurs quadratiques moyennes en fonction de log(n) pour r = 0.2. . . . . . . . . 64
2.7 Erreurs quadratiques moyennes en fonction de log(n) pour r = 0.8. . . . . . . . . 64
2.8 Images Radarsat du volcan Nyiragongo. . . . . . . . . . . . . . . . . . . . . . . . 65
2.9 Moyennes des coefficients de corrélation estimés en fonction de τ et barres d’er-
reurs pour les pixels non affectés par l’éruption (pixels noirs de la figure 2.8(c))
(MV : estimateur du maximum de vraisemblance, Moment : estimateur des mo-
ments) pour différentes tailles de fenêtres. . . . . . . . . . . . . . . . . . . . . . . 67
2.10 Histogramme des décalages estimés τ pour les pixels non affectés par l’éruption
(pixels noirs du masque 2.8(c)) des images 2.8(a) et 2.8(b) (MV : estimateur du
maximum de vraisemblance, Moment : estimateur des moments). . . . . . . . . . 68
2.11 Moyennes des coefficients de corrélation estimés en fonction de τ pour les pixels
blancs appartenant à la région rectangulaire (MV : estimateur du maximum de
vraisemblance, Moment : estimateur des moments). . . . . . . . . . . . . . . . . . 68
2.12 Histogramme des décalages estimés τ lorsque les images 2.8(a) et 2.8(b) sont
corrompues par un bruit additif gaussien (MV : estimateur du maximum de vrai-
semblance, Moment : estimateur des moments). . . . . . . . . . . . . . . . . . . . 69
2.13 Courbes COR pour données synthétiques pour différentes tailles de fenêtres. . . . 71
2.14 Images Radarsat de Gloucester avant et après inondations. . . . . . . . . . . . . 72
2.15 Courbes COR pour les images de Gloucester pour différentes tailles de fenêtres. . 73
xvii
Table des figures
2.16 Courbes COR pour différentes valeurs du paramètre q (n = 15 × 15). . . . . . . . 74
2.17 Cartes de corrélations pour différentes valeurs du paramètre q (de gauche à droite :
q = 1, q = 2, q = 3 et le masque des pixels affectés en noir). . . . . . . . . . . . . . 74
2.18 Probabilité d’erreur moyenne Pe = 12 (PFA + PND) en fonction du seuil λ pour
n = 9 × 9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.1 Courbes typiques de la log-vraisemblance négative en fonction de r′ (q1 = 2,
q2 = 4, n = 500) pour différents échantillons. . . . . . . . . . . . . . . . . . . . . . 86
3.2 Courbes typiques de la log-vraisemblance négative en fonction de r′ (q1 = 2,
q2 = 4, n = 500) pour différents échantillons. . . . . . . . . . . . . . . . . . . . . . 87
3.3 log EQM en fonction de logn pour le paramètre r (r′ = 0.2, q1 = 1, q2 = 2,
m1 = 100 et m2 = 100). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.4 log EQM en fonction de logn pour le paramètre r (r′ = 0.5, q1 = 1, q2 = 2,
m1 = 100 et m2 = 100). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.5 log EQM en fonction de logn pour le paramètre r (r′ = 0.8, q1 = 1, q2 = 2,
m1 = 100 et m2 = 100). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.6 log EQM en fonction de logn pour le paramètre m1 (r′ = 0.8, q1 = 1, q2 = 2,
m1 = 100 et m2 = 100). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.7 log EQM en fonction de logn pour le paramètre m1 (r′ = 0.9, q1 = 1, q2 = 2,
m1 = 100 et m2 = 100). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.8 Rapport d’efficacité asymptotique (REA) pour les estimateurs de m1 et r (q1 = 1,
q2 = 5, m1 = 1 et m2 = 1) en fonction de r′. . . . . . . . . . . . . . . . . . . . . . 92
3.9 log EQM en fonction de logn pour le paramètre r (r′ = 0.9, q1 = 1, q2 = 2,
m1 = 100 et m2 = 100). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.10 Courbes COR obtenues à partir des données synthétiques pour différents couples
de paramètres de formes (q1, q2) et pour différentes tailles de fenêtre (n = 9× 9 ou
n = 21 × 21) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
3.11 PD en fonction des paramètres de forme q1 et q2, (PFA = 0.3, n = 1). . . . . . . . 94
3.12 clique de 5 pixels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3.13 Images Radarsat de Gloucester avant et après inondation. . . . . . . . . . . . . . 95
3.14 Courbes COR pour les images de Gloucester (q1 = 1, q2 = 5). . . . . . . . . . . . 96
3.15 log EQM en fonction de log(n) pour le paramètre r′ (q1 = 1, q2 = 2) . . . . . . . . 97
3.16 log EQM en fonction de log(n) pour le paramètre r′ (q1 = 1, q2 = 5) . . . . . . . . 98
3.17 Courbes COR synthétiques pour une taille de fenêtre d’estimation n = 15 × 15 . . 99
3.18 Courbes COR synthétiques pour une taille de fenêtre d’estimation n = 5 × 5 . . . 99
3.19 Courbes COR pour les images de Gloucester (q1 = 1, q2 = 5) . . . . . . . . . . . . 100
3.20 NVE estimés pour les images de Gloucester (n = 31 × 31) . . . . . . . . . . . . . 101
3.21 Courbes COR pour les images de Gloucester . . . . . . . . . . . . . . . . . . . . 102
3.22 Cartes de détection pour les différentes mesures de similarités (n = 15 × 15) . . . 103
xviii
4.1 Images d’une scène composée d’éléments en bois, métal et papier illuminée par
un laser[BC00] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.2 Principe d’un système imageur pour l’imagerie polarimétrique cohérente [BC00,
Fad06]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.3 Ellipse de polarisation du champ électrique E (diagramme de Lissajous) . . . . . 110
4.4 log EQM des estimateurs à 2 images en fonction du logarithme de la taille des
échantillons pour les matrices Γ2 et Γ7). . . . . . . . . . . . . . . . . . . . . . . . 124
4.5 log EQM des estimateurs à 3 images en fonction du logarithme de la taille des
échantillons pour les matrices Γ2 et Γ7. . . . . . . . . . . . . . . . . . . . . . . . 125
4.6 log EQM des estimateurs du DdP à partir de 2, 3 et 4 images en fonction de P2
(n = 15 × 15). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
4.7 Composition de la scène polarimétrique. . . . . . . . . . . . . . . . . . . . . . . . 127
4.8 Images des Intensités mesurées et du DdP. . . . . . . . . . . . . . . . . . . . . . 128
4.9 Estimées du DdP P2 sur la scène simulée (les nombres insérés représentent les
moyennes des estimées de P2 pour chaque objet) (n = 15 × 15). . . . . . . . . . . 130
4.10 log EQM des estimateurs à 2 images en fonction du logarithme de la taille des
échantillons pour les matrices Γ2 et Γ7). . . . . . . . . . . . . . . . . . . . . . . . 137
4.11 log EQM des estimateurs à 4 images en fonction du logarithme de la taille des
échantillons pour la matrice Γ2. . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
4.12 log EQM des estimateurs à 4 images en fonction du logarithme de la taille des
échantillons pour la matrice Γ2. . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
4.13 log EQM des estimateurs du DdP à partir de 2 et 4 images en fonction de P2
(n = 15 × 15). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
4.14 Intensités photonisées mesurées et DdP théorique. . . . . . . . . . . . . . . . . . 140
4.15 Estimées du DdP P2 sur la scène simulée (les nombres insérés représentent les






Dans de nombreux systèmes d’imagerie, la description de la lumière, ou plus généralement du
champ électrique de l’onde étudiée, ne peut être menée en dehors d’un cadre statistique. C’est en
particulier le cas des systèmes d’imagerie cohérents, tels que le radar. L’intérêt de ces systèmes
réside dans le caractère actif du capteur. Grâce à quoi l’on peut acquérir rapidement les images,
et ceci indépendamment des conditions extérieures, contrairement aux images optiques, soumises
par exemple aux aléas météorologiques. La cohérence de l’onde émise est cependant la cause de
phénomènes d’interférences multiples qui entachent l’image d’un bruit statistique, appelé bruit
de speckle. Sous des conditions qui seront précisées par la suite, les intensités mesurées en chaque
pixel de l’image suivent alors une loi Gamma.
Le présent travail consiste alors à étudier des extensions multivariées des lois paramétriques
rencontrées dans de tels systèmes d’imagerie. Des modèles de lois Gamma multivariées ont en
effet reçu une attention soutenue d’un point de vue théorique dans les communautés des proba-
bilités et des statistiques, mais ces familles ont cependant été peu étudiées dans le domaine du
traitement d’images. Nous cherchons donc ici à évaluer l’apport de ces modèles multivariés pour
des problèmes d’estimation et de détection lorsque l’on dispose de données qui sont corrélées.
En imagerie radar, lorsqu’une série temporelle d’images d’une même scène est disponible,
il peut s’avérer intéressant d’estimer les corrélations entre les différentes acquisitions. Puisque
chaque image est distribuée suivant une loi Gamma, les lois Gamma multivariées offrent un
cadre approprié afin de modéliser les dépendances entre les diverses images. L’estimation des
paramètres de telles lois s’applique aux problèmes de recalage d’images ou de détection de
changements temporels entre les images. La question est alors de savoir si cette modélisation
apporte des améliorations par rapport à des approches non paramétriques, ou des approches qui
ne prennent en compte que les seules statistiques unidimensionnelles de chaque image.
L’imagerie polarimétrique consiste à étudier l’état de polarisation de la lumière rétrodiffusée
par une scène. Cet état de polarisation reflète les propriétés des matériaux imagés et s’avère
pertinent afin de les caractériser. Dans le but d’estimer cet état de polarisation, il est néces-
saire d’effectuer plusieurs mesures d’intensités de l’onde rétrodiffusée, obtenues pour différentes
polarisations de cette dernière. Sous les mêmes conditions que pour l’imagerie radar, chaque
intensité est distribuée suivant une loi Gamma. Afin de déterminer l’état de polarisation de la
lumière, et donc les propriétés polarimétriques des matériaux imagés, il convient d’estimer les
corrélations entre ces intensités. On peut donc se poser la question de la pertinence du modèle
des lois Gamma multivariées par rapport à des stratégies d’estimation classiques, comme des




Le manuscrit s’organise en 4 chapitres.
Le chapitre 1 est consacré au modèle des lois Gamma multivariées qui sera appliqué à l’image-
rie radar ou plus généralement à des problèmes d’optique statistique dans les chapitres suivants.
Nous étudions dans un premier temps les propriétés théoriques des lois Gamma bivariées et, dans
un second temps, celles des lois Gamma multivariées, qui sont une extension du modèle bivarié
en dimension quelconque. Cette étude nous amène à considérer le modèle des lois multinomiales
négatives et des lois de Poisson mélangées par une loi Gamma multivariée, utilisé en optique
statistique pour modéliser les problèmes de “faible-flux”.
Le chapitre 2 traite des problèmes du recalage d’images et de la détection de changements
lorsque sont disponibles plusieurs images d’une même scène acquises à des dates différentes. La
méthode proposée consiste à modéliser les couples de pixels appartenant à chacune des deux
images par une loi Gamma bivariée.
Le chapitre 3 prolonge le chapitre précédent lorsque les capteurs radars ont des caractéris-
tiques différentes. Une nouvelle famille de lois Gamma multivariées est introduite afin de prendre
en compte les différences entre les distributions statistiques de chaque image.
Le chapitre 4 est dédié à l’imagerie polarimétrique cohérente. L’étude effectuée aboutit à
différentes méthodes d’estimation des propriétés polarimétriques de la lumière en fonction du
nombre d’images d’intensité disponibles. Une étude similaire est menée dans le cas dit “faible-
flux", où les intensités mesurées sont alors distribuées selon des lois de Poisson mélangées par
des lois Gamma multivariées.
Ces chapitres utilisent les notions de transformée de Laplace, ou de fonction génératrice dans
le cas discret. Ces outils permettent de caractériser et d’étudier les lois multivariées considérées.
Outils, dont les principales propriétés, bien connues dans le cas univarié, sont exposées à l’annexe
A. De plus, les conditions selon lesquelles les lois étudiées appartiennent à des familles expo-
nentielles naturelles sont étudiées dans le premier chapitre, et les suivants utilisent les résultats
liés aux propriétés de ces familles pour l’estimation des paramètres. Pour ces raisons, l’annexe
B présente une introduction à la théorie des familles exponentielles naturelles.
Les résultats énoncés dans ces deux annexes, A et B, sont illustrés par les exemples des lois
Gamma univariées et des lois binomiales négatives. Ces distributions sont en effet les lois mar-
ginales des lois multivariées auxquelles nous nous intéressons dans cette thèse.
Principales contributions
Les principales contributions de cette thèse sont listées ci-dessous.
Chapitre 2 : L’originalité du travail tient à la modélisation des intensités de couples d’images
radar par des lois Gamma bivariées. Des méthodes de maximum de vraisemblance sont alors
proposées afin d’estimer des mesures de similarité entre ces images.
Chapitre 3 : Nous proposons une nouvelle famille de lois multivariées afin de modéliser
des séries d’images radar d’une même scène acquises par des capteurs différents. Des stratégies
d’estimation adaptées à ces familles de lois sont alors développées.
Chapitre 4 : Nous montrons que sous des hypothèses classiques en optique statistique, les
intensités des images polarimétriques suivent une loi Gamma multivariée. Ceci permet de prouver
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que la méthode classique d’estimation de la matrice de polarisation est efficace, et conduit à de
nouvelles méthodes d’estimation des propriétés polarimétriques de la lumière lorsque l’on ne
dispose que d’un nombre réduit d’images polarimétriques. La même étude est menée en faible-
flux où un bruit supplémentaire, le bruit de Poisson, est pris en compte. Des méthodes originales
d’estimation sont alors développées.
Conseils de lecture
Le chapitre 1 présente les propriétés théoriques des familles multivariées étudiées dans les
chapitres suivants. Une lecture intégrale de ce chapitre n’est cependant pas nécessaire pour la
compréhension du reste du travail. Quelques indications sont données sur ce chapitre afin de
permettre à chacun de le parcourir selon son bon vouloir.
pp. 16-18 et 21 Présentation des lois Gamma bivariées, principales propriétés et densité asso-
ciée.
pp. 28-30 Présentation des lois Gamma multivariées.
p. 38 et 40 Présentation des lois multinomiales négatives et expression des masses de proba-
bilité dans le cas bivarié.
pp. 42-44 Présentation des lois de Poisson mélangées multivariées.






1.1 Généralités . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.1.1 Domaines d’application historiques des lois Gamma Multivariées . . . . 6
1.1.2 La loi Gamma Univariée . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.1.3 Modèles statistiques multivariés et copules . . . . . . . . . . . . . . . . . 10
1.2 Lois Gamma Bivariées . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2.1 Une zoologie de familles de lois Gamma Bivariées . . . . . . . . . . . . 11
1.2.2 Le modèle des lois Gamma Bivariées . . . . . . . . . . . . . . . . . . . . 16
1.3 Lois Multivariées . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.3.1 Une zoologie de familles de lois Gamma Multivariées . . . . . . . . . . . 27
1.3.2 Le modèle des Lois Gamma Multivariées (LGM) . . . . . . . . . . . . . 29
1.3.3 Lois multinomiales négatives (LMN) . . . . . . . . . . . . . . . . . . . . 38
1.3.4 Lois de Poisson Mélangées Multivariées (LPMM) . . . . . . . . . . . . . 42
Ce chapitre présente une étude théorique des familles de lois multivariées qui seront appli-
quées à l’imagerie Radar ou plus généralement à des problèmes d’optique statistique dans les
chapitres suivants. Le problème de l’estimation des paramètres de ces lois n’est pas abordé dans
ce chapitre et sera traité lors des chapitres suivants en fonction des applications et du modèle
statistique qui en découle. Ce chapitre se décompose en trois parties.
La première partie situe le contexte historique dans lequel les modèles de lois Gamma mul-
tivariées ont été étudiés. Les principales propriétés de la loi Gamma sur R sont également
rappelées. Enfin la notion de distribution statistique multivariée est précisée.
Les familles de lois Gamma bivariées sont définies et étudiées dans la deuxième partie.
Un panorama de familles de lois Gamma bivariées est tout d’abord présenté. Le modèle de
loi Gamma étudié par la suite, appelée dans la littérature loi Gamma bivariée de Kibble, est
ensuite étudié de manière plus approndie. Les propriétés les plus importantes de ces lois sont
obtenues. En particulier, plusieurs représentations possibles de la densité de ces familles de lois
sont données, ces diverses formes ayant été étudiées par différents auteurs.
Dans une dernière partie, les familles de lois multivariées qui seront utilisées par la suite
sont définies en dimension d ∈ N quelconque. Outre les lois Gamma multivariées, les lois mul-
tinomiales négatives sont elles aussi caractérisées, le cas bivarié étant étudié de manière plus
approfondie. Enfin les lois de Poisson mélangées multivariées qui sont utilisées en optique sta-
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tistique pour modéliser les problèmes de “faible-flux” sont définies et étudiées lorsque la loi de
mélange est une loi Gamma multivariée.
1.1 Généralités
1.1.1 Domaines d’application historiques des lois Gamma Multivariées
Les modèles de lois Gamma multivariées ont reçu une attention particulière en hydrologie
[YOB01]. En effet les données issues de phénomènes hydrologiques correspondent aux réalisations
de variables aléatoires positives modélisant par exemple l’intensité des précipitations, la hauteur
des crues ou le débit des cours d’eau, le niveau des bassins hydrologiques, ou même la durée
des précipitations ou la fréquence d’apparition d’inondations. Le modèle statistique des lois
Gamma s’avère particulièrement bien adapté à la modélisation de ces phénomènes. L’approche
multivariée permet en outre de prendre en compte les diverses corrélations, que ce soit entre
les différentes grandeurs physiques rencontrées en hydrologie [Cla80, Yue01], entre les niveaux
de plusieurs bassins ou réservoirs hydrologiques [Pha76] ou entre les évolutions au cours d’une
saison du niveau d’un réservoir [War92].
Les modèles de lois Gamma multivariées ont bien sûr été étudiés dans d’autres domaines
d’application que l’hydrologie. Par exemple, le couple formé par l’amplitude et la durée des rafales
de vent subies par des fusées ou des missiles lors de leur ascension a été modélisé dans [SA81,
SAT82] par une famille de loi Gamma bivariée. Ces modèles multivariés sont aussi fréquemment
utilisés dans le cadre de la théorie de fiabilité et de l’analyse de survie [BR81, CD05, CT07].
1.1.2 La loi Gamma Univariée
La loi Gamma est une distribution continue dont le support est l’ensemble des réels stric-
tement positifs. Avec la paramétrisation classique, cette distribution notée G(q, p) admet pour
mesure :










∀(q, p) ∈]0,+∞[2, (1.1)
Notons que cette loi est parfois paramétrée non pas par le paramètre p, mais en fonction de
son inverse λ = 1/p. Dans ce manuscrit, la paramétrisation classique correspondra toujours
à la paramétrisation par le couple (q, p) introduite à l’équation (1.1) ci-dessus. Comme cela
est montré aux exemples A.2.1 et B.1.1, lorsque le paramètre q ∈]0,+∞[ est fixé, la famille
Fq =




pn ∀ n ∈N. (1.2)
On obtient en particulier l’expression suivante de la moyenne et de la variance :
E [X] = qp,




De plus cette FEN peut être caractérisée par la transformée de Laplace de ses éléments. En effet








)−q , ∀ z ∈] − 1
p
,∞[, (1.4)
et donc Fq est l’ensemble des mesures de probabilité dont les transformées de Laplace corres-
pondent à l’expression (1.4) pour p ∈]0,+∞[. Cette distribution est infiniment divisible car quel
que soit p > 0, la loi Gamma de transformée de Laplace (1.4) existe pour tout q > 0, De plus,
soient q1, . . . , qn n paramètres réels strictement positifs et p ∈]0,∞[. Si X1, . . . ,Xn sont n v.a.
indépendantes de loi respectives G(p, qi) pour 1 ≤ i ≤ n, alors la loi de la somme
X = X1 + · · · + Xn,
est distribuée suivant la loi Gamma G(q, p) où q = q1 + · · · + qn.
Les paramètres q et p issus de la paramétrisation classique (1.1) de la loi Gamma ont reçu
une dénomination standard :
– Le paramètre p est appelé le paramètre d’échelle de la loi Gamma pour la raison suivante :
si X est une v.a. de loi G(q, p), alors la v.a. Xp est distribuée suivant la loi G(q, 1). Les
lois Gamma de la FEN Fq où le paramètre q est fixé se déduisent donc toutes les unes
des autres par homothétie et les densités sont identiques au facteur d’échelle près. C’est
pourquoi la loi Gamma G(q, 1) est appelée loi Gamma standard de paramètre de forme q.
– Le paramètre q est appelé le paramètre de forme. Contrairement au paramètre d’échelle,
sa valeur influe en effet sur la forme de la distribution. Ceci est illustré sur la figure 1.1 où
la densité G(q, 1) est représentée pour trois valeurs du paramètre q : q = 12 < 1 à la figure
1.1(a), q = 1 à la figure 1.1(b) et q = 2 > 1 à la figure 1.1(c).
(a) q = 12 (b) q = 1 (c) q = 2
Fig. 1.1 – Densité de la loi G(q, 1) pour différentes valeurs du paramètre de forme q.
Le cas particulier où le paramètre de forme est q = 1 correspond à une loi exponentielle.
Cette loi intervient naturellement dans de nombreuses applications et est donc très importante
en statistique. En particulier la loi exponentielle est sans mémoire et est utilisée pour modéliser
la durée de vie de systèmes sans usure.
La loi dite du χ2 est un autre cas particulier de la loi Gamma. En effet pour tout entier






loi du χ2n étant la loi de la somme de n v.a. normales centrées réduites au carré, la loi Gamma











∀ p ∈]0,+∞[,∀ n ∈N∗,
7
Chapitre 1. Lois Gamma Multivariées
où les variables Xi sont des v.a. identiques et indépendantes (i.i.d.) de loi normale centrée réduite.
L’interprétation probabiliste de la loi Gamma lorsque le paramètre de forme q n’est pas un






∼ G(q, 1) ∀ q ∈]0,+∞[.
où B(t) est un mouvement brownien standard sur R. Ces processus jouent un rôle important dans
la formule de Black-Scholes utilisée en mathématiques financières pour modéliser la valeur d’une
option. La formule donnée ci-dessus demeure cependant trop complexe pour être utilisée afin de
simuler efficacement une loi Gamma. Par conséquent lorsque le paramètre q n’est pas un demi-
entier, la loi Gamma est simulée par des méthodes de type acceptation-rejet [MT00], l’expression
analytique de la densité (1.1) étant disponible. Même si les interprétations probabilistes de cette
loi sont rarissimes, ces cas peuvent être intéressants en imagerie radar où le paramètre de forme
correspond à un nombre de vues équivalent (NVE) qui n’est pas forcément un demi-entier comme
cela sera expliqué au chapitre suivant.
Loi binomiale négative et la loi Gamma
La loi Gamma univariée est par ailleurs étroitement liée à la loi Binomiale Négative présentée
notamment dans les exemples A.1.1, B.1.2 et B.3.2 et dont les propriétés sont rappelées ici.
La loi Binomiale Négative est une distribution discrète dont le support est l’ensemble des







(1 − p)kpqδk(dx) ∀(q, p) ∈]0,+∞[×]0, 1[. (1.5)
Comme cela est montré aux exemples A.1.1 et B.1.2, lorsque le paramètre q ∈]0,+∞[ est fixé, la
famille Fq =
{BN(q, p) | p ∈]0, 1[} est une FEN dont les moments factoriels sont






∀ r ∈N. (1.6)
On obtient en particulier l’expression suivante de la moyenne et de la variance :




var (X) = q
1 − p
p2
> E [X] .
(1.7)
La propriété var (X) > E [X] indique la surdispersion des lois binomiales négatives. De plus cette













1 − (1 − p)z
p
)−q
, ∀ |z| < 1
1 − p , (1.8)
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et donc Fq est l’ensemble des mesures de probabilité dont la fonction génératrice correspond à
l’expression (1.8) pour un certain p ∈]0, 1[. Cette expression de la fonction génératrice explique
le nom de cette loi. En effet si −q était positif on obtiendrait la fonction génératrice d’une loi
binomiale, et donc la variable aléatoire N serait distribuée selon une loi binomiale. Ici l’exposant
−q est négatif, d’où le nom de la loi.
Comme la loi Gamma, cette distribution est infiniment divisible car quel que soit p ∈]0, 1[, la
loi binomiale négative de fonction génératrice (1.8) existe pour tout q > 0, De plus soient q1, . . . , qn
n paramètres réels strictement positifs et p ∈]0, 1[, si X1, . . . ,Xn sont n v.a. indépendantes de loi
respectives BN(p, qi) pour 1 ≤ i ≤ n, alors la loi de la somme
X = X1 + · · · + Xn,
est distribuée suivant la loi binomiale négative BN(q, p) où q = q1 + · · · + qn. Le cas particulier
q = 1 correspond, à une translation de 1 près, à la loi géométrique BN(1, p) et modélise le nombre
d’échecs avant le premier succès lors de la répétition d’épreuves identiques et indépendantes de
probabilité de succès p1 . Plus généralement, lorsque q est un entier naturel non nul, la loi
BN(q, p) modélise alors le nombre d’échecs avant le q-ième succès (voir la note de bas de page
à l’exemple A.1.1).
La loi négative binomiale et la loi Gamma sont liées par des opérations de composition et de
mélange.
Proposition 1.1.1. La loi binomiale négative composée par une loi Gamma est une loi Gamma :
si N ∼ BN(q, p) alors la variable obtenue par la composition suivante2 X ∼ G(q + N, 1) est
distribuée selon la loi Gamma G(q, 1/p).







































La deuxième ligne est obtenue grâce à l’expression de la transformée (1.4) de Laplace d’une loi
Gamma, et la troisième ligne grâce à l’expression de la fonction génératrice d’une loi binomiale
négative (1.8). 
Un autre résultat classique [Gra97, p. 17] sur ces lois concerne les lois de Poisson mélangées.
Les lois de Poisson mélangées sont les familles de lois obtenues lorsque le paramètre X de la loi
de Poisson P(X) est une variable aléatoire. La loi suivie par la v.a. X est alors appelée la loi de
mélange et la loi de la v.a. N telle que N|X ∼ P(X) est appelée la loi de Poisson mélangée par la
loi de X.
1Dans la littérature, la loi géométrique de paramètre p correspond au rang du premier succès lors de la répétition
d’une épreuve de Bernoulli de probabilité de succès p. Cette loi correspond donc à la loi BN(1, p) translatée de 1.
2On parle de loi binomiale négative composée par une loi Gamma car la v.a. X ∼ G(q+N, 1) peut être générée
de la façon suivante : X =
∑N
i=0 Xi où N ∼ BN(q, p) et les v.a. (Xi)i≥0 sont i.i.d. de loi G(q, 1/p).
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Proposition 1.1.2. La loi de Poisson mélangée par une loi gamma est une loi négative bino-
miale : si X ∼ G(q, 1−pp ) avec (q, p) ∈]0,+∞[×]0, 1[, alors la variable N ∼ P(X) est distribuée
suivant la loi binomiale négative BN(q, p).
















= LX(1 − z),
=
1(
1 + 1−pp (1 − z)




la deuxième ligne étant obtenue grâce à l’expression de la fonction génératrice d’une loi de
Poisson. La variable N suit donc la loi négative binomiale BN(q, p). 
Une conséquence de la proposition précédente est que l’ensemble des lois binomiales négatives{BN(q, p) | (q, p) ∈]0,+∞[×]0, 1[} peut être obtenu par mélange d’une loi de Poisson par une loi
Gamma. Bien que le paramètre p de la loi binomiale négative BN(q, p) ne soit pas un paramètre
d’échelle et que sa valeur caractérise aussi la forme de la distribution, par analogie avec la loi
Gamma le paramètre q, sera appelé ici le paramètre de forme.
1.1.3 Modèles statistiques multivariés et copules
Si les distributions de probabilité sur R sont toutes définies sans ambiguïté, il n’en n’est
pas de même pour les distributions multivariées. En effet, mis à part le cas des lois normales
multivariées et des lois de Wishart, lesquelles peuvent être vues comme une généralisation des
lois du χ2, qui sont clairement codifiées, il n’existe pas de caractérisation unique des autres lois
multivariées. En général, les auteurs s’accordent sur le point suivant : étant donné une famille
de loi “X” définie sur R, une loi multivariée est qualifiée de loi multivariée de type X si ses
lois marginales (univariées) sont toutes du type X. Le problème est alors qu’il existe un très
grand nombre de modèles statistiques vérifiant cette condition. Ces différents modèles peuvent
cependant tous être obtenus à partir des loi marginales et de copules.
La notion de copule a été introduite par Abe Sklar en 1959 avant d’être étudiée de façon
plus intensive à partir du milieu des années 1980 suite à l’article de Genest et MacKay [GM86].
Parmi les ouvrages de référence sur le sujet, on peut notamment citer les livres de Nelsen et de
Joe [Nel99, Joe97].
Une copule est une fonction de répartition multivariée, notée traditionnellement C, définie
sur [0, 1]d, d étant la dimension de la loi multivariée, dont les marges sont celles de lois uniformes
sur [0, 1]. La caractérisation d’une copule C est alors la suivante :
1. C est une fonction définie sur le domaine [0, 1]d
2. C(u1, . . . ,ud) = 0 si une des composantes ui est nulle, pour tout 1 ≤ i ≤ d,
3. C(1, . . . , 1,ui, 1, . . . , 1) = ui pour tout 1 ≤ i ≤ d,
4. la fonction C est d-croissante sur [0, 1]d.
Les conditions ci-dessus assurent que la copule C est une fonction de répartition dont les
lois marginales sont toutes des lois uniformes sur l’intervalle [0, 1]. L’interprétation de la notion
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de d-croissance se fait en notant qu’une mesure de probabilité est nécessairement positive. Par
exemple en dimension d = 2, si le couple de v.a. (U,V) admet pour fonction de répartition la
copule C, alors
Pr(u1 < U < u2, v1 < V < v2) = C(u1, v1) − C(u1, v2) − C(u2, v1) + C(u2, v2).
Par définition, la propriété de 2-croissance sur [0, 1]2 assure alors que C(u1, v1) − C(u1, v2) −
C(u2, v1) + C(u2, v2) ≥ 0 pour tout (u1, v1) ∈ [0, 1]2 et (u2, v2) ∈ [0, 1]2.
Le théorème de Sklar affirme que si C est une copule de dimension d, et si F1, . . . ,Fd sont des
fonctions de répartition (univariées), alors F(x1, . . . , xd) = C(F1(x1), . . . ,Fd(xd)) est une fonction de
répartition de dimension d, dont les marges sont précisément F1, . . . ,Fd. Réciproquement, si F est
une fonction de répartition en dimension d, il existe alors une copule C telle que F(x1, . . . , xd) =
C(F1(x1), . . . ,Fd(xd)), où les Fi sont les lois marginales de F.
Si les fonctions de répartition des lois marginales sont en plus toutes continues, la copule C
est alors unique, et donnée par la relation C(u1, . . . ,ud) = F(F−11 (u1), . . . ,F
−1
d (ud)) (où F
−1
i désigne
l’inverse généralisée de la fonction croissante Fi). Dans ce cas, on peut alors parler de “la” copule
associée à un vecteur aléatoire (X1, . . . ,Xd).
Afin de construire des distributions multivariées de lois marginales données, de nombreuses
familles de copules, correspondant à différentes méthodes de construction, ont été étudiées. Les
copules dites archimédiennes [Joe97, p. 86] sont une des familles les plus célèbres.
Pour être exhaustive, l’étude des lois multivariées d’un type donné devrait donc porter sur
l’étude de toutes les fonctions copules associées aux lois marginales du type de loi étudié. Cette
étude relève alors du cas non paramétrique. Cette approche n’est cependant pas adoptée ici, le
travail proposé se limitant à l’étude d’un modèle paramétrique de loi Gamma multivariée précis.
1.2 Lois Gamma Bivariées
Avant d’étudier des extensions multivariées des lois Gamma en dimension d quelconque, il est
judicieux d’étudier au préalable le cas bivarié (d = 2). Ce cas est intéressant, car il existe en géné-
ral une expression analytique explicite de la densité des lois bivariées, et certaines constructions
de modèles multivariés de dimension supérieure se déduisent des modèles bivariés.
1.2.1 Une zoologie de familles de lois Gamma Bivariées
Un nombre important de modèles de lois Gamma Bivariées a été recensé, notamment dans
[KBJ00, chap. 48]. En particulier, l’application de cinq modèles différents de lois Gamma Biva-
riées à des données hydrologiques a été étudiée dans [YOB01]. Les propriétés de la somme X+Y
et le rapport X/(X+Y) de couples de v.a. (X,Y) distribués suivant cinq modèles classiques de lois
Gamma bivariées ont aussi été passés en revue dans [NK06]. Quelques-uns de ces modèles, qui
portent le nom de leurs auteurs, sont présentés dans cette partie. Pour une revue plus complète,
le lecteur peut se référer à [KBJ00, chap. 48]. Dans cette section, les transformées de Laplace
sont toutes définies avec la convention ε = −1 selon la définition A.2.1 et sont donc toutes au
moins définies sur [0,∞[2.
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La loi Gamma bivariée de MacKay
Cette distribution est issue d’un des premiers modèles de loi Gamma bivariée, et a été
introduite par MacKay dans [McK34] pour caractériser la loi jointe du couple formé par la
variance empirique d’un échantillon de variables gaussiennes centrées i.i.d. et par la variance
empirique associée à un sous-échantillon de l’échantillon précédent. Cette distribution est définie




xa−11 (x2 − x1)b−1e−cx2Ix2>x1>0(x1, x2), (1.11)
avec a, b, c > 0. Les lois marginales d’une telle distribution sont alors des lois Gamma de para-
mètres de forme respectifs a et a+ b et de paramètre d’échelle c : X1 ∼ G(a, c) et X2 ∼ G(a+ b, c).
Le cas où les paramètres d’échelles des lois marginales sont des réels positifs quelconques (pas
forcément égaux) s’obtient facilement en appliquant une homothétie sur une des deux marges.
Cette distribution est un des types de loi (IVa) définie par le système de Pearson bivariée
[KBJ00, chap. 44]. Elle peut également être obtenue de la manière suivante : soient U,V deux v.a.
indépendantes de lois respectives G(a, c) et G(b, c). Alors le couple (X1,X2) = (U,U + V) admet
la densité (1.11) exprimée ci dessus. Cette méthode de construction peut être étendue pour
construire des lois Gamma multivariées de dimension quelconque. À partir de cette construction,
on obtient directement grâce à l’expression des moments d’une loi Gamma univariée (1.3) que






Cette structure de corrélation n’est donc pas très souple, car si les paramètres de forme sont
fixés alors la valeur de la corrélation entre les marges est imposée selon la formule précédente.
De plus ce modèle bivarié est asymétrique et impose la contrainte supplémentaire X2 > X1.
Grâce à l’expression de la transformée de Laplace d’une loi Gamma univariée (1.4), on obtient
également l’expression de la transformée de Laplace du couple (X1,X2) :












= LU(z1 + z2)LV(z2),
= (1 + c(z1 + z2))−a (1 + cz2)−b .
(1.12)
Ces lois bivariées ont été utilisées pour modéliser le couple formé par le débit d’écoulement de
cours d’eau (X1) et le niveau des précipitations (X2) [Cla80], où pour modéliser la perméabilité
des sols [ADFS03]. Dans ces domaines d’application, les contraintes du modèle évoquées ci-dessus
ne posent en effet pas problème.
La loi Gamma bivariée de Cheriyan et Ramabhadran
Ces lois attribuées à Cheriyan et Ramabhadran [Che41, Ram51] ont aussi été étudiées un
peu plus tard par Prékopa et Szántzai [PS78] en dimension quelconque (voir section 1.3.1). Ce
modèle est obtenu d’une façon assez semblable à celui de MacKay, mais présente l’avantage
d’être symétrique. Si Y0, Y1 et Y2 sont des lois Gamma standard (i.e. de paramètre d’échelle
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égal à 1) indépendantes, de paramètres de forme respectifs θ0, θ1 et θ2, cette loi bivariée est
celle du couple (X1,X2) tel que :
X1 = Y0 + Y1,
X2 = Y0 + Y2.
(1.13)
Par construction, les marges X1 et X2 du couple ainsi défini sont des lois Gamma standard
de paramètres de formes respectifs θ0 + θ1 et θ0 + θ2. Les lois correspondantes de paramètres
d’échelle réels positifs quelconques s’obtiennent par homothétie. La densité de cette loi est alors






yθ0−10 (x1 − y0)θ1−1(x2 − y0)θ2−1ey0dy0,
où x˜ = min(x1, x2). Des développements de cette densité en série entière de la variable x˜ ont été
étudiés dans [DF61] pour certaines valeurs du triplet (θ0, θ1, θ2). D’autres développements plus
généraux en terme de séries de produits de polynômes de Laguerre généralisés ont été obtenus
dans [Szá86].
Par ailleurs, à partir de la construction donné à l’équation 1.13, on obtient directement
l’expression du coefficient de corrélation entre les marges :
r (X1,X2) =
θ0√
(θ0 + θ1)(θ0 + θ2)
≥ 0.
Par conséquent, lorsque la valeur des paramètres de forme des lois marginales est imposée, par
exemple θ0 + θ1 = q1 et θ0 + θ2 = q2, on obtient alors que r (X1,X2) = θ0√q1q2 et, lorsque le
paramètre θ0 parcourt l’intervalle ]0,min(q1, q2)[, le coefficient de corrélation entre les marges
parcourt l’intervalle suivant :





Ce modèle est donc à dépendance positive ( r (X1,X2) > 0), et peut être reparamétré en fonction
des paramètres de forme q1 et q2 des marges et du coefficient de corrélation r = r (X1,X2). En
particulier lorsque les marges ont le même paramètre de forme q = q1 = q2, alors les valeurs
possibles du paramètre r sont celles de l’intervalle ]0, 1[.
À partir de la définition du modèle donnée à l’équation (1.13) et de la transformée de Laplace
d’une loi Gamma univariée (1.4), l’expression suivante de la transformée de Laplace du couple
(X1,X2) est finalement obtenue :

















= LY0(z1 + z2)LY1(z1)LY2(z2),
= (1 + z1 + z2)−θ0 (1 + z1)−θ1 (1 + z2)−θ2 .
(1.14)
La loi Gamma bivariée de type Farlie-Gumbel-Morgenstern
Les lois bivariées de type Farlie-Gumbel-Morgenstern (FGM) sont des familles dont les lois
marginales suivent des lois données obtenues grâce à la célèbre copule proposée par Morgenstern
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[Mor56], définie pour θ ∈ [−1, 1] comme :
CFGMθ (u, v) = uv + θu(1 − u)v(1 − v).
Cette copule a été initialement introduite afin d’obtenir des familles de lois qui incluent le cas où
les deux marges sont indépendantes (θ = 0). Un de ses inconvénients est que la corrélation entre
les marges d’un tel modèle appartient à un intervalle assez restreint. Il a en effet été montré
[SPB78] que pour ces familles de lois bivariées, le coefficient de corrélation entre les marges est
toujours compris dans l’intervalle [−13 , 13 ]. Ces distributions ont été généralisées par Sarmanov
[Sar66] permettant ainsi d’obtenir des structures de corrélation entre les marges plus larges. Ces
dernières familles de distributions bivariées ont été récemment étudiées en détail dans [SL04].
Dans le cas où les marges X1 et X2 sont des lois Gamma standard de paramètres de forme
respectifs q1 et q2, de densités notées pX1 et pX2 et de fonctions de répartition notées FX1 et FX2
respectivement, on obtient l’expression suivante de la densité du couple (X1,X2) :























)  , (1.15)
où






Toujours selon [GW84], le coefficient de corrélation r = r(X1,X2) de ce modèle de loi Gamma
bivariée est toujours compris (i.e. pour toutes les valeurs de q1 et q2) dans l’intervalle ]−ρ, ρ[ avec
ρ = 1/pi ' 0.3183, les bornes de l’intervalle étant les valeurs limites du coefficient de corrélation
r lorsque θ = ±1 et lorsque les paramètres de forme q1 et q2 tendent vers l’infini.
La loi Gamma bivariée de Becker et Roux
Cette distribution proposée par Becker et Roux [BR81] a été reparamétrée par la suite
[SR89] par Steel et Le Roux. Cette extension des lois Gamma au cas bivarié est issue de modèles
physiques pour la théorie de fiabilité et l’analyse de survie. La distribution du couple (X1,X2)
modélise en effet l’espérance de vie respective de deux composants d’un même système soumis à
des perturbations (modèle de chocs) dont les occurrences sont modélisées par quatre processus de
Poisson homogènes indépendants. Ainsi les nombres de perturbations S1 et S2 subies par chaque
composant suivent des processus de Poisson homogènes indépendants de paramètres respectifs
1/α1 et 1/α2. Cependant si le composant numéro i ∈ {1, 2} tombe en panne, les perturbations
reçues par le composant numéro j = {1, 2}\i suivent alors un processus de Poisson homogène de
paramètre λ j/α j.
Les différentes situations physiques modélisées se déduisent des valeurs des paramètres réels
positifs λ1 et λ2. Si λ1, λ2 < 1, on est alors dans le cas d’un modèle de compétition où les
composants concourent pour une même ressource dont les réserves sont limitées. Si au contraire
λ1, λ2 > 1, on est alors dans le cas d’un modèle de partage de charge et la panne d’un composant
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provoque un accroissement des perturbations subies par le second. Si le modèle est maintenant
asymétrique, par exemple λ1 < 1 et λ2 > 1, le composant 1 est alors considéré comme un parasite
du composant 2, considéré comme l’hôte : si l’hôte tombe en panne le premier, alors l’espérance
de vie du parasite diminue. Inversement si le parasite tombe en panne le premier, l’espérance de
vie de l’hôte s’accroît. Enfin le cas λ1 = λ2 = 1 correspond à la situation où les deux composants
agissent de manière indépendante l’un de l’autre. Les paramètres de la loi du couple (X1,X2) ainsi
obtenu sont alors les 4 paramètres α1, α2, λ1, λ2 des processus de Poisson, ainsi que le nombre
de perturbations , notés respectivement q1 ∈ N et q2 ∈ N, que peut supporter chacun des 2
composants avant sa panne.
Ces lois sont qualifiées d’extension bivariée des lois Gamma car si λ1 = λ2 = 1, alors les
variables X1 et X2 sont, bien sûr, indépendantes et un résultat classique sur les processus de
Poisson assure que ces variables suivent des lois Gamma de paramètres d’échelle α1 et α2 et de
forme q1 et q2 respectivement. Cependant dans le cas général λ1, λ2 > 0 les marges ne sont pas
des lois Gamma. Une expression de la densité de ces lois est donnée dans [SR89] ou dans [KBJ00,
p. 447]. Par ailleurs, aucune expression simple de la transformée de Laplace de ces distributions
n’est disponible.
La loi Gamma bivariée de Kibble
Ce sont ces familles de lois Gamma bivariées qui vont nous intéresser par la suite. Les
propriétés de ces lois seront étudiées de manière plus approfondie dans les sections à venir, ce
paragraphe se limitant à une caractérisation de ces lois et à leur historique.
Ces lois ont été introduites en 1933 par Wicksell [Wic33] et Kibble [Kib41] en 1941 qui
considèrent les distributions bivariées des couples (X1,X2) pour lesquels il existe 4 paramètres
p1, p2, p12, q, avec q > 0, tels que la transformée de Laplace de ces couples soit de la forme :






1 + p1z1 + p2z2 + p12z1z2
)q . (1.16)
Ce modèle est qualifié de loi Gamma bivariée car les lois marginales de X1 et X2 s’obtiennent
en notant que








Les lois de X1 et X2 sont donc des lois Gamma, de même paramètre de forme q et de paramètres
d’échelles respectifs p1 et p2, notées G(q, p1) et G(q, p2).
Ces lois ont été étudiées par la suite sous diverses formes par D’jachenko [D’j62], Sarmanov
[Sar66] ainsi que par Moran [Mor69] (Jonhson et Kotz ont d’ailleurs baptisé ces distributions
lois Gamma bivariées de Kibble et Moran [KBJ00, chap. 48]).
Enfin des généralisations de ces lois ont été proposées par Griffiths [Gri69] et Dussauchoy et
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avec q1, q2, q3 > 0 et 0 ≤ r ≤ 1. À partir de cette transformée de Laplace bivariée, on déduit
par un raisonnement identique à celui effectué pour les lois de Kibble que les marges sont
distribuées selon les lois gamma G(q1, p1) et G(q2, p2). Lorsque q1 = q2 = q3 = q, on retrouve alors
la transformée de Laplace de la loi de Kibble. Ces lois sont donc plus générales que les lois de
Kibble. Cependant il n’existe pas d’expression analytique simple de la densité de ces lois. Une
condition nécessaire [Gri69] pour que la loi associée à cette transformée de Laplace existe est




)−(q1−q3) (1 + p2z2)−(q2−q3) (1 + p1z1 + p2z2 + p1p2(1 − r)z1z2)−q3 ,
et d’après la proposition A.2.3, le couple (Y1,Y2) peut être obtenu comme la somme du couple
(X1,X2) distribué suivant la loi de Kibble (1.16) de paramètres p1, p2, p1p2(1−r) et q3 et du couple
(U1,U2) dont les marges sont indépendantes et de lois respectives G(q1 − q3, p1) et G(q2 − q3, p2).
D’autres généralisations sur lesquelles nous reviendrons ont été proposées et étudiées dans [Sar66]
et [SA81, SAT82].
1.2.2 Le modèle des lois Gamma Bivariées
Les lois Gamma bivariées étudiées dans ce manuscrit correspondent aux lois de Kibble ca-
ractérisées par leur transformée de Laplace donnée à l’équation (1.16). À partir de maintenant,
l’expression loi Gamma bivariée ne sera employée que pour désigner ces lois.
Une première constatation, directement obtenue à partir de l’expression de la transformée de
Laplace (1.16), est que les paramètres de cette loi vérifient les conditions : q > 0, p1 > 0, p2 > 0.
En effet si le couple (X1,X2) admet l’expression (1.16) pour transformée de Laplace, l’hypothèse
q > 0 est importante, sinon les marges Xi ne seraient pas distribuées suivant des lois Gamma.
De plus on peut supposer sans perte de généralité que pi > 0, car si pi < 0 alors la variable −Xi
suit la loi G(q, |pi|), pour tout i ∈ {1, 2}. Quitte à effectuer un changement de signe, on peut donc
supposer que X1 et X2 sont des variables aléatoires positives, i.e. p1 > 0 et p2 > 0 (le cas pi = 0
correspond au cas dégénéré Xi = 0 qui est sans intérêt). La positivité des v.a. X1 et X2 entraîne
que la transformée de Laplace est au moins définie sur le convexe [0,∞[2. La transformée de
Laplace d’une mesure de probabilité (ou plus généralement d’une mesure de M(R2)) étant une
fonction log-convexe et analytique réelle sur son domaine de définition selon la proposition A.2.5,
son hessien doit donc être semi-défini positif sur ]0,∞[2. Le calcul montre (voir annexe C.1.1)
que le paramètre p12 doit donc vérifier la condition nécessaire :
0 ≤ p12 ≤ 2p1p2. (1.18)
De plus si p12 est nul, la transformée de Laplace de la loi se réduit à
L(X1,X2)(z1, z2) =
(
1 + p1z1 + p2z2
)−q ,
qui est la transformée de Laplace du couple (p1Y, p2Y) lorsque Y suit la loi univariée Gamma
standard de paramètre de forme q notée G(q, 1). Dans ce cas la loi est dégénérée puisqu’elle
est concentrée sur l’hyperplan de R2 (i.e. une droite) othogonal au vecteur (−p2, p1)T. Les deux
marges du couple X1 = p1Y et X2 = p2Y sont alors totalement corrélées : r(X1,X2) = 1 car
p1, p2 > 0.
Il est possible de déterminer exactement les conditions nécessaires et suffisantes sur les para-
mètres pour lesquelles la loi Gamma bivariée existe. D’après les remarques précédentes, il a déja
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été prouvé que des conditions nécessaires sont p1, p2 > 0 et 0 ≤ p12p1p2 ≤ 2, la loi étant dégénérée si
p12 = 0. La démonstration du théorème suivant sera conclue suite au calcul de la densité associée
à une loi Gamma bivariée, p. 21.
Théorème 1.2.1. Les conditions nécessaires et suffisantes pour que la loi Gamma bivariée du
couple (X1,X2), dont la transformée de Laplace est






1 + p1z1 + p2z2 + p12z1z2
)q ,
existe et ne soit pas dégénérée sont
1. q > 0,
2. p1 > 0, p2 > 0,
3. 0 < p12 ≤ p1p2.
Si p12 = 0 la loi est dégénérée, les marges étant totalement corrélées : r(X1,X2) = 1.
Une conséquence immédiate de ce théorème est que les lois Gamma bivariées sont infiniment
divisibles, puisque les conditions d’existence portant sur les paramètres p1, p2, p12 ne dépendent
pas de q. Pour un triplet (p1, p2, p12) vérifiant ces conditions, la loi de transformée de Laplace
(1.16) existe quel que soit le paramètre q > 0, et est une loi Gamma bivariée.
Moments joints
Les moments joints de la loi Gamma bivariée peuvent être obtenus à partir de sa transformée
de Laplace selon la proposition A.2.2. En développant en série entière la transformée de Laplace,




























∀ n ∈N, (1.21)
ou plus généralement pour tout réel a comme :
(a)0 = 1,
(a)n+1 = (a + n)(a)n ∀ n ∈N. (1.22)
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On obtient également les expressions suivantes du moment joint d’ordre (1, 1), de la covariance
et du coefficient de corrélation d’une loi Gamma bivariée :





(q + 1)p1p2 − p12) ,
cov (X1,X2) = q
(
p1p2 − p12) ,
r (X1,X2) ≡ cov (X1,X2)√






Le paramètre r introduit à l’équation (1.20) et intervenant dans l’expression des moments joints
(1.23) est donc le coefficient de corrélation entre les marges. Ce paramètre est lié au paramètre
p12 et l’on obtient
p12 = p1p2(1 − r). (1.24)
Par conséquent, les contraintes sur les paramètres énoncées au théorème 1.2.1 pour que la loi
Gamma bivariée existe imposent :
0 ≤ r < 1, (1.25)
Les lois Gamma bivariées sont donc à dépendance positive puisque r ≥ 0 et toutes les valeurs
du coefficient de corrélation dans l’intervalle [0, 1[ sont possibles. Concernant les valeurs limites
du coefficient de corrélation, on obtient que :
– la limite r = 1 est atteinte pour le cas dégénéré où p12 = 0, la loi bivariée étant alors
concentrée sur la droite X2 =
p2
p1
X1 de R2 comme cela a été expliqué un peu plus tôt dans
cette section.
– le cas où la corrélation est nulle correspond à p12 = p1p2. Dans ce cas la transformée de
















La transformée de Laplace du couple se décompose comme le produit des transformées
de Laplace des marges, donc les marges sont indépendantes entre elles. Ceci montre que
comme dans le cas d’un vecteur gaussien, l’absence de corrélation est équivalente à l’indé-
pendance pour les lois Gamma bivariées.
On remarque que les conditions nécessaires (1.18) obtenues en considérant la log-convexité de
la transformée de Laplace reviennent à dire que −1 ≤ r ≤ 1. Comme cela a déjà été signalé, ces
conditions ne sont cependant pas suffisantes.
Les paramètres p1 et p2 sont des paramètres d’échelle de la loi Gamma bivariée : si (X1,X2)




, X2p2 ) suit la loi Gamma bivariée telle que Y1 ∼ G(q, 1), Y2 ∼ G(q, 1) et r(Y1,Y2) = r.
Bien que le paramètre r, et donc le paramètre p12, ne soit pas un paramètre d’échelle et que
sa valeur influe aussi sur la forme de la distribution, le paramètre q est appelé le paramètre de
forme de la distribution par analogie avec le cas univarié. En définitive, la définition donné à
l’équation (1.16) de la loi Gamma bivariée et les relations entre les paramètres (p1, p2, p12) et
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les moments montrent que cette loi est caractérisée par 4 types de paramètres : Le paramètre
de forme q, les paramètres d’échelles (p1, p2) ou bien les moyennes (m1 = qp1,m2 = qp2), et le
paramètre de corrélation p12 ou bien r.
Une propriété importante de ces lois bivariées est qu’elles appartiennent à des familles expo-
nentielles naturelles.
La FEN F(µc,q) des lois Gamma Bivariées
Soient c ≥ 0 et q > 0 des paramètres réels positifs fixés. On considère alors la mesure µc,q de
M(R2) dont la transformée de Laplace a pour expression :
Lµc,q(θ1, θ2) = (θ1θ2 − c)−q , (1.27)
définie en particulier sur l’ouvert
Θµc,q = {(θ1, θ2) | θ1 > 0, θ2 > 0, θ1θ2 − c > 0} .
L’ensemble Θµc,q correspond à l’intérieur d’une branche d’hyperbole sur le premier quadrant.
Sur cet ensemble l’expression (1.27) de la transformée de Laplace est bien définie, positive (car
la transformée de Laplace d’une mesure positive est positive) et log-convexe (voir la proposition
A.2.5).
Selon la proposition B.1.2, la FEN F(µc,q) engendrée par la mesure µc,q est l’ensemble des
mesures de probabilité νc,q dont la transformée de Laplace, pour tout (θ1, θ2) dans l’ouvert Θµc,q
et pour tout (θ1 + z1, θ2 + z2) ∈ Θµc,q , est de la forme :
Lνc,q(z1, z2) =












θ1θ2 − cz1 +
θ1






En identifiant les paramètres de la transformée de Laplace obtenue avec ceux de la transformée
de Laplace de la loi Gamma bivariée exprimée à l’équation (1.16), on obtient le système suivant







p12 = 1θ1θ2−c .
(1.29)
Par conséquent, toutes les lois Gamma bivariées vérifiant les conditions énoncées au théorème
1.2.1 sont obtenues. En inversant maintenant le système (1.29) précédent, on obtient pour tout












Donc toute loi Gamma bivariée s’exprime sous la forme d’une mesure de probabilité appartenant
à une famille exponentielle naturelle. Cette propriété sera notamment utilisée dans les chapitres
suivants pour l’estimation des paramètres de ces lois.
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Densité de la loi Gamma Bivariée
Toutes les lois Gamma bivariées non dégénérées appartiennent à une FEN F(µc,q) donnée
selon la section précédente. Il suffit donc d’obtenir une expression de la mesure µc,q pour tout
q, c > 0 pour obtenir la densité d’une loi Gamma bivariée (voir section B.1)3.
La mesure µc,q est caractérisée par sa transformée de Laplace donnée à l’équation (1.27).




)q  11 − cθ1θ2
q ,



























À l’aide de l’expression de la mesure de probabilité d’une loi Gamma univariée (1.1) et du fait













































pour tout (θ1, θ2) dans l’ensemble ouvert non vide Θµc,q . On reconnaît l’expression d’une trans-



























fq (cx1x2) I[0,∞[2(x1, x2)dx1dx2,
3On pourrait bien sûr inverser directement la transformée de Laplace d’une loi Gamma bivariée (1.16), mais
l’expression (1.27) de la transformée de Laplace de la mesure µc,q est plus simple et les calculs sont plus aisés dans
ce cas.
20







∀ z ∈ C. (1.32)
La fonction fq est une fonction hypergéométrique confluente limite et est liée à fonction de Bessel







= Iq−1(z) ∀ z ∈ C. (1.33)
Finalement on obtient les expressions suivantes de la densité de la loi Gamma bivariée (en
faisant attention au fait que la convention prise pour la transformée de Laplace est ici ε = −1)
pour les différentes paramétrisations équivalentes et pour un paramètre de forme q > 0 donné :
– La paramétrisation canonique de la FEN F(µc,q)





fq (cx1x2) I[0,∞[2(x1, x2), (1.34)
définie pour tout c ≥ 0 et (θ1, θ2) ∈ Θµc,q .
– La paramétrisation par les paramètres de la transformée de Laplace p1, p2 et p12, obtenue






















définie pour tout p1 > 0, p2 > 0 et 0 < p12 ≤ p1p2.
– La paramétrisation par les moyennes m1 = qp1 et m2 = qp2 et par le coefficient de corréla-


























définie pour tout m1 > 0, m2 > 0 et 0 ≤ r < 1.
L’expression (1.35) de la densité d’une loi Gamma bivariée explique pourquoi le paramètre
p12 doit respecter la contrainte p12 ≤ p1p2. En effet l’expression (1.35) obtenue en inversant la
transformée de Laplace reste valide pour tout p12 ∈]0, 2p1p2[, mais si p12 > p1p2 il découle de
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la formule (1.36) que le paramètre c est strictement négatif. Or la fonction de Bessel modifiée
admet tous ses zéros (une infinité) sur l’axe imaginaire. Selon la relation (1.33) entre la fonction
fq et la fonction de Bessel modifiée, la fonction fq qui est continue sur R admet une infinité de
zéros sur ] −∞, 0[ est n’est donc pas positive sur cet ensemble. Par conséquent si c est négatif,
la fonction définie à l’équation (1.35) n’est pas une densité car elle n’est pas positive.
Réciproquement si les conditions du théorème 1.2.1 sont vérifiées alors le paramètre c est positif
et par conséquent le terme fq(cxy) est positif en tant que somme de termes positifs. La fonction
(x1, x2) ∈ R2 7→ p(x1, x2) définie en (1.35) est alors positive en tant que produit de fonctions posi-
tives. Par construction, cette fonction admet l’expression (1.16) comme transformée de Laplace,
laquelle vaut 1 au point (0, 0). L’intégrale sur R2 de la fonction est donc égale à 1, aussi cette
fonction est elle bien une densité et la loi existe. Ceci achève la démonstration du theorème 1.2.1.
Les graphes de la densité de la loi Gamma bivariée sont représenté sur la figure 1.2 pour
différentes valeurs du paramètre de forme q ∈ {12 , 1, 2} et différentes valeurs du coefficient de
corrélation r ∈ {0.2, 0.5, 0.8}, les moyennes des marges étant m1 = qp1 = m2 = qp2 = 1.
Une autre expression de cette densité est donnée à la section suivante.
Lois Gamma bivariées, polynômes de Laguerre et probabilité de Lancaster
Les probabilités de Lancaster introduites dans [Lan58, Lan63] sont des classes de probabilité
sur R2 construites à partir des lois marginales et de suites de polynômes orthonormaux pour ces
lois.
Considérons deux mesures de probabilité sur R , α(dx) et β(dy), non concentrées sur un
nombre fini de points et pour lesquelles il existe a > 0 tel que
∫
e−a|x|α(dx) < ∞ et ∫ e−a|y|β(dy) <
∞. On note alors (Pn)n≥0 et (Qn)n≥0 les suites de polynômes à degrés étagés, n étant le degré des









Une condition suffisante pour qu’une loi µ(dx, dy) soit de Lancaster est qu’il existe une suite de







De nombreuses propriétés [Kou98] découlent de cette représentation. En particulier si µ(dx, dy)
et α(dx)β(dy) sont absolument continues par rapport à la mesure de Lebesgue, la divergence du
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(a) q = 12 , r = 0.2 (b) q =
1
2 , r = 0.5 (c) q =
1
2 , r = 0.8
(d) q = 1, r = 0.2 (e) q = 1, r = 0.5 (f) q = 1, r = 0.8
(g) q = 2, r = 0.2 (h) q = 2, r = 0.5 (i) q = 2, r = 0.8
Fig. 1.2 – Densité de la loi Gamma bivariée de moyennes m1 = qp1 = m2 = qp2 = 1 pour
différentes valeurs du paramètre de forme q et du coefficient de corrélation entre les marges r.
Cette divergence entre une mesure bivariée et le produit des mesures marginales est encore
appelée la mesure d’indépendance du χ2 4 car c’est une grandeur positive qui s’annule si et
seulement si les marges sont indépendantes.
Si µ(dx, dy) est une probabilité de Lancaster, alors un calcul direct montre que :




Les polynômes généralisés de Laguerre [AS64, p. 771–802]sont des familles de polynômes
4Cette divergence est qualifiée de divergence du χ2 car dans le cas discret on retrouve la statistique de test
d’adéquation à une loi proposée par Pearson. Sous certaines hypothèses (la loi théorique est une loi multinomiale)
cette statistique suit une loi une χ2.
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où wν est la fonction poids strictement positive sur ]0,∞[
wν(x) = e−xxνI]0,∞[(x) ∀ ν > −1,
et ν > −1.
Selon cette caractérisation, les polynômes (L(ν)n )n≥0 sont tous définis à une constante multiplicative





















Les deux premiers polynômes sont alors :
L(ν)0 (x) = 1,
L(ν)1 (x) = −x + ν + 1,





(2n + 1 + ν − x)L(ν)n (x) − (n + ν)L(ν)n−1(x)
)
.









δm,n ∀ (m,n) ∈N2, (1.44)
où δm,n est le symbole de Kronecker qui vaut 1 si m = n, 0 sinon.
Afin de déterminer la densité d’un couple (X1,X2) distribué suivant une loi Gamma bivariée,
on peut supposer sans perte de généralité que les paramètres d’échelle de cette loi sont p1 =
p2 = 1. En effet la densité dans la cas général p1, p2 > 0 s’obtient à partir de la précédente par
le changement de variable (Y1,Y2) = (p1X1, p2X2). On suppose donc que le couple (X1,X2) est
distribué suivant une loi Gamma bivariée dont les marges suivent les lois G(q, 1) et admettent
pour coefficient de corrélation le paramètre r. Le calcul présenté à l’annexe C.1.3 montre alors
que la densité de loi Gamma bivariée associée au couple (X1,X2) a pour expression :
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La propriété d’orthogonalité (1.42) des polynômes de Laguerre implique alors que la famille
de polynômes (P(q)n )n≥0 est orthonormale pour le produit scalaire 〈·, ·〉Gq,1 . Par conséquent la loi
Gamma bivariée de transformée de Laplace (1.16) est de la forme définie à l’équation (1.39).
Cette famille de lois est donc une famille de probabilité de Lancaster pour les lois marginales
Gq,p1 , la famille de polynôme orthogonaux (P(q)n )n≥0 et la suite ρn = rn, ∀ n ∈N. Ce résultat est
connu et a notamment été montré par D’jachenko [D’j62]. Une conséquence immédiate est que
la mesure d’indépendance du χ2 pour le couple (X1,X2), i.e. la divergence du χ2 entre les lois
bivariées p(X1,X2) et pX1pX2 , a pour expression :








1 − r2 ∀ 0 ≤ r < 1.
Cette mesure de similarité ne dépend pas par construction des paramètres d’échelle puisque
Iχ2(X1,X2) = Iχ2(X1/p1,X2/p2) comme cela sera montré à la section 2.1.2. De manière plus
surprenante, cette divergence ne dépend pas non plus du paramètre de forme q. Elle est cependant
une fonction croissante du coefficient de corrélation r. L’expression de cette divergence illustre
également le fait qu’absence de corrélation et indépendance sont des propriétés équivalentes pour
la loi Gamma bivariée puisque si r = 0, alors Iχ2 = 0.
Bien que l’expression (1.45) soit absolument convergente pour tout 0 ≤ r < 1, il est difficile de
calculer numériquement cette série lorsque r est proche de 1 car les termes ne sont pas de signes
constants. Il est possible à partir de l’équation (1.45) de retrouver l’expression (1.30) de la densité
grâce à la formule de Hille-Hardy [AET81, p. 189]. Les familles de lois de Lancaster sont par
ailleurs des cas particuliers des familles dites de Sarmanov qui sont construites par extension du
modèle de Farlie-Gumbel-Morgenstern (voir [Sar66, SL04] pour une caractérisation plus précise
de ces familles) présenté à la section 1.2.1. La loi Gamma bivariée a ainsi été proposée sous la
forme (1.45) par Sarmanov.
Simulation de la loi Gamma bivariée
Toutes les lois Gamma bivariées de transformée de Laplace (1.16) et dont les paramètres
vérifient les conditions énoncées au théorème 1.2.1 peuvent être simulées. Une première remarque,
est que la densité de ces lois est connue. Par conséquent des méthodes de type acceptation-rejet
peuvent être employées pour simuler la loi bivariée. Cependant ces méthodes ne sont pas toujours
très efficaces notamment si la proportion de rejet est importante. Il est donc en général préférable
d’utiliser une méthode directe de simulation. La méthode de simulation ici étudiée a été proposée
dans [Gav70] et repose sur la composition de lois négatives binomiales par des lois Gamma. Ces
compositions ont déjà été étudiées dans le cas univarié à la section 1.1.2 à travers la proposition
(1.1.1).
On peut ici supposer sans perte de généralité que la transformée de Laplace du couple (X1,X2)











avec 0 ≤ r < 1. En effet si (X1,X2) admet la transformée de Laplace ci-dessus alors celle du
vecteur (p1(1 − r)X1, p2(1 − r)X2) correspond bien à l’expression générale (1.16). Ici le couple
(X1,X2) à simuler est tel que ses marges suivent la loi Gamma G(q, 11−r ) et ont pour coefficient
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de corrélation le paramètre r d’après la formule (1.23). La loi du couple (X1,X2) est qualifiée de
loi Gamma bivariée standard de paramètre de corrélation r pour des raisons liés à l’estimation
des paramètres et qui seront expliquées dans le chapitre suivant.
Proposition 1.2.2. Soit N une v.a. de loi BN(q, 1 − r) avec 0 ≤ r < 1. Soient X1 et X2
deux v.a. obtenues par composition de la loi négative binomiale par les lois Gamma suivante
X1 ∼ G(q +N, 1) et X2 ∼ G(q +N, 1), les v.a. X1|N et X2|N étant indépendantes. Alors le couple
(X1,X2) est distribué suivant une loi Gamma de paramètre de forme q et dont la transformée de
Laplace correspond à celle définie à l’équation (1.47).
Preuve. La démonstration est similaire à celle faite pour le cas univarié. En effet pour tout
z1, z2 ≥ 0, la transformée de Laplace du couple (X1,X2) est obtenue en conditionnant l’espérance










































(1 + z1)(1 + z2)














Toutes les lois Gamma bivariées non dégénérées peuvent être obtenues selon la proposition
précédente si l’on sait simuler des v.a. Gamma et binomiales négatives de paramètres quel-
conques. Le cas dégénéré p12 = 0 ⇐⇒ r = 1 est par ailleurs trivial, car dans ce cas le couple
(X1 = p1Y,X2 = p2Y) où Y ∼ G(q, 1) a bien l’expression (1.16) pour transformée de Laplace. La
simulation des lois Gamma univariées ne pose pas problème, comme cela est expliqué à la section
précédente consacrée à la loi Gamma univariée. La simulation de lois binomiales négatives dont
le paramètre de forme n’est pas entier est par contre moins standard5. La loi négative binomiale
peut être obtenue dans ce cas par mélange d’une loi de Poisson par une loi Gamma d’après la
proposition 1.1.2. Cette méthode amène à l’algorithme 1 de simulation d’une loi Gamma bivariée
de transformée de Laplace (1.16).
D’autres méthodes peuvent être utilisées pour simuler directement des lois Gamma bivariées.
Dans la section 1.3.2 consacrées aux lois Gamma multivariées une méthode de simulation obtenue
à partir de vecteurs Gaussiens est présentée. Cependant cette méthode ne permet de simuler
que les lois Gamma multivariées (ou bivariées) dont le paramètre de forme est un demi-entier :
q = n2 avec n ∈N/{0}.
1.3 Lois Multivariées
Dans cette partie, les différentes lois multivariées utilisées par la suite sont introduites. La
définition de ces lois ainsi que leurs principales propriétés sont donc exposées au cours de cette
section. Les lois qui nous intéressent sont, bien sûr, les lois Gamma multivariées, mais aussi les
5si le paramètre de forme q est entier, on peut utiliser directement la définition de la loi négative binomiale
(distribution du nombre d’échecs avant le q-ième succès lors de la répétition d’épreuves i.i.d. de probabilité de
succès p) pour la simuler, où l’obtenir comme la somme de q lois géométriques i.i.d. de paramètre p.
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Algorithm 1 gambivrnd(q, p1, p2, r)
Require: procédure gamrnd(q, p) pour simuler la loi G(q, p)
procédure negbinrnd(n, p) pour simuler la loi BN(n, p) avec n ∈N
procédure poissrnd(λ) pour simuler la loi de Poisson P(λ)
q > 0, p1 > 0, p2 > 0, 0 ≤ r < 1
/* simulation de la loi BN(q, (1 − r)) */









/* simulation de la loi Gamma bivariée */
7: X1=gamrnd(q+N,p1(1 − r))
8: X2=gamrnd(q+N,p2(1 − r))
9: return X1,X2
lois multinomiales négatives et les lois de Poisson mélangées multivariées qui sont obtenues par
“poissonisation” d’une loi multivariée. Lorsque la loi de mélange est une loi Gamma multivariée,
il est montré que les familles de lois de Poisson mélangées sont un cas particulier de lois multino-
miales négatives. Bien que toutes ces lois multivariées soient définies et caractérisées de manière
relativement simple, il n’existe pas en général de forme analytique explicite de leurs densités ou
de leurs masses.
Cette section se décompose en quatre sous-parties. Quelques modèles célèbres de lois Gamma
multivariées sont tout d’abord présentés. Le modèle que nous allons étudier est ensuite défini
et étudié. Les familles de lois appelées lois multinomiales négatives sont à leur tour étudiées,
le cas bivarié recevant une attention plus particulière. La quatrième sous-partie est finalement
consacrée à l’étude des lois de Poisson mélangées, notamment lorsque la loi de mélange est la
loi Gamma bivariée.
1.3.1 Une zoologie de familles de lois Gamma Multivariées
La plupart des modèles de lois Gamma multivariées sont directement obtenus en généralisant
en dimension d quelconque les modèles existants de lois Gamma bivariées. Quelques uns de ces
modèles sont présentés dans les paragraphes suivants.
Lois Gamma multivariées de Cheriyan et Ramabhadran
Le modèle bivarié a été présenté à la section 1.2.1. L’extension au cas multivarié en dimension
d ∈ N est obtenue de la façon suivante : soient Y0, Y1, Y2,. . ., Yd d + 1 v.a. indépendantes
distribuées suivant des lois Gamma (i.e. de paramètre d’échelle égal à 1) de paramètres de forme
respectifs θ0, θ1, θ2, . . . , θd. La loi Gamma multivariée est construite comme la loi du vecteur
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X = (X1, . . . ,Xd)T pour lequel :
X1 = Y0 + Y1,
...
Xd = Y0 + Yd.
(1.48)
Par construction, les marges Xi du vecteur ainsi défini sont des lois Gamma standard de para-
mètres de formes θ0 + θi pour tout 1 ≤ i ≤ d. Les lois correspondantes de paramètres d’échelle
réels positifs quelconques s’obtiennent par homothétie. De plus la loi de chaque couple (Xi,X j)
correspond à la loi bivariée de Cheriyan et Ramabhadran de paramètres (θ0, θi, θ j) pour tout







(θ0 + θi)(θ0 + θ j)
≥ 0 ∀ 1 ≤ i < j ≤ d,
selon la section 1.2.1. Lorsque la valeur des paramètres de forme des lois marginales est imposée,
par exemple θ0 + θi = qi pour tout 1 ≤ i ≤ d et que la corrélation entre les marges de chaque
couple est elle aussi imposée, alors tous les paramètres θ0, θ1, . . . , θd sont fixés et la loi n’a plus
de degré de liberté. La valeur des coefficients de corrélation pour les autres marges est alors
donnée par la formule précédente.
À partir de la définition du modèle multivarié, donnée à l’équation (1.48), et de la transformée
de Laplace d’une loi Gamma univariée (1.4), l’expression suivante de la transformée de Laplace


















= (1 + z1 + · · · + zd)−θ0
d∏
i=1
(1 + zi)−θi .
Comme il n’existe pas de forme analytique simple de la densité, les paramètres de ces lois sont
souvent estimés par la méthode des moments. Pour pallier ce problème, une méthode d’inférence
bayésienne a été proposée par Tsionas [Tsi04] lorsque les a priori sont des lois Gamma. Ces
modèles multivariés ont aussi été étudiés par Mathai et Moschopoulos [MM91] dans un cadre un
peu plus général, où les vecteurs Yi suivent une loi Gamma étendue à 3 paramètres, le troisième
paramètre étant un paramètre de localisation.
Lois Gamma multivariées de Prékopa et Szántai
Ces lois sont une généralisation du modèle multivarié de Cheriyan et Ramabhadran présenté
à la section 1.3.1. On s’intéresse dans ce modèle [PS78] à la loi du vecteur de Rd X obtenu de la
manière suivante :
X = AW,
où A est une matrice déterministe à d lignes dont les éléments sont 0 ou 1 (il existe donc
2d − 1 colonnes différentes possibles pour une telle matrice si l’on exclut la colonne composée
uniquement de 0) et W est une matrice aléatoire dont les éléments W i sont indépendants et
suivent une loi Gamma standard de paramètre θi. Plusieurs résultats théoriques ont alors été
montrés pour ces distributions dans [PS78].
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1.3.2 Le modèle des Lois Gamma Multivariées (LGM)
Le modèle des lois Gamma multivariées qui nous intéresse a été identifié par Bar-Lev et al
[BLBE+94] au cours de leur classification des familles exponentielles naturelles sur Rn. Par la
suite on désignera par lois Gamma mulitvariées (LGM) les familles de lois définies dans cette
section. Ces familles multivariées sont caractérisées par leur transformée de Laplace qui est une
extension en dimension d quelconque de la transformée de Laplace de la loi Gamma univariée
et de la loi Gamma bivariée de Kibble.
Afin de caractériser ces LGM, on définit préalablement la notion de polynôme affine.
Définition 1.3.1. Un polynôme P(z) est dit affine par rapport au vecteur z = (z1, . . . , zd) si la
fonction polynomiale d’une seule variable z j 7→ P(z) peut s’exprimer comme A(− j)z j + B(− j) (pour
tout j = 1, . . . , d), où A(− j) et B(− j) ne dépendent pas de z j et sont des polynômes par rapport aux
variables zi avec i , j.
Il faut noter que, pour tout polynôme affine P,
P1(z1, . . . , zd) = P(a1z1 + b1, . . . , adzd + bd),
est aussi un polynôme affine, quels que soient les coefficients réels ai et bi.
On obtient maintenant la caractérisation d’une LGM.
Définition 1.3.2. Soit q > 0 et P(z) un polynôme affine en dimension d. La loi Gamma multi-
variée concentrée sur Rd+ de paramètres q et P(z), notée G(q,P), est définie par sa transformée
de Laplace :
LG(q,P(z) = [P(z)]−q ∀z ∈ Θq,P, (1.49)
où Θq,P est l’intérieur du domaine d’existence, le polynôme affine satisfaisant de plus la contrainte
évidente P(0) = 1.
Remarques :
– le polynôme P est appelé paramètre, mais les paramètres sont en fait les coefficients de ce
polynôme.
– par analogie avec le cas univarié on appellera q le paramètre de forme même si cette
appellation est abusive car le polynôme P ne correspond pas en général à un paramètre
d’échelle.
Exemple 1.3.1 : LGM en dimension d ∈ {1, 2, 3}.
– En dimension d = 1, le polynôme affine est de la forme :
P(z) = 1 + pz,
et l’expression (1.49) correspond donc à la transformée de Laplace de loi Gamma sur R
G(q, p) pour p > 0.
– En dimension d = 2, le polynôme affine est de la forme :
P(z1, z2) = 1 + p1z1 + p2z2 + p12z1z2,
et la définition 1.3.2 de la LGM dans le cas bivarié correspond bien à la loi de Kibble
définie à la section 1.2.1.
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– En dimension d = 3, l’expression du polynôme affine devient :
P(z1, z2, z3) = 1 + p1z1 + p2z2 + p3z3 + p12z1z2 + p13z1z3 + p23z2z3 + p123z1z2z3.
Contrairement au cas bivarié où il possible de déterminer facilement les conditions nécessaires
et suffisantes sur les paramètres pour que la loi bivariée existe, en revanche déterminer les
conditions nécessaires et suffisantes sur la paire de paramètres (q,P) pour que la distribution
multivariée G(q,P) existe est un problème difficile. Une condition nécessaire est bien sûr P(0) = 1
puisque la transformée de Laplace d’une mesure de probabilité vaut 1 au point 0. Le cas où
ces distributions sont infiniment divisibles, i.e. le cas où la loi existe pour un polynôme affine P
donné quel que soit le paramètre de forme q > 0, a par ailleurs été étudié par Bernardoff dans
[Ber06].
Proposition 1.3.1. Les lois marginales d’un vecteur X = (X1, . . . ,Xd)T de loi G(q,P) sont des
lois Gamma multivariées qui ont toutes le même paramètre de forme q.
Cette propriété importante des lois Gamma multivariées traduit le fait que la loi de X˜ =
((Xi)i∈I)T, où I est un sous-ensemble de {1, . . . , d} est une loi gamma multivariée (univariée si
card I = 1).
Démonstration. Cette propriété découle directement de la définition 1.3.2 d’une loi Gamma

















= LX (z1II(1), . . . , zdII(d)) = [P˜ (˜z)]−q,




= P (z1II(1), . . . , zdII(d))
étant par construction un polynôme affine par rapport à z˜. 
Par conséquent les coefficients des monômes zi, z j et ziz j pour 1 ≤ i < j ≤ d du polynôme affine
P(z1, . . . , zd) (i.e. les triplets notés (pi, p j, pi j) dans les exemples 1.3.1) doivent vérifier les conditions
énoncées au théorème 1.2.1. Ces conditions sont nécessaires mais ne sont pas suffisantes si d > 2.
Les moments joints d’une LGM peuvent se calculer à partir de sa transformée de Laplace
(1.49) grâce à la proposition A.2.2.
Les FEN générés par les LGM
Le résultat suivant, qui montre que les FEN engendrées par une LGM sont des familles de
LGM, est une généralisation en dimension quelconque du résultat démontré dans le cas bivarié à
la section 1.2.2. On considère la LGM G(q,P) sur Rd caractérisée par sa transformée de Laplace
(1.49) et l’on note Θq,P l’intérieur du domaine de définition de la transformée de Laplace. On
obtient alors la proposition suivante :
Proposition 1.3.2. Soit q > 0 et P un polynôme affine tel que P(0) = 1 tels que la loi G(q,P)
existe et ne soit pas concentrée sur un hyperplan affine. La FEN engendrée par la loi G(q,P),
notée FG(q,P) est la famille des lois Gamma Multivariées de paramètre de forme q et dont les
polynômes affines notés Pθ sont de la forme :
Pθ(z) =
P(θ1 + z1, . . . , θd + zd)




pour tout θ = (θ1, . . . , θd)T ∈ Θq,P.
Démonstration. Selon la proposition B.1.2, la FEN engendrée par la loi G(q,P) est l’ensemble
des mesures de probabilité µ pour lesquelles il existe θ ∈ Θq,P telle que la transformée de Laplace
de µ soit :
Lµ(z) = LG(q,P)(θ + z)LG(q,P)(θ) ,
=
(
P(θ1 + z1, . . . , θd + zd)
P(θ1, . . . , θd)
)−q
.
La FEN FG(q,P) fait donc partie des familles de LGM car le polynôme Pθ(z) = P(θ1 + z1, . . . , θd +
zd)/P(θ1, . . . , θd) est un polynôme affine. 
La FEN FG(q,P) est donc, selon la proposition précédente, une sous-famille des LGM de
paramètre de forme q fixé. Bien qu’en dimension d = 1, cette FEN corresponde exactement à la
famille des LGM non dégénérées de paramètre de forme q fixé selon les résultats présentés à la
section 1.1.2, ce n’est plus le cas lorsque d ≥ 2 ( voir le cas d = 2 à la section 1.2.2).
LGM et Lois de Wishart
Dans cette section, la relation entre les lois de Wishart et les LGM est mise en évidence. Une
méthode de simulation de familles de LGM à partir de vecteurs gaussiens est alors proposée.
Les lois de Wishart [Mui82, p. 85–108] peuvent en effet être construites à partir de vecteurs
gaussiens.
Définition 1.3.3. Soient L vecteurs aléatoires i.i.d. Z1, . . . ,ZL de Rd distribuées suivant la loi
normale multivariée centrée de matrice de covariance Σ notée N(0,Σ). Alors la matrice aléatoire







est distribuée selon une loi de Wishart centrée de paramètres L et Σ notée Wd(L,Σ). L’entier
L est appelé par analogie avec la loi du χ2 sur R, le nombre de degrés de liberté de la loi de
Wishart centrée.
À partir de la définition, on voit qu’en dimension d = 1 une loi de Wishart à L degrés
de liberté correspond, à un facteur multiplicatif près, à une loi du χ2 à L degrés de liberté.
Par ailleurs le facteur 12 dans la définition ci-dessus de la matrice A n’est pas standard, mais
il permet de simplifier les expressions et notamment celle de la transformée de Laplace d’une
loi de Wishart. L’expression de la transformée de Laplace d’une loi de Wishart est en effet un
résultat classique : si A ∼Wd(L,Σ), alors la transformée de Laplace de A qui existe pour toute
matrice symétrique S, telle que Id + SΣ soit définie positive, est :
LA(S) = E [etr (−SA)] = det (Id + SΣ)−L/2 , (1.51)
où Id est la matrice identité d’ordre d et etr (M) est l’exponentielle de la trace de la matrice M.
La transformée de Laplace de la diagonale notée X d’une matrice de Wishart A ∼Wd(L,Σ) est
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par ailleurs obtenue lorsque la matrice S pour laquelle on évalue la transformée de Laplace est









1≤i, j≤d, Diag(z) est la matrice diagonale dont les éléments diagonaux sont z =
(z1, . . . , zd)T et si tr (M) est la trace de la matrice M. On obtient le résultat suivant :
Proposition 1.3.3. Pour toute matrice définie positive Σ et tout entier non nul L, la diagonale
notée X de la matrice de Wishart A ∼ Wd(L,Σ) est une LGM de paramètre de forme q = L2 et








(−Diag(z)A)] = det (Id +Diag(z)Σ)−L/2 . (1.52)





est un polynôme affine pour le vecteur z. C’est chose faite en remarquant
que pour tout 1 ≤ i ≤ d, les éléments de la i-ème ligne, notée li, de la matrice Id +Diag(z)Σ sont
des fonctions affines de la variable zi et ne dépendent pas des variables z j pour 1 ≤ j , i ≤ d.
Par conséquent il existe deux vecteurs lignes a et b de Rd qui ne dépendent pas de z tels que
li = azi + b. En utilisant la propriété de multilinéarité du déterminant par rapport à ses lignes,
il vient que pour tout 1 ≤ i ≤ d le déteminant s’exprime comme suit :
det (l1, . . . , li, . . . , ld) = det (l1, . . . ,azi + b, . . . , ld) ,
= det (l1, . . . ,a, . . . , ld) zi + det (l1, . . . , b, . . . , ld) ,
= A(−i)zi + B(−i),
où A(−i) et B(−i) ne dépendent pas de zi et sont des polynômes des variables z j pour 1 ≤ j , i ≤ d.
On obtient bien un polynôme affine d’après la définition 1.3.1. 
Les familles de lois ainsi définies, qui sont donc des sous-familles de LGM, ont notamment
été étudiées par Krishnamoorthy, Parthasarathy [KP51] et par Griffiths [Gri84]. Ce dernier a
identifié les conditions sur la matrice Σ pour que la loi soit infiniment divisible, i.e. pour que la
loi dont la transformée de Laplace est (1.52) existe pour tout L ∈ R. Il est d’ailleurs important de
remarquer que si les diagonales de lois de Wishart sont des LGM, la réciproque n’est pas vraie.
Bien que les lois de Wishart peuvent être généralisées à partir de l’expression de leur transformée
de Laplace (1.51) au cas où le paramètre L n’est pas entier, ces lois sur Rd×d n’existent que pour
L ∈ {1, 2, . . . , d−2}∪]d−1,∞[. Au contraire, la famille de lois identifiée dans cette section, et plus
généralement les LGM, peuvent être définies pour tout q = L2 > 0.
Il est facile d’obtenir les moyennes et les coefficients de corrélation entre les marges de la LGM
obtenue comme la diagonale X d’une loi de Wishart Wd(L,Σ). En effet pour tout 1 ≤ i < j ≤ d,
la transformée de Laplace du couple (Xi,X j) a pour expression :















où z˜i j est le vecteur de Rd tel que ses i-ème et j-ème composantes sont respectivement zi et z j et
toutes ses autres composantes sont nulles. Dans ce cas, on trouve en développant le déterminant
obtenu par rapport à chaque ligne m tel que 1 ≤ m , i, j ≤ d l’expression suivante :
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1≤i, j≤d. D’après la formule (1.23), les moyennes et les coefficients de corrélation du










≡ ri j, ∀ 1 ≤ i < j ≤ d.
On en déduit alors l’algorithme 2 de simulation de LGM lorsque le paramètre de forme
q = L2 est un demi-entier fixé, pour toutes les moyennes mi > 0 (ou de manière équivalente les
paramètres d’échelle pi = miq > 0) et pour tous les coefficients de corrélation entre les marges
ri j ∈ [0, 1[.
Algorithm 2 Simulation de LGM à partir de vecteurs Gaussiens









1≤i, j≤d avec :
aii = 1 ∀ 1 ≤ i ≤ d,
ai, j = a j,i =
√
ri, j ∀ 1 ≤ i < j ≤ d,
























Retour : le vecteur (X1, . . . ,Xd)T
Il faut remarquer que même lorsque le paramètre de forme est un demi-entier fixé, on ne
génère de cette façon qu’une sous-famille de LGM lorsque la dimension est d > 2. En effet les
seuls degrés de liberté d’une telle loi sont les coefficients des monômes zi pour 1 ≤ i ≤ d et ziz j
pour 1 ≤ i < j ≤ d du polynôme affine P de la LGM. Ces paramètres correpondent aux moyennes
des marges et aux coefficients de corrélation entre chaque marge d’après l’équation (1.23). Les
autres coefficients du polynôme affine P se déduisent des coefficients précédents et ne sont donc
pas des paramètres pour ces familles de lois. Cependant comme cela a déjà été mentionné, dans
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de nombreuses applications, la loi Gamma mutivariée provient de ce modèle à partir de vecteurs
gaussiens.
Il n’existe en général pas de forme analytique exploitable de la densité de ces lois. Il est
cependant possible d’exhiber quelques cas particuliers pour lesquels la densité admet une forme
simple. Dans les deux sections ci-après, des cas particuliers de LGM pour lesquels une forme
analytique simple de la densité est obtenue sont en effet présentés, tandis que dans la dernière
section une forme générale, mais inexploitable numériquement, de la densité de ces lois est
étudiée.
LGM équicorrélées
On définit la famille de LGM équicorrélées de la manière suivante : pour tout paramètre de
forme q > 0, les familles de LGM équicorrélées sur Rd sont obtenues lorsque le polynôme affine







+ 1 − α, (1.53)
avec z = (z1, . . . , zd), βi > 0 pour tout 1 ≤ i ≤ d et α = 11−r pour tout r ∈ [0, 1[. Selon la
proposition 1.3.1 et l’équation (1.23), si X = (X1, . . . ,Xd) ∼ G(q,P), le coefficient de corrélation
entre les marges est alors :
r(Xi,X j) =





= r ∀ 1 ≤ i ≤ d.
Le coefficient de corrélation est donc le même pour chaque couple de marges, d’où le nom de
LGM équicorrélée. Ces familles de lois ont été proposées par Gaver [Gav70]. Comme cela est
expliqué dans le cas bivarié à la section 1.2.2, on peut supposer sans perte de généralité que
les paramètres d’échelle βi sont tous égaux à 1 pour tout 1 ≤ i ≤ d. La transformée de Laplace
associée à cette distribution devient alors :
LX(z) =







Le calcul en annexe C.2.1 démontre que si le vecteur X a pour transformée de Laplace l’expression
(1.54), alors la densité associée à la loi de ce vecteur est :







0Fd−1(q, . . . , q; rx1 . . . xd)I]0,∞[d(x) ∀q > 0, r ∈ [0, 1[,
(1.55)
où x = (x1, . . . , xd)T et 0Fd−1 est la fonction hypergéométrique telle que :








où (a)k est le symbole de Pochhammer défini aux équations (1.21) et (1.22). Cette fonction
hypergéométrique est absolument convergente sur R. Son évaluation numérique se fait sans
difficulté en large dimension, le terme principal de la série décroissant très rapidement.
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Proposition 1.3.4. Soit N une v.a. de loi BN(q, 1 − r) avec 0 ≤ r < 1. Soient X1,X2, . . .Xd
d v.a. obtenues par composition de la loi négative binomiale par des lois Gamma X1, . . . ,Xd ∼
G(q + N, 1), les v.a. X1|N, . . . ,Xd|N étant mutuellement indépendantes. Alors le vecteur X =
(X1, . . . ,Xd) est distribué suivant une LGM de paramètre de forme q et dont la transformée de
Laplace correspond à celle définie à l’équation (1.54).
Preuve. La démonstration est en tout point similaire à celle effectuée dans le cas bivarié pour
la proposition 1.2.2. 
L’algorithme 1 de simulation présenté à la section 1.2.2 pour une loi Gamma bivariée s’étend
alors sans difficulté aux cas des LGM équicorrélées. Il faut noter que ces familles de lois sont
en général différentes des familles présentées à la section 1.3.2, qui sont obtenues à partir de
vecteurs gaussiens, et ceci, même lorsque le paramètre de forme est un demi-entier et que ces
dernières vérifient la propriété d’équicorrélation (i.e. que les corrélations entre tous les couples
de marges sont identiques). Selon la méthode de construction proposée à l’algorithme 2, ces lois
peuvent être obtenues lorsque la matrice de covariance du vecteur gaussien est la matrice R1/2
dont les termes diagonaux sont 1 et dont tous les autres termes sont
√
r, r étant le coefficient







et lorsque la dimension est d > 2, les coefficients des monômes de plus de deux variables de ce
polynôme affine sont distincts de ceux du polynôme affine d’une loi Gamma équicorrélée (1.53),
même si les lois sont à la même échelle.
LGM à structure de corrélation markovienne
On appelle LGM à structure de corrélation markovienne la distribution du vecteur X =
(X1, . . . ,Xd)T dont la transformée de Laplace est de la forme (1.49), le paramètre de forme q > 0
étant fixé, et qui vérifie la propriété de Markov :
Pr (Xi+1 ∈ B|Xi = xi, . . . ,X1 = x1) = Pr (Xi+1 ∈ B|Xi = xi) , (1.56)
pour tout borélien B ∈ B(Rd) et pour tout i ∈ {1, . . . , d − 1}. Selon la formule de Bayes, on a la
relation suivante entre la densité jointe du vecteur X au point x = (x1, . . . , xd)T, notée fX(x), et
les densités conditionnelles :
fX(x) = fX1(x1) fX2|X1=x1(x2) fX3|X1=x1,X2=x2(x3) . . . fXd|X1=x1,X2=x2,...,Xd−1=xd−1(xd),
où fXi+1|X1=x1,X2=x2,...,Xi=xi(xi+1) désigne la densité conditionnelle de la v.a. Xi+1 sachant le vecteur
(X1, . . . ,Xi)T pour tout i ∈ {1, . . . , d− 1}. Une conséquence directe de la propriété de Markov 1.56
est :
fXi+1|X1=x1,X2=x2,...,Xi=xi(xi+1) = fXi+1|Xi=xi(xi+1) ∀ (x1, . . . , xi+1)T ∈ Ri+1.
La densité jointe d’une LGM à structure de corrélation markovienne s’exprime donc :
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Grâce à l’expression (1.30) de la densité d’une loi Gamma bivariée de transformée de Laplace :
L(Xi,X j)(zi, z j) =
(
1 + pizi + p jz j + pip j(1 − ri, j)ziz j
)−q
,
où ri, j = r(Xi,X j), et en supposant que les paramètres d’échelle sont tous égaux à 1 (i.e. p1 =



















1 − ri,i+1)q . (1.57)
Il est montré en annexe C.2.2 que pour la structure markovienne décrite à l’équation (1.56), les
coefficients de corrélation entre les marges de la LGM vérifient la propriété :
ri, j = ri,krk, j, ∀ 1 ≤ i < k < j ≤ d. (1.58)
Une conséquence de cette propriété (1.58) est le fait que si R est la matrice de corrélation de la
loi Gamma, alors R−1 est une matrice symétrique tridiagonale.
Par ailleurs il est également montré à l’annexe C.2.2 que la transformée de Laplace associée






où Id est la matrice identité d’ordre d, Diag(z) la matrice diagonale dont les éléments diago-
naux sont les composantes du vecteur z, et R1/2 = (ai, j)1≤i, j≤d la matrice de corrélation (donc
symétrique) telle que :
ai,i = 1 ∀ 1 ≤ i ≤ d,
ai,i+1 =
√







rk, j, ∀ 1 ≤ i < k < j ≤ d.
(1.60)
Lorsque le paramètre de forme q est un demi-entier, ces lois peuvent être obtenues à partir
de vecteurs gaussiens comme cela est expliqué à la section 1.3.2. Dans le cas général (i.e. q
réel), ces familles de lois peuvent être obtenues comme la distribution stationnaire de processus
autorégressifs d’ordre 1 [LS79, GL80], ce qui montre également que ces familles de lois sont
infiniment divisibles.
Développement en série de polynômes de Laguerre de la densité d’une LGM
Il est possible d’obtenir en dimension d quelconque une expression générale de la densité
d’une LGM sous la forme d’une série de polynôme de Laguerre. Le terme principal de cette
série est cependant exprimé sous la forme de sommes multiples imbriquées (et le nombre de ces
sommes augmente avec la dimension d) si bien que les expressions analytiques trouvées sont
inexploitables numériquement. Cette représentation peut être vue comme une généralisation en
dimension quelconque de la représentation de Lancaster d’une loi Gamma bivariée 1.2.2 et peut
être utile afin d’obtenir des propriétés théoriques concernant les LGM. Un exemple a déjà été
donné en dimension d = 2 à la section 1.2.2. Dans cette section, le cas où la dimension est d = 3
est traité, afin d’éviter de manipuler des expressions trop lourdes, mais le calcul dans le cas
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général d ∈ N s’effectue de manière analogue. Dans le cas trivarié, la transformée de Laplace
d’un vecteur X = (X1,X2,X3)T distribué suivant une LGM est de la forme :
LX(z1, z2, z3) = (1 + p1z1 + p2z2 + p3z3 + p12z1z2 + p13z1z3 + p23z2z3 + p123z1z2z3)−q .
Comme pi j = pip j(1− ri j) où ri j = r(Xi,X j) selon (1.23), en notant ρ = 1− p123p1p2p3 on se ramène, par
changement d’échelle Y =
(
X1/p1,X2/p2,X1/p3
)T au cas équivalent où la transformée de Laplace
a pour expression :
LY(z1, z2, z3) = ((1 + z1)(1 + z2)(1 + z3) − r12z1z2 − r13z1z3 − r23z2z3 − ρz1z2z3)−q .
Le calcul effectué à l’annexe C.2.3 montre alors que la densité du vecteur Y s’écrit :






















L(q−1)Ni (yi)I]0,∞[3(y1, y2, y3), (1.61)
où le symbole
∑n
(ni) désigne la sommation pour tout les entiers naturels (n1,n2,n3,n4) tels que :
4∑
i=1
ni = n1 + n2 + n3 + n4 = n,
les entiers Ni étant définis par :
N1 = n − n3, N2 = n − n2, N3 = n − n1,
et L(α)n désignant le polynôme de Laguerre généralisé, défini à la section 1.2.2. Les coefficients de
corrélation étant tous dans l’intervalle [0, 1[, la série obtenue est alors absolument convergente
si |ρ| < 1. Le cas d’une loi Gamma générée à partir de vecteurs gaussiens a ainsi été étudié sous
cette forme de séries de polynômes de Laguerre dans [KP51, NKN04]. Dans ce cas, la transformée
de Laplace de la loi Gamma obtenue a pour expression :











où q est un demi-entier et R1/2 =
(√ri j)1≤i, j≤3, avec la convention rii = 1 pour 1 ≤ i ≤ d,
selon les résultats présentés à la section 1.3.2. Il vient alors en développant le déterminant que
ρ = −2√r12r13r23 + r12 + r13 + r23, et l’on peut montrer que pour tout ri j ∈ [0, 1[ :
| − 2√r12r13r23 + r12 + r13 + r23| < 1.
Une conséquence est que la série (1.61) est dans ce cas absolument convergente.
La représentation de la densité d’une LGM sous forme d’une série de polynômes de La-
guerre a donc un intérêt purement théorique. Ces représentations sont en effet inexploitables
numériquement lorsque d ≥ 3 du fait de leur complexité calculatoire due aux sommes multiples
imbriquées. De plus le calcul de la série, dont les termes ne sont pas de signe constant, est
instable numériquement lorsque les valeurs du coefficient de corrélation sont proches de 1.
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1.3.3 Lois multinomiales négatives (LMN)
Tout comme la famille des LGM, le modèle des lois multinomiales négatives qui nous inté-
ressent a été identifié par Bar-Lev et al [BLBE+94] au cours de leur classification des familles
exponentielles naturelles sur Rd. Ces familles multivariées sont concentrées sur Nd et sont ca-
ractérisées par leur fonction génératrice qui est une extension en dimension d quelconque de la
fonction génératrice d’une loi binomiale négative sur Rd.
Au cours de cette section, ces lois sont dans un premier temps définies. Les familles exponen-
tielles engendrées par ces lois sont ensuite caractérisées. Enfin le cas bivarié, où une expression
analytique simple des masses de probabilité est disponible, est étudié plus en détail.
Les LMN sont caractérisées de la manière suivante.
Définition 1.3.4. Soit q > 0 et soit P(z) un polynôme affine en dimension d (voir la définition
1.3.1). Une loi multinomiale négative concentrée surNd de paramètres q et P(z), notéeMN(q,P),
est définie par sa fonction génératrice :
GMN(q,P)(z) = [P(z)]−q, (1.62)
le polynôme affine satisfaisant la contrainte évidente P(1) = 1.
Remarques :
– comme pour les LGM, le polynôme P est appelé paramètre, mais les paramètres sont en
fait les coefficients de ce polynôme.
– par analogie avec les LGM, le paramètre q est appelé le paramètre de forme même si cette
appellation est abusive car le polynôme P ne correspond pas à un paramètre d’échelle.
– ces lois sont nommées lois multinomiales négatives car si la puissance −q de la fonction
génératrice (1.62) était positive, on obtiendrait une loi de type multinomiale. Ici la puis-
sance −q est négative d’où le nom de cette loi.
Des exemples de polynôme affine en dimension d = 1, 2, 3 ont été présentés à l’exemple 1.3.1
lorsque les polynômes vérifient la contrainte P(0) = 1, alors que dans le cas des LMN la condition
nécessaire est P(1) = 1. Les polynômes affines satisfaisant cette dernière contrainte se déduisent
des précédents comme suit Q(z) = P(z) − P(1) + 1.
Comme pour les LGM, il n’est en général pas possible de déterminer facilement les conditions
nécessaires et suffisantes sur le couple de paramètres (q,P) pour que la loi multivariée existe. Ces
conditions peuvent être cependant déterminées dans le cas bivarié, comme cela sera montré à la
section 1.3.3. De plus, le cas où ces distributions sont infiniment divisibles, i.e. le cas où la loi
existe pour un polynôme affine P donné, quel que soit le paramètre de forme q > 0, a été étudié
par Bernardoff dans [Ber03].
Proposition 1.3.5. Les lois marginales d’un vecteur N = (N1, . . . ,Nd)T de loi MN(q,P) sont
des lois multinomiales négatives (binomiales négatives dans le cas univarié) qui ont toutes le
même paramètre de forme q.
Cette propriété importante des LMN traduit le fait que la loi de N˜ = ((Ni)i∈I)T, où I est un
sous-ensemble de {1, . . . , d}, est une loi multinomiale négative ( binomiale négative si card I = 1).
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Démonstration. Cette propriété découle directement de la définition 1.3.4 d’une loi Gamma
multivariée à partir de sa transformée de Laplace, car, en notant z˜ = (zi)i∈I et ẑ le vecteur de Rd













 = GN (̂z) = [P (̂z)]−q = [P˜ (˜z)]−q,








est par construction un polynôme affine par rapport à z˜. 
Les moments joints d’une LGM peuvent se calculer à partir de sa fonction génératrice (1.49)
grâce à la proposition A.1.2.
Les FEN générées par les LMN
On montre dans cette section que les FEN engendrées par une LMN sont des familles de
LMN. On considère la loiMN(q,P) sur Rd caractérisée par sa fonction génératrice (1.62). Selon
la proposition A.2.6, on obtient pour la transformée de Laplace asociée à cette loi l’expression
(avec ici la convention ε = +1) :
LMN(q,P)(z) = [P (exp(z))]−q , (1.63)
et l’on note Θq,P l’intérieur du domaine de définition de la transformée de Laplace. On obtient
alors la proposition suivante :
Proposition 1.3.6. Soit q > 0 et P un polynôme affine tel que P(1) = 1. La FEN engendrée par
la loi MN(q,P), notée FMN(q,P) est la famille de lois multinomiales négatives de paramètre de








eθ1 , . . . , eθd
) , (1.64)
pour tout θ = (θ1, . . . , θd)T ∈ Θq,P.
Démonstration. Selon la proposition B.1.2, la FEN engendrée par la loiMN(q,P) est l’ensemble
des mesures de probabilité µ pour lesquelles il existe θ ∈ Θq,P telle que la transformée de Laplace





P(eθ1+z1 , . . . , eθd+zd)
P(eθ1 , . . . , eθd)
)−q
.
La fonction génératrice des éléments de cette FEN est donc selon la proposition B.1.2 :
Gµ(z) =
(
P(eθ1z1, . . . , eθdzd)
P(eθ1 , . . . , eθd)
)−q
,




est un polynôme affine. 
La FEN FMN(q,P) est donc selon la proposition précédente une sous-famille des LMN de
paramètre de forme q fixé. Bien qu’en dimension d = 1, cette FEN corresponde exactement à
la famille des lois bimomiales négatives non dégénérées de paramètre de forme q fixé selon les
résultats présentés à la section 1.1.2, ce n’est plus le cas lorsque d ≥ 2.
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La loi multinomiale négative bivariée
Le cas bivarié est intéressant car il alors possible d’obtenir une expression analytique explicite
de la mesure de probabilité de ces lois, ainsi qu’une expression explicite des FEN engendrées par
ces lois. Dans cette section, une paramétrisation adéquate de ces familles de lois bivariées est
introduite dans un premier temps. Quelques propriétés de ces lois sont ensuite données, ainsi
que les conditions pour lesquelles ces lois existent. Enfin des expressions explicites des masses
de probabilité et des FEN engendrées par ces lois sont proposées.
Afin de déterminer les masses de probabilité d’une LMN bivariée, il est utile de remarquer
que selon la définition 1.3.4 d’une LMN, le polynôme affine de cette loi vérifie les conditions
nécessaires P(1) = 1 car, par définition, la fonction génératrice d’une loi de probabilité vaut 1
au point 1, et P(0) , 0, sinon la fonction génératrice de la LMN n’est pas définie au point 0. Or
selon la définition de la fonction génératrice d’une loi de probabilité, la fonction génératrice est
toujours définie en 0 (et est même égale à en ce point à la masse Pr(N = 0)).
Finalement il vient qu’en dimension d = 2, tout polynôme affine vérifiant les conditions
P(1) = 1 et P(0) , 0 peut être paramétré par le triplet (a, b, c) ∈ R3 tel que (1 − a)(1 − b) − c , 0
de la manière suivante :
Pa,b,c(z1, z2) =
1 − az1 − bz2 + (ab − c)z1z2
(1 − a)(1 − b) − c . (1.65)
En effet un polynôme affine vérifiant la condition P(1) = 1 a pour expression générale 1 − p1 −
p2 − p12 + p1z1 + p2z1 + p12z1z2 avec p1, p2, p12 ∈ R. Si 1 − p1 − p2 − p12 , 0, i.e. si le polynôme ne
s’annule pas au point (0, 0), alors on peut exprimer facilement les paramètres a, b, c de l’équation
(1.65) en fonction des paramètres p1, p2, p12. On note par la suite Pa,b,c le polynôme affine de R2
paramétré par (a, b, c) selon l’équation (1.65).
Avec cette paramétrisation, la fonction génératrice du couple (N1,N2) ∼ MN(q,Pa,b,c) a pour
expression








(1 − a)(1 − b) − c
1 − az1 − bz2 + (ab − c)z1z2
]q
, (1.66)
À partir de l’expression ci-dessus de la fonction génératrice du couple (N1,N2), en posant
respectivement z1 = 1 puis z2 = 1 on obtient N1 ∼ NB(q, (1−a)(1−b)+c1−b ) et N2 ∼ NB(q, (1−a)(1−b)+c1−a )
selon l’expression (1.8) de la fonction génératrice de la loi binomiale négative. De plus des calculs
directs à partir de l’expression de la fonction génératrice (voir la proposition A.1.2) permettent
d’obtenir l’expression du moment joint E [N1N2]. Enfin, on obtient les expressions :
E [N1] = q
a(1 − b) + c)
(1 − a)(1 − b) − c , E [N2] = q
b(1 − a) + c)
(1 − a)(1 − b) − c ,
var (N1) = q
(a(1 − b) + c)(1 − b)
((1 − a)(1 − b) − c)2 , var (N2) = q
(b(1 − a) + c)(1 − a)
((1 − a)(1 − b) − c)2 ,
cov (N1,N2) = q
c
((1 − a)(1 − b) − c)2 .
(1.67)
Le couple (N1,N2) est donc à dépendance positive, car q > 0 et c ≥ 0 si (a, b, c) ∈ ∆ et donc
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et donc les variables N1 et N2 sont indépendantes. Comme pour les LGM, absence de corrélation
et indépendance entre les marges sont des propriétés équivalentes pour les LMN. On trouve par
ailleurs grâce aux expressions de la covariance et des variances que si a = b, alors le coefficient
de corrélation entre les marges prend toutes les valeurs de l’intervalle [0, 1[ lorsque le paramètre
c parcourt l’ensemble tel que (a, a, c) ∈ ∆. L’absence de corrélation correspond au cas où c = 0 et
la corrélation totale au cas où c tend par valeur inférieure vers (1 − a)2.
Il est par ailleurs possible de déterminer les conditions nécessaires et suffisantes sur le couple
(q,Pa,b,c) pour que la loi MN(q,Pa,b,c) existe.
Proposition 1.3.7. La loi du couple (N1,N2) ∼ MN(q,Pa,b,c) caractérisée par la fonction géné-
ratrice (1.66) existe pour tout q > 0 si les paramètres a, b, c vérifient les conditions suivantes :
i a, b, c ≤ 0,
iii (1 − a)(1 − b) − c > 0.
Ces conditions sont également nécessaires, et ce quel que soit la valeur du paramètre de forme
q > 0.
La preuve de cette démonstration est donnée à l’annexe C.3.2. Une conséquence de la pro-
position est que ces lois multinomiales négatives bivariées sont infiniment divisibles puisque les
conditions énoncées à la proposition 1.3.7 sur le polynôme affine de cette loi ne dépendent pas
du paramètre de forme q > 0.
En excluant les cas dégénérés a = 0 et b = 0 (qui correspondent respectivement au cas N1 = 0
et N2 = 0), l’ensemble des paramètres qui satisfont les conditions énoncées à la proposition 1.3.7
peut alors s’écrire :
∆ =
{
(a, b, c) ∈]0, 1[2×[0, 1[ | (1 − a)(1 − b) − c > 0
}
. (1.68)
En définitive, on obtient également l’expression explicite des masses de probabilité de cette
loi bivariée.
Théorème 1.3.8. Soit q > 0 et Pa,b,c un polynôme affine tel que (a, b, c) ∈ ∆. Alors une expression
explicite des masses de probabilité du couple (N1,N2) ∼ MN(q,Pa,b,c) est :













pour tout (m,n) ∈N2, (a)n étant le symbole de Pochhammer défini à l’équation (1.21).
Une démonstration de ce théorème est donnée à l’annexe C.3.1.
En raison du résultat énoncé à la proposition 1.3.6, on montre que les FEN des lois mutino-
miales négatives bivariées sont les familles obtenues lorsque q > 0 est fixé et lorsque le paramètre












(n − k)! ρ
kδm,n(dx, dy). (1.70)
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1.3.4 Lois de Poisson Mélangées Multivariées (LPMM)
Les lois ou les processus de Poisson mélangés univariés ont été étudiés de façon intensive
afin de modéliser les occurrences d’évènements rares (voir par exemple le livre de Grandell
[Gra97] et les références citées dans le livre). Une très grande quantité d’articles sur le sujet
appliqués à des domaines divers a ainsi été publiée depuis un siècle. En comparaison, les lois
de Poisson mélangées multivariées (LPMM) ont reçu une attention bien moindre. Malgré les
travaux recensés depuis les années 1950 dans des domaines aussi variés que la modélisation des
accidents aériens [BN52], les assurances de voitures [Pic76], la victimologie [Nel84], l’optique
statistique [AS04, RRG06b, FLT04] ou des travaux plus théoriques sur ces processus [Zoc05],
beaucoup de résultats théoriques concernant les LPMM sont encore à étudier.
Un exemple de loi de Poisson mélangée univariée à déjà brièvement été présenté à la pro-
position 1.1.2. Une loi de Poisson mélangée multivariée en est une extension lorsque la loi de
mélange est multivariée.
Définition 1.3.5. Soit λ = (λ1, . . . , λd)T un vecteur aléatoire distribué sur Rd+. Un vecteur
aléatoire N = (N1, . . . ,Nd)T est distribué selon une loi de Poisson mélangée multivariée (LPMM)
si :
– les v.a. (Ni|λi)i=1,...,d sont mutuellement indépendantes.
– la v.a. (Ni|λi) suit la loi de Poisson P(λi) pour tout 1 ≤ i ≤ d.
La loi du vecteur λ est qualifiée de loi de mélange de la LPMM, ou encore de loi des intensités
du mélange.
On adopte la notation suivante :
N ∼ LPMM(λ) ,
afin de désigner la LPMM suivie par le vecteur N, la loi de mélange étant celle du vecteur
aléatoire λ.
Selon la définition 1.3.5, une LPMM est entièrement caractérisée par sa loi de mélange. Il
est d’ailleurs possible d’exprimer la loi obtenue en fonction de la loi de mélange.
Proposition 1.3.9. Lorsque la loi du vecteur intensité λ est absolument continue sur son
domaine de définition (Rd+), on obtient l’expression suivante des masses du vecteur discret
N ∼ LPMM(λ) :







exp (−λ`) f (λ)dλ, (1.71)
où f (·) est la densité du vecteur λ.
Cette formule est une conséquence directe de la définition d’une LPMM. L’expression analytique
obtenue est cependant en général trop complexe pour être utilisée afin d’obtenir directement les
masses du vecteur N.
Moments d’une LPMM
Les moments d’une LPMM se déduisent de ceux de la loi de mélange grâce à une relation
simple. Avant de déterminer l’expression des moments joints standard d’une LPMM, il est ju-
dicieux d’étudier les moments joints factoriels qui ont une expression plus simple. En notant
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La dernière égalité provenant de l’expression des moments factoriels d’une loi de Poisson. À partir
de l’expression obtenue des moments factoriels, on obtient le résultat énoncé à la proposition
ci-dessus.
Proposition 1.3.10. Les moments joints d’une LPPM s’obtiennent en fonction de ceux de la



















où S( j, k) est le nombre de Stirling de seconde espèce [JKK92] (le nombre de Stirling S(rk, jk) est
le nombre de partitions possibles d’un ensemble de rk éléments en exactement jk sous-ensembles
non vides).
L’expression (1.72) des moments joints classiques est en effet obtenue à partir des moments
factoriels en décomposant chaque polynôme Nrkk de la variable Nk dans la base des polynômes à
degré étagés (N[r]k )r≤rk . Les propriétés suivantes découlent alors de la proposition précédente.
Corollaire 1.3.11. La moyenne et la covariance du vecteur N s’expriment respectivement
comme :
E [N] = E [λ],
cov (N) = cov (λ) +Diag(E [λ]),
(1.73)
où Diag(x) est la matrice diagonale dont les éléments diagonaux sont les composantes du vecteur
x = (x1, . . . , xd)T.
La notion de surdispersion n’est pas définie de manière standard dans le cas multivarié,
mais, en prenant comme définition le fait qu’un vecteur X suit une loi surdispersée si la matrice
cov (X)−Diag(E [X]) est définie positive, on obtient alors selon l’équation (1.73) que les LPPM
sont des familles de lois surdispersées lorsque la loi de mélange n’est pas dégénérée.
Fonction génératrice
Avec les notations vectorielles, la fonction génératrice du vecteur N qui suit une LPMM
s’exprime simplement en fonction de la transformée de Laplace de loi de mélange du vecteur λ.
Théorème 1.3.12. Soit GN la fonction génératrice du vecteur N (voir la définition A.1.1), et
Lλ la transformée de Laplace du vecteur λ (avec la convention ε = −1, voir la définition A.2.1).
Si N ∼ LPMM(λ), pour tout vecteur z tel que GN soit fini, on a :
GN(z) = Lλ(1 − z). (1.74)
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 = Lλ(1 − z).
La deuxième ligne provient de l’expression de la fonction génératrice d’une loi de Poisson. 
LPMM et familles exponentielles naturelles
Dans ce paragraphe, on parlera de famille exponentielle naturelle F = F(µ) même pour les
cas dégénérés où la famille est concentrée sur un hyperplan affine noté H de Rd (l’hypothèse
1 de la définition d’une FEN donnée à la section B.1 est donc invalidée). Par conséquent, la
log-transformée de Laplace de la mesure génératrice µ est seulement convexe sur l’intérieur Θµ
de son domaine de définition, même si elle reste strictement convexe sur le convexe Θµ ∩H. De
plus, l’estimateur du maximum de vraisemblance des paramètres de la FEN n’est pas défini si
la moyenne empirique des observations n’appartient pas à l’hyperplan H en question.
On considère une FEN F dont le support est dans ]0,∞[d et caractérisée par son ensemble
de moyennes MF et sa fonction variance VF. On s’intéresse alors à la famille de LPMM obtenue
lorsque les lois de mélange parcourent la FEN F :
LPMM(F) =
{
LPMM(µ) | µ ∈ F} ,
où LPMM(µ) désigne la LPMM obtenue pour la loi de mélange µ. Bien que l’on puisse penser
que l’on obtient une nouvelle FEN G telle queMG ⊃MF et telle que VG(m) = m+VF(m) pour tout
m ∈ MF, selon l’équation (1.73), il est montré dans [FLT04, FLT07] que ce n’est en général pas
le cas. Les auteurs exhibent en effet la condition nécessaire et suffisante sur la FEN F, énoncée
au théorème ci-dessous, pour que la famille LPMM(F) soit encore une FEN.
Théorème 1.3.13. Si la famille LPMM(F), où F est une FEN concentrée sur ]0,∞[d, est encore
une FEN, alors il existe une partition {T0,T1, . . . ,TN} de l’ensemble {1, . . . , d} (avec éventuelle-
ment T0 = ∅), des nombres réels a1, . . . , ad ≥ 0 et des nombres réels q1, . . . , qN > 0 tels que la












soit une base de la FEN F, i.e. F = F(ν).
Une démonstration de ce théorème est donnée dans [FLT07]. Une première constatation est
qu’en dimension d = 1, les seules FEN qui vérifient les conditions sont celle engendrées par
une masse de dirac (cas dégénéré), ou les FEN des lois Gamma de paramètres de forme q > 0
fixé. Une deuxième constatation est que si la loi de mélange est une FEN engendrée par une loi
Gamma multivariée (en dimension d > 1), la famille de LPMM obtenue est une FEN dans les
deux cas suivants :
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1. les marges de la loi Gamma sont toutes deux à deux indépendantes. En effet une base ν







2. toutes les marges sont totalement corrélées. En effet une base ν de la FEN de ces lois








Dans ce cas la mesure de probabilité ν correspond à la loi du vecteur X = X(p1, p2, . . . , pd)T
où X est une variable aléatoire de loi Gamma standard G(q, 1). La loi ν est donc concentrée
sur la demi-droite de Rd paramétrée par t(p1, p2, . . . , pd)T avec t ∈]0,∞[.
Ceci nous amène à étudier plus en détail les LPMM dont la loi de mélange est une loi Gamma
multivariée.
LPMM générées par une loi Gamma multivariée
On suppose ici que la loi de mélange est la loi Gamma multivariée G(q,P) dont la transformée
de Laplace est donnée à la définition 1.3.2. Les paramètres de la LGM sont donc le polynôme
affine P et le paramètre de forme q > 0, et l’ensemble de définition de la LGM noté Θq,P. Soit N
un vecteur distribué suivant la LPMM ainsi obtenue. Alors, selon le théorème 1.3.12, on obtient
l’expression suivante de la fonction génératrice du vecteur N :
GN(z) = [P(1 − z)]−q ∀ z ∈ Θq,P. (1.76)
Le polynôme P(1 − z) étant encore un polynôme affine, on obtient la fonction génératrice d’une
loi multinomiale négative selon la définition 1.3.4.
Proposition 1.3.14. Si la loi de mélange est la loi Gamma multivariée G(q,P), alors la LPMM
obtenue est la loi multinomiale négative NM(q,P1) où P1 est le polynôme affine suivant :
P1(z) = P(1 − z). (1.77)
Exemple 1.3.2 : La LPMM générée par la famille des lois Gamma bivariée (d = 2).
Dans ce cas le polynôme affine P est de la forme :
P(z1, z2) = 1 + p1z1 + p2z2 + p12z1z2,
avec p1, p2 > 0 et 0 ≤ p12 ≤ p1p2 selon le théorème 1.2.1. Soit Pa,b,c la paramétrisation présentée à
l’équation (1.65) du polynôme affine d’une loi multinomiale négative bivariée. Par identification
avec le polynôme P1(z) = P(1 − z), on obtient les relations suivantes :
a =
p1 + p12
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Les paramètres (a, b, c) appartiennent donc à l’ensemble :
∆′ = {(a, b, c) ∈]0, 1[2×[0, 1[ | (1 − a)(1 − b) − c > 0 et ab ≥ c},
qui est strictement inclus dans l’ensemble ∆ introduit à l’équation (1.68). Les LPMM générées par
les lois Gamma bivariées sont donc une sous-famille des lois négatives multinomiales bivariées.
De plus, si le paramètre de forme q est fixé, la famille des lois Gamma bivariées est une
FEN, éventuellement dégénérée si p12 = 0. D’après l’équation (1.70), les FEN engendrées par les
lois multinomiales négatives bivariées sont les sous-familles obtenues lorsque les paramètre q et
ρ = cab sont fixés. Selon le système (1.78), cette situation correspond aux deux cas particuliers
suivants :
1. p12 = p1p2 ⇐⇒ cab = 0, et les marges de la loi Gamma bivariée sont indépendantes,
2. p12 = 0 ⇐⇒ cab = 1, et la loi Gamma bivariée est dégénérée et concentrée sur une droite.
Dans les deux cas, on retrouve bien la condition énoncée au théorème 1.3.13.
En inversant le système, on trouve l’expression suivante des paramètres de la LPMM en
fonction des paramètres de la loi Gamma bivariée pour tout (a, b, c) ∈ ∆′a,b,c :
p1 =
a (1 − b) + c
(1 − a)(1 − b) − c ,
p2 =
b (1 − a) + c
(1 − a)(1 − b) − c ,
p12 =
ab − c
(1 − a)(1 − b) − c .
(1.79)
Ceci montre que les paramétrisations selon les vecteurs (a, b, c)T et (p1, p2, p12)T sont équivalentes,
puisqu’elles se déduisent l’une de l’autre par une transformation bĳective.
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Cette étude a pour but de déterminer l’intérêt potentiel des lois gamma bivariées pour le
recalage et la détection de changements dans les images obtenues à partir d’un radar à synthèse
d’ouverture (radar RSO). L’intérêt de l’imagerie RSO réside dans le caractère actif du capteur.
Les images peuvent ainsi être obtenues rapidement de nuit ou par temps nuageux par exemple
contrairement aux images optiques. Cependant la cohérence de l’onde électromagnétique confère
aux images RSO un aspect visuel très bruité. C’est pourquoi une modélisation statistique est
nécessaire pour traiter ces images. On considère deux images d’une même scène notées I pour
l’image de référence et J pour l’image secondaire.
Le recalage d’images peut être défini comme la recherche d’une transformation géométrique T
qui maximise une certaine mesure de similarité entre l’image I et le résultat de la transformation
T ◦ J. L’élément clé du recalage d’images est alors l’estimation de la mesure de similarité entre
les deux images. Cette estimation est généralement effectuée localement à l’aide d’une fenêtre
entourant le pixel d’intérêt. Cette fenêtre doit être la plus petite possible pour prendre en
compte les non stationnarités de l’image. Cependant, choisir une petite fenêtre pose un problème
puisque l’estimation de la mesure de similarité ainsi obtenue n’est en général pas satisfaisante.
Afin d’obtenir des estimateurs performants avec des tailles de fenêtres “petites", il est classique
d’utiliser des informations a priori sur la statistique de l’image.
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La détection de changements temporels correspond à la mise en évidence et à la localisation
des changements de l’état d’une scène observée à partir de plusieurs images acquises à des dates
différentes (séparées de plusieurs jours, mois ou années), avec des modalités et dans des conditions
d’acquisition éventuellement différentes. Dans ce chapitre les images acquises correspondront
cependant toujours à des images RSO issues de capteurs radars identiques. Le cas de capteurs
différents sera étudié dans le prochain chapitre. Les changements à détecter peuvent alors être
lents et de faible intensité comme l’évolution des assolements en agriculture, ou beaucoup plus
rapides et spectaculaires lorsqu’il s’agit de catastrophes naturelles telle qu’une inondation ou un
tremblement de terre. Considérons deux images I and J enregistrées à des instants différents tI
et tJ. La détection de changements consiste à déterminer une carte indiquant les changements
qu’a subit l’image entre les dates tI et tJ. Plus précisément, on veut construire une carte binaire
correspondant aux deux classes “changement" et “pas de changement". Le problème peut en
général se décomposer en deux parties :
1. génération d’une carte de changements,
2. seuillage de cette carte de changements pour produire une carte binaire indiquant les deux
classes précédentes.
La qualité d’une détection de changements sera liée à la qualité de la carte de changements mais
aussi à la qualité du seuillage. Dans cette étude, nous nous intéressons à la la première étape
consistant à déterminer une carte de changements. Cette carte peut être obtenue en estimant
localement les mesures de similarités entre les deux images. Comme pour le recalage d’images,
on utilise souvent une fenêtre glissante permettant d’estimer cette mesure de similarité avec
une bonne résolution. Afin d’avoir une bonne estimation de cette mesure à partir de fenêtres de
petites dimensions, il convient à nouveau d’utiliser des informations a priori sur l’image.
Ce chapitre se décompose en deux parties. La première partie présente tout d’abord les
propriétés statistiques des images RSO d’intensité. Les mesures de similarité utilisées pour les
applications de recalage d’image et de détection de changement sont ensuite introduites, et
calculées dans le cas du modèle des lois Gamma bivariées.
La seconde partie traite des problèmes du recalage et de détection de changement pour des
couples d’images RSO issues d’un même capteur radar, ou de capteurs radar ayant les mêmes
caractéristiques. Sous cette hypothèse, le nombre de vues associée à chaque image est identique et
la distribution statistique des couples composés d’un pixel appartenant à l’image de référence et
du pixel correspondant dans l’image secondaire est une loi Gamma bivariée. Les estimateurs des
paramètres des lois Gamma sont alors étudiés. Le problème du recalage d’images radars basé sur
les lois gamma bivariées est ensuite traité. Il est finalement montré que les lois gamma bivariées
permettent de mettre en oeuvre des stratégies performantes de détection de changements pour
des images obtenues à partir d’un radar à synthèse d’ouverture.
2.1 Modélisation statistique des images RSO
Ce chapitre présente dans un premier temps les propriétés statistiques des images RSO. Sous
certaines conditions qui seront supposées vérifiées par la suite, les intensités mesurées sur une
zone homogène suivent une loi Gamma. Des mesures de similarités permettant de mesurer la
“distance” entre deux images RSO sont ensuite introduites. Les mesures étudiées permettent de
caractériser la dépendance entre un couple d’images RSO. Ces mesures sont étudiées lorsque la
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loi jointe des intensités de l’image de référence et de l’image secondaire est modélisée par une
loi Gamma bivariée.
2.1.1 Phénomène de speckle et loi Gamma
Le speckle encore appelé chatoiement, fouillis ou tavelure est un phénomène rencontré fré-
quemment en optique lors de l’éclairage d’une scène par une lumière cohérente. Ce phénomène
intervient également en imagerie RSO et explique la forme de la distribution statistique des
intensités mesurées dans ce type d’imagerie.
Contexte
Comme cela est expliqué par Goodman [Goo06], ce phénomène de speckle a reçu une atten-
tion toute particulière avec l’apparition des premiers lasers commerciaux au début des années
1960. En éclairant en effet un papier ou un mur avec de la lumière émise par un laser, i.e. une
lumière cohérente et quasi-monochromatique, on voit apparaître des zones d’intensités fortement
contrastées et des motifs d’aspect granuleux bien que l’éclairement de la scène soit relativement
uniforme. Ce phénomène est illustré sur la figure 2.1 qui montre l’image d’un objet uniforme
éclairé par un laser.
Fig. 2.1 – Image d’un objet uniforme éclairé par un laser [Goo06]
La cause physique de ce phénomène dû au caractère cohérent de l’éclairement laser a été
rapidement identifiée : la quasi-totalité des matériaux, à l’exception des miroirs pour lesquels
on parle de réflection spéculaire, sont rugueux à l’échelle des longueurs d’onde optiques visibles.
Par conséquent, ces matériaux se présentent sous l’aspect d’une multitude de facettes micro-
scopiques orientées de façon spatialement aléatoire. Chaque facette déphase alors aléatoirement
la lumière, et le champ lumineux résultant est la somme de ces contributions qui interfèrent
chacune de manière constructive ou destructive avec une autre. Lorsque ces contributions sont
constructives, l’intensité observée augmente et, inversement si les ondes réfléchies interfèrent de
manière destructrice, alors l’intensité observée est faible. Ces interférences multiples entre les
ondes réfléchies par le matériau rugueux à l’échelle de la longueur d’onde expliquent donc les
zones fortement inhomogènes observées.
Pour les mêmes raisons que celles évoquées ci-dessus, le phénomène de speckle intervient
dans tout autre domaine que l’optique où des champs électromagnétiques sont réfléchies par
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des objets rugueux à l’échelle de la longueur d’onde de ce champ. C’est en particulier le cas de
l’imagerie RSO où les ondes électromagnétiques émises sont des micro-ondes, ce qui correspond
à des longueurs d’onde de l’ordre du centimètre ou du décimètre. La grande majorité des scènes
observées sont donc rugueuses à cette échelle, mis à part quelques cas particuliers comme les
autoroutes ou les lacs sans vague pour lesquels la réflexion est spéculaire. Le phénomène de
speckle en imagerie RSO est illustré sur la figure 2.2
Fig. 2.2 – Image RSO de la région d’Izmit, Turquie (CNES)
Modélisation statistique du phénomène de speckle
Bien que le phénomène de speckle soit déterministe puisqu’il dépend uniquement de la confi-
guration locale du matériau observé, il est impossible de le modéliser en dehors d’un cadre
statistique. Afin de le modéliser, on considère une onde monochromatique rétrodiffusée par un
objet dont la réflectivité est supposée uniforme. On suppose ici que cette onde est totalement
polarisée. En omettant le facteur relatif à la fréquence ν de l’onde incidente, l’onde rétrodiffusée




ane jφn , (2.1)
où N est le nombre de diffuseurs élémentaires pour la cellule de résolution considérée, j est
nombre complexe tel que j2 = −1 et an et φn sont les termes correspondants aux amplitudes et
aux phases qui caractérisent chaque diffuseur. La contribution de chaque diffuseur élémentaire est
modélisée comme un phaseur aléatoire et le champ électrique obtenu en est la somme. L’étude
statistique du speckle est classiquement basée sur l’hypothèse [Goo06] du speckle pleinement
développé qui correspond aux propriétés suivantes :
1. l’amplitude an et la phase φn d’un diffuseur donné sont indépendantes de celle des autres
diffuseurs dans la cellule de résolution.
2. l’amplitude an et la phase φn d’un diffuseur sont indépendantes l’une de l’autre, pour tout
1 ≤ n ≤ N.
3. les amplitudes an sont identiquement distribuées et admettent un moment d’ordre 1 et 2
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4. les phases φn sont uniformément distribuées sur ] − pi, pi[, pour tout 1 ≤ n ≤ N.
5. le nombre N de diffuseurs élémentaires dans une cellule de résolution est grand.
Selon ces hypothèses, l’expression (2.1) du champ électrique est la somme de vecteurs dans le plan
complexe identiquement distribués et indépendants dont dont les longueurs et les directions sont
aléatoires. Ce type de processus correspond à une marche aléatoire. En considérant les parties



































où δm,n est le symbole de Kronecker qui vaut 1 si m = n et 0 sinon. Par conséquent sous les
hypothèses énoncées ci-dessus, les parties réelles et imaginaires vérifient :































































= 0 = E [A<]E [A=] .
De plus, les v.a. A< et A= sont obtenues comme la somme de N v.a. identiques et indépendantes.
Le nombre de diffuseurs N étant grand, les conditions d’application du théorème centrale limite
sont satisfaites. La loi du champ électrique A = A< + jA= peut donc être approchée par une
loi gaussienne complexe circulaire (i.e. que les parties réelles et imaginaires de cette loi sont





les propriétés démontrées précédemment, notée Nc(0, σ2). On considère par la suite que la loi du
champ électrique A est la loi gaussienne complexe circulaire Nc(0, σ2).
Finalement, l’intensité du champ électrique, qui est définie comme |A|2 = A2< + A2=, est
par construction distribuée suivant une la loi Gamma de paramètre de forme q = 1 et de




, notée G(1,R). Le paramètre R est appelé la réflectivité.
Par ailleurs, afin d’améliorer l’interprétation visuelle ou automatique des images obtenues, une
méthode classique pour réduire la variance est de moyenner pixel à pixel L vues de l’image
qui sont supposées incohérentes entre elles et donc indépendantes. On obtient donc le résultat
suivant :
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Proposition 2.1.1. En imagerie active cohérente et sous les hypothèses du speckle pleinement
développé, les intensités rétrodiffusées suivent la loi Gamma G(L,R/L) où le paramètre de forme
L ∈ N/{0} correspond au nombre de vues et le paramètre R, qui est la moyenne de la loi,
correspond à la réflectivité de l’objet ou de la scène observé.
En raison de ce résultat, l’intensité I mesurée est souvent représentée sous la forme
I = R SI,
où R est la réflectivité (déterministe) de la scène observée en un point donné et SI est un bruit
multiplicatif de loi G(L, 1/L), et donc de moyenne 1, dû au phénomène de speckle. Dans cette
représentation, la réflectivité représente l’image idéale (i.e. non bruitée) qui est corrompue par
le bruit multiplicatif de speckle.
2.1.2 Mesures de similarité entre images RSO
La notion de mesure de similarité est une notion clé pour les problèmes qui nous intéressent.
En effet, l’estimation de cette mesure entre les couples d’images RSO étudiées est l’étape préa-
lable à partir de laquelle le recalage ou la détection de changement peuvent être effectués.
Mesures de similarité construites à partir de divergences
Beaucoup de mesures de similarité classiques peuvent être obtenues à partir du modèle des
φ-divergences. C’est en particulier le cas de la mesure d’indépendance du χ2 et de l’information
mutuelle qui sont étudiées dans cette section.
La notion de φ-divergence introduite par Csiszár [Csi67] permet de mesurer une distance6
entre deux mesures de probabilité, notées α(dx) et β(dx). Si la mesure α(dx) est absolument
continue par rapport à β(dx), on note alors α(x)β(y) la dérivée de Radon-Nikodym obtenue et les









où φ est une fonction strictement convexe sur R+, deux fois dérivables sur un voisinage de 1 et
telle que φ(1) = φ′(1) = 0 et φ′′(1) > 0. Une conséquence de ces conditions est que la fontion φ
admet un minimum unique sur R+ atteint au point 1 et qui vaut 0. Par conséquent, la divergence
Cφ(α, β) est une grandeur positive qui est nulle si et seulement si la dérivée de Radon-Nikodym
α(x)
β(y) est égal à 1 presque sûrement pour la mesure β(dx), i.e. si et seulement si les lois sont
identiques. Avec cette définition, les distances de Hellinger, de Toussaints, la distance L1, les
divergences du χ2 et de Kullback-Leibler peuvent notamment être obtenues. On suppose par
la suite que les lois α(dx) et β(dx) sont absolument continues pour la mesure de Lebesgue, de
densités respectives α(x) et β(x).
Les deux divergences qui nous intéressent sont les suivantes :
6les divergences obtenues ne sont cependant pas des distances au sens mathématique du terme : elles ne sont
pas symétriques et l’inégalité triangulaire n’est pas nécessairement vérifiée
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On étudie maintenant le cas d’un couple de v.a. (X1,X2) sur R2 dont la loi admet une densité
notée f(X1,X2). Soit fX1 et fX2 les densités marginales de ce vecteur. Alors pour une fonction φ














Les mesures de similarité ainsi construites mesurent la dépendance entre les variables X1
et X2. D’après les propriétés des φ-divergences, ces mesures sont positives, et sont nulles si et
seulement si les variables X1 et X2 sont indépendantes. Une autre propriété importante de ces
mesures, due à l’invariance par transformation bĳective des phi-divergences, est donnée à la
proposition suivante7 :
Proposition 2.1.2. Les mesures de similarité obtenues à partir du modèle des φ-divergences
sont par construction invariantes aux changements d’échelle : si (Y1,Y2) = (X1/λ1,X2/λ2) où λ1
et λ2 sont des réels non nuls, alors
Iφ(Y1,Y2) = Iφ(X1,X2)
pour toute fonction φ vérifiant les conditions de définition des φ-divergences.
Démonstration. Les densités respectives de Y1, Y2 et (Y1,Y2) se déduisent de celles de X1, X2 et
(X1,X2) :
fY1(y1) = λ1 fX1(λ1y1) , fY2(y2) = λ2 fX2(λ2y2) , f(Y1,Y2)(y1, y2) = λ1λ2 f(X1,X2)(λ1y1, λ2y2).
7On peut montrer un résultat plus général : si (Y1,Y2) = (h1(X1), h2(X2)) et si h1 et h2 sont des C1-
difféomorphismes, alors la mesure de similarité associée à (Y1,Y2) est la même que celle associée à (X1,X2) (cette
propriété n’est en général pas vraie pour une transformation du type (Y1,Y2) = h(X1,X2), même si h est un
C1-difféomorphisme). Cependant, seule l’invariance aux changements d’échelle nous intéresse par la suite.
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En effectuant le changement de variable (y1, y2) = (λ1x1, λ2x2) dans l’intégrale, on retrouve
l’expression (2.2) 
Les familles de mesures de similarité obtenues à partir du modèle des φ-divergences ont été
étudiées de manière approfondie pour les problèmes de recalage d’images dans le domaine de
l’imagerie médicale [SM99] mais aussi dans le domaine de l’imagerie RSO [IG04]. Ces familles
de mesures de similarité sont a priori plus informatives que le coefficient de corrélation, qui est
égalemment une mesure de similarité, où seuls les moments d’ordre 2 sont pris en considération.
La mesure de similarité obtenue pour la divergence du χ2, appelée mesure d’indépendance
du χ2 et notée Iχ2 , et la mesure de similarité obtenue pour la divergence de Kullback-Leibler,
qui correspond à la notion bien connue d’information mutuelle (notée IM), ont finalement pour
expressions respectives :
Iχ2(X1,X2) =












Les deux mesures de similarité ci-dessus sont retenues et étudiées pour les raisons suivantes :
– L’information mutuelle est une mesure très populaire en imagerie satellitaire, qui a une
interprétation probabiliste claire à partir de l’entropie associée aux images étudiées et qui a
démontré de bonnes performances pour les problèmes de recalage d’image ou de détection
de changement [Ing02, CVA03, IG04].
– La mesure d’indépendance du χ2 est une mesure classique, dont le comportement et les per-
formances sont proches de ceux de l’information mutuelle [SM99], et qui présente l’avantage
d’avoir une expression analytique très simple pour le modèle des lois Gamma bivariées.
Application au modèle de loi Gamma bivariée
Les lois Gamma bivariées présentées au chapitre précédent peuvent être paramétrées par
leur paramètre de forme q > 0, les moyennes des marges m1 > 0 et m2 > 0 et le coefficient de
corrélation entre les marges r ∈ [0, 1[. Une conséquence immédiate de la proposition 2.1.2 est que
les mesures de similarité obtenues pour les φ-divergences et appliquées au modèle des lois Gamma
bivariées ne dépendent pas des paramètres d’échelle m1 et m2. La mesure d’indépendance du χ2 et
l’information mutuelle ne dépendent donc que des paramètres q et r. Les développement suivants
montrent par ailleurs que les deux mesures de similarités obtenues sont des fonctions bĳectives
du paramètre r, du moins lorsque q est fixé. Par conséquent, lorsque le nombre de vues associé
aux images RSO est connu ce qui sera le cas par la suite, i.e. lorsque le paramètre de forme est
fixé selon la proposition 2.1.1, la mesure de similarité définie par le coefficient de corrélation est
équivalente à l’information mutuelle ou à la mesure d’indépendance du χ2. Certains avantages
de l’information mutuelle et de la mesure d’indépendance du χ2 seront cependant discutés dans
les sections suivantes de ce chapitre et du chapitre suivant.
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Mesure d’indépendance du χ2 L’expression de la mesure d’indépendance du χ2 est direc-
tement obtenue à partir de la représentation sous la forme de probabilité de Lancaster de la loi
Gamma bivariée. Selon le résultat donné à la section 1.2.2, on obtient en effet :
Iχ2(r) =
r2
1 − r2 , ∀r ∈ [0, 1[, q > 0. (2.4)
Cette mesure ne dépend pas du paramètre de forme q et est une fonction croissante de r.
Information Mutuelle Afin de calculer l’information mutuelle, on peut supposer que les
paramètres d’échelles m1 et m2 sont égaux au paramètre de forme q, puisque l’information
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où c = r/(1 − r)2. Comme l’application r 7→ fq(cx1x2) est strictement croissante par composition
d’applications croissantes, on obtient finalement que l’information mutuelle est une fonction









On devra donc utiliser une procédure d’intégration numérique pour calculer ce dernier terme.
La valeur de l’information mutuelle peut alors être tabulée pour toutes les valeurs possibles de
q et de r ∈ [0, 1[. Des approximations de l’information mutuelle obtenues pour r → 0 et r → 1
peuvent également être déterminées et permettent d’éviter la procédure d’intégration numérique
requise pour calculer l’information mutuelle au voisinage de r = 0 et r = 1.
– r→ 0 : Le développement de Taylor de fq(z) au second ordre autour de z = 0 s’écrit







où o(z2)/z2 tend vers 0, quand z→ 0, d’où l’approximation :














En utilisant l’expression (1.19) des moments joints de la loi Gamma bivariée, l’information















(1 + o(1)) , (2.7)
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Après avoir remplacé les moyennes de
√
X1X2, log(X1) et de log(X2) calculées à l’annexe
C.1.4, on obtient les résultats suivants


















La figure 2.3 montre que l’information mutuelle Mq peut être approchée avec précision par
(2.6) et (2.8) dès que r < 0.5 et r > 0.9. Cette figure a été obtenue pour le paramètre de
forme q = 1.
Fig. 2.3 – Information mutuelle et ses approximations lorsque r→ 0 et r→ 1 (q = 1).
2.2 Images RSO mono-capteur
Il a été vu à la section 2.1.1 que sous les hypothèses de speckle pleinement développé, qui sont
supposées vérifiées dans notre étude, la distribution des intensités d’une image RSO suit une loi
Gamma. Il est alors naturel de modéliser la distribution du vecteur formé par les intensités d’un
pixel acquises à différentes dates par une loi Gamma multivariée. Ce modèle permet ainsi de
prendre en compte les dépendances temporelles entre les différentes images. Bien que l’étude soit
généralisable en dimension quelconque, i.e. pour un nombre quelconques d’images de la même
scène, on se limite dans cette partie à l’étude d’un couple d’images RSO formé par une image de
référence et une image secondaire. Dans cette section, les nombre de vues associées à ces deux
images sont supposés être identiques, ce qui est par exemple le cas si les images ont été acquises
par le même capteur. Pour cette raison les images RSO étudiées sont qualifiées de mono-capteur.
Ce nombre de vue étant par ailleurs une caractéristique du capteur, on le suppose connu dans
les applications.
56
2.2. Images RSO mono-capteur
L’intérêt de l’approche proposée est de prendre en compte des contraintes strictes sur la forme
des distributions des lois marginales. Elle se distingue en ceci de méthodes non paramétriques
où les densités jointes sont estimées par exemple grâce aux histogrammes empiriques [IG04],
ou à partir des cumulants empiriques [IM07]. Ces dernières méthodes sont plus souples car
elles peuvent être appliquées à d’autres types d’images (par exemple un couple d’images RSO
et optique), ou lorsque les hypothèses de speckle pleinement développé ne sont plus vérifiées.
Cependant, le modèle proposé permet d’obtenir une idée des performances maximales que l’on
peut espérer lorsque les hypothèses de speckle pleinement développé sont valides et, peut ainsi
servir de référence pour évaluer les performances des méthodes précédentes.
2.2.1 Estimation par maximum de vraisemblance
Dans cette section et la section suivante, des méthodes d’estimation des paramètres des
lois gamma bivariées sont étudiées. Plus précisément, on cherche à estimer le vecteur des pa-
ramètres inconnus les moyennes et le coefficient de corrélation entre les marges, i.e. le vecteur
θ = (m1,m2, r), à partir de n vecteurs indépendants x = (x1, . . . , xn), où xi = (xi1, x
i
2) est distribué
suivant une loi gamma bivariée de vecteur paramètre θ. Notons que le paramètre q est supposé
connu dans cette étude même si les travaux présentés permettraient d’estimer ce paramètre.
Principe
La méthode du maximum de vraisemblance peut être appliquée aux lois gamma bivariées
car une expression analytique de la densité est disponible8 (1.37). Il a été montré à la section
1.2.2 que lorsque les paramètres q et c = rq
2
(1−r)2m1m2 sont fixés, alors la famille de loi obtenue est
une famille exponentielle naturelle. Dans ce cas, les estimateurs du maximum de vraisemblance
des moyennes sont les moyennes empiriques selon le théorème B.6.3 :
m̂1ML = x1, m̂2ML = x2. (2.9)
Si maintenant le paramètre c ≥ 0 est inconnu, la log-vraisemblance exprimée en fonction du
vecteur (m1,m2, c) admet nécessairement son maximum sur la demi-droite de R3 d’équation
paramétrique (m̂1ML, m̂2ML, c) avec c ≥ 0 selon le résultat précédent. Ceci démontre que même
lorsque le paramètre c ≥ 0 est inconnu les estimateurs du maximum de vraisemblance des
moyennes sont définis et sont ceux présentées à l’équation (2.9) ci-dessus. Les estimateurs du
maximum de vraisemblance du vecteur θ = (m1,m2, r) se déduisent finalement de ceux du vecteur
(m1,m2, c) d’après le principe d’invariance fonctionnelle car il existe une relation bĳective entre
ces vecteurs quel que soit θ ∈]0,∞[2×[0, 1[. En conséquence, les estimateurs du maximum de
vraisemblance des moyennes sont les moyennes empiriques même lorsque le paramètre r ∈ [0, 1[
est inconnu9.
Le calcul de l’estimateur du maximum de vraisemblance du paramètre r, noté r̂ML, nécessite
alors de maximiser la fonction r ∈ [0, 1[7→ l(x; (m̂1ML, m̂2ML, r), où la fonction l(x;θ) est la log-
vraisemblance. Après avoir éliminé les termes qui ne dépendent pas de θ, le logarithme de la
8Le problème est plus compliqué dans le cas général d > 2 puisqu’il n’y a pas en général d’expression simple de
la densité d’une loi gamma multivariée. Dans ce cas, les moyennes des marges et les coefficients de corrélation entre
les marges peuvent néanmoins être estimés efficacement à l’aide d’une méthode de maximum de vraisemblance
composite (voir la section 4.3.2 pour plus de détails sur cette méthode).
9On peut retrouver ce résultat en cherchant les conditions pour lesquelles le gradient de la log-vraisemblance
par rapport au vecteur (m1,m2, r)T est nul.
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fonction de vraisemblance peut s’écrire comme suit :










où c = rq
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j est la moyenne arithmétique de x j pour j = 1, 2. L’estimateur
du maximum de vraisemblance dénoté r̂ML est alors obtenu en minimisant la fonction f (r) =

















En dérivant maintenant la fonction r ∈ [0, 1[7→ f (r), on montre (voir le calcul effectué à l’annexe
D.1.1) que si r̂ML ∈]0, 1[ alors r̂ML est une racine de la fonction suivante :














Malheureusement, il n’est pas possible de trouver une expression analytique explicite de r̂ML.
Existence
L’estimateur du maximum de vraisemblance existe si la log-vraisemblance admet un maxi-
mum unique sur l’ensemble de définition des paramètres. D’après la section précédente, la dif-
ficulté est de montrer que l’estimateur de r̂ML existe quel que soit les paramètres inconnus
θ ∈]0,∞[2×[0, 1[. Considérons le cas d’une loi Gamma bivariée standard, i.e. dont la transformée
de Laplace est de la forme :
L(z1, z2) = (1 + p1z1 + p2z2 + p12z1z2)−q,
avec p1 = p2 = p12 > 0. Selon l’expression des moments d’une loi Gamma bivariée donnée à
l’équation (1.23), on trouve dans ce cas que p1 = p2 = p12 = 11−r où r ∈ [0, 1[ est le coefficient de
corrélation entre les marges. Les moyennes de la loi Gamma bivariée sont alors m1 = m2 =
q
1−r .
Ce modèle est donc paramétré par le coefficient de corrélation r ∈ [0, 1[.
Théorème 2.2.1. L’estimateur du maximum de vraisemblance du paramètre r, noté r̂ML, d’une



























2.2. Images RSO mono-capteur
Démonstration. La preuve repose sur la concavité de la log-vraisemblance d’une loi Gamma
bivariée standard :






Il est démontré dans l’annexe D.1.2 que la fonction z ∈ R+ 7→ log fq(z) est strictement concave.
Comme la fonction h : x 7→ nq log(1 − r) est aussi strictement concave sur [0, 1[ (on montre
en effet que h′′(x) = −nq/(1 − r)2 < 0), la fonction r ∈ [0, 1[7→ l(x; r) est, en tant que somme
de fonctions strictement concave, également strictement concave. Ceci démontre que la fonction
score g est une fonction strictement décroissante sur [0, 1[ telle que







Suivant la valeur de g(0), deux cas se présentent :
• g(0) ≤ 0 : dans ce cas la log-vraisemblance est strictement décroissante sur [0, 1[ et le
maximum est atteint au point r̂ML = 0.
• g(0) > 0 : la fonction g(r) → −∞ lorsque r → 1. Cette fonction, décroissante et continue,
est donc bĳective de [0, 1[ vers [g(0),−∞[. Par conséquent il existe une unique racine de g
sur [0, 1[ qui est l’estimateur du maximum de vraisemblance de r.

Malheureusement, la propriété de concavité de la log-vraisemblance par rapport à r n’est plus
vérifiée dans le cas général. On peut en effet montrer que la fonction r 7→ l
(
x; (m̂1ML, m̂2ML, r)
)
,
dont une expression est donnée (au signe près) à l’équation (2.11), n’est pas forcément concave
sur [0, 1[. Plusieurs réalisations de l’opposée de cette log-vraisemblance à minimiser en fonction
de r sont représentées aux figures 2.4 et 2.5. Ces réalisations sont obtenues pour des échantillons
de taille n = 500 distribués suivant une loi Gamma bivariée, de paramètre de forme q = 2,
de moyennes m1 = m2 = 1 et pour différentes valeurs du coefficient de corrélation r ∈ [0, 1[.
Pour de grandes valeurs du coefficient de corrélation telle que r = 0.98, on constate que le
critère à minimiser n’est pas concave. Cependant au vu de la forme de ce critère, il existe un
minimum unique situé autour de la valeur théorique et il est clair que tout algorithme de gradient
convergera vers cet unique minimum.
Performance
Les propriétés des estimateurs du maximum de vraisemblance de m̂1ML et m̂2ML peuvent
s’obtenir facilement. Ces estimateurs sont en effet de manière évidente non biaisés et convergents.
D’après le théorème B.6.3 ces estimateurs sont efficaces lorsque le paramètre c = rq
2
(1−r)2m1m2 ≥ 0
est fixé car dans ce cas les lois obtenues appartiennent à une FEN. Mais ces estimateurs ne
dépendent pas du paramètre c, et sont par conséquent efficaces lorsque le paramètre c ≥ 0 est
inconnu, ou de manière équivalente lorsque le paramètre r ∈ [0, 1[ est inconnu10.
L’étude des performances de l’estimateur r̂ML est plus difficile à mener. Bien sûr, on sait
que l’estimateur du maximum de vraisemblance est asymptotiquement non biaisé, convergent
10On peut retrouver ce résultat grâce aux propriétés d’efficacité asymptotique des EMV. En effet la variance
de chacun des estimateurs m̂1ML et m̂2ML est de la forme Ki/n avec Ki = m2i /q pour i ∈ {1, 2}. Par conséquent cette
variance est égale à la borne de Cramer-Rao de chacun des paramètres.
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(a) r = 0







(b) r = 0.1






(c) r = 0.2





(d) r = 0.3







(e) r = 0.4







(f) r = 0.5
Fig. 2.4 – Courbes typiques de l’opposée de la log-vraisemblance f (r) = −l(x; (m̂1ML, m̂2ML, r) en
fonction de r (q = 2, n = 500).
et asymptotiquement efficace moyennant certaines hypothèses de régularité qui sont vérifiées
dans ce contexte. En conséquence, l’erreur quadratique moyenne de l’estimateur r̂ML peut être
approchée pour N grand par la borne de Cramer-Rao associée à ce paramètre.
Pour des estimateurs non biaisés, les bornes de Cramer-Rao des paramètres m1, m2 et r
s’obtiennent en inversant la matrice d’information de Fisher dont les éléments sont :






où θ = (θ1, θ2, θ3)T = (m1,m2, r)T et f2D est la densité de la loi Gamma bivariée de paramètres
q (fixé) et (m1,m2, r)T. Le calcul de ces espérances est difficile analytiquement à cause du terme
log fq qui apparaît dans la log-vraisemblance. Dans de telles situations, il est habituel d’approcher
ces espérances en moyennant plusieurs estimées obtenus à l’aide de simulations de Monte-Carlo.
Plus précisément, cette approche consiste à approcher l’information de Fisher I (θ) comme suit






où xk est la réalisation d’un vecteur aléatoire distribué suivant une loi gamma bivariée de densité
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(a) r = 0.6





(b) r = 0.7






(c) r = 0.8




(d) r = 0.9





(e) r = 0.98
Fig. 2.5 – Courbes typiques de l’opposée de la log-vraisemblance −l(x; (m̂1ML, m̂2ML, r) en fonc-
tion de r (q = 2, n = 500).
f2D(x) et N est le nombre de simulations de Monte Carlo.
2.2.2 Estimation par la méthode des moments
Principe
Cette section rappelle succinctement le principe de la méthode des moments. Considérons







où h(·) est habituellement choisi de sorte que sn soit constituée de moments empiriques d’ordre
entier. Soit





Un estimateur des moments de θ est construit comme suit :
θˆMo = g(sn), (2.17)
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où g( f (θ)) = θ. Par exemple, en considérant la fonction
h(x) = (x1, x2, x21, x
2
2, x1x2),
on obtient le résultat suivant :
f (θ) = [m1,m2,m21(1 + q
−1),m22(1 + q
−1),m1m2(1 + rq−1)]. (2.18)
Les paramètres inconnus (m1,m2, r) peuvent s’exprimer en fonction de f (θ) = ( f1, f2, f3, f4, f5).
Par exemple, les relations suivantes sont vérifiées
m1 = f1, m2 = f2, r =
f5 − f1 f2√
( f3 − f 21 )( f4 − f 22 )
, (2.19)
ce qui donne les estimateurs













On retrouve dans ce cas l’expression des moyennes empiriques et du coefficient de corrélation
empirique. Les estimateurs des moyennes sont donc les mêmes que ceux obtenus par maximum
de vraisemblance, et seul l’estimateur r̂Mo du coefficient de corrélation est différent de l’EMV
r̂ML. On remarque que l’estimateur r̂Mo défini par 2.20 est l’estimateur habituel du coefficient
de corrélation. Il est bien sûr possible de construire par la méthode des moments d’autres esti-
mateurs qui utilisent la forme spécifique des moments d’une loi Gamma bivariée. Cependant les
simulations ont montré que les performances obtenues notamment sur des données réelles sont
sensiblement équivalentes. Dans la suite, on n’étudie donc que l’estimateur des moments r̂Mo.
Cet estimateur a en effet le mérite d’être convergent même pour des lois qui n’appartiennent
pas à la famille des lois Gamma bivariées.
Performance
Les performances asymptotiques de l’estimateur θˆMo peuvent être obtenues en imitant la
démarche proposée dans [PF89]. Un point clé des résultats obtenus dans cet article est l’hypo-
thèse sn
a.s.→ s = f (θ) qui est vérifiée ici en appliquant la loi forte des grands nombres à (2.15). En











(sn − s)(sn − s)T
]
. (2.22)
Dans l’exemple précédent, d’après les relations (2.19), g : R5 → R3 est défini comme suit :
g(x) =
x1, x2, x5 − x1x2√(x3 − x21)(x4 − x22)
 . (2.23)
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Les dérivées partielle de g1 et g2 par rapport à xi, i = 1, . . . , 5 sont triviales. En notant γ =√




































Les éléments de Σ(θ) peuvent se calculer à l’aide de l’expression (1.19) et des moments d’une loi
Gamma bivariée h(x). Ceci permet d’obtenir une expression numérique des erreurs quadratiques
moyennes asymptotiques (2.21) pour chaque valeur du paramètre θ.
2.2.3 Estimation sur données synthétiques
On s’intéresse ici aux performances des estimateurs des lois Gamma bivariées obtenus à
la section précédente. Afin d’obtenir des données synthétiques, les lois Gamma bivariées sont
simulées d’après l’algorithme 1 présenté à la section 1.2.2, Les premières simulations comparent
les performances de la méthode des moments avec la méthode du maximum de vraisemblance
en fonction de n. Notons que les valeurs possibles de n sont n = (2p + 1) × (2p + 1), où p ∈N (i.
e. 3 × 3 = 9, 5 × 5 = 25, . . . , 25 × 25 = 625). Ces valeurs correspondent à la taille des fenêtres
qui seront utilisées pour le recalage, comme nous l’expliquerons dans le paragraphe suivant.
Le nombre de simulations de Monte Carlo est 10000 pour toutes les figures présentées dans ce
rapport. Les autres paramètres pour ce premier exemple sont m1 = 100, m2 = 200 et q = 1
(images monovue). Seuls les estimateurs du coefficient de corrélation r sont comparés. En effet
les estimateurs des moyennes sont identiques pour les deux méthodes. De plus, le paramètre q
étant connu, seul l’estimateur de r nous intéresse car, comme cela a été expliqué à la section 2.1.2,
ce paramètre est la mesure de similarité retenue pour les applications (et autres les mesures de
similarité étudiées se déduisent de ce paramètre). Les figures 2.6 et 2.7 représentent le logarithme
décimal des erreurs quadratiques moyennes (EQM) de l’estimateur du coefficient de corrélation
en fonction du logarithme décimal de la taille n de l’échantillon, pour deux valeurs de r (r = 0.2
et r = 0.8).
Les courbes © correspondent à l’estimateur des moments alors que les courbes 4 correspondent
à l’estimateur du maximum de vraisemblance. Ces figures montrent que l’estimateur du maxi-
mum de vraisemblance est plus performant que l’estimateur des moments pour les lois gamma
bivariées. Les figures montrent également que la différence est plus accentuée pour de fortes
valeurs de r, et que l’estimation est d’autant meilleure que le paramètre r est proche de 1. Ce
dernier résultat était prévisible pour l’EMV r̂ML d’après l’allure des log-vraisemblances négatives
représentées aux figures 2.4 et 2.5 : les courbes obtenues sont effectivement très plates autour
de la valeur théorique lorsque r est proche de 0 et à l’inverse beaucoup plus pointue lorsque r
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est proche de 1.
Remarquons que les erreurs quadratiques moyennes asymptotiques des deux estimateurs
déterminées par (2.21) sont aussi représentées sur les figures 2.6 et 2.7 (lignes continues). Les
expressions théoriques des erreurs quadratiques moyennes asymptotiques sont en accord avec les
résultats obtenus par simulation, même pour de faibles valeurs de n. Ceci est particulièrement
vrai pour de grandes valeurs du coefficient de corrélation r.
Fig. 2.6 – Erreurs quadratiques moyennes en fonction de log(n) pour r = 0.2.
Fig. 2.7 – Erreurs quadratiques moyennes en fonction de log(n) pour r = 0.8.
2.2.4 Recalage pour des images réelles
Cette partie étude une technique de recalage basée sur les lois gamma bivariées pour des
images réelles. La technique de recalage étudiée est tout d’abord décrite.
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Procédure de recalage
Considérons deux images dont les pixels sont notés {x11, . . . , xn1} et {x12, . . . , xn2}. Étant donnée
l’image de gauche x1, nous proposons les trois étapes suivantes :
– Étape 1 : déterminer la zone de recherche dans l’image de droite x2. Pour cette expérience,
la zone de recherche est réduite à une ligne (composée de 10 pixels avant et de 10 pixels
après le pixel courant),
– Étape 2 : pour chaque pixel x j2 dans la zone de recherche, estimer une mesure de similarité
(coefficient de corrélation ou information mutuelle) entre xi1 et x
j
2,
– Étape 3 : sélectionner le pixel donnant la mesure de similarité la plus grande.
Ces trois étapes ont été appliquées à un couple d’images Radarsat monovues (i.e. q = 1) acquises
avant et après l’éruption du volcan Nyiragongo qui a eu lieu en janvier 2002. Ces images Radarsat
sont représentées sur les figures 2.8(a) (avant éruption) et 2.8(b) (après éruption). On notera
qu’on peut observer clairement quelques changements dus à l’éruption, en particulier sur le
haut de la piste d’atterrissage représentée sous la forme d’une ligne noire. La figure 2.8(c) est
la masque qui indique les pixels de l’image qui ont été touchés par l’éruption (pixels blancs).
Ce masque a été construit par des photo-interpréteurs à partir des images RSO ici étudiées,
d’images optiques et d’observations sur le terrain.
(a) Avant (b) Après (c) Masque
Fig. 2.8 – Images Radarsat du volcan Nyiragongo.
Estimation des coefficients de corrélation
Les figures 2.9(a), 2.9(b) et 2.9(c) montrent une moyenne des estimées du coefficient de
corrélation calculée à partir des pixels noirs affectés par l’éruption pour différentes tailles de
fenêtres. Plus précisément, pour chaque pixel noir, xi1 de l’image de gauche, on considère une
fenêtre de taille n = (2p+1)× (2p+1) centrée autour de xi1. La même fenêtre est aussi considérée
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est estimé en utilisant les n = (2p + 1) × (2p + 1) couples de pixels situés dans les fenêtres de
droite et de gauche. Cette opération est répétée pour différents pixels centraux x j2 appartenant à
la zone de recherche (i.e. les 21 pixels de [xi+τ2 ]−10≤τ≤10 = [x
i−10






2 , . . . , x
i+10
2 ]), où τ
est le décalage entre la fenêtre de droite et la fenêtre de gauche. Les résultats sont moyennés sur
tous les pixels noirs contenus dans le masque 2.8(c). La moyenne des estimations des coefficients
de corrélation est maximale quand j = i (ou de manière équivalente lorsque τ = 0), i.e. quand
les fenêtres de droite et de gauche sont situées à la même position. Ce résultat indique que le
coefficient de corrélation peut être utilisé pour le recalage d’images.
On définit par la suite la sélectivité comme l’amplitude relative du pic de la courbe par
rapport à celle du plateau. Il est alors important d’étudier comment la sélectivité de chaque
estimateur varie lorsque la taille de la fenêtre varie. Selon les courbes présentées à la figure 2.9,
l’estimateur du maximum de vraisemblance possède donc une meilleure sélectivité que l’esti-
mateur des moments. Cependant d’autres critères d’évaluation des performances du recalage
effectué peuvent être définis. On peut par exemple considérer, pour chaque couple de pixels, les
décalages τ pour lesquels la corrélation estimée est maximale. La figure 2.10 représente alors
l’histogramme de la distribution des décalages τ obtenus lorsque la fenêtre d’estimation est de
taille n = 15 × 15. Le critère ainsi construit est donc différent de celui présenté précedemment
qui est basé sur les moyennes des coefficients de corrélation en fonction du décalage τ. La figure
2.10 montre finalement que pour ce nouveau critère, les sélectivités des deux estimateurs étudiés
sont similaires.
Même si les différentes méthodes d’estimation fournissent des résultats similaires pour le re-
calage, il est important de noter que le modèle paramétrique des lois Gamma bivariées permet de
définir la loi jointe du vecteur (xi1, x
j
2). Cette loi pourrait être utilisée pour d’autres applications,
comme la segmentation d’images ou la classification.
La même opération est effectuée sur une zone rectangulaire composée de pixels affectés par
l’éruption (pixels blancs du masque 2.8(c)) et représentée par un rectangle sur les figures 2.8(a)
et 2.8(b). Les résultats de la figure 2.11 montrent clairement que les coefficients de corrélation
estimés sont plus faibles quand ils sont calculés sur une zone touchée par l’éruption par rapport à
une zone non affectée par l’éruption et qu’il n’y a plus de pic pour le décalage τ = 0 qui pourrait
être utilisé pour le recalage. Ces résultats sont intéressants, car ils montrent que le coefficient de
corrélation est une mesure de similarité qui peut être utilisée pour la détection de changements.
Ceci fait l’objet de la partie suivante de ce chapitre.
On peut par ailleurs remarquer à partir des figures 2.9 ou même 2.11 que les valeurs moyennes
des coefficients de corrélation estimés par maximum de vraisemblance et par la méthode des
moments sont sensiblement différentes. En effet pour le modèle des lois Gamma bivariées, le
coefficient de corrélation r est toujours positif. Cette contrainte est en particulier vérifiée par
l’estimateur du maximum de vraisemblance r̂ML, puisque la loi n’existe pas dans le cas contraire,
et donc les valeurs moyennes de cet estimateur sont nécessairement positives. Ce n’est pas le
cas de l’estimateur r̂Mo obtenu par la méthode des moments, qui vérifie juste la contrainte
r̂ML ∈ [−1, 1]. Pour cette raison, les valeurs moyennes de cet estimateur sont proches de 0
(notamment si les images ne sont pas correctement recalées). Cependant si l’on imposait la
contrainte de positivité à ce dernier estimateur (en seuillant par exemple les valeurs négatives
trouvées à 0), la courbe obtenue pour l’estimateur r̂Mo serait réhaussée et le niveau du plateau
serait similaire à celui obtenu pour la courbe des moyennes de l’estimateur du maximum de
vraisemblance r̂ML.
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(a) Window Size = 7 × 7
(b) Window Size = 9 × 9
(c) Window Size = 15 × 15
Fig. 2.9 – Moyennes des coefficients de corrélation estimés en fonction de τ et barres d’erreurs
pour les pixels non affectés par l’éruption (pixels noirs de la figure 2.8(c)) (MV : estimateur
du maximum de vraisemblance, Moment : estimateur des moments) pour différentes tailles de
fenêtres.
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Fig. 2.10 – Histogramme des décalages estimés τ pour les pixels non affectés par l’éruption
(pixels noirs du masque 2.8(c)) des images 2.8(a) et 2.8(b) (MV : estimateur du maximum de
vraisemblance, Moment : estimateur des moments).
Fig. 2.11 – Moyennes des coefficients de corrélation estimés en fonction de τ pour les pixels
blancs appartenant à la région rectangulaire (MV : estimateur du maximum de vraisemblance,
Moment : estimateur des moments).
Influence d’un bruit additif Cette section examine l’effet d’un bruit additif gaussien sur les
performances d’estimation. On considère ici, pour chaque couple de pixels, le décalage τ pour
lequel la corrélation estimée est maximale. La figure 2.12 représente alors l’histogramme de la
distribution des décalages τ obtenus pour une fenêtre d’estimation de taille n = 15 × 15 lorsque
les données sont corrompues par un bruit blanc gaussien. Il apparaît clairement que même pour
un rapport signal à bruit très faible (ici −20dB), les performances de recalage pour les deux
méthodes d’estimation restent très bonnes. Ceci s’explique car si (X1,X2) est un couple de v.a.
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et B1,B2 des v.a. mutuellement indépendantes et indépendantes de (X1,X2), alors :
cov (X1 + B1,X2 + B2) = cov (X1 + B1,X2) = cov (X1,X2) .
La covariance entre deux pixels est donc insensible à un bruit additif, même si var (Bi) 
var (Xi) pour i ∈ {1, 2}. Par conséquent, les variations relatives du coefficient de corrélation sont
conservées, puisque :
r(X1 + B1,X2 + B2) =
cov (X1 + B1,X2 + B2)√





var (Xi) + var (Bi)
.
Il faut cependant nuancer ce résultat car les variances des estimateurs de r en présence ou en
l’absence de bruit peuvent différer de manière significative.
Fig. 2.12 – Histogramme des décalages estimés τ lorsque les images 2.8(a) et 2.8(b) sont corrom-
pues par un bruit additif gaussien (MV : estimateur du maximum de vraisemblance, Moment :
estimateur des moments).
2.2.5 Détection de changements
Données synthétiques
On considère des vecteurs x = (x1, x2)T (provenant d’images synthétiques de taille 128× 128)
distribués suivant des lois gamma bivariées de coefficients de corrélation r = 0.3 et r = 0.65
indiquant respectivement la présence et l’absence de changements. Le coefficient de corrélation
r de chaque vecteur x(i, j) = (x(i, j)1 , x
(i, j)
2 )
T (pour i, j = 1 . . . 128) est estimé à l’aide des vecteurs
appartenant à des fenêtres de taille n = (2p+ 1)× (2p+ 1) centrées autour du pixel (i, j) des deux
images analysées. Puisqu’il a été montré que les différentes mesures de similarité étudiées sont
des fonctions bĳectives de r lorsque le paramètre de forme q, i.e. le nombre de vues des images
RSO, est connu, on considère donc le test d’hypothèses suivant :
H0 (absence de changement) : r > λ,
H1 (présence de changement) : r < λ, (2.25)
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où λ est un seuil et r est le coefficient de corrélation (dont les estimées sont obtenues à l’aide de
la méthode des moments ou avec la méthode du maximum de vraisemblance). Les performances
du détecteur de changements (2.25) peuvent être mesurées à l’aide des probabilités de détection
et de fausse alarme [Tre68, p. 34]
PD = P [accepter H1 |H1 est vraie] = P [̂r < λ |H1 est vraie] ,
PFA = P [accepter H1 |H0 est vraie] = P [̂r > λ |H0 est vraie] . (2.26)
Un couple (PFA,PD) peut donc être défini pour chaque valeur du seuil λ. Ce seuil λ dépend
donc de la probabilité de fausse alarme et est généralement calculé pour obtenir une probabilité
de fausse alarme PFA donnée. Les courbes représentant PD en fonction de PFA sont appelées
caractéristiques opérationnelle de réception (COR) et sont des outils classiques pour déterminer
les performances associées à un problème de détection[Tre68, p. 38].
Les courbes COR pour le problème (2.25) sont représentées sur les figures 2.13(a), 2.13(b) et
2.13(c) pour trois tailles de fenêtres correspondant à p ∈ {9, 15, 21}. L’estimateur du maximum
de vraisemblance donne clairement de meilleures performances que l’estimateur des moments
pour ces exemples. Cependant, il est intéressant de noter que les deux estimateurs donnent
des performances similaires pour de grandes tailles de fenêtres. Ceci s’explique car la résolution
caractéristique des changements introduits dans les images synthétiques est dans ce cas inférieure
à la fenêtre d’estimation de taille n = 21 × 21, ce qui limite les performances de la détection.
Données réelles
Cette partie considère deux images ERS monovues (i.e. q = 1) acquises à deux dates diffé-
rentes autour de Gloucester (en Angleterre) avant et pendant des inondations (le 9 septembre
2000 et le 21 octobre 2000 respectivement). Les images ainsi que le masque indiquant les pixels
ayant été modifiés par les inondations sont montrés sur les figures 2.14(a), 2.14(b) et 2.14(c). Le
masque, qui corrrespond à la vérité terrain a été obtenu par des photo-interpréteurs à partir des
images RSO étudiées et à partir d’une autre carte de vérité terrain déduite d’images Landsat
et SPOT acquises un jour avant les images radar. Ces images sont de taille 3049 × 1170 pixels,
chaque pixel correpondant à une résolution d’environ une dizaine de mètres.
Cette partie compare les performances de plusieurs détecteurs de changements
– Le détecteur développé par Touzi [TLB89, RvZ93], dénommé Ratio Edge, qui a été beau-
coup utilisé pour les images RSO,
– le détecteur basé sur le coefficient de corrélation entre les deux images, où r̂ dans (2.25) a
été estimé avec la méthode des moments (appelé “Correlation Moment"),
– le détecteur basé sur le coefficient de corrélation entre les deux images, où r̂ dans (2.25) a
été estimé par la méthode du maximum de vraisemblance pour les lois gamma bivariées
(appelé “Correlation ML").
Le détecteur ratio edge est basé sur une mesure de similarité construite à partir du rapport des
moyennes de chaque image estimées sur un voisinage du pixel d’intérêt, ici une fenêtre glissante.
Ce rapport permet de prendre en compte la nature multiplicative du bruit de speckle. La mesure
associée à ce détecteur est souvent normalisée de la façon suivante :








Pour le modèle des lois Gamma bivariées, les estimateurs des moyennes étudiées sont les moyennes
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(a) Taille de fenêtre = 9 × 9 (b) Taille de fenêtre = 15 × 15
(c) Taille de fenêtre = 21 × 21
Fig. 2.13 – Courbes COR pour données synthétiques pour différentes tailles de fenêtres.
empiriques. On trouve finalement que la statistique de tests du detecteur ratio edge a pour ex-
pression :









Il faut noter que la mesure de similarité ainsi obtenue représente une approche antagoniste par
rapport aux mesures de similarité déduites du modèle des φ-divergences. En effet ce détecteur
ne considère que les changements d’échelles entre les images. À l’inverse, l’information mutuelle,
la mesure d’indépendance du χ2 ou encore le coefficient de corrélation mesurent la dépendance
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(a) Avant (b) Après (c) Masque
Fig. 2.14 – Images Radarsat de Gloucester avant et après inondations.
entre les images et ne prennent pas en compte les différences d’échelle d’après la proposition
2.1.2.
Les courbes COR pour ce problème de détection de changements sont représentées sur les
figures 2.15(a), 2.15(b) et 2.15(c) pour différentes tailles de fenêtres. D’après ces figures, le
détecteur ratio edge est performant pour de faibles probabilité de fausses alarmes, mais beaucoup
moins pour de grandes probabilités de fausses alarmes. Ceci s’explique car la réflectivité moyenne
de la scène observée a été modifiée par l’inondation. La réflectivité des sols gorgés d’eau a en
effet globalement diminuée, ce qui entraîne beaucoup de fausses alarmes pour une probabilité de
détection élevée donnée. Il faut noter enfin qu’il est courant en traitement d’image de considérer
des niveaux de fausses alarmes élevées, i.e. de l’ordre de PFA = 0.5 ou 0.6, car les cartes de
changement obtenues peuvent ensuite subir des post-traitements afin, par exemple, d’éliminer les
groupes de pixels isolés détectés. En définitive, le détecteur basé sur l’estimateur du coefficient
de corrélation par la méthode du maximum de vraisemblance pour les lois gamma bivariées
donne les meilleurs résultats sur ce jeu de données. Ceci souligne la pertinence du modéle de lois
Gamma bivariées pour la détection de changement.
Les résultats précédents ont été obtenus en utilisant le fait que les images sont monovues
(i.e. q = 1). Cependant afin de pouvoir comparer des images entre elles, les images doivent être
pré-traitées. L’opération qui consiste à corriger les effets dus à la géométrie d’acquisition, à la
courbure de la terre et à sa rotation ou au relief s’appelle l’orthorectification. Cette étape est
nécessaire afin d’obtenir des images superposables. Les corrections sont alors effectuées locale-
ment : les déformations sont classiquement approchées par des modèles de fractions rationelles
[HTC04, Yan00], et les pixels sont ensuite interpolés (par des méthodes bilinéaires, ou par des
fonctions bsplines) à partir du modèle de terrain obtenu. Les interpolations ainsi effectuées ne
sont pas toujours distribuées suivant une loi Gamma. Par exemple la somme de deux lois Gamma
indépendantes G(q, p1) et G(q, p2) n’est plus une loi Gamma si les paramètres d’échelle p1 et p2
sont différents (il suffit de calculer la transformée de Laplace de la somme pour s’en convaincre).
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(a) Taille de fenêtre = 9 × 9 (b) Taille de fenêtre = 15 × 15
(c) Taille de fenêtre = 21 × 21
Fig. 2.15 – Courbes COR pour les images de Gloucester pour différentes tailles de fenêtres.
On peut cependant montrer qu’en pratique, une somme de lois Gamma de paramètre de forme
identiques q peut être approchée de manière très satisfaisante par une loi Gamma de paramètre
de forme q′ > q. On parle alors pour les images RSO de nombre de vue équivalent (NVE). On
peut donc se demander quel est le NVE suite au pré-traitement des images RSO. Nous nous pro-
posons alors d’étudier l’influence du paramètre q sur les performances de détection. Les figures
2.16 montrent les courbes COR obtenues pour différentes valeurs de q pour une taille de fenêtre
15×15 tandis que les courbes 2.17 représentent les cartes de corrélation correspondantes. Comme
on peut le voir sur la figure 2.16, les meilleures performances sont obtenues pour q = 1 et q = 1.5,
i.e. lorsque le NVE est similaire aux nombres de vues des images RSO avant orthorectification.
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Fig. 2.16 – Courbes COR pour différentes valeurs du paramètre q (n = 15 × 15).
Fig. 2.17 – Cartes de corrélations pour différentes valeurs du paramètre q (de gauche à droite :
q = 1, q = 2, q = 3 et le masque des pixels affectés en noir).
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Cependant, les modifications étant locales et spécifiques à chaque image, il n’y a pas de
raison, pour un pixel donné, que le NVE obtenu pour l’image de référence corresponde au NVE
obtenu pour l’image secondaire. Par conséquent, les lois marginales des pixels sont modélisées
par de lois Gamma de paramètre de forme différents. Ce cas de figure fait l’objet du chapitre
suivant.
Les derniers résultats montrent l’avantage d’utiliser l’information mutuelle pour la détection
de changements. Considérons le détecteur de changement suivant basé sur l’information mutuelle
H0 : IMq(̂r) > λPFA, (2.27)
H1 : IMq(̂r) < λPFA, (2.28)
où IMq(̂r) est l’information mutuelle dont le calcul est détaillé à la section 2.1.2. Les courbes
COR obtenues avec les détecteurs (2.25) et (2.27) sont identiques, ce qui est en accord avec
le fait qu’il existe une relation bĳective entre r̂ et IMq(̂r) d’après la section 2.1.2. Cependant,
l’avantage de l’information mutuelle pour la détection de changements est illustré sur la figure
2.18, qui montre la probabilité d’erreur moyenne Pe = 12 (PND + PFA) (où PND = 1 − PD est la
probabilité de non détection) en fonction du seuil λ pour les détecteurs (2.25) et (2.27). Cette
figure indique qu’il y a plus de valeurs du seuil λ vérifiant PND + PFA ≤ Pe, où Pe est une
probabilité d’erreur maximale fixée. En conséquence, le seuil est plus facile à ajuster pour le
détecteur basé sur l’information mutuelle (2.27) que pour le détecteur basé sur le coefficient de
corrélation (2.25).
Fig. 2.18 – Probabilité d’erreur moyenne Pe = 12 (PFA + PND) en fonction du seuil λ pour n = 9×9.
2.3 Conclusion
Ce chapitre avait pour but d’évaluer les performances de techniques de recalage d’images et
de détection de changements basées sur les lois gamma bivariées. Nous avons montré que, sous
l’hypothèse de speckle pleinement développé, le modèle des lois Gamma bivariées est adapté aux
images RSO et permet de modéliser la dépendance temporelle ces images. Pour ce modèle, les
mesures de similarité entre les images étudiées se déduisent des estimateurs du coefficient de
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corrélation entre les deux images. L’estimateur du maximum de vraisemblance donne de bons
résultats pour cette estimation. Nous avons ensuite montré, au travers de résultats théoriques
et à l’aide de simulations effectuées sur des données synthétiques et réelles, que les lois gamma
bivariées étaient des outils prometteurs pour le recalage d’images et la détection de changements.
Cependant le modèle des lois Gamma bivariées étufdiées dans ce chapitre impose que les
lois marginales des couples issus des deux images soient des lois Gamma de même paramètre de
forme. Ceci peut être un facteur limitant si les images RSO étudiées ont des nombres de vues
différents. Il faut dans ce cas adapter le modèle, ce qui est l’objet du prochain chapitre.
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Dans un contexte général, la fusion de données est devenue une approche très populaire qui
permet de tirer profit des avantages respectifs de différents types de capteurs. En outre, dans
beaucoup d’applications opérationnelles comme la surveillance terrestre, il n’est souvent pas
possible de choisir les données, seules celles déjà existantes et archivées étant exploitables. Il est
donc particulièrement important de pouvoir exploiter les données issues de différents capteurs
RSO, notamment pour les applications de détection de changements. Ce chapitre étudie une
nouvelle famille de lois gamma multivariées dont les marges sont des lois gamma univariées
de paramètres de forme deux à deux distincts. Ces lois qui généralisent les familles de lois
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Gamma multivariées présentées à la section 1.3.2 sont dénommées lois gamma multivariées
multi-capteurs. Ces lois permettent en effet de modéliser des images acquises par des capteurs
RSO dont les nombres de vues sont différents. Dans ce cas, les lois marginales sont des lois
Gamma dont les paramètres de forme sont deux à deux différents d’après la proposition 2.1.1
(l’hypothèse de speckle pleinement développé est supposée vérifiée).
Ce chapitre présente tout d’abord les propriétés des lois gamma multivariées multi-capteurs
que nous nous proposons d’utiliser pour la détection de changements. Les estimateurs des para-
mètres de ces lois sont ensuite étudiés. L’application aux problèmes de détection de changement
en imagerie RSO est étudiée dans la troisième partie du chapitre. Les performances obtenues
sont comparées à celles obtenues pour le modèle des lois Gamma multivariées dans la quatrième
partie. Enfin, le cas où les nombres de vues associés a chaque image RSO sont estimés est étudié
dans la dernière partie de ce chapitre.
3.1 Lois Gamma multivariées multi-capteurs
3.1.1 Définition
Les lois Gamma multivariées multi-capteurs sont obtenues à partir des lois Gamma multi-
variées et peuvent être vues comme une généralisation de ces dernières. Si P(z) est un polynôme
affine sur Rd avec z = (z1, . . . , zd)T, on note par la suite pi les coefficients des monômes zi du
polynôme P(z) pour 1 ≤ i ≤ d.
Définition 3.1.1. Un vecteur aléatoire Y = (Y1, ...,Yd)T suit une loi gamma multivariée multi-
capteurs (LGMMu) de paramètres le polynôme affine P et le vecteur q = (q1, . . . , qd), notée
Y ∼ G(q,P), s’il peut être construit de la manière suivante :
Y1 = X1,
Yi = Xi + Zi, 2 ≤ i ≤ d. (3.1)
où
– X = (X1, ...,Xd)T est un vecteur aléatoire qui suit une LGM sur Rd+ avec pour paramètre
de forme q1 et pour paramètre d’échelle P, i.e. X ∼ G(q1,P),
– Z2, ...,Zd sont des v.a. sur R, indépendantes et distribuées suivant des lois gamma univa-
riées Zi ∼ G(qi − q1, pi) avec qi ≥ q1 et la convention Zi = 0 lorsque qi − q1 = 0.
– le vecteur Z = (Z2, ...,Zd)T à valeur dans Rd−1 est indépendant de X.
À partir de cette définition, on obtient facilement la transformée de Laplace qui caractérise
une telle distribution. En effet, par indépendance des vecteurs X et Z, la transformée de Laplace

























(1 + pizi)−(qi−q1). (3.2)
Une autre conséquence de la définition ci-dessus est que la loi de la variable Yi est la loi Gamma
univariée G(qi, pi). En posant en effet z j = 0 pour 1 ≤ j , i ≤ d dans (3.2), on observe en effet
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ce qui correspond bien à l’expression de la transformée de Laplace de la loi G(qi, pi).
Remarques :
1. Une condition suffisante pour que la LGMMu G(q,P) existe est que la LGM G(q1,P) existe.
On note de plus qu’une LGMMu se ramène à une LGM de paramètre le polynôme affine
P et de paramètre de forme q = q1 lorsque qi = q1 pour tout 2 ≤ i ≤ d.
2. Toutes les marges univariées d’une LGMMu sont des lois Gamma de paramètres de formes
deux à deux différents. Ces paramètres de forme modélisent les nombres de vues associés
à chaque image RSO. C’est pourquoi on parle de loi Gamma multivariée multi-capteurs.
Le vecteur q est par la suite appelé le paramètre de forme de la LGMMu.
3. Ce modèle suppose que la première marge Y1 possède un paramètre de forme q1 plus petit
que tous les autres paramètres de forme qi pour tout 2 ≤ i ≤ d. Cette hypothèse n’est
pas restrictive car on peut toujours réordonner les marges du vecteur de façon à satisfaire
cette hypothèse. Cependant, cette hypothèse montre que la loi multivariée obtenue n’est
pas symétrique puisque Y1 joue un rôle particulier dans la définition de cette loi.
4. Tous les sous-vecteurs issus de Y sont eux-mêmes distribués selon une LGMMu. Cette
propriété découle de la proposition 1.3.1 sur les LGM et de la construction donnée ci-
dessus des LGMMu.
Enfin, un résultat important sur ces familles de lois est qu’elles ne peuvent pas être vues
comme des familles exponentielles. En effet d’après la proposition B.1.2 et l’expression des
transformées de Laplace d’une LGMMu (3.2), une mesure de probabilité ν qui appartient à la














où Pθ(z) = P(θ+z)P(θ) . Le polynôme Pθ(z) est bien par construction un polynôme affine, mais le
coefficient de son monôme zi est en général différent de
pi
1+piθi
quel que soit 2 ≤ i ≤ d (et ce même
en dimension d = 2). La loi ν n’est donc pas une LGMMu, ses marges n’étant même pas des lois
Gamma. En conséquence les estimateurs du maximum de vraisemblance des moyennes d’une
LGMMu ne sont pas a priori les moyennes empiriques. Ce résultat sera confirmé à la section
3.2.1 consacrée à l’estimation des paramètres d’une loi Gamma bivariée multi-capteurs.
3.1.2 La loi Gamma bivariée multi-capteurs
Une loi gamma bivariée multi-capteurs (LGBMu) correspond au cas particulier où la di-









avec les contraintes suivantes :
p1 > 0, p2 > 0, p12 > 0, p1p2 − p12 ≥ 0 et q2 ≥ q1. (3.4)
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Dans le cas bivarié, les conditions (3.4) assure que l’expression (3.3) est la transformée de Laplace
d’une densité de probabilité définie sur [0,∞[2. En effet dans ce cas la loi Gamma bivariée de
paramètre de forme q1 et de polynôme affine P(z1, z2) = 1+ p1z2 + p2z2 + p12z1z2 existe d’après le
théorème 1.2.1. La LGBMu peut être obtenue selon la construction donnée à la définition 3.1.1.
Sous ces conditions le vecteur (Y1,Y2) peut donc être obtenu de la façon suivante :
Y1 = X1,
Y2 = X2 + Z2,
(3.5)
où (X1,X2) ∼ G(q1,P) et Z2 est une v.a. indépendante de (X1,X2) et de loi G(q2 − q1, p2).
3.1.3 Moments d’une LGBMu
Les moments de (Y1,Y2) sont obtenus à partir des moments de (X1,X2) et de Z2. Par exemple,
grâce à l’indépendance entre (X1,X2) et Z2, on obtient les résultats suivant :
E [Yi] = qipi, i ∈ {1, 2},
var (Yi) = qip2i , i ∈ {1, 2},














Il est important de remarquer que les conditions (3.4) entraînent que le coefficient de corrélation
prend ses valeurs dans l’intervalle :





Les bornes de l’intervalle sont atteintes pour les cas particuliers suivants :
– La borne supérieure est atteinte lorsque les v.a. X1 et X2 sont totalement corrélés. En effet
dans ce cas le paramètre p12 est nul (voir le théorème 1.2.1). On peut d’ailleurs remarquer
que si en plus p1 = p2, ce qui est équivalent à dire que X1 = X2, alors le vecteur (Y1,Y2)
défini à l’équation (3.5) est distribué suivant la loi Gamma bivariée de MacKay présentée
à la section 1.2.1 (p. 12)11.
– Le cas où r(Y1,Y2) = 0 est atteint lorsque p12 = p1p2, i.e. lorsque les marges du vecteur
(X1,X2) sont indépendantes d’après l’équation (1.26). Selon la définition du vecteur (Y1,Y2)
donnée à l’équation (3.5), les marges Y1 et Y2 sont alors indépendantes. Comme pour les lois
Gamma bivariées, absence de corrélation et indépendance sont des propriétés équivalentes
pour les LGBMu.
Plutôt que de travailler par la suite avec le coefficient de corrélation r(Y1,Y2), il est préférable









11On peut également montrer que la borne de Fréchet supérieure (voir [Joe97, chap. 3]) des lois bivariées dont
les lois marginales sont G(q1, p1) et G(q2, p1) avec q2 > q1 est la loi de MacKay. Par conséquent, la valeur maximale
du coefficient de corrélation que l’on peut espérer entre les deux lois G(q1, p1) et G(q2, p1) correspond au coefficient
de corrélation de la loi de Mackay, i.e
√
q1/q2. Cette valeur peut donc être atteinte pour le modèle des LGBMu.
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Ce coefficient de corrélation normalisé correspond en fait au coefficient de corrélation de la loi
Gamma bivariée (X1,X2) à partir de laquelle est construite la loi multi-capteurs, et peut donc
prendre toutes les valeurs de l’intervalle [0, 1].
Finalement, on peut remarquer que pour des valeurs données des paramètres de forme q1 et
q2, une LGBMu est entièrement caractérisée par le vecteur de paramètres θ = (E [Y1] ,E [Y2] , r′(Y1,Y2)),
puisque θ et (p1, p2, p12) sont liés par une transformation bĳective.
3.1.4 Densité de Probabilité d’une LGBMu
Par construction, la densité du vecteur Y = (Y1,Y2)T qui est distribuée selon une LGBMu
(i.e. Y ∼ G(q,P)) est la convolution entre la fonction z 7→ fX1,X2(x1, z), où fX1,X2(x) est la densité
de la loi Gamma bivariée de paramètre de forme q1 dont une expression est donné à l’équation























q2 − q1; q2; cp12p2 y2, cy1y2
)
I]0,∞[2(y), (3.9)
où c = (p1p2 − p12)/p212 et où Φ3 est une fonction appelée fonction de Horn. Les fonctions de
Horn regroupent vingt séries hypergéométriques confluentes convergentes d’ordre deux [AET81,
224–229] dont la fonction Φ3 définie par :









, ∀x, y ∈ R, (3.10)
où (a)m est le symbole de Pochhammer défini en (1.21).









permet de montrer que la densité d’une LGBMu se ramène à celle d’une loi Gamma bivariée
(1.35) lorsque q1 = q2 = q.
3.1.5 Mesures de similarités pour une LGBMu
Comme cela a été remarqué à la section 3.1.3, lorsque les paramètres de forme q2 ≥ q1 > 0 sont
connus, la loi du vecteur (Y1,Y2) peut être paramétrée par le vecteur θ = (m1,m2, r′) où m1 et m2
sont les moyennes respectives de Y1 et Y2 et r′ est le coefficient de corrélation normalisé défini à
l’équation (3.8). Selon la proposition 2.1.2, l’information mutuelle et la mesure d’indépendance
du χ2 ne dépendent pas des paramètres d’échelle. Finalement lorsque q2 ≥ q1 > 0 sont fixés,
ces mesures de similarité ne dépendent que de r′ et sont même des fonctions croissantes de r′
qui s’annule si et seulement si r′ = 0. Par conséquent, les performances entre les méthodes de
détection de changement basées sur ces mesures de similarités et celles basées directement sur
le coefficient de corrélation seront identiques à q2 ≥ q1 > 0 fixés.
Ce résultat n’est plus vrai si les nombres de vues des images RSO sont inconnus, car alors
les paramètres q1 et q2 doivent être estimés. Il est alors intéressant d’obtenir une expression de
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ces mesures de similarité. Malheureusement, il est difficile d’obtenir une expression analytique
simple, ou même une valeur approchée lorsque r′ → 1, de l’information mutuelle associée à une
LGBMu. Par contre, la mesure d’indépendance du χ2 peut s’exprimer facilement en remarquant
que les LGBMu sont des probabilités de Lancaster, dont une caractérisation a été donnée page
22. En effet, à partir de la transformée de Laplace (3.3) d’une LGBMu, et avec un calcul similaire
à celui effectué à l’annexe C.1.3 pour les lois Gamma bivariées, on obtient l’expression suivante
de la densité d’une LGBMu (on suppose ici que les moyennes de la loi sont m1 = q1 et m2 = q2) :








où la fonction x 7→ Gq,1(x) correspond à la densité de la loi Gamma univariée G(q, 1) et où






D’après l’équation (1.41), la mesure d’indépendance du χ2 a pour expression :
Iχ2(q1, q2, r








= −1 + 2F1(1, q1; q2; r′2) ∀ q2 ≥ q1 > 0, r′ ∈ [0, 1[, (3.13)
où 2F1(a, b; c; x) est la fonction hypergéométrique standard [AS64, p. 559] :







, ∀x ∈ [0, 1[.
Il faut noter que nous avons obtenu une nouvelle expression analytique de la densité d’une
LGBMu. De plus, cette expression correspond à la loi Gamma bivariée proposée par Sarmanov
[Sar66] lors de sa construction de familles de lois bivariées de marges données. Cependant,
cette représentation ne peut être exploitée par la suite, car le calcul de l’expression (3.11) est








a une valeur strictement positive, mais très proche de 0 lorsque y1 > 0 et y2 > 0 sont sensiblement
différents. Les termes de la série n’étant pas de signe constant, il est alors très difficile de calculer
numériquement cette valeur (par exemple, l’évaluation numérique donne souvent des résultats
négatifs). Pour ces raisons, l’expression de la densité utilisée notamment pour les problèmes
d’estimation sera celle donnée à l’équation (3.9). Cette expression est en effet une série de
termes positifs et son évaluation numérique (voir annexe D.2.1) ne pose pas problème.
En conclusion, coefficient de corrélation, information mutuelle et mesure d’indépendance
du χ2 sont des mesures de similarité locales équivalentes pour la détection de changements,
puisqu’elles se déduisent l’une de l’autre par une transformation bĳective lorsque les nombres
de vues associées aux images sont fixés. Dans ce cas la mesure de similarité étudiée sera donc le
coefficient de corrélation. Cependant, lorsque les nombres de vues sont inconnus, la mesure de
l’indépendance du χ2 dont une expression analytique simple est disponible sera préférable.
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3.2 Estimation des paramètres des LGBMu
Ce chapitre étudie différentes méthodes d’estimation des paramètres d’une LGBMu12. Les
notations suivantes sont utilisées dans la suite du chapitre :





et par conséquent le vecteur des paramètres inconnus est θ = (m1,m2, r′)T. Dans ce chapitre, on
s’intéresse à l’estimation du vecteur θ à partir de n vecteurs Y = (Y1, . . . ,Yn), où Y i = (Yi1,Y
i
2)
suit une loi GBMu de paramètre le vecteur θ. Il est important de remarquer que les paramètres
de forme q1 et q2 sont supposés connus, comme c’est le cas dans la plupart des applications
pratiques. Cette hypothèse peut cependant être relâchée.
3.2.1 Méthode du Maximum de Vraisemblance (MV)
Principe
La méthode du maximum de vraisemblance peut être appliquée à l’échantillon Y, une ex-
pression explicite de la densité étant disponible. Dans ce cas particulier, après avoir supprimé
les termes qui ne dépendent pas de θ, la fonction de log-vraisemblance de Y s’écrit :
l(Y;θ) = − nq1 log (1 − r′) − n
 2∑
j=1
q j logm j +
q j










où c = r
′q1q2
m1m2(1−r′)2 , d =
r′q2












2 sont les moyennes empiriques
de Y1 et Y2. En dérivant la log-vraisemblance par rapport à θ, l’estimateur du maximum de













où u(Y;θ) = ∂l(Y;θ)
∂θ
est appelée la fonction de score. Le calcul effectué à l’annexe (D.2.4) montre
alors que l’EMV de m2 a pour expression :
m̂2MV = Y2. (3.16)
Il n’existe par contre pas d’expression simple des EMV des paramètres m1 et r′. En particulier m1
ne correspond plus à la moyenne empirique Y1, mis à part lorsque les marges sont indépendantes
(i.e. r′ = 0). Ce résultat illustre les deux points suivants qui ont déjà fait l’objet de remarques :
– la dissymétrie du modèle des LGBMu : les estimateurs du maximum de vraisemblance des
moyennes n’ont pas une expression similaire.
12Les résultats présentés ici peuvent être étendus au cas général des LGMMu en utilisant le concept de vrai-
semblance composite. Voir la section 4.3.2 pour plus de précisions.
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– les familles de LGBMu ne sont pas des familles exponentielles naturelles : les EMV des
moyennes ne sont pas en général les moyennes empiriques.
Les EMV de m1 et r′ sont donc obtenus en remplaçant m2 par m̂2MV dans (3.14) et en
minimisant l’opposée de la log-vraisemblance l(Y; (m1, m̂2ML, r′)) ainsi obtenue par rapport à m1
et r′. Cette minimisation est effectuée en utilisant une méthode de type quasi-Newton avec les
contraintes contraintes m1 > 0 et r′ ∈ [0, 1[, une expression analytique du gradient de la log-
vraisemblance pouvant être obtenue. Les points clés sur la manière de calculer numériquement
la fonction de Horn et ses dérivées sont exposés dans les annexes D.2.2 et D.2.3. Finalement,






Afin de prouver l’existence des estimateurs du maximum de vraisemblance, il faudrait mon-
trer que l’opposé de la log-vraisemblance (3.14) admet un unique minimum sur l’ensemble des
paramètres θ ∈ [0,∞[2×[0, 1[ mais il est difficile de montrer théoriquement ce résultat. Plus de
détails seront donnés à la section 3.2.2 sur l’estimateur obtenu par la méthode des fonctions d’in-
férences par les marges qui sera l’estimateur retenu par la suite pour les problèmes de détection
de changements.
Performance
Les propriétés de l’EMV m̂2ML sont obtenues directement à partir de la loi gamma univariée
G(q2, p2). Cet estimateur est évidemment sans biais et convergent. Cet estimateur est de plus
efficace, car sous les hypothèses de régularité qui sont vérifiées pour ce modèle, les estimateurs du





avec K2 = m22/q2. Cette variance est donc égale à la borne de Cramer-Rao de m2 et m̂2ML est
efficace. Les performances de de m̂1ML et r̂ML sont plus difficiles à étudier, car aucune expression
analytique de ces estimateurs n’est disponible. Ces estimateurs étant obtenus par la méthode du
maximum de vraisemblance, ils sont asymptotiquement sans biais et asymptotiquement efficaces.
Les erreurs quadratiques moyennes (EQM) de m̂1ML et r̂ML peuvent donc être approchées pour
des échantillons de grande taille par la borne de Cramer-Rao (BCR). Pour des estimateurs non







Le calcul de I nécessite de déterminer l’opposé des espérances des dérivées partielles d’ordre
deux de l(Y;θ) par rapport à m1, m2 et r dans (3.14). Des expressions analytiques explicites
des éléments de I sont difficiles à obtenir à cause du terme logΦ3. Comme dans le cas des
Lois Gamma bivariées (voir section 2.2.1), les éléments de la matrice sont donc approchés par
des méthodes de type Monte-Carlo. Ceci fournit des approximations appréciables des EQM des
EMV (voir le chapitre suivant sur les résultats de simulations).
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3.2.2 Fonctions d’Inférence par les Marges (FIM)
Principe
Cette méthode d’estimation a été proposée par Shih et Louis [SL95], avant d’être généralisée
par Xu [Xu96], afin d’estimer les paramètres de lois bivariées construites à partir de copules.
La méthode d’estimation FIM se décompose en deux étapes dont les concepts principaux sont
présentés par exemple dans [Joe97, chap. 10]. La première étape consiste à estimer séparément les
paramètres des lois marginales à partir des vraisemblances de ces lois univariées. Les paramètres
de dépendance sont ensuite estimés à partir des estimateurs précédents et de la vraisemblance
jointe de la loi multivariée. Dans le cadre des LGBMu, ces deux étapes sont explicitées ci-dessous :
1. Estimation des paramètres inconnus m1 et m2 à partir des lois marginales de Y1 and Y2.
Cette estimation est effectuée en maximisant les vraisemblances marginales l(Y1;m1) et
l(Y2;m2) par rapport à m1 et m2 respectivement,
2. Estimation du paramètre r′ en maximisant la vraisemblance jointe l(Y; m̂1FIM, m̂2FIM, r′)
par rapport à r′. Il faut noter que les paramètres m1 and m2 ont été remplacés dans la
vraisemblance jointe par leur estimation effectuée dans la première étape de la méthode
FIM.
Cette méthode est qualifiée de fonctions d’inférence par les marges, car les fonctions d’inférence,
ou d’estimation, correspondent aux fonctions scores des vraisemblances des marges et de la vrai-
semblance jointe. L’intérêt de la procédure d’estimation FIM est d’être souvent beaucoup plus
simple d’un point de vue calculatoire que la méthode MV qui estime tous les paramètres simul-
tanément à partir de la vraisemblance jointe. En effet une optimisation numérique par rapport
à plusieurs variables est bien plus coûteuse en terme de calculs que plusieurs optimisations par
rapport à moins de paramètres. Dans notre cas, les lois marginales d’une LGBMu sont des lois
gamma univariées de paramètres de forme qi et de moyennes mi, pour i = {1, 2}. Par conséquent,













où li est la log-vraisemblance associée à la variable Yi, pour i = {1, 2}, et l est la log-vraisemblance
jointe définie à l’équation (3.14). Les estimateurs FIM de m1 et m2 sont obtenus de façon clas-
sique à l’aide des propriétés des lois gamma univariées (ces lois forment en effet une famille
exponentielle, et donc l’EMV de la moyenne est la moyenne empirique) :
m̂1FIM = Y1, m̂2FIM = Y2. (3.18)
L’estimateur FIM de r′ est obtenu en remplaçant m1 et m2 par Y1 et Y2 dans (3.14) et en
minimisant la log-vraisemblance ainsi obtenue par rapport à r′. Cette dernière minimisation est
effectuée par une méthode de type quasi-Newton sous contrainte (la contrainte étant r′ ∈ [0, 1]),
une expression analytique du gradient étant disponible.
Il faut noter que la méthode MV présentée précédemment nécessite d’optimiser la log-
vraisemblance l(Y;m1, m̂2ML, r′) par rapport à m1 et r′, tandis que la méthode FIM nécessite
seulement d’optimiser l(Y;Y1,Y2, r′) par rapport à une unique variable r′. La procédure d’op-
timisation est par conséquent bien moins coûteuse en temps de calcul pour la méthode FIM
que pour la méthode MV. Par ailleurs, l’estimateur de m2 est le même pour les deux méthodes
MV et FIM. Finalement, il est intéressant de souligner que la vraisemblance jointe est égale au
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produit des lois gamma univariées lorsque r′ = 0. Par conséquent, les estimateurs MV et FIM
des moyennes sont identiques lorsque r′ = 0.
Existence
Les estimateurs des moyennes obtenus par la méthode FIM sont bien définis pour une loi
LGBMu, ces paramètres correspondant à l’unique valeur pour laquelle la vraisemblance de
chaque marge est maximum. Prouver l’existence des estimateurs FIM nécessiterait de mon-
trer que la fonction r′ ∈ [0, 1[7→ −l(Y; m̂1FIM, m̂2FIM, r′) admet un minimum unique. Cependant,
même dans le cas où le vecteur X = (X1,X2) à partir duquel est construit le vecteur Y est distri-
bué suivant une loi Gamma bivariée standard, la log-vraisemblance obtenue n’est pas concave.
En effet la fonction r′ ∈ [0, 1[7→ Φ3(a, b, αr′, βr′) n’est pas toujours log-concave suivant les valeurs
de α > 0 et β > 0. Il n’est alors pas possible de démontrer l’unicité du minimum par des argu-
ments de concavité. Le cas général est encore plus difficile à démontrer. Plusieurs réalisations de
l’opposée de la log-vraisemblance à minimiser en fonction de r′ sont représentées sur les figures
3.1 et 3.2. Ces réalisations sont obtenues pour des échantillons de taille n = 500 distribués sui-
vant une LGBMu de paramètres de forme q = (q1, q2) = (2, 4), de moyennes m1 = m2 = 1 et pour
différentes valeurs du coefficient de corrélation normalisé r′ ∈ [0, 1[. Pour de grandes valeurs du
coefficient de corrélation normalisé telle que r′ = 0.98, on constate sur la figure 3.2(h) que le
critère à minimiser n’est pas concave. Cependant, au vu des différentes réalisations obtenues
pour le critère à minimiser, il existe bien un minimum unique situé autour de la valeur théorique
et il est clair que tout algorithme de gradient convergera vers cet unique minimum.





(a) r′ = 0







(b) r′ = 0.1






(c) r′ = 0.2





(d) r′ = 0.3
Fig. 3.1 – Courbes typiques de la log-vraisemblance négative en fonction de r′ (q1 = 2, q2 = 4,
n = 500) pour différents échantillons.
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(a) r′ = 0.4






(b) r′ = 0.5







(c) r′ = 0.6






(d) r′ = 0.7






(e) r′ = 0.8






(f) r′ = 0.9







(g) r′ = 0.98





(h) r′ = 0.98 (zoom)
Fig. 3.2 – Courbes typiques de la log-vraisemblance négative en fonction de r′ (q1 = 2, q2 = 4,
n = 500) pour différents échantillons.
Performance
Les propriétés asymptotiques des estimateurs FIM peuvent être obtenues à l’aide du système
des fonctions d’inférences g(Y;θ) sous les hypothèses de régularité usuelles requises par l’EMV







converge en loi vers la loi normale N(0,V), où la matrice de covariance
asymptotique V est la matrice d’information de Godambe inverse, définie par :
V = D−1g MgD−Tg (3.19)
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– J11 et J22 sont les informations de Fisher associées aux marges Y1 et Y2 respectivement,
– J12 = E [g1(Y;θ)g2(Y;θ)] = E [∂l1(Y1;m1)∂m1 ∂l2(Y2;m2)∂m2
]
.
Les termes J11, J22, J12 associés aux LGMMu sont facilement obtenus en considérant les log-
vraisemblances univariées l1(Y1;m1) et l2(Y2;m2) :
J11 = q1
m21
, J22 = q2
m22
, J12 = q1m1m2 r
′.
Comme expliqué précédemment en 3.2.1, les entrées de la matrice d’information de Fisher n’ont
pas d’expression analytique explicite. Aussi, ces termes ont-ils été calculés en utilisant une mé-
thode numérique d’intégration (quadrature de Simpson). Notons que cette méthode de calcul
permet de contrôler l’erreur d’approximation, ce qui n’est pas le cas lors de l’estimation par
tirages de Monte-Carlo. Les performances asymptotiques obtenues pour cette méthode d’esti-
mation seront comparées aux bornes de Cramer-Rao à la prochaine section.
3.2.3 Méthode de Moments
Les estimateurs de (m1,m2, r) étudiés dans ce chapitre sont comparés aux estimateurs stan-
dards basés sur la méthode des moments














On peut remarquer que ces estimateurs ne dépendent pas de la loi du couple (Y1,Y2), et restent
convergents même si le vecteur (Y1,Y2) n’est pas distribué suivant une LGBMu. On peut noter
que ces estimateurs correspondent aux estimateurs obtenus par la méthode des moments étudiés
au chapitre précédent.





obtenues lorsque le vecteur (Y1,Y2) suit une LGBMu en imitant les résultats établis à la section




D’après la définition 3.1.1 donnée à la page 78, un vecteur Y distribué suivant une loi GBMu
peut être généré en ajoutant une variable aléatoire Z de loi gamma univariée à un vecteur X
distribué suivant une loi GBMo. La génération du vecteur X a été décrite dans l’algorithme 1
présenté page 27. Toutes les lois GBMu vérifiant les conditions (3.4) peuvent ainsi être générées.
À partir des échantillons ainsi générés, les performances des estimateurs obtenus peuvent être
comparées.
3.3.1 Méthodes du maximum de vraisemblance et des moments
Les premières simulations comparent les performances de la méthode du maximum de vrai-
semblance avec la méthode des moments en fonction de la taille n de l’échantillon. Notons que
les valeurs possibles de n sont n = (2p+1)×(2p+1) où p ∈N. Ces valeurs correspondent à la taille
des fenêtres qui seront utilisées pour la détection de changements, comme nous l’expliquerons
dans le paragraphe suivant. Le nombre de simulations de Monte Carlo est 10000 pour toutes
les figures présentées dans ce paragraphe. Les autres paramètres pour ce premier exemple sont
m1 = 100, m2 = 100, q1 = 1 (nombre de vues associé à la première image) et q2 = 2 (nombre de
vues associé à la deuxième image). Les figures 3.3, 3.4 et 3.5 montrent les erreurs quadratiques
moyennes (EQM) de l’estimateur du coefficient de corrélation normalisé pour différents valeurs
de r′ (r′ = 0.2, r′ = 0.5 et r′ = 0.8). Les courbes obtenues sont représentées pour une échelle
log-log (log étant ici le logarithme décimal). Les courbes ♦ correspondent à l’estimateur des
moments alors que les courbes 4 correspondent à l’estimateur du maximum de vraisemblance.




















Fig. 3.3 – log EQM en fonction de logn pour le paramètre r (r′ = 0.2, q1 = 1, q2 = 2, m1 = 100
et m2 = 100).
Ces figures montrent que l’estimateur du maximum de vraisemblance est plus performant pour
ce problème que l’estimateur des moments, en particulier pour les valeurs élevées du coefficient
de corrélation normalisé r′. Remarquons que les erreurs quadratiques moyennes asymptotiques
des deux estimateurs sont aussi représentées (lignes continues). Les expressions théoriques des
erreurs quadratiques moyennes asymptotiques sont en accord avec les résultats obtenus par simu-
lation, même pour de faibles valeurs de n. Finalement, ces figures montrent que des estimations
“fiables” de r′ peuvent être obtenues pour des valeurs de n supérieures à 9 × 9, i.e. même pour
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Fig. 3.4 – log EQM en fonction de logn pour le paramètre r (r′ = 0.5, q1 = 1, q2 = 2, m1 = 100
et m2 = 100).
des fenêtres relativement petites.






















Fig. 3.5 – log EQM en fonction de logn pour le paramètre r (r′ = 0.8, q1 = 1, q2 = 2, m1 = 100
et m2 = 100).
Les figures 3.6 et 3.7 comparent les erreurs quadratiques moyennes obtenues sur l’estimation
de la moyenne m1 par maximum de vraisemblance et par la méthode des moments pour deux va-
leurs de r′ (r′ = 0.8 et r′ = 0.9). Les deux estimateurs affichent des performances similaires sur ce
paramètre, l’estimateur du maximum de vraisemblance étant légèrement plus performant pour
les valeurs élevées de r′. Notons que les estimateurs de m2 obtenus par les méthodes de maxi-
mum de vraisemblance et de moments sont identiques. Par conséquent, les erreurs quadratiques
moyennes correspondantes ne sont pas présentées dans ce chapitre.
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Var. Asympt.  (MV)
Var. Asympt. (Mom. & FIM)
Fig. 3.6 – log EQM en fonction de logn pour le paramètre m1 (r′ = 0.8, q1 = 1, q2 = 2, m1 = 100
et m2 = 100).



















Var. Asympt.  (MV)
Var. Asympt. (Mom. & FIM)
Fig. 3.7 – log EQM en fonction de logn pour le paramètre m1 (r′ = 0.9, q1 = 1, q2 = 2, m1 = 100
et m2 = 100).
3.3.2 Fonctions d’inférence par les marges (FIM) et méthode du maximum
de vraisemblance (MV)
Ce paragraphe compare les performances des estimateurs MV et FIM des paramètres r et
m1. La figure 3.8 illustre les performances asymptotiques des deux estimateurs en représentant
le rapport de leurs variances asymptotiques, appelé rapport d’efficacité asymptotique (REA),
en fonction du paramètre r′. Cette figure montre que les estimateurs MV et FIM ont des per-
formances quasi-identiques lorsque r′ n’est pas trop proche de 1. Ce résultat est confirmé à la
figure 3.9 qui montre les erreurs quadratiques moyennes obtenues pour les deux méthodes (no-
tées dans les légendes ML pour le maximum de vraisemblance et IFM pour la méthode FIM)
pour différentes valeurs de la taille de l’échantillon n (les autres paramètres de cette simulation
sont q1 = 1, q2 = 2, m1 = 100, m2 = 100 et r′ = 0.9).
La figure 3.8 montre aussi que les performances asymptotiques des estimateurs MV et FIM
pour le paramètre m1 diffèrent de manière significative lorsque r′ tend vers 1. Cependant, ce
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Fig. 3.8 – Rapport d’efficacité asymptotique (REA) pour les estimateurs de m1 et r (q1 = 1,
q2 = 5, m1 = 1 et m2 = 1) en fonction de r′.






















Fig. 3.9 – log EQM en fonction de logn pour le paramètre r (r′ = 0.9, q1 = 1, q2 = 2, m1 = 100
et m2 = 100).
n’est pas un problème majeur puisque les mesures de similarité étudiées pour la détection de
changement ne dépendent pas des moyennes, mais seulement de la corrélation r′. Il ressort donc
que pour un coût calculatoire moindre, la méthode FIM a des performances identiques (pour
l’estimation du paramètre r′) à la méthode MV. La méthode FIM sera donc choisie par la suite
pour l’estimation des paramètres, étape nécessaire à la détection de changements.
3.4 Détection de Changements
3.4.1 Images synthétiques
On travaille dans ce paragraphe sur des vecteurs synthétiques x = (x1, x2)T (provenant de
deux images synthétiques de taille 762 × 292) distribués suivant des lois GBMu dont les valeurs
du coefficient de corrélation normalisé r′ = 0.3 et r′ = 0.7 modélisent respectivement la présence
et l’absence de changements entre les images. Le coefficient de corrélation r de chaque vecteur
bivarié x(i, j) = (x(i, j)1 , x
(i, j)
2 )
T (pour 1 ≤ i ≤ 762, 1 ≤ j ≤ 292) est estimé localement à partir des
pixels appartenant aux deux fenêtres de taille n = (2p + 1) × (2p + 1) centrées sur les pixels de
coordonnées (i, j) des deux images étudiées.
Comme dans le cas mono-capteur (voir section 2.2.5), lorsque les nombres de vues associés
à chaque image sont connus (ce qui est le cas ici), le problème de détection de changement dans
des images RSO multi-capteurs se résume alors au test d’hypothèses binaires suivant :
H0 (absence de changement) : r > λ,
H1 (présence de changement) : r ≤ λ, (3.22)
où λ est un seuil et r est le coefficient de corrélation. Les courbes COR associées à ce problème de
détection de changements obtenues pour les différents estimateurs de r sont représentées figures
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3.10(a), 3.10(b) et 3.10(c) pour trois valeurs représentatives du couple (q1, q2), et deux tailles de
fenêtre d’estimation n = (9 × 9) et n = (21 × 21).













(a) (q1, q2) = (1, 2)













(b) (q1, q2) = (1, 5)













(c) (q1, q2) = (5, 9)
Fig. 3.10 – Courbes COR obtenues à partir des données synthétiques pour différents couples de
paramètres de formes (q1, q2) et pour différentes tailles de fenêtre (n = 9 × 9 ou n = 21 × 21) .
L’estimateur FIM se révèle être bien plus performant que l’estimateur des moments sur
ces exemples. Les figures 3.10(a) et 3.10(b) montrent aussi que les performances de détection
semblent décroître lorsque q2−q1 augmente, i.e. quand la différence entre les nombres de vues des
deux images augmente. Afin de confirmer cette observation, une expression théorique des courbes
COR asymptotiques a été calculée. Cette expression repose sur la normalité asymptotique du
coefficient de corrélation. Dans le cas de la détection de changements, en notant r0 et r1 les
vraies valeurs du coefficient de corrélation sous les hypothèses H0 et H1, on obtient les résultats
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r < λ |H1 est vraie] = P [̂r < λ |̂r ∼ N (r1, σ21)] ,
PFA = P
[̂
r < λ |H0 est vraie] = P [̂r < λ |̂r ∼ N (r0, σ20)] ,
où σ20 et σ
2
1 sont les variances asymptotiques des estimateurs FIM du coefficient de corrélation
(calculées à partir de l’inverse de la matrice d’information de Godambe définie en (3.19)). En











Ce résultat fournit une expression théorique asymptotique des courbes COR associées au pro-
blème de détection (3.22) et permet d’analyser les performances de détection en fonction des
paramètres de forme de la loi GBMu. Par exemple, la figure 3.11 représente la probabilité de dé-
tection PD en fonction de q1 et q2, pour une probabilité de fausse alarme donnée PFA = 0.3. Cette
figure confirme que la probabilité de détection pour une probabilité de fausse alarme donnée est
une fonction décroissante du paramètre q2 − q1.
Fig. 3.11 – PD en fonction des paramètres de forme q1 et q2, (PFA = 0.3, n = 1).
3.4.2 Images Réelles
On étudie dans ce paragraphe des images acquises à différentes dates à côté de Gloucester
(Angleterre) avant et après une inondation ( le 9 sept. 2000 et le 21 oct. 2000 respectivement).
Ces images ainsi que la vérité terrain qui indique les changements survenus ont été présentées à la
figure 2.14 du chapitre précédent (voir page 72). Les images originales, qui sont monovues, ont été
transformées en des images ayant un nombre de vues plus élevé en remplaçant les pixels par leur
moyenne sur un voisinage donné. Sous l’hypothèse que les distributions des pixels voisins sont
indépendantes et de lois Gamma identiques, la moyenne de ces pixels est une loi Gamma dont le
paramètre de forme est la somme des paramètres de forme des pixels. Afin d’obtenir un nombre
de vues q2 égal à 5 pour l’image secondaire, les 5 pixels voisins appartenant à chaque clique,
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Fig. 3.12 – clique de 5 pixels
dont la forme est représentée à la figure 3.4.2, de l’image ont été moyennés. L’image secondaire
étant en théorie monovue, on trouve donc que le nombre de vue de l’image obtenue est 5 ce
qui correspond au paramètre de forme q2 = 5. Il faut noter que ce moyennage introduit des
corrélations spatiales dans l’image. Aussi afin de conserver l’hypothèse d’indépendance spatiale
entre les pixels des images à traiter (hypothèse nécessaire pour que les échantillons à partir
desquels sont réalisées les estimations ne contiennent que des réalisations indépendantes), les
images ont été sous-échantillonées suivant un pas de 4 en abscisse et ordonnée. On obtient
finalement, les images de taille 762 × 292 présentées à la figure 3.13.
(a) Avant (b) Après (c) Masque
Fig. 3.13 – Images Radarsat de Gloucester avant et après inondation.
Les différents détecteurs étudiés sur ces images sont :
– le détecteur du rapport des moyennes (noté “ratio edge" dans les légendes). Ce détecteur
à été présenté à la section 2.2.5 (p. 70) du chapitre précédent, et compare les rapports des
moyennes entre les images.
– le détecteur de changements basé sur la corrélation, où r̂ in (2.25) a été estimé grâce à
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l’estimateur des moments (noté “Correlation Moment" dans les légendes),
– le détecteur de changements basé sur la corrélation, où r̂ in (2.25) a été estimé grâce à la
méthode FIM pour des lois GBMu (noté “Correlation IFM " dans les légendes).
Les deux premiers détecteurs sont identiques à ceux proposés au chapitre précédent lorsque les
images ont le même nombre de vue. Les courbes COR obtenues pour ce problème de détection
de changement sont représentées sur les figures 3.14(a), 3.14(b) et 3.14(c) pour différentes tailles
de fenêtres (n = 9 × 9, n = 15 × 15 et n = 21 × 21). Le nombre de vues associées aux deux
images sont q1 = 1 pour l’image avant inondation et q2 = 5 pour l’image après inondation. Il
apparaît clairement que le détecteur basé sur la corrélation estimée par la méthode FIM fournit
les meilleurs performances de détection.












(a) n = 9 × 9












(b) n = 15 × 15












(c) n = 21 × 21
Fig. 3.14 – Courbes COR pour les images de Gloucester (q1 = 1, q2 = 5).
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3.5 Comparaison des détecteurs mono et multi-capteurs
Afin d’apprécier l’intérêt des lois GBMu pour des images multi-capteurs, les performances
d’estimation et de détection associées à ces lois sont comparées avec celles obtenues lorsque l’on
modélise des données multi-capteurs par une loi Gamma bivariée (LGM). Les LGM étudiées
au chapitre précédent seront appelées lois gamma multivariées mono-capteur et notées LGBMo
dans cette section et la suivante par opposition aux lois multi-capteurs. Les lois mono-capteur
possèdent l’avantage d’être moins lourdes au niveau calculatoire, puisque leur densité ne fait pas
intervenir la fonction de Horn Φ3 mais uniquement une fonction de Bessel modifiée (1.33). Même
si le modèle théorique ne correspond pas à ces lois GBMo, il est intéressant de comparer leurs
performances avec les lois GBMu. Cette comparaison permet alors d’apprécier les performances
et la robustesse des procédures d’estimation et de détection associées aux lois GBMu et donc
leur intérêt par rapport au modèle plus simple des lois GBMo.
3.5.1 Estimation à partir de vecteurs synthétiques
Les figures 3.15 et 3.16 représentent les EQM obtenues pour l’estimation du coefficient de
corrélation r à partir d’un échantillon de n réalisations d’un vecteur distribué selon une loi
GBMu, pour deux valeurs du coefficient de corrélation normalisé r′ = 0.3 et r′ = 0.7. Dans la
figure 3.15, les nombres de vues associées à la loi GBMu de l’échantillon sont q1 = 1 et q2 = 2.
Les EQM obtenues avec la loi GBMu correspondante (notée “Mu” dans les légendes) et avec les
lois GBMo dont le nombre de vues est q = 1 et q = 2 (notées “Mo 1”, “Mo 2” respectivement)
sont comparées. Dans la figure 3.16, les nombres de vues associées à la loi GBMu de l’échantillon
sont q1 = 1 et q2 = 5. Les EQM obtenues avec la loi GBMu correspondante (notée “Mu” dans
les légendes) et avec les lois GBMo dont le nombres de vues sont q = 1, q = 3 et q = 5 (notées
“Mo 1”, “Mo 3”, “Mo 5” respectivement) sont comparées. Les autres paramètres sont m1 = 100,

















































(b) r′ = 0.3
Fig. 3.15 – log EQM en fonction de log(n) pour le paramètre r′ (q1 = 1, q2 = 2)
À part dans quelques cas particuliers (petites tailles d’échantillon n et faibles valeurs du
coefficient de corrélation), le modèle basé sur les lois GBMu fournit les meilleures performances.
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(b) r′ = 0.3
Fig. 3.16 – log EQM en fonction de log(n) pour le paramètre r′ (q1 = 1, q2 = 5)
3.5.2 Détection de changements à l’aide d’images synthétiques et réelles
Lors de l’estimation des paramètres à partir d’images (synthétiques ou réelles), l’homogénéité
des données n’est pas vérifiée. En effet les fenêtres d’estimations peuvent contenir des mélanges
de pixels correspondant à des zones avec et sans changement. Ce phénomène pose alors un
problème de robustesse des méthodes d’estimations. Les courbes COR présentées figure 3.17
comparent les performances de détection obtenues pour les modèles de lois GBMu et GBMo sur
des images synthétiques multi-capteurs du même type que celles présentées au paragraphe 3.4.1,
pour des fenêtres d’estimation de taille n = 15× 15 et différents jeux de nombres de vues ((1, 2),
(1, 5) et (5, 9)). Ces simulations montrent que les lois GBMu sont moins robustes à ces problèmes
d’inhomogénéité que certaines lois GBMo. En effet les meilleures performances de détection sont
atteintes pour des lois GBMo dont les nombres de vue sont sous-estimés (en prenant le plus petit
des nombres de vue associés aux deux capteurs).
Lorsque la taille des fenêtres d’estimation est faible, le nombre de fenêtres contenant des
mélanges de pixels inhomogènes (pixels affectés par le changement ou non) diminue. La robus-
tesse aux inhomogénéités est alors moins cruciale. Les courbes COR obtenues sur les mêmes
images synthétiques que précédemment mais pour une taille de fenêtre d’estimation n = 5 × 5
sont présentées à la figure 3.18. Les meilleures performances de détection sont alors atteintes
par les lois GBMu.
Les résultats obtenus sur images synthétiques sont confirmés sur données réelles, comme le
montrent les courbes COR présentées aux figures 3.19 obtenues pour différentes tailles de fenêtre
d’estimation (n = 5×5, n = 9×9, n = 15×15) à partir des images ERS de Gloucester présentées
à la figure 2.14, p. 72. Les nombres de vue théoriques de ces images sont q1 = 1, q2 = 5. Les
performances obtenues pour la loi GBMu avec (q1, q2) = (1, 5) (notée “Mu”) sont comparées aux
performances obtenues pour des lois GBMo dont les nombres de vue sont 1, 3 et 5 (notées “Mo
1”, “Mo 3”, “Mo 5” respectivement). Il apparaît sur ces figures que les lois GBMu ont parfois de
moins bonnes performances que des lois de type GBMo. Ceci est probablement dû à un manque
de robustesse vis à vis des inhomogénéités, problème évoqué précedemment.
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(a) q1 = 1, q2 = 2












(b) q1 = 1, q2 = 5












(c) q1 = 5, q2 = 9
Fig. 3.17 – Courbes COR synthétiques pour une taille de fenêtre d’estimation n = 15 × 15











(a) q1 = 1, q2 = 2












(b) q1 = 1, q2 = 5












(c) q1 = 5, q2 = 9
Fig. 3.18 – Courbes COR synthétiques pour une taille de fenêtre d’estimation n = 5 × 5
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(a) n = 5 × 5















(b) n = 9 × 9















(c) n = 15 × 15
Fig. 3.19 – Courbes COR pour les images de Gloucester (q1 = 1, q2 = 5)
3.6 Estimation des nombres de vues équivalents
Les paramètres de forme q1 et q2 sont théoriquement connus, car ils correspondent aux
nombres de vues de chaque image. Cependant, cette hypothèse n’est pas vraiment valide, car
les images à traiter ont subies des pré-traitements afin d’être superposables. Le processus d’or-
thorectification, qui a été présenté p. 72, produit une modification des statistiques locales des
images. Les distributions des pixels sont toujours modélisées par des loi Gamma, mais les para-
mètres de forme de ces lois peuvent être différents. Les valeurs de ces paramètres de forme sont
appelés les nombre de vues équivalents (NVE).
Il est alors intéressant d’étudier les performances obtenues lorsque les NVE, i.e. les paramètres
de forme, sont estimés. Dans ce cas le vecteur des paramètres inconnus est θ = (m1, q1,m2, q2, r′)T.
De manière analogue au cas où les paramètres de forme q1 et q2 sont connus, les paramètres
sont estimés par la méthode d’inférence fonctionnelle par les marges (méthode FIM). On obtient
alors les deux étapes suivantes :
1. Estimation des moyennes m1 et m2 et des paramètres de forme q1 et q2 à partir des lois
marginales de Y1 and Y2. Cette estimation est effectuée en maximisant les vraisemblances
marginales l(Y1;m1, q1) et l(Y2;m2, q2) par rapport aux couples (m1, q1) et (m2, q2) respecti-
vement,
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2. Estimation du paramètre r′ en maximisant la vraisemblance jointe
l(Y; m̂1FIM, q̂1FIM, m̂2FIM, q̂2FIM, r
′)
par rapport à r′. Il faut noter que les moyennes m1 and m2 et les paramètres de forme q1
et q2 ont été remplacés dans la vraisemblance jointe par leurs estimatés obtenus dans la
première étape de la méthode FIM.
On trouve alors de façon classique à l’aide des propriétés des lois gamma univariées :
m̂1FIM = Y1, m̂2FIM = Y2, (3.24)
et q̂1FIM et q̂2FIM étant obtenus en maximisant les vraisemblances l(Y1;Y1, q1) et l(Y2;Y2, q2)
respectivement. L’estimation des paramètres de forme est cependant délicate et les mesures
de similarité dépendent fortement des valeurs estimées de ces paramètres. Dans les simulations
suivantes, les paramètres q̂1FIM et q̂2FIM ont été estimés sur des fenêtres de taille n = 31×31 plus
grandes que les fenêtres d’estimation utilisées pour les autres paramètres. De plus, la procédure
d’évaluation numérique rapide de la fonction de Horn Φ3 présentée à l’annexe D.2.2 nécessite que
les paramètres q2 et q1 soient entiers. Les valeurs des estimés de q1 et q2 ont donc été arrondies
à l’entier non nul le plus proche. Les cartes des nombres de vues équivalents obtenus pour les
images de Gloucester sont représentées sur la figure 3.20 Il apparaît déjà clairement sur ces
(a) Avant (b) Après
Fig. 3.20 – NVE estimés pour les images de Gloucester (n = 31 × 31)
cartes qu’une information sur les changements survenus entre les images est disponible à travers
les différences entre les NVE de chaque image. Ceci montre bien que les mesures de similarité
doivent prendre en compte les valeurs de ces NVE. Dans ce cas, la mesure d’indépendance du
χ2 n’est plus une fonction bĳective du coefficient de corrélation r, car elle dépend également des
paramètres q1 et q2. Par conséquent, le coefficient de corrélation r′ et la mesure d’indépendance
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du χ2 sont deux mesures de similarité distinctes pour lesquelles les performances de détection
seront différentes. Les cartes de détection obtenues pour les différentes mesures de similarité
étudiées lorsque la fenêtre d’estimation est de taille n = 15×15 sont présentées sur la figure 3.22.
Les cartes obtenues lorsque les NVE sont estimés sont dénommées “Correlation Mu" lorsque la
mesure de similarité est le coefficient de corrélation (fig. 3.22(a)), ou “χ2 Mu" lorsque la mesure
de similarité est la mesure de l’indépendance du χ2 (fig. 3.22(b)). La carte 3.22(c), dénommée
“Correlation Mo q = 1" est obtenue à partir du coefficient de corrélation estimé par maximum
de vraisemblance en supposant que les images ont le même nombre de vue égal à 1. Il a été
vu à la section précédente que les meilleurs résultats sont en effet obtenus pour cette mesure
lorsque les nombres de vues sont supposés uniformes sur toute l’image et de valeur fixée. Enfin
les cartes obtenues lorsque le coefficient de corrélation est estimé par la méthode des moments et
pour la mesure de similarité du “ratio edge" sont présentées respectivement aux figures 3.22(d)
et 3.22(e). Il faut noter que la mesure d’indépendance du χ2 n’étant pas une grandeur bornée














(a) n = 9 × 9














(b) n = 15 × 15
Fig. 3.21 – Courbes COR pour les images de Gloucester
contrairement aux autres mesures, la carte 3.22(b) a été seuillée afin que les contrastes soient
perceptibles.
Finalement, les performances de détection associées à ces cartes sont présentées à la figure
3.21 pour deux tailles de fenêtre d’estimation : n = 9 × 9 (fig. 3.21(a)) et n = 15 × 15. (fig.
3.21(b)). Il apparaît que pour les niveaux de fausses alarmes qui nous intéressent, par exemple
0.4 ≤ PFA ≤ 0.6, le détecteur basé sur la mesure de l’indépendance du χ2 lorsque les NVE sont
estimés fournit les meilleurs résultats, juste devant la mesure construite à partir du coefficient
de corrélation estimés par la méthode MV lorsque les images sont supposées monovues. Ceci
souligne l’intérêt du modèle des lois Gamma multivariées multi-capteurs pour la détection de
changement en imagerie RSO.
102
3.6. Estimation des nombres de vues équivalents
(a) Correlation Mu (b) χ2 Mu (c) Correlation Mo q = 1
(d) Correlation Moment (e) Ratio Edge (f) Masque
Fig. 3.22 – Cartes de détection pour les différentes mesures de similarités (n = 15 × 15)
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3.7 Conclusion
Une nouvelle famille de distributions basée sur des lois gamma multivariées (notées lois
GMMu) a été étudiée dans ce chapitre. Ces lois servent à modéliser les images RSO lorsque les
nombres de vues associés à ces images sont différents et, définissent ainsi un cadre statistique afin
d’étudier les propriétés de ces images. Des algorithmes d’estimation des paramètres de ces lois
reposant sur la méthode du maximum de vraisemblance, la méthode d’inférence fonctionnelle par
les marges et la méthode des moments ont été étudiés. Cette étude a montré que les estimateurs
du coefficient de corrélation de ces lois sont utiles pour la détection de changements sur des
images possédant des nombres de vues distincts.
L’estimation des paramètres des lois GMMu s’avère moins robuste aux inhomogénéités pré-
sentes dans les fenêtres d’estimation que les lois GMMo, même si ce résultat reste à vérifier sur
de “vraies" images multi-capteurs. Les algorithmes de détection de changements basés sur les lois
GMMu peuvent toutefois intervenir dans un deuxième temps afin d’améliorer les performances
de détection lorsqu’une carte de changement a déjà été obtenue pour une méthode donnée. Dans
ce cas, les fenêtres d’estimation pourront être adaptées en fonction de la carte de changement
afin de réduire le nombre de fenêtres comportant des pixels affectés et non affectés par un chan-
gement. Les mesures de similarités estimées grâce au modèle des lois GMMu pourront permettre
d’affiner la carte de détection initiale. Cette famille de loi a en outre le mérite de poser un cadre
statistique très précis permettant d’étudier avec finesse les images RSO. Ce modèle pourrait être
appliqué, par exemple, à des problèmes de classification lorsqu’une série d’images d’une même
scène est disponible.
Enfin, être capable de travailler sur des images dont les nombres de vues sont différents est
intéressant, non seulement lorsque les images ont été acquises par des capteurs différents, mais
aussi lorsque les capteurs sont identiques ou ont le même nombre de vues. En effet, en raison
des pré-traitements nécessaires afin de comparer les images, des différences entre les nombres
de vues équivalents de chaque image existent, même si les images ont été acquises par le même
capteur et sous un mode d’enregistrement similaire. Le modèle des lois GMMu permet alors
de prendre en compte ce phénomène, et permet de plus de mettre en œuvre des stratégies de
détection qui ont montré leur efficacité.
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La plupart des techniques d’imagerie visent à quantifier la réflectivité des objets présents dans
le champ de vision du système imageur. Ces systèmes se limitent souvent à l’analyse des niveaux
d’intensité lumineuse reçue. C’est en particulier le cas des systèmes d’imagerie RSO étudiées
dans les deux chapitres précédents. Pourtant, de nombreuses techniques d’imagerie telles que
l’échographie, l’imagerie par résonance magnétique ou justement l’imagerie RSO permettent
de mesurer d’autres grandeurs qui ne relèvent pas des seules propriétés radiométriques des
matériaux.
L’imagerie polarimétrique consiste à étudier l’état de la polarisation de la lumière reçue par
le système qui forme l’image. En effet, l’interaction de la lumière avec les surfaces diffusantes
des matériaux imagés influe sur son état de polarisation. Par conséquent, l’état de polarisation
de la lumière rétrodiffusée reflète les propriétés polarimétriques des éléments de la scène ima-
gée. L’information alors apportée peut s’avérer très pertinente pour caractériser un objet. Par
exemple, les matériaux métalliques dépolarisent moins la lumière que ceux en plastique, et en
général les objets manufacturés dépolarisent moins la lumière que le fond naturel (végétation,
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...) d’une scène. Aussi, contrairement à l’imagerie d’intensité classique, cette technique permet
de distinguer les éléments d’une scène dont les niveaux de réflectivité sont similaires mais dont
les propriétés polarimétriques diffèrent. Cette propriété est illustrée sur la figure 4.1 pour une
scène composée d’éléments en bois, métal et papier et illuminée par un laser. À cause de la faible
qualité de l’illumination, il est très difficile de distinguer les divers éléments, dont les niveaux
de réflectivité sont relativement similaires, sur l’image d’intensité 4.1(a). Les différents éléments
de la scène apparaissent néanmoins clairement à partir de l’analyse polarimétrique de la scène
présentée sur la figure 4.1(b). Pour ces raisons, l’imagerie polarimétrique tend à se répandre dans
(a) image d’intensité (b) image polarimétrique (degré de po-
larisation)
Fig. 4.1 – Images d’une scène composée d’éléments en bois, métal et papier illuminée par un
laser[BC00]
de nombreuses applications, en particulier dans les domaines de l’imagerie militaire, médicale
[JJN+99, JRL02], ou de la vision industrielle [Wol90, Wol94].
Ce chapitre se décompose en trois parties. La première partie expose brièvement le principe
de la polarimétrie dans le cas de l’imagerie active et cohérente, qui sera le cadre de notre étude.
La deuxième partie traite le cas de l’imagerie polarimétrique fort-flux, i.e. lorsque l’intensité
lumineuse de la lumière rétrodiffusée est suffisamment importante pour être mesurée directe-
ment.
La dernière partie est consacrée à l’étude de l’imagerie polarimétrique faible-flux, i.e. lorsque
les niveaux d’intensité de la lumière rétrodiffusée sont très faibles et ne peuvent plus être mesurés
directement. Ce cas oblige à considérer un bruit supplémentaire au phénomène de speckle, appelé
bruit de Poisson. Ce cas oblige à considérer la théorie semi-classique de l’optique où les mesures
correspondent aux nombres de photons détectés par des gamma-caméras. Ces nombres de pho-
tons collectés sont alors distribuées selon des lois de Poisson mélangées multivariées (LPMM)




Par opposition à l’imagerie passive où l’on analyse la lumière naturelle diffusée par la scène,
l’imagerie active consiste à illuminer la scène. On peut ainsi parfaitement contrôler les propriétés
radiométriques et polarimétriques de la lumière incidente. L’analyse de la lumière rétrodiffusée
permet alors de déterminer l’influence précise des matériaux pour une lumière incidente don-
née. Par ailleurs, on considère dans notre étude que la source d’émission est cohérente, comme
c’est le cas avec un laser. L’intérêt du laser, qui émet une onde quasi-monochromatique, est de
produire des faisceaux lumineux très directifs, permettant d’imager à longue distance. Sous ces
conditions, le champ électrique E de la lumière peut être modélisé par une onde plane quasi-






où x et y représentent respectivement les vecteurs unitaires des axes horizontaux et verticaux ,
et ν la fréquence centrale de l’onde. L’état de polarisation de la lumière est caractérisé par les
amplitudes et les déphasages respectifs des termes complexes Ax et Ay. Le vecteur A = (Ax,Ay) ∈
C2, appelé le vecteur de Jones permet donc de décrire l’état de polarisation de la lumière. Une
représentation équivalente de ce vecteur complexe est le vecteur réel S = (S0,S1,S2,S3)T ∈ R4,
défini comme :
S0 = |Ax|2 + |Ay|2,












où <(z) et =(z) désignent respectivement la partie réelle et la partie imaginaire du complexe
z, et où z∗ est le conjugué de z. Le vecteur S obtenu est appelé le vecteur instantané de Stokes
[Bro98, p. 102]. Ce vecteur contient toutes les informations sur l’état de polarisation du champ
électrique E défini à l’équation (4.1), exceptée la phase absolue du champ qui est sans intérêt
pour l’étude polarimétrique. Par conséquent, la mesure de ce vecteur permet de déterminer l’état
de polarisation de la lumière.
4.1.1 Principe d’un système imageur en imagerie polarimétrique cohérente
Le schéma présenté sur la figure 4.2 illustre le principe de l’imagerie polarimétrique cohérente
[BC00, Fad06]. La lumière est ici émise par un laser qui illumine la scène d’intérêt. Le lumière
rétrodiffusée est alors captée par un télescope qui la concentre et la dirige vers des capteurs
CCD. Deux ensembles d’analyseurs optiques, composés chacun d’un retardateur (ou déphaseur)
et d’un polariseur, sont intercalés sur les chemins optiques des ondes incidentes et rétrodiffusées.
Le premier permet de contrôler l’état de polarisation de la lumière incidente. Le second celui de
la lumière rétrodiffusée juste avant qu’elle ne soit mesurée par le capteur. Afin de mesurer les
propriétés de la lumière rétrodiffusée pour une onde incidente donnée, quatre mesures d’intensités
I1, I2, I3, I4 de la lumière rétrodiffusée sont nécessaires et suffisantes [Bro98, p. 340–341] :
• I1 est obtenue pour une polarisation suivant la direction horizontale
• I2 est obtenue pour une polarisation suivant la direction verticale
• I3 est obtenue pour une polarisation de pi/4 par rapport à l’axe horizontal
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Fig. 4.2 – Principe d’un système imageur pour l’imagerie polarimétrique cohérente [BC00,
Fad06].
• I4 est obtenue en retardant la lumière rétrodiffusée de pi/2, puis pour une polarisation de
pi/4 par rapport à l’axe horizontal
Avec le formalisme des vecteurs et des matrices de Jones, les matrices de polarisation sont des







θ étant l’angle entre la direction du polariseur et l’axe horizontal. De même, la matrice de Jones
correspondant à un retardateur (ou un déphaseur) quart d’onde (i.e. qui retarde la phase de







Les intensités I1, I2, I3, I4 sont alors les normes au carré (pour la norme issue du produit scalaire
hermitien : 〈z, y〉 = z†y ∀z, y ∈ C2 où z† est la transposée du conjugué du vecteur z) des


























































On trouve finalement l’expression suivante des intensités :









Le vecteur des intensités I = (I1, I2, I3, I4)T et le vecteur instantané de Stokes introduit à l’équa-
tion (4.2) sont donc liés par une application linéaire et inversible. Par conséquent, la mesure du
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vecteur I permet de caractériser l’état de polarisation de la lumière. Dans la suite dans ce cha-
pitre, on travaillera de préférence à partir du vecteur des intensités plutôt qu’à partir du vecteur
de Stokes. Les images d’intensité acquises par le système imageur correspondent en définitive aux
quatre composantes du vecteur I. Remarquons que les quatre mesures correspondant au vecteur
I caractérisent l’interaction d’un matériau pour une polarisation donnée de la lumière incidente.
Comme nous venons de le voir, un champ électrique de polarisation quelconque est caractérisé
par les quatre intensités données à l’équation (4.3) obtenues pour quatre polarisations distinctes
de champ. Aussi faudrait-il, afin d’être exhaustif, effectuer 16 mesures d’intensité (4 mesures
d’intensité de l’onde rétrodiffusée pour chacune des 4 polarisations de l’onde incidente) pour
déterminer l’interaction d’un matériau avec un champ électrique quelconque13. Dans la suite de
ce chapitre, nous nous restreindrons cependant à l’étude de la polarisation du champ électrique
rétrodiffusé pour un champ incident donné.
4.1.2 Lumière totalement polarisée
Lorsque les termes Ax et Ay sont déterministes, on parle alors de lumière totalement pola-
risée. Les deux composantes horizontales et verticales, du champ électrique E évoluent dans ce
cas de manière proportionelle au cours du temps. Une manière classique de représenter l’état de
polarisation de la lumière consiste alors à projeter dans le plan transverse (O, x, y) la trajectoire
au cours du temps de l’extrémité du vecteur E. En raison de la relation de proportionnalité entre
les termes Axe−2ipiνt et Aye−2ipiνt, on obtient la trajectoire elliptique présentée sur la figure 4.3.
L’angle Ψ ∈ [0, pi[ représente le décalage de l’ellipse de polarisation par rapport à l’axe horizon-
tal, tandis que l’angle χ ∈ [−pi/4, pi/4[ caractérise son ellipticité. On peut faire les remarques
suivantes :
– lorsque χ = ±pi/4, i.e. lorsque les complexes Ax et Ay ont le même module et ont une
différence de phase égale à ±pi/2, l’ellipse de polarisation devient un cercle et l’on parle de
polarisation circulaire.
– lorsque χ = 0, i.e. lorsque les complexes Ax et Ay ont la même phase, l’ellipse de polarisation
se réduit à une ligne et l’on parle donc de polarisation rectiligne.
4.1.3 Lumière partiellement polarisée
Lorsqu’on s’intéresse à des milieux diffusants, la lumière que l’on doit étudier présente souvent
une polarisation partielle. Dans ce cas, la représentation déterministe introduite à la section
précédente ne suffit plus, et les composantes Ax et Ay du vecteur de Jones sont modélisées par
des variables aléatoires.
Matrice de polarisation et degré de polarisation
Matrice de polarisation : Désormais, les variables aléatoires Ax et Ay ne sont plus pro-
portionnelles car elles ne sont en général pas totalement corrélées. Afin d’étudier l’évolution de
ces variables aléatoires complexes, une approche classique en polarimétrie [Bro98, p. 107] est de
13Cette étude correspondrait à déterminer la matrice de Mueller, notée M, d’un matériau [Hua94, p. 127].
Les matrices de Mueller sont en effet des matrices réelles de dimension 4 × 4 permettant de modéliser toutes
les transformations linéaires subies par un champ électrique quelconque lors de son interaction avec un milieu
diffusant. On a alors la relation : Sout =MSin où Sin et Sout sont respectivement les vecteurs de Stokes des champs
incident et émergent.
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Fig. 4.3 – Ellipse de polarisation du champ électrique E (diagramme de Lissajous)
considérer que le vecteur aléatoire de Jones A = (Ax,Ay)T est centré et d’étudier alors la matrice













] = ( a1 a3 + ia4a3 − ia4 a2
)
(4.4)
où a1, a2, a3 et a4 sont des réels tels que la matrice de covariance soit semi-définie positive :
a1 ≥ 0, a2 ≥ 0,
a1a2 ≥ a23 + a24.
(4.5)
La matrice ainsi obtenue est appelée la matrice de polarisation, ou encore matrice de cohérence.
Les propriétés statistiques du champ électrique sont donc étudiées à partir de ses moments
d’ordre deux. Par construction, la matrice de polarisation Γ est une matrice hermitienne (i.e.
Γ = Γ†) semi-définie positive et admet donc deux valeurs propres réelles positives. Lorsque
cette matrice admet une valeur propre nulle, les variables complexes Ax et Ay sont totalement
corrélées. Dans ce cas, la lumière est totalement polarisée. Par exemple :





, alors le champ électrique est totalement polarisé et admet une polarisation
rectiligne suivant la direction horizontale,





, alors le champ électrique est totalement polarisé et admet une polarisation
circulaire.
De plus, la trace de la matrice de la polarisation Γ correspond à l’intensité totale moyenne du
champ électrique. Cette grandeur représente donc la réflectivité des matériaux imagés lorsqu’au-
cune polarisation n’est effectuée sur la lumière rétrodiffusée. Enfin, lorsque les paramètres a3 et
a4 sont nuls, les composantes complexes Ax et Ay du vecteur de Jones sont décorrélées, et la
dépolarisation est uniquement due aux diffférences entre les amplitudes de ces composantes.




Degré de polarisation : Puisque la lumière peut être partiellement polarisée, il devient
nécessaire de définir une grandeur quantifiant son niveau de polarisation. La matrice Γ étant
hermitienne et semi-définie positive, elle admet des valeurs propres réelles et positives notées




, ou de manière équivalente P =
√
1 − 4det (Γ)
tr (Γ)2
. (4.6)
Le degré de polarisation P est donc une grandeur comprise dans l’intervalle [0, 1] :
– si P = 1 alors la lumière est totalement polarisée (on retrouve bien dans ce cas que la
matrice de polarisation Γ possède une valeur propre λ2 nulle et donc que les v.a. complexes
Ax et Ay sont proportionnelles)
– si P = 0, on parle de lumière totalement dépolarisée
– si 0 < P < 1, on parle de lumière partiellement polarisée
Par la suite, nous travaillerons avec le degré de polarisation (DdP) au carré, noté P2, qui est
une mesure équivalente au degré de polarisation, puisque les deux grandeurs sont liées par une
transformation bĳective, et qui a le mérite d’avoir une expression plus simple. Avec les notations
introduites à l’équation (4.4), il vient :





Il est important de noter que le degré de polarisation ne caractérise pas entièrement la matrice
de polarisation du champ électrique. En effet, si l’on note
Ω =
{
(a1, a2, a3, a4) ∈ R4 | a1, a2 ≥ 0 et a1a2 ≥ a23 + a24
}
(4.8)
l’ensemble des valeurs admissibles des éléments de la matrice Γ, on remarque que la fonction
(a1, a2, a3, a4) ∈ Ω 7→ P2
n’est pas injective. Cependant, le degré de polarisation a le mérite d’être une mesure scalaire
simple qui s’avère suffisante pour caractériser les éléments d’une scène dans la plupart des
problèmes de polarimétrie.
Phénomène de speckle
Le phénomène de speckle a déjà été introduit à la section 2.1.1 (p. 49) pour un champ
électrique scalaire et donc totalement polarisé. Ce phénomène explique le comportement aléatoire
de l’amplitude du champ électrique en imagerie cohérente. Il a été montré à la section 2.1.1 que
sous les hypothèses de speckle pleinement développé, le champ scalaire est distribué suivant une
loi gaussienne complexe circulaire.
Comme dans le cas de l’imagerie RSO, les hypothèses de speckle pleinement développé seront
supposées vérifiées dans notre étude de l’imagerie polarimétrique. Le résultat trouvé pour un
champ scalaire, se généralise alors au cas d’un champ vectoriel. On rappelle au préalable la
définition d’un vecteur gaussien complexe circulaire (voir [Pic93, section 4.6] pour une discussion
détaillée sur le sujet) :
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Définition 4.1.1. Soit un vecteur aléatoire complexe Z ∈ Cd. On note respectivement X et Y
























] = (CX,X CX,YCTX,Y CY,Y
)
.
Le vecteur aléatoire complexe Z ∈ Cd est distribué suivant une loi gaussienne complexe circulaire
si U ∈ R2d est un vecteur gaussien centré et si les sous-matrices CX,X, CY,Y et CX,Y de la matrice
de covariance CU vérifient les conditions :
CX,X = CY,Y, et CTX,Y = −CX,Y.
Finalement, on obtient le résultat suivant dans le cas d’un champ électrique vectoriel [Goo06].
Proposition 4.1.1. Sous les hypothèses de speckle pleinement développé, le vecteur de Jones
A = (Ax,Ay)T ∈ C2 est distribué suivant une loi gaussienne complexe circulaire bivariée.
Une conséquence de ce résultat est que la loi du vecteur de Jones A est entièrement ca-
ractérisée par sa matrice de covariance complexe qui est par définition (voir (4.4)) la matrice




)T ∈ R4 est un vecteur gaussien centré dont la matrice





a1 a3 0 −a4
a3 a2 a4 0
0 a4 a1 a3
−a4 0 a3 a2
 . (4.9)
En définitive, l’étude de la polarimétrie du champ électrique se ramène à l’estimation du
degré de polarisation P2 sous l’hypothèse que le vecteur de Jones A est un vecteur gaussien
complexe circulaire de matrice de covariance Γ.
4.2 Imagerie polarimétrique “fort-flux"
On suppose dans cette section que les niveaux d’intensité sont suffisamment élevés pour
que le vecteur I des intensités, introduit à l’équation (4.3), puisse être mesuré directement.
Comme cela a été expliqué précédemment, ce vecteur permet de caractériser entièrement l’état
de la lumière. Cependant, en raison de la modélisation statistique de la lumière partiellement
polarisée, il devient nécessaire d’étudier les propriétés statistiques de ce vecteur afin de pouvoir
estimer les éléments de la matrice de polarisation. Bien que quatre mesures d’intensités, et donc
quatre images, soient nécessaires pour estimer de façon exhaustive la matrice de polarisation Γ,
le degré de polarisation peut être estimé à partir d’un nombre réduit de mesures. Les intérêts
d’une telle démarche sont multiples :
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– réduction du matériel, de son encombrement et du coût du système imageur
– réduction du temps d’acquisition
L’estimation du degré de polarisation par une méthode des moments basée sur deux images d’in-
tensité a par exemple été récemment étudiée [Fad06, RR06]. Bien sûr, la réduction du nombre
de mesures entraîne également une diminution des performances d’estimation par rapport au
cas où quatre images sont disponibles. Il est donc important d’obtenir des estimateurs perfor-
mants afin que ces méthodes basées sur un nombre réduit d’image soient opérationnelles. Cette
section étudie des méthodes d’estimation par maximum de vraisemblance. Les estimateurs du
maximum de vraisemblance ont en effet de bonnes propriétés, comme l’efficacité et la normalité
asymptotique, sous des conditions de régularité assez faibles. Les performances des estimateurs
ainsi obtenus seront comparées à celles obtenues pour des méthodes de moments.
4.2.1 Distribution du vecteur des intensités
La transformée de Laplace du vecteur des intensités I peut facilement être obtenue en consi-
dérant la matrice aléatoire complexe S = AA† où A est le vecteur de Jones et, où (si, θi) ∈ R2
pour tout i = 1, ..., 4. Un résultat classique [Goo63, GLM03] dû au fait que le vecteur de Jones
A est distribué suivant la loi gaussienne circulaire complexe de matrice de covariance Γ, est que
la matrice aléatoire S suit une loi de Wishart complexe dont la transformée de Laplace est :
LS(θ) = E [exp [−trace(Sθ)]] = |I2 + Γθ|−1, (4.10)
où I2 est la matrice identité de R2×2 et θ une matrice 2 × 2 telle que Γ−1 + θ soit une matrice
hermitienne définie positive. En utilisant les notations suivantes :
S =
(
s1 s3 + is4










θ1 θ3 + iθ4




trace(Sθ) = s1θ1 + s2θ2 + 2s3θ3 + 2s4θ4.
En outre, le vecteur des intensités I et le vecteur aléatoire s = (s1, ..., s4)T sont liés par une
transformation linéaire bĳective, puisque d’après l’équation (4.3) :
s =

1 0 0 0
0 1 0 0
−1/2 −1/2 1 0
−1/2 −1/2 0 1
 I =MI, (4.11)
Les équations (4.10) et (4.11) permettent d’obtenir l’expression suivante de la transformée de







 = 1P(θ) , (4.12)
où P(θ) est le polynôme affine suivant :
P(θ) = 1 +mTθ + k [2θ1θ2 + θ3θ4 + (θ1 + θ2)(θ3 + θ4)] , (4.13)
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le vecteur m ∈ R4 et le scalaire k ∈ R étant des termes qui dépendent des paramètres réels















(a1a2 − a23 − a24).
(4.14)
On reconnaît finalement la transformée de Laplace d’une loi Gamma multivariée, d’après la
définition 1.3.2 (p. 29).
Proposition 4.2.1. Sous les hypothèses de speckle pleinement développé, le vecteur des intensi-
tés I = (I1, I2, I3, I4)T est distribué selon une loi Gamma multivariée de paramètres : le paramètre
de forme q = 1 et le polynôme affine P introduit aux équations (4.13) et (4.14).
Les sous-vecteurs de I sont donc eux aussi distribués suivant une loi Gamma multivariée (voir
proposition 1.3.1, p. 30), et l’on obtient grâce à l’expression de la transformée de Laplace mul-
tivariée (4.12), les lois marginales univariées des intensités :
















et le vecteur m défini à l’équation (4.14) correspond à la moyenne du vecteur I. Une autre
constatation directement obtenue à partir de l’expression transformée de Laplace (4.12) est que
le degré de polarisation, qui dépend des variables a1, a2 et ρ = a23 + a
2
4 d’après l’équation (4.7),
peut être estimé à partir de seulement 2 ou 3 images. En effet, les expressions des transformées
de Laplace des sous-vecteurs de I (la transformée de Laplace du couple (I1, I2)T est par exemple
déduite de LI(θ) en posant θ3 = θ4 = 0) montrent que le vecteur des paramètres (a1, a2, ρ)T est
identifiable pour les lois des marges suivantes :
– le couple (I1, I2)T,
– les triplets (I1, I2, I3)T et (I1, I2, I4)T.
Ces marges sont par ailleurs les seules, avec le vecteur I = (I1, I2, I3, I4)T, pour lesquelles le vecteur
(a1, a2, ρ)T, et donc le degré de polarisation, sont identifiables.
4.2.2 Estimation de la matrice de polarisation et du DdP
On suppose dans cette section que l’on dispose d’un échantillon empirique de n réalisations
I1, . . . , In (en pratique ces réalisations correspondent aux pixels appartenant à la fenêtre d’es-
timation, sous les hypothèses habituelles de stationnarité et d’ergodicité). Les estimateurs du
degré de polarisation (DdP) obtenus par la méthode du maximum de vraisemblance et par des
méthodes de moments sont alors étudiés et comparés lorsque 4, 3 où seulement 2 images sont
disponibles. Ces estimateurs sont obtenus pour des images monovue (q = 1), mais les résul-
tats présentés s’étendent sans difficulté lorsque plusieurs vues de chaque image d’intensité sont
moyennées.
Cas à quatre images
Dans ce cas, les quatre images d’intensité correspondent aux réalisations du vecteur I =
(I1, I2, I3, I4)T ∈ R4. La transformée de Laplace (4.12) indique que le vecteur des paramètres
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a = (a1, a2, a3, a4) est alors identifiable, et il donc possible d’estimer la matrice de polarisation
Γ. Dans le but d’obtenir une expression des estimateurs du maximum de vraisemblance de ces
paramètres, on démontre dans cette section que la loi du vecteur I décrit une famille exponentielle
naturelle.
Afin d’étudier les propriétés de la loi du vecteur I, on s’intéresse à la loi du vecteur de Jones
A = (Ax,Ay)T à partir duquel est construit I. En raison des hypothèses de speckle pleinement
développé, le vecteur réel U =
(
<(Ax),<(Ay),=(Ax),=(Ay)
)T ∈ R4 est un vecteur gaussien dont








où CU est la matrice de covariance présentée à l’équation (4.9). En remarquant :

























où A et B sont des matrices réelles 2 × 2 respectivement symétrique et antisymétrique. Il est
montré en annexe D.3.1 que si une matrice inversible est dans H, son inverse aussi. Or la matrice
de covariance CU appartient à l’espace vectoriel H d’après la section 4.1.3. C’est donc également
le cas de la matrice θ = − 12C−1U . Mais, d’après la définition donnée à l’équation (4.3) du vecteur
I, on obtient en notant V = UUT :




1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
, B2 =

0 0 0 0
0 1 0 0
0 0 0 0

































Les matrices B1,B2,B3,B4 forment une famille libre des matrices de R4×4 et appartiennent de
plus à l’espace vectoriel H de dimension 4. Ces matrices forment donc une base de H, et la
matrice θ peut être décomposée comme suit :
θ = θ1B1 + θ2B2 + θ3B3 + θ4B4,
où les paramètres θ1, θ2, θ3 et θ4 sont des scalaires réels. Finalement, la mesure associée à la loi





 det(−θ)1/2pi2 ν(dI), (4.16)
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où la mesure ν est l’image de la mesure de Lebesgue sur R4 par l’application φ : R4 → R4+
définie par φ(U) = I (notons que cette mesure n’est pas concentrée sur un hyperplan affine,
sinon les composantes du vecteur I seraient liées par une combinaison affine, ce qui n’est pas le
cas). D’après la définition des familles exponentielles naturelles donnée à la section B.1, p. 158,
on obtient le résultat suivant14 :
Théorème 4.2.2. La loi du vecteur I décrit une famille exponentielle naturelle sur R4 dont le
paramètre −θ appartient à l’ensemble ouvert des matrices définies positives de H (qui est non
vide puisque toutes les matrices réelles diagonales 4×4 dont les éléments sont strictement positifs
sont dans cet ensemble).
En raison de ce résultat et du théorème B.6.3, l’estimateur du maximum de vraisemblance







et cet estimateur est sans biais et efficace. Mais d’après l’équation (4.11), le vecteur des moyennes
m = (m1,m2,m3,m4)T et le vecteur des paramètres a = (a1, a2, a3, a4)T de la matrice de polarisation
Γ sont liés par la transformation linéaire bĳective suivante :
a =Mm.
Le principe d’invariance fonctionnelle assure alors que l’EMV du vecteur a est :
âMV =Mm̂MV. (4.18)
Cet estimateur est également sans biais et efficace, puisqu’il se déduit de l’estimateur m̂ML par
une transformation linéaire. Il est important de remarquer que l’EMV ainsi obtenu correspond
à l’estimateur classique en imagerie polarimétrique [Bro98, p. 340] obtenu par la méthode des
moments (voir aussi [Réf02, p. 237] pour une démonstration de ce résultat par une approche
différente). Les résultats démontrés dans cette section permettent d’affirmer que cet estimateur
des éléments de la matrice de polarisation Γ est optimal dans le sens où il est non biaisé et
efficace. En outre, la borne de Cramer-Rao peut être facilement obtenue puisqu’elle correspond









où cov (I) est la matrice de covariance du vecteur I. La matrice cov (I) se calcule sans difficulté
grâce à l’expression des moments d’une loi Gamma bivariée donnée à l’équation (1.23) (p. 18)
puisque chaque couple (Ii, I j), pour tout 1 ≤ i < j ≤ 4, suit une loi Gamma bivariée dont les



















a1a3 a2a3 c3,3 a3a4
a1a4 a2a4 a3a4 c4,4
 , (4.19)
14On pourrait déterminer l’expression analytique explicite de la loi du vecteur I en effectuant le changement de
variable. Cependant cette expression n’est pas utile pour la suite de l’étude, le fait que ces lois appartiennent à
une FEN étant suffisant.
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où c3,3 = (a1a2 + a23 − a24)/2 et c4,4 = (a1a2 − a23 + a24)/2.
Finalement les estimateurs ainsi obtenus sont remplacés dans l’expression (4.7) du degré de
polarisation afin d’obtenir l’estimateur du maximum de vraisemblance de P2 :
P̂24 = 1 −
4
[̂




où âi est la i-ème composante du vecteur âMV pour i = 1, . . . , 4. Il faut noter que l’estimateur
ainsi obtenu du DdP est a priori biaisé (ce qui sera confirmé dans les simulations). Néanmoins,
d’après les propriétés des EMV, cet estimateur est asymptotiquement non biaisé et efficace. La
variance asymptotique de P̂24, qui correspond donc à la borne de Cramer-Rao du paramètre P
2,















4a1a2 − a22 − 2a23 − 2a24(a1 + a2)3 , 4a1a2 − a
2









est le gradient de la fonction de g4 : a 7→ g4(a) = P2. L’expression (4.20) permet de remarquer
que la variance asymptotique de P̂24 ne dépend des valeurs des paramètres a1, a2, a3 et a4 qu’à
travers la valeur du degré de polarisation au carré P2. La variance asymptotique de P̂24 est donc
une fonction de P2 qui, en outre, est maximale lorsque P2 = 1/3.
Cas à trois images
On suppose dans ce cas que les 3 images d’intensité correspondent aux réalisations du vecteur
I˜ = (I1, I2, I3)T (le cas où I˜ = (I1, I2, I4)T se traite de manière totalement symétrique en échangeant
les variables I3 et I4 ainsi que les paramètres a3 et a4 dans les expressions trouvées). L’étude de
ce cas est motivée par le fait que le vecteur aléatoire des quatre intensités I = (I1, I2, I3, I4)T est
concentré sur la frontière d’un cône. Un calcul direct à partir de l’expression (4.3) montre en
effet que ce vecteur vérifie15 :
(I1 + I2)2 − (I1 − I2)2 −
(




I4 − I1 + I22
)2
= 0, (4.22)
et donc la loi de ce vecteur est singulière car concentrée sur ce cône. En conséquence, lorsque le
vecteur aléatoire I˜ = (I1, I2, I3)T est connu, la v.a. I4 n’admet que 1 ou 2 valeurs possibles suivant
la valeur de I˜ = (I1, I2, I3)T. En notant
∆ =
√
(I1 + I2)2 − (I1 − I2)2 − (I3 − (I1 + I2)/2)2,
15On retrouve en fait une propriété bien connue du vecteur instantané de Stokes S = (S0,S1,S2,S3)T introduit à
l’équation (4.2), ce vecteur se déduisant du vecteur I = (I1, I2, I3, I4)T par une transformation linéaire. Ce vecteur
est en effet concentré sur le cône d’équation S20 = S21 + S22 + S23. Ce résultat est valide pour une image monovue
(q = 1) mais ne l’est cependant plus pour une image multivues (q > 1).
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Il est donc légitime de penser que la quatrième image d’intensité I4 n’apporte que peu d’infor-
mation pour estimer les propriétés polarimétriques de la lumière lorsque le vecteur I˜ est connu.
La transformée de Laplace du vecteur I˜ s’obtient à partir de la formule (4.12) en posant


















où θ˜ = (θ1, θ2, θ3)T. Les paramètres identifiables dans ce cas sont donc a1, a2, a3 et a24. On
constate cependant que le paramètre a4 ne peut plus être estimé qu’au signe près puisque seule
la grandeur a24 est observable. Le vecteur des paramètres inconnus à estimer est donc dans cette
section η = (a1, a2, a3, a24).
Méthode du maximum de vraisemblance : Un résultat intéressant est que la densité de
la loi du vecteur I˜ = (I1, I2, I3)T peut être déterminée. En effet, Letac et Wesolowski [LW07] ont
récemment étudié les lois définies sur Rn dont les transformées de Laplace sont de la forme :
L(θ) =
[
1 + 2cTθ + v(θ)
]−q
,
où q > 0, c ∈ Rn et v(θ) est une forme quadratique sur Rn. Les conditions pour lesquelles ces
lois existent ont ainsi été déterminées et, une expression analytique explicite de leurs densités
de probabilité a été calculée lorsque la loi n’est pas singulière. En posant alors n = 3, q = 1,
c = 12 (m1,m2,m3)
T, et v(θ˜) = k [2θ1θ2 + θ1θ3 + θ2θ3], on obtient grâce à leur résultat, que la loi
du vecteur I est régulière (i.e. absolument continue par rapport à la mesure de Lebesgue sur R3)



















où IΩ(·) est la fonction indicatrice sur le cône Ω,





= (I1 + I2)2 − (I1 − I2)2 − (I1 + I2 − 2I3)2,
Ω =
{˜
I ∈ R3; v′(˜I) > 0
}
,
et fq(z) est la fonction introduite à l’équation (1.32) (p. 21) qui intervient notamment dans
l’expression de la densité de la loi Gamma bivariée.
L’EMV à partir de trois images du vecteur η = (a2, a2, a3, a24)
T peut être obtenu à l’aide des
propriétés des familles exponentielles naturelles et de l’étude du gradient de la log-vraisemblance.
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où les âi sont les EMV des paramètres ai, pour 1 ≤ i ≤ 3, définis à l’équation (4.18) dans le cas à
quatre images. Nous avons montré que ces estimateurs sont efficaces pour la loi du vecteur I =
(I1, I2, I3, I4)T. Ces EMV sont donc également efficaces pour la loi du sous vecteur I˜ = (I1, I2, I3)T.
L’estimation du paramètre a24 se révèle plus délicate puisqu’il n’existe pas d’expression analytique
simple de cet estimateur. En conséquence, cet estimateur est obtenu numériquement en calculant





































où d̂ = â1 â2 − â23. Cette racine peut être calculée à l’aide d’une méthode de type Newton-
Raphson, et l’on observe dans les simulations que l’algorithme converge vers la racine après peu
d’itérations.
D’après le principe d’invariance fonctionnelle, l’EMV à trois images du degré de polarisation
a finalement pour expression :
P˜23 = 1 −
4
[̂




où a˜24 est la racine de l’équation non linéaire (4.25). Les propriétés asymptotiques des estimateurs
du maximum de vraisemblance assurent finalement que la matrice de covariance asymptotique
des EMV du vecteur des paramètres inconnus η = (a1, a2, a3, a24)
T correspond à la borne de




Il n’est cependant pas possible d’obtenir une expression analytique simple de cette matrice à
cause du terme log f 1
2
qui intervient dans l’expression de la log-densité. Comme cela a déjà
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où le vecteur aléatoire Xk est distribué suivant la loi Gamma trivariée dont la densité est définie
à l’équation (4.23) et N est le nombre de tirages. La variance asymptotique de l’estimateur P˜23








où G3 est le gradient de la fonction η = (a1, a2, a3, a24) 7→ P2 :
G3 =
4a1a2 − a22 − 2a23 − 2a24(a1 + a2)3 , 4a1a2 − a
2









Méthode des Moments : Afin d’apprécier les performances de l’EMV obtenu ci-dessus, on
étudie un estimateur reposant sur la méthode d’estimation classique des moments. Lorsque les
trois intensités observées sont I1, I2 et I3, un estimateur des paramètres a1, a2, a3 et a24 peut être
obtenu à partir des moments d’ordre 1 et 2 suivants :
E [I1] = a1, E [I2] = a2, E [I3] =
1
2
(a1 + a2) + a3, (4.26)
E [I1I2] = a1a2 + a23 + a
2
4, (4.27)










Les estimateurs de a1, a2 et a3 se déduisent directement des équations ci-dessus :
(˜a1, a˜2, a˜3)T = (̂a1, â2, â3)T.
On retrouve ainsi les estimateurs du maximum de vraisemblance des paramètres obtenus pour
3 ou 4 images. Le paramètre a24 peut être estimé à partir des équations (4.27), (4.28) et (4.29).
Comme le système est surdéterminé, il est judicieux de pondérer chaque équation en fonction
de la covariance des moments estimés, comme cela est expliqué ci-dessous.
Supposons par exemple que la moyenne de I3 soit grande par rapport aux moyennes de I1 et
I2. La variance des termes I1I2 et I1I3 sera d’après notre modèle bien plus grande que celle de I1I2.
Prendre le même poids pour les équations (4.27), (4.28) et (4.29) pénalisera alors l’estimation
par rapport à une méthode où seule l’équation (4.27) du moment E [I1I2] est prise en compte.
Afin de contourner cette difficulté, une méthode de moindres carrés non linéaires (MCNL) a été
étudiée dans [PF89]. En notant
f (a) = (E [I1I2] ,E [I1I3] ,E [I2I3])T ,
sn les moments empiriques associés à f et C(a) la matrice de covariance suivante :
C(a) = ncov(sn),
L’estimateur de a24 pour la méthode MCNL est défini par :
a˜24Mo = argminx>0
(˜ f (x) − sn)TC˜(x)−1(˜ f (x) − sn),
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où f˜ (x) = f (˜a1, a˜2, a˜3, x) et C˜(x) = C(˜a1, a˜2, a˜3, x). Comme il n’existe pas d’expression simple du
critère à minimiser, le calcul numérique de a˜23Mo est effectué à l’aide d’une méthode de gradient
de type Levenberg-Marquardt. On obtient finalement l’estimateur du DdP suivant :
P˜23 Mo = 1 −
4
[̂




Il est finalement intéressant de noter qu’on peut obtenir la borne inférieure de la variance asymp-
totique de tout estimateur de P2, obtenu par une méthode de moments, à partir des moments
introduits dans le système (4.26) (le lecteur est invité à consulter [PF89] pour plus de détails).
Cas à deux images
Le cas à deux images correspond à l’étude de la loi du couple I = (I1, I2)T dont la transformée
de Laplace est :
LI(θ1, θ2) =
[
1 + a1θ1 + a2θ2 + (a1a2 − a23 − a24)θ1θ2
]−1
,
On se ramène donc à l’estimation des paramètres d’une loi Gamma bivariée. D’après l’expression
(1.23) (p. 18) des moments de ces lois, les moyennes sont a1 et a2 et le coefficient de corrélation
entre les marges est r = (a23 + a
2
4)/(a1a2). Cette loi peut être reparamétrée de façon équivalente
par le vecteur η = (a1, a2, ρ)T où ρ = a23 + a
2
4 est le paramètre de covariance.
Méthode du maximum de vraisemblance L’estimation par maximum de vraisemblance
des paramètres d’une loi Gamma bivariée a déjà été étudiée à la section 2.2.1, p. 57. Les EMV a1
et a2 des paramètres a1 et a2 sont les moyennes empiriques et correspondent donc aux estimateurs
obtenus pour 3 et 4 images :
a1 = â1,
a2 = â2,
D’après le principe d’invariance fonctionnelle, l’EMV ρ du paramètre de covariance ρ est :
ρ = â1â2r,
où l’EMV du coefficient de corrélation r est la racine de l’équation non linéaire (2.12). Finalement,
l’EMV du DdP est :
















où G2 est le gradient de la fonction η = (a1, a2, ρ)T 7→ P2 :
G2 =








et F−12 est la matrice d’information de Fisher pour le vecteur des paramètres η = (a1, a2, ρ)
T.
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Méthode des moments Cette méthode d’estimation a été étudiée dans [RR06, RFR07a] afin
d’estimer le degré de polarisation à partir de seulement 2 images. Les estimateurs des paramètres
du vecteur η sont obtenus à partir des moments d’odre 1 et 2 suivants :
E [I1] = a1, E [I2] = a2, (4.31)
E [I1I2] = a1a2 + ρ, (4.32)
Le système obtenu n’est pas dans ce cas surdéterminé, et les estimateurs s’obtiennent directe-
ment. L’équation (4.31) démontre :
(a1, a2)
T = (̂a1, â2)T,
Ces estimateurs sont donc les mêmes que ceux obtenus par maximum de vraisemblance. L’esti-











et l’estimateur du DdP a pour expression :



























2 + 4a1a2ρ + 3ρ
2
 .


















où G2 est le gradient de la fonction (a1, a4, ρ) 7→ P2, définie précédemment. Cette expression
permet de souligner les points suivants :
– La variance asymptotique obtenue pour 2 images est supérieure à celle obtenue à l’équation
(4.20) lorsque les 4 images d’intensité sont disponibles.
– Contrairement au cas à quatre images, cette variance n’est pas une fonction du seul DdP
P2 mais dépend de tous les paramètres (a1, a2, ρ)T.
4.2.3 Estimation sur données synthétiques
Afin de comparer les performances des différents estimateurs présentés ci-dessus, des simu-
lations ont été effectuées en reprenant un jeu de matrices de polarisation proposé par Fade et
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Tab. 4.1 – Matrices de polarisation.
Γ0 Γ1 Γ2 Γ3 Γ4 Γ5 Γ6 Γ7 Γ8
a1 2 15 1 16 82 18 30 2 1.25
a2 2 6 1 3.6 17 11 14 2 26
a3 0 0.2 0.4 0 0 7 16 0.6 0
a4 0 0.5
√
0.14 0 13 8 8 1.8 5.5
P2 0 0.2 0.3 0.4 0.5 0.6 0.8 0.9 0.99
Roche [Fad06]. Les 9 matrices de polarisation étudiées, qui correspondent à différentes situa-
tions physiques, sont présentées à la table 4.1 et sont classées par ordre croissant de degré de
polarisation.
Dans les simulations présentées, les marqueurs + correspondent à la méthode du maximum
de vraisemblance (pour 2 ou 3 images), et les marqueurs × à la méthode des moments (pour 2
ou 3 images). Les marqueurs ^ représentent la méthode à 4 images (on rappelle que dans ce cas
les méthodes du maximum de vraisemblance et des moments donnent les mêmes estimateurs).
Les simulations sont obtenues pour des échantillons empiriques distribués selon les matrices Γi
de taille n = p × p où p est un entier impair. Ces échantillons correspondent aux réalisations
contenues dans une fenêtre d’estimation carrée, centrée sur le pixel d’intérêt et de longueur p,
i.e. contenant n = p × p pixels, sous les hypothèses de stationnarité et d’ergodicité.
La figure 4.4 représente le logarithme des erreurs quadratiques moyennes (EQM) obtenues
pour les estimateurs à 2 images en fonction du logarithme de la taille n de la fenêtre d’estimation
pour les matrices Γ2 (figures 4.4(a) et 4.4(b)) et Γ7 (figures 4.4(c) et 4.4(d)). Les estimateurs du
paramètre ρ = a23+ a
2
4 et du degré de Polarisation au carré P
2 sont présentés pour chacune de ces
matrices (on rapppelle que dans le cas à deux images, le vecteur des paramètres inconnus est
θ = (a1, a2, ρ)T, et les estimateurs de a1 et a2 sont identiques pour les deux méthodes étudiées).
Ces EQM ont été calculées à partir de 10000 simulations. Les simulations effectuées avec la
matrice Γ2, dont le DdP P2 = 0.3 est relativement faible, montrent que les EMV de ρ, ici égal
à 0.54 (fig. 4.4(a)), et P2 (fig. 4.4(b)) sont plus performants que les estimateurs des moments
correspondants, même si les EQM obtenues pour les deux méthodes sont du même ordre de
grandeur (facteur 2 entre les EQM des estimateurs du DdP). Ce résultat est confirmé pour
les EQM associées au paramètre ρ de la matrice Γ7 (fig. 4.4(c)), dont la valeur théorique est
ρ = 3.243. Notons cependant que les EQM obtenues ont des niveaux assez élevés, par exemple
1 pour la méthode des moments lorsque n = 112. En effet, le paramètre ρ, qui représente la
covariance entre les intensités I1 et I2, n’est pas une grandeur normée contrairement au DdP,
et sa variance augmente avec sa valeur théorique. La figure 4.4(d) montre finalement que pour
la matrice Γ7 dont le DdP P2 = 0.9 est grand, l’EMV de P2 s’avère largement plus performant
que l’estimateur des moments (facteur 100 entre les EQM des estimateurs du DdP). Notons
que pour les matrices Γ3 et Γ7 considérées, les paramètres a1 et a2 sont égaux. Par conséquent,






entre les intensités I1 et I2 et le degré de polarisation
au carré P2 sont égaux. On retrouve donc un phénomène déjà observé lors de l’estimation du
coefficient de corrélation d’une loi Gamma bivariée à la section 2.2.3, p. 2.2.3 : la méthode du
maximum de vraisemblance est d’autant plus performante par rapport à la méthode des moments
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(d) matrice Γ7 : estimateurs de P2
Fig. 4.4 – log EQM des estimateurs à 2 images en fonction du logarithme de la taille des
échantillons pour les matrices Γ2 et Γ7).
que le coefficient de corrélation r est proche de 1. Les valeurs des variances asymptotiques de
chaque estimateur sont également représentées (lignes) sur chacune de ces figures. Les expressions
asymptotiques théoriques correspondent parfaitement avec les EQM empiriques pour une taille
relativement petite de la fenêtre d’estimation, par exemple n ≥ 112.
La figure 4.5 représente le logarithme des EQM obtenues pour les estimateurs à 3 images
en fonction du logarithme de la taille n de la fenêtre d’estimation, pour les matrices Γ2 (fig.
4.5(a) et 4.5(b)) et Γ7 (fig. 4.5(c) et 4.5(d)). Dans ce cas, le vecteur des paramètres inconnus
est θ = (a1, a2, a3, a24)
T , et les estimateurs des paramètres a1, a2 et a3, obtenus pour la méthode
du maximum de vraisemblance et la méthode des moindres carrés non linéaires, sont identiques.
Les estimateurs comparés sont donc les estimateurs du paramètre a24 et du DdP P
2. Les résultats
obtenus dans le cas à deux images (fig. 4.4) se généralisent au cas à trois images :
– l’EMV de P2 donne les meilleurs résultats que l’estimateur des moments, notamment pour
la matrice Γ7 dont le DdP est élevé (facteur 10 entre les EQM)
– les variances des estimateurs obtenus converge très rapidement vers leur valeurs asympto-
tiques théoriques.
La figure 4.6(a) présente le logarithme décimal des erreurs quadratiques moyennes des es-
timés du DdP à partir de 2 images en fonction de P2, pour l’ensemble des matrices Gamma
présentées à la table 4.1. La taille de la fenêtre d’estimation est n = 15 × 15. Ces EQM sont
comparées à celles obtenues pour la méthode à 4 images (marqueurs ^). La dégradation des
performances lorsqu’on observe 2 images au lieu de 4 peut être clairement observée. Les va-
riances asymptotiques des estimateurs sont également représentées. Dans un souci le lisibilité du
graphique, ces variances asymptotiques sont représentées par des courbes qui relient les valeurs
calculées pour chaque matrice Γi. Il faut cependant bien noter que mis à part le cas à 4 images
où la courbe représente la variance asymptotique exacte pour toutes les valeurs de P2 ∈ [0, 1],
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(d) matrice Γ7 : estimateurs de P2
Fig. 4.5 – log EQM des estimateurs à 3 images en fonction du logarithme de la taille des
échantillons pour les matrices Γ2 et Γ7.
ces variances ne sont pas des fonctions de P2. Par conséquent, il est possible de trouver diffé-
rentes valeurs du vecteur (a1, a2, a3, a4)T pour lesquels les DdP sont identiques mais les variances
asymptotiques sont différentes. Ces performances asymptotiques correspondent bien à celles des
estimées, excepté pour les matrices Γ0, Γ1 et Γ3. Ceci s’explique en remarquant que pour les
matrices Γ0 et Γ3 le paramètre ρ = a23 + a
2
4 est nul. Cela signifie que le paramètre appartient
à la frontière de son domaine de définition, et les propriétés asymptotiques ne sont alors plus
vérifiées. Dans le cas de la matrice Γ1, on peut noter que le paramètre de covariance ρ est très
faible par rapport aux variances des intensités a21 et a
2
2. Dans ce cas la valeur asymptotique de la
variance n’est pas encore atteinte pour l’échantillon de taille n = 15 × 15. L’EMV de P2 s’avère
nettement plus performant que l’estimateur des moments, particulièrement lorsque le degré de
polarisation est élevé. Dans ce cas, les performances de l’EMV sont proches de celles obtenues à
4 images.
La figure 4.6(b) présente le logarithme décimal des erreurs quadratiques moyennes des estimés
du DdP à partir de 3 images en fonction de P2, pour la méthode des moindres carrés non linéaires
et pour la méthode du maximum de vraisemblance. Les variances asymptotiques sont également
présentées et correspondent bien aux valeurs estimées mis à part pour les matrices Γ0, Γ1 et Γ3
(pour les mêmes raisons qu’à deux images, puisque le paramètre a24 est sur la fontière de son
domaine, ou très proche). L’EMV de P2 s’avère plus performant que l’estimateur des moments,
et admet pour ce jeu de matrices des parformances très proches de l’estimateur à 4 images pour
les grandes valeurs du DdP (par exemple P2 ≥ 0.6).
Enfin la comparaison des figures 4.6(a) et 4.6(b) montre que sur ce jeu de matrices, les EMV
de P2 obtenus pour 2, 3 ou 4 images ont un comportement similaire, avec un maximum près du
point P2 = 1/3 et une variance qui décroît rapidement lorsque P2 tend vers 1. De plus les EMV à
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Asympt MV 2 images
Mo 2 images
Asympt Mo 2 images
(a) 2 et 4 images


















Asympt MV 3 images
Mo 3 images
Asympt Mo 3 images
(b) 3 et 4 images
Fig. 4.6 – log EQM des estimateurs du DdP à partir de 2, 3 et 4 images en fonction de P2
(n = 15 × 15).
trois ou même deux images ont des performances proches de celles obtenues pour quatre images.
Ce résultat est d’autant plus vrai pour les grandes valeurs du DdP, ce qui est encourageant, car
les matériaux que l’on cherche à détecter ont en général un degré de polarisation assez élévé
par opposition au fond naturel qui est souvent très dépolarisant. Remarquons finalement que
toutes les méthodes d’estimation étudiées sont déterministes si P2 = 1 : les données sont alors
totalement corrélées et le DdP peut être déterminé de façon exacte. La variance de tous les
estimateurs étudiés est donc nulle lorsque P2 = 1, même dans le cas à 2 images.
4.2.4 Estimation à partir d’images synthétiques
La scène polarimétrique décrite ci-dessous a été proposée par Fade et Roche [Fad06] afin
d’étudier les performances de la méthode d’estimation à deux images du DdP par la méthode
des moments. Cette expérience est reprise dans cette section afin d’étudier le comportement des
estimateurs précédemment obtenus sur des images simulées.
La scène polarimétrique étudiée est de dimension 512 × 512 pixels, et est composée de trois
objets distincts. La géométrie de la scène est décrite sur la figure 4.7, et les propriétés polari-
métriques des objets et du fond de la scène sont décrites dans la table 4.2. Ces propriétés ont
été déterminées afin de correspondre à des situations réelles. La lumière incidente est supposée
totalement polarisée suivant l’axe horizontal, et les données simulées correspondent aux quatre
intensités mesurées selon le dispositif décrit à la section 4.1.1.
Puisque une seule réalisation du vecteur aléatoire des intensités I est disponible pour un
pixel donné, les images sont supposées localement stationnaires et ergodiques. Ces hypothèses
nous permettent de calculer les estimateurs en utilisant des fenêtres d’estimation glissantes,
centrées sur le pixel d’intérêt. Les images simulées sont présentées sur la figure 4.8 et sont
affichées avec la même dynamique de contraste. Les images correspondant aux intensités I1 et
I2 utilsées par les méthodes à deux images sont présentées respectivement sur les figures 4.8(a)
et 4.8(b). L’intensité totale I1 + I2, qui représente l’intensité mesurée lorsqu’aucune polarisation
n’est effectuée sur la lumière rétrodiffusée, est présentée à titre indicatif sur la figure 4.8(c).
Les objets 1 et 2 apparaissent assez nettement sur cette image, contrairement à l’objet 3 dont
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Fig. 4.7 – Composition de la scène polarimétrique.
Tab. 4.2 – Propriétés des objets de la scène polarimétrique.













0.783 3.82 Objet très lumineux et faiblement dé-






0.447 3.6 Objet lumineux plus dépolarisant
3
(
0.7 0.5 + 0.2 i
0.5 − 0.2 i 1.07
)
0.414 1.77 Objet sombre d’intensité égale au
fond. Matériau non dépolarisateur pur
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la réflectivité moyenne est égale à celle du fond16. Les images des intensités I3, utilisées par
les méthodes d’estimations à trois images, et I4 sont présentées repectivement sur les images
4.8(d) et 4.8(e). Le degré de polarisation théorique est finalement présenté sur la figure 4.8(f).
Ces images montrent que la difficulté principale de l’expérience consiste à estimer correctement
(a) Intensité I1 (b) Intensité I2 (c) Intensité totale I1 + I2
(d) Intensité I3 (e) Intensité I4 (f) DdP théorique
Fig. 4.8 – Images des Intensités mesurées et du DdP.
l’objet 3. Cet objet n’est par exemple pas perceptible sans une analyse statistique lorsque seules
les intensités I1 et I2 sont disponibles.
Les résultats obtenus pour les différents estimateurs sont présentés sur la figure 4.9. Toutes
les figures sont représentées avec la même dynamique de contraste. Les estimateurs ont été
obtenus pour une fenêtre d’estimation carrée de taille n = 15 × 15 (i.e. contenant 225 pixels).
Les nombres insérés sur les images représentent les moyennes des estimés du DdP sur les objets
correspondants. Ces moyennes sont plus faibles que les valeurs théoriques à cause des estimés
du DdP obtenus pour les pixels proches du bord. Dans ce cas la fenêtre d’estimation contient
des pixels appartenant au fond, ce qui biaise l’estimation.
16On peut cependant distinguer l’objet 3 sur l’image d’intensité totale 4.8(c). Ceci est dû au fait que les variances
des intensités mesurées sur le fond de la scène et sur cet objet sont différentes. Cette observation montre qu’il
est possible d’estimer des grandeurs caractéristiques de l’état de polarisation de la lumière à partir de la seule
image de l’intensité totale. La loi de cette intensité correspond à la somme des marges d’une loi Gamma bivariée.
Des méthodes des moments ou de maximum de vraisemblance peuvent alors être mises en œuvre afin d’estimer
le DdP [RFR07b].
128
4.3. Imagerie polarimétrique “faible-flux"
Méthodes à 2 images La méthode des moments (fig 4.9(a)) et la méthode du maximum
de vraisemblance (fig 4.9(b)) donnent des résultats similaires sur le fond de l’image. Cependant
l’objet 2 est mieux restitué pour la méthode du maximum de vraisemblance. Les valeurs estimées
du DdP sont plus uniformes pour l’EMV. De plus, la méthode des moments présente des effets
de bord sur chaque objet plus importants que ceux obtenus pour l’EMV, et semble donc moins
robuste aux inhomogénéités. Enfin l’objet 3 est bien mieux estimé par la méthode MV : la
variance des estimés est en effet plus faible et la frontière avec le fond plus nette.
Méthodes à 3 images Dans ce cas, le fond de l’image est mieux restitué pour la méthode du
maximum de vraisemblance (fig 4.9(d)) que pour la méthode des moindres carrés non linéaires
(fig 4.9(c)). De manière générale, l’EMV donne de meilleurs résultats. En particulier, l’objet 3
est mieux estimé pour la méthode du maximum de vraisemblance (variance plus faible, contour
plus net).
L’image obtenue pour l’estimateur à partir de 4 images ( fig 4.9(e)) donne finalement, les
meilleurs résultats. Cependant, l’image de l’EMV pour 3 images ( fig 4.9(d)) est très proche de
cette dernière, et l’EMV pour 2 images fournit des résultats corrects qui peuvent être exploités.
Ceci montre qu’il est possible de travailler à partir d’un nombre réduit d’images, sans une trop
grande dégradation des performances.
4.3 Imagerie polarimétrique “faible-flux"
Lorsque les niveaux d’intensité sont trop faibles pour être mesurés directement, il s’avère
nécessaire de considérer la théorie semi-classique de l’optique où les mesures correspondent aux
nombres de photons détectés par des gamma-caméras. Ces nombres de photons collectés sont
alors distribués selon des lois de Poisson mélangées multivariées (LPMM) (voir définition 1.3.5,
p. 42) dont la loi de mélange est la loi du vecteur des intensités lumineuses [GRR03, RRG06a].
L’opération de mélange de la loi de Poisson par la loi des intensités est également appelée en
optique la transformation de Poisson-Mandel des intensités [Goo85]. Cette opération a pour
conséquence d’augmenter la variance des v.a. observées, c’est pourquoi on parle de bruit de
Poisson.
4.3.1 Modèle statistique
On note dans cette section N = (N1,N2,N3,N4)T ∈Nd le vecteur des intensités photonisées.
Il a été montré à la section 1.3.4, p. 45, que lorsque la loi de mélange est une loi Gamma
multivariée G(q,P), le vecteur N est distribué suivant une loi multinomiale négative caractérisée
par sa fonction génératrice :
GN(z) = (P(1 − z))−q .
D’après la transformée de Laplace (4.12) de la loi du vecteur des intensités I ∈ R4, on obtient
le vecteur N, distribué suivant la loi multinomiale négative de paramètre de forme q = 1 et de
polynôme affine :
P1(z) = 1 +mT(1 − z)+k [2(1 − z1)(1 − z2) + (1 − z3)(1 − z4) + (1 − z1)(1 − z3)
+(1 − z1)(1 − z4) + (1 − z2)(1 − z4) + (1 − z3)(1 − z4)] .
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(a) Moments 2 images (b) MV 2 images
(c) Moments 3 images (d) MV 3 images
(e) 4 images (f) DdP théorique
Fig. 4.9 – Estimées du DdP P2 sur la scène simulée (les nombres insérés représentent les
moyennes des estimées de P2 pour chaque objet) (n = 15 × 15).
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où z = (z1, z2, z3, z4)T ∈ R4, m = (a1, a2, a1+a22 + a3, a1+a22 + a4)T, et k = (a1a2 − a23 − a24)/2. La
distribution du vecteur N est donc paramétrée par les coefficients a = (a1, a2, a3, a4)T de la matrice
de polarisation Γ. Selon la proposition 1.3.1, p. 30, les sous vecteurs du vecteur N suivent des lois
multinomiales négatives. Leur fonction génératrice est obtenue en posant zi = 1 si la i-ème marge
du vecteur N n’appartient pas au sous-vecteur étudié, pour 1 ≤ i ≤ 4. De manière analogue au
cas “fort-flux", on trouve que le degré de polarisation peut être estimé à partir du vecteur N,
des triplets (N1,N2,N3)T ou (N1,N2,N4)T ou à partir du couple (N1,N2)T.
4.3.2 Estimation de la matrice de polarisation et du DdP
Comme le montre le théorème 1.3.13, p. 44, la loi du vecteur N ne décrit pas en général une
famille exponentielle naturelle (les deux cas particuliers où la famille de lois obtenue est une
FEN feront l’objet d’une remarque). Par conséquent, dans le modèle à 4 images, les moyennes
empiriques ne sont pas a priori des estimateurs efficaces de la matrice de polarisation Γ, contrai-
rement au modèle “fort-flux". Une autre difficulté rencontrée est qu’il n’existe pas d’expression
analytique explicite des masses de probabilité d’une telle loi mis à part dans le cas bivarié. Pour
ces raisons, une méthode d’estimation reposant sur le principe du maximum de vraisemblance
composite est étudiée.
Maximum de vraisemblance composite
Une vraisemblance composite est une combinaison linéaire de log-vraisemblances associées
à des évènements marginaux ou conditionnels. Ce concept a été largement étudié dans la lit-
térature (voir [CR03], [ZJ05], [GH87] et les références proposées) depuis l’article fondateur de
Lindsay [Lin88]. Parmi les vraisemblances composites classiques, on peut citer la vraisemblance
marginale, la vraisemblance des paires, ou la pseudo-vraisemblance de Besag. L’estimateur du
maximum de vraisemblance composite (EMVC) est obtenu en maximisant la vraisemblance com-
posite (VC) correspondante. L’intérêt d’utiliser une telle méthode, par rapport à une estimation
du maximum de vraisemblance standard, est de réduire la complexité de la procédure d’optimi-
sation numérique. Par conséquent, cette méthode permet d’estimer les paramètres de modèles
complexes, même lorsque la densité jointe n’admet pas d’expression analytique explicite. C’est
le cas de la loi du vecteur des intensités photonisées N ∈ N4, étudiée dans cette section. Le
choix d’une log-vraisemblance composite pour un problème donné se fait alors en fonctions des
critères suivants :
1. la vraisemblance composite doit dépendre des paramètres que l’on cherche à estimer,
2. la complexité calculatoire doit être la plus petite possible.
Puisqu’il est difficile pour le problème d’imagerie “faible-flux" d’obtenir une expression des
masses de probabilités jointes Pr(n,θ) en fonction du vecteur des paramètres θ, en dimension
supérieure à 2, nous pouvons considérer toutes les probabilités associées aux paires (Nk,Nl),
pour 1 ≤ k < l ≤ d. Une expression explicite de ces probabilités est en effet disponible d’après le
théorème 1.3.8, p. 41. Cette approche conduit à étudier une vraisemblance composite classique,













avec pk,l(nk,nl,θ) = Pr(Nk = nk,Nl = nl) lorsque le paramètre du modèle est θ.
Propriétés asymptotiques : Cette section étudie la consistance et la normalité asymptotique
de l’estimateur du maximum de vraisemblance composite θ̂n, lorsque le vecteur N suit la LPMM
dont la loi de mélange est une loi Gamma multivariée de paramètre θ0 (la loi du vecteur N
appartient donc à une famille de lois multinomiales négatives). On considère ici le cas général où
la loi est définie surNd. Les propriétés asymptotiques sont montrées dans le cas où le paramètre
de forme q, de la loi Gamma multivariée est connu, ce qui est le cas de l’imagerie polarimétrique
(q = 1).
Sous les conditions suivantes :
1. L’espace des paramètres Θ est un compact de Rp. Le vecteur θ0 appartient à l’intérieur
du compact Θ,
2. Soit ∆ = {(a, b, c) ∈ [0, 1[3; (1 − a)(1 − b) > c} l’ensemble des valeurs admissibles des pa-
ramètres d’une loi multinomiale négative bivariée, pour la paramétrisation par le vecteur
(a, b, c) présenté à la section 1.3.3, p. 40. On note alors Fk,l la fonction de Θ vers l’ensemble
∆ qui relie le vecteur des paramètres θ aux paramètres (ak,l, bk,l, ck,l) de la multinomiale né-
gative du couple (Nk,Nl), pour 1 ≤ k < l ≤ d. La fonction F(θ) =
(
F1,2(θ)T, . . . ,Fd−1,d(θ)T
)T
est injective de Θ dans ∆d(d−1)/2,
3. Les fonctions Fk,l sont deux fois différentiables et continues.
on peut démontrer le théorème suivant.
Théorème 4.3.1. L’estimateur du maximum de vraisemblance composite θ̂n converge presque
sûrement vers θ0. De plus,
√
n(θ̂n − θ0) converge en loi vers la loi normale centrée, de matrice



























L’hypothèse 1) n’est pas très restrictive : même si l’ensemble des paramètresΘ n’est pas compact,
le théorème reste vrai sur tout compact de cet ensemble, et donc pour tout θ0 dans l’intérieur
de Θ. L’hypothèse 2) correspond aux conditions d’indentifiabilité du paramètre θ du modèle,
en fonction des lois des paires.
La démonstration de ce théorème, donnée en annexe D.4, s’appuie sur la théorie des estimateurs
du minimum de contraste (voir [DCD84]). Un point clé de la démonstration est l’existence des
moments d’ordre 1 et 2 d’une loi multinomiale négative bivariée. Remarquons que la matrice
−IU(θ0) est la somme des matrices d’information de Fisher associées aux paires (Nk,Nl). La
matrice V−1 est appelée matrice d’information de Godambe par analogie avec la matrice d’in-
formation de Fisher. Dans le cas où le vecteur N est dans N2, les deux matrices coïncident (et
dans ce cas la vraisemblance de N et la vraisemblance des paires sont bien sûr identiques).
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La méthode du maximum de vraisemblance composite proposée permet finalement d’estimer
le modèle lorsque plus de 2 images d’intensités sont disponibles. Dans cette section et dans les
simulations, on s’intéresse au cas à quatre images, mais le cas à trois images se traite de façon
similaire. Lorsque seulement deux images d’intensité (N1,N2) sont disponibles, alors la méthode
du maximum de vraisemblance peut être appliquée. Le cas à deux images, plus simple, est traité
en premier. La méthode du maximum de vraisemblance composite se déduit des expressions des
vraisemblances trouvées dans le cas à deux images.
Cas à deux images
Dans ce cas, les images d’intensité étudiées correspondent aux réalisations des v.a. N1 et N2.




Méthode du maximum de vraisemblance : Il a été montré (voir l’équation (1.79), p. 46)
que la loi multinomiale négative bivariée (MNB) du vecteur des intensités photonisées (N1,N2)
peut être reparamétrée en fonction des coefficients (a, b, c), introduits à l’équation (1.65), p. 40.
À l’aide de l’expression (4.12), p. 113, de la transformée de Laplace du vecteur I, et de la relation
(1.78), p. 45, entre les paramètres d’une loi Gamma bivariée et les paramètres (a, b, c) de la loi
multinomiale négative correspondante (i.e. la LPMM obtenue lorsque la loi de mélange est cette
loi Gamma bivariée), on obtient :
a =
a1 + a1a2 − ρ
1 + a1 + a2 + a1a2 − ρ,
b =
a2 + a1a2 − ρ
1 + a1 + a2 + a1a2 − ρ,
c =
ρ
(1 + a1 + a2 + a1a2 − ρ)2 ,
(4.35)
Mais, lorsque le paramètre τ = cab est fixé, la loi MNB décrit une famille exponentielle naturelle
(voir p. 41). Les estimateurs des moyennes sont donc les moyennes empiriques. Un raisonnement
identique à celui effectué, par exemple, pour les lois Gamma bivariées (voir 2.2.1, p. 57) montre
que ce résultat reste vrai lorsque le paramètre τ est inconnu. Les paramétrisations par les vecteurs
(a, b, τ)T et (a1, a2, ρ)T étant équivalentes, et les moyennes d’une LPMM étant égales à celles de












L’estimateur de ρ est obtenu en minimisant la log-vraisemblance, les paramètres a1 et a2 étant
remplacés par leurs estimés. Cette log-vraisemblance se calcule grâce à l’expression (4.35) du
vecteur (a, b, c)T en fonction du vecteur θ = (a1, a2, ρ)T, et à l’aide de l’expression (1.69), p. 41,
des masses de probabilité d’une loi MNB en fonction du triplet (a, b, c). Comme dans le modèle
“fort-flux", il n’existe pas d’expression analytique explicite de l’estimateur de ρ. Cet estimateur
est donc obtenu numériquement par une méthode de gradient de type Levenberg-Marquard.
Finalement, la variance asymptotique de l’EMV du DdP, égale à la borne de Cramer-Rao,
est calculée de façon similaire au cas “fort-flux", à partir de la matrice d’information de Fisher,
cette dernière étant calculée par une méthode de Monte-Carlo (voir section 4.2.2).
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Méthode des moments : L’expression (1.73),p. 43, des moments d’une LPMM montre que
les moyennes et la covariance de cette loi sont les mêmes que celles de la loi de mélange. Les
estimateurs des moments, calculés à partir des moyennes et de la covariance, sont donc identiques




















La matrice de covariance des estimateurs des moments peut se calculer de façon explicite à










a12 + a1 ρ 2a1ρ + ρ
ρ a22 + a2 2a2ρ + ρ






2 + 4a1a2ρ + 3ρ
2 + a1a2(1 + a1 + a2) + 2ρ(a1 + a2 + 1/2)
n
.






où G2 est le gradient de P2 défini à l’équation (4.30).
Cas à quatre images
Le vecteur des paramètres inconnus est maintenant θ = (a1, a2, a3, a4)T.
Méthode du maximum de vraisemblance composite : Afin de pouvoir utiliser les ré-
sultats démontrés au théorème 4.3.1, il est nécessaire de montrer que la fonction F, associant




, est injective. Mais l’expression de
la transformée de Laplace du vecteur I (4.12) et la relation (1.79), p. 46, entre les paramètres
(ak,l, bk,l, ck,l) et les paramètres de la la loi de mélange montrent :
m1 =
a1,2 (1 − b1,2) + c1,2
(1 − a1,2)(1 − b1,2) − c1,2 , m2 =
b1,2 (1 − a1,2) + c1,2
(1 − a1,2)(1 − b1,2) − c1,2 ,
m3 =
a1,3 (1 − b1,3) + c1,3
(1 − a1,3)(1 − b1,3) − c1,3 , m4 =
a1,4 (1 − b1,4) + c1,4
(1 − a1,4)(1 − b1,4) − c1,4 ,
où m = (m1,m2,m3,m4)T = (a1, a2, (a1 + a2)/2 + a3, (a1 + a2)/2 + a4)T. Le vecteur θ = (a1, a2, a3, a4)




(a1a2 − a23 − a24), si (k, l) = (1, 2),
(a1a2 − a23 − a24)/2, sinon.
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la relation (1.78) montre, pour tout 1 ≤ k < l ≤ 4 :
ak,l =
mk + pk,l








1 +mk +ml + pk,l
)2 .
(4.37)
La fonction F est donc régulière, deux fois continue et différentiable. Finalement, les conditions
d’application du théorème 4.3.1 sont vérifiées, et les EMVC des paramètres θ = (a1, a2, a3, a4),
obtenus en minimisant la log-vraisemblance des paires (4.33) (qui contient ici les 6 combinaisons
possibles des paires du vecteur N = (N1,N2,N3,N4)), sont convergents. Notons cependant que
contrairement à l’EMV obtenu pour 2 images, aucune expression analytique des EMVC n’est
disponible. La log-vraisemblance obtenue doit donc être maximisée numériquement (procédure
de type Levenberg-Marquardt) par rapport aux quatre paramètres a1, a2, a3 et a4.
Enfin, la matrice de covariance asymptotique V des estimateurs V peut être calculée en
estimant les matrices IU et ΓU, définies au théorème 4.3.1, par des méthodes de Monte-Carlo,
comme cela a été expliqué pour la matrice le calcul de la matrice de Fisher en fort-flux. Ceci






où G4 est le gradient de P2 défini à l’équation (4.21).
Méthode des moments : Comme cela a déjà été signalé, les moyennes des intensités pho-
tonisées Ni sont égales à celles des intensités “fort-flux" Ii, pour 1 ≤ i ≤ 4. Par conséquent,
l’estimateur des moments “faible-flux" a une expression identique à celui obtenu en fort-flux :
âMo =

1 0 0 0
0 1 0 0
−1/2 −1/2 1 0












i . La covariance des estimateurs est facilement obtenue grâce à la relation



















2 + a2 a2a3 a2a4
a1a3 a2a3 c3,3 a3a4
a1a4 a2a4 a3a4 c4,4
 , (4.38)
où c3,3 = (a1 + a2 + 2a3 + a1a2 + a23 − a24)/2 et c4,4 = (a1 + a2 + 2a4 + a1a2 − a23 + a24)/2. L’estimateur
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La formule ci-dessus permet d’avoir une expression explicite de la variance asymptotique du DdP
estimé par une méthode de moments lorsque 4 images d’intensités sont disponibles. Contraire-
ment au cas “fort-flux", l’expression scalaire trouvée n’admet pas une forme simple, et est donc
laissée sous forme matricielle. En particulier, cette expression n’est plus une fonction du seul
degré de polarisation P2, mais dépend de tous les paramètres a1, a2, a3 et a4.
Remarque :
Il est intéressant d’observer les cas particuliers où la loi du vecteur des intensités photonisées
décrit une famille exponentielle. D’après le théorème 1.3.13, ces cas sont obtenus lorsque les
lois marginales des intensités fort-flux sont soit indépendantes, soit totalement corrélées. Le
premier cas est obtenu pour le modèle des matériaux purement dépolarisant. La matrice de
polarisation associée à ces matériaux est en effet une matrice diagonale (a3 = a4 = 0), et pour
ce modèle, l’état de polarisation de la lumière est caractérisé par les deux mesures fort-flux I1
et I2, qui sont indépendantes. Les estimateurs efficaces des paramètres a1 et a2 correspondent
donc aux moyennes empiriques des réalisations des v.a. N1 et N2, et la matrice de covariance
de ces estimateurs fournit une expression analytique simple de la borne de Cramer-Rao des
estimateurs du DdP [RRG06a]. Le deuxième cas correspond à des matériaux qui ne dépolarisent
pas la lumière, P2 = 1, et est donc sans intérêt, puisque les propriétés polarimétriques sont
totalement déterminées pour ce modèle.
4.3.3 Estimation sur données synthétiques
On reprend dans cette section le jeu de matrice étudié en “fort-flux" et présenté à la table







Cette matrice, qui est singulière, correspond à un DdP P2 = 1, et donc à des intensités fort-flux
totalement corrélées. En raison du bruit de Poisson, ce DdP ne peut plus être obtenu de manière
déterministe, et doit maintenant être estimé. Sur les figures de cette section, les marqueurs +
sont utilisés pour la méthode du maximum de vraisemblance pour 2 images ou la méthode
de vraisemblance composite pour 4 images. Les marqueurs × correspondent à la méthode des
moments (pour 2 ou 4 images). Le nombre de simulations effectuées afin ce calculer les EQM
empiriques, est 10000 pour les méthodes basées sur 2 images, et 1000 pour les méthodes basées
sur 4 images.
La figure 4.10 représente le logarithme des erreurs quadratiques moyennes (EQM) obtenues
pour les estimateurs à 2 images en fonction du logarithme de la taille n de la fenêtre d’estimation,
pour les matrices Γ2 (figures 4.10(a) et 4.10(b)) et Γ7 (figures 4.10(c) et 4.10(d)). Les estimateurs
du paramètre ρ = a23+a
2
4 et du DdP P
2 sont comparés pour chacune des matrices (les estimateurs
de a1 et a2 sont identiques pour les deux méthodes étudiées). On retrouve un comportement
similaire au cas “fort-flux" : l’EMV s’avère plus performant sur ces matrices, notamment pour la
matrice Γ7 dont le DdP P2 = 0.9 est élevé (le DdP de la matrice Γ3 est P2 = 0.3). Les variances
asymptotiques sont également représentées (lignes) et correspondent avec les EQM empiriques
pour une fenêtre de taille n ≥ 11 × 11.
La figure 4.11 représente le logarithme des erreurs quadratiques moyennes (EQM) obtenues
pour les estimateurs à 4 images en fonction du logarithme de la taille n de la fenêtre d’estimation
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(d) matrice Γ7 : estimateurs de P2
Fig. 4.10 – log EQM des estimateurs à 2 images en fonction du logarithme de la taille des
échantillons pour les matrices Γ2 et Γ7).
pour les matrices Γ2. Dans ce cas, les estimateurs du maximum de vraisemblance composite des
paramètres a1, a2, a3 et a4 diffèrent de ceux obtenus par la méthode des moments. Les paramètres
a1 et a2 jouant un rôle symétrique dans notre modèle, et les valeurs théoriques de ces paramètres
étant égales pour les matrices Γ2 et même Γ7, seules les EQM de a1 sont représentées (fig. 4.11(a)).
Les estimateurs de a1 des deux méthodes ont des performances similaires, ce qui n’est plus le
cas pour les paramètres a3 (fig. 4.11(b)) et a4 (fig. 4.11(c)), où l’EMVC est plus performant.
Finalement, l’EMVC du DdP (fig. 4.11(d)) est plus performant, notamment pour les fenêtres
de petite taille. Ces résultats sont confirmés sur la figure 4.11 pour la matrice Γ7. Les variances
asymptotiques sont également représentées (lignes). Les variances des estimés correspondent à la
variance asymptotique pour des fenêtres de taille relativement faible (par exemple n ≥ 15× 15).
En outre, ces variances asymptotiques confirment que la méthode des moments obtenue pour 4
images n’est pas efficace en faible-flux, puisque sa variance asymptotique est supérieure à celle
obtenue pour l’EMVC.
Les logarithmes des EQM, obtenus pour les 10 matrices considérées, sont représentés sur
les figures 4.13(a) (méthodes basées sur 2 images) et 4.13(b) (méthodes basées sur 4 images) .
La taille des fenêtres d’estimation est n = 15 × 15. Les méthodes de vraisemblance donnent de
meilleurs résultats que les méthodes des moments, pour les DdP élevés. Remarquons cependant
que le comportement global des courbes obtenues pour ce jeu de matrice diffère de celui obtenu en
fort-flux. En effet les EQM ne sont pas des “fonctions" décroissantes du DdP pour ces matrices.
Un autre paramètre doit être pris en compte dans le modèle faible-flux afin d’interpréter ces
résultats. Les matrices étudiées correspondent en effet à des niveaux d’intensité, i.e. IT = a1+ a2,
très disparates. En comparant par exemple les EQM pour les matrices Γ6 (P2 = 0.8, IT = 44),
Γ7 (P2 = 0.9, IT = 4) et Γ8 (P2 = 0.99, IT = 27.25), on constate que les performances sont
meilleures pour les grandes intensités. En effet, dans le modèle “faible-flux", les v.a. obervées
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Asympt MVC 4 images
Mom 4 images
Asympt Mom 4 images
(a) Estimateurs de a1















Asympt MVC 4 images
Mom 4 images
Asympt Mom 4 images
(b) Estimateurs de a3














Asympt MVC 4 images
Mom 4 images
Asympt Mom 4 images
(c) Estimateurs de a4













Asympt MVC 4 images
Mom 4 images
Asympt Mom 4 images
(d) Estimateurs de P2
Fig. 4.11 – log EQM des estimateurs à 4 images en fonction du logarithme de la taille des
échantillons pour la matrice Γ2.
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(a) Estimateurs de a1














Asympt MVC 4 images
Mom 4 images
Asympt Mom 4 images
(b) Estimateurs de a3










 MVC 4 images
Asympt MVC 4 images
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Asympt Mom 4 images
(c) Estimateurs de a4











 MVC 4 images
Asympt MVC 4 images
Mom 4 images
Asympt Mom 4 images
(d) Estimateurs de P2
Fig. 4.12 – log EQM des estimateurs à 4 images en fonction du logarithme de la taille des
échantillons pour la matrice Γ2.
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4.3. Imagerie polarimétrique “faible-flux"
sont discrètes, et lorsque les niveaux des intensités photonisées sont faibles, on ne dispose que de
peu d’information (beaucoup de pixels ont alors des valeurs similaires, par exemple 0, même si
leurs moyennes théoriques sont différentes). Il devient alors plus difficile d’estimer les paramètres.
On peut d’ailleurs remarquer que les performances pour la matrice Γ4 (P2 = 0.5) pour laquelle
le niveau d’intensité IT = 99 est élevé, sont très proches de celles obtenues en fort-flux. Cette
remarque n’est pas vraie pour le modèle “fort-flux" où les v.a. observées sont continues, et où un
changement d’échelle n’affecte pas les performances, comme le montre l’expression de la variance
asymptotique du DdP (4.20) obtenue pour 4 images (qui ne dépend que de P2), ou comme l’ont
montré les résultats des simulations illustrés sur la figure 4.6.
















Asympt MV 2 images
Mom 2 images
Asympt Mom 2 images
(a) 2 images














 MVC 4 images
Asympt MVC 4 images
Mom 4 images
Asympt Mom 4 images
(b) 4 images
Fig. 4.13 – log EQM des estimateurs du DdP à partir de 2 et 4 images en fonction de P2
(n = 15 × 15).
4.3.4 Estimation à partir d’images synthétiques
L’expérience d’imagerie simulée, décrite à la section 4.2.4, est ici effectuée en faible-flux.
Les images d’intensité générées dans l’hypothèse de fort-flux sont maintenant corrompues par le
bruit de Poisson. Notons que les valeurs des intensités photonisées ainsi obtenues sont en accord
avec l’hypothèse de faible-flux. Les valeurs moyennes du nombre de photons observées, sont en
effet relativement faibles : moins de 2 photons en moyenne sur les pixels appartenant au fond
de la scène, et moins de 4 photons en moyenne sur les pixels les plus lumineux.
Les images des intensités photonisées sont représentées sur la figure 4.14. L’effet du bruit de
Poisson est observable sur l’image des intensités totales N1+N2, présentée sur la figure 4.14(c), où
le contraste, entre le fond et les objets lumineux de l’image, est relativement faible. Les résultats
obtenus pour les différents estimateurs sont présentés sur la figure 4.15. Toutes les figures sont
représentées avec la même dynamique de contraste. Les DdP ont été estimés avec une fenêtre
d’estimation carrée de taille n = 15 × 15 (i.e. contenant 225 pixels). Enfin, les nombres insérés
sur les images représentent les moyennes des estimés du DdP sur les objets correspondants.
Méthodes à 2 images : La méthode des moments (fig 4.15(a)) et la méthode du maximum de
vraisemblance (fig 4.15(b)) donnent des résultats similaires sur le fond de l’image. L’objet 2 (le
pseudo rectangle) est mieux restitué pour la méthode du maximum de vraisemblance. Les valeurs
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(a) Intensité photonisée N1 (b) Intensité photonisée N2 (c) Intensité totale N1 +N2
(d) Intensité photonisée N3 (e) Intensité photonisée N4 (f) DdP théorique
Fig. 4.14 – Intensités photonisées mesurées et DdP théorique.
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estimées du DdP y sont plus uniformes pour l’EMV. De plus, on remarque que la méthode des
moments présente des effets de bord sur chaque objet, plus importants que ceux obtenus pour
l’EMV, et semble donc moins robuste aux inhomogénéités. Enfin, l’objet 3 (triangle inférieur)
est un peu mieux estimé par la méthode MV : la variance des estimés est en effet plus faible et
la frontière avec le fond un peu plus nette.
Méthodes à 4 images : Le fond de l’image est dans ce cas un peu mieux restitué pour
la méthode du maximum de vraisemblance composite, fig. 4.15(d), que pour la méthode des
moments, fig. 4.15(c). L’objet 3 (triangle inférieur) est bien mieux estimé pour la méthode
du maximum de vraisemblance composite (variance beaucoup plus faible, contour plus net).
Ceci confirme l’intérêt de l’estimateur du maximum de vraisemblance composite pour l’imagerie
polarimétrique.
4.4 Conclusion
L’étude menée dans ce chapitre a permis de montrer que les intensités des images polarimé-
triques fort-flux sont distribuées suivant une loi Gamma multivariée. Ceci permet de démontrer
que l’estimateur classique du DdP, obtenu pour 4 images, est asymptotiquement efficace, et une
expression explicite de la borne de Cramer-Rao est disponible. Les résultats des simulations
ont montré qu’il est possible d’estimer correctement le DdP en fort-flux, à partir d’un nombre
réduit d’images, i.e. 3 ou même 2 images, à l’aide de méthodes de maximum de vraisemblance.
Ces résultats sont intéressants pour des applications où la complexité du système imageur doit
être réduite, ces méthodes offrant un bon compromis entre la précision des estimations et la
complexité du système imageur.
Lorsque les niveaux d’intensité sont très faibles, et que l’hypothèse de faible-flux doit être
prise en compte, la méthode d’estimation du maximum de vraisemblance composite s’avère
performante lorsque 4 images polarimétriques sont disponibles. En raison de la dégradation des
images par le bruit de Poisson, il est toutefois difficile d’estimer avec précision les propriétés
polarimétriques de la scène à partir d’un nombre réduit d’images.
Pour finir, notons que les méthodes du maximum de vraisemblance, ou du maximum de
vraisemblance composite, proposées, ne dispensent pas d’utiliser les méthodes des moments.
Ces méthodes sont en effet complémentaires. Les méthodes des moments présentent l’avantage
d’être quasi-instantanées, du point de vue calculatoire, du moins pour les cas à 2 ou 4 images,
contrairement aux méthodes basées sur les vraisemblances, qui nécessitent d’optimiser numé-
riquement un critère pour chaque pixel de l’image. Ces dernières méthodes peuvent donc être
appliquées dans un deuxième temps, afin d’améliorer la précision des estimations obtenues sur
les régions d’intérêt de l’image. Les résultats obtenus dans cette section devront toutefois être
confirmés sur des images polarimétriques réelles.
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(d) MVC 4 images
(e) DdP théorique
Fig. 4.15 – Estimées du DdP P2 sur la scène simulée (les nombres insérés représentent les
moyennes des estimées de P2 pour chaque objet (n = 15 × 15)).
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Cette thèse évalue l’apport de modèles statistiques déduits d’une famille de lois Gamma
multivariées pour le traitement d’images. Développer des méthodes statistiques d’estimation
performantes est un enjeu important en imagerie dans de nombreux problèmes de détection.
La plupart des méthodes d’estimation existantes n’utilisent que les informations fournies par
les premiers moments des statistiques observées. Ces méthodes, pourtant largement utilisées
en raison de leur simplicité de mise en œuvre, et de leur coût calculatoire souvent très faible,
demeurent en général sous-optimales. Il convient donc de bien évaluer l’opportunité d’utiliser
ces familles de lois multivariées selon les applications étudiées.
Cette thèse étudie les perspectives offertes par le modèle des lois Gamma multivariées pour
le traitement d’images issues de systèmes actifs et cohérents, tels que le radar. Sous les hy-
pothèses dites de speckle pleinement développé, les statistiques des pixels des images étudiées
correspondent à des lois Gamma. Les lois Gamma multivariées offrent la possibilité de poser
un cadre statistique paramétrique simple et précis lorsque plusieurs images sont disponibles.
Cette modélisation permet de développer des méthodes d’estimation reposant sur l’expression
de vraisemblances associées à ces lois, méthodes qui sont en général performantes.
L’étude se décline en plusieurs points. Tout d’abord, nous nous sommes intéressés au pro-
blème du recalage d’image et de la détection de changements temporels entre une paire d’images
RSO d’une même scène. Pour ce faire, il convient d’estimer localement des mesures de similarité
entre les images. La méthode proposée consiste à modéliser les couples de pixels appartenant à
chacune des deux images par une loi Gamma bivariée. Ce modèle permet de prendre en compte
à la fois les contraintes strictes sur la forme des distributions des lois marginales, qui sont des
lois Gamma, et la dépendance temporelle entre les images. L’estimation des paramètres des lois
Gamma bivariées par la méthode du maximum de vraisemblance s’avère plus performante que
les méthodes classiques d’estimation pour la détection de changements temporels, notamment
sur des images réelles. Ce résultat justifie l’intérêt des lois Gamma bivariées pour la détection de
changements temporels en imagerie RSO, et permet d’obtenir une méthode de référence lorsque
les hypothèses de speckle pleinement développé sont valides.
Ce travail se prolonge lorsque les images RSO ont été acquises par des capteurs radar qui
ont des caractéristiques différentes. Dans ce cas les distributions marginales des pixels de chaque
image sont toujours des lois Gamma mais dont les paramètres de forme sont différents. Le mo-
dèle précédent des lois Gamma multivariées n’est alors plus approprié et doit être adapté. Nous
avons alors proposé une nouvelle famille de distributions multivariées apte à modéliser la loi
jointe des pixels de chaque image. L’estimation par la méthode du maximum de vraisemblance
des paramètres de ces lois a été étudiée dans le cas bivarié. Les propriétés asymptotiques de ces
estimateurs permettent d’analyser les performances des méthodes de détection de changements
obtenues en fonction des valeurs des nombres de vues associées aux images RSO. Malheureu-
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sement, pour ce modèle, le calcul des estimateurs du maximum de vraisemblance nécessite de
maximiser numériquement la vraisemblance par rapport à deux variables. Afin de réduire le
coût calculatoire des procédures d’estimation, une méthode reposant sur le principe des fonc-
tions d’inférence par les marges a été mise en œuvre. Les estimateurs des mesures de similarité
entre les images ainsi obtenus s’avèrent quasi-efficaces asymptotiquement, et performants pour la
détection de changements temporels entre des couples d’images RSO, même si cette estimation
se révèle moins robuste que pour les familles de lois Gamma bivariées précédemment étudiées.
Ce modèle rend néanmoins possible l’estimation des nombres de vues équivalents de chaque
image RSO, ce qui permet d’obtenir des stratégies d’estimation et de détection performantes.
Enfin, le dernier point abordé concerne l’imagerie polarimétrique active et cohérente. Ces
méthodes d’imagerie analysent l’état de polarisation de la lumière rétrodiffusée par les objets
imagés et apportent, dans certain cas, des informations bien plus exploitables que l’imagerie
de réflectivité classique. L’estimation de l’état de polarisation de la lumière requiert d’effectuer
quatre mesures d’intensité. Nous avons montré au cours de cette thèse que, sous les hypothèses
de speckle pleinement développé, ces intensités suivent une loi Gamma multivariée. Ceci nous
a permis de prouver que les estimateurs classiques de la matrice de polarisation sont efficaces
et que l’estimateur correspondant du degré de polarisation est asymptotiquement efficace. Une
expression explicite de la borne de Cramer-Rao pour ce dernier paramètre est alors disponible. En
outre, ce modèle a conduit à de nouvelles méthodes d’estimation du degré de polarisation lorsque
l’on ne dispose que d’un nombre réduit d’images polarimétriques. Ces méthodes fournissent
finalement des performances significativement meilleures que des méthodes des moments. Nous
avons mené la même étude en “faible-flux" où les niveaux d’intensité, très faibles, obligent
à prendre en compte un bruit supplémentaire, le bruit de Poisson. Des méthodes originales
d’estimation à partir de la log-vraisemblance des paires ont alors été développées. Ces méthodes
s’avèrent particulièrement performantes dans le cas à quatre images, et permettent de montrer
que l’estimateur classique des moments n’est pas efficace en “faible-flux".
Différentes perspectives se dégagent de ces travaux. Citons en quelques unes. Dans les cha-
pitres consacrés à la détection de changements en imagerie RSO, l’étude effectuée se limite à la
détection de changements abrupts entre une paire d’images d’une même scène. Un prolongement
naturel de cette étude correspond à l’estimation de mesures de similarité entre les images lors-
qu’une série d’images RSO multi-dates est disponible. Les changements à caractériser peuvent
être abrupts, et dans ce cas deux piles d’images, avant et après, sont disponibles. Ces change-
ments peuvent cependant être plus ténus et progressifs, lorsqu’on cherche par exemple à étudier
l’évolution d’une scène. Ces différents cas de figure, correspondent alors à différentes paramétri-
sations d’une loi Gamma multivariée et à différentes stratégies d’estimation.
Par ailleurs, l’avènement de futurs capteurs radar soulève de nouvelles problématiques. En effet,
les nouvelles générations de radar possèdent des résolutions submétriques. Ceci modifie profon-
dément la forme du signal rétrodiffusé. En particulier, le nombre de diffuseurs au sein d’une
cellule de résolution n’est plus assez important pour que les conditions d’application du théo-
rème central limite soient vérifiées. Ceci amène à étudier de nouvelles familles de lois, qui ont des
justifications physiques ou empiriques. Par exemple, en milieu urbain, la présence de nombreux
réflecteurs entraîne l’utilisation de lois à queues lourdes telles que les lois de Fisher [Tup07].
La loi de Fisher ou plus généralement les lois de probabilités issues du système de Pearson ont
montré de bonnes propriétés en imagerie RSO [QDM93]. Une perspective serait alors d’étendre







La loi d’une variable aléatoire réelle ou plus généralement d’un vecteur aléatoire réel se
caractérise par la fonction de répartition associée à cette variable ou ce vecteur. Il existe d’autres
fonctions susceptibles de caractériser la loi d’une variable aléatoire. Dans le cas d’une variable
discrète à valeur dans N, on parlera de fonction génératrice. En général, on parlera de fonction
caractéristique et de transformée de Laplace. Cette section présente quelques rappels sur ces
transformées, pour une variable aléatoire, et leur extension au cas multivarié. Dans les travaux
présentés par la suite, les lois étudiées seront essentiellement caractérisées par leur transformée
de Laplace.
Dans ce chapitre, sont adoptées les notations vectorielles présentées ci-dessous :
– Si n = (n1, . . . ,nd)T désigne un vecteur de Nd, alors on note la somme des composantes
|n| = n1 + · · · + nd.
– La factorielle du vecteur n ∈Nd est le produit des factorielles des composantes du vecteur
n! = n1! · · · nd!.
– Si, de plus, z = (z1, . . . , zd)T est un vecteur de Rd, alors la puissance de ce vecteur est le
produit des puissances des composantes du vecteur
zn = zn11 . . . z
nd
d .
– Enfin, la dérivée partielle d’ordre n d’une fonction f : z ∈ Rd 7→ f (z) ∈ R au point z0 ∈ Rd
est notée et définie par
f (n)(z0) =
 ∂n1+···+nd∂zn11 . . . ∂zndd f (z)
 (z0).
A.1 Fonction génératrice
Les principaux résultats concernant la fonction génératrice d’une variable aléatoire sont
généralisés au cas de vecteurs aléatoires à valeur dansNd. Considérons donc un vecteur aléatoire
N = (N1, . . . ,Nd)T à valeurs discrètes dans Nd.
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Annexe A. Transformées d’éléments aléatoires
Définition A.1.1. La fonction génératrice du vecteur aléatoire N à valeurs dans Nd est définie




Pr (N = n)zn.
De manière similaire au cas univarié, la série multivariée GN est dite absolument convergente au
point z si et seulement si ∑
n∈Nd
|Pr (N = n)zn| < ∞.
Les coefficients de la série entière GN(z) étant tous positifs en tant que masses de probabilité,
cette série est donc absolument convergente au point z = (z1, . . . , zd)T si elle est convergente
au point x = (|z1|, . . . , |zd|)T ∈ Rd+. L’ensemble des points pour lesquels la série multivariée est
absolument convergente est alors
DN =
{
z ∈ Rd | si x = (|z1|, . . . , |zd|)T alors GN(x) < ∞
}
. (A.1)
La fonction génératrice GN étant en outre une série entière au voisinage de 0 par rapport à
chaque variable zi, pour i = 1, . . . , d, si la série multivariée GN est absolument convergente pour
un vecteur x ∈ Rd, elle l’est aussi pour tout vecteur y = (y1, . . . , yd) ∈ Rd tel que |yi| ≤ |xi| pour
tout 1 ≤ i ≤ d.
Soit ‖ · ‖∞ la norme infinie telle que ‖z‖∞ = maxi∈{1,...,d} |zi|. Le rayon de convergence pour la
norme infinie de la série multivariée est alors défini 17 par
R∞N = sup
{
r > 0 | r = (r, . . . , r)T ∈ DN
}
, (A.2)




z ∈ Rd | ‖z‖∞ < R∞N
}
. (A.3)
Le rayon de convergence vérifie donc R∞N ≥ 1, car la série GN est absolument convergente au




Pr (N = n) = 1 < ∞.
De plus, la fonction z 7→ GN(z) est absolument convergente et analytique réelle sur le disque
ouvert non vide D∞N .
À partir des définitions précédentes, on remarque :
17La définition donnée ici du rayon de convergence d’une série multivariée est assez grossière : si l’on considère
en effet la fonction f de R2 dans R telle que f (x, y) =
(
1 − (x + y))−1, on trouve alors que le rayon de convergence du
développement en série entière de f autour du point (0, 0) est R∞ = 1/2, la fonction f admet donc un développement
en série entière sur le disque D∞ = {(x, y) ∈ R2 | ‖(x, y)‖∞ < 1/2}. Cependant on sait que cette fonction admet un
développement en série entière sur l’ensemble D = {(x, y) ∈ R2 | |x + y| < 1} qui inclut strictement l’ensemble D∞.
Cette notion s’avère néanmoins suffisante pour étudier les fonctions génératrices.
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A.1. Fonction génératrice
1. Dans le cas d’une variable aléatoire, i.e. d = 1, la définition A.1.1 se ramène à la définition





De plus, la définition du rayon de convergence R∞N donnée à l’équation (A.2) correspond
alors au rayon de convergence de la série entière univariée, définie ci-dessus, pourz ∈ R.
2. De manière plus synthétique, la fonction génératrice du vecteur N se réécrit sous la forme :





La fonction génératrice GN caractérise bien la loi du vecteur N :
Proposition A.1.1. La fonction génératrice G étant analytique réelle sur le disque ouvert D∞N
qui contient 0, toutes les dérivées partielles de G en 0 existent et d’autre part :
∀ n ∈Nd, Pr (N = n) = 1
n!
G(n)N (0).
On appelle moment d’ordre r = (r1, . . . , rd)T ∈Nd du vecteur aléatoire N, la quantité E [Nr] =
E
[















Ni(Ni − 1) . . . (Ni − ri + 1) pour tout 1 ≤ i ≤ d.
Proposition A.1.2. La vecteur aléatoire N admet un moment d’ordre r = (r1, . . . , rd)T ∈ Nd
si et seulement si la fonction GN admet une dérivée partielle d’ordre r finie à gauche au point






En particulier lorsque R∞N > 1, tous les moments du vecteur N existent et peuvent être calculés






est obtenue à partir de celle des moments factoriels, en décomposant chaque polynôme Nrii de la





Enfin, comme dans le cas d’une variable aléatoire, on retrouve le fait que la fonction généra-
trice d’une somme est le produit des fonctions génératrices.
Proposition A.1.3. Soient M et N deux vecteurs aléatoires indépendants de Nd de fonctions
génératrices respectives GM et GN. Alors, la fonction génératrice de la somme M + N, notée
GM+N est :
∀ ‖z‖∞ < R∞M+N , GM+N(z) = GM(z)GN(z),






. De plus, la réciproque est vraie : si la fonction génératrice de
la somme M + N se décompose comme le produit ci-dessus, alors les vecteurs M et N sont
indépendants.
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Exemple A.1.1 : la loi Binomiale négative BN(q, p) de paramètres q > 0 et 0 < p < 1 18.
On note BN(q, p) la loi de la variable entière N suivante :
























et le rayon de convergence de la série entière ainsi obtenue est R∞N =
1
1−p > 1. Tous les moments
de N sont donc définis selon A.1.2, de plus pour tout |1 + z| < 11−p ⇐⇒ |z| < p1−p :
fN(z) = GN(1 + z) =
(
















Comme G(r)N (1) = f
(r)
N (0), on obtient selon la proposition A.1.2 l’expression suivante des moments
factoriels de N :






∀ r ∈N. (A.6)
A.2 Transformée de Laplace
Pour une variable aléatoire réelle quelconque, la notion de transformée de Laplace remplace
celle de fonction génératrice introduite pour les variables discrètes. Cette transformation a été
introduite par le marquis Pierre Simon de Laplace en 1812, dans son ouvrage “Théorie analytique
des probabilités” [Lap20], afin de caractériser diverses lois de probabilité. Les principaux résultats
concernant la transformée de Laplace sont présentés pour un vecteur aléatoire à valeur dans
E = Rd. Ces résultats sont néanmoins généralisables à n’importe quel élément aléatoire à valeur
dans un espace euclidien E.
On définit ci-dessous la transformée de Laplace complexe, mais elle est le plus souvent utilisée
dans le cas d’un vecteur z réel dans Rd. On munit pour cela l’espace vectoriel Rd du produit
scalaire euclidien canonique :




18Cette loi est traditionnellement définie pour un paramètre q entier. La loi négative binomiale modélise alors
la loi du nombre d’échecs précédant le q-ième succès lors de la répétition d’épreuves identiques et indépendantes,
de probabilité de succès p. Cependant, cette loi se généralise de manière naturelle selon la définition donnée ici,
lorsque le paramètre q est un réel strictement positif, même si l’interprétation probabiliste est alors moins évidente.
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Par ailleurs, si z = x + iy est un vecteur complexe dans Cd, x et y étant des vecteurs de Rd, et
si θ est un vecteur de Rd, on note 〈z,θ〉 la grandeur complexe suivante :
〈z,θ〉 = 〈x,θ〉 + i〈y,θ〉.
Définition A.2.1. Soit X un vecteur aléatoire à valeur dans Rd. La transformée de Laplace de






où ε = ±1 suivant la convention choisie, et ΩX l’ensemble des vecteurs réels x ∈ Rd tels que
LX(x) existe.
Afin d’alléger les notations, la transformée de Laplace sera notée par la suite LX(z), la convention
choisie étant précisée. À partir de la définition précédente de la transformée de Laplace, il est
immédiat que 0 est dans ΩX. De plus la convexité sur Rd de la fonction z 7→ eε〈z,X〉 assure que
l’ensemble ΩX est convexe. Enfin, la transformée de Laplace complexe LX(z) existe pour tout
vecteur z ∈ Cd, tel que le vecteur des parties réelles de chaque composante de z, noté <(z), soit
dans le convexe ΩX.
Remarques :
1. Il n’existe pas de convention arrêtée quant au signe de l’argument de l’exponentielle dans la









selon les besoins d’un auteur, les deux expressions se
déduisant l’une de l’autre en remplaçant z par −z. Dans ce manuscrit, les deux conventions
seront utilisées suivant les cas. La convention ε = −1 est en effet préférable pour l’étude des
variables réelles positives, comme cela sera souligné juste après. Cependant la convention
ε = +1 est mieux adaptée au formalisme des familles exponentielles, introduites à l’annexe
suivante.
2. Lorsque la dimension est d = 1, on retrouve alors la définition classique de la transformée






Dans ce cas, le domaine réel de définition ΩX de la transformée de Laplace se réduit à un
intervalle. Par conséquent, la transformée de Laplace est définie sur une bande parallèle à
l’axe imaginaire dans le plan complexe.
3. On parle de la transformée de Laplace du vecteur X mais il s’agit plutôt de la transformée








eε〈z,x〉dµX(x) = LµX (z).
De plus si µX possède une densité fX par rapport à la mesure de Lebesgue, la transformée
de Laplace de X correspond alors à la transformée de Laplace bilatérale de la fonction de








eε〈z,x〉 fX(x)dx = L fX (z).
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La transformée de Laplace LX caractérise bien la loi du vecteur X.
Proposition A.2.1. Si le convexe ΩX admet un intérieur non vide noté ΘX, alors la loi du
vecteur X est caractérisée par sa transformée de Laplace et cette dernière est holomorphe sur
l’ouvert {z ∈ Cd |<(z) ∈ ΘX}, où<(z) est la partie réelle du vecteur complexe z. Plus précisément,
soit Y un vecteur aléatoire dans Rd dont la transformée de Laplace LY est définie sur ΩY . Si le
convexe ΩX ∩ ΩY admet un intérieur non vide et si LX = LY sur cet ensemble, alors X et Y
sont de même loi.
Les moments du vecteur X peuvent être directement obtenus à partir de sa transformée de
Laplace LX.
Proposition A.2.2. Si 0 est dans l’intérieur noté ΘX du convexe ΩX, alors la transformée de
Laplace LX du vecteur X = (X1, . . . ,Xd)T est holomorphe sur l’ouvert {z ∈ Cd |<(z) ∈ ΘX} et








où z = (z1, . . . , zd)T. Par conséquent, pour tout n ∈Nd on a :
E [Xn] = ε|n|L(n)X (0).
En raison de cette propriété, on appelle parfois la transformée de Laplace la fonction génératrice
des moments. Cette appellation peut porter à confusion avec la notion de fonction génératrice
d’une variable aléatoire à valeur entière, introduite au paragraphe précédent. Ces fonctions sont
en effet distinctes, mêmes si elles sont reliées entre elles, comme le montre la proposition A.2.6
ci-après.
Exemple A.2.1 : La loi Gamma G(q, p) de paramètres (q, p) ∈]0,∞[2.
On note G(q, p) la loi de mesure de probabilité sur R suivante :











où q > 0 est appelé le paramètre de forme, et p > 0 le paramètre d’échelle. Avec la convention
ε = −1 dans la transformée de Laplace, si X suit une loi G(q, p) alors sa transformée de Laplace est


















e−uuq−1du, on obtient :
LX(z) = (1 + pz)−q . (A.7)
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Si l’on avait pris la convention ε = +1 dans la transformée de Laplace, on aurait obtenu de
manière symétrique ΩX = ΘX =] −∞, 1/p[ et sur cet intervalle :
LX(z) = (1 − pz)−q . (A.8)
En développant maintenant en série entière la transformée de Laplace ainsi obtenue, on trouve




pn ∀ n ∈N. (A.9)
La transformée de Laplace d’une somme de vecteurs aléatoires indépendants est le produit
des transformées de Laplace des divers vecteurs.
Proposition A.2.3. Si Y est un vecteur aléatoire indépendant de X de transformée de Laplace
LY , alors la transformée de Laplace de la somme X + Y, notée LX+Y , est définie sur ΩX+Y =
ΩX ∩ΩY et a pour expression :
∀ z ∈ ΩX+Y , LX+Y(z) = LX(z)LY(z).
La réciproque est vraie : si la transformée de Laplace de la somme X + Y se décompose comme
le produit ci-dessus, alors les vecteurs X et Y sont indépendants.
Les transformées de Laplace d’un vecteur et de son image, par une transformation affine, se
déduisent l’une de l’autre.
Proposition A.2.4. Si A est une matrice inversible de Rd×d et b un vecteur Rd alors ΩAX+b =
A−1ΩX, où A−1ΩX désigne l’ensemble {A−1θ | θ ∈ ΩX}, et sur ce convexe :
LAX+b(z) = exp(ε〈b, z〉)LX(Az).
Une autre propriété importante est la log-convexité de la transformée de Laplace.
Proposition A.2.5. La transformée de Laplace est une fonction log-convexe sur ΩX. En effet,
si z1, z2 ∈ ΩX et λ ∈ [0, 1], alors :
logLX(λz1 + (1 − λ)z2) ≤ λ logLX(z1) + (1 − λ) logLX(z2).
De plus, si l’intérieur de ΩX est non vide et si la loi de X n’est pas dégénérée sur un hyperplan
affine de Rd, alors la log-transformée de Laplace est une fonction analytique réelle strictement
convexe sur l’intérieur de ΩX.
Démonstration. On peut supposer que 0 < λ < 1, les cas λ ∈ {0, 1} étant évidents. On utilise
alors l’inégalité de Hölder : soient r et s deux réels positifs tels que r > 1 et 1/r + 1/s = 1.
Soient η et ξ deux variables aléatoires réelles telles que E
[|η|r] et E [|ξ|s] existent, alors E [|ηξ|] <
E
[|η|r]1/r E [|ξ|s]1/s ; l’inégalité étant stricte si |η|r et |ξ|s ne sont pas proportionnelles presque
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sûrement.
Comme

























et l’on obtient le résultat souhaité en passant au logarithme. Si par ailleurs z1 , z2 et que la
loi de X n’est pas dégénérée sur un hyperplan affine, alors les variables |η|r et |ξ|s ne sont pas
proportionnelles, sinon il existerait α ∈ R, tel que 〈z1 − z2,X〉 = α presque sûrement, et la loi de
X serait donc concentrée sur un hyperplan affine. L’inégalité est donc stricte dans ce cas. Si, de
plus, l’intérieur de ΩX est non vide, alors la transformée de Laplace est analytique sur cet ouvert
selon A.2.1 et, par composition de fonctions analytiques réelles, le logarithme de la transformée
de Laplace est elle aussi analytique réelle sur cet ouvert. 
La fonction z ∈ Rd 7→ logLX(z) est parfois appelée la fonction génératrice des cumulants car,
par définition, les cumulants sont les dérivées partielles de cette fonction (au signe près lorsque
ε = −1).
Enfin,la transformée de Laplace d’un vecteur est reliée aux autres transformées de vecteurs
aléatoires.
Proposition A.2.6. – La fonction génératrice d’un vecteur discret N à valeur dans Nd,
définie en A.1.1, est liée à la transformée de Laplace de ce vecteur. En effet, avec la
convention ε = −1 de la transformée de Laplace, on obtient :
∀ z > − logR∞N , GN(exp(−z)) = LN(z),
où R∞N est le rayon de convergence de la série GN définie en (A.2). Symétriquement, avec
la convention ε = +1, il vient :
∀ z < logR∞N , GN(exp(z)) = LN(z).





pour tout t ∈ Rd, avec ε = ±1. Par conséquent, avec la même convention
sur le signe de ε dans la transformée de Laplace, on obtient :
∀ t ∈ Rd, φX(t) = LX(it).
L’intérêt de la transformée de Laplace par rapport à la fonction caractéristique est d’être à
valeurs réelles (pour un argument dont les composantes sont réelles) et donc plus facile à mani-
puler sur un plan pratique que la fonction caractéristique. La transformée de Laplace est, par
exemple, préférable à la fonction caractéristique lorsqu’on travaille avec des vecteurs dont les
composantes sont des variables aléatoires réelles positives. En effet, ces vecteurs sont stables par
addition, et avec la convention ε = −1 dans la définition A.2.1, il est immédiat que si X ∈ Rd est
un tel vecteur alors [0,∞[d⊂ ΩX (symétriquement ] −∞, 0]d ⊂ ΩX avec la convention ε = +1).
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Exemple A.2.2 : La loi Binomiale Négative BN(q, p) de paramètres q ∈]0,∞[ et 0 < p < 1.










Cette loi est donc concentrée sur l’ensemble N des valeurs entières et, selon l’exemple A.1.1, la




1 − (1 − p)z
)q
, ∀ |z| < R∞N =
1
1 − p .
La proposition A.2.6 assure alors que la transformée de Laplace de N est (avec la convention




1 − (1 − p)e−z
)q
, ∀ z > log (1 − p). (A.10)
De plus, dans ce cas particulier de dimension d = 1, le domaine défini ci-dessus correspond à
l’ensemble ΘN =] log (1 − p),+∞[.




1 − (1 − p)ez
)q
, ∀ z ∈ ΘN =] −∞,− log (1 − p)[. (A.11)
Si le vecteur aléatoire réel X admet une densité fX continue par morceaux sur Rd, alors
cette densité peut être obtenue à partir de la transformée de Laplace LX. Il suffit d’inverser la
transformée de Laplace LX(z) par rapport à chaque composante de z selon la formule présentée
dans la proposition suivante :
Proposition A.2.7. (formule d’inversion de Bromvitch) : soit F(z) = F(x + iy) une fonction
analytique pour x appartenant à un intervalle ouvert non vide I et sommable en y pour tout
x ∈ I. Alors F est une transformée de Laplace, dont l’original f est donné par :








où x ∈ I.
Cette dernière intégrale se calcule souvent en utilisant le théorème des résidus. En pratique cette
formule analytique est très difficilement utilisable. Aussi un moyen pour inverser une transformée
de Laplace est de procéder par identification en se ramenant à des transformées de Laplace
connues et tabulées dans des dictionnaires des transformées de Laplace usuelles.
Les propriétés des transformées de Laplace associées aux vecteurs aléatoires sont donc simi-
laires à celles des variables aléatoires réelles. Le cas des matrices aléatoires réelles se traite encore
une fois de façon similaire, en munissant l’espace vectoriel des matrices réelles de dimension m×n,
noté Rm×n, du produit scalaire suivant :





où tr (a) est la trace de la matrice carrée a. Si m = 1 ou n = 1, on retrouve bien la définition A.2.1
de la transformée de Laplace de vecteurs aléatoires réels. Si l’on se restreint à l’espace vectoriel
des matrices réelles symétriques, ce produit scalaire devient finalement : 〈x, y〉 = tr (xy). Les
propriétés énoncées dans le cadre des vecteurs aléatoires sont conservées.
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BFamilles Exponentielles Naturelles
Les familles exponentielles sont des ensembles de lois de probabilité très utilisées et qui ont
reçu beaucoup d’attention pour deux raisons principales :
1. beaucoup de modèles statistiques sont des familles exponentielles.
2. les méthodes classiques d’estimation et de détection s’appliquent avec succès lorsque le
modèle statistique est associé à une famille exponentielle.
Dans ce chapitre, nous nous concentrons sur le cas des familles exponentielles dites naturelles,
les familles exponentielles généralisées, comme leur nom l’indique, en sont une extension. Les
propriétés de ces dernières reposent alors sur celles des familles exponentielles naturelles qui leur
sont associées.
Le formalisme et les résultats fondamentaux propres aux familles exponentielles naturelles,
introduits notamment dans les deux ouvrages de référence de Barndorff-Nielsen [BN78] et Letac
[Let92], ou encore exposés dans [Let] sont rappelés dans cette partie. Notons qu’un chapitre
entier de [KBJ00, chap. 54] est aussi consacré aux familles exponentielles sur Rd.
B.1 Définition
On se place ici dans Rd ou plus généralement dans un espace vectoriel euclidien noté E, i.e.
un espace vectoriel réel de dimension finie d muni d’un produit scalaire. Pour tout couple (x, y)
de E × E, on note 〈x, y〉 le produit scalaire canonique de l’espace euclidien E.
Dans cette section sur les familles exponentielles, les transformées de Laplace introduites,
dans le cas de mesures de probabilités, à la définition A.2.1, seront toujours considérées avec
la convention ε = +1. Soit Θµ l’intérieur de l’ensemble convexe Ωµ des vecteurs θ, tels que la
transformée de Laplace de la mesure µ, notée Lµ(θ) (voir la définition A.2.1 dans le cas d’une





soit finie. De plus, Ωµ étant convexe (voir la section A.2 dédiée à la transformée de Laplace de
lois multivariées), son intérieur Θµ l’est aussi.
Soit M (E) l’ensemble des mesures de Radon µ positives sur E (i.e. les mesures positives
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bornées sur tout compact de E, en particulier les mesures de probabilité) qui possèdent en outre
les deux propriétés suivantes :
1. µ n’est pas concentrée sur un hyperplan affine de E, i.e. si a ∈ E\{0} et b ∈ R, µ n’est pas
concentrée sur un espace du type {x ∈ E |〈a, x〉 = b}.
2. Θµ est non vide. Cette condition permet d’éviter par exemple le cas d’une distribution de
Cauchy dont la mesure sur R est µ(dx) = dx
pi(1+x2) , et n’admet une transformée de Laplace
finie que pour le singleton Ωµ = {0}.
La proposition A.2.5, démontrée pour une mesure de probabilité, s’étend alors sans difficulté à
toute mesure µ appartenant à M (E).
Proposition B.1.1. La log-transformée de Laplace x 7→ kµ(x) = logLµ(x), encore appelée fonc-
tion génératrice des cumulants de µ, est une fonction analytique réelle strictement convexe sur
Θµ.
Une conséquence directe de cette proposition est que le gradient de kµ :
Θµ → E
x 7→ k′µ(x),
est une fonction injective, car strictement croissante.






Par construction, Pθ,µ est une mesure de probabilité sur E, i.e. une mesure positive telle que
Pθ,µ(E) = 1.
Définition B.1.1. On appelle famille exponentielle naturelle (FEN) engendrée par µ, le modèle
statistique défini par l’ensemble des probabilités sur E suivant :
F(µ) = {Pθ,µ | θ ∈ Θµ}.
Une conséquence directe de cette définition est que si µ et µ′ sont deux mesures de M(E), alors
les ensembles F(µ) et F(µ′) coïncident si et seulement s’il existe un couple (a, b) ∈ E×R tel que :
µ′(dx) = e〈a,x〉+bµ(dx).
Etant donnée une FEN F, l’ensemble BF = {µ ∈ M(E) | F = F(µ)} désigne l’ensemble des bases
(ou générateurs) possibles de F. Selon la définition d’une FEN et la remarque précédente, il est
clair que F ⊂ BF. Cependant, il peut exister des bases qui sont des mesures de probabilité mais
qui ne sont pas dans F, par exemple lorsque le vecteur nul θ = 0 est dans l’ensemble Ωµ privé
de son intérieur Θµ, ensemble noté Ωµ\Θµ.
Une FEN peut être caractérisée grâce à la transformée de Laplace de ses éléments.
Proposition B.1.2. Soit µ une mesure de M(E). Alors la FEN générée par µ est l’ensemble
F(µ) =
{
ν ∈ M(E) | ∃ θ0 ∈ Θµ tel que Lν(z) =
Lµ(θ0 + z)
Lµ(θ0) ∀ z ∈ Θµ − θ0
}
,
où Θµ − θ0 = {θ − θ0 | θ ∈ Θµ}.
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Cette proposition découle du fait que toute mesure de probabilité Pθ,µ définie à l’équation (B.1)
vérifie LPθ,µ(z) = Lµ(θ+z)Lµ(θ) , et de l’injectivité de la transformée de Laplace sur l’ensemble des
mesures de probabilité de M(E) (voir proposition A.2.1). Cette proposition est valable quelle
que soit la convention ε = ±1 choisie dans la transformée de Laplace. Ce résultat est utile pour
savoir si une famille de distributions dont on connaît les transformées de Laplace, mais pas
forcément l’expression des mesures de probabilité associées, est une FEN. Le point délicat dans
une telle démarche est alors de trouver l’expression du paramètre naturel θ0 de la FEN.
Exemple B.1.1 : la famille exponentielle naturelle {G(q, p); p ∈]0,+∞[} des loi Gamma.
Soit un paramètre réel q > 0, ici fixé. On considère la mesure sur R suivante (cette mesure est
obtenue à partir de la mesure de probabilité d’une loi Gamma G(q, p) en ne retenant que les





On trouve alors Θµq =] −∞, 0[, et sur cet ensemble :
Lµq(θ) = 1(−θ)q ⇐⇒ kµq(θ) = −q log (−θ).
Par conséquent, la FEN engendrée par µq est l’ensemble des lois de probabilité suivantes :
Pθ,µq = (−θ)q eθx x
q−1
Γ(q)
I]0,+∞[(x)dx ∀ θ ∈] −∞, 0[.
On reconnaît la loi Gamma de paramètre de forme q et de paramètre d’échelle p = −1θ notéeG(q, p) :




La FEN, F = F(µq), est la famille des lois gamma G(q, p), de paramètre de forme q > 0 fixé et de
paramètre d’échelle p, à valeur dans ]0,+∞[. Cette FEN peut être caractérisée par la transformée
de Laplace de ses éléments, qui est selon la proposition B.1.2 de la forme :












1 − pz)−q ,
pour θ = −1p ∈] −∞, 0[. On retrouve bien la formule (A.8) obtenue dans l’exemple A.2.1.
Exemple B.1.2 : La famille exponentielle naturelle {BN(q, p); 0 < p < 1} des lois binomiales
négatives.
Le paramètre réel q > 0 est ici fixé. On considère la mesure génératrice suivante (cette mesure
est obtenue à partir de la mesure de probabilité d’une loi binomiale négative BN(q, p) en ne
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(cette mesure n’est pas une probabilité car µ(R) = +∞, mais elle est bien dans M(R)). Alors la















et est définie sur Θµq =] −∞, 0[. Sur cet ensemble, on a :















δk(dx) ∀ θ ∈] −∞, 0[.
En posant p = 1 − eθ, on reconnaît la loi négative binomiale BN(q, p), introduite notamment
aux exemples A.1.1 et A.2.2. La FEN F = F(µq) est donc la famille des lois binomiales négatives
BN(q, p), de paramètre de forme q > 0 fixé et de paramètre d’échelle p, à valeur dans ]0, 1[.
Cette FEN peut être caractérisée par la transformée de Laplace de ses éléments, qui est selon la
proposition B.1.2 de la forme :








1 − (1 − p)ez
)−q
,
pour θ = log (1 − p) ∈] −∞, 0[. On retrouve bien la formule (A.11).
B.2 Moments d’une FEN
On suppose dans ce paragraphe que l’espace euclidien E est Rd. Soit µ une mesure deM(Rd).
Tous les moments de la loi Pθ,µ pour θ ∈ Θµ existent, de plus :













3. la matrice de covariance associée à la loi Pθ,µ est la matrice Hessienne de la fonction kµ au
point θ :
∀ 1 ≤ i, j ≤ d,
∫
Rd




La propriété 1 découle de la proposition A.2.2, qui relie les moments de loi de probabilité Pθ,µ à
sa transformée de Laplace LPθ,µ (avec la convention ε = +1 ), et du fait que LPθ,µ(z) = Lµ(θ+z)Lµ(θ) .
Les propriétés 2 et 3 se déduisent directement de la première propriété.
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B.3 Autres paramétrisations d’une FEN
On a vu à la section précédente que le vecteur gradient k′µ(θ) est le vecteur moyenne de la loi





, s’appelle le domaine des moyennes de F, on le note MF. Naturellement, l’ensemble
MF ne dépend que de F et pas de la base µ (plusieurs bases engendrent F). On note alors










= θ ∀ θ ∈ Θµ. (B.2)
La fonction k′µ étant analytique sur l’ouvert Θµ et la hessienne k′′µ étant définie positive (car la
fonction kµ est strictement convexe) donc non singulière sur Θµ, selon le théorème d’inversion
locale, la fonction ψµ est analytique sur MF. Par conséquent l’ensemble MF est ouvert comme
image réciproque d’un ouvert par une application continue.
Pour m ∈ MF, on considère la mesure de probabilité P(ψ(m), µ) : c’est l’élément de F de
moyenne m. L’injectivité de k′µ assure qu’il est unique. Comme cet élément ne dépend pas de
la mesure µ mais seulement de l’ensemble F (pour les mêmes raisons que l’ensemble MF), on le
note P(m,F). Par conséquent, l’application :
MF → F
m 7→ P(m,F)
est une bĳection. On l’appelle la paramétrisation de F par la moyenne. Si µ est une base de F,
i.e. µ ∈ BF, alors l’expression des éléments de F paramétrés par leur moyenne, est :
P(m,F) = e〈ψ(m),x〉−kµ(ψ(m))µ(dx). (B.3)
Les avantages de cette paramétrisation par rapport à la paramétrisation naturelle de la FEN
sont les suivants :
– la paramétrisation par la moyenne est intrinsèque, elle ne dépend pas d’une base particu-
lière.
– le paramètre m a une interprétation statistique immédiate en tant que moyenne de la loi.
Un inconvénient rencontré est que l’expression de la mesure de probabilité P(m,F) est souvent
plus compliquée.
En définitive, il existe souvent trois paramétrisations possibles d’une FEN :
1. la paramétrisation naturelle, introduite à l’équation (B.1).
2. la paramétrisation de F par la moyenne, introduite à l’équation (B.3).
3. lorsqu’il s’agit de FEN très classiques, elles ont en général, pour des raisons historiques,
une paramétrisation classique qui peut n’être ni la paramétrisation naturelle, ni la para-
métrisation par la moyenne. Dans ce cas, cette paramétrisation est souvent préférable.
19Cette propriété justifie le fait que l’on adopte la convention ε = +1 dans la transformée de Laplace (voir
définition A.2.1) pour définir les FEN. En effet si l’on avait choisi la convention ε = −1, on obtiendrait que le
vecteur k′µ(θ) est le vecteur moyenne à un facteur (−1)d près, selon la proposition A.2.2. Ce signe rendrait alors le
formalisme associé aux FEN moins élégant.
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Exemple B.3.1 : la famille exponentielle naturelle {G(q, p); p ∈]0,+∞[} des loi Gamma.
On a vu dans l’exemple B.1.1 qu’une base de cette FEN est la mesure µq, pour laquelle Θµq =
] − ∞, 0[ et kµq(θ) = −q log (−θ) sur Θµ. Par conséquent k′µq(θ) = −qθ = m. Cette fonction est
croissante sur ]−∞, 0[, sa limite en −∞ est 0 et sa limite à gauche en 0 est +∞. DoncMF =]0,+∞[




∀ m ∈MF. (B.4)
Finalement, on obtient les trois paramétrisations suivantes :
1. la paramétrisation naturelle :




2. la paramétrisation par la moyenne :










3. la paramétrisation classique :




Exemple B.3.2 : la famille exponentielle naturelle {BN(q, p); 0 < p < 1} des lois binomiales
négatives.
On a vu dans l’exemple B.1.2 qu’une base de cette FEN est la mesure µq, pour laquelle Θµq =




sur Θµ. Par conséquent :
k′µq(θ) =
qeθ(
1 − eθ) ,
La fonction k′µq est strictement croissante sur Θµ =]−∞, 0[, sa limite en −∞ est 0 et sa limite à







Finalement, on obtient les trois paramétrisations suivantes :
1. la paramétrisation naturelle :










2. la paramétrisation par la moyenne :













3. la paramétrisation classique :
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B.4 Fonction Variance d’une FEN
Tout comme k′′µ (θ) est l’opérateur de covariance de Pθ,µ(dx), on note VF(m) l’opérateur de
covariance de Pm,F(dx).
Soit une mesure µ dans M(Rd). La fonction variance pour une FEN notée F = Fµ est définie
comme :
VF : MF → S+
m 7→ VF(m) =
(∫
Rd
(xi −mi)(x j −m j)Pm,F(dx)
)
1≤i, j≤d ,
où S+ désigne l’ensemble des matrices d × d symétriques définies positives. La variance VF(m)
se représente donc par une matrice symétrique définie positive, dont les entrées dépendent du
vecteur des moyennes m = (m1, . . . ,md)T. A partir de la définition de la fonction ψF, donnée
par l’équation (B.2), et de l’expression de la covariance d’une FEN, donnée à la section B.2, on
obtient :
VF(m) = k′′µ (ψµ(m)) = (ψ′µ(m))−1. (B.5)
Cette dernière expression de la fonction variance s’étend dans le cas général où E est un espace
euclidien et µ ∈ M(E).
La fonction variance joue un rôle important dans la théorie des familles exponentielles, depuis
l’article fondamental de C.-N. Morris [Mor82], où il est montré qu’elle caractérise la FEN : si F1 et
F2 sont deux FEN de domaine des moyennes noté respectivement, MF1 et MF2 , et si les fonctions
variance coïncident sur un ensemble non vide de MF1 ∩MF2 , alors les deux FEN sont égales :
F1 = F2. La fonction variance présente généralement une forme plus simple que les mesures
génératrices de la FEN, ou que leurs transformées de Laplace. Cette observation a conduit à
chercher à décrire les FEN ayant une fonction variance de forme donnée. Ainsi il existe la classe
de Morris des FEN sur E = R, de fonction variance quadratique, i.e. dont la restriction de la
fonction variance à MF est un polynôme du paramètre de la moyenne, de degré inférieur ou égal
à 2, qui compte six types bien connus (voir aussi [LM86]) : normal, Poisson, binomiale, binomiale
négative, gamma et cosinus hyperbolique.
Exemple B.4.1 : la famille exponentielle naturelle F = {G(q, p); p ∈]0,+∞[} des lois Gamma.
On a vu, à travers les exemples B.1.1 et B.3.1, que la FEN sur R des lois gamma est générée
par la mesure µq, dont la transformée de Laplace est définie sur Θµ =] − ∞, 0[, et telle que
ψµq(m) =
−q
m pour tout m ∈ MF =]0,+∞[. En dérivant la fonction ψµq on trouve donc, selon la




∀ m ∈MF =]0,+∞[.
On obtient bien un polynôme en m de degré 2, ce qui explique pourquoi la loi Gamma de
paramètre de forme q fixé est dans la classe de Morris, présentée ci-dessus.
Exemple B.4.2 : la famille exponentielle naturelle F = {BN(q, p); p ∈]0,+∞[} des lois bino-
miales négatives.
On a vu à travers les exemples B.1.2 et B.3.2 que la FEN sur R des lois gamma est générée
par la mesure µq, dont la transformée de Laplace est définie sur Θµ =] − ∞, 0[, et telle que
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pour tout m ∈ MF =]0,+∞[. En dérivant la fonction ψµq on trouve




∀ m ∈MF =]0,+∞[.
Comme pour les lois Gamma, on obtient un polynôme en m de degré 2, ce qui explique pourquoi
la loi binomiale négative de paramètre de forme q fixé est dans le classe de Morris, présentée
ci-dessus.
B.5 Transformation affine et convolution de FEN
Les transformations affines sont les seules transformations qui conservent la structure de
FEN.
Proposition B.5.1. Soit F une FEN de E et x 7→ φ(x) = a(x) + b une transformation affine
de E, i.e. a est dans le groupe général linéaire noté GL(E) des automorphismes de E et b ∈ E.
L’ensemble :
φ(F) = {φ(P) | P ∈ F}





= {a∗(θ) | θ ∈ Θµ},
kφ(µ)(θ) = kµ (a∗(θ)) − 〈b,θ〉 ∀ θ ∈ Θ(φ(µ),
φ(Pθ,µ) = Pa∗(θ),φ(µ),
Mφ(F) = φ(MF) = {φ(m) | m ∈MF},




a∗ ∀ m˜ ∈ φ(MF),
où a∗ est l’automorphisme adjoint de a défini comme : 〈a(x), y〉 = 〈x,a∗(y)〉 ∀(x, y) ∈ E2. Par
exemple si E = Rd, alors a(x) = Ax où A est une matrice inversible de Rd×d, et pour le produit
scalaire euclidien, on a a∗(x) = ATx.
La convolution est une autre opération importante pour les FEN. Soient F(µ) une FEN et n
variables à valeurs dans E indépendantes X1,X2, . . . ,Xn, distribuées suivant la loi de probabilité








On désigne par µ∗n la convolution suivante de mesures de M(E) : µ∗n est l’image de la mesure∏n
i=1 µ(dxi) par l’application (x1, . . . , xn) 7→ x1 + · · · + xn. Cette mesure est toujours dans M(E).





. A partir de l’équation (B.6), on obtient le résultat suivant :




est une loi exponentielle de la forme Pθ,µ∗n et l’ensemble
ouvert des paramètres naturels de la FEN est Θµ∗n = Θµ. De plus, pour tout θ ∈ Θµ :





La FEN F(µ∗n) ainsi obtenue est alors appelée la nième puissance ou convolution de F(µ).
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Cette construction peut être généralisée. On introduit pour cela l’ensemble Λ(µ) des réels




)λ ∀ θ ∈ Θµ,
⇐⇒ kµλ(θ) = λkµ(θ) ∀ θ ∈ Θµ.
(B.8)
La FEN Fλ = F(µλ) est appelée la λième puissance de F(µ) et ne dépend pas de la base µ mais








Le paramètre λ et l’ensemble ΛF = Λ(µ) sont communément appelés le paramètre et l’ensemble
de Jørgensen, ce dernier ayant souligné leur rôle dans l’étude des modèles exponentiels de dis-
persion [Jør87]. Il est clair, selon la proposition précédente, que pour toute FEN F, on aN ⊂ ΛF.
Exemple B.5.1 : la famille exponentielle naturelle F = {G(1, p); p ∈]0,+∞[} des lois exponen-
tielles.
Les lois exponentielles sont un cas particulier des lois Gamma G(q, p) lorsque le paramètre de




Lµ(θ) = 1−θ ∀ θ ∈ Θµ =] −∞, 0[.
Or pour tout λ ∈]0,+∞[, la mesure µλ ∈ M(R), introduite dans l’exemple B.1.1, qui engendre






)λ ∀ θ ∈ Θµ =] −∞, 0[.
L’ensemble de Jørgensen de la FEN F des lois exponentielles est donc ΛF =]0,+∞[. On obtient
même un résultat plus général : l’ensemble de Jørgensen de la FEN Fq des lois Gamma G(q, p)
de paramètre de forme q > 0 fixé, est ΛFq = ΛF =]0,+∞[. Une conséquence de ceci est que les
lois Gamma G(q, p) où (q, p) ∈]0,+∞[2 sont infiniment divisibles.
Exemple B.5.2 : la famille exponentielle naturelle F = {BN(1, p); p ∈]0,+∞[} des lois géomé-
triques.
Les lois géométriques sont un cas particulier des lois binomiales négatives G(q, p) lorsque q = 1.
On considère alors la mesure µλ ∈ M(R), introduite dans l’exemple B.1.2, et qui engendre la
FEN Fλ = BN{(λ, p); p ∈]0, 1[} des lois binomiales négatives. Selon un raisonnement identique
à l’exemple ci-dessus, on montre que l’ensemble de Jørgensen de la FEN Fq des lois binomiales
négatives BN(q, p) de paramètre q > 0 fixé, est ΛFq =]0,+∞[. Une conséquence de ceci est que
les lois binomiales négatives où (q, p) ∈]0,+∞[×]0, 1[ sont infiniment divisibles.
165
Annexe B. Familles Exponentielles Naturelles
B.6 Estimateurs du maximum de vraisemblance
Une propriété importante des FEN est l’existence pour ces familles d’une statistique exhaus-
tive simple.
Définition B.6.1. Soit {Pθ; θ ∈ Θ} un modèle statistique sur un espace abstrait noté (Ω,A).
Une statistique T est dite exhaustive si la loi conditionnelle θ 7→ Pθ (· | T) ne dépend pas de θ.
Autrement dit, toute l’information disponible sur θ est contenue dans la statistique T.
Une conséquence directe est que si T est une statistique exhaustive, alors il est inutile d’observer
autre chose pour obtenir une meilleure information sur θ.
On obtient le théorème suivant (voir [Let92, p. 38]) :
Théorème B.6.1. Soit une mesure µ ∈ M(E) et Λ(µ) son ensemble de Jørgensen. Soient
λ1, . . . , λn ∈ Λ(µ), θ ∈ Θµ et X1, . . . ,Xn des v.a. indépendantes de lois respectives Pθ,µλ j pour
tout 1 ≤ j ≤ n (où µλ j est la mesure qui engendre la λèmej puissance de la FEN F(µ)). Si
Sn = X1 + · · · + Xn, alors la statistique Sn est exhaustive pour la loi du n-uplet (X1, . . . ,Xn).
Un corollaire de ce théorème est que si X1, . . . ,Xn sont des v.a. indépendantes de lois identiques
Pθ,µ, alors la statistique Sn = X1 + · · · + Xn est exhaustive pour ce modèle statistique, puisque
1 ∈ ΛF pour toute FEN F.
Afin de déterminer l’estimateur du maximum de vraisemblance du paramètre naturel d’une
FEN, on commence à étudier le cas où l’échantillon empirique n’est composé que d’une seule
réalisation.
Lemme B.6.2. Soit une mesure µ ∈ M(E). On observe x qui est la réalisation d’un v.a. X de
loi Pµ,θ où le paramètre naturel θ est inconnu. Alors l’estimateur du maximum de vraisemblance
(EMV) de θ est défini si x ∈MF(µ) et est égal à :
θ̂ = ψµ(x).
En paramétrant la FEN F = F(µ) par la moyenne m, on obtient alors que l’EMV du paramètre
m est :
m̂ = x.
Démonstration. On étudie la log-vraisemblance :
l(θ; x) = 〈θ, x〉 − kµ(θ).
La fonction θ 7→ l(θ; x) définie sur le convexe Θµ est la somme d’une fonction linéaire et d’une
fonction strictement concave (car la fonction θ 7→ kµ(θ) est strictement convexe sur Θµ selon la
proposition B.1.1). Par conséquent cette fonction est strictement concave sur Θµ. Sa différentielle
est :
l′(θ; x) = x − k′µ(θ),
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Si x est dans MF alors cette différentielle s’annule au point θ = ψµ(x), et la stricte concavité de
la log-vraisemblance assure que ce point est l’argument de l’unique maximum sur Θµ.
De plus, le paramètre θ et le vecteur des moyennes m de la FEN sont reliés entre eux par la
fonction bĳective ψµ : MF → Θµ telle que θ = ψµ(m). Lorsque la FEN F = F(µ) est paramétrée
par la moyenne, le principe d’invariance fonctionnelle assure donc que l’EMV du paramètre m
est défini si x ∈MF et alors :
m̂ = ψ−1µ (ψµ(x)) = x.

Le résultat précédent se généralise lorsqu’on dispose d’un échantillon empirique composé de
plusieurs observations.
Théorème B.6.3. Soit une mesure µ ∈ M(E). On observe n réalisations x1, . . . , xn de v.a.
X1, . . . ,Xn indépendants et de même loi Pθ,µ, où le paramètre naturel θ est inconnu. Soit sn =










Démonstration. Selon le théorème B.6.1, la statistique Sn = X1+ . . .+Xn est exhaustive pour θ.
De plus, selon la proposition B.5.2, la loi de Sn appartient à la FEN dont les lois sont Pθ,µ∗n pour
θ ∈ Θµ. Donc d’après le lemme B.6.2 précédent, θ̂n = ψµ∗n(sn). Mais comme kµ∗n(θ) = nkµ(θ)
sur Θµ toujours selon la proposition B.5.2, il vient k′µ∗n(θ) = nk
′
µ(θ) et donc ψµ∗n(m) = ψµ(mn ).
Finalement, on obtient les expressions du théorème. 
Remarques :
– Si Xn <MF, les estimateurs du maximum de vraisemblance n’existent pas en général.
– Le vecteur moyenne m appartient à l’ensemble ouvert MF. Comme cela est expliqué en
[Let], la loi forte des grands nombres assure qu’il existe presque sûrement une v.a. N, telle
que pour tout n ≥ N on ait Xn ∈ MF. Les estimateurs du maximum de vraisemblance
seront donc bien définis pour un nombre suffisant d’observations.
Théorème B.6.4. Soit une mesure µ ∈ M(Rd). L’EMV m̂n défini à l’équation (B.10) du vecteur
des moyennes m ∈MF de la FEN F = F(µ) est sans biais, de variance 1nVF(m) et efficace.
Démonstration. Selon le théorème B.6.3, l’estimateur m̂n est la moyenne empirique des obser-
vations, donc non biaisé. De plus sa variance est égale à 1nvar (X1). Or, la loi de X1 est dans la
FEN F = F(µ), donc var (X1) = VF(m). Les hypothèses de régularité du modèle statistique sont
vérifiées pour une FEN, et l’ensemble MF des valeurs du paramètre m est ouvert. Il suffit alors
de montrer que la borne de Cramer Rao (BCR) est égale à la variance de notre estimateur. Pour
cela on peut supposer que l’échantillon est réduit à l’observation x d’un seul v.a. X, donc n = 1.
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= var (X) = VF(m).
La matrice d’information de Fisher pour la paramétrisation naturelle de la FEN F est donc VF(m).
Par conséquent la BCR pour la paramétrisation naturelle est VF(m)−1. Comme m = k′µ(θ), la
BCR pour le paramètre m est égale à :
k′′µ (ψµ(m))VF(m)−1k′′µ (ψµ(m))T = VF(m)VF(m)−1VF(m),
= VF(m).

De plus, l’unicité de la transformée de Laplace d’une mesure de M(E) assure que pour le
modèle statistique des FEN, la statistique Sn est complète (ou encore qualifiée de totale). Les
conditions d’application du théorème de Rao Blackwell sont donc vérifiées pour toutes les FEN
définies sur E = Rd. Il vient alors que si f : Θµ → R et s’il existe une fonction c : Rd → R telle
que E [c(Sn)] = f (θ), alors c(Sn) est un estimateur de variance uniformément minimum parmi
tous les estimateurs sans biais. Cependant cet estimateur n’est pas nécessairement efficace.
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Cette annexe regroupe les démonstrations des propriétés relatives aux lois Gamma bivariées,
présentées à la section 1.2.2, aux lois Gamma multivariées, présentées à la section 1.3.2 et aux
lois multinomiales négatives, présentées à la section 1.3.3.
Une identité importante, car utilisée dans beaucoup de ces démonstrations, est le dévelop-













zk pour tout |z| < 1, (C.1)
où (a)n désigne le symbole de Pochhammer défini aux équations (1.21) et (1.22). Cette annexe
est découpée en trois sections : une première section consacrée aux lois Gamma bivariées, une
deuxième aux lois Gamma multivariées et la dernière aux lois négatives multinomiales (qui sont
étroitement liées aux lois Gamma).
C.1 Loi Gamma Bivariée
C.1.1 Log-convexité de la transformée de Laplace bivariée
Selon l’équation 1.16, la log-transformée de Laplace (avec la convention ε = +1 dans la
définition A.2.1 de la transformée de Laplace) d’une loi Gamma bivariée a pour expression :
k(z1, z2) = −q log (1 + p1 z1 + p2 z2 + p12 z1 z2) ,
avec q > 0, p1 > 0 et p2 > 0, et est définie au moins sur l’ensemble convexe (car les v.a. sont
positives) [0,∞[2. La log-transformée de Laplace étant une fonction analytique réelle, convexe
sur l’intérieur de son domaine de définition, selon la proposition A.2.5, le hessien de la fonction k
doit être semi-défini positif sur l’ouvert convexe ]0,∞[2. Le calcul de la matrice hessienne, notée
k′′(z1, z2) donne :
k′′(z1, z2) =
q(
1 + p1z1 + p2z2 + p12z1z2
)2 ((p1 + z2p12)2 p1p2 − p12p1p2 − p12 (p2 + p12z1)2 .
)
La trace de cette matrice est positive pour tout (z1, z2) ∈]0,∞[2. Par conséquent, la matrice
k′′(z1, z2) est semi-définie positive pour tout (z1, z2) ∈]0,∞[2 si son déterminant est positif ou nul
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pour tout (z1, z2) ∈]0,∞[2. Le calcul du déterminant donne :
f (z1, z2) = det k′′(z1, z2) = q2
p12(2p1p2 − p12 + p1p12z1 + p12p2z2 + p212z1z2)(
1 + p1z1 + p2z2 + p12z1z2
)3 .
Par composition de fonctions continues, la fonction f est aussi continue sur ]0,∞[2. De plus sa
limite à droite au point (0, 0) existe et est égale à :
q2p12(2p1p2 − p12).
Cette limite est strictement négative si p12 < 0 ou si p12 > 2p1p2 et, dans ce cas, par continuité,
la fonction f est strictement négative sur un ensemble de mesure non nulle de ]0,∞[2 et la log-
transformée de Laplace n’est donc pas convexe. En définitive la log-convexité de la transformée
de Laplace impose :
0 ≤ p12 ≤ 2p1p2. (C.2)
C.1.2 Moments joints d’une loi Gamma bivariée
On considère la transformée de Laplace d’une loi Gamma bivariée (X,Y) introduite à l’équa-
tion 1.16 :







1 + p1z1 + p2z2 + p12z1z2
)q
, (C.3)
avec q > 0, p1 > 0, p2 > 0 et 0 < p12 ≤ p1p2. Cette transformée peut être reparamétrée en
fonction de θ1, θ2 et c =
p1p2−p12
p212
, tels que20 :
p1 =
θ1
θ1θ2 − c , p2 =
θ2
θ1θ2 − c , p12 =
1
θ1θ2 − c .




> 0 , θ2 =
p2
p12
> 0 , θ1θ2 − c = 1p12 > 0 , (C.4)










)q  11 − c(θ1+x)(θ2+y)
q︸                ︷︷                ︸
A
.
Par ailleurs, cθ1θ2 =
p1p2−p12
p1p2
< 1, car pour toute loi gamma bivariée : 0 < p12 ≤ p1p2, et donc
c
(θ1+x)(θ2+y)
< 1 pour tout x, y ≥ 0. On peut donc appliquer le développement en série entière







(θ1 + x)k(θ2 + y)k
.
20Cette paramétrisation correspond à la paramétrisation canonique des FEN des lois Gamma bivariées obtenues
à q et c fixés, comme cela est expliqué à la section 1.2.2
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D’où pour tout (x, y) ∈ [0, θ1[×[0, θ2[ :






(θ1 + x)q+k(θ2 + y)q+k
















































Il vient donc selon la proposition A.2.2 et grâce à l’unicité du développement en série entière
















(q + k)m(q + k)n.
Or :
(q)k(p + k)m(q + k)n = (q)m(q)n
(q +m)k(q + n)k
(q)k
























(q)m(q)n 2F1(q +m, q + n; p; r), (C.5)
où 2F1 est la série hypergéométrique standard définie comme :













En utilisant les propriétés suivantes des fonctions hypergéométriques de la forme 2F1 :
1. La série hypergéométrique 2F1(a, b; c; z) converge absolument pour tout |z| < 1 si c n’est pas
un entier négatif, et pour tout |z| ≤ 1 si <(c − a − b) > 0,
2. 2F1(a, b; c; z) = (1 − z)c−a−b 2F1(c − a, c − b; c; z) pour |z| < 1,
Il vient finalement :
E [XmYn] = pm1 p
n
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C.1.3 Développement de la loi Gamma bivariée en série de polynômes de
Laguerre
A partir de la caractérisation des polynômes de Laguerre donnée à l’équation (1.43), on











∀ n ∈N, α > 0, z > 0. (C.9)
Cette formule fournit une expression de la transformée de Laplace inverse de la fonction z >
0 7→ zn(1+z)α+n . Cette expression est utile afin d’inverser la transformée de Laplace de la loi Gamma
bivariée. En effet, on peut supposer que les paramètres d’échelle de la loi Gamma bivariée vérifient
p1 = p2 = 1, et la transformée de Laplace (1.16) associée au couple de v.a. (X1,X2) devient alors









(1 + z1)(1 + z2)
)q  11 − r z1z2(1+z1)(1+z2)
q ,
où 0 ≤ r < 1 est le coefficient de corrélation entre les marges. En remarquant que 0 ≤ r z1z2(1+z1)(1+z2) <











∀ z1, z2 ≥ 0.
Grâce la formule (C.9) et à la proposition A.2.1, on obtient finalement l’expression suivante de





















on obtient, d’après l’équation 1.44, que les polynomes P(q)k sont orthonormaux pour le produit
scalaire 〈·, ·〉G(q,1), où la fonction poids correspond à la densité (1.1) de la loi Gamma G(q, 1). De
plus, la densité du couple (X1,X2) devient :






C.1.4 Approximation de l’information mutuelle d’une loi Gamma bivariée
lorsque r→ 1
Comme cela est montré à la section 2.1.2, lorsque r → 1, l’information mutuelle associée à
une loi Gamma bivariée a pour expression :
IMq(r) = −q log (1 − r) − 2 qr1 − r + A,
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(X1,X2) étant une loi Gamma bivariée de paramètre de forme q, de moyenne (q, q) et de coefficeint
de corrélation entre les marges r, c = r/(1 − r)2, et o(1) → 0 quand r→ 1. Il est donc nécessaire
de calculer les moyennes des variables
√
X1X2, log(X1) et log(X2) afin d’obtenir une expression




] où U ∼ Γ(q, p)
L’espérance de logU peut se calculer à l’aide du simple changement de variables V = U/p.











































et son approximation lorsque r→ 1
Un calcul direct, à partir de la densité d’une loi gamma bivariée de paramètres p1 = m1/q,
p2 = m2/q et p12 = p1p2(1 − r), donnée à l’équation (1.35), permet de montrer que l’expression
des moments joints d’une loi Gamma bivariée (C.7) se généralise pour tous réels m,n > 0. Par




















La relation suivante :
2F1 (a, b; c; 1) =
Γ(c)Γ(c − a − b)


































+ o(1 − z),
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1 (a, b; c; z) =
ab
c 2
F1 (a + 1, b + 1; c + 1; z) pour |z| < 1,
































1 − 1 − r
4q
)





1 − 1 − r
4q
)
+ o(1 − r) pour r→ 1.
Enfin, en regroupant tous les termes et en remplaçant m1 et m2 par leur valeur q, on obtient
l’expression (2.8) de l’information mutuelle.
C.2 Loi Gamma multivariée
C.2.1 LGM équicorrélée
On s’intéresse à la densité associée au vecteur X, qui admet la transformée de Laplace
suivante :
LX(z) =











(1 + zi) ,
En remarquant maintenant que 0 ≤ ru < 1 pour tout r ∈]0, 1[ et z1, . . . , zd ≥ 0, il vient grâce au




























∀ z1, . . . , zd ≥ 0.
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dxi, ∀ zi ≥ 0,
on obtient, selon la proposition A.2.1, que la densité associée au vecteur X a l’expression suivante
au point x = (x1, . . . , xd)T :




















 0Fd−1(q, . . . , q; rx1 . . . xd)I]0,∞[d(x) ∀q > 0, r ∈ [0, 1[,
où 0Fd−1 est la fonction hypergéométrique telle que :








et (a)k est le symbole de Pochhammer défini aux équations (1.21) et (1.22).
C.2.2 LGM à structure de corrélation markovienne
On cherche dans cette section à caractériser les LGM qui satisfont à la propriété de Markov
suivante :
Pr (Xi+1 ∈ B|Xi = xi, . . . ,X1 = x1) = Pr (Xi+1 ∈ B|Xi = xi) ,
pour tout borélien b ∈ B(Rd), le vecteur X = (X1, . . . ,Xd)T étant un vecteur aléatoire distribué
suivant une LGM de paramètre de forme q > 0 fixé.
Afin de caractériser ces lois, il est utile de déterminer la transformée de Laplace de la variable
X j sachant Xi, avec j > i. On peut supposer sans perte de généralité que la transformée de Laplace
du couple (Xi,X j) est de la forme :
L(Xi,X j)(zi, z j) =
(
1 + zi + z j + (1 − ri, j)ziz j
)−q
, (C.11)
le paramètre ri, j étant le coefficient de corrélation. La densité de cette loi, notée f(Xi,X j), est
exprimée à l’équation (1.35), et l’on obtient l’expression de la densité de X j sachant Xi :
fXi=xiX j (x j) =





(1 − ri, j)q x
q−1
j e
− ri, j1−ri, j xi−
1
1−ri, j x j fq
(
ri, j
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Par conséquent la transformée de Laplace de la v.a. X j sachant Xi s’écrit :
LXi=xiX j (z j) = E
[





e−z jx j fXi=xiX j (x j)dx j,
=
e
− ri, j1−ri, j xi











− 1+(1−ri, j)zj1−ri, j x jxq+k−1j dx j,
=
(
1 + (1 − ri, j)z j
)−q
e












1 + (1 − ri, j)z j
)−q
e
− ri, j1−ri, j xie
ri, jxi
(1−ri, j)(1+(1−ri, j)zj) ,
=
(
1 + (1 − ri, j)z j
)−q
e
− ri, jz j1−(1−ri, j)zj xi ,





Hi, j(z j) =
(
1 + (1 − ri, j)z j
)−q
,
Gi, j(z j) =
ri, jz j
1 − (1 − ri, j)z j .





)−q ≡ φd(z), (C.12)
où Id est la matrice identité d’ordre d, Diag(z) la matrice diagonale dont les éléments diago-
naux sont les composantes du vecteur z, et R1/2 = (ai, j)1≤i, j≤d la matrice de corrélation (donc
symétrique) telle que :
ai,i = 1 ∀ 1 ≤ i ≤ d,
ai,i+1 =
√







rk, j, ∀ 1 ≤ i < k < j ≤ d.
On peut raisonner par récurrence. En dimension d = 2, la transformée de Laplace d’une loi
Gamma bivariée donnée à l’équation (C.11) a bien pour expression :














(1 + zi)(1 + z j) − ri, jziz j
)−q
.
On suppose la propriété vraie pour la dimension d − 1. Grâce à la propriété de Markov, la































= Hd−1,d(zd)L(X1,...,Xd−1)(z1, . . . , zd−2, zd−1 + Gd−1,d(zd)),
= Hd−1,d(zd)φd−1(z1, . . . , zd−2, zd−1 + Gd−1,d(zd)).
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par rapport à la d-ième ligne et en utilisant la propriété de multilinéa-
rité du déterminant pour calculer φd−1(z1, . . . , zd−2, zd−1 +Gd−1,d(zd)) on retrouve bien les mêmes
expressions).
La transformée de Laplace du vecteur X correspond donc à l’expression donnée à l’équation
C.12. Une conséquence immédiate est que la transformée de Laplace du couple (Xi,X j) avec
1 ≤ i < i + l ≤ d s’écrit :






















ri,i+1ri+1,i+2 . . . ri+l−1,i+l et par conséquent :
r(Xi,Xi+l) = r(Xi,Xi+1)r(Xi+1,Xi+2) . . . r(Xi+l−1,Xi+l) ∀ 1 ≤ i < i + l ≤ d.
C.2.3 Développement en série de polynômes de Laguerre de la densité d’une
LGM
On s’intéresse à la densité associée à la transformée de Laplace trivariée suivante :
LY(z1, z2, z3) = ((1 + z1)(1 + z2)(1 + z3) − r12z1z2 − r13z1z3 − r23z2z3 − ρz1z2z3)−q ,
= [(1 + z1)(1 + z2)(1 + z3)]−q
(
1 − r12t1t2 − r13t1t3 − r23t2t3 − ρt1t2t3)−q , (C.13)
où ti = zi1+zi pour tout zi ≥ 0 et 1 ≤ i ≤ 3. En se restreignant à l’ensemble des zi tels que
0 ≤ r12t1t2 + r13t1t3 + r23t2t3 + ρt1t2t3 < 1 (cet ensemble existe, il suffit de prendre z1, z2, z3
suffisamment grands), on trouve selon le développement en série entière (C.1) :






r12t1t2 + r13t1t3 + r23t2t3 + ρt1t2t3
)n .
Mais selon la formule du multinôme de Newton :(















où les entiers Ni sont définis par :
N1 = n − n3, N2 = n − n2, N3 = n − n1,
on obtient finalement :


















A l’aide de la formule (C.9), on reconnaît l’expression, valide pour tout zi ≥ 0 et tout 1 ≤ i ≤ 3,
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où L(α)n désigne les polynômes de Laguerre généralisés définis à la section 1.2.2. On conclut alors
grâce à la proposition A.2.1 et l’on trouve l’expression suivante de la densité :






















L(q−1)Ni (yi)I]0,∞[3(y1, y2, y3).
C.3 Loi négative multinomiale bivariée
Cette section est divisée en deux parties. Dans la première partie, on s’attache à déterminer
une expression analytique des masses de probabilité de la loi négative multinomiale bivariée .
Dans la seconde partie, les conditions des valeurs des paramètres pour lesquelles la loi multi-
nomiale négative bivariée existe, sont déterminées. La seconde partie est étroitement liée aux
calculs effectués dans la première partie.
C.3.1 Masses de probabilité d’une loi négative multinomiale bivariée
On cherche ici à déterminer la mesure de probabilité surN2 du couple (N1,N2) ∼ NM(q,Pa,b,c)
dont la fonction génératrice a pour expression :
G(N1,N2)(z1, z2) =
[
(1 − a)(1 − b) − c
1 − az1 − bz2 + (ab − c)z1z2
]q
.









et cette série est finie pour tout |z1| ≤ 1 et |z2| ≤ 1. On cherche maintenant à identifier les masses
de probabilités Pr (N1 = n1,N2 = n2) à partir de la décomposition en série entière de l’expression
de la fonction génératrice donnée précédemment.
Soit g(z1, z2) = cz1z2(1−az1)(1−bz2) . La fonction g est continue et g(0, 0) = 0. Il existe donc un voisinage
du point (0, 0) noté U1 sur lequel |g(z1, z2)| < 1. De même, la fonction h(z1, z2) = (az1, bz2) étant
continue et nulle au point (0, 0), il existe un voisinage du point (0, 0) noté U2 sur lequel |az1| < 1
et |az2| < 1. Les ouverts U1 et U2 étant non vides et contenant le point (0, 0), leur intersection
U = U1 ∩U2 est également un ouvert non vide qui contient le point (0, 0). Finalement pour tout
(z1, z2) ∈ U, on peut développer en série entière la fonction génératrice grâce à la formule (C.1)
de la façon suivante :
G(z1, z2) =
[
(1 − a)(1 − b) − c
1 − az1 − bz2 + (ab − c)z1z2
]q
=






(1 − a)(1 − b) − c








(1 − az1)k(1 − bz2)k ,








(1 − az1)(q+k)(1 − bz2)(q+k) .
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En utilisant maintenant les décompositions en séries entières suivantes :
1













valides pour tout (z1, z2) ∈ U, on obtient l’expression :


























)k zm1 zn2 ,
(C.15)
pour tout (z1, z2) ∈ U.
La série entière obtenue est définie sur l’ouvert non vide U, et par unicité du développement
en série entière, on peut identifier les coefficients de zm1 z
n
2 obtenus avec les masses de probabilité
Pr (N1 = m,N2 = n) du couple (N1,N2) selon (C.14). On obtient finalement :













C.3.2 Valeurs admissibles des paramètres d’une loi multinomiale négative
bivariée
Considérons la loi multinomiale négative bivariée du couple (N1,N2) ∼ NM(q,Pa,b,c), dont la
fonction génératrice a pour expression :
G(N1,N2)(z1, z2) =
[
(1 − a)(1 − b) − c
1 − az1 − bz2 + (ab − c)z1z2
]q
.
Dans cette section, on détermine les conditions nécessaires et suffisantes sur les paramètres
(q,Pa,b,c) pour lesquelles cette loi existe.
Remarquons tout d’abord que la fonction génératrice d’une mesure de probabilité ne peut
être la fonction nulle. Ceci entraîne que (1 − a)(1 − b) , 0. Les autres conditions nécessaires
peuvent être obtenues en remarquant que les masses de probabilité pm,n = Pr (N1 = m,N2 = n)
sont dans l’intervalle [0, 1] pour tout (m,n) ∈N2. Le cas où le paramètre q > 0 est un entier pair
est considéré à la fin de la section. Pour l’instant on suppose que q n’est pas un entier pair. Selon
l’expression C.16 de ces probabilités, trouvée à la section précédente, on a pour tout paramètre
q différent d’un entier pair :
1. p0,0 = [(1 − a)(1 − b) − c]q et donc (1 − a)(1 − b) − c ≥ 0. Mais comme (1 − a)(1 − b) , 0,
finalement (1 − a)(1 − b) − c > 0,
2. p1,0 = qa[(1 − a)(1 − b) − c]q et donc a ≥ 0. Par symétrie, b ≥ 0,
3. p1,n = [(1− a)(1− b)− c]q (q)nn! bn−1(qab+nc) conduit à la condition c ≥ 0. En effet, pour c < 0,
la grandeur qab + nc deviendrait négative pour des valeurs suffisament grande de n,
4. Puisque pm,0 = ((1 − a)(1 − b) − c)qam (q)mm! , il vient pm,0 > ((1 − a)(1 − b) − c)q a
m
m . Cette borne
inférieure tend vers l’infini lorsque m tend vers l’infini si a > 1. De plus le cas a = 1 n’est
pas possible, puisque c ≥ 0 et que la condition (1 − a)(1 − b) − c > 0 doit être vérifiée. Par
symétrie on a également b < 1.
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Prouver que ces conditions sont suffisantes requiert de montrer que 1) les coefficients des mo-
nômes zm1 z
n
2 dans le développement en série entière (C.15), notés cm,n, sont positifs, et que 2)
leur somme est égale à 1. Selon les conditions nécessaires ci-dessus il est évident que les coef-
ficients cm,n sont positifs quelque soit (m,n) ∈ N2, même lorsque q est un entier pair. De plus
ces conditions assurent que
∣∣∣∣ cz1z2(1−az1)(1−bz2) ∣∣∣∣ < 1, |az1| < 1 et |bz2| < 1 pour tout −1 ≤ z1, z2 ≤ 1.
Par conséquent le développement en série entière effectué à la section précédente est valide pour
tout (z1, z2) in [−1, 1]2. En particulier on obtient que ∑m,n≥0 cm,n = GN(1, 1) = 1. Ces conditions
sont donc suffisantes quelque soit le paramètre q.
Lorsque le paramètre de forme q est un entier pair, on peut montrer que les conditions
énoncées ci-dessus sont toujours nécessaires. En effet les conditions 2) et 3) restent inchangées.
On peut montrer que c’est également le cas de la condition 4). En effet, même lorsque q est
un entier pair on a a ≤ 1 et b ≤ 1, seul pose problème la démonstration du fait que b (ou a
) ne peut être égal à 1. Mais si q est un entier pair alors q ≥ 2. Par conséquent la probabilité
p1,n = [(1 − a)(1 − b) − c]q (q)nn! bn−1(qab + nc) tend vers l’infini si b = 1 quand n tend vers l’infini.
Donc b < 1 et par symétrie a < 1. Enfin, on sait que les paramètres vérifient la contrainte
(1 − a)(1 − b) − c , 0. Démontrons que le cas c > (1 − a)(1 − b) est impossible. En effet les
conditions précédentes assurent que les coefficients cm,n de la série entière sont positifs. Ces





Reprenons alors à l’envers le calcul des coefficients effectué à la section précédente :





























(1 − a)(1 − b) − c







(1 − a)(1 − b)
)k
.
Mais comme c/((1 − a)(1 − b)) > 1, la série de termes positifs est divergente et tend vers l’infini
quel que soit q > 0, ce qui n’est pas possible car S = 1. Ceci prouve donc (1 − a)(1 − b) − c > 0.
On a montré que les conditions 1) 2) 3) 4) ci-dessus sont des conditions nécessaires et suffisantes
quelque soit le paramètre de forme q.
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DEstimation des paramètres des lois
Gamma multivariées
Cette annexe regroupe les démonstrations des propriétés liées à l’estimation des paramètres
des lois Gamma multivariées. La première partie est consacrée aux lois Gamma bivariées étudiées
au chapitre 2, la seconde au modèle des lois Gamma bivariées “multi-capteurs" étudiées au
chapitre 3. Les propriétés des estimateurs des lois Gamma multivariées et des lois multinomiales
négatives, rencontrées en imagerie polarimétrique, et étudiées au chapitre 4, sont démontrées
dans les deux dernières parties.
D.1 Estimateur du maximum de vraisemblance d’une loi Gamma
bivariée
On rappelle ici que la fonction fq, définie à l’équation (1.32), est la série entière, absolument







D.1.1 Dérivée de la log-vraisemblance
Soit x = (x1, . . . , xn) n vecteurs i.i.d. de R2 tels que xi = (xi1, x
i
2) est distribué suivant une loi
gamma bivariée de paramètre de forme q, de moyennes (m1,m2) et de coefficient de corrélation
entre les marges r. Lorsque le paramètre de forme q est connu, il est montré à la section 2.2.1
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Or la fonction fq définie à l’équation (D.1) est une série entière définie sur R. Par conséquent,
pour tout z ∈ R :















Γ(q + 1 + k)k!
,
= fq+1(z).
On obtient alors l’expression suivante de la dérivée de la fonction h :
h′(r) =
2nq
(1 − r)2 −
nq

















Finalement en multipliant la fonction obtenue par le terme 1+r(1−r)3nq , qui est strictement positif
pour tout r ∈ [0, 1[, on obtient que si la fonction h admet son minimum sur ]0, 1[ alors ce
minimum est une racine de la fonction suivante :














D.1.2 Log-concavité de la fonction fq
Afin de montrer la log-concavité de la fonction fq sur R+, il est possible de démontrer





R+. On utilise cependant ici un résultat plus général démontré dans [AVV07] :








dont le rayon de convergence R est non nul. On suppose que la fonction f est strictement positive
sur un intervalle I ⊂] − R,R[. Si la suite (an+1/an)n≥0 est strictement croissante (respectivement
décroissante) alors la fonction f est strictement log-convexe (respectivement log-concave) sur I.










La suite obtenue est donc strictement décroissante et la fonction fq est alors strictement log-
concave sur R+ pour tout q > 0.
D.2 Loi Gamma bivariée multi-capteurs
On rappelle ici que la fonction Φ3 introduite à l’équation (D.3), qui est une des vingt séries
confluentes de Horn, est la double série entière absolument convergente sur R2 suivante :







D.2. Loi Gamma bivariée multi-capteurs
D.2.1 Densité
Selon la construction de loi Gamma bivariée multi-capteurs donnée à l’équation (3.5), on a
(Y1,Y2) = (X1,X2 + Z2) où Z2 ∼ G(q2 − q1, p2) et le couple (X1,X2) suit une loi Gamma bivariée
de transformée de Laplace :
L(X1,X2)(z1, z2) = (1 + p1z1 + p2z2 + p12z1z2)−q1 .
Puisque la variable Z2 est indépendante du couple (X1,X2), la densité de (Y1,Y2) est donc obtenue
par convolution de la densité de Z2 ∼ G(q2 − q1, p2) et de la fonction f(X1,X2)(x1, ·), où f(X1,X2) est




























p2 (y2 − v)q2−q1−1 fq1(cy1v)dv. En utilisant la définition (D.1) de la
fonction fq et en effectuant le changement de variable u =
y2−v
y2













euy2duq2−q1−1(1 − u)q1+k−1du , (D.5)































Γ(q2 − q1 + l)Γ(q1 + k)
Γ(q2 + l + k)
, (D.6)
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β étant la fonction définie pour a > 0 et b > 0 par β(a, b) =
∫ 1
0 x
a−1(1 − x)b−1dx = Γ(a)Γ(b)
Γ(a + b)
.


























Γ(q2 − q1 + l)










































Φ3(q2 − q1; q2; cp12p2 y2, cy1y2) , (D.7)
où Φ3 est la fonction de Horn définie à l’équation (D.3).
D.2.2 Calcul numérique de la fonction de Horn Φ3
Des représentations sous forme de séries, dont les termes s’expriment grâce à des fonctions
spéciales, sont utiles pour calculer des séries hypergéométriques d’ordre 2 [CG04]. Dans le cas
de la fonction de Horn Φ3 définie en (D.3), les développements suivants en terme de fonctions
spéciales sont particulièrement utiles :





1F1[a, b + n, x], (D.8)


























est la fonction de Bessel modifiée [AS64, pp. 374-377]. La série hypergéométrique confluente
1F1[a, b, x] peut s’exprimer ainsi [Mul01] :






(b − a)i(1 − a)i
i!xi
Fγ(x; i + b − a), (D.10)
où Fγ(x; ν) est la fonction de répartition de la la loi gamma univariée de paramètre de forme ν
et de paramètre d’échelle 1.
Notons que lorsque le paramètre a est un entier non nul, la somme en (D.10) est finie, ce qui
est le cas car a ≥ 1 est un entier (qui correspond à un nombre de vues). On en déduit l’expression
suivante de Φ3 :










(b + n − a)i(1 − a)i
i!xi
Fγ(x; i + b + n − a), (D.11)
où la dernière sommation (0 ≤ i ≤ a) est finie. L’équation (D.11) fournit alors une façon numéri-
quement stable de calculer Φ3(a; b; x, y) pour de grandes valeurs de x et y. A contrario, lorsque le
couple (x, y) est proche de (0, 0), la définition de Φ3, donnée en (D.3), est utilisée pour le calcul
numérique. On obtient finalement, l’algorithme de calcul suivant lorsque le paramètre a est un
entier :
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Algorithm 3 Calcul numérique de la fonction Φ3(a; b; x, y) pour tout x, y > 0
– si (x, y) est proche de (0, 0), calcul à partir de la définition (D.3)
– si y  0 et x√y < 1, calcul à partir de l’équation (D.9) (il faut alors noter qu’au lieu de
calculer la fonction de Bessel Iν(z), on calcule la fonction classique e−zIν(z), afin d’éviter les
débordements lorsque z 0)
– sinon, si a ∈N∗, calcul à partir de la l’équation (D.11)
D.2.3 Dérivées de la fonction de Horn Φ3
A partir de la représentation de la fonction Φ3 en double série entière, donnée en (D.3), on
obtient les résultats suivants :
∂
∂x



















Φ3(a + 1; b + 1; x, y) . (D.12)
∂
∂y

















Φ3(a; b + 1; x, y) . (D.13)
D.2.4 Estimateurs du maximum de vraisemblance
Le gradient de la log-vraisemblance exprimée à l’équation (3.14) par rapport au vecteur
θ = (m1,m2, r′), a pour expression (les dérivées partielles de la fonction de Horn Φ3 sont données





























1 − r′ −
nq1
m1(1 − r′)2Y1 −
nq2
m2(1 − r′)2Y2 +
1
1 − r′∆1 +
1 + r′








Φ3(q2 − q1 + 1; q2 + 1; dYi2; cYi1Yi2)










Φ3(q2 − q1; q2 + 1; dYi2; cYi1Yi2)
Φ3(q2 − q1; q2; dYi2; cYi1Yi2)
.
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Comme cela est expliqué à la section 3.2.1, les EMV des paramètres du vecteur θ sont les valeurs
qui annulent le gradient u(Y;θ) = 0. En multipliant (D.14) par m1 > 0, (D.15) par m2 > 0 et
(D.16) par 1 − r′ > 0, l’EMV de θ = (m1,m2, r′) ∈]0,+∞[2×[0, 1[ est la solution du système :
− nq1 + nq1m1(1 − r′)Y1 − r
′∆2 = 0, (D.17)
− nq2 + nq2m2(1 − r′)Y2 − r
′(∆1 + ∆2) = 0, (D.18)
nq1 − nq1m1(1 − r′)Y1 −
nq2
m2(1 − r′)Y2 + ∆1 + (1 + r
′)∆2 = 0, (D.19)
En sommant ces trois équations (i.e., (D.17)+(D.18)+(D.19)) il vient :
∆1 + ∆2 =
nq2
1 − r′ . (D.20)






1 − r′ = 0,
et donc :
m2 = Y2.
D.3 Lois Gamma multivariées dont le polynôme affine est qua-
dratique
On s’intéresse dans cette section à l’étude des estimateurs des lois Gamma multivariées sur
Rd dont la transformée de Laplace est de la forme :
LG(q,P)(z) = [P(z)]−q ,
où P est le polynôme affine de la forme :







Lorsque d = 2, on retrouve alors la définition de la loi de Kibble. En dimension d = 4, ce
modèle correspond à la loi du vecteur des intensités I = (I1, I2, I3, I4) associées à des images
polarimétriques, introduite à la section 4.2.1 et dont la transformée de Laplace est donnée à
l’équation (4.12), p. 113.
D.3.1 Inverse d’une matrice appartenant à l’espace vectoriel H
Afin de démontrer que la loi du vecteur I = (I1, I2, I3, I4) décrit une famille exponentielle, on
cherche à démontrer (voir section 4.2.2, p. 114) que si une matrice symétrique et inversible est
dans l’espace vectoriel H, alors son inverse aussi. On rappelle que H est l’espace vectoriel de






D.3. Lois Gamma multivariées dont le polynôme affine est quadratique
où A et B sont des matrices réelles 2×2 respectivement symétrique et antisymétrique. La matrice







où C,D et E sont des matrices réelles 2×2 et C,D des matrices symétriques. On suppose ici que la
matrice A est inversible, ce qui correspond au cas étudié, puisque avec les notations introduites







avec a23 + a
2
4 ≤ a1a2. La matrice A n’est donc pas inversible si a23 = a1a2. Mais dans ce cas a4 = 0,
donc la matrice B ∈ R2×2 est nulle, et donc la matrice M = CU n’est pas inversible. La propriété
reste cependant vraie dans le cas général où la matrice A ∈ R2×2 n’est pas inversible du moment
que la matrice M ∈ R4×4 l’est (la démonstration est laissée aux soins du lecteur). On note dans
la suite respectivement I4, I2 et 02 les matrices identités de R4×4, de R2×2 et la matrice nulle de
R2×2. La relation MM−1 = I4 nous donne le système suivant :
AC + BET = I2, (D.21)
−BE + AD = I2, (D.22)
−BC + AET = 02, (D.23)
AE + BD = 02. (D.24)
Les équations (D.23) et (D.24) montrent que :
ET = A−1BC,
E = −A−1BD.
En remplaçant dans (D.21) et (D.22) les matrices E et ET par les expressions trouvées ci-dessus,
il vient :
(A + BA−1B)C = I2,
(A + BA−1B)D = I2.
Par conséquent les matrices C et D sont inversibles et égales. Mais alors en soustrayant les
équations (D.23) et (D.24), on obtient :
A(E + ET) = 02.
La matrice A étant inversible, on a ET + E = 02, donc E est antisymétrique. Ceci montre que la
matrice M−1 est dans H.
D.3.2 Estimateurs du maximum de vraisemblance pour le modèle des trois
images d’intensité polarimétriques
Dans le cas de trois images d’intensité, la densité présentée à l’équation (4.23), p. 118,
paramétrée par le vecteur (a1, a2, a3, a24)
T ∈ A = {a1, a2, a3, a4 ∈ R | a1a2 > a23 + a24}, peut être
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reparamétrée par le vecteur :














où c = |a4|a1a2−a23−a24
. En effet en inversant le système ainsi défini, on trouve l’expression suivante des








|a4| = c4θ1θ2 − 2(θ1θ3 + θ2θ3) − c2 .
On note Θ l’ensemble ouvert des valeurs admissibles des paramètres θ (qui est l’image de
l’ensemble ouvert A par la fonction injective (a1, a2, a3, a24)
T ∈ A 7→ θ). Pour cette nouvelle
paramétrisation et avec les notations introduites à l’équation (4.23), la densité de la loi du
















où g(θ) = 4θ1θ2 − 2(θ1θ3 +θ2θ3)− c2. D’après la définition d’une famille exponentielle naturelle
donnée à la section B.1, p. 157, lorsque le paramètre c est fixé, la loi de I˜ décrit une FEN dont




















et dont les paramètres associés (θ1, θ2, θ3)T sont dans l’ensemble ouvert :
Θ˜ =
{
(θ1, θ2, θ3)T | (θ1, θ2, θ3, c)T ∈ Θ
}
.
D’après le théorème B.6.3, les EMV des moyennes m1, m2 et m3 sont les moyennes empiriques,












3 /n. Mais si c est inconnu,
la vraisemblance exprimée par rapport au vecteur (m1,m2,m3, c)T est nécessairement maximum
sur la droite de R4, d’équation paramétrique (m̂1, m̂2, m̂3, c). Ceci montre que les EMV des
moyennes de I˜ sont les moyennes empiriques. D’après le principe d’invariance fonctionnelle, on
trouve alors l’expression donnée à l’équation (4.24) des EMV de a1, a2 et a3.
L’EMV du paramètre a24 s’obtient finalement en maximisant la log-vraisemblance de I˜ lorsque
a1, a2 et a3 sont remplacés par leur EMV respectif. Après avoir éliminé les termes qui ne dé-
pendent pas de a = (a1, a2, a3, a24)
































 − n log(k).
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[2k − (a2 + a3)m̂1 − (a1 + a3)m̂2 + 2a3m̂3]
+





















Après avoir multiplié l’expression ci-dessus par le facteur strictement négatif −32k3/[n(a1a2 −
a23 + a
2
4)], et en remplaçant les paramètres a1, a2 et a3 par leur EMV â1, â2 et â3, on trouve que
l’EMV du paramètre a24 est la racine de la fonction donnée à l’équation (4.25).
D.4 Propriétés des estimateurs du maximum de vraisemblance
composite des lois multinomiales négatives
Afin de montrer la consistance et la normalité asymptotique de l’estimateur du maximum
de vraisemblance composite, on peut utiliser des résultats plus généraux sur les estimations par
minimum de contraste. On rappelle que l’estimateur θ̂n est la valeur pour laquelle le critère
Un(θ) donné à l’équation (4.33), p. 131, est minimum. D’après la loi faible des grands nombres,






où µ est la mesure de comptage. Lorsque la fonction θ → K(θ0,θ) (de Θ dans R+) possède un
unique minimum θ = θ0, Un définit alors un contraste pour θ0 et K. Par conséquent, θ̂n est
appelé l’estimateur du minimum de contraste (voir [DCD84, p. 92]). Remarquons que minimiser









Les propriétés de la divergence de Kullback-Leiber assurent donc que K(θ0,θ) est minimum pour
θ = θ0. De plus, ce minimum est unique si et seulement si :
A0 : ∀k < l; pk,l(·, ·,θ) = pk,l(·, ·,θ0) presque partout (p.p.)⇒ θ = θ0.
Consistance de l’estimateur du minimum de contraste.
Pour prouver la consistance de l’estimateur du minimum de contraste, il suffit de démontrer
que les conditions suivantes sont vérifiées (voir [DCD84, p. 93]) :
A1 : Θ est un sous espace compact de Rp. Les fonctions Un(θ) et K(θ0,θ) sont continues
pour θ ∈ Θ.
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A2 : Pour tout η > 0, soit w(n, η) = sup{|Un(α) − Un(β)|; ‖α − β‖ ≤ η}, où ‖ · ‖ est la norme













Normalité asymptotique de l’estimateur du minimum de contraste.
Les conditions supplémentaires suivantes sont suffisantes pour montrer la normalité asymp-
totique :
A3 : Le point θ0 appartient à l’intérieur de l’espace Θ. La fonction Un(θ) est deux fois
continue différentiable sur un voisinage V de θ0.
A4 :
√
n∇Un(θ0) converge en loi vers la loi normale centrée de matrice de covariance ΓU(θ0).











converge en Pθ0-probabilité vers zéro.









Sous les hypothèses A3:6 et si l’estimateur du minimum de contraste est consistant, alors√
n(θˆn − θ0) converge en loi vers la loi normale centrée de matrice de covariance :
IU(θ0)−1ΓU(θ0)IU(θ0)−1
(voir [DCD84, p. 104]).
Pour les contrastes de la forme (4.33), tout comme pour les estimateurs du maximum de
vraisemblance, on peut remplacer A4 et A6 par :
A˜4 : Dérivation et intégration du terme pk,l par rapport à la mesure µ peuvent être permutées.
La matrice de covariance du vecteur aléatoire
∑
1≤k<l≤d ∇ log pk,l(Nk,Nl,θ0) existe.
A˜5 : Il existe des fonctions hkl dans l’espace L1(Pθ0) telles que pour tout θ ∈ V et u, v = 1, . . . , p,∣∣∣∣∣∣ ∂2∂θu∂θv log pk,l(nk,nl,θ)
∣∣∣∣∣∣ ≤ hk,l(nk,nl), ∀(nk,nl) ∈N2.
Propriétés de l’estimateur du maximum de vraisemblance composite
Afin de prouver le théorème 4.3.1, p. 132, nous devons montrer que les conditions A0, A1,
A2, A3, A˜4, A˜5 et A6 sont vérifiées pour le modèle étudié sous les hypothèses 1, 2 et 3. On
rappelle que pour ce modèle, nous avons (voir théorème 1.3.8) :
pk,l(nk,nl,θ) = ak,l(θ)nkbk,l(θ)nl
(















(L + j)nk− j
(nk − j)!
(L + j)nl− j
(nl − j)! .
Pour tout k < l, Fk,l(θ) = (ak,l(θ), bk,l(θ), ck,l(θ))T où Fk,l sont des fonctions de Θ vers ∆ =
{(ak,l, bk,l, ck,l) ∈ [0, 1[3; (1 − ak,l)(1 − bk,l) > ck,l}, et F(θ) =
(
F1,2(θ)T, . . . ,Fd−1,d(θ)T
)T
est une
fonction injective de Θ vers ∆p(p−1)/2 (hypothèse 2). De plus, les fonctions Fk,l sont deux fois
continues et différentiables (hypothèse 3).
A0 : Puisque pour tout k < l, pk,l(·, ·,θ) = pk,l(·, ·,θ0) p.p., nous avons en particulier pour
(nk,nl) = (0, 0),(




(1 − ak,l(θ0))(1 − bk,l(θ0)) − ck,l(θ0)
)L
,
pour (nk,nl) = (1, 0),
ak,l(θ)
(




(1 − ak,l(θ0))(1 − bk,l(θ0)) − ck,l(θ0)
)L
,
et pour (nk,nl) = (0, 1),
bk,l(θ)
(




(1 − ak,l(θ0))(1 − bk,l(θ0)) − ck,l(θ0)
)L
.
Aussi ak,l(θ) = ak,l(θ0), bk,l(θ) = bk,l(θ0) et ck,l(θ) = ck,l(θ0), i.e. Fk,l(θ) = Fk,l(θ0) pour tout
1 ≤ k < l ≤ d. Donc F(θ) = F(θ0), ce qui implique que θ = θ0 puisque F est une fonction
injective.
A1 : Selon l’hypothèse 1, Θ est un compact de Rp. La fonction Un(θ) est continue (en tant
que somme de fonctions continues) pour tout θ ∈ Θ. En ce qui concerne la fonction K(θ0,θ),
on peut appliquer le théorème concernant les intégrales définies par un paramètre (corollaire du




(1 − ak,l(θ))(1 − bk,l(θ)) − ck,l(θ)
)L
(1 + nk)(1 + nl)
,









on obtient pk,l(nk,nl,θ) = AB ce qui donne 0 ≤ AB ≤ 1. En raison de la contrainte sur (ak,l, bk,l, ck,l)






> 1 pour tout L > 0,
nous avons A < 1 et B > 1. Par conséquent, log(A) ≤ log(AB) ≤ 0, donc | log(AB)| ≤ | log(A)|, ce
qui entraîne :∣∣∣log(pk,l(nk,nl,θ))∣∣∣ ≤nk ∣∣∣log(ak,l(θ))∣∣∣ + nl ∣∣∣log(bk,l(θ))∣∣∣ + L ∣∣∣∣log ((1 − ak,l(θ))(1 − bk,l(θ)) − ck,l(θ))∣∣∣∣




∣∣∣log(ak,l(θ))∣∣∣) + nl (1 + ∣∣∣log(bk,l(θ))∣∣∣)+
L
∣∣∣∣log ((1 − ak,l(θ))(1 − bk,l(θ)) − ck,l(θ))∣∣∣∣ .
Les fonctions Fk,l étant uniformément continues (en tant que fonction continues sur un compact)
il vient : ∣∣∣log(pk,l(nk,nl,θ))∣∣∣ ≤ C1nk + C2nl + C3,
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où C1, C2 et C3 sont des constantes positives. La fonction dominée est donc Pθ0-intégrable
puisque tous les moments de la variable Nk, k = 1, . . . , d, existent. En utilisant la continuité de
la fonction pk,l(nk,nl,θ) pour θ ∈ Θ, on peut conclure que K(θ0,θ) est continue pour θ ∈ Θ.
A2 : En notant pk,l(nk,nl,θ) = gk,l(θ)p˜k,l(nk,nl,θ), où
gk,l(θ) =
(
























 p˜k,l(Nik,Nil, α)p˜k,l(Nik,Nil, β)

∣∣∣∣∣∣∣︸                                     ︷︷                                     ︸ .
P1 + P2
Le premier terme P1 est composé de fonctions continues sur le compact Θ et est donc unifor-
mément continu. Donc, pour ‖α − β‖ ≤ 1K , il existe ε1K telle que P1 ≤ ε1K, où ε1K est une suite qui










































on obtient (Fk,l est continûment différentiable sur un compact) pour u = 1, . . . , p,∣∣∣∣∣ ∂∂θu log (p˜k,l(Nik,Nil,θ))



















où Ck,l est une constante positive. En notant C le maximum des constantes Ck,l, 1 ≤ k < l ≤ d,
on obtient :
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D’après la loi faible des grands nombres, lorsque n tend vers l’infini, Wn converge en Pθ0-




1≤k<l≤d E(Nk + Nl) < ∞. Soit εK = ε1K + 2K lW, cette suite tend













(Wn − lW > lW) ,
converge vers zéro lorsque n tend vers l’infini puisque lW > 0.
A3 : L’hypothèse 1 implique que le point θ0 appartient à l’intérieur du compact Θ. La
fonction Un(θ) est deux fois continue et différentiable sur Θ en tant que somme de fonctions
deux fois continûment différentiables.
A˜4 : La preuve que la dérivation et l’intégration par rapport à µ peuvent être permutées
pour le terme pk,l, repose sur les propriétés de différentiabilité des intégrales définies par un
paramètre. En reprenant les calculs effectués pour A2, on peut dominer le dérivées partielles de
pk,l : ∣∣∣∣∣ ∂∂θu pk,l(nk,nl,θ)
∣∣∣∣∣ = ∣∣∣∣∣ ∂∂θu gk,l(θ)p˜k,l(nk,nl,θ) + gk,l(θ) ∂∂θu p˜k,l(nk,nl,θ)
∣∣∣∣∣ ,
≤ (C1 + C2(nk + nl))p˜k,l(nk,nl,θ?),
où u = 1, . . . , p, C1 et C2 sont des constantes positives et θ? l’argument du maximum de la
fonction continue p˜k,l définie sur le compact Θ. La fonction dominée est donc µ-intégrable.
Comme pk,l est différentiable, dérivation et intégration par rapport à µ peuvent être permutées
pour pk,l. En particulier, ceci implique que le vecteur aléatoire
∑
1≤k<l≤d ∇ log pk,l(Nk,Nl,θ0) est
centré. Afin de prouver l’existence de la matrice de covariance, on peut montrer que pour tout
u, v = 1, . . . , p et pour tout k < l : :
Eθ0
(∣∣∣∣∣ ∂∂θu log pk,l(Nk,Nl,θ0) ∂∂θv log pk,l(Nk,Nl,θ0)
∣∣∣∣∣) < ∞.
Comme ci-dessus, il existe des constantes positives C1, C2 et C3 telles que :∣∣∣∣∣ ∂∂θu log pk,l(Nk,Nl,θ0) ∂∂θv log pk,l(Nk,Nl,θ0)
∣∣∣∣∣ ≤ C1 + C2(Nk +Nl) + C3(Nk +Nl)2,
qui est fini puisque tous les moments des variables Nk, k = 1, . . . , d, existent.














Comme ci-dessus (Fk,l est deux fois continûment différentiable), des calculs directs amènent au
résultat suivant : ∣∣∣∣∣∣ ∂2∂θu∂θv log pk,l(nk,nl,θ)
∣∣∣∣∣∣ ≤ C1 + C2(nk + nl) + C3(nk + nl)2,
= hk,l(nk,nl),
où C1, C2 et C3 sont des constantes positives. Pour les mêmes raisons que précédemment, hk,l
est Pθ0-intégrable.
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A6 : D’après A˜5, les v.a. ∂
2
∂θu∂θv
log pk,l(Nk,Nl,θ0) ont une espérance finie et la loi faible des















De plus, selon A˜5, la dérivation et l’intégration peuvent être permutées deux fois et selon A˜4 le
vecteur aléatoire
∑




















∇{ak,l,bk,l,ck,l} log pk,l(Nk,Nl,θ0)∇{ak,l,bk,l,ck,l} log pk,l(Nk,Nl,θ0)T
]
JFk,l(θ0), (D.26)
où JFk,l(θ0) est la matrice Jacobienne (de taille 3 × p) au point θ0. On remarque que la matrice
IU(θ0) est l’opposée de la somme des matrices de covariance. En notant :
Ik,lU (θ0) = Eθ0
[
∇{ak,l,bk,l,ck,l} log pk,l(Nk,Nl,θ0)∇{ak,l,bk,l,ck,l} log pk,l(Nk,Nl,θ0)T
]
,











T . . . JFd−1,d(θ0)
T
)T
est la matrice Jacobienne 32d(d − 1) × p de F(θ0). Comme
F est une fonction définie sur Θ injective (hypothèse 2), la matrice JF(θ0) est de rang p. Par
conséquent, IU(θ0) est inversible si la matrice diagonale par blocs, composée des sous-matrices
Ik,lU (θ0) est inversible. Il suffit donc de montrer que les matrices I
k,l
U (θ0) sont inversibles pour tout









∇{ak,l,bk,l,ck,l} log pk,l(Nk,Nl,θ0)∇{ak,l,bk,l,ck,l} log pk,l(Nk,Nl,θ0)T
))
= 0 ,
est équivalente à l’existence de constantes α1, α2 et α3 (non toutes nulles) telles que :
(α1, α2, α3)∇{ak,l,bk,l,ck,l} log pk,l(Nk,Nl,θ0) = 0 p.p. (D.27)
L’équation (D.27) implique en particulier pour (Nk,Nl) = (0, 0),
α1(1 − bk,l(θ0)) + α2(1 − ak,l(θ0)) + α3 = 0,
pour (Nk,Nl) = (1, 0),
−α1 (1 − ak,l(θ0))(1 − bk,l(θ0)) − ck,l(θ0)Lak,l(θ0) + α1(1 − bk,l(θ0)) + α2(1 − ak,l(θ0)) + α3 = 0,
et pour (Nk,Nl) = (0, 1),
−α2 (1 − ak,l(θ0))(1 − bk,l(θ0)) − ck,l(θ0)Lbk,l(θ0) + α1(1 − bk,l(θ0)) + α2(1 − ak,l(θ0)) + α3 = 0.
En raison des contraintes sur les paramètres ak,l(θ0), bk,l(θ0) et ck,l(θ0) (voir hypothèse 2), on
trouve α1 = α2 = α3 = 0, et donc Ik,lU (θ0) est inversible pour tout 1 ≤ k < l ≤ d. Par conséquent,
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