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The Bloch equations, namely
dMxðtÞ
dt
¼ x0MyðtÞ MxðtÞ
T2
;
dMyðtÞ
dt
¼ x0MxðtÞ MyðtÞ
T2
;
dMzðtÞ
dt
¼M0 MzðtÞ
T1
;
ð1Þ
with initial conditions
Mxð0Þ ¼ 0; Myð0Þ ¼ 100 and Mzð0Þ ¼ 0:
are used in physics, chemistry, nuclear magnetic resonance
(NMR), electron spin resonance (ESR) and magnetic reso-
nance imaging (MRI).Where MxðtÞ;MyðtÞ and MzðtÞ represent the system mag-
netisation in x; y and z component respectively,M0 is the equi-
librium magnetisation, x0 is the resonant frequency given by
the Larmor relationship x0 ¼ cB0; where B0 is the static mag-
netic field in z-component, T1 is spin-lattice relaxation time,
and T2 is spin-spin relaxation time. Well posed-ness of this
equation is known when derivatives are of integer order. The
set of analytic solution of the system of Eq. (1) with initial con-
ditions in Eq. (2) is given as
MxðtÞ ¼ et=T2ðMxð0Þ cosx0tþMyð0Þ sinx0tÞ;
MyðtÞ ¼ et=T2ðMyð0Þ cosx0tMxð0Þ sinx0tÞ;
MzðtÞ ¼ Mzð0Þet=T1 þM0ð1 et=T1Þ:
ð2Þ
The aim of this paper was to study Eq. (1) by replacing inte-
ger order time derivatives to fractional order derivatives
because some physical quantity depends on the past so it is
physically very important to study such systems. The frac-
tional model of Bloch equation is given as follows:
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dta
¼ x0MyðtÞ MxðtÞ
T2
;
dbMyðtÞ
dtb
¼ x0MxðtÞ MyðtÞ
T2
;
dcMzðtÞ
dtc
¼ M0 MzðtÞ
T1
;
ð3Þ
where 0 < a; b; c 6 1.
The fraction in time derivative suggests a modulation—or
weighting—of system memory, and the assumption of frac-
tional derivatives plays an important role affecting the spin
dynamics described by the Bloch equations in Eq. (3), see
[1,2]. In addition, it is known that fractional derivative is
strongly dependent on the initial conditions; therefore, we
should choose the fractional derivative most appropriate for
handling the initial conditions of our physical problem. In
NMR the initial state of the system is specified by the compo-
nents of the magnetisation, and hence these need to be clearly
recognised. The physical meaning of the fractional Bloch equa-
tions goes back to the basic formulation of the fractional
Schrodinger equation in quantum mechanics.
There are several methods to obtain approximate solution
for Bloch equation in NMR [3–10]. Recently some authors
solve mathematical model of Bloch equation with fractional
time derivative [11–13].
In this paper we present a new algorithm based on opera-
tional matrix of integration for the approximate solution of
time fractional model of Bloch equation. Operational matrix
has several applications in fractional calculus. For the con-
struction of operational matrices and their applications in frac-
tional calculus see [14–25]. Using operational matrix in Bloch
model we obtain unknown coefficients for approximated
parameter in model. Using these coefficients we obtain approx-
imate solution for fractional model of Bloch equation in
NMR. Convergence as well as error of the proposed method
is given.
The present paper is organised as follows. In Section 2, we
describe basic preliminaries. In Section 3, we construct opera-
tional matrix using Legendre scaling functions as basis. In Sec-
tion 4, we describe the algorithm for the construction of
approximate solutions. In Section 5, we show the convergence
of approximate solution to the exact solution. In Section 6, we
give error bound for the proposed method. In Section 7, we
give numerical experiments and discussion for different cases
of time derivative to show the effectiveness of the proposed
method.
2. Preliminaries
There are several definitions of fractional order derivatives and
integrals. These are not necessarily equivalent. In this paper,
the fractional order differentiations and integrations are in
well-known Caputo and Riemann-Liouville sense respectively
[26,27].
The Legendre scaling functions f/iðtÞg in one dimension
are defined by
/iðtÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃð2iþ 1Þp Pið2t 1Þ; for 0 6 t < 1:
0; otherwise;
(
where PiðtÞ is Legendre polynomials of order i on the interval
[1, 1], given explicitly by the following formula:PiðtÞ ¼
Xi
k¼0
ð1Þiþk ðiþ kÞ!ði kÞ!
tk
ðk!Þ2 : ð4Þ
Legendre scaling functions are constructed normalising the
shifted Legendre polynomials. So the collection f/iðtÞg forms
an orthonormal basis for L2½0; 1. The Legendre scaling func-
tion of degree i is given by
/iðtÞ ¼ ð2iþ 1Þ
1
2
Xi
k¼0
ð1Þiþk ðiþ kÞ!ði kÞ!
tk
ðk!Þ2 ð5Þ
A function f 2 L2½0; 1, with bounded second derivative
jf 00ðtÞj 6M; expanded as infinite sum of Legendre scaling
function and the series converges uniformly to the function
fðtÞ;
fðtÞ ¼ lim
n!1
Xn
i¼0
ci/iðtÞ; ð6Þ
where ci ¼ hfðtÞ;/iðtÞi, and h:; :i is standard inner product on
L2½0; 1.
If the series is truncated at n ¼ m, then we have
f ﬃ
Xm
i¼0
ci/i ¼ CT/ðtÞ; ð7Þ
where C and /ðtÞ are ðmþ 1Þ  1 matrices given by
C ¼ ½c0; c1; . . . ; cmT and /ðtÞ ¼ ½/0ðtÞ;/1ðtÞ; . . . ;/mðtÞT:3. Operational matrix
Theorem 3.1. Let /ðxÞ ¼ ½/0ðxÞ;/1ðxÞ; . . . ;/nðxÞT; be
Legendre scaling vector and consider a > 0, then
Ia/iðxÞ ¼ IðaÞ/ðxÞ; ð8Þ
where IðaÞ ¼ xði; jÞÞð , is ðnþ 1Þ  ðnþ 1Þ operational matrix of
fractional integral of order a and its ði; jÞ th entry is given by
xði; jÞ ¼ ð2iþ 1Þ1=2ð2jþ 1Þ1=2
Xi
k¼0
Xj
l¼0
ð1Þiþjþkþl
 ðiþ kÞ!ðjþ lÞ!ði kÞ!ðj lÞ!ðkÞ!ðl!Þ2ðaþ kþ lþ 1ÞCðaþ kþ 1Þ
0 6 i; j 6 n:
Proof. Using the Legendre scaling function of degree i, we get
Ia/iðxÞ ¼ ð2iþ 1Þ1=2
Xi
k¼0
ð1Þiþk ðiþ kÞ!ði kÞ!
1
ðk!Þ2 I
axk
¼ ð2iþ 1Þ1=2
Xi
k¼0
ð1Þiþk ðiþ kÞ!ði kÞ!ðkÞ!Cðaþ kþ 1Þx
aþk
using Legendre scaling function approximation for xaþk, we
have
xaþk ¼
Xn
j¼0
cj/jðxÞ; where
cj ¼ ð2jþ 1Þ1=2
Xj
l¼0
ð1Þlþj ðjþ lÞ!ðj lÞ!
1
ðl!Þ2
1
ðaþ kþ lþ 1Þ : ð9Þ
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Ia/iðxÞ ¼
Xn
j¼0
xði; jÞ/jðxÞ; ð10Þ
where xði; jÞ is defined by
xði; jÞ ¼ ð2iþ 1Þ1=2ð2jþ 1Þ1=2
Xi
k¼0
Xj
l¼0
ð1Þiþjþkþl
 ðiþ kÞ!ðjþ lÞ!ði kÞ!ðj lÞ!ðkÞ!ðl!Þ2ðaþ kþ lþ 1ÞCðaþ kþ 1Þ :
ð11Þ
Hence,
Ia/iðxÞ ¼ ½xði; 0Þ;xði; 1Þ;xði; 2Þ; . . . ;xði; nÞUðxÞ: ð12Þ
h4. Method of solution
In this section, we describe the algorithm for the construction
of approximate solution of the Bloch equation.
Let us consider
daMxðtÞ
dta
¼ CT1/ðtÞ;
dbMyðtÞ
dtb
¼ CT2/ðtÞ;
dcMzðtÞ
dtc
¼ CT3/ðtÞ; ð13Þ
from Eq. (13), we can write
MxðtÞ ¼ CT1 IðaÞ/ðtÞ þ AT/ðtÞ; ð14Þ
MyðtÞ ¼ CT2 IðbÞ/ðtÞ þ BT/ðtÞ; ð15Þ
MzðtÞ ¼ CT3 IðcÞ/ðtÞ þDT/ðtÞ; ð16Þ
where Mxð0Þ ¼ AT/ðtÞ; Myð0Þ ¼ BT/ðtÞ; Mzð0Þ ¼ DT/ðtÞ.
Using Eqs. (13)–(16) in Bloch model we obtain following
equationsCT1 Iþ
1
T2
IðaÞ
 
 x0CT2 IðbÞ ¼ x0BT 
1
T2
AT; ð17Þ
x0C
T
1 I
ðaÞ þ CT2 Iþ
1
T2
IðbÞ
 
¼ x0AT  1
T2
BT; ð18Þ
CT3 Iþ
1
T1
IðcÞ
 
¼ ET  1
T1
DT; ð19Þ
where IðaÞ; IðbÞ and IðcÞ are operational matrices of fractional
integration of order a; b and c respectively. I is an identity
matrix and M0
T1
¼ ET/ðtÞ. Using following notations in Eqs.
(17)–(19)
I1 ¼ Iþ 1
T2
IðaÞ; I2 ¼ Iþ 1
T2
IðbÞ; I3 ¼ Iþ 1
T1
IðcÞ; I4 ¼ x0IðaÞ;
I5 ¼ x0IðbÞ;
F1 ¼ x0BT  1
T2
AT; F2 ¼ x0AT  1
T2
BT; F3 ¼ ET  1
T1
DT;
ð20Þwe obtain,
CT1 I1  CT2 I5 ¼ F1; ð21Þ
CT1 I4 þ CT2 I2 ¼ F2; ð22Þ
CT3 I3 ¼ F3; ð23Þ
I1; I2; I3; I4; I5;F1;F2 and F3 are known.
On solving Eqs. (21) and (22) we get,
CT1 ¼ F1I15 þ F2I12
 
I1I
1
5 þ I4I12
 1
; ð24Þ
CT2 ¼ F1I15 þ F2I12
 
I1I
1
5 þ I4I12
 1
I1  F1
n o
I15 ; ð25Þ
From Eq. (23), we can write
CT3 ¼ F3I13 : ð26Þ
Using Eqs. (24)–(26) in Eqs. (14)–(16) respectively, we get
approximate solution for Bloch equations in NMR.
5. Convergence analysis
Theorem 1. Suppose that yðxÞ 2 L2½01 and ynðxÞ be the its nth
approximation obtained by using (n+ 1) elements of Legendre
scaling vector. Suppose jD2yðxÞj < K, then ynðxÞ ! yðxÞ in the
L2 -sense with the following inequality:
kyðxÞ  ynðxÞkL2 ½0; 1 6
K
16
F3  1
2
þ n
 
; ð27Þ
where FnðzÞ is Poly Gamma function.
Proof. Let,
yðxÞ ¼
X1
i¼0
ci/iðxÞ; ð28Þ
Truncating series in Eq. (28),
ynðxÞ ¼
Xn
i¼0
ci/iðxÞ: ð29Þ
Subtracting Eq. (29) from Eq. (28),
yðxÞ  ynðxÞ ¼
X1
i¼nþ1
ci/iðxÞ; ð30Þ
From Eq. (30), we can write,
kyðxÞ  ynðxÞk2L2 ½0; 1 6
Z 1
0
X1
i¼nþ1
ci/iðxÞ
 !2
; ð31Þ
Now Eq. (31), can be written as,
kyðxÞ  ynðxÞk2L2 ½0; 1 6
X1
i¼nþ1
c2i ; ð32Þ
Coefficients in the expansion given in Eq. (28), are given by,
ci ¼
Z 1
0
yðxÞ/iðxÞdx ¼ ð2iþ 1Þ
1
2
Z 1
0
yðxÞPið2x 1Þdx; ð33Þ
substituting 2x 1 ¼ t, in Eq. (33), we get,
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1
2
2
Z 1
1
y
tþ 1
2
 
PiðtÞdt;
¼ 1
22ð2iþ 1Þ
 1
2
Z 1
1
y
tþ 1
2
 
dðPiþ1ðtÞ  Pi1ðtÞÞdt: ð34Þ
Now using integration part formula two times in Eq. (34), we
get,
jcij2 < k
2
32ð2iþ 1Þð2i 1Þ2ð2iþ 3Þ2
 2ð2i 1Þ
2
2iþ 5 þ
8ð2iþ 1Þ2
2iþ 1 þ
2ð2iþ 3Þ2
2i 3
" #
;
jcij2 < 3K
2
8ð2i 3Þ4 ; ð35Þ
Using Eq. (35) in Eq. (32), we get,
kyðxÞ  ynðxÞk2L2 ½0; 1 6
3
8
X1
i¼nþ1
K2
ð2i 3Þ4 ; ð36Þ
Summing the above series we get,
kyðxÞ  ynðxÞkL2 ½0; 1 6
K
16
F3  1
2
þ n
 
:
From Eq. (36) as n !1; ynðxÞ ! yðxÞ in the L2 -sense. h6. Error analysis
Theorem 2. Let ðIanyÞðxÞ be the nth approximation of Riemann-
Liouville fractional integral operator ðIayÞðxÞ then we have the
followings upper bounds of absolute error in its nth
approximationFigure 1 Comparison of exact and approximate solution for
MxðtÞ.kðIayÞðxÞ  ðIanyÞðxÞkL2 ½0; 1 6
K
16
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðaþ 1Þp F3 
1
2
þ n
 
ð37Þ
Proof. From the definition of Riemann-Liouville fractional
integral operator, we can write
kðIayÞðxÞ  ðIanyÞðxÞkL2 ½0; 1 ¼
1ﬃﬃﬃ
a
p
Z x
0
ðx sÞa1jyðsÞ
 ynðsÞjds: ð38Þ
Using Eq. (36) in (38), we get
kðIayÞðxÞ  ðIanyÞðxÞkL2 ½0;1 6
1ﬃﬃﬃ
a
p
Z x
0
ðx sÞa1 K
16
F3 1
2
þ n
 
ds
¼ K
16
ﬃﬃﬃ
a
p F3 1
2
þ n
 Z x
0
ðx sÞa1ds
kðIayÞðxÞ  Iany
 ðxÞkL2 ½0;1 6 K
16
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðaþ 1Þp F3 
1
2
þ n
 
xa: ð39Þ
Since x 2 ½0; 1, Eq. (39) can be written as,
kðIayÞðxÞ  ðIanyÞðxÞkL2 ½0; 1 6
K
16
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðaþ 1Þp F3 
1
2
þ n
 
:
h7. Numerical results and discussion
In all the figures given below we have taken
x0 ¼ 1; T1 ¼ 1 ðsÞq and T2 ¼ 20 ðmsÞq. In Figs. 4–6, absolute
errors are denoted by E1;E2;E3 for n= 3,7 and 11 respec-
tively. In these respective figures E2;E3 are multiplied by 10
5.
Figs. 1–3, represent approximate and exact solution for
MxðtÞ;MyðtÞ and MzðtÞ respectively. These figures show accu-
racy of the proposed method.
Figs. 4–6, show the behaviour of absolute errors of integer
order Bloch equation for different values of n= 3,7 and 11.
From Figs. 4–6, it is observed that absolute error decreases
with the increasing n. Similarly as we increase the dimension
of basis function, we obtain more accurate numerical solution.
Figs. 7–9, show the behaviour of solutions with time for dif-
ferent values of a; b and c. It is clear that the solution varies
continuously for Bloch equation in NMR and for
a ¼ b ¼ c ¼ 1 solution for standard Bloch equation is
obtained. From Figs. 7 and 9 it is clear that the approximate
solution for MxðtÞ and MzðtÞ increases with the increase in
time for different values of a ¼ c ¼ 0:7; 0:8; 0:9 and 1. But in
Fig. 8 the approximate solution for MyðtÞ decreases with the
increase in time for different values of b ¼ 0:7; 0:8; 0:9 and 1.
In Table 1, we have compared our results from the Homo-
topy Perturbation Method (HPM) [11], iterative method [13]
and exact solution.
From the table it is observed that the accuracy by our
method (n= 4) is better than the method in [11] for n= 4
and the iterative method in [13] in which we have taken thou-
sands of iterations.
8. Conclusions and future works
Our numerical algorithm is easy in comparison with existing
methods for the approximate solution of fractional Bloch
equation in NMR because construction of operational matrix
is very easy. Better accuracy is attained because we are approx-
imating time derivative first. It is shown that how the approx-
imate solution varies continuously for different values of a; b
Figure 2 Comparison of exact and approximate solution for
MyðtÞ.
Figure 3 Comparison of exact and approximate solution for
MzðtÞ.
Figure 4 Comparison of absolute errors for MxðtÞ at different
values of n= 3, 7 and 11.
Figure 5 Comparison of absolute errors for MyðtÞ at different
values of n= 3, 7 and 11.
Figure 6 Comparison of absolute errors for MzðtÞ at different
values of n= 3, 7 and 11.
Figure 7 Approximate solution forMxðtÞ at different values of a.
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Figure 8 Approximate solution forMyðtÞ at different values of b.
Figure 9 Approximate solution forMzðtÞ at different values of c.
Table 1 Comparison among the approximate solutions of
exiting methods, present method and exact solution of Mx, My
and Mz for alpha = 1.
M t Exact
solution
Present
method
Method in
[11]
Method in
[13]
Mx(t) 0.2 19.6693 19.6693 19.6677 19.6597
0.4 38.1707 38.1707 38.1413 38.1621
0.6 54.7955 54.7955 54.6270 54.7803
0.8 68.9228 68.9228 68.3307 68.9168
1.0 80.0432 80.0433 78.4583 80.0388
My(t) 0.2 97.0315 97.0315 97.0783 97.0329
0.4 90.2823 90.2823 90.3399 90.2846
0.6 80.0943 80.0943 79.8246 80.1033
0.8 66.9388 66.9389 65.5723 66.9425
1.0 51.3951 51.3952 47.6269 51.3992
Mz(t) 0.2 0.1813 0.1813 0.1813 0.1812
0.4 0.3297 0.3297 0.3297 0.3296
0.6 0.4512 0.4512 0.4512 0.4511
0.8 0.5507 0.5507 0.5507 0.5506
1.0 0.6321 0.6321 0.6321 0.6321
2868 H. Singhand c. For future work we can use operational matrices of dif-
ferent orthonormal polynomials to achieve better accuracy.
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