The nonuniqueness of solutions of linear rational-expectations models is explained and resolved. In the stochastic, discrete-time, constantcoefficients case, the associated free parameters are shown to be the initial values of the impulse responses of expectation terms. These values may be completely unconstrained by the requirement of modelconsistency, yet when appropriately specified, they determine a unique solution for a broad class of models. This finding demonstrates the necessity of complementing rational expectations with models of the most immediate forecast revisions that result from economic shocks.
Introduction
The nonuniqueness of solutions of rational expectations models has been an open problem in macroeconomics for several decades, and is regarded as an objectionable feature on philosophical, mathematical, and practical grounds. It has in effect been widely and reasonably supposed that the heart of the problem might lie in an infinite regression (if it is possible to speak of "regression" into the future): if the values of endogenous variables depend on contemporary forecasts of their future values, then those forecasts of future values depend on future forecasts, which in turn depend on still later forecasts; and so forth. This apparent regression has suggested a need for a terminal boundary condition. But this paper shows that the origin of indeterminacy lies not in the infinitely remote future, but in the immediate present: in the stochastic, linear, discrete-time, constant-coefficients case, the associated free parameters are the initial values of the impulse responses of expectation terms. The requirement of rationality -or model-consistency -may leave these parameters completely unconstrained; yet in a broad class of models, when those initial values are appropriately specified, a unique solution is determined.
This finding reveals a need to complement rational expectations with other criteria for modeling the most immediate revisions of economic forecasts. The effects of the model parameters that are left undetermined by modelconsistency are pervasive, yet traditional solution methods assign their values implicitly and arbitrarily, on the basis of criteria that now appear to bear no particular relationship to the cause of nonuniqueness.
Background
The source of nonuniqueness lies in the very reason for modeling expectations: forecasts have a bearing on the behavior of economic variables; and, in particular, they may affect the quantities being forecast. The study of this self-referential phenomenon dates at least to Tinbergen (1933) , who examined the effect of forecast horizons on the movement of commodity prices. The work of Grunberg and Modigliani (1954) , on the public prediction of social events, makes the circularity of the problem explicit, treating model-based expectations as fixed points. This property was later summarized by Shiller (1978) as that of an "expectations mechanism which 'reproduces itself' in [the] model." The fixed-point characterization raises the possibilities of nonexistence and nonuniqueness. Muth (1961) applied similar ideas to market dynamics, hypothesising that there were no systematic discrepancies between the forecasts of market par-ticipants and the predictions of economic theory. He called such forecasts rational expectations. 1 Lucas (1976) applied the rational expectations hypothesis to macroeconomic models, to show how changes in anticipated policy may give rise to changes in the behavior of economic agents. The advent of rational expectations is often described as a revolution in macroeconomics, and the approach has been developed by many economists, of different schools of thought. But as soon as it was applied to models with significant dynamics, and corresponding forecasts of the future outcomes of those dynamics, it was found that expectations were not defined uniquely (Taylor, 1977; Shiller, 1978) ; the potential for nonuniqueness inherent in Grunberg and Modigliani's fixed-point characterization was realized.
Without a definitive explanation of the nature of this nonuniqueness, the predominant response has been to seek unique solutions with bounded trajectories. Indeed, the term "solution" has almost come to mean "stable solution" (Heiberger et al., 2015; Funovits, 2017) . Terminal conditions are imposed, limiting the growth rate of trajectories. If the underlying model has appropriate unstable dynamics, those instabilities may be sufficient to narrow the space of solutions satisfying the terminal condition to a singleton. 2 This approach entails the cancellation of unstable dynamics in one fashion or another, and typically involves so-called "forward-looking" solutions (Sargent and Wallace, 1973; Blanchard, 1979) . On mathematical grounds, these practices are sound, and they have remained standard practice, but their effect has been that proponents and critics alike have confined their studies of model-consistent expectations to special cases, and solutions have been ill-conditioned. Moreover, the underlying assumptions may still be insufficient for uniqueness: for such cases, a variety of other ideas, such as minimum-variance solutions, or minimal state-variable realizations, have also been proposed (Taylor, 1977; Başar, 1989; McCallum, 1999) . However, it is shown here that, like dynamical stability, such criteria are unrelated to the true cause of nonuniqueness.
Overview
In the next section, an abstract, linear, constant-coefficient model is adopted (Cho and McCallum, 2015) . The main problem addressed in the paper is then formulated. A key feature is the definition of the random variables representing expectations.
As Shiller noted, the key to the solution of rational-expectations models is the characterization of the "expectations mechanism," and in particular, those expectations mechanisms that "reproduce themselves" in the model (Shiller, 1978) . In order to carry out the solution, and to distinguish one fixed-point solution from another, the present paper adopts an explicit, but general, parameterization of expectations mechanisms -or, as they will be called here, forecasting mechanisms. The problem consists largely in solving for the forecasting mechanism subject to the constraint of model-consistency. It reduces to the solution of some generally nonsingular, deterministic matrix difference equations. Uniqueness demands only an initial condition on the impulse response of the forecasting mechanism: that is the parameter that distinguishes one fixed-point solution from another.
The determination of the necessary form of any model-consistent forecast mechanism (in sections 3 and 4) leads to a necessary and sufficient condition for existence (section 5). This result resolves, in a comprehensive manner, the longstanding issue of existence and uniqueness of rational-expectations solutions. However, the picture can be tidied up by through the assumption of a simple structural condition that ensures existence, and that leads to a realization of model-consistent forecasting mechanisms in the form of predictors that incorporate feedback (section 6). These realizations contrast with ill-conditioned conventional solutions, which rely on infinite-precision cancellation of unstable dynamics.
Some of the most immediate implications of the general solution are then discussed (section 7). These concern, in particular, dynamical stability, stabilization via policy (which cannot easily be studied when instability is a prerequisite for uniqueness), and the relationship of the degrees of freedom of the free parameters to the number of unstable eigenvalues required for uniqueness under the conventional approach.
A brief review of the vast related literature in section 8 focuses largely on the advantages of dispensing with customary, restrictive assumptions. The paper concludes with a short discussion of its implications for research.
Appendices show how the key results of the paper extend to models featuring arbitrary finite numbers of expectation terms, with arbitrary expectational leads and lags; give details of some proofs omitted from the main body of the paper; and outline relevant mathematical background, for consultation as necessary.
Problem statement
The exposition is based on a model of Cho and McCallum (2015) , though the principles extend to others. Under the conventional rational-expectations paradigm, this model has been used to capture equations with arbitrary finite numbers of expectation terms, having arbitrary expectational leads and lags (Broze et al., 1995; Binder and Pesaran, 1997; McCallum, 2007) .
For all t ∈ Z,
The matrices A,Â ∈ R n×n (Â = 0), B ∈ R n×m are constants. The variables include the independent variable t ∈ Z, representing discrete time instants, a vector of endogenous variables x t ∈ R n×1 , the vectorx 1,t ∈ R n×1 representing a one-time-step "forecast" of the value of x t , and a vector of exogenous inputs u t ∈ R m×1 , driven by a sequence w t ∈ R m×1 of realvalued, independent, zero-mean random variables, with finite variance, defined on a common probability space. The forecastx 1,t may depend on the initial conditions x −1 ,x 1,−1 and u −1 , which are formally treated as constants, and on the sequence of random variables u 0 , u 1 , . . . , u t .
It will be assumed that the polynomial matrix [z 2Â − zI + z] is regularmeaning that its determinant does not vanish for all z ∈ C, in which case the model too will be called regular. This is a common assumption, which serves in this instance to rule out nonuniqueness that is unrelated to expectations.
Consider first the case where w t = 0 for all t ≥ 0. The model is then effectively deterministic, and if there are to be no systematic errors, then forecasts must be exact. Accordingly, the following system of equations, together with the given initial conditions, will be called the perfect-foresight model : for all t ≥ 0,
If the perfect-foresight model has a solution x t = p t ,x 1,t = p t+1 , for all t ≥ 0, then the initial conditions will be said to be consistent; by regularity, any such solution is unique. (This perfect-foresight solution will be studied in detail in section 4.) In this case, rational expectations, or model-consistency, should requirex 1,t = p t+1 , for all t ≥ 0.
Apart from imposing this (necessary) property, model-consistent forecasting mechanisms will be parameterized in a broad, abstract manner, in order to give a suitably general characterization of their existence and uniqueness; alternative representations will be considered later. For now, the subsystem that generates the forecasts is merely required to respect the linear, time-invariant structure of the other model equations (1, 2) . Formally, if the initial conditions are consistent, a forecasting mechanism is an equation of the form
where, again, p t denotes the unique, perfect-foresight solution for x t corresponding to the given initial conditions. For every t ≥ 0, F t ∈ Ê n×m : this convolution kernel determines the matrix of impulse responses of the forecasting mechanism. The forecasts' dependence on the exogenous inputs u t is therefore modeled by a linear, time-invariant system. 3 The finite form of the above convolution sum reflects the fact that F t is required to vanish for negative t, to ensure that forecasts are based on the appropriate information set -so thatx 1,t is indeed a forecast, depending only on information available at the time t, as required above. In other words, the system is also causal. The variables w t are in essence merely a convenient means of defining the stochastic structure of the u t . But it will be convenient to begin by seeking forecasting mechanisms driven by the variables w t , rather than the u t -that is, mechanisms of the formx
whereF t ∈ Ê n×m , and whereF t , like F t , vanishes for negative t.
Of specific interest are forecasting mechanisms that are unbiased. Let y be any square-integrable random variable defined on the common probability space of the w t . For t ≥ −1, E t (y) denotes the expected value of y, conditioned on the driving variables w 0 , w 1 , . . . , w t -and subject to the full model, including the forecasting mechanism, and its initial conditions. Given consistent initial conditions, a forecasting mechanism (3) (respectively, (4)) is model-consistent if the full model (1-3) (respectively, (1,2,4)) satisfies
Such a forecasting mechanism embodies the "strong" rational-expectations hypothesis, whereby economic agents behave, in aggregate, as if they have access to all relevant information about the economy, and on the basis of that information, form expectations that do not incorporate any systematic errors.
It should be emphasized that the appropriate conditional expectations are subject to the forecasting mechanism, even if that forecasting mechanism is initially unknown to the modeler or analyst. This is a crucial point, which the author considers to be logically implied by, and entirely in the spirit of, the strong rational-expectations hypothesis.
The main results of the paper include a general existence-and-uniqueness result for model-consistent forecasting mechanisms (Theorem 5.1, page 15), and identification of a simple structural condition that ensures existence, as well as realizability in the form of combined feedforward/feedback implementations (Theorem 6.1, page 16). But to understand the nature of the nonuniqueness of model-consistent forecasting mechanisms, it suffices to analyze the special case where the overall system is hypothetically assumed to be initially in equilibrium. That is the subject of section 3.
Zero-state response
Suppose that the overall model is initially "at rest." Indeed, assume that, for all τ < 0, w τ = 0; moreover, suppose that the same is true for all other dependent variables, including any that characterize the dynamics of the as yet unknown forecasting subsystem: all dependent variables take the value 0 at all negative time instants. In particular, this implies that the initial conditions x −1 ,x 1,−1 , and u −1 are zero. The response of a linear, time-invariant system under these conditions is called its zero-state response.
The zero-state response of the forecasting mechanism must have the following form for t ≥ 0:x
It is convenient first to find a description of the forecasts in the form of a convolution with the driving variables w t themselves:
Because the overall system is also linear, time-invariant, and causal, its zero-state response must have a similar form:
Naturally,G t will depend onF t , and vice versa. The model and the modelconsistency condition will furnish two equations describing their relationship. Substitute the convolution sums (6,7) into the equation (1), and use (2) to eliminate u t :
Applying the conditional expectation operator E 0 ,
But here, w 0 ∈ R m×1 is arbitrary, so it must be that
For a second equation relating the two impulse responses, bring in the model-consistency condition for t ≥ 0:
Once again taking expected values conditioned on w 0 , and factoring out w 0 on the grounds that the resulting equation must hold for arbitrary w 0 ,
The calculation of the zero-state response amounts to solving the system (9,10), and thus effectively reduces to the solution of the equation obtained by substitutingG t+1 forF t in (9):
For this, it is assumed that the matrix polynomial [z 2Â − zI + A] is regular -that its determinant is not identically zero. This is a standard assumption, for which there is ample justification. See, for example, (King and Watson, 1998; McCallum, 1998) . In particular, it is necessary for the uniqueness of solutions, irrespective of expectations. Under such a regularity assumption, any solution that exists is unique, and is of exponential order, and therefore possesses a unilateral z-transform: consider that (11) can be rewritten as a first-order matrix difference equation, via linearization of the above matrix polynomial (Lancaster, 2008) ; and see, for example, the results of Bruell (2009) . Applying the unilateral z-transform, and its left-and right-shift properties, to (9,10), and keeping in mind thatG t must vanish for negative t, one finds
The appearance ofG 0 in the equations reflects additional required initialization; nonuniqueness therefore results when, in effect, only the initial conditioñ G −1 = 0 is applied. But, given the form of the model (1,2), that nonuniqueness can only arise from that of model-consistent forecasting mechanisms. Setting t = 0 in (11) and (10),G
SubstitutingÂF 0 + B forG 0 then, solve for the transformsF [z] andG[z] in terms ofF 0 :
This establishes that, if suitable solutions of (9,10) exist, they must have transforms of the above forms, and therefore must be unique. But the form ofF [z] also determines existence:
Then for any given value of the productÂF 0 ∈ Ê n×m , there exists a solution of the system (9,10), such thatF t andG t vanish for negative t, andÂF 0 has the specified value, if and only if the rational matrix
In that case, the inverse z-transforms
comprise the unique such solution.
Proof: Suppose that an appropriate solution of the system exists. ThenF t andG t vanish for negative t. Their respective z-transforms are then proper rational matrices; and, by the preceding discussion,F [z] andG[z] have the form given in the statement of the proposition, whereF 0 is the initial value of F t . This establishes uniqueness (by z-transform inversion), and the necessary condition for existence.
Conversely, for any specified value ofÂF 0 , if the given matrixF [z] is proper, then so is
is then strictly proper, the initial value of the inverse transform ofG[z] must equalÂF 0 + B. It follows that (12) and (13) are satisfied. Transforming back to the time domain then shows that (9) and (10), and consequently (11), are satisfied.
Applying (11) at t = 0 givesG 0 =ÂG 1 + B, soÂG 1 equals the specified value ofÂF 0 . But by (10),F t =G t+1 for all t ≥ 0. So the productÂF t indeed has the specified value at t = 0.
This proves the sufficient condition for existence.
The above result leads to a necessary condition on the form of modelconsistent forecasting mechanisms (4):
Corollary 3.2 Let the model (1,2) be regular. For any given value of the prod-uctÂF 0 ∈ Ê n×m , any model-consistent forecast mechanism (4) must satisfỹ
Proof: The necessary conditions on the form of model-consistent forecast mechanisms, and on the solutions of the resulting models, are direct consequences of Proposition 3.1, by the foregoing discussion.
For the satisfaction of the model equations, we have, again by Proposition 3.1, that equation (9) is satisfied. By linearity, and the fact thatG t vanishes for negative t, so then is (8). It follows that thex 1,t and the x t in the statement of the corollary solve the model equations (1,2).
For the forecast dated at t = −1, then,
and by equation (10), for all t ≥ 0,
These forecast errors are zero-mean, confirming model-consistency. The solution can be expressed in terms of the exogenous inputs u t rather than the driving variables w t , by simply right-multiplyingF
The time-domain counterpart of right-multiplying by [I − Rz −1 ] −1 to recover F [z] andG[z] is convolution with R t . It follows that F 0 =F 0 . It also follows that convolution of F t (respectively, G t ) with u t is equivalent to convolution of F t (resp.G t ) with w t (by the associativity of convolution). Because [I − Rz −1 ] and its rational-matrix inverse are both proper, and because the initial value of each of their inverse z-transforms is the identity matrix, multiplication by either does nothing to alter properness.
The following counterpart of Corollary 3.2 is immediate:
3 Suppose that the model (1,2) is regular. Then, for any specified value ofÂF 0 ∈ Ê n×m , any model-consistent forecasting mechanism (3) has
If F [z] and G[z] are proper, they constitute what are commonly called the transfer matrices, or matrices of transfer functions, of a forecasting mechanism and of the corresponding full model, respectively. When transfer matrices are proper, they have state-space realizations. Such realizations are not unique, and their choice may depend on the details of the structure of the rational matrices. But realizations can be found easily with the aid of numerical routines such as the command tf2ss of the MATLAB Control Systems Toolbox, or of Scilab (Scilab Enterprises, 2012) . See section 7.2 for a concrete, numerical example.
The characterization of model-consistent forecasting mechanisms will now be completed, by considering the response to nonzero initial conditions.
Perfect-foresight solution
Recall the perfect-foresight model, which captures the case where the driving variables w t are zero-valued, for all t ≥ 0:
Substituting forx 1,t in the first equation,
Taking unilateral z-transforms and solving for X[z],
Here, the second equation of the perfect-foresight model has been used to replace x 0 with the initial conditionx 1,−1 .
Proposition 4.1 Suppose that the model (1,2) is regular. Let
Then, a perfect-foresight solution exists if and only if P [z] −x 1,−1 is strictly proper. In that case, the unique such solution has
Proof: By the above discussion, any solution x t of (18) must have a unilateral z-transform of the form of P [z]. As a unilateral z-transform, P [z] must be proper. Moreover, because x 0 must equalx 1,−1 , the matrix P [z] −x 1,−1 must be strictly proper. This establishes the necessary condition for existence of a perfect-foresight solution. Now, suppose that P [z]−x 1,−1 is strictly proper. That implies that X[z] := P [z] is proper, and thatx 1,−1 is the value of the inverse transform x t at t = 0. Rearrange the expression for X[z] = P [z]:
Transforming to the time domain, that inverse transform x t = p t is seen to satisfy (18). The uniqueness of this solution follows from that of the transform
As a consequence of Proposition 4.1, the initial conditions will be said to be consistent if P [z] −x 1,−1 is strictly proper; and in that case, a forecasting mechanism is defined to have the form (3)
By the last part of the proposition, p t can be said, in system-theoretic terminology, to represent the zero-input response of the full model (1-3), under model-consistent forecasts. It shows how the system responds to nonzero initial conditions, when any driving terms vanish for t ≥ 0.
However, the nature of the derivation should be borne in mind in potential applications that might otherwise exceed the limitations of the results. If the model has been evolving through negative time instants, and the model parameters that hold for t ≥ 0 differ from those in effect for t = −1, it is plausible to suppose that realized values of x −1 and u −1 are valid initial conditions for the zero-input response for t ≥ 0. But it is less clear what are the implications of realizations of the forecastx 1,−1 . "Perfect foresight" need not apply under an unforeseen change in model parameters. In such circumstances, the initial conditionx 1,−1 should likely be treated as a free parameter, somewhat similar toÂF 0 -and its value chosen by the modeler or analyst on the basis of criteria that are beyond the scope of this paper. This feature is not a deficiency of the present solution method; rather, it is in the nature of the problem.
Total response
The total response of the full system is the sum of its zero-state and zero-input responses. Indeed, fix any model-consistent forecasting mechanism; then x t andx 1,t must be linear functions of the random variables w τ , 0 ≤ τ ≤ t, and of the initial conditions x −1 ,x 1,−1 , and u −1 . It follows by linearity that they must then be obtained by summing the respective responses to the driving variables and to the initial conditions -namely, the zero-state and zero-input responses.
Theorem 5.1 Suppose that the model (1,2) is regular. For anyÂF 0 ∈ Ê n×m ,
Suppose that the initial conditions are consistent (P [z] −x 1,−1 is strictly proper). Then there exists a model-consistent forecasting mechanism (3) for (1,2) if and only if F [z] is proper.
In that case, in terms of the above inverse transforms, the unique modelconsistent forecasting mechanism (3) iŝ
and the resulting full model (1-3) satisfies
The forecast error realized at time t ≥ 0 is (ÂF 0 + B)w t .
Proof: If the initial conditions are consistent, then the necessary form of a model-consistent forecasting mechanism, and that of the unique solution of the full model resulting from a forecasting mechanism of that form, follow from Corollary 3.3 and Proposition 4.1, by the linearity of the model and of conditional expectations. The corresponding forecasting error realized at time t is zero for the terms derived from the zero-input solution, so (again by linearity) the overall forecasting error realized at time t is (ÂF 0 + B)w t , as derived in section 3. It follows that the specified forecasting mechanism (19) is indeed model-consistent.
It should be emphasized that, assuming that a suitable value ofÂF 0 , representing the immediate economic effects of a shock, can be specified, the results of this section resolve the nonuniqueness of rational expectations: as long as a model-consistent forecasting mechanism exists,ÂF 0 determines G 0 , and "rationality" then determines F t and G t for all t > 0.
In the next section, a simple assumption is introduced that ensures existence for any value ofÂF 0 .
6 Well-posedness, existence, and feedback A regular model (1,2) will be called well-posed if the inverse of the "character-
is strictly proper. For example, this is so wheneverÂ is nonsingular, but not whenÂ is nilpotent.
Well-posedness admits a simple sufficient condition for consistency of the initial conditions. The initial conditions will be called weakly consistent if
Indeed, this condition is plainly necessary if a solution of (1,2) is to exist when w t = 0 and the predictionx 1,−1 is exact. Together, well-posedness and weak consistency imply the existence of a model-consistent forecasting mechanism for any possible value ofÂF 0 . In economic terms, well-posedness obviates any assumption that economic actors use their presumed aggregate knowledge of the model to "choose" parameter valuesÂF 0 for which solutions exist.
Moreover, well-posedness allows for the realization of model-consistent forecasting mechanisms in the form of feedforward/feedback interconnections with the rest of the model. (The condition implies the "well-posedness" of that interconnection, in the specific sense in which that term is applied to feedback systems.)
For brevity, proofs for this section are relegated to appendix B. The results themselves are summarized in the following: Theorem 6.1 If the model (1,2) is regular and well-posed, and the initial conditions are weakly consistent, then for every possible value of the prod-uctÂF 0 ∈ Ê n×m , there exists a unique model-consistent forecasting mechanism. That forecasting mechanism can be realized by the following feedforward/feedback law:
Discussion
This section briefly discusses and illustrates some of the most immediate implications of the results of the paper.
Rational expectations and stability
The relationship between expectations and stability is a longstanding concern (Arrow and Nerlove, 1958) ; an asymptotic analysis of the above general solution illustrates the effects of rational expectations on dynamical stability.
It can be seen that when a "small" scalar multiplicative weight ǫ is attached to the matrix coefficientÂ of the unlagged expectations terms, then, unless that matrix is nilpotent, the denominator matrix of the overall model is a singular perturbation of that of the lower-order model with ǫ = 0: the degree of the denominator polynomial is a fixed integer greater than n for all ǫ > 0; but for ǫ = 0 it is equal to n.
It turns out that the overall model is always unstable when that weight is positive but sufficiently small. If z remains bounded as ǫ tends to zero, then the denominator polynomial tends to −[zI − A], so n of the eigenvalues tend toward those of the matrix A. But ifÂ has nonzero eigenvalues, then the denominator polynomial has more than n finite eigenvalues. In order for the degree to drop at ǫ = 0, some of those finite eigenvalues must "escape" to infinity.
Suppose thatÂ has m > 0 nonzero eigenvalues. To capture the behavior of eigenvalues that vary like 1/ǫ as ǫ tends to zero, perform the change of variable
As ǫ tends to zero, m eigenvalues of the matrix polynomial in λ approach the reciprocals of the nonzero eigenvalues ofÂ. Therefore, the moduli of m eigenvalues of the matrix polynomial in z = λ/ǫ tend to infinity. On the other hand, ifÂ is nonsingular, 5 and the weight applied to expectations is sufficiently large, then the eigenvalues of the matrix polynomial in z will be stable:
Corollary 7.1 Small expectation gain: In equation (1) above, replace the coefficient ma-trixÂ with ǫÂ, where ǫ is a real, positive scalar. Suppose thatÂ has some nonzero eigenvalue. Then, for sufficiently small ǫ > 0, the denominator matrix polynomial [z 2 ǫÂ − zI + A] has unstable eigenvalues; consequently, barring pole-zero cancellations, the full model (1-3) is dynamically unstable under model-consistent expectations.
Large expectation gain: On the other hand, suppose thatÂ is nonsingular. Then the modulus of any eigenvalue of [z 2Â − zI + A] is at most
where . . . denotes any subordinate matrix norm.
Proof: The "small-gain" result follows from Corollary 1 of Akian et al. (2004) , incorporated into a comprehensive theory in (Akian et al., 2014) . The upper bound for the case of nonsingularÂ is from Lemma 3.1 of Higham and Tisseur (2003) .
The example of the next section shows how the present approach allows the study of stabilization via a policy reaction function.
Example: stabilization, and degrees of freedom
Another model from Cho and McCallum (2015) provides additional instances of the general solution, allows some simple comparisons with earlier solution methods, and illustrates model stabilization. This one is a concrete, Neo-Keynesian model:
The scalar variables π t , y t , i t and u t respectively represent inflation, the output gap, a policy interest rate, and an aggregate demand shock. In accord with our general notation,π 1,t andŷ 1,t represent one-step forecasts of inflation and the output gap.
The scalar coefficients are as follows: β is the time discount factor, κ the Phillips-curve parameter, and θ the elasticity of the output gap with respect to the real interest rate. The parameters φ π and φ y are feedback gains in a Taylor-rule interest-rate policy.
Following Cho and McCallum, the Taylor-rule equation is used to eliminate i, and to put the model into the form of a two-dimensional version of (1,2). Assigning the same parameter values as Cho and McCallum, set β = 0.99, κ = 0.3, µ = 0.7, θ = 1 and R = 0.9. With φ y = 0.1, and with three different values for φ π equal to 1.5, 0.9 and 0.8, the solution method shows that the overall system has two unstable eigenvalues in the first case, and one in each of the other two (not counting the eigenvalue at 0.9 of the dynamics that generate u t ). The value ofÂF 0 is irrelevant to this calculation (barring polezero cancellations), but because the matrix F 0 is 2 × 1, andÂ is nonsingular in every case, the model features two degrees of freedom in the choice of a unique solution. Accordingly, Cho and McCallum find a unique solution when there are two unstable eigenvalues, but not when there is only a single unstable pole.
Because the present approach, in contrast, is independent of dynamical stability, it allows one to play a toy game of central banking, altering the Taylor-rule gains φ π and φ y to change the system's eigenvalues. The order of the overall model being greater than the number of outputs being fed back, the eigenvalues cannot all be positioned arbitrarily. But it is easy to find gains that yield stable eigenvalues under model-consistent expectations (without polezero cancellations) and that might produce a response that would be considered acceptable: specifically, with φ π = 1.35 and φ y = −0.75, the eigenvalues of the overall model are 0.53 ± i0.55 and 0.73. These parameter values would not produce a unique solution under previous approaches to rational expectations, dynamical stability being incompatible with uniqueness under that framework.
Given these Taylor-rule parameters, and with x t = [π t y t ] ⊤ , the model equations (21) take the following form:
The zero-state response of the forecasting mechanism is given by the following third-order state-space model, for an arbitrary choice of F 0 : 6
The value of the free parameter F 0 appears as the last of the matrix coefficients, commonly called the D matrix. This confirms that it represents the initial value of the impulse response. The full model illustrates the conclusions of the above asymptotic stability analysis, as well as earlier remarks on asymptotic behavior of zeros of elements of G[z]. IfÂ is weighted by a positive real scalar ǫ, then in accord with Corollary 7.1, two of the system eigenvalues tend to infinity as ǫ tends to zero, and all tend to zero as ǫ tends to infinity. Furthermore, a zero of each one of the rational elements of G[z] tends to infinity as ǫ tends to zero, and to 0.5 as ǫ tends to infinity -the other zero being fixed at z = 0, according to the form of G[z].
The form of this time-domain representation shows how important are the effects of F 0 on the responses of both the forecasting mechanism and the overall system. These effects will be examined in more detail in the next section.
Effects of free parameters on model behavior
The stability analysis of section 7.1 and the stabilization exercise of section 7.2 were simplified by the fact that the free parameterÂF 0 enters only into the numerators of the matrix-fraction descriptions. Moreover, so long as the strong rational-expectations hypothesis remains in effect, the free parameter does not appear in the denominator even when feedback is applied to the system (as implied by Theorem 5.1 and illustrated in section 7.2). This is in direct contrast to conventional dynamic models, where the numerator is crucial in determining the effects of feedback on system eigenvalues.
The parameterÂF 0 could, in principle, cause cancellation of eigenvalues of the denominator polynomial, but exact cancellation of course requires infinite precision: it may arise purely as a matter of algebra, but otherwise is best regarded as a cybernetic impossibility. 7 Nevertheless,ÂF 0 has an important effect on the behavior of the expectations mechanism, and on that of the system as a whole. Not only does it determine the initial value of the impulse response of the expectation mechanism, it also determines, modulo the kernel ofÂ, the second value,G 1 , of the impulse responseG t of the full model to the driving variables w t .
Of course, whenÂ is nonsingular, the free parameter can be considered to be F 0 itself. For instance, in the univariate case, it is easy to devise examples where variation in the (scalar) parameter F 0 can cause a zero of the transfer function G[z] to shift along the real axis from the origin to +∞. Such zeros give rise to large transients as they approach the unit circle; and if they lie outside the unit circle, they impose fundamental "zero-discounted-sum constraints" on the behavior of system variables: see section 8, and, for a much fuller discussion, Thistle and Miller (2016) .
The effects of the free parameter can alternatively be characterized in the frequency domain. For simplicity, take the case whereÂ is nonsingular, and all eigenvalues of z 2Â − zI + A lie within the unit circle. Then, by letting z tend to infinity in F [z] it can be seen that F 0 is precisely the high-frequency gain of the forecasting mechanism; yet letting z tend to unity shows that it also affects the "DC gain" -the gain at a frequency of zero -in other words, the long-run multiplier. For the full model, the high-frequency gain is G 0 =ÂF 0 + B, and again, F 0 also figures in the long-run multiplier.
Finally, it should be pointed out that, if the image ofÂ contains that of B, thenÂF 0 can be chosen so that the errors vanish, and forecasts are exact. This particular "perfect foresight" scenario should perhaps be excluded a priori, but criteria for the choice ofÂF 0 are beyond the scope of this paper.
In summary, any criteria used to select the parameterÂF 0 will have extensive effects on the model's behavior, with the exception (generically) of its absolute dynamical stability.
Related work
The present solution is the result of a return to first principles, but inevitably bears resemblances to other methods that have been proposed over the lengthy history of rational expectations. Taylor (1977) adapted the early method of Muth (1961) to dynamic macroeconomic models. Muth's parameterization of the overall model has the form of a Wold decomposition, which resembles ours in some respects, but assumes dynamical stability, a limitation that, in theory, is unnecessary. But no parameterization of the forecasting mechanism itself is assumed, so there is no means of singling out a specific forecasting mechanism by specifying a value of the free parameter. The same applies to the approach of Shiller (1978) and, indeed, all other frameworks previous to the present one.
For recent examples, see (Tan and Walker, 2015) and (Al-Sadoon, 2017) .
Bounded solutions
The technique of seeking unique bounded solutions of dynamically unstable models is based on a distinction between "predetermined" and "nonpredetermined," or, "jump," variables. 8 The relationship of these notions to the present results can be explained with reference to the state-space realization of section 7.2.
As the example illustrates, the free parameter F 0 appears as what is usually called the D matrix of the state-space model, which represents a direct signal path from input to output, bypassing the state. In that sense, it governs a component of the model's response that is "non-predetermined." In the discrete-time case, the D matrix is the initial value of the impulse response; in the continuous-time case, it determines the height of jumps that occur in response to unit-step inputs. Note also that the D matrix of the overall model is preciselyÂF 0 + B. Thus, the parameters that are undetermined by rational expectations are indeed related to the determination of jumps. But the process of seeking bounded solutions arbitrarily determines those jumps to take the model to a new stable manifold whenever the exogenous variables change to a new (expected) course. This method amounts to choosing values for free parameters implicitly, by an assumption that requires agents to act en masse with infinite precision and speed.
Forward-looking forms
The strength of such assumptions is demonstrated perhaps even more forcefully by the existence of "forward-looking" representations of solutions that are equivalent to more conventional forms. The relationship is explained most simply with the use of a deterministic, "perfect foresight" example, such as the following, due to Sargent and Wallace (1973) .
Let p(t) and m(t) respectively denote the natural logarithms of the price level and the nominal money supply, and suppose that they are related by the following differential equation,
where α is a negative real constant. Suppose that Laplace transforms of m(t) and p(t) exist. 9 Taking the transforms of both sides of the equation, we find
where M(s) and P (s) are respectively the transforms of m(t) and p(t), and p(0 − ) = lim t↑0 p(t). Solving for P (s), Therefore, α being negative, the limit exists and equals zero only if the above integral converges, and
So the assumption of the terminal condition constrains the integral of e t/α m(t) over all nonnegative t. The above integral is the Laplace transform M(s) of m(t), evaluated at s = −1/α. This implies the cancellation of what would otherwise be an unstable pole of P (s) (see equation (23)). The satisfaction of the terminal condition thus requires m(t) itself to behave in such a manner as to cancel the unstable model dynamics. 10 In general, various "jump" variables take on this role, and behavior such as that described in the previous subsection is essentially implied by the satisfaction of terminal conditions in the presence of dynamical instability.
The implications of integral constraints such as (25) have been discussed at some length by Thistle and Miller (2016) in the context of the zero-state response -equation (25) in that case requires the integral to equal zero. These "zero-discounted-sum constraints" arise commonly in the zero-state responses of dynamic systems, precisely because of "unstable" zeros. Often applying to endogenous variables, they constitute fundamental limitations on system behavior. Responses such as that of the price puzzle bear their characteristic signature.
In the present case, the integral constraint means that, for every t ≥ 0, a special relationship holds between the past and the future:
Of course, the left-hand side of this equation, representing 'the past,' relative to the instant t, is the conventional representation of the solution of the model equation; the right-hand side, relating to 'the future,' is a representation of a form that is commonly called "forward-looking." Forward-looking representations of solutions, and their computation by means of a process of solving equations backward in time, have been extensively employed in rational expectations. But the integral constraint that gives rise to the equivalence (26), representing a special relationship that always holds between past and present, shows what a strong assumption it is that the model satisfies a terminal condition in spite of dynamical instability. This paper has shown how to write down the stochastic, discrete-time counterpart of the left-hand side of equation (26) -presenting the opportunity to dispense with that assumption and so enlarge the scope of rational expectations, simply by furnishing the specific parameter values that are undetermined by modelconsistency.
Conclusion
This article has explained the origins of the nonuniqueness of solutions of rational-expectations models, and presented the general solution of a broad class of models, giving a unique forecasting mechanism for every appropriate specification of the initial values of impulse responses of expectation terms. If the model is well-posed, and the initial conditions weakly consistent, then the existence of a solution is ensured.
The paper removes substantial obstacles to the application and the study of rational expectations. In particular, the elimination of the cancellation of unstable dynamics allows the examination of fundamental questions of stability and of stabilization of macroeconomic models. It should also simplify problems that are central to the pertinence of the rational expectations hypothesis, such as those of model estimation and the "learning" of models by economic agents (Shiller, 1978; Rondina and Walker, 2016) .
All modeling assumptions are idealizations, and even without the need for cancellation of unstable dynamics, model-consistency remains a strong oneespecially if the model in question is meant to capture precisely the detailed workings of an entire economy. However, it is not as strong an assumption as may have been supposed, in the sense that it need may imply nothing about the effects of the most immediate revisions of economic outlooks.
To put it another way, there is no fundamental reason for any model of the most short-term reactions of economic agents to entail systematic forecasting errors. This finding suggests that the apparent dichotomy between rational expectations and alternatives such as behavioral approaches may be a false one. Indeed, a loose, informal paraphrase suggests itself, in the terminology of Kahneman (2011) : rational expectations exemplify analytical, "slow" thinking, and as such do not capture the "fast" thinking that underlies the most immediate revisions of economic forecasts -but any deliberate and reasoned process of expectation formation must necessarily take account of the economic effects of more immediate, reflexive reactions. Like most loose paraphrases, the analogy probably should not be pushed too far, but it should be underlined that "fast thinking" does not necessarily imply on-the-fly improvisation; it could include the automatic application of lengthy conditioning, such as might be modeled, for instance, by adaptive expectations.
Whatever processes give rise to agents' initial reactions to shocks, they are not captured by model-consistency; and whatever additional criteria may be introduced to model such reactions, their effects on model behavior will be wide-ranging. But the solution method presented here allows the corresponding model parameters to be chosen explicitly and deliberately; and once their values are furnished, it produces a unique solution, without the need for restrictive assumptions. It thereby holds out the promise of systematic and comprehensive means "to attribute to individuals some view of the behavior of the future values of variables of concern to them" (Lucas, 1976) .
A Appendix: a "general" model
Within the traditional rational-expectations paradigm, the model employed in the main body of the paper has been applied to cases of arbitrarily many distinct expectation terms through an increase of the dimension n (Broze et al., 1995; Binder and Pesaran, 1997; McCallum, 2007) . The present method extends to allow models with a variety of expectation terms to be treated directly. A direct analysis lends insight into the central question of the paper -that of nonuniqueness of solutions and the associated free parameters -and of course allows direct solution of a broader class of models.
To outline a generalized approach, take the following model:
Here, the A ij ∈ Ê n×n are constant matrix coefficients, as are B ∈ Ê n×m and R ∈ Ê m×m . The sequence w t is as in the main body of the paper, and the vectors u t again represent exogenous inputs driven by the w t .
The vectorx 0,t ∈ Ê n is a vector x t of endogenous variables, and, for 0 < j ≤ l,x 0,t−j = x t−j is a "lagged" version of x t . For positive i, 0 < i ≤ h,x i,t represents a forecast, formulated at time t, of the value of x t+i . For brevity, this appendix focuses on the novel part of the present approach, the formulation and solution of the zero-state response: hence, all initial conditions will be assumed to be zero-valued, and forecasts will depend only on the random variables u τ , for 0 ≤ τ ≤ t. Formally, a forecasting mechanism will be defined as a system of equations of the formx
where F ij,t ∈ Ê n×m . The upper limits of the convolution sums reflect the fact that the forecastx i,t−j must be based solely on information available at time t − j. More could be assumed about the form of the convolution terms, but additional structure will make itself evident shortly. As before, it will be convenient also to consider forecasting mechanisms driven directly by the w t ,
If y is a square-integrable random variable defined on the common probability space of the w t , then E t (y) denotes the expected value of y, conditioned on w τ , for 0 ≤ τ ≤ t -and on the full model, including the forecasting mechanism. A forecasting mechanism is model-consistent if the resulting full model satisfies the following for all t
It is important to note that the expected values depend not only on the model (27, 28) , but also on the forecasting mechanism. In other respects, the above model resembles the "general model" of Broze et al. (1995) .
Zero-state response
The w t influence the x t causally, not only through the expectations terms but also via the exogenous inputs. The x t must therefore also represent the convolution of the w t with an impulse response, of the following form:
For equations relating theG t and theF ij,t , invoke model-consistency, for 0 < i ≤ h, and t ≥ 0:
Taking expected values of the left-and right-hand sides, conditioned on w 0 ,
Here, ½ t denotes the unit-step function, which vanishes for negative arguments but otherwise is unity. Because w 0 is arbitrary,
Given the above form of theF ij,t , drop the index j and write instead
After substitution of the above convolutions into (27), the methods of the main body of the paper yield
Application of equation (32) leads to the following difference equation in G t :
In order to ensure unique solutions of difference equations, irrespective of rational expectations, we shall assume that the corresponding matrix polynomial
is regular. In that case, the model (27, 28) will also be called regular .
Equation (35) has coefficients that vary with time, but only up to t = l, at the latest. The theory of time-invariant regular descriptor systems therefore implies that any solutions are of exponential order, and consequently possess z-transforms. Suppose that (35) and (32), and therefore (34), can be solved simultaneously. Taking z-transforms of both sides of (32) yields, for any
Then taking transforms in (35), and substituting according to (36),
By regularity,G[z] must therefore satisfỹ
Determination of a unique solution requires the specification of the initial valuesG i , 0 ≤ i < h. These must be related to the initial values of theF i,t , for 0 < i < h, and to that of A h0Fh,0 , by the equationsG 0 = B − h i=1 A i0Fi,0 (by (34) and (32)), andG i =F i,0 , 0 < i < h (by (32)). Any two solutions G t that satisfied these initial values would have to have this z-transform, and to vanish for negative t. It follows from z-transform inversion that the two solutions would in fact be equal.
Proposition A.1 Suppose that the model (27,28) is regular. For any possible values ofF 1,0 ,F 2,0 , . . . ,F h−1,0 and A h0Fh,0 , defineG 0 :
Then there exists a solution of (32,34), consistent with the above initial values of theF i,0 , 0 < i < h, and A h,0Fh,0 , and such that theF i,t andG t vanish for negative t, if and only if the following rational matrix is proper:
In that case, the unique such solution is given bỹ
A model-consistent forecasting mechanism (30) exists if and only if the above condition is satisfied. Any such forecasting mechanism must haveF ij,t = F i,t−j , for all 0 < i ≤ h, 0 ≤ j ≤ l.
If all initial conditions are zero-valued, andx i,t−j = t−j τ =0F i,t−j−τ w τ , for all t ≥ j, and for all i, j, 0 < i ≤ h, 0 ≤ j ≤ l, then the model (27,28) satisfies
For any i, j, 0 < i ≤ h, 0 ≤ j ≤ l, and any t ≥ j − i, the forecast errors are given by:
Proof: If a solution of (32,34) exists, then, by the above discussion, the unilateral z-transforms of theF i,t andG t must have the forms given in the statement of the proposition, and must be proper. This establishes the necessary condition for existence. For sufficiency, note that Setting t = 0 in (32) implies that the initial values of the inverse transforms F i [z] for 0 < i < h are indeed the assigned values, and setting t = 0 in (34) then indicates that A h0Fh,t takes on its assigned value at t = 0. This establishes the sufficiency of the condition for the existence of an appropriate solution of (32,34). Uniqueness follows from the above discussion.
The respective unique forms of the zero-state response ofx i,t−j and x t under a model-consistent forecasting mechanism then follow, by the previous discussion, and the expression for the errors by straightforward subtraction of convolution sums.
As before, the forecasting mechanism can easily be expressed in terms of the u t , rather than the w t .
The parametersF 1,0 ,F 2,0 . . .F h−1,0 , and A h0Fh,0 therefore determineG 0 via (27-29); given these values and model equations, model-consistency then determinesF i,t , for 0 < i ≤ h, andG t , for all t > 0.
The sufficient "well-posedness" condition for existence of solutions generalizes as follows:
Corollary A.2 Suppose that the model (27, 28) is regular, and that D[z] −1 z h+l−1 is proper. Then for any possible values ofF 1,0 ,F 2,0 , . . . ,F h−1,0 and A h0Fh,0 , there exists a (unique) model-consistent forecasting mechanism.
Proof: In accordance with Proposition A.1, defineG 0 :
where δ t is the Kronecker delta function, whose value is unity when t = 0, but otherwise vanishes. Consequently,
The term in square brackets is strictly proper, so, if D[z] −1 z h+l−1 is proper, thenF h [z] must be proper.
B Proofs for section 6
The following simple lemma lists some of the implications of well-posedness.
Lemma B.1 Suppose thatÂ is nonzero and [z 2Â − zI + A] is regular. Then the following are equivalent:
Proof: The first four equivalences and the final one are straightforward. For the fifth, note that [zÂ − I] −1 can be realized from [zÂ − I + Az −1 ] −1 , and vice versa, by feedback through Az −1 : that implies that one is proper if and only if the other is.
As claimed, well-posedness ensures the existence of model-consistent forecasting mechanisms:
Proposition B.2 Suppose that the model (1,2) is regular and well-posed, and that the initial conditions are weakly consistent. Then there exists a (unique) model-consistent forecasting mechanism for (1,2) for any given value ofÂF 0 .
The weak consistency of the initial conditions implies that the term in parentheses lies within the image ofÂ; if, in addition, [z 2Â − zI + A] −1 is strictly proper, then by Lemma B.1, P [z] −x 1,−1 also is strictly proper.
Now write
If [z 2Â − zI + A] −1 is strictly proper, then by Lemma B.1, this is a sum of proper rational matrices, so F [z] is proper. By Theorem 5.1 therefore, there exists a unique model-consistent forecasting mechanism, regardless of the value ofÂF 0 .
This simple sufficient condition for the existence of model-consistent forecasting mechanisms also ensures the existence of realizations that incorporate feedback. 11 Consider that the derivation of ofF [z] andG[z] in section 3 could have begun with the following system of equations, equivalent to (9,10):
This yields the transformed equation
The left-hand side represents a feedback interconnection, and the right-hand side a vector of exogenous signals that serve as inputs to the feedback loop. The inverse of the left-hand coefficient exists:
-and, by Lemma B.1, that inverse is proper if [z 2Â −zI +A] −1 is strictly proper (with the converse holding if A is nonsingular); in that case, the product of the inverse with the right-hand side of the equation is also proper. The above equation therefore describesF t andG t as being uniquely and causally derived from each other, within a feedback loop, and from signals that are exogenous to that feedback loop. By linearity and time-invariance, the zero-state responses ofx 1,t and x t inherit this relationship from their convolution kernels. More explicitly, a feedforward/feedback realization of the zero-state response can be obtained by transforming the first equation of (40) to the time domain, and convolving with the w t sequence:
Here, Φ t := Z −1 {[I − zÂ] −1 } and Ψ t := Z −1 {[I − zÂ] −1 z}. By Lemma B.1, the first of these is the inverse transform of a proper rational matrix (whose product withÂ is strictly proper), and the second, the inverse transform of a matrix whose product withÂ is proper.
By setting w t = 0 for all t ≥ 0, and transforming to the z-domain, it is easy to check that the extended law in the statement of Theorem 6.1 leads to the same zero-input response as found in section 4. This establishes the theorem.
The structure of the feedforward/feedback predictor is displayed in Figure 1 , where initial conditions are suppressed for simplicity, and the convolution kernels Φ t and Ψ t are represented by their z-transforms. 
C Mathematical preliminaries
This addendum briefly outlines some mathematical preliminaries relating to z-transforms and to polynomial and rational matrices. For more detail, refer for example to Chen (1999) .
The unilateral z-transform
In employing frequency-domain methods to solve discrete-time initial-value problems, one generally employs the unilateral , or one-sided z-transform:
Here, y t may be scalar-, vector-, or matrix-valued. A unilateral z-transform can be interpreted as that of the impulse response of a causal system. If it is a rational function (or a rational matrix 12 ) it must therefore be proper: the numerator (of any of its elements) should have a degree no greater than that of the denominator.
The transform is obviously linear; other fundamental properties are summarized below.
Convergence
Suppose that every element (y t ) ij of the matrix y t satisfies |(y t ) ij | ≤ Kα t , for some positive K, α ∈ R. Then the z-transform of y t converges wherever |z| > α.
When all of its elements satisfy such inequalities, y t is said to be of exponential order . Thus, polynomials and exponentials are of exponential order, as are sums and products of functions of exponential order.
Inversion integral
The time-domain function y t is determined by Y [z] via the following contour integral:
where the integration is performed in the counterclockwise direction around a closed contour within the region of convergence of the z-transform.
If Y [z] is a proper rational function (or a proper rational matrix), the inverse transform vanishes for negative t.
In practice, inversion is often performed by other means than a direct evaluation of the above integral.
Left-shift rule
The transform, by definition, ignores any nonzero values of y t for negative values of t. It therefore always yields a transform whose inverse (see below) vanishes for negative values of t. This feature is reflected in the standard rule for left shifts of time-domain functions:
The transform of the shifted sequence y t+1 is obtained by simply multiplying the transform of the unshifted sequence y t by z -after annihilating the first element of the sequence, so that its left-shifted version vanishes for negative indices.
More generally, we have by repeated application of the above,
We illustrate the definition and the shift operation by finding the unilateral z-transform of the sequence that is R t for nonnegative t, and zero otherwise. Apply a left shift after subtracting R 0 = I, which of course yields the same result as multiplying each term of the exponential sequence by R. The ztransform R[z] of the original sequence must therefore satisfy:
Solving, we find
(because the matrix polynomial [zI − R] is regular -see the next section). The sum converges, and the z-transform exists -if and only if |z| is greater than the spectral radius of the matrix -that is, the largest modulus of any eigenvalue.
Applying (43), we obtain an equality that is invoked implicitly in our calculations:
Right-shift rule
The fundamental right-shift rule is as follows.
By repeated application, we find, more generally,
Polynomial and rational matrices
An n × m matrix polynomial of degree d is a polynomial with n × m matrix coefficients:
Equivalently, an n×m polynomial matrix of degree d is a matrix whose entries are polynomials of maximum degree d.
A square matrix polynomial (n × n) is regular if its determinant is not the zero polynomial. An eigenvalue is a value λ of z such that there exist nonzero vectors x and y for which
The vectors x and y are respectively right and left eigenvectors associated with λ. An n×n regular matrix polynomial has nd eigenvalues, of which, in general, some are infinite (lying at the point at infinity on the Riemann sphere). If the leading coefficient A d is nonsingular, then all nd eigenvalues are finite. if A d is singular, then every zero eigenvalue of A d gives rise to a zero eigenvalue of the reverse polynomial,
