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Abstract
The converse comparison theorem has received much attention in the theory of backward stochastic
differential equations (BSDEs). However, no such theorem has been proved for anticipated BSDEs. In this
paper, we derive a converse comparison theorem by first giving an existence and uniqueness theorem for
adapted solutions of anticipated BSDEs with a stopping time and then related to ( f, δ)-expectations induced
by anticipated BSDEs.
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1. Introduction
Comparison theorems and converse comparison theorems play an important role in the theory
of backward stochastic differential equations (BSDEs). Consider two BSDEs for j = 1, 2:
Y ( j)t = ξ j +
 T
t
g j (s, Y
( j)
s , Z
( j)
s )ds −
 T
t
Z ( j)s dWs, t ∈ [0, T ].
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A comparison theorem means we can compare Y (1)t and Y
(2)
t , t ∈ [0, T ] when we can compare
not only g1 and g2, but also ξ1 and ξ2. See for example, Peng [11], El Karoui et al. [7] and
Peng [14]. On the other hand, converse comparison theorems show that under the assumption
ξ1 = ξ2 = ξ we can compare g1 and g2 if we can compare Y (1)0 and Y (2)0 , for each ξ ∈ L2(FT ).
There are also many related results. For example, see Briand et al. [1], Coquet et al. [6] and
Jiang [9,10].
In 2009, Peng and Yang [15] defined a new kind of BSDE called an anticipated BSDE as
follows:−dYt = f (t, Yt , Z t , Yt+δ(t), Z t+ζ(t))dt − Z t dWt , t ∈ [0, T ];Yt = ξt , t ∈ [T, T + K ];Z t = ηt , t ∈ [T, T + K ].
Here δ(·) and ζ(·) are two R+-valued continuous functions defined on [0, T ] such that there
exists a constant K ≥ 0 such that for any s ∈ [0, T ],
s + δ(s) ≤ T + K ; s + ζ(s) ≤ T + K ;
moreover, there exists a constant L ≥ 0 such that for any t ∈ [0, T ] and nonnegative and
integrable g(·), T
t
g(s + δ(s))ds ≤ L
 T+K
t
g(s)ds;
 T
t
g(s + ζ(s))ds ≤ L
 T+K
t
g(s)ds.
In Peng and Yang [15] the following comparison theorem for anticipated BSDEs is proved.
Theorem 1.1 (Comparison Theorem for Anticipated BSDEs 1). For j = 1, 2, let (Y (1)· , Z (1)· )
and (Y (2)· , Z (2)· ) be respectively the solutions of the following two 1-dimensional anticipated
BSDEs:
−dY ( j)t = f j (t, Y ( j)t , Z ( j)t , Y ( j)t+δ(t))dt − Z ( j)t dWt , 0 ≤ t ≤ T ;
Y ( j)t = ξ ( j)t , T ≤ t ≤ T + K .
Assume that ξ (1)· , ξ (2)· ∈ S2F (T, T + K ), δ satisfies (i), (ii), and f1, f2 satisfy (H1), (H2);
moreover, for any t ∈ [0, T ], y ∈ R, z ∈ Rd , f2(t, y, z, ·) is increasing, that is, f2(t, y, z, θr ) ≥
f2(t, y, z, θ ′r ), if θr ≥ θ ′r , θ., θ.′ ∈ L2F (t, T + K ), r ∈ [t, T + K ].
If ξ (1)s ≥ ξ (2)s , s ∈ [T, T + K ], and f1(t, y, z, θr ) ≥ f2(t, y, z, θr ), t ∈ [0, T ], y ∈ R, z ∈
Rd , θ. ∈ L2F (t, T + K ), r ∈ [t, T + K ], then
Y (1)t ≥ Y (2)t , a.e., a.s.
Consequently, a natural question is: does there exist a converse comparison theorem for
anticipated BSDEs? In this paper we provide a positive answer. Using anticipated BSDEs we
define a new kind of non-linear expectation: ( f, δ)-expectations, and establish some results. The
work involves delicate mathematics but hopefully provides results of interest.
The paper is organized as follows. After a brief presentation of some known results in
Section 2, we prove an existence and uniqueness result for anticipated BSDEs with a stopping
time in Section 3. In Section 4 we introduce ( f, δ)-expectations described by anticipated BSDEs.
In Section 5 we prove the converse comparison theorem for anticipated BSDEs.
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2. Preliminaries
Let (Ω ,F , P,Ft , t ≥ 0) be a complete stochastic basis such that F0 contains all P-null
elements ofF and suppose that the filtration is generated by a d-dimensional standard Brownian
motion (Wt )t≥0. Suppose T > 0 is given. For all n ∈ N, denote the Euclidean norm in Rn by
| · |. For any s ∈ [0, T ], we use the following notation:
L2(Fs;Rm) = {Rm-valuedFs-measurable random variable ξ such that E[|ξ |2] < +∞};
L2F (s, T ;Rm) =

Rm-valued and Ft -adapted stochastic process {ϕt }t∈[s,T ] such that
E
 T
s |ϕt |2dt

< +∞

;
S2F (s, T ;Rm) =

continuous process {ϕt }t∈[s,T ] in L2F (s, T ;Rm) such that E

sups≤t≤T
|ϕt |2

< +∞

.
If m = 1, we denote L2(Fs,R) by L2(Fs), L2F (s, T ;R) by L2F (s, T ) and S2F (s, T ;R) by
S2F (s, T ).
From Theorem 1.1, in this paper we only consider the anticipated BSDEs of the following
type: −dYt = f (t, Yt , Z t , Yt+δ(t))dt − Z t dWt , t ∈ [0, T ];
Yt = ξt , t ∈ [T, T + K ], (1)
where δ(·) is an R+-valued continuous function defined on [0, T ] such that:
(i) there exists a constant K ≥ 0 such that for any s ∈ [0, T ],
s + δ(s) ≤ T + K ;
(ii) there exists a constant L ≥ 0 such that for any t ∈ [0, T ] and nonnegative and integrable
g(·),  T
t
g(s + δ(s))ds ≤ L
 T+K
t
g(s)ds.
Assume that for any s ∈ [0, T ], f (s, ω, y, z, ξ) : Ω × Rm × Rm×d × L2(Fr ;Rm)
−→ L2(Fs,Rm), where r ∈ [s, T + K ], and f satisfies the following conditions:
(H1) there exists a constant C > 0, such that for any s ∈ [0, T ], y, y′ ∈ Rm, z, z′ ∈
Rm×d , ξ, ξ ′ ∈ L2(Fr ;Rm), where r ∈ [s, T + K ], we have
| f (s, y, z, ξ)− f (s, y′, z′, ξ ′)| ≤ C(|y − y′| + |z − z′| + EFs [|ξ − ξ ′|]).
(H2) E
 T
0 | f (s, 0, 0, 0)|2ds

< +∞.
The following two lemmas are both from Peng and Yang [15]. Lemma 2.1 shows that there
exists a unique adapted solution of the anticipated BSDE. Lemma 2.2 is also a comparison
theorem for anticipated BSDEs which can be used more widely than Theorem 1.1; note that
if the conditions of Theorem 1.1 hold, then the conditions of Lemma 2.2 hold. Furthermore,
Lemma 2.2 gives a strict comparison result.
Lemma 2.1 (Existence and Uniqueness Theorems for Anticipated BSDEs). Suppose that f
satisfies (H1) and (H2), δ satisfies (i) and (ii). Then for any arbitrary given terminal condition
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ξ· ∈ S2F (T, T + K ;Rm), the anticipated BSDE (1) has a unique solution, that is, there exists
a unique pair of Ft -adapted processes (Y·, Z ·) ∈ S2F (0, T + K ;Rm) × L2F (0, T ;Rm×d)
satisfying (1).
Lemma 2.2 (Comparison Theorem for Anticipated BSDEs 2). Let (Y (1)· , Z (1)· ) and (Y (2)· , Z (2)· )
be respectively the solutions of the following two 1-dimensional anticipated BSDEs:
−dY ( j)t = f j (t, Y ( j)t , Z ( j)t , Y ( j)t+δ(t))dt − Z ( j)t dWt , 0 ≤ t ≤ T ;
Y ( j)t = ξ ( j)t , T ≤ t ≤ T + K ,
where j = 1, 2. The same assumptions are made in Theorem 1.1. If ξ (1)s ≥ ξ (2)s , s ∈ [T, T + K ]
and f1(t, Y
(1)
t , Z
(1)
t , Y
(1)
t+δ(t)) ≥ f2(t, Y (1)t , Z (1)t , Y (1)t+δ(t)), t ∈ [0, T ], then
Y (1)t ≥ Y (2)t , a.e., a.s.
We also have a strict comparison. Suppose [T, T + K ] ⊂ {t + δ(t), t ∈ [0, T ]} and f2 is strictly
increasing in θ. Then
Y (1)0 = Y (2)0
⇐⇒

f1(t, Y
(1)
t , Z
(1)
t , Y
(1)
t+δ(t)) = f2(t, Y (1)t , Z (1)t , Y (1)t+δ(t)), t ∈ [0, T ],
ξ (1)s = ξ (2)s , s ∈ [T, T + K ].
Lemma 2.3 is Lemma 3.1 of Peng [14]. It gives the existence and uniqueness of the solutions
of a simple BSDE and provides estimates of solutions.
Lemma 2.3. For a fixed ξ ∈ L2(FT ) and g0(·) which is an Ft -adapted process satisfying
E
 T
0 |g0(t)|dt
2
< +∞, there exists a unique pair of processes (y·, z·) ∈ L2F (0, T ;R1+d)
satisfying the following BSDE:
yt = ξ +
 T
t
g0(s)ds −
 T
t
zsdWs, t ∈ [0, T ]. (2)
If g0(·) ∈ L2F (0, T ), then (y·, z·) ∈ S2F (0, T ) × L2F (0, T ;Rd). We have the following basic
estimate:
|yt |2 + EFt
 T
t

β
2
|ys |2 + |zs |2

eβ(s−t)ds

≤ EFt [|ξ |2eβ(T−t)] + 2
β
EFt
 T
t
|g0(s)|2eβ(s−t)ds

(3)
where β > 0 is an arbitrary constant. We also have
E

sup
0≤t≤T
|yt |2

≤ k E

|ξ |2 +
 T
0
|g0(s)|2ds

, (4)
where the constant k depends only on T .
The following Lemma 2.4 can be found in Briand et al. [1] or in Buckdahn et al. [2]. It
provides an estimate of the solutions of the BSDE.
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Lemma 2.4. We assume that g = g(ω, t, y, z) : Ω × [0, T ] ×Rm ×Rm×d −→ Rm satisfies the
following conditions.
(a) g(·, y, z) is an Rm-valued and Ft -adapted process satisfying the Lipschitz condition in
(y, z), i.e., there exists ρ > 0 such that for each y, y′ ∈ Rm and z, z′ ∈ Rm×d ,
|g(t, y, z)− g(t, y′, z′)| ≤ ρ(|y − y′| + |z − z′|).
(b) g(·, 0, 0) ∈ L2F (0, T ;Rm), g(·, y, z) is a progressively measurable process. Then there exists
a constant C1 > 0 such that for each ξ ∈ L2(FT ,Rm), the solution (Y·, Z ·) to the BSDE
Yt = ξ +
 T
t
g(s, Ys, Zs)ds −
 T
t
ZsdWs, 0 ≤ t ≤ T (5)
satisfies for each t ∈ [0, T ],
EFt

sup
t≤s≤T
|Ys |2

+ EFt
 T
t
|Zs |2ds

≤ C1 EFt

|ξ |2 +
 T
t
|g(s, 0, 0)|ds
2
. (6)
Using Lemma 2.3, we can derive estimates of the difference of two solutions to two
anticipated BSDEs.
Lemma 2.5. Let (Y (1)· , Z (1)· ) and (Y (2)· , Z (2)· ) be respectively the solutions of the following two
anticipated BSDEs:
−dY ( j)t = ( f (t, Y ( j)t , Z ( j)t , Y ( j)t+δ(t))+ ϕ( j)t )dt − Z ( j)t dWt , t ∈ [0, T ];
Y ( j)t = ξ ( j)t , t ∈ [T, T + K ],
where ξ ( j). ∈ S2F (T, T + K ;Rm), ϕ( j). is a given process in L2F (0, T ;Rm), j = 1, 2. If f
satisfies (H1), (H2) and δ satisfies (i), (ii), then
|Y (1)t − Y (2)t |2 +
1
2
EFt
 T
t
(|Y (1)s − Y (2)s |2 + |Z (1)s − Z (2)s |2)eβ(s−t)ds

≤ EFt [|ξ (1)T − ξ (2)T |2eβ(T−t)] + EFt
 T+K
T
|ξ (1)s − ξ (2)s |2eβ(s−t)ds

+ EFt
 T
t
|ϕ(1)s − ϕ(2)s |2eβ(s−t)ds

, (7)
where β = 24C2(1+ L)+ 8.
Proof. Set (y·, z·) = (Y (1)· − Y (2)· , Z (1)· − Z (2)· ), ξ· = ξ (1)· − ξ (2)· and η· = η(1)· − η(2)· . Then
(y·, z·) is the solution of the following anticipated BSDE:−dyt = ( f (t, Y
(1)
t , Z
(1)
t , Y
(1)
t+δ(t))− f (t, Y (2)t , Z (2)t , Y (2)t+δ(t))+ ϕ(1)t − ϕ(2)t )dt
−zt dWt , t ∈ [0, T ];
yt = ξt , t ∈ [T, T + K ].
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The above equation is a case of BSDE (2). Thus from estimate (3), we derive
|yt |2 + EFt
 T
t

β
2
|ys |2 + |zs |2

eβ(s−t)ds

≤ 2
β
EFt
 T
t
| f (s, Y (1)s , Z (1)s , Y (1)s+δ(s))− f (s, Y (2)s , Z (2)s , Y (2)s+δ(s))
+ϕ(1)s − ϕ(2)s |2 · eβ(s−t)ds

+ EFt [|ξT |2eβ(T−t)]
≤ 4
β
EFt
 T
t
(| f (s, Y (1)s , Z (1)s , Y (1)s+δ(s))− f (s, Y (2)s , Z (2)s , Y (2)s+δ(s))|2
+ |ϕ(1)s − ϕ(2)s |2) · eβ(s−t)ds

+ EFt [|ξT |2eβ(T−t)].
Since β = 24C2(1+ L)+ 8, f satisfies (H1), δ satisfies (ii), we know
|yt |2 + EFt
 T
t

β
2
|ys |2 + |zs |2

eβ(s−t)ds

≤ EFt [|ξT |2eβ(T−t)] + 4
β
EFt
 T
t
|ϕ(1)s − ϕ(2)s |2eβ(s−t)ds

+ 4
β
EFt
 T
t
C2(|ys | + |zs | + EFs [|ys+δ(s)|])2eβ(s−t)ds

≤ EFt [|ξT |2eβ(T−t)] + 4
β
EFt
 T
t
|ϕ(1)s − ϕ(2)s |2eβ(s−t)ds

+ 12C
2
β
EFt
 T
t
(|ys |2 + |zs |2 + |ys+δ(s)|2)eβ(s−t)ds

≤ EFt [|ξT |2eβ(T−t)] + 4
β
EFt
 T
t
|ϕ(1)s − ϕ(2)s |2eβ(s−t)ds

+ 12C
2
β
EFt
 T
t
(|ys |2 + |zs |2)eβ(s−t)ds +
 T
t
|ys+δ(s)eβ(s+δ(s)−t)|2ds

≤ EFt [|ξT |2eβ(T−t)] + 4
β
EFt
 T
t
|ϕ(1)s − ϕ(2)s |2eβ(s−t)ds

+ 12C
2(1+ L)
β
EFt
 T+K
t
|ys |2eβ(s−t)ds

+ 12C
2
β
EFt
 T
t
|zs |2eβ(s−t)ds

≤ EFt [|ξT |2eβ(T−t)] + 12 E
Ft
 T
t
|ϕ(1)s − ϕ(2)s |2eβ(s−t)ds

+ 1
2
EFt
 T+K
t
|ys |2eβ(s−t)ds

+ 1
2
EFt
 T
t
|zs |2eβ(s−t)ds

.
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Therefore,
|yt |2 + 12 E
Ft
 T
t
(|ys |2 + |zs |2)eβ(s−t)ds

≤ EFt [|ξT |2eβ(T−t)]
+ 1
2
EFt
 T+K
T
|ξs |2eβ(s−t)ds +
 T
t
|ϕ(1)s − ϕ(2)s |2eβ(s−t)ds

≤ EFt [|ξT |2eβ(T−t)]
+ EFt
 T+K
T
|ξs |2eβ(s−t)ds +
 T
t
|ϕ(1)s − ϕ(2)s |2eβ(s−t)ds

.
Hence (7) is proved. 
Lemma 2.6 comes from Chen [3]. It gives the existence and uniqueness theorem for the
solutions of BSDEs with a stopping time. It will be required later.
Lemma 2.6. Let m = 1 and τ be a stopping time. Consider the following BSDE:
Yt = ξ +
 τ
t
g(s, Ys, Zs)ds −
 τ
t
ZsdWs, 0 ≤ t ≤ τ,
where ξ ∈ L2(Fτ ) is given, g(ω, t, y, z) : Ω × [0, τ ] × R× Rd −→ R, satisfies the following
conditions.
(c) For arbitrary (y, z) ∈ R × Rd , g(·, y, z) is a progressively measurable process such that
E
 τ
0 |g(s, y, z)|ds
2
< +∞.
(d) g satisfies the following Lipschitz condition with Lipschitzian constant functions {µ(t)}
and {ν(t)}, i.e., there exist two positive functions {µ(t)} and {ν(t)} such that for each
(y1, z1), (y2, z2) ∈ R× Rd , t ≥ 0,
|g(t, y1, z1)− g(t, y2, z2)| ≤ µ(t)|y1 − y2| + ν(t)|z1 − z2|.
(e)
 +∞
0 µ(t)dt < +∞ and
 +∞
0 ν(t)dt < +∞.
Then there exists a unique pair (Y·, Z ·) ∈ S2F (0, τ )× L2F (0, τ ;Rd) solving the above BSDE.
3. Existence and uniqueness theorem for adapted solutions of anticipated BSDEs with a
stopping time
In 1998 Chen [3] gave an existence and uniqueness result for BSDEs with a stopping time.
From then on, BSDEs with a stopping time have been used widely. For example, with their help,
Peng [13] gave a nonlinear decomposition theorem of Doob–Meyer type, Chen and Peng [5] gave
a general downcrossing inequality for a g-martingale, Coquet et al. [6] gave a general converse
comparison theorem for BSDEs, and Yin and SiTu [16] studied solutions of forward–backward
stochastic differential equations with Poisson jumps. We shall now consider the existence and
uniqueness theorem for adapted solutions of anticipated BSDEs with a stopping time. The
method is similar to that for BSDEs in Chen [3].
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Let m = 1 and τ < +∞ be a stopping time. For 0 ≤ s ≤ t < +∞, 0 ≤ p ≤ q < +∞, for
arbitrary (X ·, Y·) ∈ S2F (s, t)× L2F (p, q), denote the norm of (X ·, Y·) by
∥(X ·, Y·)∥S2F (s,t)×L2F (p,q) :=

E

sup
r∈[s,t]
|Xr |2 +
 q
p
|Yr |2dr
 1
2
.
We give a modified version of condition (H1). Suppose the progressively measurable process f
satisfies the condition:
(H1′) there exist three positive functions µ1(·), µ2(·) and ν(·) such that for any s ∈
[0, T ], y, y′ ∈ R, z, z′ ∈ Rd , ξ, ξ ′ ∈ L2(Fr ), r ∈ [s, T + K ], we have
| f (s, y, z, ξ)− f (s, y′, z′, ξ ′)|
≤ µ1(s)|y − y′| + ν(s)|z − z′| + µ2(s)EFs [|ξ − ξ ′|].
For 0 ≤ s ≤ t ≤ +∞, define
Ms,t = 3C1
 t
s
µ1(r)dr
2
+ 4
 t
s
µ2(r)dr
2
+
 t
s
ν2(r)dr

,
where C1 is the constant mentioned in Lemma 2.4.
Lemma 3.1. Assume M0,T < 1. If f satisfies (H1′), (H2) and δ satisfies (i), (ii), then for any
arbitrary terminal condition ξ· ∈ S2F (T, T +K ), the anticipated BSDE (1) has a unique solution
(Y·, Z ·) ∈ S2F (0, T + K )× L2F (0, T ;Rd).
Proof. For arbitrary (y·, z·) ∈ S2F (0, T + K )× L2F (0, T ;Rd), setYt = ξT +
 T
t
f (s, ys, zs, ys+δ(s))ds −
 T
t
ZsdWs, t ∈ [0, T ];
Yt = ξt , t ∈ [T, T + K ].
This equation has the same form as BSDE (2). By Lemma 2.3, we know there exists a
unique pair of processes (Y·, Z ·) ∈ S2F (0, T + K ) × L2F (0, T ;Rd) satisfying the above
BSDE. Then define a mapping h[(y·, z·)] = (Y·, Z ·) : S2F (0, T + K ) ×L2F (0, T ;Rd) −→
S2F (0, T + K ) × L2F (0, T ;Rd). We need to prove that h is a contraction mapping under the
norm ∥ · ∥S2F (0,T+K )×L2F (0,T ;Rd ) in Banach space S
2
F (0, T + K ) × L2F (0, T ;Rd). Denote
(yˆ·, zˆ·) = ((y − y′)·, (z − z′)·) and (Yˆ·, Zˆ ·) = ((Y − Y ′)·, (Z − Z ′)·). So
Yˆt =
 T
t
( f (s, ys, zs, ys+δ(s))− f (s, y′s, z′s, y′s+δ(s)))ds −
 T
t
ZˆsdWs,
t ∈ [0, T ];
Yˆt = 0, t ∈ [T, T + K ].
This equation can be regarded as a simple case of BSDE (5). Thus by Lemma 2.4 (Yˆ·, Zˆ ·) is the
unique solution of the above BSDE. Also by Lemma 2.4, we obtain
E

sup
s∈[0,T ]
|Yˆs |2 +
 T
0
|Zˆs |2ds

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≤ C1 E
 T
0
| f (s, ys, zs, ys+δ(s))− f (s, y′s, z′s, y′s+δ(s))|ds
2
≤ C1 E
 T
0
(µ1(s)|yˆs | + ν(s)|zˆs | + µ2(s)EFs [|yˆs+δ(s)|])ds
2
≤ 3C1 E
 T
0
µ1(s)|yˆs |ds
2
+
 T
0
ν(s)|zˆs |ds
2
+
 T
0
µ2(s)E
Fs [|yˆs+δ(s)|]ds
2
≤ 3C1
 T
0
µ1(s)ds
2
E

sup
s∈[0,T ]
|yˆs |2

+ 3C1
 T
0
ν(s)2ds E
 T
0
|zˆs |2ds

+ 3C1
 T
0
µ2(s)ds
2
E

sup
s∈[0,T ]
(EFs [|yˆs+δ(s)|])2

.
Applying Doob’s martingale inequality,
E

sup
s∈[0,T ]
(EFs [|yˆs+δ(s)|])2

≤ E
 sup
s∈[0,T ]

EFs

sup
r∈[0,T+K ]
|yˆr |
2
≤ 4E

sup
r∈[0,T+K ]
|yˆr |2

.
Thus we have
E

sup
s∈[0,T+K ]
|Yˆs |2 +
 T
0
|Zˆs |2ds

= E

sup
s∈[0,T ]
|Yˆs |2 +
 T
0
|Zˆs |2ds

≤ 3C1
 T
0
µ1(s)ds
2
E

sup
s∈[0,T ]
|yˆs |2

+ 3C1
 T
0
ν(s)2ds E
 T
0
|zˆs |2ds

+ 12C1
 T
0
µ2(s)ds
2
E

sup
r∈[0,T+K ]
|yˆr |2

≤ M0,T E

sup
s∈[0,T+K ]
|yˆs |2 +
 T
0
|zˆs |2ds

.
Note M0,T < 1, so we know h is a contraction mapping from S2F (0, T + K ) × L2F (0, T ;Rd)
to S2F (0, T + K ) × L2F (0, T ;Rd). By the Fixed Point Theorem there exists a unique pair of
processes (Y·, Z ·) ∈ S2F (0, T + K )× L2F (0, T ;Rd) satisfying the anticipated BSDE (1). 
We can now prove the following.
Lemma 3.2. Assume M0,T < +∞. Assume f satisfies (H1′), (H2) and δ satisfies (i), (ii). Then
for any arbitrary given terminal condition ξ· ∈ S2F (T, T + K ), the anticipated BSDE (1) has a
unique solution (Y·, Z ·) ∈ S2F (0, T + K )× L2F (0, T ;Rd).
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Proof. Since M0,T < +∞, there exists a constant T1 such that MT1,T = 12 . Then by Lemma 3.1,
the anticipated BSDE−dYt = f (t, Yt , Z t , Yt+δ(t))dt − Z t dWt , t ∈ [T1, T ];
Yt = ξt , t ∈ [T, T + K ]
has a unique solution (Y (1)· , Z (1)· ) ∈ S2F (T1, T + K )× L2F (T1, T ;Rd). Similarly we can find T2
such that MT2,T1 = 12 and the anticipated BSDE−dYt = f (t, Yt , Z t , Yt+δ(t))dt − Z t dWt , t ∈ [T2, T1];
Yt = ξt I[T,T+K ](t)+ Y (1)t I[T1,T )(t), t ∈ [T1, T + K ]
has a unique solution (Y (2)· , Z (2)· ) ∈ S2F (T2, T + K ) × L2F (T2, T ;Rd). Set T0 = T . Since
M0,T < +∞, there exists N ∈ N such that
M0,T = MT1,T0 + MT2,T1 + · · · + MTN ,TN−1 , TN = 0,
MT1,T0 = MT2,T1 = · · · = MTN−1,TN−2 = 1
2
, 0 < MTN ,TN−1 ≤ 1
2
,
and the anticipated BSDE
−dYt = f (t, Yt , Z t , Yt+δ(t))dt − Z t dWt , t ∈ [T j , T j−1];
Yt = ξt I[T,T+K ](t)+ Y (1)t I[T1,T )(t)+ · · · + Y ( j−1)t I[T j−1,T j−2)(t),
t ∈ [T j−1, T + K ]
has a unique solution (Y ( j)· , Z ( j)· ) ∈ S2F (T j , T + K )× L2F (T j , T ;Rd), j = 1, 2, . . . , N . Then
it is easy to see that (Y (N )· , Z (N )· ) ∈ S2F (0, T + K )× L2F (0, T ;Rd) is the unique solution of the
anticipated BSDE (1). 
The existence result for solutions can now be extended to anticipated BSDEs with a stopping
time. This is one of the main results of the paper.
Theorem 3.3. Suppose τ < +∞ is a stopping time, δ satisfies (i), (ii), and the progressively
measurable process f satisfies:
(I) there exist positive functions µ1(·), µ2(·) and ν(·) satisfying
 +∞
0 µ1(r)dr
2 +  +∞0
µ2(r)dr
2 +  +∞0 ν2(r)dr < +∞ such that f satisfies (H1′);
(II) for any t ∈ [0,+∞), y ∈ R, θ· ∈ L2F (t,+∞), r ∈ [t,+∞), f (t, y, 0, θr ) ≡ 0.
Then for any arbitrary given terminal condition ξ· ∈ S2F (τ, τ + K ), the anticipated BSDE−dYt = f (t, Yt , Z t , Yt+δ(t))dt − Z t dWt , t ∈ [0, τ ];
Yt = ξt , t ∈ [τ, τ + K ] (8)
has a unique solution (Y·, Z ·) ∈ S2F (0, τ + K )× L2F (0, τ ;Rd).
Proof. Step 1. If
 +∞
0 µ1(s)ds
2 +  +∞0 ν(s)2ds +  +∞0 µ2(s)ds2 < 160 , we aim to prove
that the anticipated BSDE (8) has a unique solution. In fact E
 +∞
0 | f (s, 0, 0, 0)|ds
2
<
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+∞. Set B := S2F (0, τ + K ) × L2F (0, τ ;Rd). Clearly B is a Banach space. For arbitrary
(y·, z·) ∈ B, the equationYt = ξτ +
 τ
t
f (s, ys, zs, ys+δ(s))ds −
 τ
t
ZsdWs, t ∈ [0, τ ];
Yt = ξt , t ∈ [τ, τ + K ]
is a BSDE with a stopping time. Then by Lemma 2.6, it has a unique solution (Y·, Z ·) ∈ B.
Define the mapping h[(y·, z·)] = (Y·, Z ·): B −→ B. We shall prove that h is a contraction
mapping under the norm
∥(ϕ·, ψ·)∥B =

E

sup
t∈[0,τ+K ]
|φ(t)|2 +
 τ
0
|ψ(s)|2ds
 1
2
.
For two arbitrary elements (y·, z·) and (y′· , z′·) in B, we set (Y·, Z ·) = h[(y·, z·)], (Y ′· , Z ′·) =
h[(y′· , z′·)], and denote their differences by (yˆ·, zˆ·) = ((y − y′)·, (z − z′)·) and (Yˆ·, Zˆ ·) =
((Y − Y ′)·, (Z − Z ′)·). Then
E
 τ
0
| f (s, ys, zs, ys+δ(s))− f (s, y′s, z′s, y′s+δ(s))|ds
2
≤ E
 τ
0
(µ1(s)|yˆs | + ν(s)|zˆs | + µ2(s)EFs [|yˆs+δ(s)|])ds
2
≤ 3E
 τ
0
µ1(s)|yˆs |ds
2
+
 τ
0
ν(s)|zˆs |ds
2
+
 τ
0
µ2(s)E
Fs [|yˆs+δ(s)|]ds
2
≤ 3E
 τ
0
µ1(s)ds
2
sup
s∈[0,τ ]
|yˆs |2 +
 τ
0
ν(s)2ds
 τ
0
|zˆs |2ds

+ 3E
 τ
0
µ2(s)ds
2
sup
s∈[0,τ ]
(EFs [|yˆs+δ(s)|])2

≤ 3
 +∞
0
µ1(s)ds
2
E

sup
s∈[0,τ ]
|yˆs |2

+ 3
 +∞
0
ν(s)2ds E
 τ
0
|zˆs |2ds

+ 3
 +∞
0
µ2(s)ds
2
E

sup
s∈[0,τ ]
(EFs [|yˆs+δ(s)|])2

≤ 3
 +∞
0
µ1(s)ds
2
E

sup
s∈[0,τ ]
|yˆs |2

+ 3
 +∞
0
ν(s)2ds E
 τ
0
|zˆs |2ds

+ 3
 +∞
0
µ2(s)ds
2
E
 sup
s∈[0,τ ]

EFs

sup
r∈[0,τ+K ]
|yˆr |
2
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≤ 3
 +∞
0
µ1(s)ds
2
E

sup
s∈[0,τ ]
|yˆs |2

+ 3
 +∞
0
ν(s)2ds E
 τ
0
|zˆs |2ds

+ 12
 +∞
0
µ2(s)ds
2
E

sup
r∈[0,τ+K ]
|yˆr |2

≤ 12
 +∞
0
µ1(s)ds
2
+
 +∞
0
ν(s)2ds +
 +∞
0
µ2(s)ds
2
·

E

sup
t∈[0,τ+K ]
|yˆt |2

+ E
 τ
0
|zˆs |2ds

< +∞.
Since by Doob’s martingale inequality,
E

sup
t∈[0,τ+K ]
|Yˆt |2

= E

sup
t∈[0,τ ]
|Yˆt |2

= E

sup
t∈[0,τ ]
EFt  τ
t
( f (s, ys, zs, ys+δ(s))− f (s, y′s, z′s, y′s+δ(s)))ds
2

≤ E

sup
t∈[0,τ ]
EFt  τ
0
( f (s, ys, zs, ys+δ(s))− f (s, y′s, z′s, y′s+δ(s)))ds
2

≤ E

sup
t∈[0,τ ]

EFt
 τ
0
| f (s, ys, zs, ys+δ(s))− f (s, y′s, z′s, y′s+δ(s))|ds
2
≤ 4E
 τ
0
| f (s, ys, zs, ys+δ(s))− f (s, y′s, z′s, y′s+δ(s))|ds
2
,
and
E
 τ
0
|Zˆs |2ds

= E
 τ
0
ZˆsdWs
2

= E

ξτ +
 τ
0
f (s, ys, zs, ys+δ(s))ds − E

ξτ +
 τ
0
f (s, ys, zs, ys+δ(s))ds

− ξτ −
 τ
0
f (s, y′s, z′s, y′s+δ(s))ds + E

ξτ +
 τ
0
f (s, y′s, z′s, y′s+δ(s))ds
2
= E
 τ
0
( f (s, ys, zs, ys+δ(s))− f (s, y′s, z′s, y′s+δ(s)))ds
− E
 τ
0
( f (s, ys, zs, ys+δ(s))− f (s, y′s, z′s, y′s+δ(s)))ds
2
= E
 τ
0
( f (s, ys, zs, ys+δ(s))− f (s, y′s, z′s, y′s+δ(s)))ds
2
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−

E
 τ
0
( f (s, ys, zs, ys+δ(s))− f (s, y′s, z′s, y′s+δ(s)))ds
2
≤ E
 τ
0
| f (s, ys, zs, ys+δ(s))− f (s, y′s, z′s, y′s+δ(s))|ds
2
,
we have
E

sup
t∈[0,τ+K ]
|Yˆt |2

+ E
 τ
0
|Zˆs |2ds

≤ 5E
 τ
0
| f (s, ys, zs, ys+δ(s))− f (s, y′s, z′s, y′s+δ(s))|ds
2
≤ 60
 +∞
0
µ1(s)ds
2
+
 +∞
0
ν(s)2ds +
 +∞
0
µ2(s)ds
2
·

E

sup
t∈[0,τ+K ]
|yˆt |2

+ E
 τ
0
|zˆs |2ds

.
Noting
 +∞
0 µ1(s)ds
2+ +∞0 ν(s)2ds+ +∞0 µ2(s)ds2 < 160 ,we deduce h is a contraction
mapping from B to B, hence the anticipated BSDE (8) has a unique solution.
Step 2. If
 +∞
0 µ1(s)ds
2 +  +∞0 µ2(s)ds2 +  +∞0 ν2(s)ds < +∞, we show there exists a
unique pair of (Y·, Z ·) solving the anticipated BSDE (8). Clearly there exists a sufficiently large
λ such that +∞
λ
µ1(s)ds
2
+
 +∞
λ
µ2(s)ds
2
+
 +∞
λ
ν2(s)ds <
1
60
.
Let f1(s, ·, ·, ·) = I(λ,+∞)(s) f (s, ·, ·, ·). Then for any s ∈ [0, T ], y, y′ ∈ R, z, z′ ∈ Rd , ξ, ξ ′ ∈
L2(Fr ), r ∈ [s, T + K ],
| f1(s, y, z, ξ)− f1(s, y′, z′, ξ ′)| ≤ µ˜1(s)|y − y′| + ν˜(s)|z − z′| + µ˜2(s)EFs [|ξ − ξ ′|],
where µ˜1(s) = I(λ,+∞)(s)µ1(s), ν˜(s) = I(λ,+∞)(s)ν(s) and µ˜2(s) = I(λ,+∞)(s)µ2(s). Note +∞
0
µ˜1(s)ds
2
+
 +∞
0
ν˜(s)2ds +
 +∞
0
µ˜2(s)ds
2
<
1
60
,
from Step 1, there exists a unique pair (Y˜·, Z˜ ·) solving the anticipated BSDE−dY˜t = f1(t, Y˜t , Z˜ t , Y˜t+δ(t))dt − Z˜ t dWt , t ∈ [0, τ ];
Y˜t = ξt , t ∈ [τ, τ + K ].
Set Y˜t = ξτ+K , t > τ + K and Z˜ t = 0, t > τ . By Lemma 3.2, the anticipated BSDE−dY¯t = f (t, Y¯t + Y˜t , Z¯ t + Z˜ t , Y¯t+δ(t) + Y˜t+δ(t))dt − Z¯ t dWt , t ∈ [0, λ];
Y¯t = 0, t ∈ [λ, λ+ K ]
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has a unique solution (Y¯·, Z¯ ·). Set Y¯t = 0, t ∈ (λ + K ,∞) and Z¯ t = 0, t ∈ (λ,∞). Denote
Y· = Y¯· + Y˜· and Z · = Z¯ · + Z˜ ·, Thus for any t ∈ [0, τ ],
−dYt = −dY¯t − dY˜t
= (−dY¯t − dY˜t )I[0,λ]∩[0,τ ](t)+ (−dY¯t − dY˜t )I(λ,τ ](t)
= f (t, Y¯t + Y˜t , Z¯ t + Z˜ t , Y¯t+δ(t) + Y˜t+δ(t))I[0,λ]∩[0,τ ](t)dt
− Z¯ t I[0,λ]∩[0,τ ](t)dWt − Z˜ t I[0,λ]∩[0,τ ](t)dWt
+ f (t, Y˜t , Z˜ t , Y˜t+δ(t))I(λ,∞)(t)I(λ,τ ](t)dt − Z˜ t I(λ,τ ](t)dWt
= f (t, Y¯t + Y˜t , Z¯ t + Z˜ t , Y¯t+δ(t) + Y˜t+δ(t))I[0,λ]∩[0,τ ](t)dt
− (Z¯ t + Z˜ t )I[0,λ]∩[0,τ ](t)dWt + f (t, Y¯t + Y˜t , Z¯ t + Z˜ t , Y¯t+δ(t) + Y˜t+δ(t))
× I(λ,τ ](t)dt − (Z¯ t + Z˜ t )I(λ,τ ](t)dWt
= f (t, Yt , Z t , Yt+δ(t))dt − Z t dWt .
Now we prove Yt = ξt , t ∈ [τ, τ + K ]. Divide Ω into three disjoint subsets: {τ ≥ λ}, {τ < λ ≤
τ + K } and {τ + K < λ}.
1. On {τ ≥ λ}, obviously Yt = ξt , t ∈ [τ, τ + K ].
2. On {τ + K < λ}, because Z˜ t = 0, t ∈ (τ, λ], we deduce
Y¯t =
 λ
t
f (s, Y¯s + Y˜s, Z¯s, Y¯s+δ(s) + Y˜s+δ(s))ds −
 λ
t
Z¯sdWs, t ∈ [τ, λ].
Since for any t ∈ [0,+∞), y ∈ R, θ· ∈ L2F (t,+∞), r ∈ [t,+∞), f (t, y, 0, θr ) ≡ 0,
we have Y¯t = Z¯ t = 0, t ∈ [τ, λ]. In particular Y¯t = 0, t ∈ [τ, τ + K ]. Note Y˜t = ξt ,
t ∈ [τ, τ + K ], hence Yt = ξt , t ∈ [τ, τ + K ].
3. On {τ < λ ≤ τ + K }, similarly to the above, we obtain Yt = ξt , t ∈ [τ, λ]. Clearly
Yt = ξt , t ∈ [λ, τ + K ]. Hence Yt = ξt , t ∈ [τ, τ + K ]. Then we deduce−dYt = f (t, Yt , Z t , Yt+δ(t))dt − Z t dWt , t ∈ [0, τ ];
Yt = ξt , t ∈ [τ, τ + K ]
has a unique solution (Y·, Z ·) ∈ S2F (0, τ + K )× L2F (0, τ ;Rd). 
Remark 3.4. 1. Suppose τ is a bounded stopping time, δ satisfies (i), (ii) and f satisfies (H1);
moreover, for any t ∈ [0,+∞), y ∈ R, θ· ∈ L2F (t,+∞), r ∈ [t,+∞), f (t, y, 0, θr ) ≡ 0.
Then for any arbitrary given terminal condition ξ· ∈ S2F (τ, τ + K ), the anticipated BSDE (8)
has a unique solution (Y·, Z ·) ∈ S2F (0, τ + K ) × L2F (0, τ ;Rd). Furthermore, if K is also a
bounded stopping time, the result still holds.
2. Make the same assumption as above and suppose the stopping time τ ≤ T . Then similarly for
any arbitrary given terminal condition ξ· ∈ S2F (T, T + K ), the anticipated BSDE−dYt = f (t, Yt , Z t , Yt+δ(t))dt − Z t dWt , t ∈ [τ, T ];
Yt = ξt , t ∈ [T, T + K ] (9)
has a unique solution (Y·, Z ·) ∈ S2F (τ, T + K )× L2F (τ, T ;Rd).
3. If the terminal condition ξ· ∈ L2F (T, T + K ), then the solution to an anticipated BSDE, (the
same as anticipated BSDEs with a stopping time), exists uniquely but may not be continuous.
4. Lemmas 2.5, 3.1 and 3.2 still hold for the case when the functional f contains Z t+ζ(t) with
different constants. Theorem 3.3 does not hold in this case.
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4. ( f, δ)-expectations induced by anticipated BSDEs
Since being defined by Peng [12], the g-expectation induced by BSDEs has received much
attention. For example Chen and Peng [5] gave a general downcrossing inequality for a g-
martingale, Chen et al. [4] discovered when a Choquet expectation is a Peng’s g-expectation,
and Gianin [8] found its relation with risk measures.
Motivated by the g-expectation induced by BSDEs, we discuss in this section whether we can
define ( f, δ)-expectations using anticipated BSDEs. We first make some assumptions.
(i′) There exists a constant K > 0 such that for any t ∈ [0, T ], r + δ(r) ≤ t + K , r ∈ [0, t],
and moreover, [t, t + K ] ⊂r∈[0,t][t, r + δ(r)].
(ii′) There exists a constant L ≥ 0 such that for any t, r ∈ [0, T ], t ≥ r and nonnegative and
integrable g(·), t
r
g(s + δ(s))ds ≤ L
 t+K
r
g(s)ds.
We introduce further conditions:
(H3) the progressively measurable process f satisfies: for any t ∈ [0, T ], y ∈ R, θ· ∈
L2F (t, T + K ), r ∈ [t, T + K ], f (t, y, 0, θr ) ≡ 0 and for any t ∈ [0, T ], y ∈ R, z ∈
Rd , f (t, y, z, ·) is strictly increasing;
(H4) there exists a functional fˆ such that f (t, y, z, ξ) = fˆ (t, y, z, E[ξ |Ft ]), for any
t ∈ [0, T ], y ∈ R, z ∈ Rd , ξ ∈ L2(Fr ), r ∈ [t, T + K ].
Example 4.1. We give an example of f satisfying (H1), (H3) and (H4). For any t ∈ [0, T ], z ∈
Rd , ξ ∈ L2(Fr ), r ∈ [t, T + K ], consider:
f (t, z, ξ) =

pz2 + q2|E[ξ |Ft ]|2 − q|E[ξ |Ft ]|,
where p > 0, q > 0 are two constants. Obviously f satisfies (H3) and (H4). Moreover, for any
t ∈ [0, T ], z1, z2 ∈ Rd , ξ1, ξ2 ∈ L2(Fr ), r ∈ [t, T + K ],
| f (t, z1, ξ1)− f (t, z2, ξ2)|
≤ |pz
2
1 + q2|E[ξ1|Ft ] |2 −pz22 − q2|E[ξ2|Ft ] |2 |
pz21 + q2|E[ξ1|Ft ]|2 +

pz22 + q2|E[ξ2|Ft ]|2
+ q E[|ξ1 − ξ2||Ft ]
≤ p · |z
2
1 − z22|
pz21 + q2|E[ξ1|Ft ]|2 +

pz22 + q2|E[ξ2|Ft ]|2
+ q E[|ξ1 − ξ2||Ft ]
+ q
2 · ||E[ξ1|Ft ] |2 −|E[ξ2|Ft ] |2 |
pz21 + q2|E[ξ1|Ft ]|2 +

pz22 + q2|E[ξ2|Ft ]|2
≤
√
p · |z21 − z22|
|z1| + |z2| +
q · ||E[ξ1|Ft ] |2 −|E[ξ2|Ft ] |2 |
|E[ξ1|Ft ]| + |E[ξ2|Ft ]| + q E[|ξ1 − ξ2||Ft ]
≤ √p · ||z1| − |z2|| + q · ||E[ξ1|Ft ]| − |E[ξ2|Ft ]|| + q E[|ξ1 − ξ2||Ft ]
≤ √p|z1 − z2| + 2q E[|ξ1 − ξ2||Ft ].
That is, f satisfies (H1). 
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In this section we suppose that f satisfies (H1), (H3), (H4), and δ satisfies (i′), (ii′). Then for
any t ∈ [0, T ] and any arbitrary given terminal condition X · ∈ L2F (t, t + K ), the solution of the
anticipated BSDEYr = X t +
 t
r
f (s, Ys, Zs, Ys+δ(s))ds −
 t
r
ZsdWs, r ∈ [0, t];
Yr = Xr , r ∈ [t, t + K ]
(10)
is well defined in L2F (0, t + K ) × L2F (0, t;Rd) and {Yr }r∈[0,K ] depends on f, δ and X · ∈
L2F (t, t + K ). We introduce a new definition.
Definition 4.2. Let t ∈ [0, T ], X · ∈ L2F (t, t+K ). We call {E[Yr ]}r∈[0,K ] the ( f, δ)-expectations
of X · with generator f and anticipated function δ.
Denote the above {E[Yr ]}r∈[0,K ] by Eδf [{Xr }r∈[t,t+K ]]. At the same time denote E[Ys] by
Eδf [{Xr }r∈[t,t+K ]](s), s ∈ [0, K ]. Let ϕ : A −→ B and ψ : A −→ B be two functions. We
call ϕ = ψ if for any x ∈ A, ϕ(x) = ψ(x).
Similarly to the usual mathematical expectation and the g-expectation derived from BSDEs,
the ( f, δ)-expectations have the following properties.
Lemma 4.3. (1) Suppose d is a constant, t ∈ [0, T ] and X · ∈ L2F (t, t + K ). If X t ≡ d, we
have
Eδf [{Xr }r∈[t,t+K ]](s) ≡ d, s ∈ [0, K ].
(2) Let t ∈ [0, T ] and X (1)· , X (2)· ∈ L2F (t, t + K ). If X (1)r ≥ X (2)r , r ∈ [t, t + K ], a.e., a.s., then
Eδf [{X (1)r }r∈[t,t+K ]](s) ≥ Eδf [{X (2)r }r∈[t,t+K ]](s), s ∈ [0, K ].
Moreover, Eδf [{X (1)r }r∈[t,t+K ]](0) = Eδf [{X (2)r }r∈[t,t+K ]](0) if and only if X (1)r = X (2)r , r ∈[t, t + K ], a.e., a.s.
(3) Let t ∈ [0, T ]. Then there exists a constant χ > 0 such that for any X (1)· , X (2)· ∈
L2F (t, t + K ), the following inequality holds:
|Eδf [{X (1)r }r∈[t,t+K ]](0)− Eδf [{X (2)r }r∈[t,t+K ]](0)|2
+
 K
0
|Eδf [{X (1)r }r∈[t,t+K ]](s)− Eδf [{X (2)r }r∈[t,t+K ]](s)|2ds
≤ χE

|X (1)t − X (2)t |2 +
 t+K
t
|X (1)s − X (2)s |2ds

.
(4) Let t ∈ [0, T ] and X · ∈ L2F (t, t + K ). Then
Eδf [{Xr }r∈[t,t+K ]] = Eδf [{E[Xr |Ft ]}r∈[t,t+K ]].
Proof. (1) From (H3) and X t ≡ d , by Lemma 2.1, we know the unique pair of solutions (Y·, Z ·)
to Eq. (10) is Yr ≡ d and Zr ≡ 0, r ∈ [0, t].
(2) is obtained directly from Lemma 2.2.
(3) is obtained directly from Lemma 2.5 and Fubini’s Theorem.
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(4) By (H4), we know that the anticipated BSDE (10) is equivalent to the following equation
⇐⇒
Yr = X t +
 t
r
fˆ (s, Ys, Zs, E[Ys+δ(s)|Fs])ds −
 t
r
ZsdWs, r ∈ [0, t];
Yr = Xr , r ∈ [t, t + K ]
⇐⇒
Yr = X t +
 t
r
fˆ (s, Ys, Zs, E[Ys+δ(s)|Fs])ds −
 t
r
ZsdWs, r ∈ [0, t];
Yr = E[Xr |Ft ], r ∈ [t, t + K ]
⇐⇒
Yr = X t +
 t
r
f (s, Ys, Zs, Ys+δ(s))ds −
 t
r
ZsdWs, r ∈ [0, t];
Yr = E[Xr |Ft ], r ∈ [t, t + K ]. 
We now introduce the new concept of the conditional ( f, δ)-expectations on a σ -algebra.
Let 0 ≤ s ≤ t ≤ T and X · ∈ L2F (t, t + K ). We wish to find a stochastic process
{ηr ∈ L2(Fs), r ∈ [s, s + K ]} such that for any A ∈ Fs,E
 s+K
s
|ηr |2dr

< +∞;
Eδf [{Xr IA}r∈[t,t+K ]] = Eδf [{ηr IA}r∈[s,s+K ]].
(11)
Proposition 4.4. Let 0 ≤ s ≤ t ≤ T . For any X · ∈ L2F (t, t + K ), there exists an a.e.
a.s. unique stochastic process {ηr ∈ L2(Fs), r ∈ [s, s + K ]} satisfying (11). Furthermore,
{ηr }r∈[s,s+K ] coincides with {E[Yr |Fs]}r∈[s,s+K ], where {Yr }r∈[s,s+K ] is the solution of the
anticipated BSDE (10) in [s, s + K ].
Proof. We first give the existence. Let 0 ≤ s ≤ t ≤ T, X · ∈ L2F (t, t + K ) and (Y·, Z ·) ∈
L2F (0, t + K ) × L2F (0, t,Rd) be the solution of the anticipated BSDE (10). By (H3), for any
A ∈ Fs , we obtainIAYr = IA X t +
 t
r
f (u, IAYu, IA Zu, IAYu+δ(u))du −
 t
r
IA ZudWu, r ∈ [s, t];
IAYr = IA Xr , r ∈ [t, t + K ].
Consider the anticipated BSDEav = IA X t +
 t
v
f (u, au, zu, au+δ(u))du −
 t
v
zudWu, v ∈ [0, t];
av = IA Xv, v ∈ [t, t + K ].
Clearly the above equation has a unique pair of solutions; moreover, we derive av = IAYv, v ∈
[s, t + K ] and zv = IA Zv, v ∈ [s, t]. Then
av = IA X t +
 t
s
f (u, IAYu, IA Zu, IAYu+δ(u))du −
 t
s
IA ZudWu
+
 s
v
f (u, au, zu, au+δ(u))du −
 s
v
zudWu,
= IAYs +
 s
v
f (u, au, zu, au+δ(u))du −
 s
v
zudWu, v ∈ [0, t].
292 Z. Yang, R.J. Elliott / Stochastic Processes and their Applications 123 (2013) 275–299
By (i′) and the definition of ( f, δ)-expectations, we have
E[av] = Eδf [{IA Xu}u∈[t,t+K ]](v), v ∈ [0, K ].
If s ≥ K , also by (i′) and the definition of ( f, δ)-expectations we know
E[av] = Eδf [{IAYu}u∈[s,s+K ]](v), v ∈ [0, K ].
If s < K , it is easy to obtain E[av] = Eδf [{IAYu}u∈[s,s+K ]](v), for v ∈ [0, s]. If v ∈ (s, K ], then
s < v ≤ K ≤ s + K ≤ t + K , hence av = IAYv . By the definition of ( f, δ)-expectations, we
deduce
E[av] = E[IAYv] = Eδf [{IAYu}u∈[s,s+K ]](v), v ∈ (s, K ].
Thus,E[av] = Eδf [{IAYu}u∈[s,s+K ]](v), for v∈[0, K ]. Therefore, we derive Eδf [{IA Xu}u∈[t,t+K ]]
= Eδf [{IAYu}u∈[s,s+K ]]. Noticing A ∈ Fs , from Lemma 4.3(4) we know Eδf [{IAYu}u∈[s,s+K ]] =
Eδf [{IA E[Yu |Fs]}u∈[s,s+K ]]. Hence
Eδf [{IA Xu}u∈[t,t+K ]] = Eδf [{IA E[Yu |Fs]}u∈[s,s+K ]].
Since E
 s+K
s (E[Yu |Fs])2du

≤ E
 s+K
s E[|Yu |2|Fs]du

= E
 s+K
s |Yu |2du

< +∞, we
know there exists a stochastic process {ηr ∈ L2(Fs), r ∈ [s, s + K ]} satisfying (11); moreover,
{ηr }r∈[s,s+K ] coincides with {E[Yr |Fs]}r∈[s,s+K ]. This establishes the existence.
We next prove the uniqueness. If {η( j)r ∈ L2(Fs), r ∈ [s, s + K ]} satisfies (11), j = 1, 2,
respectively, then we have for any A ∈ Fs,
Eδf [{η(1)r IA}r∈[s,s+K ]] = Eδf [{η(2)r IA}r∈[s,s+K ]].
In particular we obtain
Eδf [{η(1)r I{η(1)r ≥η(2)r }}r∈[s,s+K ]] = E
δ
f [{η(2)r I{η(1)r ≥η(2)r }}r∈[s,s+K ]]
and
Eδf [{η(1)r I{η(1)r ≤η(2)r }}r∈[s,s+K ]] = E
δ
f [{η(2)r I{η(1)r ≤η(2)r }}r∈[s,s+K ]].
Noting η(1)r I{η(1)r ≥η(2)r } ≥ η
(2)
r I{η(1)r ≥η(2)r }, r ∈ [s, s + K ], by Lemma 4.3(2) we know
η
(1)
r I{η(1)r ≥η(2)r } = η
(2)
r I{η(1)r ≥η(2)r }, r ∈ [s, s + K ], a.e., a.s. Noting η
(1)
r I{η(1)r ≤η(2)r } ≤
η
(2)
r I{η(1)r ≤η(2)r }, r ∈ [s, s + K ], also by Lemma 4.3(2) we deduce η
(1)
r I{η(1)r ≤η(2)r } = η
(2)
r I{η(1)r ≤η(2)r },
r ∈ [s, s + K ], a.e., a.s. Hence η(1)r = η(2)r , r ∈ [s, s + K ], a.e., a.s. 
Proposition 4.4 justifies the following definition.
Definition 4.5. Let 0 ≤ s ≤ t ≤ T and X · ∈ L2F (t, t + K ). We call the stochastic process
{ηr ∈ L2(Fs), r ∈ [s, s + K ]} satisfying (11) the conditional ( f, δ)-expectations of X · under
Fs with generator f and anticipating function δ.
We denote the process above {ηr }r∈[s,s+K ] by Eδf [{Xr }r∈[t,t+K ]|Fs]. At the same time we denote
ηu by Eδf [{Xr }r∈[t,t+K ]|Fs](u), u ∈ [s, s + K ].
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Lemma 4.6. (1) Let 0 ≤ s < t ≤ T . If X · ∈ L2F (t, t + K ) and X t isFs-measurable, then
Eδf [{Xr }r∈[t,t+K ]|Fs](s) = X t , a.e.
(2) Let 0 ≤ u ≤ s ≤ t ≤ T and X · ∈ L2F (t, t + K ). Then
Eδf [Eδf [{Xr }r∈[t,t+K ]|Fs]|Fu] = Eδf [{Xr }r∈[t,t+K ]|Fu], a.e., a.s.
(3) Let 0 ≤ s ≤ t ≤ T and X (1)· , X (2)· ∈ L2F (t, t + K ). If X (1)r ≥ X (2)r , for any r ∈ [t, t + K ],
a.e., a.s., then
Eδf [{X (1)r }r∈[t,t+K ]|Fs](u) ≥ Eδf [{X (2)r }r∈[t,t+K ]|Fs](u), u ∈ [s, s + K ], a.e., a.s.
Furthermore, if P((r, ω) ∈ [t, t + K ] × Ω , X (1)r (ω) > X (2)r (ω)) > 0, then
Eδf [{X (1)r }r∈[t,t+K ]|Fs](u) > Eδf [{X (2)r }r∈[t,t+K ]|Fs](u), u ∈ [s, s + K ], a.e., a.s.
(4) Let 0 ≤ s ≤ t ≤ T and X · ∈ L2F (t, t + K ). For any A ∈ Fs , we have
Eδf [{IA Xr }r∈[t,t+K ]|Fs] = IAEδf [{Xr }r∈[t,t+K ]|Fs], a.e., a.s.
Proof. (1) This is immediate from the definition of conditional ( f, δ)-expectations and (H3).
(2) For any A ∈ Fu , we have A ∈ Fs , so
Eδf [IAEδf [Eδf [{Xr }r∈[t,t+K ]|Fs]|Fu]] = Eδf [IAEδf [{Xr }r∈[t,t+K ]|Fs]]
= Eδf [{IA Xr }r∈[t,t+K ]] = Eδf [IAEδf [{Xr }r∈[t,t+K ]|Fu]].
Then by the definition of conditional ( f, δ)-expectations, we know
Eδf [Eδf [{Xr }r∈[t,t+K ]|Fs]|Fu] = Eδf [{Xr }r∈[t,t+K ]|Fu], a.e., a.s.
(3) For simplicity, denote Eδf [{X (i)r }r∈[t,t+K ]|Fs] by {η(i)u }u∈[s,s+K ], i = 1, 2. Since X (1)r ≥
X (2)r , r ∈ [t, t + K ], a.e., a.s., then for any A ∈ Fs , we obtain IA X (1)r ≥ IA X (2)r , r ∈
[t, t + K ], a.e., a.s. So by Lemma 4.3(2), we deduce
Eδf [{IA X (1)r }r∈[t,t+K ]](u) ≥ Eδf [{IA X (2)r }r∈[t,t+K ]](u), u ∈ [0, K ].
Hence by (11) we have
Eδf [{IAη(1)r }r∈[s,s+K ]](u) ≥ Eδf [{IAη(2)r }r∈[s,s+K ]](u), u ∈ [0, K ].
In particular,
Eδf [{I{η(1)r ≤η(2)r }η
(1)
r }r∈[s,s+K ]](u) ≥ Eδf [{I{η(1)r ≤η(2)r }η
(2)
r }r∈[s,s+K ]](u), u ∈ [0, K ].
Since I{η(1)r ≤η(2)r }η
(1)
r ≤ I{η(1)r ≤η(2)r }η
(2)
r , r ∈ [s, s + K ], by Lemma 4.3(2) we derive
Eδf [{I{η(1)r ≤η(2)r }η
(1)
r }r∈[s,s+K ]](u) ≤ Eδf [{I{η(1)r ≤η(2)r }η
(2)
r }r∈[s,s+K ]](u), u ∈ [0, K ]. Thus
Eδf [{I{η(1)r ≤η(2)r }η
(1)
r }r∈[s,s+K ]](0) = Eδf [{I{η(1)r ≤η(2)r }η
(2)
r }r∈[s,s+K ]](0).
By Lemma 4.3(2), we know I{η(1)r ≤η(2)r }η
(1)
r = I{η(1)r ≤η(2)r }η
(2)
r , r ∈ [s, s+ K ], a.e., a.s. That is,
η
(1)
r ≥ η(2)r , r ∈ [s, s + K ], a.e., a.s.
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(4) Let 0 ≤ s ≤ t ≤ T and X · ∈ L2F (t, t + K ). For any A ∈ Fs , we have for any B ∈ Fs ,
Eδf [IBEδf [{IA Xr }r∈[t,t+K ]|Fs]] = Eδf [{IBIA Xr }r∈[t,t+K ]]
= Eδf [IBIAEδf [{Xr }r∈[t,t+K ]|Fs]] = Eδf [IB(IAEδf [{Xr }r∈[t,t+K ]|Fs])].
By the definition of conditional ( f, δ)-expectations underFs , (4) holds. 
From Theorem 3.3, it is easy to see Lemma 4.6 holds if s, t, K are all stopping times.
5. A converse comparison theorem for anticipated BSDEs
Theorem 5.1 (Converse Comparison Theorem for Anticipated BSDEs). Suppose T˜ ∈ (0,+∞)
is given, f1, f2 satisfies (H1), (H3), (H4), and δ satisfies:
(i′′) there exists a constant q > 0 such that for any t ∈ [0, T˜ ], the following holds: δ(t) ≤ qt,
where C is the constant from (H1), and moreover, [t, (1+ q)t] ⊂r∈[0,t][t, r + δ(r)];
(ii′′) there exists a constant L ∈

0, 12 exp(−4CqT˜ )

such that for any t, r ∈ [0, T ], t ≤ r and
nonnegative and integrable g(·), r
t
g(s + δ(s))ds ≤ L
 (1+q)r
t
g(s)ds.
Then the following two conditions are equivalent.
① For any T ∈ (0, T˜ ] and for any X · ∈ L2F (T, (1+ q)T ),
Eδf1 [{Xr }r∈[T,(1+q)T ]](0) ≥ Eδf2 [{Xr }r∈[T,(1+q)T ]](0);
② For any t ∈ [0, T˜ ], y ∈ R, z ∈ Rd , θ· ∈ L2F (t, (1+ q)T˜ ),
f1(t, y, z, θt+δ(t)) ≥ f2(t, y, z, θt+δ(t)).
Proof. ② implies①: This proof is easily deduced from Lemma 2.2. We now prove that① implies
②. For each a > 0, y ∈ R, z ∈ Rd , θ· ∈ L2F (t, (1+ q)T˜ ), define a stopping time:
τa = τa(y, z, θ·) := inf{t ≥ 0, f1(t, y, z, θt+δ(t)) ≤ f2(t, y, z, θt+δ(t))− a} ∧ T˜ .
If ② does not hold, then we know there exist a > 0, y ∈ R, z ∈ Rd and θ· ∈ L2F (t, (1 + q)T˜ )
such that P(τa(y, z, θ·) < T˜ ) > 0. We introduce a new type of equationYt = y −
 t
0
f (s, Ys, z, Ys+δ(s))ds +
 t
0
zdWs, t ∈ [0, T˜ ];
Yt = θt , t ∈ (T˜ , (1+ q)T˜ ].
(12)
Lemma 5.2. There exists a unique solution Y· ∈ L2F (0, (1+ q)T˜ ) to Eq. (12).
Proof. We first prove the existence. Fix β = 1
qT˜
ln 12L , where q and T˜ are the constants given in
assumptions of Theorem 5.1 and L is the constant given in (i i ′′). Since L < 12 , we see β > 0.
Introduce a norm in the Banach space L2F (0, (1+ q)T˜ ):
∥ν(·)∥β =

E
 (1+q)T˜
0
|νs |2e−βsds
 1
2
.
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Clearly this norm is equivalent to the original norm of L2F (0, (1+q)T˜ ). We consider a sequence
of SDEs as follows:Y (1)t = y −
 t
0
f (s, Y (1)s , z, y)ds +
 t
0
zdWs, t ∈ [0, T˜ ];
Y (1)t = θt , t ∈ (T˜ , (1+ q)T˜ ],Y (2)t = y −
 t
0
f (s, Y (2)s , z, Y
(1)
s+δ(s))ds +
 t
0
zdWs, t ∈ [0, T˜ ];
Y (2)t = θt , t ∈ (T˜ , (1+ q)T˜ ],
. . .Y (n)t = y −
 t
0
f (s, Y (n)s , z, Y
(n−1)
s+δ(s))ds +
 t
0
zdWs, t ∈ [0, T˜ ];
Y (n)t = θt , t ∈ (T˜ , (1+ q)T˜ ],
. . .
Then each of the above equations has a unique solution in L2F (0, (1+q)T˜ ).Denote Y (n)t −Y (n−1)t
by Yˆ (n)t , n = 2, 3, . . . , and Yˆ (1)t by Y (1)t − y. Applying Itoˆ’s formula to e−βs |Yˆ (n)s |2 on [0, t], we
obtain
e−βt |Yˆ (n)t |2 +
 t
0
βe−βs |Yˆ (n)s |2ds
=
 t
0
2e−βs Yˆ (n)s ( f (s, Y (n−1)s , z, Y
(n−2)
s+δ(s))− f (s, Y (n)s , z, Y (n−1)s+δ(s)))ds.
So
E
 T˜
0
βe−βs |Yˆ (n)s |2ds

≤ E
 T˜
0
2e−βs Yˆ (n)s ( f (s, Y (n−1)s , z, Y
(n−2)
s+δ(s))− f (s, Y (n)s , z, Y (n−1)s+δ(s)))ds

≤ E
 T˜
0
β
2
e−βs(Yˆ (n)s )2ds

+ E
 T˜
0
2
β
e−βs | f (s, Y (n−1)s , z, Y (n−2)s+δ(s))− f (s, Y (n)s , z, Y (n−1)s+δ(s))|2ds

.
Hence by (H1) and (i′′), we have
E
 T˜
0
β
2
e−βs |Yˆ (n)s |2ds

≤ E
 T˜
0
2
β
C2e−βs(|Yˆ (n)s | + EFs [|Yˆ (n−1)s+δ(s)|])2ds

≤ E
 T˜
0
4
β
C2e−βs(|Yˆ (n)s |2 + EFs [|Yˆ (n−1)s+δ(s)|2])ds

≤ E
 T˜
0
4
β
C2e−βs |Yˆ (n)s |2ds

+ 4
β
C2eβqT˜ E
 T˜
0
e−β(s+δ(s))|Yˆ (n−1)s+δ(s)|2ds

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≤ E
 T˜
0
4
β
C2e−βs |Yˆ (n)s |2ds

+ 4
β
C2LeβqT˜ E
 (1+q)T˜
0
e−βs |Yˆ (n−1)s |2ds

.
That is,
E
 T˜
0
e−βs |Yˆ (n)s |2ds

≤ 8LC
2eβqT˜
β2 − 8C2 E
 (1+q)T˜
0
e−βs |Yˆ (n−1)s |2ds

.
Noting β = 1
qT˜
ln 12L and L ∈

0, 12 exp(−4CqT˜ )

, we have β > 4C . Therefore, β2 − 8C2 >
8C2 and
8LC2eβqT˜
β2 − 8C2 <
8LC2eβqT˜
8C2
= LeβqT˜ = Leln 12L = 1
2
.
Then
E
 (1+q)T˜
0
e−βs |Yˆ (n)s |2ds

= E
 T˜
0
e−βs |Yˆ (n)s |2ds

<
1
2
E
 (1+q)T˜
0
e−βs |Yˆ (n−1)s |2ds

= 1
2
E
 T˜
0
e−βs |Yˆ (n−1)s |2ds

< · · · <

1
2
n−1
E
 (1+q)T˜
0
e−βs |Yˆ (1)s |2ds

.
Thus we know (Y (n)· )n∈N is a Cauchy sequence in L2F (0, (1 + q)T˜ ). Since L2F (0, (1 + q)T˜ ) is
a Banach space, there exists a unique limit of (Y (n)· )n∈N. We denote it by Y· So
E
 t
0
e−βs | f (s, Y (n−1)s , z, Y (n−2)s+δ(s))− f (s, Y (n)s , z, Y (n−1)s+δ(s))|2ds

≤ E
 T˜
0
e−βs | f (s, Y (n−1)s , z, Y (n−2)s+δ(s))− f (s, Y (n)s , z, Y (n−1)s+δ(s))|2ds

≤ 2C2 E
 T˜
0
e−βs(|Y (n−1)s − Y (n)s |2 + |Y (n−2)s+δ(s) − Y (n−1)s+δ(s)|2)ds

→ 0,
when n →∞. Therefore, {Yt }t∈[0,(1+q)T˜ ] satisfies Eq. (12).
We now prove the uniqueness. Suppose both Y· and Y ′· both satisfy Eq. (12). Denote Yt − Y ′t
by Yˆt , t ∈ [0, (1+ q)T˜ ]. ThenYˆt =
 t
0
( f (s, Y ′s , z, Y ′s+δ(s))− f (s, Ys, z, Ys+δ(s)))ds, t ∈ [0, T˜ ];
Yˆt = 0, t ∈ (T˜ , (1+ q)T˜ ].
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Consider the equation:Yˆ
′
t =
 t
0
( f (s, Y ′s , z, Y ′s+δ(s))− f (s, Ys, z, Ys+δ(s)))ds, t ∈

0,

1+ q
2

T˜

,
Yˆ ′t = 0, t ∈

1+ q
2

T˜ , (1+ q)

1+ q
2

T˜

.
Set Yˆt = 0, t ∈

(1+ q)T˜ , (1+ q) 1+ q2  T˜ . Then we know Yˆt = Yˆ ′t , t ∈ 0, (1 +
q)

1+ q2

T˜

, a.e., a.s. For any t ∈

0,

1+ q2

T˜

, by (H1) and (ii′′), we deduce
E[|Yˆ ′t |] ≤ E
 (1+ q2 )T˜
t
| f (s, Ys, z, Ys+δ(s))− f (s, Y ′s , z, Y ′s+δ(s))|ds

≤ E

C
 (1+ q2 )T˜
t
(|Yˆs | + |Yˆs+δ(s)|)ds

≤ C E
 (1+ q2 )T˜
t
|Yˆs |ds

+ C L E
 (1+q)(1+ q2 )T˜
t
|Yˆs |ds

≤ C(1+ L)E
 (1+q)(1+ q2 )T˜
t
|Yˆs |ds

= C(1+ L)E
 (1+q)(1+ q2 )T˜
t
|Yˆ ′s |ds

.
From Gronwall’s inequality we obtain E[|Yˆ ′t |] = 0, t ∈

0, (1+ q) 1+ q2  T˜ . As Yˆt = Yˆ ′t , t ∈
0, (1+ q) 1+ q2  T˜ , a.e., a.s., we have Yˆt = 0, t ∈ [0, (1+ q)T˜ ], a.e., a.s. 
Let us return to the proof of Theorem 5.1. Consider the following equations (i = 1, 2):Y (i)t = y −
 t
τa
fi (s, Y
(i)
s , z, Y
(i)
s+δ(s))ds +
 t
τa
zdWs, t ∈ [τa, T˜ ];
Y (i)t = θt , t ∈ (T˜ , (1+ q)T˜ ].
(13)
From Lemma 5.2, similarly to the proof of Theorem 3.3, we see each of the above two equations
has a unique solution in L2F (τa, (1 + q)T˜ ). Denote them by {Y (i)t }t∈[τa ,(1+q)T˜ ], i = 1, 2,
respectively. Define another stopping time:
τ ′a := inf

t ≥ τa, f1(s, Y (1)s , z, Y (1)s+δ(s)) ≥ f2(s, Y (2)s , z, Y (2)s+δ(s))−
a
2

∧ T˜ .
Then τ ′a = T˜ if τa = T˜ . Since Ω = {τa ≤ τ ′a} = {τa < τ ′a} + {τa = τ ′a} and
{τa = τ ′a} = {τa = T˜ }, we know {τa < τ ′a} = {τa = T˜ }c = {τa < T˜ }. Hence P{τa < τ ′a} > 0.
Moreover we have the following.
Lemma 5.3. We have Y (1)t ≥ Y (2)t , t ∈ [τa, τ ′a]; moreover, Y (1)τ ′a > Y
(2)
τ ′a
on {τa < τ ′a}.
Proof. Denote Yˆ· = Y (2)· − Y (1)· . Then
−dYˆt = ( f2(s, Y (2)s , z, Y (2)s+δ(s))− f1(s, Y (1)s , z, Y (1)s+δ(s)))dt.
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Hence for any t ∈ [τa, τ ′a],
−dYˆt
dt
≥ a
2
; −dYˆt
dt
I{τa<τ ′a} ≥
a
2
I{τa<τ ′a}; Yˆτa = 0.
Therefore, we have Yˆt ≤ − a2 (t − τa) ≤ 0, t ∈ [τa, τ ′a]; moreover, on {τa < τ ′a}, Yˆτ ′a ≤− a2 (τ ′a − τa) < 0. 
Let us return again to the proof of Theorem 5.1. Consider the anticipated BSDE:
Yˇ (i)t = Y (i)T˜ −
 T˜
t
fi (s, Yˇ
(i)
s , Zˇ
(i)
s , Yˇ
(i)
s+δ(s))ds +
 T˜
t
Zˇ (i)s dWs, t ∈ [0, T˜ ];
Yˇ (i)
T˜
= Y (i)
T˜
;
Yˇ (i)t = θt , t ∈ (T˜ , (1+ q)T˜ ],
for i = 1, 2. Then each of the above equations has a unique solution and Yˇ (i)t = Y (i)t , t ∈ [τa, τ ′a],
for i = 1, 2. Since fi satisfies (H3) and Yˇ (i)τa = Y (i)τa ≡ y, for i = 1, 2, we know Yˇ (1)t = Yˇ (2)t ≡
y, t ∈ [0, τa]. So Yˇ (1)t ≥ Yˇ (2)t , t ∈ [0, τ ′a]. Set ς = τ
′
a
1+q . Thus Yˇ
(1)
t ≥ Yˇ (2)t , t ∈ [ς, τ ′a] and the
anticipated BSDEα(i)t = Yˇ (i)ς +
 ς
t
fi (s, α
(i)
s , b
(i)
s , α
(i)
s+δ(s))ds −
 ς
t
b(i)s dWs, t ∈ [0, ς];
α
(i)
t = Yˇ (i)t , t ∈ [ς, τ ′a]
has the unique solution: α(i)t = Yˇ (i)t , t ∈ [0, τ ′a] and b(i)t = Zˇ (i)t , t ∈ [0, ς]. Hence
Eδfi [{Yˇ
(i)
t }t∈[ς,τ ′a ]](0) = α(i)0 = Yˇ (i)0 = y, for i = 1, 2. By Lemma 5.3 we obtain
P{ω ∈ Ω; there exists a t ∈ [ς(ω), τ ′a(ω)] such that Yˇ (1)t (ω) > Yˇ (2)t (ω)}
≥ P{Yˇ (1)
τ ′a(ω)
> Yˇ (2)
τ ′a(ω)
} = P{Y (1)
τ ′a(ω)
> Y (2)
τ ′a(ω)
} = P{τa < τ ′a} > 0.
So we have
y = Eδf2 [{Yˇ (2)t }t∈[ς,τ ′a ]](0) < Eδf2 [{Yˇ (1)t }t∈[ς,τ ′a ]](0)
≤ Eδf1 [{Yˇ (1)t }t∈[ς,τ ′a ]](0) = y. (14)
In (14), the two ‘=’ come from the above proof; the first ‘<’ is because of Lemma 4.3 (2);
the first ‘≤ ’ is because of condition ①. However, clearly (14) is a contradiction, so condition
② holds. 
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