Abstract: Energy efficiency of software is an increasingly important topic. To achieve energy efficiency, a system should automatically optimize itself to provide the best possible utility to the user for the least possible cost in terms of energy consumption. To reach this goal, the system has to continuously decide whether and how to adapt itself, which takes time and consumes energy by itself. During this time, the system could be in an inefficient state and waste energy. We envision the application of predictive situation recognition to initiate decision making before it is actually needed. Thus, the time of the system being in an inefficient state is reduced, leading to a more energyefficient reconfiguration.
Introduction
Various approaches to self-optimizing software systems have been proposed in literature [GWCA12, CC05] . The basic principle of a feedback loop is common to all approaches. This loop comprises four steps: (1) the system continuously monitors itself and its environment, (2) it analyzes the collected data and (3) decides for or against as well as (4) performs reconfiguration. These four steps (monitor, analyze, plan/decide, act) have been introduced in literature by Oreizy et al. [OGT + 99] . In our previous work [GWS + 10, GWCA12], we proposed a reification of this feedback loop for energy efficiency.
For example, an audio processing system that improves the quality of audio files (e.g., noise reduction, loudness normalization, etc.) for multiple concurrent users can make good use of self-optimization in terms of energy efficiency. One strategy to save energy is to automatically choose the best server to process a user request based on the current state of the system. Imagine two servers: one is very good in terms of energy consumption but provides poor performance, and the other one is bad in terms of energy consumption but offers very good performance. Let us assume that the efficient server is currently fully utilized, whereas the inefficient server is optimally utilized but is able to process additional requests. If a user sends a request to process an audio file and agrees with waiting for the result for some time, a self-optimizing system would schedule this user request on the efficient server at a later point in time instead of the apparent choice to process the file on the currently free, but inefficient server.
The goal of self-optimizing systems is to automatically reconfigure to the most efficient state possible [ST09a] . Thus, the time of the system being in an inefficient state Figure 1 depicts the four steps of the feedback loop and highlights the actual problem: the first two steps are continuously performed until a situation, which requires reconfiguration is detected. Whenever such a situation is detected, the last two steps are performed. For the time of these two steps the system is in an inefficient state. If the system aims at optimizing energy efficiency, the time of being in an inefficient state conforms to wasted energy. A peculiarity in this regard is the question when the plan/decide step is performed. In our previous work [GWCA12] , this step is performed when a user invokes functionality of the system. That is whenever a user interacts with the system, the optimal configuration is computed and the system gets adjusted accordingly. The approach of Chang and Collet [CC05] initiates the decision step whenever a condition, specified at design time, is sensed to be violated. The problem of both approaches is that they initiate the time-consuming decision step at a point in time, when an immediate reconfiguration is required. That is the system will be in an inefficient configuration for the time of decision making as well as the time required to reconfigure the system. Thus, an intelligent approach to decision making should be performed before the system gets into an inefficient state. This requires a classification of situations which demand for system reconfiguration, as it allows for the application of situation recognition to proactively detect the imminent demand for the decision step [End00] . Thereby, the time between the actual occurrence of a situation and when reconfiguration starts can, in the best case, be decreased by the time required for the decision step. In consequence, the time spans of the system being in an inefficient state are reduced.
Our envisioned solution uses predictive situation recognition [End00] based on description logic reasoning. For this purpose we developed an automatic translation of software engineering artifacts (models, code, etc.) to the web ontology language (OWL) called OWLizer 1 . Keeping an ontology synchronous to the running software system allows the reasoner to recognize predefined situations and, by investigating the history stored in the ontology, allows for the prediction of imminent situations.
Envisioned Approach
As a basis for our approach to self-optimizing software system, we follow the models@run.time paradigm [MBJ + 09]. The system is developed in a model-driven manner and a special model is kept synchronous to the runtime state of the system. This model is used to reason about the system. A peculiarity of our approach is the application of non-functional contracts to specify how implementations of software components behave. These contracts specify and qualify the dependencies between software components and hardware components, which are the direct consumers of energy.
To enable predictive situation recognition, we plan to synchronize the runtime model of our previous approach with an ontology using the tool OWLizer. The applicability of this synchronization has been shown in [Sch12] . The applicability of description logics for situation recognition has been shown in [ST09b] . Based on this, ontology situations can be recognized by standard reasoners. As a prerequisite, the types of situations to be recognized have to be classified. We identified two major classes of situations, which subdivide into two minor classes each:
• contract-concerned situations: (1) violation of contract clauses, which have been valid at the last decision made, (2) contract clauses, which have been invalid at the last decision made, but became valid
• user-concerned situations: (1) system overload, i.e., the system cannot serve more users, (2) increasing/decreasing number of concurrent users Each of these situation types potentially demands for reconfiguration as they imply the likelihood of the existence of a better system configuration. For example, imagine a contract clause for an audio normalization algorithm, which specifies the requirement to have a CPU with less than 20% load to guarantee a processing time of at most 10% of the time a playback of the audio file would take. Notably, the processing time impacts energy consumption, as the longer the algorithm runs, the more energy will be consumed. The system decides to run this algorithm on a CPU with 10% load. Later, the load of this CPU increases to 50% due to some other processes, which are not under control of the self-optimizing software system. This situation is a contract clause violation. The guarantee of the contract (max. processing time) does not hold anymore, and another system configuration needs to be computed.
