This study investigates a control methodology for dynamic systems based on representing all possible system responses under all possible values of the control variables. The underlying idea is to extend the system along the "control dimension" and explicitly account for the dependence of the system state on control variables. A spectral discretization along the "control dimension" is employed. The optimal control values are chosen to obtain the desired parameterized system response. Numerical studies for the control of linear and nonlinear quarter-car models riding on various terrain profiles show promising results.
Introduction
In this paper we develop a method for the control of nonlinear systems based on representing all possible system responses under all possible values of the control variables. We are interested in mechanical systems, specifically in automotive applications. However, the approach is general and can be applied to any dynamical system. The dynamical system is extended along the "control dimension". This allows to explicitly accounting for the dependence of the system state on control variables.
Specifically, the state is represented by its spectral decomposition along the control dimension. Numerically, the system response is parameterized by the set of spectral coefficients. The control problem is formulated as an optimization problem with the cost function depending on the system state. The response parameterization allows to easily formulating the explicit dependence of the cost function on the controls. The values of the control variables are then chosen to obtain the desired system response using a polynomial function minimization. This paper is organized as follows. A short background on the formulations of the dynamics of mechanical systems is given. Next, we present our control approach, including the computational formulation and basis functions used in this study. The computational formulation is motivated by the applications of parameterized response to uncertainty quantification [1] [2] [3] . The optimization procedure is described next. Several numerical results are included to illustrate the performance of the proposed control methodology. The new approach is compared with traditional methods (PI, PID, and skyhook control). In the end, a summary of conclusions drawn from this study is given. We also included an appendix with orthogonal polynomial basis functions.
Background
The dynamics of a mechanical system is described by a system of second order ordinary differential equations (ODE) . If the system is constrained, then the formulation becomes a system of differential algebraic equations (DAE). In this paper we consider the dynamics of the mechanical system described by a set of simultaneous fist order ODEs [4] : In Section 3.4 we will discuss the case of time dependent control variables ( ) t ξ .
The Control Approach
The proposed approach is to extend the multi-body dynamic model along the parameterized control dimension. This allows a representation of the state of the system which explicitly accounts for the effect of controls. More exactly, the additional dimension allows characterizing all possible system responses to all possible values of the control variables. The controls that lead to an optimal system response are then selected.
Spectral Representation of the System Response
At any moment in time, the state of the system (1) is a finite energy function of the control variables
Indeed, assuming that the domain Ω of all admissible controls is bounded, and that the position and velocity take finite values at each time moment we have:
We construct a finite-dimensional approximation of the system response (as a function of the controls) by projecting it onto finite dimensional subspaces of
The subspaces are defined in terms of orthogonal polynomial basis functions. The resulting spectral approximation allows high order representations of the system response,
We use subscripts to denote the components along the system dimension (i.e., position or velocity indices), and superscripts to denote components along the controls dimension (i.e., the spectral coefficients). The superscript-only notation will be used to represent the vector of spectral coefficients,
Formally, the control variables can be written using a similar polynomial expansion:
Clearly, only the coefficients of the first order polynomials will be nonzero in the formal expansion (8), since they represent the control variables. We will keep the formal summation of S terms for notation uniformity.
An orthogonal basis of polynomial functions is chosen for the Hilbert space ( )
The inner product is defined with respect to a given weight function ) (ξ w . The orthogonality relation of basis functions reads:
Orthogonal polynomial basis functions need to be constructed for each choice of the weight function ) (ξ w . Note that the choice of the weight function impacts the properties of the polynomial approximation. For example, Chebyshev polynomials lead to a non-oscillatory approximation.
Basis Functions
In this paper we consider the control variables to take values in the finite range
. We also consider weight functions of the form:
( ) ( ) ( )
The orthogonal polynomials with respect to this weight are the Jacobi polynomials:
( ) ( )( ) ( )
Two particular cases are of special importance. 
Denote the inner product in
The orthogonality of basis functions requires that:
be the family of one-dimensional polynomials orthogonal with respect to the weight
w . An orthogonal basis set is constructed using tensor products of such polynomials:
Then, the n -dimensional scalar product (12) separates into n one-dimensional scalar products and the orthogonality condition is fulfilled:
The set of tensor products of orthogonal polynomials forms an orthogonal basis
. In this paper, for simplicity, we consider that all weight functions are identical, i.e.,
with different weights can be treated similarly. Consequently, the basis functions are tensor products of polynomials from the same family.
We denote by S the dimension of the subspace (the total number of basis functions used to represent the "control dimension" of the extended system). Two different approaches can be taken to define this subspace. If the subspace is spanned by multidimensional basis functions (14) of order up to P [3] , then:
If the subspace is spanned by tensor products of one-dimensional polynomials of order up to P then:
This setting is more natural for the collocation approach, as discussed below.
The approximation (6) converges at spectral rate in ( )
For systems responses that are smooth with respect to the controls (i.e., k is very large) the approximation (6) is potentially very accurate.
Computational Formulation
We now construct a computationally feasible algorithm to track the time evolution of the solution spectral coefficients in the representation (6) . Insert (6) into (1) to obtain:
The differential equations that govern the evolution of the spectral coefficients can be formulated in either the Galerkin or the collocation approach as explained below.
Galerkin Approach
In the Galerkin approach, equation (19) is projected onto
Specifically, we take the inner product of equation (19) , ,
The evaluation of (21) requires the evaluation of n -dimensional integrals of 1 + m products of basis functions. Since each basis function (14) is a tensor product of one-dimensional polynomials, the n -dimensional integration reduces to independently evaluating n one-dimensional integrals, ( 
Each one-dimensional integral can be evaluated using a Gaussian numerical quadrature (Gauss-Jacobi, Gauss-Legendre, or Gauss-Chebyshev depending on the choice of the weight function). For a given system (20), these products can be pre-computed and re-used for each time step.
Trigonometric nonlinearities, however, do not allow n -dimensional inner products to be computed from one-dimensional integrals. For example, if ( ) ( )
, the inner products that appear in the Galerkin formulation are of the form
which requires a multi-dimensional quadrature formula.
Collocation Approach
The collocation approach is motivated by the pseudo-spectral methods [6] . In order to derive evolution equations for the spectral coefficients i y , we impose that equation (19) holds at a given set of control variable values (i.e., at a given set of collocation points):
where S is the number of basis functions i φ . Thus, equation (19) becomes:
Equation (25) governs the time evolution of the spectral coefficients of the solution. Consider the matrix A of basis function values at the collocation points:
The collocation points have to be chosen such that A is nonsingular. This implies that (25) is a system of ODEs of dimension d S ⋅ and can be solved by standard methods.
For multi-dimensional systems the basis functions are chosen as in (17), i.e. tensor products of one-dimensional polynomials of order up to P . A set of 1 + P collocation points 1 1 , ,
are selected as the roots of the one-dimensional orthogonal polynomial of order 1 + P of the same type as the basis functions (Jacobi, Legendre, or Chebyshev). The n-dimensional collocation vectors are then of the form:
For basis functions of the form (16) of multidimensional order up to P , the dimension of the spectral discretization subspace is smaller than the number of possible collocation points,
. One has to choose a subset of the vectors of form (27). For details on the selection of optimal choices please refer to [7] and [8] .
Consider now the system (20) obtained by the Galerkin approach and evaluate all inner products using a numerical quadrature formula. It can be shown that, if the Gaussian quadrature is used, then the nodes are the collocation points, and the Galerkin system (20) becomes the system (25) obtained by the collocation approach. Consequently, collocation can be regarded as the Galerkin method, with the inner products evaluated with a specific choice of numerical quadrature.
The use of numerical quadrature adds an error to the system. However, for smooth systems, this numerical error decreases rapidly for increasing S, and does not affect the convergence rate of the Galerkin solution.
The system (25) can be constructed from repeated calls to (1) with the control variable values set equal to the collocation points. As a practical consequence, the system (25) does not need to formulate (and code) another model for the time evolution of spectral coefficients. In contrast, the system (20) built by the Galerkin approach involves inner products of time derivative functions (1) with basis functions. The spectral coefficient evolution system (20) needs to be formulated separately, and may involve the evaluation of multidimensional integrals.
Relation between Collocation and Response Surface Methods
In the response surface approach [7, 8] , the state of the system at the final time is assumed to be in a finite dimensional subspace, and using the expansion (6) is represented as:
The system (1) is integrated from the initial to the final time with different values of the control variables from the set (24):
The S final states (29) are used in (28) to determine the unknown expansion
. The accuracy of the surface response methodology is low for highly nonlinear systems, and polynomial approximations of very high order may be necessary.
Optimization
The cost function that defines the optimal control criterion depends on the state, which is explicitly parameterized in terms of control variables. The cost function can be projected onto the S -dimensional subspace along the control dimension,
in which case, the optimization problem must minimize a polynomial function.
Any subroutine that performs minimization with constraints can be employed to numerically solve this minimization.
To treat cost functions defined by time integrals (3) we formally add the ( ) 0 , ,
The time integration of this extended system from 0 = t to T t = leads to the desired value of the cost function:
Moreover, the dependency of the cost function value on control variables is explicitly available through the expansion (32) of
We now discuss three control scenarios, as follows: (1) The algorithm proceeds as follows on each subinterval
• Integrate the extended system from
• Find the control vector that minimizes the cost function, ( ) 
Clearly, this procedure requires the external excitations to be known "ahead of
. Moreover, the control solution obtained is optimal on each subinterval. This is only an approximation of the global optimum solution.
Note that the explicit parameterization of the solution with respect to control variables allows other approaches to control as well. For example, at each time moment, the eigenvalues of the Jacobian of the system can be expressed explicitly in terms of the control variables,
The optimization problem is then formulated to place the eigenvalues in the region desired.
Numerical Results
To simulate the behavior of a vehicle as it performs various maneuvers, a multibody system vehicle model and a soil/terrain model must be developed.
One critical area highly affected by uncertainties is the suspension sub-system. The suspension has a great influence on the vehicle's ride quality, therefore finetuning of its stiffness and damping characteristics are quite important. Vibrations transmitted from the ground may affect not only adversely the occupants comfort, but also their health, fatigue, and alertness. Ongoing research studies in this area focus on developing and implementing new vehicle design technologies, such as the magneto-rheological (MR) damper, that will minimize the vibrations transmitted to the driver and passengers. Variations in suspension's spring stiffness or damping characteristics are dependant on the materials properties and design characteristics of each suspension type. The MR damper has many applications, such as shock absorbers for automobile suspensions, control of building motions subjected to seismic input [9] , real-time control of military vehicle suspensions [10] , control of gun recoil dynamics [11] , and mountain bicycle suspensions [12] . MR fluids are non-colloidal suspensions of magnetizable particles that are on the order of tens of microns in diameter. The damping condition of MR dampers can be changed by a small amount of electrical current that can be provided to the damper. Currently, the source of the inaccuracies in modeling an MR damper are mainly due to the uncertainties in the dynamics of the MR fluid at different damping conditions (e.g., loading, forcing, velocity). 
Case Study
We will consider as a case study the two degree-of-freedom quarter-car model shown in Figure 2 . The two masses M s and M u , which we will refer to as "sprung mass" and "unsprung mass" respectively, are connected by a spring of stiffness k and a damper of constant c. The forcing function is applied to M u through the linear spring of stiffness k T , as z(t), where
The control variable was parameterized using Legendre polynomials of order up to 3.
We applied the control methodology proposed in this study on a linear test problem, and on a nonlinear test problem. In both cases the response of the system is analyzed for various types of excitation input. given by the parameterized response control.
The Linear Test Problem
First, we consider the quarter-car model with linear characteristics for the spring and for the damper that connect the sprung and the unsprung masses. The Next, as shown in Figure 5 , we compare the power spectrum of the sprung mass displacement for the nominal case with those corresponding to the two types of control applied. The 3 Hz frequency corresponding to the excitation period is dampened more in the parameterized response control case, than in the PI control case. 
4.2.2
Step Excitation Figure 6 shows the response of the linear system while negotiating over a step obstacle of 0.25 m height and the evolution of the control variable in each case analyzed. It can be seen that the system controlled with parameterized response performs much better than the one that uses the PI controller. It is worth noting that, although our parameterized response based control targeted the displacement of the sprung mass, the displacement of the unsprung mass has also been substantially improved. Figure 7 shows the response of the linear system while negotiating over an S obstacle (round bump of 0.25 m radius followed by round pothole of 0.25 m radius) and the evolution of the control variable in each case analyzed. Figure 8 shows the response of the linear system under an impulse excitation of 1 m and the evolution of the control variable in each case analyzed. 
S Obstacle Excitation

Impulse Excitation
The Nonlinear Test Problem
We now consider the quarter-car model with a cubical spring and an MR damper.
The control variable is the current applied to the MR damper, which changes the response of the damper according to a hyperbolic tangent function. The current varies in the range [0, 2] A and has a nominal value of 1 A.
Sinusoidal Excitation
The response of the nonlinear quarter-car model under sinusoidal excitation (of frequency 3 Hz and amplitude 0.25 m) is presented in Figure 10 , and the spectral density of the sprung mass displacement for the same case is shown in Figure   11 . The proposed approach is to extend the dynamic model along the parameterized control dimension. This allows a representation of the state of the system which explicitly depends on both time and control variables. The underlying idea is to extend the system along the "control dimension" and explicitly account for the dependence of the system state on control variables. A spectral discretization along the "control dimension" is employed.
The construction of the evolution equations for the spectral coefficients is discussed in both the Galerkin and collocation frameworks. Multibody dynamic systems typically display two types of nonlinearities, polynomial and trigonometric. In the Galerkin approach the evaluation of multi-dimensional integrals is needed to compute inner products. It is shown that the tensor product nature of basis functions makes the evaluation of inner products computationally efficient for polynomial nonlinearities. However, for trigonometric nonlinearities multi-dimensional integration is required, and this can be accomplished using Future research directions in this area include the study of systems with multiple control variables, and applications to MR dampers and realistic vehicle models.
We will consider system response parameterizations in terms of Chebyshev polynomials. This representation will allow a better point-wise approximation (near mini-max approximation) of the system response. 
