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Abstract
In this work the fundamentals of gradient field theories are presented and re-
viewed. In particular, the theories of gradient magnetostatics and gradient elasticity
are investigated and compared. For gradient magnetostatics, non-singular expres-
sions for the magnetic vector gauge potential, the Biot-Savart law, the Lorentz force
and the mutual interaction energy of two electric current loops are derived and dis-
cussed. For gradient elasticity, non-singular forms of all dislocation key-formulas
(Burgers equation, Mura equation, Peach-Koehler stress equation, Peach-Koehler
force equation, and mutual interaction energy of two dislocation loops) are pre-
sented. In addition, similarities between an electric current loop and a dislocation
loop are pointed out. The obtained fields for both gradient theories are non-singular
due to a straightforward and self-consistent regularization.
Keywords: Gradient theories; gradient elasticity; gradient magnetostatics; dislo-
cations; Green functions; size effects; regularization.
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1 Introduction
Nowadays, gradient theories are very popular in physics, applied mathematics, material
science and engineering science. Gradient theories are theories possessing internal length
scales in order to describe size-effects. Such theories provide non-singular solutions of
the field equations and therefore a regularization is achieved (e.g. a dislocation core
regularization and an electron core regularization of the classical Dirac delta expressions).
The principle concept of a gradient theory is simple; in addition to the “classical” state
quantities, their gradient terms also have to be implemented in the Lagrangian density
(or energy density). For a gradient theory of order n, the Lagrangian density depends on
all the gradients of the state quantities up to order n. From that point of view, gradient
theories are effective theories.
In physics, the most popular gradient theory is the so-called Bopp-Podolsky theory,
which is the gradient version of the theory of electrodynamics. Bopp [1] and Podolsky
[2] have proposed theories representing generalizations of the theory of electrodynamics
to linear field equations of fourth-order in order to avoid singularities in electrodynamics
(see also [3, 4, 5]). Such a generalized electrodynamics has a physical meaning if the
(static) electric potential becomes the Coulomb potential asymptotically, and if the point-
like field sources have a Dirac delta form [6]. The Bopp-Podolsky theory has many
interesting features. It solves the problem of infinite energy in the electrostatic case, and
it gives the correct expression for the self-force of charged particles at short distances
eliminating the singularity when r → 0 as shown by Frenkel [7]. In this manner, the
Bopp-Podolsky electrodynamics is free of divergences. Another important prediction of
the Bopp-Podolsky theory is that the value of an electron core radius is proportional to a
parameter a, the so-called Bopp-Podolsky parameter. These features allow experiments
that could test the generalized electrodynamics as a viable effective field theory (e.g., [8]).
Iwanenko and Sokolow [4] and Kvasnica [9] argued that the Bopp-Podolsky parameter a
is in the order of ∼ 10−13 cm. From a historical point of view, it is mentioned that in the
sixties Feynman [10] has never appreciated the usefulness and power of the Bopp-Podolsky
theory. The sixties were a time when physicists were usually more interested in quantum
theories. However, the Bopp-Podolsky model has a close relationship with the Pauli-
Villars regularization procedure used in quantum electrodynamics (see, e.g., [11, 12]). In
this way, the Bopp-Podolsky theory serves a “physical” regularization method based on
higher-order partial differential equations.
It should be mentioned that one can find in the literature (e.g., [13]) that the classical
theory of Maxwell’s electrodynamics and Einstein’s theory of gravity (general relativity)
are gradient theories. However, both theories do not possess characteristic length scales.
No classical theories exist such that the theories of electrodynamics and of general relativ-
ity could be considered as their gradient version. Moreover, the electromagnetic potentials
are gauge fields and are not gauge invariant, and therefore they are not state quantities.
Only the electromagnetic field strengths are state quantities, reiterating Maxwell’s the-
ory of “classical” electrodynamics, and therefore the corresponding gradient theory is the
Bopp-Podolsky theory.
More than twenty years after the Bopp-Podolsky theory, Mindlin [14] (see also [15,
16, 17, 18, 19]) introduced theories of gradient elasticity however without giving any
2
credit to Bopp and Podolsky. In order to remove the singularities in the classical solu-
tions, such continuum theories of generalized elasticity may be used. The correspondence
between the gradient elasticity theory and the atomic structure of materials with the near-
est and next nearest interatomic interactions was exhibited by Toupin and Grazis [20].
The original Mindlin theory [14, 15] possesses many additional material parameters. For
isotropic materials, Mindlin’s theory of first strain gradient elasticity [14, 15] possesses
two characteristic lengths. The discrete nature of materials is inherently incorporated in
the formulation through the characteristic lengths. One can say that gradient elasticity
is a continuum theory valid on small scales. The capability of strain gradient theories in
capturing size effects is a direct manifestation of the involvement of characteristic lengths.
Lardner [21] was the first who investigated straight screw and edge dislocations in the
framework of Mindlin’s gradient elasticity theory. Since considering neither plastic distor-
tion nor dislocation density, Lardner [21] constructed actually solutions for a compatible
boundary value problem, which are still singular.
Simplified versions, which are particular cases of Mindlin’s theories, have been pro-
posed and used in the literature. A simplified gradient elasticity theory is gradient elas-
ticity of Helmholtz type [22, 23, 24], with only one material length scale parameter as
new material coefficient. The theory of gradient elasticity of Helmholtz type is a special
version of Mindlin’s gradient elasticity theory [14]. Using ab initio calculations, Shodja et
al. [25] found that the characteristic length scale parameters of first strain gradient elas-
ticity are of the order ℓ ∼ 10−10 m for several fcc and bcc materials. Therefore, gradient
elasticity can be used for understanding the nano-mechanical phenomena at such length
scales.
Non-singular fields of straight dislocations and dislocation loops were obtained in the
framework of gradient elasticity of Helmholtz type by Lazar and Maugin [22, 26] and Lazar
[27, 24], respectively. Lazar [27, 24] derived the non-singular dislocation key-formulas
(Burgers formula, Mura formula and Peach-Koehler stress formula) valid in gradient elas-
ticity. Such non-singular solutions of arbitrary dislocations might be very useful for the
so-called discrete dislocation dynamics (e.g., [28, 29]). Since dislocations are the basic
carriers of plasticity, the fundamental physics of plastic deformation must be described in
terms of the behavior of dislocation ensembles. Lazar and Maugin [26] have shown that,
for straight dislocations, the gradient parameter leads to a smoothing of the displacement
profile, in contrast to the jump occurring in the classical solution. Lazar [30] has extended
gradient elasticity of Helmholtz type for functionally graded materials and an analytical
solution of a screw dislocation in such a material was given.
Gradient elasticity with only one gradient parameter can be found in the literature
also under the names dipolar gradient elasticity theory [31, 32], simplified strain gradient
elasticity theory [33, 34] and special gradient elasticity theory [35]. Useful applications of
such a gradient elasticity theory are for example cracks (e.g., [31]) as well as the Eshelby
inclusion problem (e.g., [33, 34]). However, the framework of Altan and Aifantis [35]
and Gutkin and Aifantis [36, 37] lacks double stresses and is not based on proper vari-
ational considerations (e.g. to obtain pertinent boundary conditions). It is remarkable
that Gu¨nther [38] was the first who spoke of a mechanical model of the Bopp-Podolsky
potential for defects in elasticity. Like the Bopp-Podolsky theory, gradient elasticity the-
ory of Helmholtz type serves a “physical” regularization based on higher-order partial
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differential equations. A nice overview on gradient theories in physics (superconductiv-
ity, radiative fluid dynamics, theory of dielectrics, and surface phenomena) was given
by Maugin [39].
The aim of this paper is to present a comparison between the magnetostatic Bopp-
Podolsky theory and the theory of gradient elasticity of Helmholtz type. Similarities and
differences for these theories are pointed out. In addition, we derive new key-equations for
both gradient theories. For electric current loops, the Biot-Savart law, the Lorentz force,
and the mutual interaction energy are derived, for the first time, in the framework of
gradient magnetostatics. For dislocation loops, all the dislocation key-formulas (Burgers
equation, Mura equation, Peach-Koehler stress equation, Peach-Koehler force equation,
mutual interaction energy) are calculated using gradient elasticity. Moreover, following
the analogy between “classical” magnetostatics and “classical” dislocation theory pointed
out by deWit [40], we investigate the analogy between gradient magnetostatics and dislo-
cations in gradient elasticity. We consider in both theories an infinite continuum, therefore
there is no need for boundary conditions. For completeness, boundary conditions are given
in the Appendix B. Moreover, we decompose the boundary conditions into the classical
part and the gradient part and we also give a physical interpretation of them.
The paper is organized as follows. In Section 2, the fundamentals of gradient theory of
magnetostatics are presented and the Biot-Savart law, the Lorentz force, and the mutual
interaction energy are calculated. The “Bifield” ansatz for gradient magnetostatics [1, 2] is
used for the decomposition of magnetic fields into the classical part and a purely gradient
part. In Section 3, the theory of gradient elasticity of Helmholtz type is reviewed and
investigated. Dislocations are examined in the framework of gradient elasticity. A “Ru-
Aifantis theorem” is generalized for dislocations in an infinite medium in the framework of
gradient elasticity of Helmholtz type. In addition, a “Bifield” ansatz for gradient elasticity
is introduced and used for the decomposition of fields into the classical part and a purely
gradient part. All dislocation key-formulas valid in gradient elasticity are given. The
presentation of the two gradient theories reveals the similarities and differences between
them. In Section 4, the final conclusions are given. Some mathematical and technical
details and a discussion of the boundary conditions are presented in the Appendices.
2 Gradient magnetostatics – Bopp-Podolsky theory
In this section, we investigate the gradient theory of magnetostatics which is the magneto-
static part of the Bopp-Podolsky theory [1, 2]. In such a theory of gradient magnetostatics,
the energy density takes the form
W =
1
2µ0
BiBi +
1
2µ0
a2∂kBi∂kBi − AkJk , (1)
where Bi denotes the magnetic field vector (or magnetic induction), µ0 is the permeability
of vacuum, a is taken to be a fundamental constant with dimension of length, Jk is the
electric current density vector and Ak denotes the magnetic vector gauge potential. The
magnetic field vector may be expressed in terms of the magnetic vector gauge potential
Bi = ǫijk∂jAk , (2)
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satisfying the Bianchi identify
∂iBi = 0 , (3)
which means that magnetic monopoles do not exist. Here, ǫikl denotes the Levi-Civita
tensor.
From Eq. (1), two kinds of excitation fields can be defined
Hi =
∂W
∂Bi
= µ−10 Bi , (4)
Hik =
∂W
∂(∂kBi)
= a2µ−10 ∂kBi = a
2∂kHi , (5)
whereHi is the magnetic excitation vector andHik is the magnetic excitation tensor, which
is a higher-order excitation field. It can be seen in Eq. (5) that Hik is just the gradient
of Hi and multiplied by a
2. From Eqs. (3)–(5), it follows: ∂iHi = 0 and ∂iHik = 0. In
addition, it yields
∂2W
∂Bi ∂Bi
=
1
µ0
,
∂2W
∂(∂kBi) ∂(∂kBi)
=
a2
µ0
. (6)
Using a variational principle with respect to the magnetic vector gauge potential Ai,
the Euler-Lagrange equation is given by (e.g., [4])
δW
δAi
=
∂W
∂Ai
− ∂j
∂W
∂(∂jAi)
+ ∂k∂j
∂W
∂(∂k∂jAi)
= 0 . (7)
By means of Eqs. (1), (4) and (5), the Euler-Lagrange equation (7) reduces to
ǫijk∂j
(
Hk − ∂lHkl
)
= Ji . (8)
Using Eq. (5), Eq. (8) can be simplified to
Lǫijk∂jHk = Ji (9)
with the Helmholtz operator L depending on the length scale a
L = 1− a2∆ , (10)
where ∆ = ∂i∂i denotes the Laplacian. Eqs. (8) and (9) are the Ampe`re law valid in gra-
dient magnetostatics. Eqs. (3) and (9) are the field equations for gradient magnetostatics.
The field equation (9) is a partial differential equation (pde) of 3rd-order for the field1
Hk. In addition, the current vector satisfies the continuity equation
∂iJi = 0 . (11)
1A more general constitutive relation than Eq. (5) is Hik = c1∂kBi+ c2∂iBk, since δik∂lBl = 0. Using
Eq. (3), it does not change the Euler-Lagrange equation (8), due to ∂lHkl = c1∆Bk, and c1 = a
2µ−1
0
.
Therefore, gradient magnetostatics possesses in a natural way only one internal length scale parameter,
namely a.
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Taking the curl of Eq. (9) and using ∂iHi = 0, it can be written in the form of an
inhomogeneous Helmholtz-Laplace equation (pde of 4th-order)
L∆Hi = −ǫijk∂jJk . (12)
Using Eqs. (2) and (4), Eq. (9) reduces to a field equation for the magnetic vector gauge
potential (pde of 4th-order)
L(∂i∂k − δik∆)Ak = µ0 Ji . (13)
If the Coulomb gauge condition, which is a side condition, is used for the magnetic
vector gauge potential Ak,
∂kAk = 0 , (14)
or the generalized Coulomb gauge condition
L∂kAk = 0 , (15)
then the magnetic vector gauge potential Ak satisfies the following inhomogeneous Helmholtz-
Laplace equation which is a pde of 4th-order for Ak
L∆Ak = −µ0 Jk . (16)
The formal solution of Eq. (16) is given as convolution
Ak = −µ0G ∗ Jk , (17)
where ∗ denotes the spatial convolution and G denotes here the Green function of the
Helmholtz-Laplace equation and is defined by
L∆G = δ(x− x′) . (18)
The three-dimensional solution of the Green function of the Helmholtz-Laplace equation
reads
G(R) = −
1
4πR
(
1− e−R/a
)
, (19)
where R = |x − x′|. Eq. (19) represents the regularized Green function in the static
Bopp-Podolsky theory and G(0) = −1/[4πa]. Using Eq. (17) and the property of the dif-
ferentiation of a convolution [41, 42], it can be seen that the Coulomb gauge condition (14)
is fulfilled as a consequence of the continuity equation (11)
∂kAk = −µ0 ∂k(G ∗ Jk) = −µ0G ∗ (∂kJk) = 0 . (20)
The substitution of Eq. (19) into Eq. (17) gives the solution for the magnetic vector
gauge potential
Ak =
µ0
4π
∫
V
1
R
(
1− e−R/a
)
Jk(x
′) dV ′ , (21)
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which vanishes at infinity. Using Eqs. (2) and (21), the magnetic field vector is calculated
as
Bi = −
µ0
4π
∫
V
ǫijk
Rj
R3
[
1−
(
1 +
R
a
)
e−R/a
]
Jk(x
′) dV ′ , (22)
which is the general Biot-Savart law for a volume current Jk valid in gradient magneto-
statics. Eq. (22) determines the non-singular magnetostatic field of a current distribution
Jk(x
′). Here, R = x−x′ denotes the relative radius vector. In the limit a→ 0, Eqs. (21)
and (22) reduce to the “classical” results of magnetostatics (see, e.g., [43, 44]). The
fields (21) and (22) are non-singular.
If Jk is the “true” electric current, we may introduce a so-called “free” electric current
J ′k (or “effective” electric current) by
Jk = LJ
′
k . (23)
Then the field equations (12) and (16) are modified to
L∆Hi = −ǫijk∂jLJ
′
k , (24)
L∆Ak = −µ0 LJ
′
k . (25)
Alternatively, the field equation (9), which is a pde of 3rd-order, may be rewritten as
an analogous system of pdes, namely one of 1st-order and another one of 2nd-order,
ǫijk∂jH
0
k = Ji , (26)
LHk = H
0
k . (27)
In addition, it yields
H0i = µ
−1
0 B
0
i , (28)
and
B0i = ǫijk∂jA
0
k . (29)
The corresponding Bianchi identity reads
∂iB
0
i = 0 . (30)
2.1 Bifield-Ansatz
Since the Bopp-Podolsky theory is a generalization of the classical electrodynamics, the
question arises how the classical fields can be separated from the generalized fields. The
considered type of linear theory possesses the interesting property that the field Ak might
be represented as a superposition of two other fields (the so-called “Bifield”)
Ak = A
0
k + A
1
k , (31)
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satisfying the following equations of second-order (e.g., [4, 5]). Since A0k satisfies an
inhomogeneous Laplace equation (or Poisson equation)
∆A0k = −µ0 Jk , (32)
A0k may be identified with the classical magnetic vector gauge potential. A
1
k is the part
of the magnetic gauge potential depending on the parameter a and, therefore, it is called
the gradient part. In addition, Ak fulfills the inhomogeneous Helmholtz equation
LAk = A
0
k , (33)
and the Poisson equation
a2∆Ak = A
1
k . (34)
Substituting Eq. (31) into Eq. (33) and using Eq. (32), we obtain for the gradient part
A1k the following equation
LA1k = a
2∆A0k = −µ0 a
2Jk . (35)
Thus, the field A0k satisfies an inhomogeneous Laplace equation and the field A
1
k satisfies an
inhomogeneous Helmholtz equation. In both cases, the source field is Jk. Using Eq. (33),
the generalized Coulomb gauge condition (15) reduces to the Coulomb gauge condition
for A0k
L∂kAk = ∂kA
0
k = 0 . (36)
Also for the magnetic excitation vector field Hk, we may make a “Bifield” ansatz:
Hk = H
0
k +H
1
k , (37)
where H0k fulfills the following Poisson equation
∆H0k = −ǫkji∂jJi . (38)
In addition to Eqs. (26) and (27), the following equations hold
LH1k = a
2∆H0k = −a
2ǫkji∂jJi , (39)
a2∆Hk = H
1
k , (40)
as well as
H1k = ∂iHki . (41)
A “Bifield” ansatz for the magnetic field vector Bk is given by
Bk = B
0
k +B
1
k , (42)
where B0k satisfies the following Poisson equation
∆B0k = −µ0ǫkji∂jJi (43)
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and the equations
ǫijk∂jB
0
k = µ0 Ji , (44)
LBk = B
0
k , (45)
as well as
LB1k = a
2∆B0k = −µ0a
2ǫkji∂jJi , (46)
a2∆Bk = B
1
k . (47)
Using the “Bifield”-ansatz, the regularized Green function (19) can be decomposed
into two parts
G = G0 +G1 , (48)
where
G0 = −
1
4πR
, G1 =
1
4πR
e−R/a , (49)
satisfying the following equations of second-order
∆G0 = δ(x− x′) . (50)
Here G0 is the Green function of the Laplace operator and G1 is the Green function of
the Helmholtz operator. In addition, G fulfills the inhomogeneous Helmholtz equation
LG = G0 , (51)
and the Poisson equation
a2∆G = G1 . (52)
Substituting Eq. (48) into Eq. (51) and using Eq. (49), we obtain for the gradient part
G1 the following equation
LG1 = a2∆G0 = a2δ(x− x′) . (53)
Therefore, the regularized Green function G, which is the Green function of the Helmholtz-
Laplace operator, can be represented as a superposition of the Green functions of the
Laplace and Helmholtz operators. On the other hand, it follows from Eqs. (51)–(53) that
G can be written as the convolution of the Green functions of the Laplace and Helmholtz
operators into the following way
G =
1
a2
G1 ∗G0 , (54)
satisfying
L∆G =
1
a2
L∆(G1 ∗G0) =
1
a2
(LG1) ∗ (∆G0) = δ ∗ (∆G0) = δ(x− x′) , (55)
where Eqs. (50) and (53) have been used.
Thus, A0k, H
0
k , B
0
k and G
0 are the classical fields (or Maxwell fields) and the fields A1k,
H1k , B
1
k and G
1 are the gradients parts which are the non-classical fields (or static Proca
or Yukawa fields) depending on the parameter a.
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2.2 An electric current loop and the Biot-Savart law
We consider a closed electric circuit C carrying the steady current I. The electric current
vector density (“true current”) of such a closed loop is given by
Jk = I δk(C) = I
∮
C
δ(x− x′) dl′k . (56)
Here, δj(C) is the Dirac delta function for a closed curve C. Substituting Eq. (56) into
Eq. (21), the magnetic vector gauge potential of a closed loop is
Ak =
µ0I
4π
∮
C
1
R
(
1− e−R/a
)
dl′k . (57)
It is important to note that the field (57) is non-singular. According to the “Bifield”
ansatz (31) the magnetic vector gauge potential (57) may be decomposed into the classical
part
A0k =
µ0I
4π
∮
C
1
R
dl′k (58)
and the gradient part
A1k = −
µ0I
4π
∮
C
e−R/a
R
dl′k . (59)
Both A0k and A
1
k are singular. In general, the field Ak = A
0
k + A
1
k which is the sum
of a long-ranging “Coulomb-like” field A0k and a short-ranging “Yukawa-like” field A
1
k is
non-singular.
For a closed electric current loop, the Biot-Savart law valid in gradient magnetostatics
is calculated as
Bi =
µ0I
4π
ǫijk∂j
∮
C
1
R
(
1− e−R/a
)
dl′k
= −
µ0I
4π
∮
C
ǫijk
Rj
R3
[
1−
(
1 +
R
a
)
e−R/a
]
dl′k . (60)
Note that this field is finite in the whole space. Eq. (60) represents the magnetic field
vector of a current loop valid in the Bopp-Podolsky theory. In the limit a→ 0, Eqs. (57)
and (60) reduce to the “classical” results of magnetostatics (see, e.g., [43, 45, 44]). Ac-
cording to the “Bifield” ansatz (42) the magnetic field vector (60) might be decomposed
into the classical part
B0i = −
µ0I
4π
∮
C
ǫijk
Rj
R3
dl′k (61)
and the gradient part
B1i =
µ0I
4π
∮
C
ǫijk
Rj
R3
(
1 +
R
a
)
e−R/a dl′k . (62)
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Both the long-ranging field B0i and the short-ranging field B
1
i are singular. However, the
superposition Bi = B
0
i +B
1
i is non-singular.
From the point of view of the magnetic field (60), the electric current is not anymore a
δ-string; the real electric current with “core spreading” is obtained by inserting Eq. (56)
into Eq. (23)
J ′k =
µ0 I
4πa2
∮
C
e−R/a
R
dl′k . (63)
The Bopp-Podolsky length a has the meaning of the region in which non-local interaction
is of fundamental importance.
The Lorentz force between an electric current J (A) and a magnetic field B(B) is given
by (e.g., [46, 47])
F (AB)m =
∫
V
ǫmliB
(B)
i J
(A)
l dV . (64)
If we substitute the electric current (56) of a loop C(A) and the magnetic field (60) of a
loop C(B), we obtain the interaction force between two loops C(A) and C(B)
F (AB)m = −
µ0 I
(A)I(B)
4π
∮
C(A)
∮
C(B)
ǫmliǫijk
Rj
R3
[
1−
(
1 +
R
a
)
e−R/a
]
dl
(B)
k dl
(A)
l , (65)
where R = x(A) − x(B). Eq. (65) can be simplified and the force on a loop C(A) exerted
by a loop C(B) is
F
(AB)
j = −
µ0 I
(A)I(B)
4π
∮
C(A)
∮
C(B)
Rj
R3
[
1−
(
1 +
R
a
)
e−R/a
]
dl
(B)
i dl
(A)
i . (66)
It follows that F
(AB)
j = −F
(BA)
j . Thus, it can be seen that the interaction force between
two current loops is non-singular in gradient magnetostatics.
Using the identity (see also [48])∫
V
(
BiHi + a
2∂kBi∂kHi
)
dV =
∫
V
Bi LHi dV + div-term
=
∫
V
(ǫijk∂jAk)LHi dV
=
∫
V
Ak (ǫkji∂jLHi) dV
=
∫
V
AkJk dV , (67)
where we have used that the surface term vanishes at infinity, Eq. (2), partial integration,
and the field equation (9), we finally obtain the formula for the interaction energy between
a current J (A) and the magnetic vector gauge potential A(B):
W (AB) =
∫
V
A
(B)
k J
(A)
k dV . (68)
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If we substitute the electric current (56) of a loop C(A) and the magnetic vector gauge
potential (57) of a loop C(B), we find for the interaction energy between two loops C(A)
and C(B)
W (AB) = I(A)
∮
C(A)
A
(B)
k dl
(A)
k
=
µ0 I
(A)I(B)
4π
∮
C(A)
∮
C(B)
1
R
(
1− e−R/a
)
dl
(B)
k dl
(A)
k . (69)
This is the non-singular mutual interaction energy between two current loops. In the
limit a → 0, Eq. (69) reduces to the “classical” singular result of magnetostatics (see,
e.g., [43, 45]). If we define the mutual inductance between the loops C(A) and C(B) in
gradient magnetostatics by
M (AB) =
µ0
4π
∮
C(A)
∮
C(B)
1
R
(
1− e−R/a
)
dl
(B)
k dl
(A)
k , (70)
the interaction energy (69) can be written as
W (AB) = I(A)I(B)M (AB) . (71)
It follows that M (AB) = M (BA). Eq. (70) is a purely geometric quantity, which is the
Neumann equation valid in gradient magnetostatics. The self-energy of an electric current
loop can be found by using the same curve for C(A) and C(B), and inserting a factor 1
2
, so
that, W (AA) = 1
2
I(A)I(A)M (AA), where M (AA) is the self-inductance.
3 Gradient elasticity of Helmholtz type
In this section, we investigate the theory of gradient elasticity of Helmholtz type. The
strain energy density of gradient elasticity theory of Helmholtz type for an isotropic,
linearly elastic material has the form [22, 33, 27, 24]
W =
1
2
Cijklβijβkl +
1
2
ℓ2Cijkl∂mβij∂mβkl , (72)
where the tensor of the elastic moduli Cijkl is given by
Cijkl = µ
(
δikδjl + δilδjk
)
+ λ δijδkl . (73)
Here, µ and λ are the Lame´ moduli and βij denotes the elastic distortion tensor
2. If the
elastic distortion tensor is incompatible, it can be decomposed as follows
βij = ∂jui − β
P
ij , (74)
where ui and β
P
ij denote the displacement vector and the plastic distortion tensor, re-
spectively. In addition, ℓ is the material length scale parameter of gradient elasticity of
2 Due to an existing confusion in the literature, it is noted that βij is the elastic distortion tensor of
gradient elasticity and it should not be confused with the elastic distortion tensor β0ij of classical elasticity.
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Helmholtz type. For dislocations, ℓ is related to the size of the dislocation core. The
condition for non-negative strain energy density, W ≥ 0, gives for the material moduli
the following relations
(2µ+ 3λ) ≥ 0 , µ ≥ 0 , ℓ2 ≥ 0 . (75)
Defects like dislocations may be the reason that the elastic and plastic distortion
tensors are incompatible. Since dislocations cause self-stresses, body forces are zero. The
dislocation density tensor can be defined in terms of the elastic and plastic distortion
tensors as follows (e.g., [49])
αij = ǫjkl∂kβil , (76)
αij = −ǫjkl∂kβ
P
il , (77)
which fulfills the following Bianchi identity
∂jαij = 0 . (78)
It means that dislocations do not end inside the body. From Eq. (77) it can be seen that
the plastic distortion tensor, which plays the role of eigendeformation and eigenstrain,
cannot be neglected for dislocations.
From Eq. (72) it follows that the corresponding constitutive relations are
σij =
∂W
∂βij
=
∂W
∂eij
= Cijklβkl = Cijklekl , (79)
τijk =
∂W
∂(∂kβij)
=
∂W
∂(∂keij)
= ℓ2Cijmn∂kβmn = ℓ
2∂kσij . (80)
Here, σij = σji is the Cauchy stress tensor
3, τijk = τjik is the so-called double stress tensor,
and eij = 1/2(βij+βji) is the elastic strain tensor (see also [18, 19, 22, 24, 34, 55]). Using
Eqs. (79) and (80), Eq. (72) can also be written as [22]
W =
1
2
σijeij +
1
2
ℓ2∂kσij∂keij . (81)
It is obvious that the strain energy density (81) exhibits a “stress-strain” symmetry both
in σij and eij and in ∂kσij and ∂keij . In addition, it yields
∂2W
∂eij ∂ekl
= Cijkl ,
∂2W
∂(∂meij) ∂(∂mekl)
= ℓ2Cijkl . (82)
3 In order to avoid the existing confusion and non-unique terminology in the literature of gradient
elasticity (e.g., [50, 51, 52, 53]), it has to be noted that σij and eij are the Cauchy stress tensor and the
elastic strain tensor of gradient elasticity and they should not be confused with the Cauchy stress tensor
σ0ij and the elastic strain tensor e
0
ij of classical elasticity. On the other hand, Georgiadis et al. [32] used the
notation of monopolar stress tensor for σij and dipolar stress tensor for τijk. Georgiadis and Grentzelou
[54] used the terminology: σij is the monopolar (or Cauchy in the nomenclature of Mindlin [14]) stress
tensor and τijk is the dipolar (or double) stress tensor.
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Using a variational principle, the Euler-Lagrange equation reads for gradient elasticity
(see, e.g., [56, 57, 58, 59])
δW
δui
=
∂W
∂ui
− ∂j
∂W
∂(∂jui)
+ ∂k∂j
∂W
∂(∂k∂jui)
= 0 . (83)
For vanishing body forces and using the constitutive relations (79) and (80), the Euler-
Lagrange equation (83) takes the following form in terms of the Cauchy and double stress
tensors (e.g., [14])
∂j(σij − ∂kτijk) = 0 . (84)
Using the relation that the double stress tensor is the gradient of the Cauchy stress tensor
in Eq. (80), then Eq. (84) reduces to (e.g., [24])
L∂jσij = 0 , (85)
where now
L = 1− ℓ2∆ (86)
is the Helmholtz operator, depending on the gradient length scale ℓ. It is interesting to
note that the equilibrium condition (85) is similar in the form to the generalized Coulomb
gauge condition (15).
If we substitute the constitutive relation (79) and Eq. (74) into the equilibrium con-
dition (85), we obtain the following inhomogeneous Helmholtz-Navier equation for the
displacement vector u
LLikuk = Cijkl∂jLβ
P
kl , (87)
where Lik = Cijkl∂j∂l is the differential operator of the Navier equation. For an isotropic
material, it reads
Lik = µ δik∆+ (µ+ λ) ∂i∂k . (88)
Eq. (87) is nothing but the equilibrium condition (85) written in terms of the displacement
vector u and the plastic distortion tensor βP. From Eq. (87) we can also derive an
inhomogeneous Helmholtz-Navier equation for the elastic distortion tensor β
LLikβkm = −Cijklǫmlr∂jLαkr , (89)
where the dislocation density tensor α is the source field. It is interesting to note that
Eqs. (87) and (89) have a similar form as Eq. (24).
On the other hand, adopting the so-called “Ru-Aifantis theorem” [60] in terms of
stresses, Eq. (85) can be written as an equivalent system of two equations, namely
∂jσ
0
ij = 0 , (90)
Lσij = σ
0
ij , (91)
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where σ0ij is the classical Cauchy stress tensor (sometimes also called “total stress” ten-
sor [61, 62, 63, 50] or the “polarization” of the stress σij [17]). Although, Vardoulakis et
al. [62] and Exadaktylos [63] called the stress σ0ij as total stress tensor in the framework
of gradient elasticity, their obtained mode-III and mode-I crack solutions for σ0ij do not
depend on the gradient parameter ℓ. In fact, using gradient elasticity, the solution for the
stress σ0ij of a mode-III crack [62] agrees with the mode-III crack solution given by Altan
and Aifantis [64, 35] in the framework of gradient elasticity. However, as it is already
mentioned by Altan and Aifantis [64, 35], the solution of the stress of the mode-III crack
is the same as the stress field of a mode-III crack in the classical theory of elasticity and it
is singular at the crack tip. In addition, in a formal sense, Eqs. (90) and (91) are similar
to Eqs. (36) and (33), respectively. Therefore, the tensor σ0ij should be identified with the
classical stress tensor.
As shown by Lazar and Maugin [22, 26], the following Helmholtz equations (pdes of
2nd-order) for the elastic distortion tensor, the displacement vector, the plastic distor-
tion tensor, and the dislocation density tensor can be derived from the inhomogeneous
Helmholtz equation (91)
Lβij = β
0
ij , (92)
Lui = u
0
i , (93)
LβPij = β
P,0
ij , (94)
Lαij = α
0
ij , (95)
where β0, u0, βP,0 and α0 are the corresponding classical fields. Note that the fields β0,
u0, βP,0 and α0 are singular and they are the sources in the inhomogeneous Helmholtz
equations (92)–(95). Using the Helmholtz equations (94) and (95), the Helmholtz-Navier
equations (87) and (89) can be simplified to the following inhomogeneous Helmholtz-
Navier equations (pdes of 4th-order)
LLikuk = Cijkl∂jβ
P,0
kl , (96)
LLikβkm = −Cijklǫmlr∂jα
0
kr , (97)
where now the classical plastic distortion tensor βP,0 and the classical dislocation density
tensor α0 are the source fields for the displacement vector u and the elastic distortion
tensor β, respectively. The important type of pde for dislocations in gradient elasticity is
the Helmholtz-Navier equation, which is a pde of 4th-order. Using the technique of Green
functions (e.g., [65, 66]), Eqs. (96) and (97) can be easily solved for any given sources
βP,0 and α0. This can be considered as an eigenstrain problem of dislocations in the
framework of gradient elasticity.
3.1 Green tensor of the three-dimensional Helmholtz-Navier equa-
tion
The Green tensor of the three-dimensional Helmholtz-Navier equation is defined by
LLikGkj = −δijδ(x− x
′) (98)
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and is given by [24]
Gij(R) =
1
16πµ(1− ν)
[
2(1− ν)δij∆− ∂i∂j
]
A(R) , (99)
with the “regularization function”
A(R) = R +
2ℓ2
R
(
1− e−R/ℓ
)
, (100)
where R = |x− x′| and ν is the Poisson ratio. In the limit ℓ→ 0, the three-dimensional
Green tensor of classical elasticity [67, 28] is recovered from Eqs. (99) and (100). In
contrast to the Green tensor of the Navier equation, which is singular, the Green tensor
of the Helmholtz-Navier equation is non-singular (see also [24]). Thus, Eq. (99) represents
the regularized Green tensor in the gradient elasticity theory of Helmholtz type. It is noted
that A(R) can be written as the convolution of R and G(R)
A(R) = R ∗G(R) , (101)
where G is here the Green function of the three-dimensional Helmholtz equation
LG = δ(x− x′) , (102)
which is given by
G(R) =
1
4πℓ2R
e−R/ℓ . (103)
The Green function (103) is a Dirac-delta sequence with parametric dependence ℓ
lim
ℓ→0
G(R) = δ(R) (104)
and it plays the role of the “regularization Green function” in gradient elasticity. In fact,
G(R) gives an isotropic regularization in the theory of isotropic gradient elasticity.
In addition, it holds
∆∆R = −8π δ(x− x′) . (105)
The “regularization function” (100) fulfills the relations
L∆∆A(R) = −8π δ(x− x′) , (106)
∆∆A(R) = −8πG(R) , (107)
LA(R) = R . (108)
Thus, A(R) is the Green function of Eq. (106) which is a three-dimensional Helmholtz-
bi-Laplace equation (pde of 6th-order).
In addition, the Green tensor (99) satisfies the following relation
LGij(R) =
1
16πµ(1− ν)
[
2(1− ν)δij∆− ∂i∂j
]
LA(R)
=
1
16πµ(1− ν)
[
2(1− ν)δij∆− ∂i∂j
]
R
= G0ij(R) , (109)
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where G0ij is the Green tensor of the “classical” Navier equation, LikG
0
kj = −δijδ(x−x
′).
Eq. (109) is an inhomogeneous Helmholtz equation. A consequence of Eq. (109) is that
the Green tensor of the Helmholtz-Navier equation may be written as the convolution of
the Green function of the Helmholtz equation with the “classical” Green tensor of the
Navier equation
Gij = G ∗G
0
ij . (110)
Therefore, the Green tensor, Gij, fulfills the following inhomogeneous pdes
LikGkj = Lik(G ∗G
0
kj) = G ∗ (LikG
0
kj) = −δij G , (111)
LGij = L(G ∗G
0
ij) = G
0
ij ∗ (LG) = G
0
ij . (112)
Eq. (111) is an inhomogeneous Navier equation and Eq. (112) is an inhomogeneous
Helmholtz equation for the Green tensor of gradient elasticity of Helmholtz type. In
addition, using the convolution representation (110) and Eq. (111), it can be easily seen
that Eq. (98) is satisfied
LLikGkj = LLik(G ∗G
0
kj) = (LG) ∗ (LikG
0
kj) = −δij LG = −δijδ(x− x
′) . (113)
3.2 “Ru-Aifantis theorem” for dislocations and the Bifield-Ansatz
Originally, the so-called “Ru-Aifantis theorem” [60] was derived for compatible gradient
elasticity. The “Ru-Aifantis theorem” may be used for problems concerning bodies of infi-
nite extent. In fact, the so-called “Ru-Aifantis theorem” is a special case of a more general
technique; well-known in the theory of partial differential equations (see, e.g., [68]). Such
an approach is mainly based on the decomposition of a pde of higher-order into a system
of pdes of lower-order and on the property that the appearing differential operator(s)
can be written as a product of differential operators of lower-order (operator-split). Also,
the property that the differential operators commute is often used in the operator-split.
Here, we give the generalization of such a technique towards the (incompatible) theory
of dislocations in gradient elasticity. The difficulty in the theory of dislocations in the
framework of gradient elasticity is that both fields, the field on the left hand side and the
source field on the right hand side of the Helmholtz-Navier equations (87) and (89) are “a
priori” unknown. Therefore, the “Ru-Aifantis theorem” valid for one single field has to
be generalized towards two fields. For that reason the number of equations of the system
is changed from two to three. However, it is possible to obtain also equivalent versions of
a system with only two equations. We give here both equivalent versions. It is noted that
all the equations derived in this subsection are valid for isotropic as well as anisotropic
gradient elasticity of Helmholtz type.
The inhomogeneous Helmholtz-Navier equation (87) for the displacement field with
the plastic distortion tensor as source (pde of 4th-order)
LLikuk = Cijkl∂jLβ
P
kl (114)
can be decomposed into the following system of partial differential equations; namely into
an inhomogeneous Navier equation (pde of 2nd-order)
Liku
0
k = Cijkl∂jβ
P,0
kl (115)
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and into two uncoupled inhomogeneous Helmholtz equations (pdes of 2nd-order)
Lui = u
0
i , (116)
LβPij = β
P,0
ij . (117)
Eq. (115) is the classical Navier equation known from dislocation theory, which serves the
source fields for Eqs. (116) and (117). If we substitute Eq. (116) into Eq. (115), we recover
the Helmholtz-Navier equation (96). Substituting Eqs. (116) and (117) into Eq. (115),
Eq. (114) is recovered.
In addition, Eq. (114) may be rewritten equivalently into the following system of pdes
LLikuk = Cijkl∂jβ
P,0
kl , (118)
LβPij = β
P,0
ij , (119)
or into the system of pdes
Liku
0
k = Cijkl∂jLβ
P
kl , (120)
Lui = u
0
i . (121)
On the other hand, the inhomogeneous Helmholtz-Navier equation (89) for the elastic
distortion tensor with the dislocation density tensor as source (pde of 4th-order)
LLikβkm = −Cijklǫmlr∂jLαkr , (122)
can be decomposed into the following system of partial differential equations; namely into
an inhomogeneous Navier equation (pde of 2nd-order)
Likβ
0
km = −Cijklǫmlr∂jα
0
kr , (123)
and into two inhomogeneous Helmholtz equations (pdes of 2nd-order)
Lβij = β
0
ij , (124)
Lαij = α
0
ij . (125)
Eq. (123) is a classical Navier equation known from dislocation theory, which serves the
source fields for Eqs. (124) and (125). If we substitute Eq. (124) into Eq. (123), we recover
the Helmholtz-Navier equation (97).
In addition, Eq. (122) can be rewritten equivalently into the following system of pdes
LLikβkm = −Cijklǫmlr∂jα
0
kr , (126)
Lαij = α
0
ij , (127)
or into the system of pdes
Likβ
0
km = −Cijklǫmlr∂jLαkr , (128)
Lβij = β
0
ij . (129)
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Using the Ru-Aifantis approach for the stress tensor, the equilibrium condition (pde
of 3rd-order)
L∂jσij = 0 (130)
is decomposed into the following system of two equations (pdes of 1st-order and 2nd-order)
∂jσ
0
ij = 0 , (131)
Lσij = σ
0
ij . (132)
In (linear) gradient elasticity, the “Bifield” ansatz, as it has been described in subsec-
tion (2.1) for the theory of gradient magnetostatics, reads for the stress tensor
σij = σ
0
ij + σ
1
ij . (133)
Substituting Eq. (133) into the Helmholtz equation (132), the following Helmholtz equa-
tion for the gradient part of the stress tensor σ1ij is obtained
Lσ1ij = ℓ
2∆σ0ij , (134)
where the Laplacian of the classical stress tensor σ0ij is the inhomogeneous part. Moreover,
the following Poisson equation for σij can be obtained by inserting Eq. (133) into the
Helmholtz equation (132)
ℓ2∆σij = σ
1
ij . (135)
Thus, σ1ij is a kind of relative stress tensor which is equilibrated by the double stress
tensor (80) (see also [61, 62])
σ1ij = ∂kτijk . (136)
The “Bifield” ansatz of the Cauchy stress tensor (133) induces a “Bifield decomposition
for the double stress tensor (80)
τijk = τ
0
ijk + τ
1
ijk (137)
with (see also [69])
τ 0ijk = ℓ
2∂kσ
0
ij , (138)
τ 1ijk = ℓ
2∂kσ
1
ij . (139)
The Ru-Aifantis approach for the elastic distortion tensor decomposes the equilibrium
condition (pde of 3rd-order)
CijklL∂jβkl = 0 (140)
into the following system of two equations (pdes of 1st-order and 2nd-order)
Cijkl∂jβ
0
kl = 0 , (141)
Lβij = β
0
ij . (142)
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The “Bifield” ansatz for the elastic distortion tensor is given by
βij = β
0
ij + β
1
ij . (143)
The substitution of Eq. (143) into the Helmholtz equation (142) gives the following
Helmholtz equation for the gradient part of the elastic distortion tensor β1ij
Lβ1ij = ℓ
2∆β0ij , (144)
where the Laplacian of the classical elastic distortion tensor β0ij is the source term
4. In
addition, if we substitute Eq. (143) into the Helmholtz equation (142), the following
Poisson equation for βij may be obtained
ℓ2∆βij = β
1
ij . (145)
If we use a “Bifield” ansatz for the displacement vector
ui = u
0
i + u
1
i , (146)
the inhomogeneous Helmholtz equation (116) gives the following Helmholtz equation for
the gradient part of the displacement vector u1i
Lu1i = ℓ
2∆u0i , (147)
and the following Poisson equation for ui
ℓ2∆ui = u
1
i . (148)
For the “regularization function” (100) the “Bifield” ansatz is
A = A0 + A1 , (149)
where
A0 = R , A1 =
2ℓ2
R
(
1− e−R/ℓ
)
. (150)
In addition, the inhomogeneous Helmholtz equation (108) gives the following Helmholtz
equation for the gradient part A1
LA1 = ℓ2∆A0 , (151)
and the following Helmholtz-Laplace equation for the gradient part A1
L∆A1 = −8πℓ2 δ(R) , (152)
4Aifantis [70, 71] claimed that the gradient part, e1ij , of the elastic strain tensor of dislocations is
determined from a homogeneous Helmholtz equation. This is obviously mistaken, since e1ij satisfies the
inhomogeneous Helmholtz equation: Le1ij = ℓ
2∆e0ij , where e
0
ij is the classical elastic strain tensor.
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which shows that A1 is the Green function of the Helmholtz-Laplace operator. Moreover,
A satisfies the following Poisson equation
ℓ2∆A = A1 . (153)
Thus, using the “Bifield” ansatz, it can be seen that β0ij , σ
0
ij , u
0
i and A
0 are the classical
fields and β1ij, σ
1
ij , u
1
i and A
1 are the gradient parts depending on the gradient parameter ℓ.
An important consequence of this procedure is that the tensor σ0ij is identified with
the classical stress tensor and that the tensor σ1ij , which is the gradient part of the stress,
corresponds to the relative stress tensor. If the classical fields are known, the gradient
parts are the only unknown fields in gradient theory. Moreover, the gradient parts are
given by inhomogeneous Helmholtz equations. The classical fields only satisfy the field
equations of classical elasticity. No Helmholtz equation where a Helmholtz operator L
acting on the classical fields is part of the theory of gradient elasticity5. In general, both
the classical fields and the gradient parts can be singular, only the superposition of the
classical and the gradient parts gives non-singular fields due to a “physical” regularization.
The physical interpretation of the fields in gradient elasticity of Helmholtz type is in
agreement with the physical interpretation of the fields in the Bopp-Bodolsky theory.
3.3 Dislocation loops
In this subsection, we consider a dislocation loop in an unbounded body in the framework
of gradient elasticity theory of Helmholtz type. All the dislocation key-formulas are
derived for gradient elasticity of Helmholtz type. For a general dislocation loop C, the
classical dislocation density and the plastic distortion tensors read (e.g., [73, 74])
α0ij = bi δj(C) = bi
∮
C
δ(x− x′) dl′j , (154)
βP,0ij = −bi δj(S) = −bi
∫
S
δ(x− x′) dS ′j , (155)
where bi is the Burgers vector, dl
′
j denotes the dislocation line element at x
′ and dS ′j is
the corresponding dislocation loop area. The surface S is the dislocation surface, which
is a “cap” of the dislocation line C. The surface S represents the area swept by the
loop C during its motion. The plastic distortion (155) caused by a dislocation loop is
concentrated at the dislocation surface S. Thus, the surface S is what determines the
history of the plastic distortion of a dislocation loop. δj(C) is the Dirac delta function for
a closed curve C and δj(S) is the Dirac delta function for a surface S with boundary C.
The solution of Eq. (95) is the following convolution integral
αij = G ∗ α
0
ij = bi
∮
C
G(R) dl′j , (156)
5 Using an erroneous terminology in gradient elasticity, Polyzos et al. [50], Karlis et al. [52], Aravas
and Giannakopoulos [72] and Aifantis [53] derived an inhomogeneous Helmholtz equation for the classical
Cauchy stress tensor: Lσ0ij = σij , which is based on a physical misinterpretation of the Cauchy stress
tensor in gradient elasticity.
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where G(R) denotes the three-dimensional Green function of the Helmholtz equation given
by Eq. (103). The explicit solution of the dislocation density tensor for a dislocation loop
reads
αij(x) =
bi
4πℓ2
∮
C
e−R/ℓ
R
dl′j , (157)
describing a dislocation core spreading. If we compare Eqs. (154) and (157) with Eqs. (56)
and (63), respectively, it can be seen thatα0 plays the role of the “true” dislocation density
tensor and α has the physical meaning of an “effective” dislocation density tensor.
The plastic distortion tensor of a dislocation loop, which is the solution of Eq. (94),
is given by the convolution integral
βPij = G ∗ β
P,0
ij = −bi
∫
S
G(R) dS ′j . (158)
Explicitly, it reads
βPij(x) = −
bi
4πℓ2
∫
S
e−R/ℓ
R
dS ′j . (159)
It is important to note that the gradient solution of the plastic distortion is not concen-
trated at the dislocation surface S, but it is distributed around S according to Eq. (159).
The field βP may be also called the “effective” plastic distortion. Substituting Eq. (159)
in Eq. (77) and using the Stokes theorem, formula (157) is recovered. Due to the con-
volution of the classical dislocation density, α0, and the classical plastic distortion, βP,0,
with the Green function, G, the effective dislocation density, α, and the effective plastic
distortion, βP, are smeared out and modeling, in such a manner, a dislocation core region
in gradient elasticity. In this way, the dislocation core spreading function, G, is of Yukawa
type. For small distances, R ≪ ℓ, G varies as 1/R and for larger distances, however, G
decreases exponentially. Therefore, the dislocation core spreading function has a finite
range.
3.3.1 Burgers, Mura and Peach-Koehler stress formulas
After a straightforward calculation all the generalizations of the dislocation key-formulas
(Mura, Peach-Koehler, and Burgers formulas) towards gradient elasticity can be obtained.
Starting with the elastic distortion tensor of a dislocation loop, the solution of Eq. (97)
gives the representation as the following convolution integral
βim = ǫmnrCjkln∂kGij ∗ α
0
lr . (160)
Eq. (160) is the gradient version of “Mura’s half” of the so-called Mura-Willis formula [75,
76] due to the appearance of the Green tensor of the Helmholtz-Navier equation (99). Like
in classical dislocation theory, the trace of the dislocation density tensor α0pp gives zero
contribution to the elastic distortion tensor, if we substitute α0lr = δlr α
0
pp into Eq. (160).
Using the differentiation rule of the convolution [41, 42] and Eqs. (95) and (109), we find
the identity
βim = ǫmnrCjkln∂kGij ∗ Lαlr = ǫmnrCjkln∂kLGij ∗ αlr = ǫmnrCjkln∂kG
0
ij ∗ αlr , (161)
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where β0im = ǫmnrCjkln∂kG
0
ij ∗ α
0
lr. This shows again the relation between the four
pdes (122), (123), (126), and (128). Using Eq. (156), it can be represented as a dou-
ble convolution
βim = ǫmnrCjkln∂kG
0
ij ∗G ∗ α
0
lr = β
0
im ∗G . (162)
Finally, using the relation (110), Eq. (160) is recovered from Eq. (162). Due to the
Green function G, Eq. (162) is the regularization of the “classical” Mura equation. If we
substitute Eqs. (73) and (99) into Eq. (160), rearrange terms, use partial integration and
∂jα
0
ij = 0, we find for the elastic distortion tensor caused by the prescribed dislocation
distribution α0kr
βij(x) = −
1
8π
∫
V
[(
ǫjklδir − ǫrklδij + ǫrijδkl
)
∂l∆+
1
1− ν
ǫrkl∂l∂i∂j
]
A(R)α0kr(x
′) dV ′ .
(163)
In the limit ℓ→ 0, Eq. (163) tends to the classical result given by deWit [77].
Now, substituting the classical dislocation density tensor of a dislocation loop (154)
and carrying out the integration of the delta function, we find the modified Mura formula
valid in gradient elasticity
βim(x) =
∮
C
ǫmnrblCjkln∂kGij(R) dl
′
r . (164)
Substituting Eqs. (73) and (99) into Eq. (164), rearranging terms and using the Stokes
theorem or more directly from Eq. (163), the generalized Mura equation valid in gradient
elasticity is obtained
βij(x) = −
bk
8π
∮
C
[(
ǫjklδir − ǫrklδij + ǫrijδkl
)
∂l∆+
1
1− ν
ǫrkl∂l∂i∂j
]
A(R) dl′r . (165)
It is noted that if Eq. (165) is substituted into Eq. (76) and the relation (107) is used,
the dislocation density of a dislocation loop (157) is recovered. The symmetric part of
the elastic distortion tensor (165) gives the elastic strain tensor of a dislocation loop
eij(x) = −
bk
8π
∮
C
[(1
2
ǫjklδir +
1
2
ǫiklδjr − ǫrklδij
)
∂l∆+
1
1− ν
ǫrkl∂l∂i∂j
]
A(R) dl′r . (166)
Using the constitutive relation (79) and Eq. (162), we obtain the representation of the
Cauchy stress σij as convolution of the classical singular stress σ
0
ij with the Green function
G of the Helmholtz equation
σij = σ
0
ij ∗G , (167)
which is the (particular) solution of the inhomogeneous Helmholtz equation (91). This
follows by applying the Helmholtz operator (86) to both sides of Eq. (167). The result is
(see, e.g., [42])
Lσij = L(σ
0
ij ∗G) = σ
0
ij ∗ (LG) = σ
0
ij ∗ δ = σ
0
ij . (168)
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Such solution is unique in the class of generalized functions. If we use Eq. (167), the
property of the differentiation of a convolution and that the operation of convolution is
commutative [41, 42], we find that the divergence of the Cauchy stress tensor in gradient
elasticity is zero
∂jσij = ∂j(G ∗ σ
0
ij) = G ∗ (∂jσ
0
ij) = 0 , (169)
since ∂jσ
0
ij = 0. In order to differentiate a convolution, it suffices to differentiate any
one of the factors [42]. Therefore, if the convolution (167) exists, then the Cauchy stress
tensor of gradient elasticity is self-equilibrated. In addition, it can be seen that Eq. (169)
is similar to the Coulomb gauge condition (20). Using the “Bifield” ansatz (133), ∂jσ
1
ij = 0
follows from Eq. (169).
Substituting Eq. (166) into Eq. (79) and using Eq. (73), the non-singular stress field
produced by a dislocation loop is
σij(x) = −
µbk
8π
∮
C
[(
ǫjklδir + ǫiklδjr
)
∂l∆+
2
1− ν
ǫrkl
(
∂i∂j − δij∆
)
∂l
]
A(R) dl′r , (170)
which can be interpreted as the Peach-Koehler stress formula within the framework of
gradient elasticity. One may verify that the Cauchy stress (170) is divergence-less, ∂jσij =
0, and thus it is self-equilibrated. The double stress tensor of a dislocation loop is easily
obtained if Eq. (170) is substituted into Eq. (80). If we substitute Eqs. (A.5) and (A.6)
into Eq. (170), we obtain the explicit expression for the Peach-Koehler stress formula
σij(x) = −
µbl
8π
∮
C
[(
ǫjklδir + ǫiklδjr −
2
1− ν
ǫrklδij
)2Rk
R3
[
1−
(
1 +
R
ℓ
)
e−R/ℓ
]
+
2
1− ν
ǫrkl
(
δij Rk + δik Rj + δjkRi
R3
[
1−
6ℓ2
R2
(
1− e−R/ℓ
)
+
(
2 +
6ℓ
R
)
e−R/ℓ
]
−
3RiRjRk
R5
[
1−
10ℓ2
R2
(
1− e−R/ℓ
)
+
(
4 +
10ℓ
R
+
2R
3ℓ
)
e−R/ℓ
])]
dl′r . (171)
It can be seen that the Peach-Koehler stress formula (171) is similar to, but more com-
plicated than, the Biot-Savart law (60).
The solution of Eq. (96) is the following convolution integral
ui = −Cjkln∂kGij ∗ β
P,0
ln . (172)
Using the differentiation rule of a convolution [41] and Eqs. (92) and (109), we find the
identity
ui = −Cjkln∂kGij ∗ Lβ
P
ln = −Cjkln∂kLGij ∗ β
P
ln = −Cjkln∂kG
0
ij ∗ β
P
ln . (173)
This reflects again the relation between the four pdes (114), (115), (118), and (120). Using
Eq. (158), it can be represented as a double convolution
ui = −Cjkln∂kG
0
ij ∗G ∗ β
P,0
ln = u
0
i ∗G , (174)
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where u0i = −Cjkln∂kG
0
ij ∗ β
P,0
ln . Finally, using the relation (110), Eq. (172) is recovered
from Eq. (174). Due to the Green function G, Eq. (174) is the regularization of the
“classical” Burgers equation. If we substitute Eqs. (73) and (99) into Eq. (172) and
rearrange terms, we find the displacement field in terms of the plastic distortion βP,0ln
ui(x) = −
1
8π
∫
V
[(
δil∂n + δin∂l − δln∂i
)
∆+
1
1− ν
(
δln∆− ∂l∂n
)
∂i
]
A(R) βP,0ln (x
′) dV ′ .
(175)
In the limit ℓ→ 0, Eq. (175) tends to the classical result given by deWit [77].
Substitution of the classical plastic distortion of a dislocation loop (155) into Eq. (172)
gives the modified Volterra formula valid in gradient elasticity
ui(x) =
∫
S
blCjkln∂kGij(R) dS
′
n . (176)
On the other hand, substituting Eqs. (73) and (99) into Eq. (176), rearranging terms and
using the Stokes theorem, the key-formula for the non-singular displacement vector in
gradient elasticity is obtained
ui(x) = −
bi
4π
Ω(x) +
blǫklj
8π
∮
C
{
δij∆−
1
1− ν
∂i∂j
}
A(R) dl′k , (177)
where the solid angle valid in gradient elasticity is defined by
Ω(x) = −
1
2
∫
S
∆∂jA(R) dS
′
j =
∫
S
Rj
R3
(
1−
(
1 +
R
ℓ
)
e−R/ℓ
)
dS ′j . (178)
Eq. (177) is the Burgers formula valid in the framework of gradient elasticity of Helmholtz
type. Eq. (178) is non-singular and depends on the length scale ℓ. The solid angle (178)
valid in gradient elasticity can also be transformed into a line integral [78]. Carrying out
the differentiations in Eq. (177) by the help of Eqs. (A.3) and (A.4), we obtain the explicit
gradient elasticity version of the Burgers formula
ui(x) =−
bi
4π
Ω(x)−
bl
4π
∮
C
ǫilk
1
R
(
1− e−R/ℓ
)
dl′k
−
bl
8π(1− ν)
∮
C
ǫljk
[
δij
R
(
1−
2ℓ2
R2
(
1− e−R/ℓ
)
+
2ℓ
R
e−R/ℓ
)
−
RiRj
R3
(
1−
6ℓ2
R2
(
1− e−R/ℓ
)
+
(
2 +
6ℓ
R
)
e−R/ℓ
)]
dl′k . (179)
3.3.2 Peach-Koehler force between two dislocation loops
Now, we analyze the Peach-Koehler force in gradient elasticity. Using the Eshelby stress
tensor of gradient elasticity (e.g., [79])
Pkj =Wδjk −
(
σij − ∂lτijl
)
βik − τilj∂lβik , (180)
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the corresponding Peach-Koehler force is obtained
∫
V
∂jPkj dV = F
PK
k . (181)
The Peach-Koehler force, valid in gradient elasticity of Helmholtz type, was originally
calculated by Lazar and Kirchner [79]
FPKk =
∫
V
ǫkjl
{
σijαil + τijm ∂mαil
}
dV
=
∫
V
ǫkjl
{
σijαil + ℓ
2(∂mσij)(∂mαil)
}
dV
=
∫
V
ǫkjl
{
σijLαil + ℓ
2∂m(σij∂mαil)
}
dV
=
∫
V
ǫkjlσijα
0
il dV . (182)
From the third to the fourth line, we used Eq. (95) and neglected the div-term (surface
term) at infinity.
If we substitute Eq. (154) into Eq. (182), we find for the Peach-Koehler force
FPKk =
∮
C
ǫkjmbiσij dl
′
m , (183)
which is the force produced by an “external” stress acting on a dislocation loop C. More-
over, substituting Eqs. (154) and (170) into Eq. (182) and then integration in V , we
obtain the Peach-Koehler force between the dislocation loop C(A) in the stress field of the
dislocation loop C(B):
FPKm =
µ b
(A)
i b
(B)
k
8π
∮
C(A)
∮
C(B)
ǫmnj
[(
ǫjklδir + ǫiklδjr
)
∂l∆+
2
1− ν
ǫrkl
(
∂i∂j − δij∆
)
∂l
]
A(R) dl(B)r dl
(A)
n ,
(184)
where R = |x(A) − x(B)| and using Eq. (171), we get
FPKm =
µ b
(A)
i b
(B)
l
8π
∮
C(A)
∮
C(B)
ǫmnj
[(
ǫjklδir + ǫiklδjr −
2
1− ν
ǫrklδij
)2Rk
R3
[
1−
(
1 +
R
ℓ
)
e−R/ℓ
]
+
2
1− ν
ǫrkl
(
δij Rk + δik Rj + δjk Ri
R3
[
1−
6ℓ2
R2
(
1− e−R/ℓ
)
+
(
2 +
6ℓ
R
)
e−R/ℓ
]
−
3RiRjRk
R5
[
1−
10ℓ2
R2
(
1− e−R/ℓ
)
+
(
4 +
10ℓ
R
+
2R
3ℓ
)
e−R/ℓ
])]
dl(B)r dl
(A)
n ,
(185)
which is non-singular. The self-force of a dislocation loop can be found from the Peach-
Koehler force formula (185) by using the same curve for C(A) and C(B) and the same
Burgers vectors b
(A)
i and b
(A)
l .
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3.3.3 Stress functions and the elastic interaction energy between two dislo-
cation loops
Since the stress tensor σij is symmetric and has zero divergence for equilibrium in absence
of body forces, it can be expressed as the inc of a second-order stress function tensor Bij
as (e.g., [80, 81])
σij = −ǫiklǫjmn∂k∂mBln . (186)
It can be seen that Bij is a symmetric tensor. Following Kro¨ner [49], it is convenient to
introduce another symmetric stress function tensor χij which is defined as
χij =
1
2µ
(
δikδjl −
ν
1 + 2ν
δijδkl
)
Bkl (187)
with the inverse relation
Bij = 2µ
(
δikδjl +
ν
1− ν
δijδkl
)
χkl . (188)
The stress function tensor χij satisfies the following side condition (“Kro¨ner gauge”)
∂jχij = 0 = ∂iχij . (189)
The so-called incompatibility tensor ηij which is defined in terms of the elastic strain
tensor [49, 82, 81] is given by
ηij = −ǫiklǫjmn∂k∂meln . (190)
In terms of the dislocation density tensor αij, the incompatibility tensor ηij has the
form [49, 82, 81]
ηij = −
1
2
(
ǫikl∂kαlj + ǫjkl∂kαli
)
. (191)
On the other hand, the stress tensor fulfills the Beltrami-Michell stress incompatibility
condition (see, e.g., [49, 81])
∆σij +
1
1 + ν
(
∂i∂j − δij∆
)
σkk = 2µ ηij . (192)
Multiplying Eq. (192) by the Helmholtz operator L, we obtain
L
[
∆σij +
1
1 + ν
(
∂i∂j − δij∆
)
σkk
]
= 2µ η0ij , (193)
with
η0ij = −
1
2
(
ǫikl∂kα
0
lj + ǫjkl∂kα
0
li
)
, (194)
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where we used Eq. (95) and
Lηij = η
0
ij . (195)
Substituting Eq. (188) into Eq. (186), the stress tensor reads in terms of the stress
function tensor χij as
σij = 2µ
(
∆χij +
1
1− ν
(
∂i∂j − δij∆
)
χkk
)
. (196)
If we substitute Eq. (196) into Eq. (193), we obtain
L∆∆χij = η
0
ij , (197)
which is an inhomogeneous Helmholtz-bi-Laplace equation for χij. The Green function of
the Helmholtz-bi-Laplace equation (pde of 6th-order) is defined as
L∆∆G = δ(x− x′) . (198)
Comparing Eq. (198) with Eq. (106), the Green function can be written in terms of the
“regularization function” (100). Thus, the Green function of the Helmholtz-bi-Laplace
equation is given by
G(R) = −
1
8π
A(R) = −
1
8π
(
R +
2ℓ2
R
(
1− e−R/ℓ
))
. (199)
Some remarks on the Green function of the Helmholtz-bi-Laplace equation given by Erin-
gen [83, 84] in the framework of nonlocal elasticity of Helmholtz type are following. The
Green function given by Eringen [83, 85, 84] is not the correct one since the second term
of Eq. (199), 2ℓ2/R, is missing in Eringen’s expression for G (compare with Eq. (6.13.24)
in [84]). Therefore, Eringen’s expression for G does not give the correct Green function of
the Helmholtz-bi-Laplace equation (198). As a consequence, the derived Peach-Koehler
stress formula based on the mistaken expression for G remains still singular. Moreover,
using the correct Green function (199), one can derive the correct Peach-Koehler stress for-
mula in nonlocal elasticity of Helmholtz type, which agrees with the Peach-Koehler stress
formula (170) in gradient elasticity of Helmholtz type. The Peach-Koehler stress for-
mula (171) based on the Green function (199) is not singular. Thus, the expressions (170)
and (171) represent the correct Peach-Koehler stress tensor field in the framework of non-
local elasticity of Helmholtz type as well. For gradient elasticity of bi-Helmholtz type [86]
and nonlocal elasticity of bi-Helmholtz type [87] the regularization function A(R) and the
corresponding Green function G(R) of the bi-Helmholtz-bi-Laplace equation can be found
in [24].
The solution of Eq. (197) for an infinite solid may be given by
χij = G ∗ η
0
ij . (200)
If we substitute Eqs. (194) and (154) and calculate the convolution integral, this gives
χij =
bl
8π
1
2
(
ǫikl
∮
C
∂kA(R) dl
′
j + ǫjkl
∮
C
∂kA(R) dl
′
i
)
, (201)
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where we have used the Green-Gauss theorem and set a surface term at infinity to zero.
The trace term of the stress function tensor reads now
χii =
bl
8π
ǫikl
∮
C
∂kA(R) dl
′
i . (202)
Upon substituting Eqs. (201) and (202) into Eq. (196), the Peach-Koehler stress for-
mula (170) is obtained.
Now, we turn to the interaction energy. According to the theory of gradient elasticity,
the interaction energy can be written as
W (AB) =
∫
V
(
σ
(B)
ij e
(A)
ij + ℓ
2∂kσ
(B)
ij ∂ke
(A)
ij
)
dV =
∫
V
σ
(B)
ij Le
(A)
ij dV , (203)
where we have used again the Green-Gauss theorem and set the surface term at infinity
to zero. By partial integration and using Eqs. (196), (191) and (195), Eq. (203) can be
transformed into
W (AB) = −
∫
V
(
ǫiklǫjmn ∂k∂mB
(B)
ln
)
Le
(A)
ij dV
= −
∫
V
B
(B)
ln
(
ǫiklǫjmn ∂k∂m Le
(A)
ij
)
dV
=
∫
V
B
(B)
ij
(
Lη
(A)
ij
)
dV
=
∫
V
B
(B)
ij η
0,(A)
ij dV . (204)
Now, substituting Eqs. (188), (194) and (154) into Eq. (204), we obtain after the volume
integration
W (AB) = 2µ
∫
V
(
χ
(B)
ij +
ν
1− ν
δijχ
(B)
kk
)
η
0,(A)
ij dV
= 2µ ǫikl b
(A)
l
∮
C(A)
∂k
(
χ
(B)
ij +
ν
1− ν
δij χ
(B)
pp
)
dl
(A)
j . (205)
Eq. (205) represents the energy of a dislocation line “running” along the curve C(A) with
Burgers vector b
(A)
l interacting with a field whose stress function is given by χ
(B)
ij . If we
substitute Eqs. (201) and (202) into Eq. (205), we find the mutual interaction energy
between two closed dislocation loops
W (AB) =
µ
8π
b
(A)
i b
(B)
j
∮
C(A)
∮
C(B)
ǫiklǫjmn ∂k∂mA(R)
(
dl
(B)
l dl
(A)
n + δln dl
(B)
p dl
(A)
p +
2ν
1− ν
dl(B)n dl
(A)
l
)
.
(206)
In the limit ℓ → 0, the form of the interaction energy given by Kro¨ner [49, 82] (see
also [40, 80, 88]) is obtained. Eq. (206) may be re-written as
W (AB) = b
(A)
i b
(B)
j M
(AB)
ij (207)
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with the so-called “dislocation mutual inductance” tensor, which is in general asymmetric,
M
(AB)
ij =
µ
8π
∮
C(A)
∮
C(B)
ǫiklǫjmn ∂k∂mA(R)
(
dl
(B)
l dl
(A)
n + δln dl
(B)
p dl
(A)
p +
2ν
1− ν
dl(B)n dl
(A)
l
)
.
(208)
On the other hand, Eq. (206) can be simplified to
W (AB) = −
µ
8π
b
(A)
i b
(B)
j
∮
C(A)
∮
C(B)
[
∆A(R)
(
dl
(B)
j dl
(A)
i +
2ν
1− ν
dl
(B)
i dl
(A)
j
)
+
2
1− ν
(
∂i∂j − δij ∆
)
A(R) dl
(B)
k dl
(A)
k
]
(209)
and the corresponding “dislocation mutual inductance” tensor is given by
M
(AB)
ij = −
µ
8π
∮
C(A)
∮
C(B)
[
∆A(R)
(
dl
(B)
j dl
(A)
i +
2ν
1− ν
dl
(B)
i dl
(A)
j
)
+
2
1− ν
(
∂i∂j − δij ∆
)
A(R) dl
(B)
k dl
(A)
k
]
. (210)
In the limit ℓ→ 0, the form of the interaction energy given by deWit [40, 89] is recovered.
By use of the Eqs. (A.3) and (A.4), Eq. (209) reads explicitly
W (AB) = −
µ
8π
b
(A)
i b
(B)
j
∮
C(A)
∮
C(B)
[
2
R
(
1− e−R/ℓ
)(
dl
(B)
j dl
(A)
i +
2ν
1− ν
dl
(B)
i dl
(A)
j
)
+
2
1− ν
(
δij
R
[
1−
2ℓ2
R2
(
1− e−R/ℓ
)
+
2ℓ
R
e−R/ℓ
]
−
2δij
R
(
1− e−R/ℓ
)
−
RiRj
R3
[
1−
6ℓ2
R2
(
1− e−R/ℓ
)
+
(
2 +
6ℓ
R
)
e−R/ℓ
])
dl
(B)
k dl
(A)
k
]
, (211)
where it can be easily seen that the interaction energy is non-singular. The corresponding
“dislocation mutual inductance” tensor is
M
(AB)
ij = −
µ
8π
∮
C(A)
∮
C(B)
[
2
R
(
1− e−R/ℓ
)(
dl
(B)
j dl
(A)
i +
2ν
1− ν
dl
(B)
i dl
(A)
j
)
+
2
1− ν
(
δij
R
[
1−
2ℓ2
R2
(
1− e−R/ℓ
)
+
2ℓ
R
e−R/ℓ
]
−
2δij
R
(
1− e−R/ℓ
)
−
RiRj
R3
[
1−
6ℓ2
R2
(
1− e−R/ℓ
)
+
(
2 +
6ℓ
R
)
e−R/ℓ
])
dl
(B)
k dl
(A)
k
]
. (212)
The self-energy of a dislocation loop can be found by using the same curve for C(A) and
C(B), so thatM
(AA)
ij becomes the tensor of “dislocation self-inductance”. Inserting a factor
1
2
, we find: W (AA) = 1
2
b
(A)
i b
(A)
j M
(AA)
ij .
Thus, in subsection 3.3 we have seen that the Burgers, Mura, Peach-Koehler stress,
Peach-Koehler force and the mutual interaction energy formulas are non-singular in the
framework of gradient elasticity theory of Helmholtz type. Finally, one can observe that all
these dislocation key-formulas can be obtained from their classical counterparts by means
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of the substitution: R → A(R). On the other hand, substituting the decomposition of
the “regularization function” (149) into the dislocation key-formulas, the classical term
and the gradient term of the dislocation key-formulas are easily obtained corresponding
to the classical term A0 and the gradient term A1. Gradient elasticity is a theory with
dislocation core regularization. This is not only necessary for the explanation of physi-
cal core effects, but also for the elimination of singularities in a physically well founded
manner in numerical simulations. In the limit ℓ → 0, the classical singular dislocation
key-formulas are obtained from the non-singular ones (see, e.g., [90, 80, 81, 28]). These
results may be used in computer simulations of discrete dislocation dynamics and in the
numerics as fast numerical sums of the relevant elastic fields as they are used for the clas-
sical equations (e.g., [29, 91]). One of the main limitations of current dislocation dynamics
models is the inability to resolve dislocation interactions in close range without ad-hoc or
more sophisticated regularization strategies. The regularization offered here by the gra-
dient theory is particularly advantageous for dislocation dynamics simulations. The 3D
non-singular dislocation fields can be implemented in 3D dislocation dynamics codes [92].
This can represent the breakthrough of gradient elasticity in the modeling of dislocation
dynamics without singularities. Such a dislocation dynamics without singularities of-
fers the promise of predicting the dislocation microstructure evolution from fundamental
principles and based on sound physical grounds. Therefore, a dislocation-based plasticity
theory can be based on gradient elasticity theory of non-singular dislocations.
4 Conclusion
In this paper, the gradient theory of magnetostatics has been presented as part of the
Bopp-Podolsky theory in order to show how gradient theories are used in physics. We
have investigated an electric current loop and the Biot-Savart law. Using the theory of
gradient magnetostatics, we found non-singular solutions for all relevant fields in analogy
to the “classical” singular solutions of magnetostatics. Also, the so-called “Bifield” ansatz
has been discussed in this framework.
In the main part of the paper, the theory of gradient elasticity of Helmholtz type has
been presented and investigated. Many analogies and similarities between gradient mag-
netostatics and gradient elasticity of Helmholtz type have been pointed out. Furthermore,
non-singular dislocation key-formulas have been presented in the framework of gradient
elasticity. The technique of Green functions has been used. A “Bifield” ansatz has been
used and the “Ru-Aifantis theorem” has been generalized to the problem of dislocations in
gradient elasticity of Helmholtz type. From the field theoretical point of view, the theory
of gradient elasticity is similar to, but more complicated than, the theory of gradient mag-
netostatics. The elastic distortion, plastic distortion, stress, displacement, and dislocation
density of a closed dislocation loop were calculated using the theory of gradient elasticity
of Helmholtz type. Such a generalized continuum theory allows dislocation core spreading
in a straightforward way. In the theory of gradient elasticity all formulas are closed and
self-consistent. It should be emphasized that the Green function, G, of the Helmholtz
equation plays the role of the regularization function in gradient elasticity of Helmholtz
type. In addition, we have found two important basic-results for the theory of gradient
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elasticity of Helmholtz type. First, we have shown that the tensor, σ0ij = σij − ∂kτijk,
is identical with the classical stress tensor and, therefore, there is no need to call such
a tensor as total stress tensor. Second, using the theory of generalized functions, we
have shown that the Cauchy stress tensor of gradient elasticity σij is self-equilibrated,
∂jσij = 0.
The obtained dislocation key-formulas can be used in computer simulations and nu-
merics of discrete dislocation dynamics of arbitrary 3D dislocation configurations. They
can be implemented in dislocation dynamics codes (finite element implementation, tech-
nique of fast numerical sums, method of parametric dislocation dynamics), and compared
to atomistic models (e.g., [29, 28]). Thus, the obtained non-singular dislocation key-
formulas serve the basis of a non-singular discrete dislocation dynamics.
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A Derivatives of the “regularization function” A
In this appendix, the relevant derivatives of the “regularization function” A are given.
For gradient elasticity of Helmholtz type, the elementary function A is given by
A = R +
2ℓ2
R
(
1− e−R/ℓ
)
. (A.1)
The higher-order derivatives of A are given by the following set of equations
∂iA =
Ri
R
[
1−
2ℓ2
R2
(
1− e−R/ℓ
)
+
2ℓ
R
e−R/ℓ
]
, (A.2)
where Ri = xi − x
′
i,
∂j∂iA =
δij
R
[
1−
2ℓ2
R2
(
1− e−R/ℓ
)
+
2ℓ
R
e−R/ℓ
]
−
RiRj
R3
[
1−
6ℓ2
R2
(
1− e−R/ℓ
)
+
(
2 +
6ℓ
R
)
e−R/ℓ
]
,
(A.3)
∂i∂iA =
2
R
(
1− e−R/ℓ
)
, (A.4)
∂k∂j∂iA =−
δij Rk + δik Rj + δjk Ri
R3
[
1−
6ℓ2
R2
(
1− e−R/ℓ
)
+
(
2 +
6ℓ
R
)
e−R/ℓ
]
+
3RiRjRk
R5
[
1−
10ℓ2
R2
(
1− e−R/ℓ
)
+
(
4 +
10ℓ
R
+
2R
3ℓ
)
e−R/ℓ
]
(A.5)
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and
∂k∂i∂iA = −
2Rk
R3
(
1−
(
1 +
R
ℓ
)
e−R/ℓ
)
. (A.6)
The expressions (A.1)–(A.6) are non-singular.
B Boundary conditions in gradient elasticity
The general form of the boundary conditions (BCs) corresponding to Eq. (85) in gradient
elasticity reads (see, e.g., [15, 17, 93])
(
σij − ∂kτijk
)
nj − ∂j
(
τijknk
)
+ nj∂l
(
τijknknl
)
= t¯i
τijknjnk = q¯i
}
on ∂Ω , (B.1)
where ti and qi are the Cauchy traction vector and the double stress traction vector, re-
spectively. Moreover, ∂Ω is the smooth boundary surface of the domain Ω occupied by the
body satisfying the Euler-Lagrange equation (85), ni denotes the unit outward-directed
vector normal to the boundary ∂Ω , and the overhead bar represents the prescribed value.
Using the constitutive equation (80) and Eq. (91), the BCs (B.1) simplify to the form
σ0ijnj − ℓ
2∂j
(
nk∂kσij
)
+ ℓ2nj∂l
(
nlnk∂kσij
)
= t¯i
ℓ2njnk∂kσij = q¯i
}
on ∂Ω . (B.2)
In addition, BC (B.2a) can be written as [33]
σ0ijnj − ℓ
2
[
(∂jnk)∂kσij + nk∂k∂jσij
]
+ ℓ2nj
[
(∂lnl)nk∂kσij + nl(∂lnk)∂kσij + nlnk∂l∂kσij
]
= t¯i .
(B.3)
If ni is constant, then the BC (B.3) simplifies to
σ0ijnj − ℓ
2
[
nk∂k∂jσij − njnlnk∂l∂kσij
]
= t¯i . (B.4)
Using Eq. (169), the BC (B.4) reduces to
σ0ijnj + ℓ
2njnlnk∂l∂kσij = t¯i . (B.5)
In the limit ℓ→ 0, the BCs (B.2) reduce to the classical one: σ0ijnj = t¯i.
Using the “Bifield” ansatz (133), the BCs (B.2) can be decomposed into the classical
part for σ0ij and a gradient part for σ
1
ij (see also [69]). In this manner, the classical part
of the BCs corresponding to the classical equilibrium condition (131) reads
σ0ijnj = t¯i on ∂Ω (B.6)
and the gradient part of the BCs corresponding to the field equation (134) is given by
−ℓ2∂j(nk∂kσ
1
ij) + ℓ
2nj∂l(nlnk∂kσ
1
ij) = ℓ
2∂j(nk∂kσ
0
ij)− ℓ
2nj∂l(nlnk∂kσ
0
ij)
ℓ2njnk∂kσ
1
ij = q¯i − ℓ
2njnk∂kσ
0
ij
}
on ∂Ω .
(B.7)
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It can be seen in Eq. (B.7) that the classical stress σ0ij acts also as traction for the gradient
part σ1ij .
If ni is constant, ∂jσ
0
ij = 0, ∂jσ
1
ij = 0 are fulfilled and using the BC (B.6), we find
ℓ2njnlnk∂l∂kσ
1
ij = −ℓ
2nlnk∂l∂k t¯i
ℓ2njnk∂kσ
1
ij = q¯i − ℓ
2nk∂k t¯i
}
on ∂Ω . (B.8)
In addition, if the Cauchy traction t¯i is constant, then the BCs (B.8) simplify to
ℓ2njnk∂kσ
1
ij = q¯i on ∂Ω (B.9)
and
ℓ2njnlnk∂l∂kσ
1
ij = nl∂lq¯i = 0 on ∂Ω . (B.10)
Eq. (B.10) is fulfilled if the double traction q¯i is constant. Thus, for constant vector
normal, constant Cauchy traction, constant double stress traction and using the “Bi-
field” ansatz the BCs of gradient elasticity simplify to the expressions (B.6) and (B.9).
The BC (B.6) relates the Cauchy traction to the classical Cauchy stress tensor and the
BC (B.9) connects the double stress traction with the gradient part of the Cauchy stress
tensor.
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