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Tuning the balance between dispersion and
entropy to design temperature-responsive
flexible metal-organic frameworks
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Temperature-responsive flexibility in metal-organic frameworks (MOFs) appeals to the
imagination. The ability to transform upon thermal stimuli while retaining a given crystalline
topology is desired for specialized sensors and actuators. However, rational design of such
shape-memory nanopores is hampered by a lack of knowledge on the nanoscopic interactions
governing the observed behavior. Using the prototypical MIL-53(Al) as a starting point, we
show that the phase transformation between a narrow-pore and large-pore phase is deter-
mined by a delicate balance between dispersion stabilization at low temperatures and
entropic effects at higher ones. We present an accurate theoretical framework that allows
designing breathing thermo-responsive MOFs, based on many-electron data for the disper-
sion interactions and density-functional theory entropy contributions. Within an
isoreticular series of materials, MIL-53(Al), MIL-53(Al)-FA, DUT-4, DUT-5 and MIL-53(Ga),
only MIL-53(Al) and MIL-53(Ga) are proven to switch phases within a realistic temperature
range.
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The recent discovery of flexible porous materials ushered inan intriguing new era in science1–4. Their combination ofcooperative structural transformability and crystallinity
was initially perceived as counterintuitive. For some metal-
organic frameworks (MOFs)5,6, such as the wine-rack-topology
MIL-53 materials, phase transformations were observed between
a narrow-pore (np) and large-pore (lp) phase (Fig. 1a)7,8. Such a
phase transformation—also called breathing—is typically
accompanied by large volume changes of about 40% and may be
induced by external stimuli such as temperature, mechanical
pressure, and adsorption of guest molecules7,9–12. These features
are promising for applications such as controlled drug release13,
gas adsorption and separation10,14,15, and sensors16. A particu-
larly captivating case is that of temperature-responsive breathing.
The search for a new generation of temperature-controlled smart
materials attracts much interest17–19, in which thermally trig-
gered breathing MOFs may play a pivotal role. Unfortunately,
MOFs exhibiting this flexibility are rare20–26. Indeed, rational
design of MOFs with shape-memory nanopores remains a for-
midable challenge27,28. Nowadays their discovery is based on
serendipity, since the nanoscopic interactions and transition
mechanisms governing the flexible behavior are not properly
understood. Motivated by this lack of understanding, we inves-
tigate in this contribution the intrinsic physical origin of
temperature-responsive breathing using thermodynamic con-
siderations and state-of-the-art electronic-structure calculations.
Experimentally, framework flexibility can be followed by
monitoring the response of a material as a function of an applied
external stimulus. A breathing transition yields a sudden volume
change at a given value of the external trigger. The principle is
illustrated in Fig. 1 for MIL-53(Al), a material for which Liu et al.7
observed a reversible phase transformation as a function of
temperature. A significant temperature hysteresis was found
(Fig. 1b): the transition from the lp to the np structure occurs in a
temperature window around T2, while the transition from the np
to the lp structure takes place around T4. For MIL-53(Al), the
experimental transition temperatures lie between 125–150 K and
between 325–375 K, respectively. The experiments enable to
unambiguously detect stimulus-responsive behavior, but they do




























































Fig. 1 Temperature-induced breathing of a flexible MOF. The definition of the blue and green symbols is indicated in the top left panel. a Two (meta)stable
phases of MIL-53(Al). b Thermo-responsive behavior of MIL-53(Al) as measured by experiment. The system switches as a function of temperature
between the np and lp phase with a hysteresis loop. Different transition regimes are indicated with arrows (see main text). The gray shaded areas
correspond to the experimentally measured transition regions7. c Hypothetical Helmholtz free energy curves as a function of volume at different
temperatures (T1, T2, T3, T4, T5) as an explanation for the observed experimental behavior. d Hypothetical evolution of the Helmholtz free energy for the np
and lp phase as a function of temperature. The gray shaded areas correspond to the experimentally measured transition regions7
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potential4 governing the observed behavior, like the Helmholtz
free energy F. The experimental observations do, however, sug-
gest that low-temperature Helmholtz free energies favor the np
phase, whereas at higher temperature the lp phase prevails. Apart
from that the observations provide little guidance for the devel-
opment of new thermo-responsive materials.
A thorough understanding of the thermodynamic potential is
critical for design of dedicated applications, e.g., tuning the
transition temperatures for sensors and actuators. Some hypo-
thetical Helmholtz free energy profiles in terms of the volume are
shown in Fig. 1c for various temperatures. The low- (T1) and
high-temperature (T5) profiles are extreme cases and a broad
temperature window with bistable behavior is expected (T2–T4),
as suggested by the observed hysteresis. The relative Helmholtz
free energy difference between the two phases determines the
possibility of a phase transformation as a function of temperature.
Based on the hypothetical curves in Fig. 1c, the temperature
dependence of the Helmholtz free energy of both phases (Fnp and
Flp) is sketched in Fig. 1d. To obtain an np-to-lp transition at T4
and an lp-to-np transition at T2, Fnp needs to be lower than Flp for
temperatures below T2 and Flp needs to be lower than Fnp for
temperatures higher than T4. Such behavior requires a critical
crossing temperature of the two curves (Tcross) at T3, i.e., between
T2 and T4.
Theoretical investigations are indispensable to pinpoint the
microscopic factors controlling the shape of the thermodynamic
potential. Moreover, theory can overcome some puzzling
dependences on the experimental synthesis procedure. Some
groups found non-breathing MIL-53(Al) frameworks when pro-
cedures other than standard hydrothermal synthesis were used,
for example29–33. These experiments indicate that the material
could be trapped in a metastable phase due to interactions with
the solvent34. Theoretical calculations are not hampered by such a
critical experimental sensitivity and may therefore advance
understanding and development of flexible MOFs. Ideally, theory
can even predict materials properties of yet to be synthesized
MOFs and stimulate the discovery of new flexible MOFs. Various
groups explored computer-aided design by screening hypothetical
MOFs for several desired properties and functions35–38.
Previous theoretical studies have suggested that the lp-np
relative stability of MIL-53(Al) is dependent on two factors: long-
range dispersion interactions and vibrational entropy39,40. Dis-
persion is related to the attractive part of a van der Waals-type
nonbonding interaction, while vibrational entropy connects to the
amount of freedom the atoms have to move. Walker et al.40
showed using density-functional theory (DFT) that long-range
dispersion is critical to obtain the np phase at low temperatures,
as it is mainly stabilized by π−π stacking interactions between the
organic linkers. The strength of the dispersion interactions is,
however, very method dependent (Supplementary Table 4);
stronger dispersion interactions shift the Fnp curve down with
respect to Flp, yielding a higher Tcross (Fig. 1d). To date, there is
no clear understanding on the impact of the chosen dispersion
method on the observed thermo-responsive behavior. The stabi-
lization of the lp phase at higher temperatures is caused by
entropy41, as the linkers have more freedom to move in this
phase. An increase of the entropic part of the Helmholtz free
energy stabilizes the lp phase, yielding lower critical temperatures
for the transition.
Herein, we critically assess the impact of dispersion interac-
tions and thermal effects on the breathing behavior of MIL-53
(Al) using state-of-the-art theoretical calculations. To ensure an
accurate account of the 0 K lp-np relative stability, we present the
first many-electron treatment of a flexible MOF by applying the
random-phase approximation to the correlation energy (RPA).
Our results provide unprecedented insight into the mechanism
behind temperature-induced breathing, which enables formulat-
ing some minimal design rules for tailoring flexible MOFs with a
temperature switch in a desired window. We demonstrate for a
series of isoreticular materials that rational design of flexible
MOFs is now within reach. In addition, our high-level compu-
tational approach shows some deficiencies in commonly used
electronic-structure methods which may stimulate the theoretical
community to investigate hybrid materials like flexible MOFs as a
novel test bed for future theory development.
Results
Temperature-dependent stability of the np and lp phases. We
calculated the harmonic Helmholtz free energy difference
between np and lp MIL-53(Al) as a function of temperature using
various exchange-correlation (XC) functionals and dispersion
schemes. Table 1 lists the differences at 130 and 350 K, which are
situated in the experimental transition windows7. None of the
methods reproduce the expected relative stability for both phases.
Because the np phase remains the most stable structure at both
temperatures, the expected crossing point (Fig. 1d) is situated at
too high temperatures (410–1474 K). As mentioned above, the
relative position of the Helmholtz free energy curves of both
phases is expected to be dictated by a delicate balance between
dispersion and entropy. The individual contributions to the
energy difference are given in Table 1 and show that the elec-
tronic energy is the dominating term for most methods in the
experimental temperature window. There is a substantial theo-
retical spread on this energy (30 kJ mol−1), which confirms the
strongly scattered DFT data in literature (Supplementary
Table 4). The entropic contribution to the Helmholtz free energy
at 300 K varies to a lesser extent (7 kJ mol−1). Getting the
Table 1 Helmholtz free energy, energy and entropy difference between the lp and np phase of MIL-53(Al) for different methods
ΔFlp-np at 130 K
(kJ mol−1)







at 240 K (kJ mol−1)
−TΔSviblp-np
at 240 K (kJ mol−1)
PBE+D2 10.9 2.4 410 15.7 0.5 −9.4
PBE+MBD 20.8 13.3 735 24.5 0.3 −8.3
SCAN+ rVV10 25.7 14.0 799 28.3 0.3 −10.3
vdW-DF2 31.2 21.0 799 35.5 2.6 −11.3
PBE+MBD/FI 15.0 11.3 1034 16.4 0.8 −4.2
PBE+D3(BJ) 24.1 19.1 1201 26.1 0.4 −5.5
PBEsol+D3(BJ) 41.4 34.6 1474 44.2 1.3 −7.5
The Helmholtz free energy difference ΔFlp-np was calculated via the harmonic approximation for different DFT methods in the np-to-lp (at 130 K) and lp-to-np (at 350 K) transition range. The crossing
temperature Tcross, i.e., when both phases are in thermodynamic equilibrium (ΔFlp-np = 0), is also given. The different contributions to the Helmholtz free energy are given in the last three columns: the
electronic energy difference ΔEellpnp , the vibrational energy difference ΔE
vib
lpnp and the entropic contribution TΔSviblpnp . The latter two depend on temperature and are given for a value in the middle of the
experimental hysteresis loop
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electronic energy difference right is therefore essential to accu-
rately determine the overall position of Tcross.
This knowledge motivated us to construct high-accuracy data
for the electronic energies using the random-phase approxima-
tion. This many-body perturbative approach to the correlation
energy goes beyond the state of the art with respect to the
computational treatment of flexible porous materials. It seam-
lessly integrates long-range dispersion effects with short-range
interactions. Although beyond-RPA contributions may improve
the performance even further (see Methods section), it already
results in an excellent agreement with experimental data for
various systems42–45. Because of the importance of single-
excitation (SE) effects for molecular solids46–48, this contribution
was moreover included and found to be crucial for our system as
well (Supplementary Figure 5 in Supplementary Note 7). The
energy-versus-volume profile of MIL-53(Al) at the RPA+ SE
level of theory is shown in Fig. 2. The energy difference between
the lp and np phase amounts to only 7.4 kJ mol−1. Furthermore, a
barrier of more than 8 kJ mol−1 is found in both directions,
facilitating the existence of a metastable lp state even at 0 K.
Using these high-accuracy data for the electronic energies, we
reassessed the position of Tcross. Because current computational
resources do not yet allow to calculate RPA+ SE
thermal corrections for large systems like MOFs, Fig. 3 shows
ΔFlp-np(T) with thermal corrections at various DFT levels
(Table 1) on top of the RPA+ SE electronic energy difference.
It was previously shown that the specific choice of the XC
functional and dispersion scheme could influence the thermal
corrections and relative stability at room temperature in, for
example, molecular crystals49. The orange region in Fig. 3
delimits the method dependence of the zero-point, vibrational
and entropic contributions. Starting from the RPA+ SE-favored
np at 0 K, most methods change sign in the experimentally
determined temperature window between T2 and T4. Combining
an accurate electronic energy difference with standard DFT
vibrational entropy contributions hence yields a crossing
temperature in accordance with experiment7,50 and thermody-
namic models51,52.
As RPA+ SE is computationally too demanding to be
employed on a scale required for materials design, it is important
to identify cheaper DFT methods with a similar predictive
quality53. We therefore compared our DFT data to the RPA+ SE
benchmark and extended the set of assessed DFT methods to
more advanced XC and dispersion schemes. Table 2 confirms that
despite the omnipresent use of DFT in materials science, flexible
MOFs are a challenging case for common DFT-based methods,
which should be used with caution. Nonetheless, several
interesting trends can be extracted. While dispersion corrections
are necessary to stabilize the np phase, most methods overbind it,
some even to the extent that they fail to find a metastable lp state.
Although a rather large spread is observed on the equilibrium
volumes too, we show in Supplementary Note 3 (Supplementary
Figures 2 and 3, Supplementary Tables 7–15) that the structural
differences affect the lp-np energy difference only to a limited
extent. The deviations are mostly due to the used dispersion
model. Many popular methods, such as the Grimme D2 and
D3 schemes, describe dispersion by means of purely pairwise
atomic interactions. However, higher-order corrections to the
dispersion interaction were reported to play an important role in
some other materials54–57, and are now found to be crucial to get
the relative phase stability of MIL-53(Al) right. Indeed, many-
body effects (MBD vs TS and D3(BJ)ATM vs. D3(BJ)) destabilize
the np phase and bring relative energy differences much closer to
the benchmark value. This is also reflected in the equilibrium
volumes of both phases, which are in general too small, but
improve for schemes beyond pairwise atomic interactions. We
further note that a recent adaptation of the promising MBD
scheme, MBD/FI, performs better than the original. This can
probably be ascribed to the revised description of the polariz-
ability for systems with a strongly ionic character, relevant for the
one-dimensional metal-oxide chain in MIL-53(Al).
Overall PBE+D3(BJ)ATM yields an energy difference of 6.2 kJ
mol−1 in closest agreement with the reference RPA+ SE value for
this particular system. One should nevertheless be cautious to
extrapolate the good performance of this dispersion method to
other materials. A key problem lies in the choice of the dispersion
model parameters and the coupling with the XC functional. For
van der Waals-type bonding, dispersion corrections are designed


















































Fig. 3 Helmholtz free energy difference between the lp and np phase of
MIL-53(Al) as a function of temperature. This Helmholtz free energy
difference was calculated with the harmonic approximation. An accurate
electronic energy difference between the lp and np phase was obtained
using RPA+ SE. The displayed spread (orange shaded area) is obtained
using predictions of the evolution of the Helmholtz free energy difference
with various density-functional theory methods (Table 1). The red curve
indicates the corrections at the PBE+D3(BJ) level of theory, while the
green curves represent the other levels of theory (from bottom to top
starting from the right: vdW-DF2, SCAN+ rVV10, PBE+D2, PBE+MBD,
PBEsol+D3(BJ) and PBE+MBD/FI). The individual Helmholtz free energy
curves are shown in more detail in Supplementary Note 6 (Supplementary
Figure 4). The gray shaded areas correspond with the experimentally
measured transition regions7
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to yield results largely independent of the parent functional for a
set of reference molecules. Even though MOFs are not included in
this set, after adding dispersion corrections, the energy difference
between the lp and np becomes reasonably independent on the
parent functional. This compensation is indeed observed for TS
and MBD, but it is less effective for D3-derived methods
(Supplementary Tables 16 and 17). This might explain why the
success of PBE+D3(BJ)ATM does not transfer to HSE06
+D3(BJ)ATM. In addition the SCAN functional yields results
that are less satisfactory than one might hope58,59. As we show in
Supplementary Note 4 (Supplementary Table 16), this effect is
related to the nontrivial coupling between the SCAN functional
and dispersion schemes60. A meticulous choice of both the XC
functional and the dispersion scheme is therefore of utmost
importance to obtain reliable energy values for flexible MOFs,
which are prone to subtle long-range interactions. The above
discussion underlines the complex physics in MIL-53(Al) and the
challenge of correctly capturing it. The PBE+D3(BJ)ATM
method serves as a convenient and cheap solution for the system
at hand, although this might be somewhat accidentally.
Transition mechanism and barrier between np and lp. The
approach used so far identifies the thermodynamically preferred
phase at various temperatures. Indeed, bistable behavior is a
necessary condition for breathing. However, bistability alone is
not sufficient to guarantee temperature-responsive flexibility. The
transition mechanism determines whether it is possible to
reversibly switch between the two phases. Two limiting scenarios
may be distinguished, as schematically shown in Fig. 1b. If the
stability of the two phases were the only criterion, both the for-
ward and backward transition would occur at the temperature T3
where the two phases become isoenergetic, and no hysteresis
would be found. In the other extreme case, a phase transition
would only take place when the barrier between the two (meta)
stable states fully disappears and only one minimum is present in
the Helmholtz free energy curve. This mechanism corresponds to
the hypothesis of collective behavior, where the entire framework
must transform in a collective fashion. Even the smallest barrier
in the thermodynamic potential of a single unit cell then trans-
lates to a huge barrier for the entire system61. Under this
assumption the transition would happen between T4 and T5 for
np to lp, and between T2 and T1 for lp to np (Fig. 1d).
Our high-accuracy RPA+ SE data in Figs. 2 and 3 suggest an
intermediate transition scenario. The experimentally observed
hysteresis confirms the importance of the barrier between lp and
np, but the RPA+ SE barrier is too high to completely disappear
within a reasonable temperature range. Fully collective behavior is
therefore unrealistic. This conclusion is corroborated by Mendt
et al., who found a fraction of lp material at temperatures down to
9 K50. Instead, the transition may be facilitated by surfaces or
lattice imperfections, which serve as nucleation sites. Recent
experimental studies showed that guest-responsive breathing of
several MOFs is critically affected by the number of defects27,62,63.
Larger crystals, which contain more defects, kinetically promote
the phase transition yet maintain the center of the hysteresis
loop27. Triguero et al. proposed a theoretical layer-by-layer
transition model, which assumes that a collective lp-np
transformation only occurs in a single layer of MIL-53(Al) at a
time64. This idea is supported by first-principles molecular
dynamics of guest-induced breathing in MIL-53(Sc)65. The
temperature-induced transition of a framework may therefore
nucleate through a combination of defects, temperature fluctua-
tions and strains, after which the locally increased stress causes
the transformation to propagate further through the lattice in a
layer-by-layer fashion. In view of this suggested complex
transition mechanism, the RPA+ SE barrier should be consid-
ered as one of several parameters determining the experimental
transition temperature.
Design of temperature-induced flexibility. Our analysis of MIL-
53(Al) identified the mechanisms underlying temperature-
dependent breathing, putting particular emphasis on the shift
from long-range dispersion stabilization at low temperature to
entropic stabilization at higher temperatures. We can use this
Table 2 The electronic energy difference between the lp and np phase of MIL-53(Al) with different methods
Vnp (Å3) Vlp (Å3) ΔEellp-np (kJ mol−1) ΔEel,*lp-np (kJ mol−1)
Experiment (77 K)7 864 1419a – –
RPA+ SE 860 1455 7.4 7.7 ± 3.5b
PBE np unstable 1489 np unstable -118.5
PBE+D2 808 1457 15.7 12.8
PBE+D3(BJ) 843 1426 26.6 26.1
PBE+D3(BJ)ATM 874 1448 5.8 6.2
HSE06+D3(BJ) 825 lp unstable lp unstable 42.3
HSE06+D3(BJ)ATM 850 1389 22.3 22.4
B3LYP+D3(BJ) 789 lp unstable lp unstable 58.9
B3LYP+D3(BJ)ATM 806 1405 43.8 39.0
PBE+ TS 793 lp unstable lp unstable 74.2
PBE+MBD 828 1425 25.8 24.5
PBE+MBD/FI 851 1439 16.4 16.4
SCAN np unstable 1430 np unstable -43.6
SCAN+ rVV10 803 1384 31.2 28.3
vdW-DF2 869 1456 34.8 35.5
M06-L 829 lp unstable lp unstable 36.6
ΔEellpnp is the 0 K electronic energy difference at the equilibrium volumes of both phases (Vnp and Vlp) relaxed with the specific method (or PBE+D3(BJ) for RPA+ SE, see Methods). ΔE
el;
lpnp is the 0 K
electronic energy difference at fixed structures (864 Å3 (np) and 1427 Å3 (lp)). The lp and np structures are provided in Supplementary Data 1 and 2. Generalized gradient approximation (GGA), meta-
GGA and hybrid XC functionals were included together with dispersion models ranging from pairwise (D2, D3(BJ), TS) to many-body schemes (D3(BJ)ATM, MBD, MBD/FI). Three XC functionals
inherently including long-range dispersion were also tested, i.e., SCAN+ rVV10, vdW-DF2 and M06-L. A full list of references to these methods is included in the Methods section
aThe sample was going towards the np phase on a longer time scale than the measurement7
bThe error bar on the RPA+ SE result reflects the uncertainty due to numerical convergence effects. More information on how this error bar was determined can be found in the Methods section
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knowledge to rationalize changes in the crossing temperature for
materials isoreticular to MIL-53(Al). Inspired by the good cor-
respondence with RPA+ SE for MIL-53(Al), we consider a series
of materials with very similar structural characteristics and apply
PBE+D3(BJ)ATM for the electronic energy difference in com-
bination with thermal corrections at the PBE+D3(BJ) level. Note
that if flexible MOFs with a more different make-up would be
considered, the most appropriate levels of theory for this proce-
dure may vary and need to be rechecked. As an initial design
strategy, we modulate the framework by changing the organic
linkers. MIL-53(Al)-FA66, DUT-467,68, and DUT-567 have a
similar inorganic chain as MIL-53(Al) but are connected with
fumaric acid, biphenyl and naphthalene dicarboxylate linkers,
respectively (see also Supplementary Table 19 in Supplementary
Note 8).
Figure 4 shows the electronic energy profiles at 0 K (Fig. 4c)
and the Helmholtz free energy differences between the lp and np
phase as a function of temperature (Fig. 4a). The lack of π−π
stacking interactions limits the dispersion stabilization of the np
phase in MIL-53(Al)-FA, while on the contrary, the extended
linkers in the case of DUT-4 and DUT-5 stabilize it excessively.
The Helmholtz free energy moreover varies more rapidly for
DUT-5 as a function of temperature due to the mobility of the
biphenyl linker in the lp phase. The easy rotation of the phenyl
rings relative to each other gives rise to an increased lp-np
entropy difference compared to the rigid naphthalene linker in
DUT-4, for example. However, none of the considered frame-
works is expected to display temperature-induced breathing.
MIL-53(Al)-FA assumes an lp structure over the entire
temperature range, and the stability of the np phase of DUT-4
and DUT-5 will never be compensated by entropy effects at
temperatures for which the material remains stable. Changing the
organic linkers thus results in a large shift of the Helmholtz free
energy difference, which leaves little room for fine-tuning the
temperature window for applications in these types of
frameworks.
To achieve a subtler effect, we modified the inorganic chain by
replacing aluminum with gallium69,70. As the coordination



























































































Fig. 4 Design of temperature-dependent flexibility in isoreticular MIL-53 materials. Several experimentally synthesized materials are considered: MIL-53
(Al)-FA (or A520)66, MIL-53(Al)8, MIL-53(Ga)69 (or IM-1970), DUT-467 (or MIL-6968), and DUT-567. The yellow shaded area highlights the desired
temperature-responsive case. a Helmholtz free energy difference between the lp and np phase as a function of temperature for the series of isoreticular
MIL-53 frameworks. The harmonic temperature corrections were calculated at the PBE+D3(BJ) level of theory, and were added on top of the 0 K PBE+
D3(BJ)ATM electronic energy difference. b Schematic depiction of the (meta)stable phases and the dominating contributions. c Electronic energy profiles as
a function of the volume for different materials at the PBE+D3(BJ)ATM level of theory. The corresponding organic linkers are indicated in the different
panels
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environment around gallium is more diffuse, it can deform more
easily. This in turn enables the framework to reduce the strain
energy penalty in the distorted dispersion-dominated dense
phase, yielding an overall np stabilization. On the other hand, the
entropy of the lp phase is also raised with respect to the np phase,
overall compensating the effect on Tcross for MIL-53(Ga) and
resulting in an only negligible shift (Fig. 4a).
Our findings for this series of materials are validated by the
limited available experimental literature (see also Supplementary
Table S20). MIL-53(Al)-FA resides in the lp phase at room
temperature, and was only reported to reversibly breathe under
influence of pressure71,72. DUT-4 has been hydrothermally
synthesized in an np phase—also called MIL-6968—and remains
nonporous up to more than 600 K, after which the structure
decomposes. Note that although DUT-4 and DUT-5 could also be
synthesized in an lp phase using DMF67, similar to MIL-53(Al)30,
they were trapped in this metastable state. They do not show
intrinsic flexibility as, for instance, lp DUT-4 could not be
converted to its stable nonporous state. Finally, MIL-53(Ga) was
experimentally found to be in a nonporous np phase at room
temperature and undergoes a phase transition to the lp phase
between 450 and 520 K69,70,73. This is consistent with our
crossing temperature, even if a quantitative prediction of the
transition range would require more insight in the transition
mechanism, as discussed above.
Discussion
As evidenced by our study of MIL-53-type MOFs, temperature-
induced breathing can only be achieved when a delicate balance
between several constraints is fulfilled. It suggests why thus far
only a limited number of materials were found with this feature.
To design a material with temperature-induced breathing beha-
vior, at least two (meta)stable phases should exist, which are
required to change relative stability as a function of temperature.
The np phase should be stabilized at low temperatures by
supramolecular interactions, while entropic contributions to the
Helmholtz free energy drive the relative stability towards the lp
phase with increasing temperature. The stability switch needs to
occur at temperatures for which the material is still thermally
stable. The exact transition temperature is dependent on the
transition mechanism but the change of sign of the lp-np
Helmholtz free energy difference is a necessary condition to
obtain a temperature-dependent phase switch. These clear design
rules could stimulate experimentalists to develop the next-
generation of thermo-responsive MOFs.
A theoretical assessment of the above constraints only becomes
possible when a sufficiently accurate level of theory is used. DFT
calculations may be ubiquitous in materials science, but for
flexible MOFs most common DFT approaches fall short. The XC
functional and dispersion scheme need to be selected carefully as
they largely determine the Helmholtz free energy difference for
these materials. We took a major step forward by accurately
determining the phase stability of the prototypical breathing
material, MIL-53(Al), using computationally demanding high-
level RPA+ SE calculations. Comparison with various commonly
used electronic-structure methods revealed some interesting
physical trends, and exposed at the same time some issues with
popular XC functionals and dispersion corrections. This will
hopefully stimulate the community developing functionals to
investigate the case of flexible MOFs carefully. Because the
cheaper PBE+D3(BJ)ATM method reasonably reproduced the
benchmark results for MIL-53(Al), we were able to extend the
discussion to a broader set of isoreticular materials, where we
could possibly benefit from error compensation. However, care
must be taken to extend this level of theory towards widely
different materials as a sensible selection of the best functional is
certainly system dependent. Future refinement of temperature
effects may be obtained via more advanced estimates for the
entropy, e.g., using molecular dynamics simulations74.
Temperature-induced breathing has the potential to define an
entirely new class of temperature-triggered sensors and actuators,
provided materials can be designed with a tunable switch in the
desired temperature window. Np-to-lp phase transitions can be
tuned by finding the right balance between dispersive and
entropic effects. One option for modification exists in changing
the organic linkers. The modified dispersion interaction hugely
impacts the relative stability and thus the operation temperature
window. Alternative and more subtle pathways include linker
functionalization and local changes to the metal coordination. In
these cases, shifts in electron density and changes in framework
rigidity affect the np stabilization less directly. Additionally,
entropic design may exploit linkers with larger mobility to
enhance lp stability and decrease transition temperatures. The
insights obtained here show that dispersive and entropic effects
need to be tuned appropriately and pave the way to design
thermo-responsive MOFs for desired applications.
Methods
General settings. All calculations of MIL-53(Al) were carried out with the Vienna
Ab initio Simulation Package (VASP)75 using the projector-augmented wave
(PAW) method76,77. The computational unit cell contains four organic linkers and
thus 76 atoms in total. We employed the recommended GW-ready PBE PAW
potentials for all elements and exchange-correlation (XC) functionals (v5.4). For
the Al atoms, 3s and 3p electrons were explicitly included. For the C and O atoms,
the 2s and 2p electrons were considered as valence electrons. For the H atoms, the
1s electron was explicitly treated. The specific settings for the density-functional
theory (DFT) and random-phase approximation (RPA) simulations are listed
below.
DFT calculations. All DFT calculations onMIL-53(Al) were performed with a plane-
wave kinetic-energy cutoff of 600 eV and using Gaussian smearing with a smearing
width of 0.05 eV. Projection operators were evaluated in reciprocal space. A 2 × 6 × 6/
2 × 6 × 2 Monkhorst-Pack k-grid was used for the np/lp phase78. The real-space Fast
Fourier Transform (FFT) grid was able to describe wavevectors up to two times the
maximum wavevector present in the basis set. An augmentation grid that is twice as
large was used to avoid wrap-around errors in order to obtain accurate forces. The
electronic (ionic) convergence criterion was set to 10−8 (10−7) eV, except for the
hybrid XC functionals where it was slightly lowered to 10−6 (10−5) eV. The Hartree-
Fock (HF) kernel for the latter was evaluated on a k-grid reduced by a factor of two
in each reciprocal direction, which we found to be possible without a loss of
accuracy79.
We considered GGA (generalized gradient approximation)80–82, meta-
GGA59,83,84 and hybrid85–87 XC functionals, combined with dispersion schemes
ranging from pairwise additive88–91 to many-body approaches92–95. In addition, we
included XC functionals in which some long-range dispersion is inherently
captured, such as vdW-DF280, M06-L84, and SCAN+ rVV1059. Most DFT
simulations executed in this work consist of fixed-volume relaxations in which the
positions and cell shape were optimized. The equilibrium volumes were obtained
by constructing a local energy profile as a function of the volume, and by fitting a
Rose-Vinet equation of state to the profile (Supplementary Figure 1)78,96. Only for
the DFT-D3 schemes including Axilrod-Teller-Muto (ATM)97,98 contributions
(DFT-D3ATM), optimizations were performed at the DFT-D3 level. ATM
corrections were calculated with the DFT-D3 program and added a posteriori to
the energy, as they have not yet been implemented in VASP. This is justified by the
typically small corrections to the geometry57. An overview of the different
methodologies used in this work is given in Supplementary Note 1 (Supplementary
Tables 1-3). An overview of the available experimental information
(Supplementary Note 2) and our DFT optimized structures (Supplementary
Note 3) is given in Supplementary Tables 5, 6, 8 and 9.
Furthermore, we considered other materials isoreticular to MIL-53(Al). We
mostly used the same computational settings for the DFT calculations on MIL-53
(Al)-FA, MIL-53(Ga), DUT-4 and DUT-5. Only for the last two materials, the k-
point grid of the np phase was lowered to a 1 × 6 × 6 mesh. The computational unit
cell contains four linkers for all materials. We also employed the recommended
GW-ready PAW potential for the Ga atoms, which includes the 3d, 4s, and 4p
electrons explicitly.
We calculated the Helmholtz free energy using the harmonic approximation for
some well-known methods predicting a bistable material. To this end, we
determined the dynamical matrix using 0.01 Å displacements for all atomic
coordinates in a 1 × 2 × 1 supercell. We only included Γ-point phonons, such that
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the expressions for the energy, entropy and the Helmholtz free energy in the
harmonic approximation simplify to:










































The post-processing of the results was performed with phonopy99.
RPA calculations. For the RPA calculations on MIL-53(Al), we applied a cubically
scaling algorithm proposed and implemented in VASP by Kaltak et al.100,101 Such
calculations combine the HF energy and RPA correlation energy using non-self-
consistent calculations on top of DFT Kohn-Sham orbitals. These orbitals were
generated using the SCAN meta-GGA functional58,83, which was proven to provide
a good starting point for non-self-consistent RPA102. We moreover included
single-excitation contributions by calculating the difference between the exact
exchange energy calculated using frozen SCAN orbitals and the energy obtained by
a single diagonalization of the Hartree-Fock Hamiltonian set up using the SCAN
orbitals102. As shown in 47 this is practically equivalent to the singles of Ren and
coworkers48.
All RPA calculations were performed with a plane-wave kinetic-energy cutoff of
600 eV and using Gaussian smearing with a smearing width of 0.05 eV. Both for
the semilocal parts and the exchange energy (EXX), the real-space FFT grid was
able to describe wavevectors up to 3/2 times the maximum wavevector present in
the basis set and two times as many for the grid representing the augmentation
charges. Projection operators were evaluated in reciprocal space. The RPA
correlation energy was determined for a 2 × 3 × 3 (750–1150 Å3) or 2 × 3 × 2 Γ-
centered k-grid (1200–1550 Å3), while higher k-point settings were needed for the
EXX energy: 3 × 8 × 8 for the smaller cells and 3 × 8 × 5 for the larger cells. Singles
contributions were calculated at 3 × 5 × 5 and 3 × 5 × 3 k-grid respectively. For the
RPA correlation energies, the long-wavelength contribution was neglected, which is
a good approximation in case of sufficiently dense k-grids103. In addition, the
response function was expanded into plane waves up to several values of the
wavevector, after which the correlation energy was extrapolated to the asymptotic
limit of infinite cutoffs103,104. Integration of the response function over frequency
space100 was performed using eight frequency points. For the contribution of single
excitations, we needed to optimize wavefunctions, which were determined by
means of a blocked Davidson iteration scheme using up to 10 iterations per band.
Convergence was assumed as soon as the change in energy eigenvalue had
decreased by a factor 1000.
Using the above settings, we estimate the numerical error bar on our RPA lp-np
energy difference to be 3.5 kJ mol−1. Increasing the number of k-points for the
MIL-53(Al) lp EXX energy from 3 × 8 × 5 to 4 × 10 × 6 yielded a difference of only
6 µeV, and going from 2 × 3 × 3 / 2 × 3 × 2 to 2 × 5 × 5 / 2 × 5 × 3 (with a cutoff of
400 eV) changed the RPA correlation energy difference between the lp and the np
phase by 8 meV. Singles contributions were found to display a similar convergence
behavior as the EXX energy, leading to an estimated 0.2 meV difference between
3 × 5 × 5 / 3 × 5 × 3 and 3 × 8 × 8 / 3 × 8 × 5 k-grids. Raising the cutoff energy did
not significantly change the relative stability of the lp and np phase: going from
600 eV to 700 eV changed the EXX energy difference by 2 meV, the RPA energy
difference by 0.5 meV and the singles energy difference by 0.01 eV. The largest
influence was found to be the reference determinant for the non-self-consistent
RPA calculations. Changing the starting orbitals from SCAN to PBE affects the lp-
np energy difference by 0.03 eV and the singles contribution by 0.015 eV. The latter
error bar also captures deviations due to using a Davidson optimization rather
than an exact diagonalization. Differences due to this approach were not
larger than 2 meV in the neighborhood of the np volume. When assuming all
error contributions to be largely independent, we arrive at a total of 36 meV or
3.5 kJ mol−1 on the energy difference between the lp and np phase.
Note that the proposed error bar of 3.5 kJ mol−1 only captures numerical effects
and does not consider the limitations of the RPA+ SE theory itself. From the
viewpoint of many-body perturbation theory, RPA only sums ring diagrams which
describe the nonlocal coupling between quantum charge fluctuations. This gives
rise to a systematic underbinding105. Several methods have therefore been
proposed to include other diagrammatic contributions (e.g., 106,107). Specifically,
different approaches exist to account for the effect of single excitations47,48. This
may give rise to additional uncertainty. Unfortunately, it is difficult to estimate the
magnitude of these errors for MIL-53(Al). Since DFT polarizabilities are typically
within a few percent of experimental data and coupled-cluster results108, the
leading RPA error is expected to stem from an overestimation of the Pauli
repulsion due to the use of DFT orbitals for the exchange, which we captured by
taking into account single excitations. A rough estimate of the residual error can be
obtained by comparing our results to the hybrid approach proposed by Ren et al.,
which involves calculating the Hartree-Fock exchange fully self-consistently48. This
results in a 10.8 kJ mol−1 lp-np energy difference, i.e., a 3.1 kJ mol−1 difference
from our previously reported RPA+ SE result. We therefore expect theory-based
errors to be of the same order as the numerical errors. The limited size of the total
error is also corroborated by the good agreement of the predicted lp-np crossing
temperatures compared to experiment when an RPA+ SE reference is used (see
Table 1 and Fig. 3).
Although it has recently become possible to calculate RPA forces within the
VASP PAW formalism109, structural relaxations of the MIL-53(Al) unit cell are
still beyond the capabilities of current computing infrastructures. We have
therefore performed single-point RPA+ SE calculations on top of DFT-optimized
crystal structures. We selected PBE+D3(BJ) for crystal structure generation
(Supplementary Data 1 and 2) as this method not only yields good geometries, but
also provides reasonable lp-np energy differences and volumes at an acceptable cost
(Supplementary Data 1 and 2). We investigated the sensitivity of the RPA+ SE lp-
np energy difference by testing lp and np geometries from vdW-DF2 and HSE06
+D3(BJ) and the influence on the relative stability was within the RPA+ SE error
bar (Supplementary Table 18 in Supplementary Note 5).
Code availability. The VASP code can be licensed from the University of Vienna
(see the FAQ section on https://www.vasp.at/).
Data availability
The authors declare that all data supporting the findings of this study are available
within the paper and the Supplementary Files, or available from the authors upon
request.
Received: 15 February 2018 Accepted: 25 October 2018
References
1. Schneemann, A. et al. Flexible metal-organic frameworks. Chem. Soc. Rev. 43,
6062–6096 (2014).
2. Coudert, F.-X. Responsive metal-organic frameworks and framework
materials: under pressure, taking the heat, in the spotlight, with friends. Chem.
Mater. 27, 1905–1916 (2015).
3. Horike, S., Shimomura, S. & Kitagawa, S. Soft porous crystals. Nat. Chem. 1,
695–704 (2009).
4. Vanduyfhuys, L. et al. Thermodynamic insight into stimuli-responsive
behavior of soft porous crystals. Nat. Commun. 9, 204 (2018).
5. Furukawa, H., Cordova, K. E., O’Keeffe, M. & Yaghi, O. M. The chemistry and
applications of metal-organic frameworks. Science 341, 1230444 (2013).
6. Slater, A. G. & Cooper, A. I. Porous materials. Function-led design of new
porous materials. Science 348, aaa8075 (2015).
7. Liu, Y. et al. Reversible structural transition in MIL-53 with large temperature
hysteresis. J. Am. Chem. Soc. 130, 11813–11818 (2008).
8. Loiseau, T. et al. A rationale for the large breathing of the porous aluminum
terephthalate (MIL-53) upon hydration. Chem. Eur. J. 10, 1373-1382
(2004).
9. Carrington, E. J. et al. Solvent-switchable continuous-breathing behaviour in a
diamondoid metal-organic framework and its influence on CO2 versus CH4
selectivity. Nat. Chem. 9, 882–889 (2017).
10. Mason, J. A. et al. Methane storage in flexible metal-organic frameworks with
intrinsic thermal management. Nature 527, 357–361 (2015).
11. Yot, P. G. et al. Metal-organic frameworks as potential shock absorbers: the
case of the highly flexible MIL-53(Al). Chem. Commun. 50, 9462–9464 (2014).
12. Yot, P. G. et al. Large breathing of the MOF MIL-47(VIV) under mechanical
pressure: a joint experimental-modelling exploration. Chem. Sci. 3, 1100–1104
(2012).
13. Horcajada, P. et al. Metal-organic frameworks in biomedicine. Chem. Rev.
112, 1232–1268 (2012).
14. Li, J. R., Sculley, J. & Zhou, H. C. Metal-organic frameworks for separations.
Chem. Rev. 112, 869–932 (2012).
15. Kim, J. Y. et al. Selective hydrogen isotope separation via breathing transition
in MIL-53(Al). J. Am. Chem. Soc. 139, 17743–17746 (2017).
16. Kreno, L. E. et al. Metal-organic framework materials as chemical sensors.
Chem. Rev. 112, 1105–1125 (2012).
17. Sambe, L. et al. Programmable polymer-based supramolecular temperature
sensor with a memory function. Angew. Chem. Int. Ed. 53, 5044–5048 (2014).
18. Brites, C. D. S. et al. Thermometry at the nanoscale. Nanoscale 4, 4799–4829
(2012).
ARTICLE NATURE COMMUNICATIONS | DOI: 10.1038/s41467-018-07298-4
8 NATURE COMMUNICATIONS |          (2018) 9:4899 | DOI: 10.1038/s41467-018-07298-4 | www.nature.com/naturecommunications
19. Mura, S., Nicolas, J. & Couvreur, P. Stimuli-responsive nanocarriers for drug
delivery. Nat. Mater. 12, 991–1003 (2013).
20. Henke, S., Schneemann, A. & Fischer, R. A. Massive anisotropic thermal
expansion and thermo-responsive breathing in metal-organic frameworks
modulated by linker functionalization. Adv. Funct. Mater. 23, 5990–5996
(2013).
21. Huang, Y.-G. et al. Superior thermoelasticity and shape-memory nanopores in
a porous supramolecular organic framework. Nat. Commun. 7, 11564 (2016).
22. Matsuda, R. et al. Temperature responsive channel uniformity impacts on
highly guest-selective adsorption in a porous coordination polymer. Chem. Sci.
1, 315–321 (2010).
23. Zhang, J.-P., Lin, Y.-Y., Zhang, W.-X. & Chen, X.-M. Temperature- or guest-
induced drastic single-crystal-to-single-crystal transformations of a
nanoporous coordination polymer. J. Am. Chem. Soc. 127, 14162–14163
(2005).
24. Collings, I. E. et al. Homologous critical behavior in the molecular frameworks
Zn(CN)2 and Cd(imidazolate)2. J. Am. Chem. Soc. 135, 7610–7620 (2013).
25. Wharmby, M. T. et al. Extreme flexibility in a zeolitic imidazolate framework:
porous to dense phase transition in desolvated ZIF-4. Angew. Chem. Int. Ed.
54, 6447–6451 (2015).
26. Schneemann, A. et al. Different breathing mechanisms in flexible pillared-
layered metal-organic frameworks: impact of the metal center. Chem. Mater.
30, 1667–1676 (2018).
27. Sakata, Y. et al. Shape-memory nanopores induced in coordination
frameworks by crystal downsizing. Science 339, 193–196 (2013).
28. Shivanna, M. et al. Readily accessible shape-memory effect in a porous
interpenetrated coordination network. Sci. Adv. 4, eaaq1636 (2018).
29. Joaristi, A. M., Juan-Alcañiz, J., Serra-Crespo, P., Kapteijn, F. & Gascon, J.
Electrochemical synthesis of some archetypical Zn2+, Cu2+, and Al3+ metal
organic frameworks. Cryst. Growth Des. 12, 3489–3498 (2012).
30. Mounfield, W. P. III & Walton, K. S. Effect of synthesis solvent on the
breathing behavior of MIL-53(Al). J. Colloid Interface Sci. 447, 33–39
(2015).
31. Moran, C. M., Joshi, J. N., Marti, R. M., Hayes, S. E. & Walton, K. S.
Structured growth of metal-organic framework MIL-53(Al) from solid
aluminum carbide precursor. J. Am. Chem. Soc. 140, 9148–9153 (2018).
32. Fischer, M., Schwegler, J., Paula, C., Schulz, P. S. & Hartmann, M. Direct
synthesis of non-breathing MIL-53(Al)(ht) from a terephthalate-based ionic
liquid as linker precursor. Dalton Trans. 45, 18443–18446 (2015).
33. Liu, D. et al. Impact of moderative ligand hydrolysis on morphology evolution
and the morphology-dependent breathing effect performance of MIL-53(Al).
CrystEngComm 20, 2102–2111 (2018).
34. Cheetham, A. K., Kieslich, G. & Yeung, H. H. Thermodynamic and kinetic
effects in the crystallization of metal-organic frameworks. Acc. Chem. Res. 51,
659–667 (2018).
35. Wilmer, C. E. et al. Large-scale screening of hypothetical metal-organic
frameworks. Nat. Chem. 4, 83–89 (2012).
36. Moghadam, P. Z. et al. Computer-aided discovery of a metal-organic
framework with superior oxygen uptake. Nat. Commun. 9, 1378 (2018).
37. Vogiatzis, K. D. et al. Accelerated computational analysis of metal-organic
frameworks for oxidation catalysts. J. Phys. Chem. C 120, 18707–18712
(2016).
38. Simon, C. M. et al. Materials genome in action: identifying the performance
limits for methane storage. Energy Environ. Sci. 8, 1190–1199 (2015).
39. Coudert, F.-X., Boutin, A. & Fuchs, A. H. A thermodynamic description of the
adsorption-induced structural transitions in flexible MIL-53 metal-organic
framework. Mol. Phys. 112, 1257–1261 (2014).
40. Walker, A. M. et al. Flexibility in a metal-organic framework controlled by
weak dispersion forces: the bistability of MIL-53(Al). Angew. Chem. Int. Ed.
49, 7501–7503 (2010).
41. Bennett, T. D., Cheetham, A. K., Fuchs, A. H. & Coudert, F.-X. Interplay
between defects, disorder and flexibility in metal-organic frameworks. Nat.
Chem. 9, 11–16 (2017).
42. Eshuis, H., Bates, J. E. & Furche, F. Electron correlation methods based on the
random phase approximation. Theor. Chem. Acc. 131, 1084 (2012).
43. Harl, J. & Kresse, G. Accurate bulk properties from approximate many-body
techniques. Phys. Rev. Lett. 103, 056401 (2009).
44. Ren, X., Rinke, P., Joas, C. & Scheffler, M. Random-phase approximation and
its applications in computational chemistry and materials science. J. Mater.
Sci. 47, 7447–7471 (2012).
45. Schimka, L., Gaudoin, R., Klimeš, J., Marsman, M. & Kresse, G. Lattice
constants and cohesive energies of alkali, alkaline-earth, and transition metals:
random phase approximation and density functional theory results. Phys. Rev.
B 87, 214102 (2013).
46. Klimeš, J. Lattice energies of molecular solids from the random phase
approximation with singles correction. J. Chem. Phys. 145, 094506 (2016).
47. Klimeš, J., Kaltak, M., Maggio, E. & Kresse, G. Singles correlation energy
contributions in solids. J. Chem. Phys. 143, 102816 (2015).
48. Ren, X., Tkatchenko, A., Rinke, P. & Scheffler, M. Beyond the random-phase
approximation for the electron correlation energy: the importance of single
excitations. Phys. Rev. Lett. 106, 153003 (2011).
49. Reilly, A. M. & Tkatchenko, A. Role of dispersion interactions in the
polymorphism and entropic stabilization of the aspirin crystal. Phys. Rev. Lett.
113, 055701 (2014).
50. Mendt, M. et al. Structural phase transitions and thermal hysteresis in the
metal-organic framework compound MIL-53 as studied by electron spin
resonance spectroscopy. J. Phys. Chem. C 114, 19443–19451 (2010).
51. Boutin, A. et al. Breathing transitions in MIL-53(Al) metal-organic framework
upon xenon adsorption. Angew. Chem. Int. Ed. 48, 8314–8317 (2009).
52. Boutin, A. et al. The behavior of flexible MIL-53(Al) upon CH4 and CO2
adsorption. J. Phys. Chem. C 114, 22237–22244 (2010).
53. Bokdam, M., Lahnsteiner, J., Ramberger, B., Schäfer, T. & Kresse, G. Assessing
density functionals using many body theory for hybrid perovskites. Phys. Rev.
Lett. 119, 145501 (2017).
54. Liu, X., Hermann, J. & Tkatchenko, A. Communication: many-body
stabilization of non-covalent interactions: structure, stability, and mechanics
of Ag3Co(CN)6 framework. J. Chem. Phys. 145, 241101 (2016).
55. Reilly, A. M. & Tkatchenko, A. van der Waals dispersion interactions in
molecular crystals: beyond pairwise additive. Chem. Sci. 6, 3289–3301 (2015).
56. von Lilienfeld, O. A. & Tkatchenko, A. Two- and three-body interatomic
dispersion energy contributions to binding in molecules and solids. J. Chem.
Phys. 132, 234109 (2010).
57. Moellmann, J. & Grimme, S. DFT-D3 study of some molecular crystals. J.
Phys. Chem. C 118, 7615–7621 (2014).
58. Sun, J. et al. Accurate first-principles structures and energies of diversely
bonded systems from an efficient density functional. Nat. Chem. 8, 831–836
(2016).
59. Peng, H., Yang, Z.-H., Perdew, J. P. & Sun, J. Versatile van der Waals density
functional based on a meta-generalized gradient approximation. Phys. Rev. X
6, 041005 (2016).
60. Hermann, J. & Tkatchenko, A. Electronic exchange and correlation in van der
Waals systems: balancing semilocal and nonlocal energy contributions. J.
Chem. Theory Comput. 14, 1361–1369 (2018).
61. Vanduyfhuys, L., Ghysels, A., Rogge, S. M. J., Demuynck, R. & Van
Speybroeck, V. Semi-analytical mean-field model for predicting breathing in
metal-organic frameworks. Mol. Simulat. 41, 1311–1328 (2015).
62. Kavoosi, N. et al. Tailoring adsorption induced phase transitions in the
pillared-layer type metal-organic framework DUT-8(Ni). Dalton Trans. 46,
4685–4695 (2017).
63. Krause, S. et al. The effect of crystallite size on pressure amplification in
switchable porous solids. Nat. Commun. 9, 1573 (2018).
64. Triguero, C., Coudert, F.-X., Boutin, A., Fuchs, A. H. & Neimark, A. V.
Mechanism of breathing transitions in metal-organic frameworks. J. Phys.
Chem. Lett. 2, 2033–2037 (2011).
65. Chen, L. et al. Elucidating the breathing of the metal-organic framework MIL-
53(Sc) with ab initio molecular dynamics simulations and in situ X-ray
powder diffraction experiments. J. Am. Chem. Soc. 135, 15763–15773 (2013).
66. Alvarez, E. et al. The structure of the aluminum fumarate metal-organic
framework A520. Angew. Chem. Int. Ed. 54, 3664–3668 (2015).
67. Senkovska, I. et al. New highly porous aluminium based metal-organic
frameworks: Al(OH)(ndc) (ndc= 2,6-naphthalene dicarboxylate) and Al(OH)
(bpdc) (bpdc= 4,4’-biphenyl dicarboxylate). Microporous Mesoporous Mater.
122, 93–98 (2009).
68. Loiseau, T. et al. Hydrothermal synthesis and crystal structure of a new three-
dimensional aluminum-organic framework MIL-69 with 2,6-
naphthalenedicarboxylate (ndc), Al(OH)(ndc)·H2O. C. R. Chim. 8, 765–772
(2005).
69. Volkringer, C. et al. XRD and IR structural investigations of a particular
breathing effect in the MOF-type gallium terephthalate MIL-53(Ga). Dalton
Trans. 0, 2241–2249 (2009).
70. Chaplais, G. et al. IM-19: a new flexible microporous gallium based-MOF
framework with pressure- and temperature-dependent openings. Phys. Chem.
Chem. Phys. 11, 5241–5245 (2009).
71. Ramaswamy, P. et al. Mechanical properties of a gallium fumarate metal-
organic framework: a joint experimental-modelling exploration. J. Mater.
Chem. A 5, 11047–11054 (2017).
72. Yot, P. G. et al. Mechanical energy storage performance of an aluminum
fumarate metal-organic framework. Chem. Sci. 7, 446–450 (2016).
73. Boutin, A. et al. Temperature-induced structural transitions in the gallium-
based MIL-53 metal-organic framework. J. Phys. Chem. C 117, 8180–8188
(2013).
74. Demuynck, R. et al. Efficient construction of free energy profiles of breathing
metal-organic frameworks using advanced molecular dynamics simulations. J.
Chem. Theory Comput. 13, 5861–5873 (2017).
75. Kresse, G. & Furthmüller, J. Efficient iterative schemes for ab initio total-
energy calculations using a plane-wave basis set. Phys. Rev. B 54, 11169 (1996).
NATURE COMMUNICATIONS | DOI: 10.1038/s41467-018-07298-4 ARTICLE
NATURE COMMUNICATIONS |          (2018) 9:4899 | DOI: 10.1038/s41467-018-07298-4 |www.nature.com/naturecommunications 9
76. Kresse, G. & Joubert, D. From ultrasoft pseudopotentials to the projector
augmented-wave method. Phys. Rev. B 59, 1758 (1999).
77. Lejaeghere, K. et al. Reproducibility in density functional theory calculations
of solids. Science 351, 1415 (2016).
78. Vanpoucke, D. E. P., Lejaeghere, K., Van Speybroeck, V., Waroquier, M. &
Ghysels, A. Mechanical properties from periodic plane wave quantum
mechanical codes: the challenge of the flexible nanoporous MIL-47(V)
framework. J. Phys. Chem. C 119, 23752–23766 (2015).
79. Paier, J., Marsman, M., Hummer, K. & Kresse, G. Screened hybrid density
functional applied to solids. J. Chem. Phys. 124, 154709 (2006).
80. Lee, K., Murray, É. D., Kong, L., Lundqvist, B. I. & Langreth, D. C. Higher-
accuracy van der Waals density functional. Phys. Rev. B 82, 081101 (2010).
81. Perdew, J. P., Burke, K. & Ernzerhof, M. Generalized gradient approximation
made simple. Phys. Rev. Lett. 77, 3865 (1996).
82. Perdew, J. P. et al. Restoring the density-gradient expansion for exchange in
solids and surfaces. Phys. Rev. Lett. 100, 136406 (2008).
83. Sun, J., Ruzsinszky, A. & Perdew, J. P. Strongly constrained and appropriately
normed semilocal density functional. Phys. Rev. Lett. 115, 036402 (2015).
84. Zhao, Y. & Truhlar, D. G. A new local density functional for main-group
thermochemistry, transition metal bonding, thermochemical kinetics, and
noncovalent interactions. J. Chem. Phys. 125, 194101 (2006).
85. Becke, A. D. Density-functional exchange-energy approximation with correct
asymptotic behavior. Phys. Rev. A 38, 3098–3100 (1988).
86. Krukau, A. V., Vydrov, O. A., Izmaylov, A. F. & Scuseria, G. E. Influence of
the exchange screening parameter on the performance of screened hybrid
functionals. J. Chem. Phys. 125, 224106 (2006).
87. Lee, C., Yang, W. & Parr, R. G. Development of the Colle-Salvetti correlation-
energy formula into a functional of the electron density. Phys. Rev. B 37,
785–789 (1988).
88. Grimme, S. Semiempirical GGA-type density functional constructed with a
long-range dispersion correction. J. Comput. Chem. 27, 1787–1799 (2006).
89. Grimme, S., Antony, J., Ehrlich, S. & Krieg, H. A consistent and accurate ab
initio parametrization of density functional dispersion correction (DFT-D) for
the 94 elements H-Pu. J. Chem. Phys. 132, 15104 (2010).
90. Grimme, S., Ehrlich, S. & Goerigk, L. Effect of the damping function in
dispersion corrected density functional theory. J. Comput. Chem. 132,
1456–1465 (2011).
91. Tkatchenko, A. & Scheffler, M. Accurate molecular van der Waals interactions
from ground-state electron density and free-atom reference data. Phys. Rev.
Lett. 102, 073005 (2009).
92. Ambrosetti, A., Reilly, A. M., DiStasio, R. A. Jr. & Tkatchenko, A. Long-range
correlation energy calculated from coupled atomic response functions. J.
Chem. Phys. 140, 18A508 (2014).
93. Bučko, T., Lebègue, S., Gould, T. & Ángyán, J. G. Many-body dispersion
corrections for periodic systems: an efficient reciprocal space implementation.
J. Phys. Condens. Matter 28, 045201 (2016).
94. Gould, T., Lebègue, S., Ángyán, J. G. & Bučko, T. A fractionally ionic approach
to polarizability and van der Waals many-body dispersion calculations. J.
Chem. Theory Comput. 12, 5920–5930 (2016).
95. Tkatchenko, A., DiStasio, R. A. Jr., Car, R. & Scheffler, M. Accurate and
efficient method for many-body van der Waals interactions. Phys. Rev. Lett.
108, 236402 (2012).
96. Vinet, P., Ferrante, J., Rose, J. H. & Smith, J. R. Compressibility of solids. J.
Geophys. Res. 92, 9319–9325 (1987).
97. Axilrod, B. M. & Teller, E. Interaction of the van der Waals type between three
atoms. J. Chem. Phys. 11, 299–300 (1943).
98. Muto, Y. Force between nonpolar molecules, Proc. Phys. Math. Soc. Jpn. 17,
629–631 (1943).
99. Togo, A. & Tanaka, I. First principles phonon calculations in materials
science. Scr. Mater. 108, 1–5 (2015).
100. Kaltak, M., Klimeš, J. & Kresse, G. Low scaling algorithms for the random
phase approximation: imaginary time and Laplace transformations. J. Chem.
Theory Comput. 10, 2498–2507 (2014).
101. Kaltak, M., Klimeš, J. & Kresse, G. Cubic scaling algorithm for the random
phase approximation: self-interstitials and vacancies in Si. Phys. Rev. B 90,
054115 (2014).
102. Bates, J. E., Mezei, P. D., Csonka, G. I., Sun, J. & Ruzsinszky, A. Reference
determinant dependence of the random phase approximation in 3d transition
metal chemistry. J. Chem. Theory Comput. 13, 100–109 (2017).
103. Harl, J., Schimka, L. & Kresse, G. Assessing the quality of the random phase
approximation for lattice constants and atomization energies of solids. Phys.
Rev. B 81, 115126 (2010).
104. Harl, J. & Kresse, G. Cohesive energy curves for noble gas solids calculated by
adiabatic connection fluctation-dissipation theorem. Phys. Rev. B 77, 045136
(2008).
105. Furche, F. Molecular tests of the random phase approximation to the
exchange-correlation energy functional. Phys. Rev. B 64, 195120 (2001).
106. Ren, X., Rinke, P., Scuseria, G. E. & Scheffler, M. Renormalized second-order
perturbation theory for the electron correlation energy: concept,
implementation, and benchmarks. Phys. Rev. B 88, 035120 (2013).
107. Maggio, E. & Kresse, G. Correlation energy for the homogeneous electron gas:
exact Bethe-Salpeter solution and an approximate evaluation. Phys. Rev. B 93,
235113 (2016).
108. Hait, D. & Head-Gordon, M. How accurate are static polarizability predictions
from density functional theory? An assessment over 132 species at equilibrium
geometry. Phys. Chem. Chem. Phys. 20, 19800–19810 (2018).
109. Ramberger, B., Schäfer, T. & Kresse, G. Analytic interatomic forces in the
random phase approximation. Phys. Rev. Lett. 118, 106403 (2017).
Acknowledgements
This work is supported by the Fund for Scientific Research Flanders (FWO). V.V.S.
acknowledges funding from the European Union’s Horizon 2020 research and innova-
tion program (consolidator ERC grant agreement No. 647755 - DYNPOR (2015-2020)).
The work is furthermore supported by the Research Board of Ghent University (BOF)
and BELSPO in the frame of IAP/7/05. The computational resources and services used in
this work were provided by VSC (Flemish Supercomputer Center), funded by Ghent
University, FWO and the Flemish Government department EWI. We also want to
acknowledge L. Vanduyfhuys, S.M.J. Rogge, S. De Waele, M. Marsman, J. Sun and T.
Bučko for their valuable input and discussions.
Author contributions
All authors contributed to exchanging ideas, were involved in the discussion of the results
and in writing the manuscript. The overall coordination of the research was done by V.V.
S. The DFT simulations were performed by J.W. and K.L. The RPA+ SE calculations
were done by K.L. guided by G.K.
Additional information
Supplementary Information accompanies this paper at https://doi.org/10.1038/s41467-
018-07298-4.
Competing interests: The authors declare no competing interests.
Reprints and permission information is available online at http://npg.nature.com/
reprintsandpermissions/
Publisher’s note: Springer Nature remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.
Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative
Commons license, and indicate if changes were made. The images or other third party
material in this article are included in the article’s Creative Commons license, unless
indicated otherwise in a credit line to the material. If material is not included in the
article’s Creative Commons license and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder. To view a copy of this license, visit http://creativecommons.org/
licenses/by/4.0/.
© The Author(s) 2018
ARTICLE NATURE COMMUNICATIONS | DOI: 10.1038/s41467-018-07298-4
10 NATURE COMMUNICATIONS |          (2018) 9:4899 | DOI: 10.1038/s41467-018-07298-4 | www.nature.com/naturecommunications
