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摘要:为有效实现海量数据的非线性聚类，提出基于 GraphLab 的分布式流式近邻传播算法———GStrAP(GraphLab
based stream affinity propagation)。该算法将数据抽象为有向无环图模型，采用“Gather-Apply-Scatter”的模式完成
数据同步和算法迭代。在人工合成流形数据 3D Clusters、Aggregation、Flame 和 Pathbased 数据集上分别采用不同
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Abstract: A distributed affinity propagation algorithm based on GraphLab was proposed，which was named GStrAP
(Graphlab based stream affinity propagation) ． In GraphLab's DAG abstraction，the parallel computation was represen-
ted as a directed acyclic graph with data flowing along edges between vertices，and the“Gather-Apply-Scatter”para-
digm was applied to complete data synchronization and algorithm's iteration． The experimental results on 3D Clusters，
Aggregation，Flame and Pathbased datasets with different scale and the clustering performance were compared with K-
means，which demonstrated that the proposed GStrAP could achieve high performance on both scalability and accuracy．





















































的性能瓶颈。GraphLab 将数据抽象成 Graph 结构:







Master 节点和 Mirror 节点的通信完成最终的计算。
其中，集群中的一台机器作为 Master 节点，其余机器
上作为 Mirror。Master 作为所有 Mirror 的管理者，负
责给 Mirror 安排具体计算任务，Mirror 作为节点在各
台机器上的代理执行者，与 Master 数据的保持同步。
该模 型 将 计 算 抽 象 为 3 个 子 过 程: Gather、




图 1 Gather 阶段:收集当前节点的邻接节点信息
Fig． 1 Gather phase: accumulate information from the current
vertex's neighborhoods
在 Apply 阶段，如图 2 所示:
图 2 Apply 阶段:用邻接节点的信息更新当前节点的信息
Fig． 2 Apply phase: apply the accumulated information from
neighborhoods to update the current vertex
Mirror 将 Gather 阶段的计算结果发送给 Mas-
ter，即 Gather 阶段计算完成之后，Master 进行汇总
并更新 Master 节点的数据，如工作顶点 ν 的顶点信
息和边信 息 等。接 着 顶 点 更 新 后 的 信 息 同 步 到
Mirror 上。
最后，在 Scatter 阶段，如图 3 所示，更新当前工
作节点的邻接节点的边上的数据，并通知对其有依
赖的邻接顶点更新状态。完整 GAS 过 程 如 图 4
所示。
图 3 Scatter 阶段:更新邻接节点的边上信息和节点自身的
信息
Fig． 3 Scatter phase: update information of neighborhoods'
edges and the current vertex's information
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图 4 GraphLab 的 Gather-Apply-Scatter 模型






假设 E = { e1，…，eN} 为 N 个样本，d( i，j) 表示










其中，S ( e i，e δ( i) ) =
－ d( i，j)，if i≠j;
－ s * ，else{ 。 偏 好 系 数
s * ≥0。χ i［δ］=
∞，if δ(δ( i))≠δ( i);
0，else{ 。 ，即如果样
本 e i 被其他样本选为代表点(examplar)，那么 e i 的
代表点为自身，χ i［δ］= ∞，否则为 0。
公式(1) 通过消息传播(信念传播) 算法求解，
其中涉及两种信息参数:r( i，k) ( responsibility) 是样
本 εi 指向样本 εk，代表 εk 积累的证据，用来表示 εk
适合作为 εi 的聚类代表点的程度。a( i，k) (availa-
bility)是从样本 εk 指向 εi 积累的证据，用来表示 εi
选择 εk 作为聚类代表点的合适程度。初始时，r( i，
k)和 a( i，k)设置为 0，此后根据以下规则更新:
r( i，k) = S(e i，e k) － max k'，k'≠k{a( i，k') +
S(e i + e'k)}， (2)










最后，样本 εi 的代表点 σ(e i)的下标定义如下:
σ( i) = arg max{ r( i，k) + a( i，k)，k = 1…N}，(6)
算法迭代到指定最大迭代次数或者代表点在一定迭
代次数后不变时停止。
2 基于 GraphLab 的分布式近邻传播
聚类
根据上一节对近邻传播聚类算法思想的分析，
基于 GraphLab 并行化更新公式(2) ～ (5)需要两次
迭代:
(1) 更新 r( i，k)和 r(k，k)
(a) Gather
计算与顶点 Y 通过入边相连接的所有顶点之
间 a( i，k') + s( i，k') 最大的值，记为 max，以及第二
大值，记为 second-max-value，如表 1 所示。
(b) Apply




所有边的 r( i，k)值，如表 3 所示。
(2)更新 a( i，k)和 a(k，k)
(a) Gather
对 顶 点 Y 通 过 出 边 相 连 的 所 有 顶 点 求
∑
i'，i'≠k
max{0，r( i'，k)}，记为 sum，如表 1。
(b) Apply




所有边的 a( i，k)值，如表 3 所示。
表 1 基于 GraphLab 的近邻传播算法的 Gather 阶段
Table 1 The Gather phase of GStrAP
Gather(vertex，edge，damping)
1． input: a center vertex and one subset of theedges connected to it
2． output: an intermediate result of max andsecond-max-value
3． Begin
4． max = 0，second-max-value = 0，sum = 0
5． if update r(k，k) and r( i，k)
if (edge． r + edge． a ＞ max)
6． second-max-value = max;
max = edge． r + edge． a;
If (edge． r + edge． a ＜ = max and edge． r +
7． edge． a ＞ = second-max-value)
second-max-value = edge． r + edge． a;
8． if update a(k，k) and a( i，k)
9． sum + =max(edge． r，0. 0)
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表 2 基于 GraphLab 的近邻传播算法的 Apply 阶段
Table 2 The Apply phase of GStrAP
Apply(vertex，max，second-max-value，sum，damping)
1． input: a center vertex，max，second-max-value，and the sum calculated by Gather phase
2． output: the updated vertex
3． Begin
4． old_r = vertex． r，old_a = vertex． a
5． if update r(k，k)
if (max is from vertex itself)
6． vertex． r = vertex． s + second-max-value;
max = edge． r + edge． a;
7． If (max is not from vertex itself)vecrtex． r = vertex． s + max;
8． vertex． r = (1 － damping) * vertex． r +damping * old_r;
8． if update a(k，k)
9． vertex． a = sum;
10． vertex． a = (1 － damping) * vertex． a +damping * old_a;
表 3 基于 GraphLab 的近邻传播算法的 Scatter 阶段
Table 3 The Scatter phase of GStrAP
Scatter(vertex，edge，damping)
1． input: a center vertex and one subset of theedges connected to it
2． output: the updated edge
3． Begin
4． max = 0，second-max-value = 0，sum = 0，old_r =edge． r，old． a = edge． a;
5． if update r( i，k)
6． if (vertex． r + vertex． a ＞ max)edge． r = edge． s － max;
7． If (vertex． r + vertex． a ＜ = max)edge． r = edge． s － second-max-value;
8． edge． r = (1 － damping) * edge． r + damping* old． r;
8． if update a( i，k)
edge． a =min(0. 0，vertex． r －max(0. 0，
9． edge． r));edge． a = (1 － damping) * edge． a +




据 3D Clusters、Aggregation［20］、Flame［21］以及 Path-
based［22］作为数据集。其中 3D Clusters 数据由 N 个
点构成互不重叠 M 个聚类，M 个聚类之间用直线相
连。以 N = 188，M = 3 为例生成的数据如图 5 所示。
图 5 3D Clusters 数据集(样本个数 = 188，聚类中心 = 3)
Fig． 5 3D Clusters dataset( instances = 188，clusters = 3)
Aggregation、Flam 和 Pathbased 数据集的信息
如表 4 所示。
表 4 Aggregation、Flame 和 Pathbased 数据集的信息
Table 4 The informations of Aggregation，Flame and
Pathbased datasets
数据集 样本数 属性数 聚类中心数
Aggregation 788 2 7
Flame 240 2 2
Pathbased 300 2 3
采用的 3D Clusters 数据集的规模分别为1 000，
2 000，4 000 和 8 000。
3. 2 聚类的评价指标
采用同质性(homogeneity)，完整性( complete-
ness)，V-measure［23］，Adjusted Ｒand Index［24］ 以及







1，if H(C，K) = 0;
1 － H(C |K)H(C) ，else{ 。 (7)
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c =
1，if H(K，C) = 0;
1 － H(K |C)H(K) ，else{ 。 (8)




























V-measure 是 Homogeneity 和 Completeness 的
调和平均数，如下定义:
v = 2* (homogeneity * completeness)
(homogeneity + completeness)。 (9)
(4) Adjusted Ｒand Index(AＲI)
Ｒand Index(ＲI)常用在衡量两个聚类之间的相
似度，Adjusted Ｒand Index (AＲI) 是 Ｒand Index 的
改进。
AＲI = (ＲI － expected_ＲI)
(max(ＲI) － expected_ＲI)。 (10)
(5) NMI
对随机变量 X 和 Y，NMI 的定义为 NMI(X，Y) =
I(X，Y)
H(X)H(Y槡 )
，其中 I(X，Y) 是 X 和 Y 之间的互信


























其中 nk 表示聚类结果中第 k 类，Ck(1≤k≤C) 的样
本个数，̂nm 表示真实数据的第 m 类，Lm (1，≤m≤
C) 的 个 数，n ( k，m) 为 Ck 和 Lm 交 集 的 个 数。
NMI(X，Y)值越大，表明聚类效果越好。




图 6 记录 AP(Serial AP)和 GStrAP(Distributed
AP)在不同规模数据集上的运行时间，横坐标为样
本个数，纵坐标为聚类时间，单位 s。原始近邻传播
算法和 GStrAP 均运行于 3. 10 GHz 的 4 核处理器
上，内存为 8 GB。当样本规模较小时，GStrAP 与原
始近邻传播运行时间差不多。当样本规模较大时，
GStrAP 运行时间为原始近邻传播的 2 /C，C 为分布
式集群中工作机子的个数。可以看出，分布式聚类
有效缩短聚类时间。
图 6 不同规模 3D Clusters 数据集上 AP 和 GStrAP 的时间
对比
Fig． 6 Processing time comparison between AP and GStrAP
on 3D Clusters with different size
表 5 记录了在不同规模 3D Clusters 数据集上，
原始近邻传播聚类和 GStrAP 进行 200 次迭代的
结果。
表 5 不同规模数据集上 AP 聚类和 GStrAP 聚类的
时间对比
Table 5 Processing time comparison between AP and GStrAP











1 000 1 000 1 000 000 8. 163 6. 903
2 000 2 000 4 000 000 25. 562 23. 200
4 000 4 000 16 000 000 114. 983 98. 869
8 000 8 000 64 000 000 830. 162 444. 060
为检验 GStrAP 的聚类性能，在 Aggregation、
Flame 和 Pathbased 数据集上分别使用 GStrAP 和
K-means进行对比实验，聚类性能信息如表 6 所示。
表 6 GStrAP 和 K-means 在不同数据集上的聚类性能对比
Table 6 Clustering performance comparison between GStrAP and K-means on different dataset
Dataset Algorithm K Homogeneity Completeness V-measure AＲI NMI
Aggregation
GStrAP 7 0. 879 0. 799 0. 837 0. 703 0. 837
K-means 7 0. 879 0. 797 0. 836 0. 737 0. 836
Flame
GStrAP 2 0. 482 0. 456 0. 468 0. 488 0. 468
K-means 2 0. 475 0. 449 0. 462 0. 500 0. 462
Pathbased
GStrAP 3 0. 509 0. 582 0. 543 0. 458 0. 543
K-means 3 0. 401 0. 634 0. 491 0. 399 0. 491
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4 结语
本研究提出了基于 GraphLab 的分布式流式近
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