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1 Statement of Problem
A diversity is a pair (X ,δ ) where X is a set and δ is a function taking finite subsets of X to R
and satisfying the following axioms: [4]
(i) δ (A)≥ 0 for all A⊂ X
(ii) δ (A) = 0 if and only if |A| ≤ 1
(iii) δ (A∪B)≤ δ (A∪C)+δ (B∪C) wheneverC 6= /0.
Diversities are an extension of the concept of a metric space since for any diversity if we define
d(x,y) = δ ({x,y}) for x,y ∈ X then (X ,d) is a metric space [4]. Work on the mathematics of
diversities has generated new theoretical results, applications, and unexpected links [7, 9, 11,
16, 15, 13, 12, 18].
Just as there is an ℓ1 metric on R
k there is an ℓ1 diversity on R
k defined as
δˆ (A) :=
k
∑
i=1
max
a,b∈A
|ai−bi|
for all finite subsets A of Rk.
Let (X1,δ1) and (X2,δ2) be two diversities. Let φ be a map from X1 to X2. We say φ has
distortion c if there are are c1,c2 > 0 such that c= c1c2 and
1
c1
δ1(A)≤ δ2(φ(A))≤ c2δ1(A)
for all finite A⊆ X1 [5].
Problem: Find a bound f (n) such that for any diversity (X ,δ ) with |X |= n there is a map
φ from (X ,δ ) into an ℓ1 diversity (R
d, δˆ ) with distortion at most f (n).
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As we explain below, the best general bound we have so far is O(n), though this is likely
far from optimal. We know that the bound cannot be better than Ω(logn).
Our problem is the diversity analogue of a well-known problem in the theory of metric
spaces: Find the minimal distortion embedding of a n-point metric space into (Rk,‖ · ‖1) for
any k. Due to a result of Bourgain [3], it is known that the distortion bound in the metric spaces
case is O(logn) and that this can be attained with dimension k = O(logn). This bound is tight
[14].
We know that for the diversity case it is not possible to embed a general n-point diversities
with distortion O(logn) into ℓ1 with dimension k = O(logn) [5]. However, once we remove
the restriction on the dimension, the O(logn) distortion has not been ruled out yet.
The following argument, due to P. Wu, gives an upper bound for the worst distortion of
O(n).
Theorem 1. For all diversities (X ,δ ) where |X | = n there is an embedding φ : X → ℓn1 with
distortion at most n.
Proof. Let (X ,d) be the induced metric of (X ,δ ). Letting X = {x1, . . . ,xn}. Define φ by
φ(x) = (d(x,x1),d(x,x2), . . . ,d(x,xn)).
Then for all A⊆ X we have
nδ (A)≥
n
∑
i=1
max
a,b∈A
d(a,b)≥∑
i
max
a,b∈A
d(a,xi)−d(b,xi) = δˆ (φ(A)),
where the first inequality follows from the monotonicity of δ and the second follows from the
triangle inequality for diversities. Also, for all A⊆ X we have
δˆ (φ(A))≥ ∑
x∈A
max
a,b∈A
d(a,x)−d(b,x) = ∑
x∈A
max
a∈A
d(a,x)≥ ∑
x∈A
d(a0,x)≥ δ (A),
where a0 is any element of A. These two inequalities give distortion at most n. 
There are metric spaces that require Ω(logn) distortion [14]. If we take a diversity that has
this metric as its induced metric, then we cannot embed that diversity with less distortion.
In Section 2 we give a survey of special classes of diversities for which we have upper
bounds better than O(n). In Section 3 we show how two of the techniques that were used
for the metric embedding problem fail for diversities. Section 4 lists some ideas for possible
directions to follow.
2 Special Cases
There are a few special cases where we have tighter upper bounds on the worst case distortion.
See [5] for examples of diversities which can be embedded into ℓ1 with no distortion, as well
as characterisations of these diversities.
2.1 Diameter Diversities
Every metric space (X ,d) induces a diversity (X ,δdiam), where δdiam is the diameter diversity
defined by
δdiam(A) = max
a,b∈A
d(a,b).
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(X ,δdiam) is a diversity, and is in fact the minimal diversity that has d as its induced metric [4]
Let ℓk1 denote R
k equipped with the ℓ1 diversity δˆ . In [5, Prop. 12] we show that any
diameter diversity on n points can be embedded into ℓk1 with distortion O(log
2n) where k =
O(logn). The result uses the ℓ1 embedding result of [14] along with the fact that there is at
most a ratio of k between the diameter diversity and the ℓ1 diversity on ℓ
k
1.
One important example of a diameter diversity is the discrete diversity, given by
δρ(A) =
{
1 |A|> 1
0 otherwise.
2.2 Steiner Diversities
Consider any metric space (X ,d). View the metric space as a complete weighted graph with
vertices X and the weight of edge (u,v) to be d(u,v). The Steiner diversity δS(A) of a finite set
A is the minimal total weight of a tree in the graph whose leaves include the points in A. (X ,δS)
is known as the Steiner diversity of (X ,d), and is the maximal diversity that has (X ,d) as its
induced metric [5].
A simple argument based on a metric approximation result due to [10] gives the following.
We note that the result of [10] was a refinement of an earlier result of Bartal [1, 2].
Theorem 2. Let (X ,d) be a metric space with |X | = n and let (X ,δS) be its Steiner diversity.
Then (X ,δS) has an ℓ1 embedding with distortion O(logn).
Proof. By [10] there is a bijection φ from X to the vertices of a random tree τ with vertex set
X such that for all u,v ∈ X we have d(u,v)≤ dτ(u,v) and E[dτ(u,v)]≤ (logn)d(u,v). (Here E
denotes expectation.)
For all A⊆ X , there is a tree T = (Xφ(A),Eφ(A)) such that T is a subtree connecting φ(A) in
τ and ∑{u,v}∈Eφ(A) dτ(u,v) = δτ(A). Then
δS(A)≤ ∑
{u,v}∈Eφ(A)
d(u,v)≤ ∑
{u,v}∈Eφ(A)
dτ(u,v) = δτ(A).
Likewise, for all A⊆ X , there is a tree T = (VA,EA) such that
δS(A) = ∑
{u,v}∈EA
d(u,v)
(by the definition of the Steiner diversity) which gives
E[δτ(A)]≤ E
[
∑
{u,v}∈EA
dτ(u,v)
]
≤ O(logn) ∑
{u,v}∈EA
d(u,v)
= O(logn)δ (A).
Hence E[δτ(A)]≤O(logn)δ (A).
For each τ we have that δτ can be embedded in ℓ1, see [4]. Hence so can the expectation,
δˆ = Eδτ
and from the above we have that
δ (A)≤ δˆ (A)≤O(logn)δ (A)
for all A. 
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2.3 Hypergraph Steiner
Let H = (V,E ,w) be a hypergraph with a weight function w : E →R. The hypergraph Steiner
diversity δH is defined as the minimum of
w(H ′) = ∑
U∈E (H ′)
w(U)
over all connected sub-hypergraphs of H with A ⊆ V (H ′), with singletons defined to have
diversity zero.
Every diversity on a finite set equals δH for some weighted hypergraph—just use E =
P(V ) and w(U) = δ (U). We bound the embedding distortion for δH in terms of the sizes of
hyperedges in E (H ).
Theorem 3. Let δH be the Hypergraph Steiner diversity for H = (V,E ,w) and suppose that
k =max{|U | :U ∈ E (H )}. Then δH can be embedded in ℓ1 with O(k logn) distortion.
Proof. For each U ∈ E let TU be a spanning tree of the connected graph with vertex set U ,
where each edge in TU has weight w(U). Construct the graph G= (V,E)where E is the disjoint
union
E =
⊎
U∈E
E(TU).
Every connected subgraph ofG gives a connected sub-hypergraph of H with lesser weight,
and every connected sub-hypergraph of H gives a connected subgraph of G with weight at
most (k−1) times larger. It follows that
δH(A)≤ δS(A)≤ (k−1)δH(A)
and the result now follows from Theorem 2. 
2.4 Ball Diversities
Let (X ,d) be any metric space. Define the diversity (X ,δB) by letting δB(A) equal the diameter
of the smallest ball containing A. We call this the ball diversity.
For any A⊆ X we have
δdiam(A)≤ δB(A)≤ 2min
a∈A
max
b∈A
d(a,b)≤ 2δdiam(A)
and so a bound of O(log2 n) distortion for embedding ball diversities in ℓ1 follows from the
diameter diversity case.
2.5 TSP Diversity
Let (X ,d) be any metric space. Define the diversity (X ,δTSP) where δTSP(A) is the length of
the shortest tour through points in A. We then have that
δS(A)≤ δTSP(A)≤ 2δS(A)
so δTSP can be embedded with O(logn) distortion.
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2.6 Partition diversities
Given a partition pi of X we define δpi by
δpi(A) =
{
1 A intersects at least two blocks of pi;
0 otherwise.
This reduces to a split diversity or cut diversity when pi has two blocks [5]. In general, partition
diversities are not ℓ1 embeddable, however they are examples of diameter diversities. Conse-
quently, any non-negative linear combination of partition diversities can be embedded into ℓ1
with O(log2 n) distortion.
2.7 Symmetric Diversities
We say a diversity is symmetric if δ (A) = δ (B) whenever |A|= |B|. Perhaps surprisingly, sym-
metric diversities can be embedded into ℓ1 with a constant factor distortion [6]. A consequence
of this result is that if
δ (A)
δ (B) ≤ K whenever |A| = |B| > 1 then δ can be embedded in ℓ1 with
distortion O(K).
3 Failed Attempts
We have tried two different approaches to the problem, one based on the techniques used in
Bourgain’s proof, and the other based on Bartal’s techniques. Both were unsuccessful, but we
will explain where the problem lies in each case.
3.1 Bourgain’s Method
To summarize Bourgain’s method at a high level [3, 8], suppose we are given a metric (X ,d)
with |X |= n and we want to embed it in ℓk1 for some k. We select a collection of maps φd,A : X→
R for A⊆ X , and a collection of weights cd,A ≥ 0. Then the ℓ1 metric is defined as
dˆ(x,y) = ∑
A⊆X
cd,A|φd,A(x)−φd,A(y)|.
The space (X , dˆ) can be embedded in ℓk1 where k is the number of non-zero cd,A. The φd,A in
the metric case is chosen as φd,A(x) = d(x,A), and the constants cd,A are chosen independently
of d and are 0 unless |A|= 2s for some integer s [8, Thm 10.1.2].
We can imagine following a similar method for diversities. Given a diversity (X ,δ ) with
|X |= n, we select mappings φδ ,A : X → R, and constants cδ ,A ≥ 0. Then we define
δˆ (B) = ∑
A⊆X
cδ ,A max
b1,b2∈B
|φδ ,A(b1)−φδ ,A(b2)|,
which is an ℓ1 diversity. The goal is then to define φδ ,A and cδ ,A to make δˆ close to δ . We now
describe some of the difficulties with making this work for diversities.
Here are three choices we could try for φδ ,A.
1. φδ ,A = δA|A¯ the split diversity for the split A|A¯ [5].
2. φδ ,A = d(A,x) =mina∈A δ ({x,a}).
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3. φδ ,A = δ (A∪{x}).
We consider each in turn.
(1). Any ℓ1 diversity can be written as a non-negative linear combination of the split diver-
sities, so this choice of φδ ,A is just a restatement of the problem.
(2). This choice of φδ ,A only depends on δ through the values δ ({x,a}),x,a ∈ X . In other
words, the φδ ,A only depend on δ through its induced metric. In general cδ ,A may also depend
on δ , and in this is, as far as we know, a possible approach to the problem. But if we restrict
ourselves to constants independent of δ , cA for A ⊆ X , have a stronger restriction. With this
choice, any two diversities with the same induced metric will yield the same embedded diversity
δˆ . This puts a constraint on how good the worst case distortion between δ and δˆ can be. To see
this, let δρ be the discrete diversity on n points that assigns value 1 to all sets with two or more
elements. Let δc be given by δ2(A) = |A| − 1 for |A| ≥ 2. δρ and δc have the same induced
metric, and so δˆ would be identical for them. But δρ(X) = 1 and δc(X) = n−1 so δˆ (X) must
be off at least one of them by a factor of
√
n−1 or greater. So the best worst case distortion for
this method is at least O(
√
n). We don’t know if this is attainable.
(3). The choice φδ ,A(x) = δ (A∪ {x}) looks promising in that it potentially uses all the
information about the diversity. We get
δˆ (B) = ∑
A⊆X
cA max
b1,b2∈B
δ (A∪{b1})−δ (A∪{b2}).
To get an idea of how this works, we apply it to the diversity δρ from the previous case. Most
terms are 0 and we get
δˆ (B) = ∑
a∈X
cδρ ,{a} max
b1,b2∈B
δρ({a,b1})−δρ({a,b2})
= ∑
a∈X
cδρ ,{a}1a∈B,|B|≥2
= 1|B|≥2 ∑
a∈B
cδρ ,{a} = δ (B) ∑
a∈B
cδρ ,{a}.
Suppose we have
δˆ (B)≤ δ (B)≤ g(n)δˆ(B).
Taking B= X this gives:
∑
a∈X
cδρ ,{a} ≤ 1.
Taking B= {a1,a2}, a1 6= a2 gives
1≤ g(n)(cδρ ,{a1}+ cδρ ,{a2})
Summing this over ⌊n/2⌋ pairs of distinct points in X gives
⌊n/2⌋ ≤ g(n) ∑
a∈X
cδρ ,{a} ≤ g(n).
So g(n) is at least O(n). So this choice of φδ ,A cannot give us better results than the bound we
already have.
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3.2 Bartal’s Method
Bartal’s method [1, 2], and as later refined in [10], relies on embedding a metric space (X ,d)
in a random tree metric. Since tree metrics are ℓ1, a random tree metric is also ℓ1 (being a
positive linear combination of tree metrics). These proofs work by randomly and hierarchically
building a tree corresponding to the set X such that tree metric dominates d and, for each pair
of nodes x,y, the expected distance is within O(logn) of d(x,y).
The problemwith this approach for diversities can be seen easily. We again use the diversity
δρ from above, where δρ(A) = 1 whenever |A| ≥ 2. Since δρ is a diameter diversity, we know
it can be approximated with an ℓ1 diversity with distortion O(log
2 n). But the best we can do
with a phylogenetic diversity (the equivalent of a tree diversity) is much worse.
Proposition 1. Let (X ,δρ) be the diversity with |X |= n and δρ(A) = 1 for all |A| ≥ 2. Let δτ
be a random phylogenetic diversity with
δρ(A)≤ δt(A), and Eδt(A)≤ g(n)δρ(A)
for all A⊆ X. Then g(n)≥ ⌊n/2⌋.
Proof. Let Lt be the length of the tree δt . By Corollary 5.18 and Theorem 5.6.2 in [17] there
are m = ⌊n/2⌋ pairs of vertices such that the paths joining each pair are disjoint. Denoting
these pairs (a1,b1), . . . ,(am,bm), we have that Lt ≥ ∑mi=1 d(ai,bi) = ∑mi=1δt({ai,bi}) ≥ m. On
the other hand,
m≤ ELt = Eδt(X)≤ g(n)δρ(X) = g(n).
So g(n)≥ ⌊n/2⌋. 
4 Other ideas
1. Every diversity (X ,δ ) with a given induced metric (X ,d) satisfies the inequalities
δdiam(A)≤ δ (A)≤ δS(A).
We have shown that Bourgain’s approach embeds δdiam with small distortion, but ap-
plying the metric result directly does appear to give an embedding for δS. On the other
hand, Bartal’s approach embeds δS, but does not successfully embed all diameter diversi-
ties. Is some hybrid approach possible, perhaps one which applies Bartal’s approach but
switches to a Bourgain approach for some subproblems?
2. Expander graphs have proven to be a good source for lower bounds on the distortion re-
quired to embed metrics in ℓ1. Expander hypergraphs are far less understood, but perhaps
analogous arguments could be used to obtain lower bounds on the distortion of diver-
sities, particularly given the connections between diversity embedding and hypergraph
sparsest cut established in [5].
3. The embedding used to prove Theorem 1 was derived completely from the induced met-
ric. We know that we cannot obtain a distortion bound in this way that is better than
Ω(
√
n), as we showed in Part 2 of our discussion of Bourgain’s approach. We conjecture
that there exists an embedding based solely on the induced metric which nevertheless
achieves an O(
√
n) distortion bound for all diversities.
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