To estimate the correct size of population, estimations of population sizing have been used in genetic algorithms (GAs). The estimation considers a test function being optimized, a representation of individuals, and a character of used operators. By means of the estimation model the right population size is identified while taking into account the final overall quality of individuals. As far as the comparison of theoretical results with real runs of GAs is concerned, several factors which influence mutual correspondence have been faced. The main factors, such as GA operators and values of GA parameters are addressed in the paper. Major issues are tested against the estimation model, some irregularities of experiments are discussed, and clearly new ways of next research come up.
Introduction
There have been several significant attempts made on population sizing. Holland [3, 4] idealized the process in a GA as a cluster of parallel and interconnected 2 k -armed bandit problems. Holland's Bandit Problem was extended by De Jong [5] in the equation for population sizing. This was representing the basic noise-to-signal equation. Although the equation was not extended in De Jong's dissertation, it gave a first assessment on the population sizing problem.
In [8] , the statistical decision theory was exercised. The authors were modeling a GA run as competitions between the best and the second best BBs 1 (building blocks). Every BB was built-up from m partitions of order k. Order k means how many cells are in every single partition. Two BBs were represented with their mean fitnesses and fitness variances. One of the outputs of the research [8] was that 1 BBs are highly fit schemata of low defining length and low-order that are sampled, recombined and resampled to form strings of potentially higher fitness. The highlights are reviewed: (i) the GA is processing BBs, (ii) the GA ensures the growth of the necessary BBs, (iii) the GA supplies enough BBs in the initial population, (iv) the GA ensures the mixing of the BBs properly and (v) the GA solves problems that are BBs tractable and decides well among competing BBs. the probability of the right choice in a single trial of a problem (with m equally sized partitions) is
where Φ is the cumulative normal distribution function (CDF), σ 2 bb is the average BB variance of the partition that is being considered, m is a number of competing partitions (m = m − 1), and d is the fitness difference between the best and the second best BBs.
In [10] , the authors used the well-known the Gambler's Ruin Problem (also one-dimensional random walk) with absorbing barriers at x = 0 and x = β representing convergence to the wrong (0 represents gambler's bankruptcy) and the right solutions (β, β > 0 representing a win of all opponent's money), respectively. Variables p and 1 − p are probabilities that the best BB takes over the second best and vice versa. An initial seed defined as x 0 = n 2 k (of k order) was used, and the functional analogy between GAs and the Gambler's Ruin Problem postulated several conditions as follows: First, the competition takes place between the best and the second best BBs in a partition. Second, crossover and mutation do not destroy significant number of BBs. Third, boundaries of the random walk are absorbing. The well-known equation 2 [9] was employed to get the quality of a solution as the number of m partitions converged to the right BBs.
where P bb is a percentage of well-converged partitions. The initial population size is x 0 = n/2 k , because it represents expected number of copies of the correct BB in a randomly generated population n. Probability p holds that p > 0.5 while the mean fitness of the best BB is greater than the second best BB. The probability p must be obtained from the equation (1). 2 A result from the theory of random walk is that a particle will be eventually captured by the absorbing barrier at x = β. The captured particle in the theory of random walk that reflects the partition of interest contains β copies of the correct BBs in the GA world. This paper is closely based on [11] . But the original paper was revisited as relevant experiments were re-run, changed and extended.
Several contributing publications have appeared on the topic since 2006 [1, 2, 6, 7, 12] . Some of them are quite new and inspiring ones.
Behaviour of GRM
We experimented with three population sizing models -De Jong's, Conservative and Gambler's Ruin. The last two are closely related and very effective but in the end the Gambler's Ruin Model was selected as the superior one.
In the the Gambler's Ruin Model (GRM), several tests had taken place against the model and results were published in [10] , where some issues had been neglected. We prepared several tasks to understand the estimation model, to evaluate the utility and the usability of the model, and to evaluate regions of the parameters and operators, required for good performance. The list of tasks follows: (i) What are the characteristics of p = Φ(d, m ) and the impact of k on P bb (n)? (ii) Find the types of crossover(1-p, 2-p, uniform) and crossover probability χ which match the model at best. First, we concentrate on the first item (i) from the item list above and in the section Experiments 3 we will deal with the other seven items (ii-viii). In Figure 1 (1-4, left to right), the equation (1) In Figure 3 , the proportion of BBs 3 is shown for various probabilities p, σ 
Experiments

Description
Here, we will continue with the remaining items (ii-viii). Our experiments should answer usability of the estimation model and propose "appropriate" parameters for GAs. If not stated otherwise, a clean solid line is used for the model. The other line styles (solid, dashed, dotted, dash-dotted with circles, pluses, stars and x-marks) represent data acquired from the experiments.
We started by testing three types of crossovers with different probabilities and their matching to the model. Then we examined the similarity between the model and real GA runs based on a string length. The set of figures represents whether a string representation matters while using the model. Then we provided the characteristics based on the combination of mutation and crossover operators and their behaviour towards the model. In the end, we focused on the tuning of mutation probabilities. Description of irregularities and inconsistencies is given place in Discussion 4.
As for the GA parameters in experiments when we do not state any other parameters, we used uniform crossover with χ u probability, binary tournament selection, generational replacement scheme, binary data type, the string length l = 100, mutation with probability µ, and the uniformly scaled test function -OneMax. The results are average of 100 independent runs with random initialization. We used two stopping conditions to avoid the looping of the GA. The first stopping condition w crit was "too similar" with the value w crit ≥ 0.95. The second one was "maxiter" (ϑ) with the value ϑ = 250. In case some of those parameters were diverged, the change is highlighted.
The experiments were implemented in C with a PGAPack V1.0 library, measured and performed on a dedicated PC cluster with OS Linux.
The original paper [11] contained available results at that time. In this paper we re-programmed our test modules, re-run the experiments and improved experimental data processing, calculations and visualizations. The processing, calculations and visualizations were done in Matlab R2011a on OS Linux Ubuntu 12.04 LTS. In Figure 4 , experimental data from three types of crossovers with different probabilities are matched against the output from the estimation model. Uniform crossover is represented in the left graph, the 1-p crossover is in the middle and the last one is the 2-p crossover. As is clear from the graphs, the most successful and the best corresponding to the theory is the uniform crossover operator with the crossover probability χ u = 0.5. The uniform crossover has the steepest increase of P bb based on n and mirrors the estimation model. The equation failed completely for the uniform crossover with the crossover probability χ u = 0.9 in this test domain. The other operators (1-p and 2-p crossovers) with various levels of crossover probabilities χ = {0.5, 0.7 and 1.0} do not work very well, as the figures show. In the next parts, we proceeded only with uniform crossovers. Figure 5 . Experimental results (top) and theoretical predictions (bottom) in regard to the string length of an individual are shown based on P bb (n, m) in the graphs as function of the population size. String lengths were 100, 150, 200 and 250. As one can see, longer string lengths converge more slowly towards the proportion of BBs (P bb (.)).
Results
In Figure 5 , we put together experimental values and theoretical values received from the model. The scope of this study is aimed at revealing a dependance of the population size on the string length. As shown above, longer string sizes converge more slowly towards the proportion of BBs. The graphs with theoretical and experimental data correspond approximately.
In Figure 6 , we compared different string representations (bit, integer and char). We had in doubts whether a string representation would affect the model. It is also important to claim that larger alphabet representation means a longer time to convergence. The stopping condition "maxiter" (ϑ) was changed proportionally to the size of a character set. For a bit type, we employed the value ϑ = 250. The integer representation used the value ϑ = 500. And for a character type, the stop value was adjusted to ϑ = 1, 300. We presumed that a larger character set needs more time to converge because there are more patterns available. As could be seen, the estimation model does not discern the data representation and confirms our assumption. In Figures 7 , the impact of mutation operator was tested. The curves show prediction by the model. The dots are from experimental results. The colours of dots show increasing mutation rate, in the following order: black, blue, red, green and yellow.
In Figure 7 , the main focus is on the levels of the probability of mutation µ. We tried to tune the mutation operator, while the probability of crossover χ u was kept the same. Three levels (0.00 − 0.05, 0.06 − 0.1 and 0.1 − 0.6) Figure 7 . Mutation µ. Experimental runs of GAs based on P bb (n, µ) (top, middle and bottom), where µ are selected mutation intervals. The variables are the probability of crossover χ, the probability of mutation µ and the population size n. Increasing mutation rate is in this order: black, blue, red, green and yellow.
(from left to right) of µ were tested against the estimation model. Two intervals of µ worked fairly well against the model. In the last one µ = 0.1 − 0.6, where the mutation rates are very high, the disrupting effects of the mutation rate are nicely visible. The mutation operator does not allow the population to converge completely.
In Figure 8 , one can see the dependency of GRM on tournament selection sizes. GRM works fine for ts = 2. Apart from ts = 2, GRM does not reflect higher tournament selection sizes. 
Discussion
In Figure 1 , behaviour of the equation 1 is shown. There is 3-D graphs for σ The graph gets flatter and the highest values of p will decrease gradually. In a sense, the term σ 2 bb could be called the parameter of "problem difficulty" because low σ 2 bb will bring higher probability of right choice p and also higher P bb , i.e. higher percentage of well-converged partitions.
As shown in Figure 3 , the order of BBs k is a considerable parameter because, as it grows, it quickly disables the ability of a GA to reach a sufficient proportion of BBs. In problems where partitions are created with more BBs (k > 1), higher probabilities of right choice p are necessary for the estimation model.
In Figure 4 , the performance and reliability of crossovers towards the model were the main issues. We wanted to know if the model approximates all types of crossovers with all possible probabilities. The model and the real runs of types of crossovers do not always correspond. We can generalize that the uniform crossover with χ u = {0.5, 0.6} for the (uniformly) scaled function was the best choice. Those crossovers, which were not favorable, may need a longer time to converge, higher population sizes for a steeper convergence, and even different functions to optimize.
In Figure 5 , the population size dependence on the string length was tested. The convergence of longer string sizes is slower which reflects the reality. The experimental results and results from the model correspond approximately.
In Figure 6 , there is an interesting result that the model does not differ along the character set. The stopping condition must be put to use to achieve good results in this case. There is character set parameter in GRM, therefore GRM shows good robustness towards a character set.
In Figure 7 , as far as real runs of GAs and GRM are concerned, they match fairly well under one important condition. That is that zero or low non-zero probabilities of mutation (µ < 0.1) must be used. The estimation model had been designed in such a way that only the disrupting process is a random generation of individuals at the beginning. The model did not take into account any other disrupting processes, such as non-zero mutations.
In Figure 8 , there are large discrepancies between the predictions of GRM and real GA runs for large tournament sizes (8, 16) . We argue that this kind of feature -the size of tournament selection can be added to the GRM's equation.
Conclusion
The population sizing problem of GAs has been explained and the relevant theory of population sizing was reviewed. The Gambler's Ruin Model (GRM) was selected from three models.
The purpose of this part was to verify a new simplified model for population sizing. GRM was built on statistical grounds and similarities between the Gambler's Ruin Problem and a GA run. GRM is a more statistical model than a GA-based model, so we were concerned with the correspondence between GRM and GA.
From the study, we can generalize the following points. (i) In scaled and uniformly scaled problems, the uniform crossover gives a right mirror to the estimation model. (ii) The model scales very well according to a number of BBs (m). (iii) Type of string representation does not matter towards the model. (iv) Low non-zero mutation probabilities (µ < 0.1) could be used without necessity to adjust the model. (v) GRM needs to be modified for large binary tournament sizes as shown in Figure 8 .
In GRM, there are other spaces for weighty improvements. At least, the improvements must include the consideration of all selection types and basic crossovers.
The original paper [11] contained available results at that time. In this paper we re-programmed our test modules, re-run the experiments and improved experimental data processing, calculations and visualizations. The text of the paper was corrected, re-adjusted and re-written. We claim that the accuracy and the quality of presented results as well as the paper itself has improved substantially since the first time publishing. Therefore we see the contribution in the revisited paper.
