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ABSTRACT 
Application of optical techniques such as PIV, PTV and LDA for velocity field estimation in 
porous media requires matching of refractive indices of  the liquid phase to that of the solid 
matrix,  including  the  channel  walls.  The  methods  most  commonly  employed  to  match  the 
refractive indices have been to maximize the transmitted intensity through the bed or to rely on 
direct  refractometer  measurements  of  the  indices  of  the  two  phases.  Mismatch  of  refractive 
indices leads  to  error  in  estimation  of  particle  position,  PD,  due  to  refraction  at  solid-liquid 
interfaces. Analytical ray tracing applied to a model of solid beads placed randomly along the 
optical path is used to estimate PD. The model, after validating against experimental results, is 
used to generate expression for PD as a function of refractive index mismatch for a range of bead 
diameters, bed widths, bed porosity, and optical magnification.  The estimate of PD, which is 
found to be unbiased, is connected to errors in PIV measurement using the central limit theorem. 
Mismatch in refractive indices can also lead to reduction in particle density, Ns, detected light 
flux, J, and degrade the particle image.  The model, verified through experiments, is used to 
predict the reduction in Ns and J, where it is found that particle defocusing caused by spherical 
beads in refractive index mismatched porous bed is the primary contributor to reductions of Ns 
and J.  In addition, the magnitude of PD is determined for the use of fluorescent dye emission for 
particle detection due to wavelength dependent index of refraction.     2 
INTRODUCTION 
Flow in porous media is frequently encountered in many engineering and natural processes such 
as gas adsorption, filtration, combustion, catalytic reactors, groundwater hydrology and others.  
The physical aspects of flows in porous media have been discussed in many books such as Bear 
(1988), Scheidegger (1974) and others.  The investigation of the flow characteristics in porous 
media has proven to be elusive due to the difficulty of interrogation access, the typical range of 
flow passage scales, and the inherent three-dimensional nature of the flow. In order to achieve 
proper optical access and to minimize distortion, refractive index matching (RIM) has been used 
to essentially make the bed transmissive to the optical probe, or light sheet without distortion.  A 
number of optical methods have been used to study transport properties and flow in porous media 
such as PIV (Arthur et al. (2009), Northrup et al. (1993), Saleh et al. (1992)), PTV (Huang et al. 
(2008), Lachhab et al. (2008), Moroni and Cushman (2001), Peurrung et al. (1995), Stephenson 
and Stewart (1986)), LIF (Fontenot and Vigil (2002), Ovdat and Berkowitz (2006), Rashidi et al. 
(1996), Stohr et al. (2003)) and LDA (Johnston et al. (1975), Yarlagadda and Yoganathan (1989)). 
The use of RIM for measurements in highly concentrated particle suspensions is discussed in 
detail by Wiederseiner et al. (2011) and Dijksman et al. (in press).  Other methods have also been 
used  such  as  positron  emission  tomography  (Khalili  et  al.  (1998))  and  magnetic  resonance 
imaging (Ogawa et al. (2001), Sederman et al. (1998), and Suekane et al. (2003)) which generally 
represent a very large investment in the imaging instrumentation, but can provide high quality 
three-dimensional information for steady or slow transient flow situations.   
In addition to allowing for proper probe access, the design of a porous media test facility has 
other challenges.  For instance, packing of the solid phase imposes certain flow conditions that 
affect  the  global  flow  characteristics  like  overall  pressure  drop  and  dispersion  (Martin  et  al. 
(1951), Mickley et al. (1965)).  Also, the test bed dimensions, relative to the characteristic pore 
size, are important in the relative extent of wall effects and overall porosity.  Empirical studies 
show that a minimum of five bead diameters away from the wall is needed to effectively reduce    3 
wall effects in studies using spherical beads to form the porous media (McWhirter et al. (1998)). 
Although  this  may  not  seem  to  be  overly  constraining,  this  minimum  distance  requirement 
implies  that  the  optical  access  needs  to  be  able  to  probe  through  a  significant  number  of 
fluid/solid interfaces in the imaging process.  Consequently, an awareness of the impact of the 
degree of mismatch of the refractive indices between the solid and liquid phases is important with 
regard  to  potential  loss  of  spatial  resolution  and  signal  intensity  caused  by  refraction  and 
reflection. 
PIV and PTV are basically particle displacement measurement techniques. Displacement of 
tracer  particles  is  typically  estimated  with  subpixel  accuracy  by  three-point  estimators  using 
parabolic fit or Gaussian fit (Adrian and Westerweel (2011), Raffel et al. (2007)). These subpixel 
estimators rely on formation of perfectly symmetric particle image with a Gaussian distribution of 
intensity. A camera lens is usually used to image tracer particles from the object plane onto a 
detector array. Deviation of particle images being mapped linearly from the object plane to the 
image plane is due to distortion. Alternatively, deviations from a perfect point image from a point 
object source (in the absence of diffraction) is due to lens aberrations, like coma and astigmatism, 
causing degradation of the particle image resulting in a bias error in PIV measurements (Adrian 
and Westerweel (2011)).  
A  refractive  index  matched  porous  bed,  using  spherical  beads,  can  be  seen  as  randomly 
spaced spherical lenses. If the liquid phase refractive index, n
L, is higher than the solid phase 
refractive index, n
S, the beads act as diverging lenses, and for n
L lower than n
S the solid beads act 
as converging lenses. The light ray refraction at solid-liquid interfaces results in deviations from a 
linear mapping of particles on the image plane (similar to distortion). This introduces error in 
particle position determination, 
PD.  Also, different rays, emanating from the same particle, can 
experience different bending powers as the light is refracted at slightly different locations on the 
solid-liquid interfaces resulting in particle image degradation (similar to aberration). This can    4 
result in additional error, 
ID, when fitting an axisymmetric three-point estimator used to locate a 
particle center. The spherical beads will also shift the image plane for best focus.  In a randomly 
packed bed, a nonuniform shift occurs so there is a distortion such that the best focus image does 
not lie in a plane. This implies that not all particles illuminated in the laser light sheet can be 
brought into focus on a planar detector array.  In addition, the average imaged peak intensity of 
particles will drop due to geometric spreading of the out-of-focus imaging and due to reflection 
loss at solid-liquid interfaces. In the case of PIV, this will lead to a reduction in the correlation 
peak  height  and  increased  uncertainty  in  displacement  peak  detection.  Severely  out-of-focus 
particles  will  form  degraded  images  due  to  camera  lens  aberrations  (Adrian  and Westerweel 
(2011)) and will not be detected as a particle.  This reduction in detected particle density, N
s, will 
also reduce the correlation peak height.   
When  using  RIM,  the  use  of  a  different  wavelength  of  light  to  probe  the  test  section 
compared to that used to image data, imposes inherent mismatch of the index of refraction due to 
wavelength dependence on the index of refraction. Examples where this issue is of importance 
include the use of fluorescent microspheres, which use the detection of emission light from a 
rather narrow bandwidth which is different from the excitation frequency (Northrup et al. (1993), 
Peurrung et al. (1995)). Liquids typically used to perform RIM can be grouped into three classes, 
aqueous organic, aqueous inorganic and non-polar organic, which can be tuned to properly match 
the  solid  phase  and  walls  of  the  test  bed  to  a  given  index  of  refraction  (Budwig  (1994), 
Wiederseiner et al. (2011) ). In general, liquids tend to show a greater change in index with 
changing  wavelength  than  do  solids.    Consequently,  if  RIM  is  obtained  at  a  particular 
wavelength, the use of a different light source wavelength, or when using fluorescent emission, 
an index mismatch will occur with potential error in the determination of particle position. 
This study focuses on the use of index of refraction matching, such as used in PIV and PTV, 
to measure velocity fields in the liquid phase in porous media.  In the case of spherical beads    5 
forming the porous matrix, when an index mismatch occurs the beads act as distributed spherical 
lenses  whose  lens  power  depends  on  the  degree  of  mismatch.    If  the  beads  are  randomly 
distributed in space the assessment of image distortion must depend on some statistical measure. 
There is a need to estimate the degree to which a refractive index mismatch between the liquid 
and  solid  phases  affects  the  errors  of  identification  of  proper  location  and  the  ultimate 
detectability of tracer particles.  This paper addresses four major areas of concern in porous media 
velocity measurements based on refractive index mismatch: (i) errors in seed particle position 
determination due to refraction errors, 
PD  (ii) errors due to particle image degradation, 
ID (iii) 
the attenuation of imaged light flux, J, and (iv) the loss of particle image number density, N
s.  
Quantification for each of these concerns is given versus refractive index mismatch.  Predicted 
values for PIV measurement uncertainty are evaluated and compared with experimental data. An 
estimate of 
PD for the case where fluorescent microspheres are used as seed particles is also 
evaluated.  
 
NUMERICAL MODEL FOR ERROR EVALUATION 
The errors identified above were evaluated for a random distribution of spherical beads in a 
packed bed, for a range of index mismatching between the fluid and solid phases.  Figure 1 shows 
the general geometry considered.  A number of beads, NB, with diameter DB, were arranged along 
the optical axis, z, and each of the beads were moved independently in a random manner in the x 
and y directions, normal to  z, with displacements limited to +/- DB/2.  For each set of bead 
positions, ray tracing was done to determine the deviations from the true position of a seed 
particle and the imaged position in the x and y directions.  The analysis determined the values of 
PD,xandPD,y  independently, using NR number of rays for a range of bead diameters and total 
number of beads along the optical axis, each for a given value of index mismatch between the 
solid and fluid phases.  Each ray was traced in three-dimensional space using Snell’s law of    6 
refraction,  (Hecht  (2002)).    Since  a  light  ray  suffers  transmission  loss  at  each  solid-liquid 
interface due to refractive index mismatch, the transmittance, T, at each interface for every ray 
traced was tracked using the Fresnel equations for unpolarized light, (Hecht (2002)), 
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where subscripts i and t on n are for incident and transmitted light, respectively, i and t are the 
angle of incidence for the incoming ray and refraction for the transmitted ray respectively, and c 
is the critical angle of reflection, which depends on the index of refraction of both the solid and 
liquid phases.  The product of transmittance at every interface seen by a ray gives a measure of 
the total transmittance,  Itot, of the bed for that ray accounting for reflections that occur at each 
interface. 
  A particle viewed through a mismatched porous bed will appear displaced by distance, z, 
from the plane of best focus. This defocusing effect, which leads to an increased particle image 
diameter and reduction of the flux and peak intensity, was determined for every ray traced using 
the approximations of geometrical optics as follows. The refracting power at a bead surface is 
given by, (Blaker (1971) and Hecht (2002)) as: 
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and the entire bed focal length, fbed , is determined from: 
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where nm is the refractive index of the embedding medium of the particle. The porous bed acts as 
a complex lens with focal length, fbed, whose center is at distance L/2 from the target. Based on    7 
this,  the  apparent  displacement,  z,  along  the  optical  axis  as  seen  by  the  camera  lens  was 
calculated using the lens formula  
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which then was used to find the reduction of the flux of light, J, as:       
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where M is the magnification, f the f-number setting of camera lens, DS the seed particle diameter, 
and Da the aperture diameter.  Details on defocusing by a camera lens can be found in (Mouroulis 
and Macdonald (1997)).  This results in a single value of J and z for each ray, the mean value of 
J for NR number of rays is reported in the Results section. 
  A series of tests were run to determine convergence of the ray tracing procedure, and results 
are shown in Fig. 2 for the case of six beads along the optical path length, NB = 6, and DB = 6 mm.   
Here the RMS error, in the x direction, PD,x, is plotted versus the mismatch in refractive index, 
(nL – nS), for a range of total rays, NR, from 10 to 100,000.  The relative difference in the RMS 
error between 10,000 rays and 100,000 is less than 2%.  Consequently, 100,000 rays were used 
for each simulation given in the Results section. 
When index mismatch occurs due to the difference between the emission wavelength and the 
excitation wavelength for fluorescent seed particles, the resultant distortion error is denoted as 
PD,. To determine this, it is necessary to evaluate the error due to refraction effects over the 
emission wavelength.  Assuming that the index is matched at the peak emissions wavelength, em, 
the amount of distortion depends on the emission spectrum that extends over the wavelength    8 
bandwidth . The refractive index mismatch between the liquid and solid phases, (nL - nS), can 
be determined based on the Cauchy dispersion equation, (Pedrotti an Pedrotti (1987)), as: 
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where CL is a constant and a property of the liquid, and i is the wavelength at which ni is 
evaluated.  If n1 is set equal to the liquid phase index, nL, and n2 is the index when matching 
occurs  with  the  solid  phase,  equal  to  nS,  then  the  relationship  between  index  of  refraction 
difference versus wavelength can be determined.  In arriving at this expression for the refractive 
index mismatch, the solid phase variation of index with wavelength is assumed to be small for the 
range of wavelength considered, which is typical of solids when compared with liquids.   
  To  find  the  contribution  over  the  entire  spectrum  n1  in  Eqn.  (6)  is  set  to  the  index 
associated with a wavelength within the emission bandwidth, em+ and nS is the index at the 
peak emission, since this is the match condition.  Each wavelength then results in a mismatch 
condition and a resultant associated position error. To obtain the total error, a discrete numerical 
integration was applied over the emission wavelength range to find the associated error due to 
wavelength mismatch:  
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where Jf() is the light flux emission at wavelength , and PD is evaluated at each wavelength 
based on the index mismatch at the corresponding wavelength using Eqn. (6) and the ray tracing 
method. Further details of how this was implemented are explained in the Results section. 
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EXPERIMENTAL METHOD 
Figure  3  shows  the  two experimental set-ups  used  for  this study.    Fig  3.a  is the  optical 
arrangement used for determining the errors due to distortion and image degradation, PD and ID, 
respectively, as well as the degradation of the peak signal intensity, J, due to index of refraction 
mismatch.  These data are based on imaging a fixed grid of points through a porous bed as shown.  
The porous bed was 40 mm x 40 mm in cross section and 60 mm vertical.  The bed was randomly 
packed using Pyrex® beads 6 mm in diameter, the bed porosity was measured to be nominally 
0.4.  An aqueous solution of ammonium thiocyanate (NH4SCN) was the liquid phase whose index 
of  refraction  was  varied  by  varying  its  concentration. The  liquid  phase  refractive  index  was 
measured using a refractometer (Atago co., Model: R5000), with resolution of 0.001, evaluated at 
the sodium D line, 589.3 nm.  To quantify position distortion errors a target of fixed grid points 
was imaged through the porous media, shown in Fig. 3.a.  The image target was an array of 250 
m diameter white dots imaged onto black paper arranged in a 6x7 array with a center-to-center 
separation distance between dots of 3.175 mm, the center dot was larger, 1 mm diameter, and 
used for measurements of the imaged light intensity and error due to image degradation.  The 
target was backlit using diffuse light from a Nd-YLF laser at 527 nm (New Wave Research, 
Pegasus  PIV).    For  the  determination  of  distortion  and  image  degradation  errors,  a  control 
condition was used consisting of the bed filled with only the liquid phase for refractive index 
values  ranging  from  1.466  to  1.474.  Errors  are  then  defined  based  on  differences  with  the 
measured values in the control images.  
Fig  3.b  is  the  optical  arrangement  used  to  determine  the  detected  seed  number,  NS,  and 
measured PIV velocity data errors, PIV, versus index of refraction mismatch. To measure seed 
number, a square cell filled with 10 m polystyrene spheres was imaged through a 40 mm square 
porous  bed  packed  with  6  mm  beads.    For  PIV  velocity  measurement  errors,  a  square  flow 
channel was viewed through the porous bed, using a vertical light sheet passing through the    10 
center of the channel.  The flow channel was 16 mm square and the porous bed was 20 mm 
square.  The bed had beads 6 mm in diameter and the porosity was measured to be 0.47.  The 
flow was seeded with 10 m silver coated hollow glass spheres.  The fluid in the flow channel 
was 56% glycerin aqueous solution with a flow channel Reynolds number of approximately 10 
based  on  its  hydraulic  diameter.  The  imaging  system  included  a  CMOS  camera  (Integrated 
Design Tools Inc., Model: MotionPro™ X-3) fitted with an adjustable focusing lens (Nikon AF 
Micro-NIKKOR 60mm f/2.8D).  The imaging of the target used a magnification of 0.66 and f/2.8, 
while for the PIV measurements an f/11 setting with a magnification of 0.5 was used (23.84 
m/pixel). 
As mentioned previously in the description of the experimental setup, the refractive index of 
the liquid phase was measured at the sodium D line, 589.3 nm, which is designated here as nD. 
The  refractive  index  of  the  liquid,  nD,  was  varied  between  1.466  and  1.474  by  varying  the 
concentration of the salt solution.  However, the laser light sheet was at 527 nm, and a means is 
needed to evaluate the index mismatch at the measurement wavelength.  It can be generally 
assumed  that  variations  in  concentration  do  not  affect  the  general  shape  of  the  functional 
relationship between n and , but only results in a uniform shift in n over all wavelengths of 
interest, (Narrow et al. (2000)).  Therefore, Eqn. (6) can be used to express the index mismatch 
(nL-nS) at any reference wavelength, such as the sodium D line, as: 
, L S D D match n n n n                                   (8) 
where nD,match is the corresponding matching condition between liquid and solid at the reference 
wavelength.  Consequently, the measured value of the right hand side of Eqn. (8) is used to 
determine the liquid-solid index mismatch at the laser light sheet wavelength.    
 
RESULTS  
The goal of this study is to quantify the distortion caused by even small mismatches in index of    11 
refraction between the solid and liquid phases in porous media.  Results are organized to illustrate 
the errors in identifying the location of centroids of imaged light sources, such as may occur from 
seed particles within the flow.   The experimental results are compared with those obtained using 
the ray tracing technique for imaging through a randomly packed porous bed of spheres.   
The error due to distortion, PD, versus index mismatch, nL-nS, is shown in Fig. 4 on a semi-
log plot. The measure of distortion is based on the relative position of all of the 41 dots in the 
target image array.  First, the position of the dot centers were determined for the control image 
using a local threshold technique outlined by Feng et al. (2007) in each of the 100 x 100 pixel 
interrogation windows centered about each dot.  The displacement errors of the image centers 
were estimated using the measured distance between all adjacent dots in the target array and 
comparing  this  to  the  control  image  value.    The  resulting  expressions  for  errors  of  x  and  y 
displacements become: 
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where the subscript CTL represents the control image.  The total error is given by: 
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The expressions in Eqn. 9 have a factor ‘2’ in the denominator to account for the fact that the 
experimental  data  were  measured  for  relative  displacements  between  two  dots.  Also,  the 
experimental data are given for both with and without refocusing the image after the bed index 
has been changed. The error estimate for these data is 0.13 pixels. Numerical, ray tracing results 
are given for two cases, one with the number of beads being the length of the bed along the 
optical axis divided by the bead diameter, L/DB and the other taking the length to be (1- L/DB, 
where  is the bed porosity.  These results indicate that the increase in error is nearly symmetric    12 
about  the  match  condition  and  that  the  error  increases  rapidly  crossing  1  pixel  at  about  a 
mismatch of 0.0001 (note that a log scale is used). 
The  focusing  adjustment  for  each  index  mismatch  case  results  in  increases  of  errors  for 
refractive index mismatches greater than approximately 0.002. Refocusing the camera lens is 
expected to introduce discrepancy in magnification between a particular index mismatch and the 
control case. This leads to higher errors than when keeping the camera focus adjustment fixed. By 
including the porosity in the definition of the number of beads along the optical axis in the model, 
there is improvement in the match with the experimental data for larger mismatch values. It 
should be noted that beyond a mismatch of approximately 0.002, multiple images were observed 
for a single dot, making the error estimates problematic. Lowe and Kutt (1992) have reported 
multiple  images  from  a  single  tracer  seed  particle  for  the  simple  case  of imaging  through  a 
cylindrical tube. To better show error trends, these same results are given in Fig. 4.b using a log-
log plot based on the magnitude of the mismatch, |nL-nS| along with the ray tracing results using 
the porosity based determination of number of beads along the optical axis. A nearly linear trend 
of PD versus the magnitude of the mismatch, |nL-nS| is evident for these data. 
It needs to be noted that to plot results in Fig. 4 it is necessary to determine an accurate value 
for nL-nS.  To do this Eqn. (8) was used by measuring nD,i for each refractive index mismatch and 
using the symmetry shown in Fig. 4.a and the linearity shown in 4.b.  That is to say, for the given 
experimental conditions of bead diameter, bed optical axis length and porosity, the error is taken 
to vary linearly with the absolute value of the index mismatch.  Based on this, the ratio of the 
index mismatch to the magnitude of the error is a constant and consequently it can be shown, 
using the symmetry condition, that: 
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where nD,i is the index of refraction of the liquid, measured using the refractometer at the sodium 
D  line  wavelength  and  the  summation  is  over  values  of  liquid  index  used  to  determine  the 
magnitudes of the errors.  Once nD,match is known then Eqn. (8) can be used to find the mismatch, 
(nL-nS), for each value of nD,i.  The value of nD,match for the set of results given is shown at the top 
of Fig. 4.a. 
  To better understand the nature of the position distortion error for the randomly packed bed a 
histogram versus displacement from the true value was constructed from the ray tracing results.  
The results are shown in Fig. 5 for the case of NB = 6 and DB = 6 mm for a range of index 
mismatch values.  This result shows that the deviation from the true position is symmetric about 
zero for the random bed, and the width of the deviation increases with index mismatch.  Although 
these curves are not truly Gaussian (the kurtosis is close to 1.5, but the skewness is very close to 
zero) it is proposed to treat this error as “random” when all errors are compiled to determine the 
total error for PIV measurements.   
The error associated with the image degradation caused by refractive index mismatch, ID, 
was evaluated by direct measurement using the central image dot of the target array. This was 
done in two steps, first the image edge was determined and then the intensity distribution for the 
dot was found for a range of index mismatch values.   The edge detection method outlined by 
Feng et al. (2007) was implemented in IMAGEJ software using a 100x100 pixel area surrounding 
the dot, where the dot image size diameter was nominally 62 pixels.  The threshold used to define 
the extent of the dot was decreased to its lowest value for a contiguous dot image.  To find the 
center  of  mass,  N  number  of  lines  were  constructed,  equally  spaced  circumferentially,  each 
passing through the centroid of the image.  The center of mass location along each line was 
determined and compared with the control image value (viewing with no beads, only through the 
liquid phase).  The difference of the calculated centers, lm,i between the index mismatch images 
viewed through the bed and the corresponding control image, lm.i,CTL, was calculated for each line 
and the effective error in the intensity weighted centroid, in pixels, was determined using:    14 
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where N was equal to ten.  The results for a range of refractive index mismatch values are shown 
in  Fig.  6,  where  the  numerical  error  has  been  normalized  for  a  dot  size  of  three  pixels  by 
multiplying the actual results by 3/62 as shown in Eqn. (12) (which is the ratio of typical PIV 
seed image size to dot image size).   This linear approximation relative to seed size is used to 
estimate the magnitude of this error relative to other sources.  The dashed horizontal line in the 
figure represents the resolution limit based on +/- 0.5 pixels when constructing a line passing 
through  the  centroid.   These  normalized  results  show  that  the  error  is  on  the  order  of  the 
resolution limit, except when the index mismatch is beyond approximately +/- 0.002, but even 
larger values of mismatch do not consistently show large errors.  It is concluded that in general, 
this error is much smaller than the position error shown in Fig. 4. 
  The reduction in the peak light intensity detected at the image plane versus index mismatch 
was evaluated using both the ray tracing method and direct measurement of the center dot. The 
mean value of J computed from the ray tracing method used 100,000 bead configurations as 
discussed previously, for a bead diameter of 15 mm, 4 or 6 beads along the optical axis, using a 
magnification of 0.66 and f number of 2.8 is reported.  The value of J was calculated using Eqn. 
(4) for each ray through the bed accounting for refraction and reflection at each surface. For 
experimental determination of J, the light within the center 30% of the total area of the control 
image was used to evaluate the changes that occur in the signal flux of the image. This was done 
to exclude regions near the image edge as mentioned previously. The ratio J/Jmatch is shown in 
Fig.  7  versus  index  mismatch,  where  Jmatch  is  the  intensity  evaluated  for  the  matched  index 
condition which is associated with no defocusing. The error estimate for these normalized data is 
0.56. Also shown are the results using ray tracing for only reflective losses (indicated as Itot).  Two 
effective bed lengths were used in the calculations, one is L/DB and the other accounts for the bed 
porosity as (1-)L/DB, the later provides a fairly close match to the experimental values.  Notice    15 
that Itot is very near 1.0 which indicates that  the loss due to pure reflection is only a minor 
contribution.  The major effect is defocusing, z, as indicated in Eqn. (5), resulting in a decrease 
of  peak  strength  of  approximately  25%  (J/Jmatch  ≈  0.75)  when 
  
nL - nS   >  0.002.  In PIV 
applications this loss can be compensated for by increasing the laser light intensity or increase the 
image system aperture. 
  In order to obtain a generalized result that would be useful for different bead sizes and 
different bed sizes in predicting error versus  index  mismatch, the ray tracing procedure was 
applied to a range of values for  DB and NB.  Based on the results shown in Fig. 4, the position 
error is taken to be linear with index mismatch.  As such, the ratio of error to mismatch (in units 
of pixels/index of refraction) for magnification of 0.656, pixel size of 12 mm and a range of 
values for NB is given in Fig. 8.   For each bead size the results shows an increasing error per 
mismatch with number of beads along the optical axis.  A least squares regression was done to fit 
all data, the result is: 
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where  the  last  term  in  parentheses  accounts  for  the  magnification, M,  and  pixel  size  of  the 
camera, dr in microns, where, based on geometric optics the error is linearly proportional to these 
imaging parameters.  The relative curve fit error for Eqn. (13), which is based on 2448 simulation 
data points of PD, is less than 5%.  The expression is valid for |nL-nS| from 0 to 0.005, NB from 2 
to 24, and DB from 1 to 15mm.  Based on results in Fig. 4 and 7 we can replace NB with (1-
)L/DB, which is the effective bed length in number of beads accounting for bed porosity, where L 
is in mm. So Eqn. (13) can be rewritten as: 
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This expression gives an estimate of the position error in pixels caused by index mismatch in a    16 
randomly  packed  porous  bed  of  optical  axis  length  L  and  bead  diameter  DB  accounting  for 
imaging magnification and pixel size.  
  The defocusing effect of index mismatch is shown in Fig. 7 to be the primary cause of light 
flux reduction, where the defocusing magnitude is given by z. A histogram of the magnitude of 
z for a range of index mismatch values is given in Fig. 9 for 15 mm bead diameter, 6 beads along 
the optical access using a magnification of 0.66 and f number of 2.8.  This figure is organized to 
show the histogram distribution for a given mismatch, (nL-nS), as well as the defocusing value for 
a given mismatch if the beads are all aligned along the optical axis.  As the mismatch increases 
the  distribution  broadens,  with  a  larger  displacement  of  the  peak  value  from  the  aligned 
defocused value.  For example, for an index mismatch of 0.005 the peak defocus value is at 
approximately  0.0055  m  while  the  value  for  aligned  beads is  0.00475  m.   The  histogram  is 
skewed since the lower bound is very close to the aligned value, since for this case the rays pass 
through the center of the beads.   Seed images will suffer severe aberration and generally not be 
detected if the defocused distance is so great that it is equal to or greater than the depth of field of 
the imaging system (Adrian and Westerweel, (2011)). 
  The bed defocusing due to index mismatch can result in loss of seed density, NS, affecting 
the correlation strength in PIV data.  To determine this effect the seed density was measured for a 
range of mismatch values (nL-nS) by imaging 10 m diameter monodispersed polystyrene spheres 
suspended  in  water  in  a  flow  cell  placed  behind  the  porous  media  bed,  see  Fig.  3.b.  
Representative zoomed in images for three values of (nL-nS) and for the control image (only the 
liquid phase in the bed) are shown in Fig. 10.a.  There is an observed increase in background 
noise when comparing the control image to the mismatch cases, as well as general degradation of 
seed images.  The histograms of the gray value intensities are given in Fig. 10.b for the control 
case, the matched case of (nL-nS) = 0 and for (nL-nS) = 0.0026.  For these data the camera gain was 
adjusted to be most sensitive to the lower gray scale values in order to identify the characteristics    17 
of the noise.  The lower gray value region shows an approximately Gaussian distribution which is 
attributed to background noise, see Westerweel (2000).  The peak shifts towards higher gray 
values  for  both  the  matched  and  mismatched  case,  with  the  latter  two  essentially  identical 
(compare open and closed circles in the figure).  Similar results were obtained for all of the 
mismatch values studied having similar peaks and widths of the Guassian noise.  Consequently, it 
is concluded that image noise distribution is not affected by the refractive index mismatch.   The 
deviation  from  the  Gaussian  distribution,  towards  the  high  gray  value  portion  of  the  curve, 
denotes the beginning of the particle signal intensity influence, Westerweel (2000).  For all of the 
mismatch cases this deviation occurs at nearly the same location, shown with the arrow in Fig. 
10.b, at a gray value of approximately 100 for these data.  This location of deviation from the 
Gaussian distribution is taken to be the threshold value for seed detection and used for subsequent 
seed density, NS, estimation for all index mismatch cases, with results shown in Fig. 11. The seed 
density is normalized by the density of the control image which is imaged through the bed with 
only the liquid phase present.  The error estimate for these data is 12.2% of the value. Numerical 
estimation of NS was done by using the ray tracing method to find the ratio of the depth of focus 
to the defocus depth as obtained in Fig. 9, but for NB of (1-)L/DB.   The depth of focus, DOF, of 
the imaging system was calculated using, Adrian and Westerweel, (2011) : 
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Here M is the magnification of optical system, f# is the f-number setting equal to, f/Da, and λ is 
the laser light wavelength. The depth of defocus was taken as +/- dz from the distribution curves 
depicting histograms of z, as in Fig. 9, for each index mismatch value.  The numerical results are 
shown to drop off sharply with increasing index mismatch and then become essentially constant, 
beyond  a  mismatch  value  of  approximately  0.002.    These  results  are  consistent  with  the 
experimentally obtained values also shown in Fig.11.  Obviously, the numerical results can be    18 
shifted by selecting a different bandwidth for the defocus value, but the trends are the same, 
showing a rapid drop off with increasing index mismatch.  The loss of particle signal can be 
compensated for in a PIV system by increasing the source seed density or by increasing the depth 
of focus of the imaging system, by increase the f number or reducing the magnification, as shown 
in Eqn. (15). 
To evaluate the particle position error associated with fluorescent emission bandwidth, Eqn. 
(7) was used.  First, Eqn. (5) and the emission spectrum for a specific fluorescent dye was used to 
form the ratio of the light flux emitted by fluorescence at a wavelength shifted, , from the 
emission peak ( = em) to that at the peak, Jf()/Jf(=0).  Results of this flux ratio are 
shown  in  Fig.  12  for  orange  fluorescence  (540/560),  typically  used  in  PIV,  whose  emission 
spectrum is denoted as the curve em().  Results using Eqn. (5) and the ray tracing method for 
two different magnifications, M, and two f numbers are also shown, for the case of the liquid 
phase index is matched with the solid phase at the peak emission wavelength.  It is seen that the 
light flux ratio shifts towards the emission spectrum for low magnification and high f number. 
This is because the depth of field is increasing and the spreading due to out of focus effects is 
reduced.  So, in the limit of low M and high f number the emission spectrum curve can be used to 
approximate the light flux ratio.  As shown in the figure, this case yields the highest flux value at 
a given wavelength and represents the case which yields the greatest error caused by fluorescent 
emission. 
The resultant position distortion error associated with each wavelength deviation from the 
emission wavelength, based the flux ratio being equivalent to the emission curve, em(), is shown 
in  Fig.  13  for  three  different  liquid  phase  fluids  typically  used  in  refractive  index  matching 
studies: acrylic matching oil [Cargille-Sacher Laboratories Inc, Code 5032], glycerol (Rheims et 
al. (1997)), and sodium iodide solution, whose index of refraction versus wavelength is given in    19 
Narrow  et  al.  (2000).  The  error  was  obtained  using  the  cumulative  error  over  the  entire 
wavelength range of emission: 
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In  general  this  relationship  can  be  calculated  for  any  fluorescence  emission  curve  using  the 
predicted position error available from Eqn. (14).  By increasing the magnification and lowering 
the f number the predicted error will decrease due to a lower value of Jf (based on the results of 
Fig. 12) which reduces the contribution from mismatched wavelengths based on Eqn. 7.  These 
results  show  that  beyond  an  emission  spectrum  width  of  approximately  10  nm  the  position 
distortion error is above approximately 0.3 pixels. This error doesn’t seem to significantly vary 
with refractive index mismatch when compared to the distribution of PD in Fig. 4. This seems to 
indicate that the dominant error for fluorescent seed detection is most probably from matching the 
refractive indices accurately at the peak emission wavelength, rather than based on the emission 
spectrum.  
  To illustrate, the application of the results obtained for error estimates a set of PIV velocity 
measurements were taken in a square channel when viewed optically through a porous bed with 
different values of index mismatch within the phases in the bed.  The experimental set up shown 
in Fig. 3.b was used to obtain these data.  The interrogation window size was 16 x 256 (the longer 
dimension  along  the  flow  direction)  and  the  seed  density  resulted  in  approximately  20  seed 
particles per interrogation window. The maximum seed displacement was approximately 12.4 
pixels.  Data were obtained using a standard cross correlation method. The image plane was 
through the center of the channel with the x coordinate measured horizontally from the centerline.  
Results of y-component velocity data are shown in Fig. 14 for a variety of conditions along with 
the analytical solution of the velocity profile, see White (1991).  Data labeled as “direct” were    20 
obtained when the porous bed was removed, so imaging was directly into the flow channel.  The 
“liquid phase only” data were obtained with only the liquid phase present in the porous bed.  The 
other three data sets are for different values of index mismatch, 0.0, 0.0016 and 0.0036.  The 
direct PIV data very closely follows the analytical solution, while the liquid only data and the 
matched index condition both show only slight deviations.  Increasing the mismatch between the 
solid and liquid phases increases the deviation from the analytical solution.  
To  determine  PIV,y  for  the  different cases  the  uncertainty  associated  with the liquid  only 
results were used as a baseline error upon which the position distortion error was added.  To 
justify this approach error estimates were made as follows.  First the RMS variation for the 
directly measured velocity profile was determined based on profiles obtained at six different 
locations along the axis of the channel.  This result is shown as case 1 in Fig. 15, and has the 
value 0.0049 (this is the pixel value normalized by the maximum displacement).  Next, the RMS 
deviation from the analytical solution for the direct measurement is shown as case 2 in Fig. 14; its 
value  is  essentially  the  same,  0.0052.  Third,  measurements  were  made  while  looking  only 
through the liquid phase, case 3, which shows an increase to 0.0077.  This value corresponds to 
the typically expected PIV error of 0.1 pixels, by  multiplying this number by the  maximum 
displacement of 12.4 pixels is equal to 0.096.  The rest of the cases shown are for increasing 
index mismatch.  The numerical predictions are shown for these cases as solid dots in the figure 
and were obtained by summing the liquid only error with the error due to position distortion when 
viewing through the porous media: 
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where,  as  mentioned  previously,  the  position  distortion,  as  determined  using  Eqn.  (14)  as  a 
function of index mismatch, is assumed to act as a random error per seed particle, as shown in 
Fig. 5, so it is divided by  Ns  in Eqn. (17) to account for the Ns number of samples within an    21 
interrogation region contributing to the velocity measurement (Meinhart et al. (1999)).  Since 
these data are only for the y component of velocity (displacements only in y) there is a factor of
  
2 included in Eqn. (17) since PD is calculated for combined x and y displacements.  As shown 
in  Fig.  15,  increasing  the  index  mismatch  results  in  increased  values  of  PIV,y  that  are  well 
predicted using Eqns. (14) and (17).  It should be noted that the good match of the predicted error 
with the measured error could be rather fortuitous, because of the possible local variation of NS 
contributing to the displacement correlation peak, and the variations of the local bed porosity in 
this low aspect ratio (L/DB) porous bed.  However, the results do show that Eqn. 17 provides a 
good estimate for error in PIV measurements due to index mismatched in a porous bed.   
  The index mismatch can also have additional effects that influence PIV data uncertainties and 
errors due to distortion when using fluorescent dye seed particles.  For instance, if index matching 
occurs at the excitation wavelength the emission spectrum light will suffer distortion.  If matching 
occurs  at  the  peak  emission  wavelength  then  the  light  sheet,  which  is  at  the  excitation 
wavelength, will experience an index mismatch condition corresponding to the relationship in 
Eqn. (6) for a particular fluid.  An example of the degree of distortion of a 0.5 mm thick light 
sheet through the porous bed used in this study is given in Fig. 16 for three values of index 
mismatch between the liquid and solid phases, 0.0, 0.0006 and 0.0016.  These have corresponding 
wavelength differences, using NaI to evaluate Eqn (6), of 0, 9 nm and 24 nm, for a bed index 
matched  at  559  nm,  which  is  the  peak  emission  wavelength  for  orange  microspheres. 
Consequently,  with  a  typical  excitation  laser  wavelength  of  532  the  resulting  difference  in 
wavelength is 27 nm, or an index mismatch of approximately 0.0018 in a NaI solution. As can be 
readily seen in Fig. 16, the random nature of the bed packing results in wide local variations of 
the light sheet.  Consequently, the imaged seed particles may lie outside of the expected object 
plane for different interrogation windows as well as within a given interrogation window.  The 
resultant  errors  in  velocity  vector  location  may  be  significant,  as  well  as  variation  in    22 
magnification and resultant seed density loss due to light intensity reduction.  The understanding 
and evaluation of these errors are most likely very important but not part of this study. 
 
CONCLUSIONS 
 
This paper studies the errors in determining particle center position due to distortion and 
particle image degradation that occur as a function of mismatch of refractive index between solid 
and liquid phases in porous media when imaging seed particles for velocity measurements.  Index 
mismatch affects are categorized based on RMS errors due to distortion or refraction effects, 
particle image degradation errors, reduction of particle peak intensity and seed number density 
loss.  Errors due to distortion are shown to be a dominant effect whereas defocusing, caused by 
spherical beads in mismatched bed, results in large decreases in light flux at the image plane.  
Ray  tracing  methods  are  applied  to  a  random  bed  to  obtain  estimates  of  error  versus  index 
mismatch  which  accounts  for  bed  length  along  the  optical  axis,  bead  diameter,  image 
magnification and pixel size.   Predictions are shown to agree with experimental results.  Use of 
fluorescent dye in seed particles possesses additional mismatch potential due to the fact that index 
matching is wavelength dependent.  Matching at the emission wavelength can cause light sheet 
distortion, while matching at the excitation wavelength causes image distortion.  Distortion errors 
in  randomly  packed  bed  were  found  to  be  random  and  can  be  applied  as  such  to  PIV 
measurement errors based on central limit theorem. 
 
NOMENCLATURE  
CL      Constant, Eqn. (6) 
dr      Pixel dimension 
Da      Aperture diameter of the optical system 
DB      Bead diameter        
DS      Seed diameter 
em()    Emission spectrum of fluorescence seed particle 
f      Focal length 
Itot    Total light transmittance of the bed (includes reflection losses only) 
J    Light flux     23 
Jf()    Wavelength dependent light flux (       f J em J     ) 
lm    Distance of the intensity weighted centroid along the line from midpoint of the line 
L    Length of the bed along the optical axis 
M      Magnification of the optical system   
n    Refractive index at laser light wavelength of 527 nm 
nD    Refractive index of the liquid phase at 589.3 nm 
nD,match    Refractive index that matches the solid phase 
nL    Refractive index of fluid phase 
nm    Refractive index of the medium    
nS    Refractive index of solid phase   
NB    Number of beads within a specified viewing area 
NR    Number of ray traces used 
NS    Number density of seed particles per selected viewing area 
PS    Bending power of a solid-liquid interface 
RMS    Root mean square value 
T      Transmittance at a solid-liquid interface 
V    Velocity 
Vmax    Maximum velocity 
z      Coordinate along the optical axis
       
 
Greek 
Z      apparent displacement of particle from the best focus object plane when viewed 
   through index mismatched bed 
   Bandwidth of detected light (nm)
ID      RMS error due to particle image degradation 
PD     RMS error in determination of particle position due to distortion 
PD,  Error in position determination due to emission wavelength mismatch 
PIV     RMS error in PIV measurements 
      angle of light ray from the surface normal at a solid-liquid interface 
   Wavelength of light 
em  Wavelength of light at the emission spectrum peak 
   Bed porosity 
 
Subscript 
bed     Porous bed value 
ctl      Control image 
i       incident ray 
L      Liquid phase 
match    Condition of refractive index match 
S      Solid phase 
t      transmitted ray 
x      for x-component 
y      for y-component    24 
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LIST OF FIGURES 
 
Figure 1.   Illustration of light ray path through a randomly packed porous bed; the imaged 
position error, PD,y, is shown on the right and the equivalent error on the object plane 
on the left.  In ray tracing the beads were given random x,y positions over a range of 
+/- DB/2for each trace. 
 
Figure 2.   Convergence of the ray tracing procedure is shown for a range of index mismatch 
values; the case of N=100,000 is shown as a continuous line and values for N=10,000 
have a relative deviation of less than 2% from the N=100,000 values. 
 
Figure 3.   Optical arrangements used for (a) determination of distortion and image degradation 
errors when viewing through the porous bed and (b) measurement of seed number 
density and velocity using PIV in a square channel while viewing through the porous 
bed. 
 
Figure 4.   RMS position distortion, PD, versus index mismatch; experimental data are for M = 
0.66 and L = 40 mm; (a) semi-log plot for non-refocused images given as the solid 
squares and refocused images shown as the open circles, ray tracing data uses either 
L/DB or (1-)L/DB as the effective number of beads along the optical axis, the value of 
nD,match is given at the top of the figure; (b) results on a log-log scale indicating a nearly 
linear relationship for both the experimental and ray tracing results. 
 
Figure 5.   Histogram of the position distortion using the ray tracing technique for a range of 
index mismatch values.  
 
Figure 6.  RMS error due to particle image degradation, ID, versus refraction index mismatch 
experimentally determined by finding the centroid displacement based on the imaged 
dot intensity distribution, Eqn. (12) for a 3 pixel seed image size. 
 
Figure 7.   Light flux from a target dot measured at the image plane, normalized by the value 
when the refractive indices are matched, versus refractive index mismatch; symbols 
are measured data, lines with symbols are numerical results: Jref is the value for only 
pure reflection, (L/DB) uses Eqn. (5) assuming L/DB beads along the optical axis and 
((1- L/DB) uses Eqn. (5) with (1- L/DB beads along the optical axis. 
 
Figure 8.   Ray tracing results of PD versus index mismatch and number of beads in the bed, NB, 
for a range of bead diameters, DB; results are plotted divided by the value of index 
mismatch and are used to arrive at the generalized Eqn. (14). 
 
Figure 9.   Histogram of the defocused value, z, for a range of index mismatch values using the 
ray tracing procedure for 15 mm diameter beads, 6 beads along the optical axis, 
magnification of 0.66 and f number of 2.8; vertical lines are the defocused values, z, 
when all beads are aligned along the optical axis. 
 
Figure 10.  Seed image data while viewing through the porous bed, (a) zoomed in image fractions 
for the control case and three values of index mismatch and (b) histograms of gray 
pixel values for the control (liquid only) and two values of (nL-nS). 
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Figure 11.  Seed number density normalized by the control image seed number density versus 
index mismatch for the experimental and numerical results.  
 
Figure 12.  Ray tracing results of light flux versus wavelength difference from the emission 
wavelength for a fluorescent dye, normalized by the light flux at the emission 
wavelength, for a range of magnification values and f numbers; also shown is the 
emission spectrum, em(), for orange fluorescence microspheres (540/560). 
 
Figure 13.  RMS error estimate for fluorescent seed detection, PD,versus wavelength 
bandwidth of the detected light for index matching at the peak emission for orange 
fluorescent microspheres (540/560) for three different fluids using Eqn. (16). 
 
Figure 14.  PIV measurements of flow in a square flow channel when viewing the channel 
directly or through a porous bed, see Fig 3.b, filled with either just liquid phases or 
liquid and solid phase (6 mm diameter spheres with porosity of 0.47 and bed width of 
20 mm), with different index mismatch values. 
 
Figure 15. Error estimates for the PIV each of the measurements shown in Fig. 14 as well as 
numerical ray trace results for different index mismatch values using Eqn. (17). 
 
Figure 16.  Images of laser light sheet distortion when travelling through an index mismatched 
porous bed for  = 527 nm using these index mismatch values. 
 
 
 
 
 
 
 
  
Figure 1: Illustration of light ray path through a randomly packed porous bed; the imaged 
position error, PD,y, is shown on the right and the equivalent error on the object plane on the left.  
In ray tracing the beads were given random x,y positions over a range of +/- DB/2for each trace 
 
Figure 2: Convergence of the ray tracing procedure is shown for a range of index mismatch 
values; the case of N=100,000 is shown as a continuous line and values for N=10,000 have a 
relative deviation of less than 2% from the N=100,000 values  
(a) 
 
(b) 
Figure 3: Optical arrangements used for (a) determination of distortion and image degradation 
errors when viewing through the porous bed and (b) measurement of seed number density and 
velocity using PIV in a square channel while viewing through the porous bed  
(a) 
 
(b) 
Figure 4: RMS position distortion, PD, versus index mismatch; experimental data are for M = 
0.66 and L = 40 mm; (a) semi-log plot for non-refocused images given as the solid squares and 
refocused images shown as the open circles, ray tracing data uses either L/DB or (1-)L/DB as the 
effective number of beads along the optical axis, the value of nD,match is given at the top of the 
figure; (b) results on a log-log scale indicating a nearly linear relationship for both the 
experimental and ray tracing results  
Figure 5: Histogram of the position distortion using ray tracing technique for a range of index 
mismatch values 
 
Figure 6: RMS error due to particle image degradation, ID, versus refraction index mismatch 
experimentally determined by finding the centroid displacement based on the imaged dot 
intensity distribution, Eqn. (12) for a 3 pixel seed image size  
Figure 7: Light flux from a target dot measured at the image plane, normalized by the value 
when the refractive indices are matched, versus refractive index mismatch; symbols are 
measured data, lines with symbols are numerical results: Jref is the value for only pure 
reflection, (L/DB) uses Eqn. (5) assuming L/DB beads along the optical axis and ((1- L/DB) 
uses Eqn. (5) with (1- L/DB beads along the optical axis 
 
Figure 8: Ray tracing results of PD versus index mismatch and number of beads in the bed, NB, 
for a range of bead diameters, DB; results are plotted divided by the value of index mismatch and 
are used to arrive at the generalized Eqn. (14)  
Figure 9: Histogram of the defocused value, dZ, for a range of index mismatch values using the 
ray tracing procedure for 15 mm diameter beads, 6 beads along the optical axis, magnification of 
0.66 and f number of 2.8; vertical lines are the defocused values, dZ, when all beads are aligned 
along the optical axis 
 
 (a) 
 
(b) 
Figure 10: Seed image data while viewing through the porous bed, (a) zoomed in image fractions 
for the control case and three values of index mismatch and (b) histograms of gray pixel values 
for the control (liquid only) and two values of (nL-nS) 
 
Figure 11: Seed number density normalized by the control image seed number density versus 
index mismatch for the experimental and numerical results  
Figure 12: Ray tracing results of light flux versus wavelength difference from the emission 
wavelength for a fluorescent dye, normalized by the light flux at the emission wavelength, for a 
range of magnification values and f numbers; also shown is the emission spectrum, em(), for 
orange fluorescence microspheres (540/560) 
 
Figure 13: RMS error estimate for fluorescent seed detection, PD,versus wavelength 
bandwidth of the detected light for index matching at the peak emission for orange fluorescent 
microspheres (540/560) for three different fluids using Eqn. (16) 
  
Figure 14: PIV measurements of flow in a square flow channel when viewing the channel 
directly or through a porous bed, see Fig 3.b, filled with either just liquid phases or liquid and 
solid phase (6 mm diameter spheres with porosity of 0.47 and bed width of 20 mm), with 
different index mismatch values 
 
(b) 
Figure 15: Error estimates for the PIV each of the measurements shown in Fig. 14 as well as 
numerical ray trace results for different index mismatch values using Eqn. (17)   
Figure 16: Images of laser light sheet distortion when travelling through an index mismatched 
porous bed for  = 527 nm using these index mismatch values 
 