The intrinsic geometry of surfaces and Riemannian spaces will be investigated. It is shown that many nonlinear partial differential equations with physical applications and soliton solutions can be determined from the components of the relevant metric for the space. The manifolds of interest are surfaces and higher-dimensional Riemannian spaces. Methods for specifying integrable evolutions of surfaces by means of these equations will also be presented.
Introduction
Surfaces arise in the study of many classical systems, especially those in which interfaces or fronts appear. This occurs in the study of surface waves, deformations of membranes, and boundaries between regions of differing viscosity or densities. Surfaces are also finding applications at present in the areas of classical string theory and quantum field theory 1, 2 . Two cases which are particularly important for applications and have received much attention are the cases in which the surface can be ascribed a constant mean curvature or a constant Gaussian curvature. Each of these cases has a wide variety of nonlinear partial differential equations associated with it, and each has been studied with great interest recently 3, 4 . This is due to the fact that many partial differential equations, or systems of differential equations, can be generated as a consequence of formulas which result from the study of surfaces. Some equations such as those related to constant mean curvature are a consequence of the theory, and many related to constant Gaussian curvature can be obtained as a result of specifying quantities which are in the formulas in a particular form. Moreover, many of these equations are known to possess soliton solutions 5 , and so this provides a link between equations, solitons, and surfaces. This has certainly been shown to be the case in the study of constant mean curvature surfaces 6 . In fact, many nonlinear equations which have been 2 International Journal of Mathematics and Mathematical Sciences studied recently, such as the KdV and mKdV equations, are directly related to surfaces which have constant Gaussian curvature 7, 8 . These equations have soliton solutions, and conversely solutions from these equations can be used to determine the first and second fundamental forms of a surface. Historically, Bianchi and Bäcklund introduced symmetry transformations which can be regarded as transformations between surfaces and have come to be called Bäcklund transformations. This was initially done for the sine-Gordon equation which allows the construction of new pseudospherical surfaces from a given surface. In an approach that uses the inverse scattering transform method, one starts with the system of 1 1-dimensional linear problems ψ x Pψ, ψ y Qψ and then constructs explicit formulas for the immersion of one-parameter families of surfaces 9 .
The study of the general theory of three-dimensional Riemann spaces has not been completed as far as a theory of surfaces is concerned 10 . In fact, various partial differential equations do arise within the study of problems in three and higher dimensional Riemann spaces as will be seen here. Three-dimensional Riemann spaces and possibly even higher dimensional versions play a crucial and fundamental role in general relativity and the study of gravity in general. One of the reasons for this is that any metric in general relativity can be transformed into a synchronic system of coordinates, which is one in which the spatial part of the metric is Riemannian. In this event, an initial value problem can be formulated in terms of three-dimensional Riemannian space plus one time variable in a very natural way. The study of higher-dimensional Riemann spaces can very well be of importance in the study of Kaluza-Klein theories as well as in formulating string theories.
The intrinsic geometry of surfaces and Riemannian spaces will be introduced and described without any reference to the enveloping space. Results from the study of these spaces are used to obtain nonlinear differential equations. This gives an automatic connection between surfaces and equations. The procedure will be to define a metric in mathematical form with a particular structure and a curvature which will depend on the components of the metric and given by a specific formula, in particular the curvature equation. This will be used to establish a relationship between the intrinsic geometry of the spaces as specified by the functions in the metric and multidimensional integrable equations which result from the curvature equation 11 . Methods for specifying integrable evolutions or deformations of surfaces will also be examined as well. The study of the solutions to these equations is not the main objective here, but to formulate some new, relevant equations and propose some new ones for study.
Nonlinear Equations Related to Surfaces
Consider two-dimensional surfaces which have a first fundamental form given in terms of components as
where E, F, and G are functions of the local coordinates x, y of a surface. The basic invariant which is characteristic of the intrinsic geometry of a surface is the Gaussian curvature, which is determined by The component R 1212 can be calculated by means of
In terms of the components of the metric of a surface given by 2.1 , the Gaussian curvature K x, y can be evaluated by first calculating 2.5 and then putting this result into 2.2 . This procedure shows that the Gaussian curvature K x, y is related to the components of the metric of the surface by means of the Gauss equation
2.6
By specifying the components of the metric 2.1 in a particular way, it is possible to use 2.6 to generate various types of nonlinear equations. Several examples will serve to illustrate the main idea as to exactly how this can be done.
First put E G 0 and H F in 2.6 , then we obtain
Setting F exp ϕ , this equation becomes
The coordinate curves are minimal lines, and for the case of constant Gaussian curvature K, it specifies a particular nonlinear equation, 
This is a linear equation, and when K is fixed to be constant, the corresponding surfaces are the spherical or pseudospherical surfaces of constant curvature. It is important to realize that 2.11 is closely connected with the one-dimensional stationary Schrödinger equation 13, 14 . This can be seen by identifying
where Re denotes the real part, and λ 0 is an arbitrary real or pure imaginary value of the spectral parameter λ in the equation
Therefore, solvable cases of the Schrödinger equation 2.13 provide the explicit expressions for the Gauss curvature K x, y and the metric of surfaces referred to their geodesic coordinates. Here in 2.13 , the quantity y acts as a parameter. In fact, in general, one can prescribe any dependence of K x, y and H x, y on the variable y. A way in which the dependence on y can be fixed is to require that the function H obeys the additional linear equation 
Calculating the compatibility condition ψ xxy − ψ yxx 0 based on 2.21 , in order to enforce this, it is found that 2.20 must hold. Putting K x, y −U x, y λ 2 0 , 2.20 takes the form
Equations 2.20 and 2.22 are precisely the KdV equation, which is known to be integrable. The basic idea of the method is to generate a solvable nonlinear system from the compatibility condition of linear partial differential equations with variable coefficients. Of course, the KdV equation has exact solutions, and so surfaces may be generated with soliton curvature and associated solitonic metric. Therefore, as an example, it can be checked that U given below is a solution to 2.20 : Dynamics for a surface can also be introduced by fixing the dependence of K and H using one of the equations from the KdV hierarchy and then specifying the evolution in t by another equation from the hierarchy. The common solution K x, y, t of the KdV equation 2.22 and a higher KdV equation, for example, K t ∂ 2n 1 x K · · · 0 generates the evolution of surfaces.
Another way for fixing the dependence of K and H on y and determination of the evolution in t consists in considering the compatibility of a system composed of 2.13 and an equation of the form
where f is an arbitrary polynomial, and U n are functions. The compatibility of 2.13 and 3.2 is equivalent to a 2 1-dimensional integrable equation for K. The following theorem gives a case in point. 
3.5
Then the compatibility condition of 3.3 and 3.4 is equivalent to the following equation for K x, y, t :
ii Consider the following pair of evolution equations:
The compatibility condition for these two equations implies that K satisfies [18] . where the densities P n are given by the recursion
The proof of this Theorem runs along exactly the same lines as Theorem 2.1. All of the lengthy calculations throughout have been done with Maple
The first such integrals of motion turn out to be
3.12
Thus, there exists an infinite set of global characteristics of a surface that are invariant under the evolution discussed in Theorem 3.1. As a generalization of 3.3 and 3.7 in Theorem 3.1, we have the theorem which follows. 
where σ 2 ±1 and α is a constant. The compatibility condition for these two equations implies that K satisfies
2 K yy 0.
3.14

This 2+1-dimensional equation is integrable.
A more systematic method 19 for passing to higher dimensions involves considering the compatibility condition for a pair of equations of the form
where f k are arbitrary polynomials in the operator L, and z k are the variables. A slightly different reformulation of this system will be of particular interest here, namely,
In particular, if there are three variables and we take Dψ λ∂ y ∂ t ψ, with Lψ ∂ 2 x K ψ, then 3.16 takes the form
Differentiating the first of the equations in 3.17 with respect to t and the second with respect to x twice, the compatibility condition for 3.17 takes the following form:
Expanding this out, we have the explicit form 
3.21
The last term in ψ x is absent from 3.21 provided that f and g satisfy the equation
Therefore when 3.22 is satisfied, compatibility condition 3.19 holds if the equation for K multiplying ψ in 3.21 vanishes, namely,
To prove Theorem 3.3, the compatibility condition for 3.17 is worked out, and the higher derivatives of ψ in x are eliminated using the first equation of 3.17 . This is a long calculation.
A solution to 3.22 can be determined. Let us set
where constant c will be determined in the process. Substituting 3.24 into 3.22 , the solution will work if c −1/2 and f is determined from f xx 4αK xx , 3.25 which implies that we can take f 4αK. Let us summarize these results in the following theorem. 
Then 3.19 is satisfied identically provided that K satisfies the partial differential equation
Scalar Curvature of Three and Four-Dimensional Riemann Spaces
In the previous section, it has been seen that the Gauss equation for the two-dimensional Riemann spaces connects the Gaussian curvature K to the coefficients of the metric. In fact, two of the three components of the surface metric can always be transformed away by a change of variables. For three-dimensional Riemann spaces, by means of a transformation of coordinates, the corresponding metric can be converted to diagonal form For the diagonal metric 4.1 , R can be evaluated explicitly, and the scalar curvature takes the following form: 
4.3
The factor −1/2 on the left side arises from a factor of −2 on the right-hand side divided out. The proof of this goes along exactly the same lines as the previous theorems. It suffices to substitute the integrals 4.10 into 4.9 and compute the compatibility condition by calculating the derivatives H zuv , H uvz , which is some work, and then putting them in the equation H zuv − H uvz 0. This generates 4.11 .
The result in 4.11 is the simplest and lowest member of a hierarchy of nonlinear partial differential equations which is referred to as the Nizhnik-Veselov-Novikov equation. This equation is integrable by means of the IST method. Its properties are different for the cases σ 2 ±1 and E > 0, E < 0 and E 0. Continuing further, some nonlinear partial differential equations will be produced which are associated with the scalar curvature equation 4.3 .
