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CHAPTER I 
INTRODUCTION AND SUMMARY OF RESULTS 
The objective of this thesis will be to calculate (1) the utilization of each 
s e r v e r and (2) the probability that an ar r iv ing customer finds all s e r v e r s busy for 
an s s e r v e r queueing sys tem with heterogeneous serv ice t imes and ordered hunt. 
In this context, heterogeneous serv ice t imes and ordered hunt a r e defined as 
follows: 
Heterogeneous se rv ice tames—All se rv ice t imes a r e independent, negative 
exponentially distributed random var iab les , but the mean service t ime can 
be different for each s e r v e r . 
Ordered hunt—The s e r v e r s a r e numbered and ar r iv ing cus tomers who find 
m o r e than one idle s e r v e r occupy that idle s e r v e r with the lowest number . 
All calculations a r e made under the assumption that the sys tem i s in a state of 
s tat is t ical equil ibrium. 
Initially, i t i s assumed that cus tomers who find all s e r v e r s busy leave the 
sys tem, an assumption which will be called "blocked cus tomers c leared" (BCC), 
and that a r r iva l s follow a Poisson distribution. Traditional methods of wri t ing and 
solving equations for the stat ionary state probabili t ies a r e examined, and it i s con­
cluded that these sys tems of equations a r e l a rge and have no simple closed-form 
solution. 
An al ternat ive approach then re laxes the assumption of Poisson a r r i va l s and 
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considers each s e r v e r as a one s e r v e r queueing system with blocked cus tomers 
c leared and an a r r iva l s t r eam comprised of those cus tomers who overflow al l 
lower-numbered s e r v e r s . It i s demonstrated that the Laplace-Stielt jes t ransform 
s t 
of the m + l s e r v e r ' s in te ra r r iva l t ime distribution function, $ Az), i s related 
m+l 
th 
a s follows to the corresponding t ransform for the m se rver : 
where ^ i s the serv ice completion r a t e for the m s e r v e r . Also, the probability 
s t 
that a cus tomer overflowing the f i rs t m s e r v e r s finds the m+l s e rve r busy i s 
shown to equal ^ a+iO^+ jh which can be numerical ly evaluated by r e c u r r e n c e . 
Finally, i t i s demonstrated that the following equations can be used to calculate 
th 
^m* utilization of the m se rve r , and A(s), the probability that an a r r iv ing 
cus tomer finds all s s e r v e r s busy: 
th 
m = 2 , 3 , . . . . , 




1 = 1 
where \ i s defined as the mean a r r iva l r a t e to the f i rs t s e r v e r . 
In o rde r to analyze the general case with queueing allowed, it initially s eems 
th 
that the above resu l t s no longer apply since a cus tomer overflowing the m s e r v e r 
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can have a l a t e r effect on that s e r v e r . However, if the a r r iva l s a r e once again 
th 
assumed to be Poisson, it i s demonstrated that the utilization of the m s e r v e r 
and C(s), the probability that all s e r v e r s a r e busy, can be related to the c o r r e s ­
ponding quantit ies for the BCC case as follows: 
P m = c p m + (1 - c) , m = 1, 2 s 
C(s) = cB(s) + (1 - c) , 
where B(s) i s the probabili ty that a t any instant all s e r v e r s a r e busy in a BCC 
sys tem. It i s noted that for Poisson input, the knowledge of whether or not the 
sys tem i s a t an a r r iva l instant has no effect on any of the s ta te probabil i t ies so 
that 
B(s) = A(s) . 
The constant c i s shown to be equal to the probabili ty that the re a r e no cus tomers 
waiting in the queue, and it i s expressed a s foUows: 
oo - 1 
c = i ~ I + B ( S ) y X I , 
L K=L ¥ 2 — 4 J 
where i s the downward transi t ion r a t e when aU s e r v e r s a r e busy and k cus tomers 




With the assumptions of heterogeneous service t imes and ordered hunt, 
this mul t i se rver queueing problem has received very l i t t le attention in the l i t e r a ­
t u r e . However, some closely related problems have been analyzed much more 
thoroughly, and these can be classified as follows: 
1. Heterogeneous service t imes with cus tomers choosing among idle 
s e r v e r s a t random. 
2 . Homogeneous serv ice t imes with ordered hunt. 
The following discussion will consider first the work previously done on the p r o b ­
l em of heterogeneous service t imes and ordered hunt, and then it will cover some 
of the l i t e ra tu re on the two re la ted p rob lems . 
Heterogeneous Service Times and Ordered Hunt 
Only one previous at tempt to solve this problem has been discovered. This 
work, by Vijendra P . Singh, has resul ted in two p a p e r s . In the f i rs t (17) Singh 
defines a s ta te space for a two-se rver , heterogeneous sys tem with Poisson a r r i v a l s 
and queueing aUowed and then calculates all s ta te probabil i t ies and E(Q), the expec­
ted number of cus tomers in the sys tem. He then fixes the mean a r r iva l r a t e , X . 
and the sum of the mean serv ice completion r a t e s , + and de termines the 
exact values of ju^ and jUg which will minimize E(Q). After finding these optimum 
values , he concludes that E(Q) i s smal le r for the resul t ing heterogeneous sys tem 
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than for the corresponding homogeneous whose s e r v e r s each have the following 
mean r a t e , \x : 
a 
The second paper (18) extends this analysis to the case of 3 s e r v e r s , but the 
increased size of the state space makes algebraic solutions much m o r e cumber ­
some, and therefore numerical solution methods a r e used . The solution methods 
used by Singh in these two papers will be explored in g rea te r detail in Chapter HI. 
Heterogeneous Service Times and Random Choice of Server 
In this context, random choice of s e r v e r means that the ar r iv ing cus tomer 
occupies each idle s e r v e r with equal probabili ty. Fo r these assumptions, i t i s 
in teres t ing to discover that the resul t ing state equations, though just a s numerous 
a s before, can be solved explicitly. Harold Gumbel (10) wr i t es a sys tem of s ta te 
equations for this problem, assuming that cus tomers who find all s e r v e r s busy 
wait until served, and he obtains an explicit solution for all of the s ta te probabi l i ­
t i e s . He then calculates the utilization of each s e r v e r , and the e r r o r which would 
r e su l t from substituting a homogeneous sys tem, each of whose s e r v e r s have r a t e s 
equal to the average of those in the heterogeneous sys tem. Ancker and Gafarian (1) 
extend Gumbel r s work by considering situations where cus tomers leave the sys tem 
if the waiting line i s too long or if not served during an exponentially distr ibuted 
t ime in terval . 
Another solution of this modified problem i s given by Kolifrath and Smith (13). 
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Although thei r r e su l t s a r e essential ly the same as those obtained by Gumbel, their 
methodology involves the calculation of the conditional probabil i t ies that a par t icu­
la r s e r v e r i s busy given that a specified total number i s busy. Finally, 
Krishnamoorthi (14) considers a heterogeneous two-se rve r sys tem with the a s s u m p ­
tion that if an a r r iva l finds both s e r v e r s idle he occupies s e r v e r #1 with probability 
p and s e r v e r #2 with probability 1 - p , where s e r v e r #1 has the shor tes t mean 
se rv ice t i m e . An interes t ing conclusion in this work i s that the expected queue 
length i s minimized if p equals 1. Thus, in the ca se where s e rve r #1 i s fas ter 
than s e r v e r #2, i t i s bet ter to d i rec t a cus tomer to the fas ter s e r v e r (p = 1) than 
to le t the cus tomer choose his s e r v e r at random (p = J ) . Therefore, i t s eems 
reasonable to make the assumption of ordered hunt since the s t ra tegy implied by 
that assumption i s an optimal one, at l eas t for a sys tem with two heterogeneous 
s e r v e r s . 
Homogeneous Service Times and Ordered Hunt 
The l i t e ra tu re on this problem i s much m o r e extensive, and so this d i s ­
cussion will be l imited to those r e su l t s which a r e most re levant to the objective of 
calculating the utilization of each s e r v e r . One approach, which i s discussed by 
Cooper (6, pp . 122-124) u s e s the concept of ca r r i ed load, which i s defined a s the 
average number of busy s e r v e r s . Fo r a one - se rve r sys tem the ca r r i ed load i s 
then equal to the utilization of that s e r v e r . It i s argued that, for the ca se of blocked 
cus tomers c leared , the load ca r r i ed by the system comprised of the first m s e r v e r s 
(m < s) i s not affected by the existence of higher-numbered s e r v e r s . Therefore , 
th 
the ca r r i ed loads a r e additive in the sense that the utilization of the m s e r v e r i s 
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equal to the difference between the loads ca r r i ed by the f i r s t m and m - 1 s e r v e r 
groups respect ively . Finally, i t i s demonstrated that these total ca r r i ed loads 
can be calculated easi ly . Paul J . Burke [1963, unpublished; see Cooper (6, p . 
p . 124)] and Vaulot (23) a r e each credited with extending this resu l t to sys tems 
where queueing i s allowed. 
C. Pa lm (15), a s a lso discussed by Khintchine (12), considers those a r r i ­
vals which overflow (are blocked on) the f i rs t m s e r v e r s a s comprising the 
s t 
a r r iva l s t r e a m to the (m + 1) s e r v e r . Fu r the rm ore , if the a r r iva l s t r eam to 
th 
the m s e r v e r i s r ecu r r en t , o r in other words posses se s independent, identically 
s t 
distr ibuted in te ra r r iva l t imes , then the s t r eam entering the (m+l) s e r v e r i s a lso 
r e c u r r e n t . Then, a r e cu r r ence relat ion i s given which pe rmi t s calculation of the 
s t 
in t e ra r r iva l t ime distribution function for the (m+l) s e rve r using the same func-
th 
tion for the m s e r v e r . Hence, this information can be calculated for aU s e r v e r s 
providing the f i rs t s e r v e r ' s in te ra r r iva l t ime distribution function, which need not 
be negative exponential, i s known. Also, further analysis of each s e r v e r i s made 
poss ible s ince the a r r iva l s t r eam and serv ice t ime a r e both adequately specified. 
Khintchine extends his discussion of P a l m ' s work for the case of Poisson input by 
calculating an explicit expression for the in te ra r r iva l t ime distribution function for 
th 
the m s e r v e r , which tu rns out to be a mixture of m different exponential functions. 
Some l a t e r work by A. Descloux (9) i s re lated to that of Pa lm, but by a s s u m ­
ing that the first s e r v e r a r r iva l s t r eam i s Poisson, he i s able to simplify the a fore-
s t 
mentioned r e c u r r e n c e relat ion for the (m+l) s e r v e r ' s in te ra r r iva l t ime distribution 
function. Also, the moments of this distribution a r e calculated. 
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The difficulty connected with extending P a l m ' s work to the assumption of 
heterogeneous se rv ice t imes i s centered p r imar i ly on the calculation of an expli-
s t 
c i t expression for the (m+1) s e r v e r ' s in te ra r r iva l t ime distribution function. 
It will be argued, however, that the inequality of serv ice t ime means has no effect 
on P a l m ' s r e c u r r e n c e relat ion a s long a s all se rv ice t imes a r e exponentially d i s ­
t r ibuted. Unfortunately, Descloux's work i s not a s easi ly general ized. 
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CHAPTER IE 
STATE EQUATION SOLUTION METHOD FOR BLOCKED 
CUSTOMERS CLEARED CASE 
In this chapter , the objective will be to calculate the probability that all s 
s e r v e r s a r e busy, B(s), and the utilization of each se rve r , p m V(for all) m = 1, 
2 , . . . , s , for a heterogeneous sys tem with Poisson a r r i va l s and blocked cus tomers 
c lea red . Traditional methods of defining a s ta te space and writ ing equations 
relat ing the s ta te probabil i t ies wiU be used. 
Development of State Space 
Since Poisson a r r i va l s a r e charac ter ized by independent negative exponen­
t ial ly distr ibuted in te ra r r iva l t imes , and since the service t imes have the same 
proper ty , the following charac te r i s t i c of any negative exponential random var iable , 
T , applies to both: 
P r f T > t + h | T > t ) = P r f T > h ) ¥ t > 0, h _> 0. 
Therefore , this queueing sys tem fits the definition of a Markov p roces s in the sense 
that i t s probabil ist ic evolution after t ime t depends only upon the s ta te of the sys tem 
at t and i s independent of the his tory of the sys tem p r io r to t . 
F o r the case where the mean se rv ice completion r a t e s can be different, 
however, the future evolution of the sys tem after t ime t depends not only upon the 
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total number of busy s e r v e r s at t but also upon which of the s s e r v e r s a r e busy. 
Therefore , i t i s necessa ry to define the s ta te space S a s follows: 
S = {(X, X X ): X c { 0 , l } } 
1 m s m 
= { 
^ J 1 if s e rve r m i s busy 
m I 0 otherwise 
Thus, each state i s represented by and s-dimensional vector of ze ros and ones, 
G 
and the re i s a total of 2 possible s t a t e s . Also, since the number of s ta tes i s 
finite, and each state can be reached from every other s ta te at some future t ime , 
G 
t he r e exis ts a unique 2 -dimensional row vector of s ta t ionary s ta te probabi l i t ies , 
P , such that 
P 
x 
= Pr{X = x , . . . , X = x , . . . , X = x } . , . . . , x , . . . , x 1 1 2 2 S S 1 m s 
Matr ix State Equations for Calculating the Stationary State Distribution 
In simplici ty of notation i t i s now des i rable to place the s ta tes into one to 
one correspondence with the following space.-
S' = &: i = 1 , 2 , . . . , s ) . 
Therefore , 
P = P . 
x i * • , , , x m , , , , x a 1 
for exactly one value of i, and the row vector P remains unchanged. 
Now, from work by Spitzer (19), the re exis ts for this queueing sys tem a 
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s s 
unique semigroup of t ransi t ion mat r i ces R ^ ^ Q ( 2 x 2 ) whose en t r i es , Q^(i , j ) , 
denote the conditional probability that the sys tem is in s ta te j a t t ime t given that 
i t was in s tate i a t t ime ze ro V i, j in S ' . It follows that for P to be a s tat ionary 
distr ibution, i t mus t satisfy the equation 
P Q t = P ¥ t > 0. (3.1) 
However, r a the r than t rying to solve equation 3 . 1 for P , i t i s eas ie r to u se what 
Spitzer ca l l s the t ransi t ion mat r ix genera tor , G, for the m a t r i c e s f^}. The 
generator i s defined such that it satisfies the following proper t ies : 
!• G (i, j) > 0 ¥• i, j in S ' such that i ^ j 
2 s 
2 . Y G ( M ) = 0 V i i n S ' 
j= l 
3 . G(i,j) = Q^(i , j ) ¥ i , j i n S ' 
A m o r e intuitively satisfying explanation of the elements of G i s that, for i 4 j and 
A t -*0, G(i, j) At i s asymptotically equal to the probability that the sys tem i s in 
s ta te j a t t + At given that i t was in s tate i a t t . Therefore , G(i, j) can be viewed 
a s a t ransi t ion r a t e from s ta te i to s tate j . The diagonal e lements of G a r e d e t e r ­
mined from proper ty 2 . 
The usefulness of the genera tor s t ems from the fact that the en t r ies of G 
a r e eas ie r to specify than those of {Q^.}. Also, P i s a s ta t ionary distribution if 
and only if i t sat isf ies the following equations: 
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PG = 0 , (3.2) 
2 s 
G 
where 0 i s a 2 -dimensional row vector of z e r o s . Therefore , this problem reduces 
to one of specifying the ent r ies of G and then finding the unique probability d i s t r i ­
bution, P , satisfying equations 3.2 and 3 . 3 . Then B(s) and p m can be found from 
the following re la t ions: 
B(S) — Pi i , (3.4) 
P m ~ Z 1 ^ ^ . . . , x x g m = l , 2 s . (3.5) 
[ ( x . , . . . , x , . . . , x ): x = 1) 
tt 1 m s ' m J 
In o rder to bet ter i l lus t ra te these s tate equation solution methods and the 
construction of the mat r ix generator , G, an explicit solution for the two- se rve r 
problem follows. 
Explicit Solution for the Two-Server Prob lem 
When the re a r e two s e r v e r s with different mean serv ice completion r a t e s 
and the BCC queue discipline i s assumed, the s ta te space S reduces to 
S = {(Xl9X2): X m €{0,1}} 
= {(0,0), (1,0) , (0,1), (1,1) } . 
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Therefore , the generator , G, i s a 4 x 4 ma t r i x . The procedure for filling out the 
en t r ies of G i s to complete the off-diagonal ent r ies for each row and then u s e 
p roper ty #2 of the mat r ix generator to obtain the diagonal e lement . Considering 
the first row of G, for At -*0 the probability of being in s ta te (1,0) at t ime t + At 
given that the sys tem was in s tate (0,0) at t ime t i s asymptotically equal to X At, 
and the t ransi t ion r a t e from (0,0) to (1, 0) i s X, the mean a r r iva l r a t e . F o r the 
sys tem to be in s ta tes (0,1) o r (1,1) at t ime t + At given in s ta te (0, 0) a t t , a t l eas t 
two a r r i v a l s must occur in the interval At. F o r Poisson a r r i v a l s , the probability 
of this event i s smal l enough to be ignored, and as a resu l t the corresponding 
t ransi t ion r a t e s equal z e r o . Finally, from proper ty #2, the diagonal ent ry in the 
first row of G i s - X. Continuing this procedure for the other t h ree rows r e su l t s 
in the following genera tor . 
- X X 0 0 
0 X 
0 -X-A*, X 
0 H H 
Now, to obtain the s tat ionary distribution for this 2 s e rve r sys tem we need 
to solve equation 3.2 where G i s a s above and 
p = < p o , o - p i , o ' p o , i ' p i , i ) -
The solution for P in this equation can be expressed, after some straightforward 
14 
but r a the r laborious calculations, a s follows: 
P = 1 P 
1,1 1,1 
0,1 \+fi2 1,1 
i ,o X V X + I ^ Y 1,1 
p o ,o - x2 V 1 + X + ^ Y p i , i 
Then from equation 2 .3 
P + P + P + P = 1 0,0 *1,0 ^0,1 A» 
so that P 1 1 i s shown to be the following: 
r H ^ 2 / ^ i \ ^ ^ 2 / ^ ^ I M " 1 
P M = [ 1 + ^ + T ( 1 + X ^ 2 ) + - T ( 1 + X T ^ ) ] • 
(3.7) 
Therefore , a l l s ta t ionary probabil i t ies have been found and from equations 3 .4 and 
3 . 5 , 
P l = P l , 0 + P l , l ' 
P 2 = P 0 , l + P l , l ' <3-8> 
B(2) - P . 
The main point to be made from this example was a demonstrat ion of how 
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the G mat r ix i s formed, and how it leads to the des i red r e su l t s for this queueing 
problem. However, it can a lso be seen that the algebra was surpr is ingly involved, 
even for the 2 - s e r v e r c a s e . F o r the 3 - s e rve r ca se , G would be an 8 x 8 mat r ix , 
which would resu l t in much g rea te r computational difficulty. 
Conclusions 
It i s evident that, us ing equations 3.2 and 3 . 3 , numerical solutions for p 
can be found in principle, even for l a rge values of s . Since solving the above mat r ix 
s s equation, however, i s equivalent to solving 2 simultaneous equations in 2 unknowns, 
even the problem of obtaining numerical solutions becomes unmanageable a s s in ­
c r e a s e s . F u r t h e r m o r e , a usable algebraic solution for each of the entr ies in P 
has not a s yet been found. Therefore , th is method for calculating p m and B(s) s eems 
useful only for smal l s . Another point regarding this solution method i s that i t in ­
volves the calculation of s tate probabil i t ies which a r e superfluous in that they a r e 
not needed in equations 2 .3 and 2 . 4 . 
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CHAPTER IV 
ALTERNATIVE SOLUTION FOR BLOCKED CUSTOMERS 
CLEARED CASE 
Development of Alternate Solution Methods 
In this chapter , an al ternative method i s developed for calculating the block­
ing probabili ty, B(s) and the utilization of each se rve r , p ^ , m = 1 , 2 , . . . s , for the 
BCC system with heterogeneous se rv ice t imes . This method involves the adaptation 
of P a l m ' s work a s previously described to the case of heterogeneous service t imes , 
and as a resu l t the assumption of Poisson input can be relaxed to that of r ecu r r en t 
input. Also, the f i r s t objective will be to look at the system only at the instants 
immediately preceding customer a r r i v a l s , and to calculate the following probabil i t ies: 
th 
ir = P r {customer finds m se rve r busy |he finds all of the first 
m - 1 s e r v e r s busy} 
A(m) = P r {customer finds all of the f i rs t m s e r v e r s busy} 
It is noted he re , from the definition of conditional probability, that 
A(m) = TT A (m - 1) \ m 
m = 1 , 2 , . . . s 
A(0) = 1 
m 
A(m) = T ~ [ ir , (4.1) 
i = 1 
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so the determination of n V m = 1, 2, . . . , s leads easi ly to the calculation of all 
m 
A(m) as well . In fact, this a r r iv ing customer blocking probability, A(m) i s of a s 
: much in teres t a s B(m), but on the other hand n i s not a measu re of the utilization 
m 
th of the m s e r v e r . Therefore, a method will be given for calculating p from ir • m m 
th In o rder to calculate ir it i s best to consider the m s e r v e r a s a one - se rve r m 
system having negative exponential se rv ice t imes with mean 1 / / ^ * a BCC queue d i s ­
cipline, and an a r r iva l s t r eam with mean r a t e \ ^ made up of those cus tomers who 
find all of the f i r s t m - 1 s e r v e r s busy. The only difference between this sys tem and 
the s imples t queueing sys tem (one se rve r , BCC, Poisson a r r i v a l s , and negative 
exponential se rv ice t imes) i s the s t r eam of a r r i va l s which i s not Poisson for m > 1. 
Therefore , the calculation of T T M should depend only upon our ability to charac te r ize 
th 
the random variable denoting the t ime between a r r i va l s to the m s e r v e r by a cumu­
lative distribution function, G (t). 
m 
Before attempting to devise a means of calculating G (t), i t i s necessa ry to 
m 
th 
establish that the s t r eam of a r r i va l s to the m se rve r i s r e c u r r e n t . To this end 
it has been proved by Palm (15) for homogeneous negative exponential se rv ice t imes 
that if the a r r iva l s t r eam to any se rve r , m , is r ecu r ren t , then the a r r iva l s t r eam 
st 
for the (m + 1) s e rve r is a lso r ecu r r en t . Therefore , if the input to the sys tem 
i s r e cu r r en t , then each of the s s e r v e r s possesses a r ecu r r en t a r r iva l s t r e a m . 
To extend this resu l t to the case of heterogeneous serv ice t imes , it i s mere ly n e c e s ­
sa ry to observe that, a s proved for homogeneous service t imes , the existence of 
s t th r e c u r r e n t input for the (m + 1) s e rve r requ i res only that (1) the m s e r v e r p o s s e s -
th 
ses r ecu r r en t input and (2) the serv ice t imes for the m se rve r alone be negative 
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exponentially distr ibuted. There exist no requi rements regarding the serv ice t ime 
distr ibutions of other s e r v e r s . Therefore, i t i s concluded that for the heterogeneous 
sys tem the entering s t r eam for each of the s s e r v e r s i s r ecu r r en t . 
Now, in o rde r to calculate G (t), the recurs ive methods described in 
m 
Syski (20, p . 262) [see a lso Khintchine (12) and Riordan (16)] will be used. F i r s t , 
c th we define (t) a s the probabili ty that no a r r iva l to the m s e r v e r occurs in t ime 
t . Then, i t follows that 
G (t) = l - G * ( t ) (4.2) 
m m 
c c The objective i s to derive an expression for G , , (t) in t e r m s of G (t) and the s e r -m + i m 
vice t ime distribution function of s e rve r m, and then to determine G ,(t) from 
m+i 
equation 4 . 2 . 
s t 
The event that no a r r iva l to the m+1 s e r v e r occurs in t ime t can be p a r t i ­
tioned into the following disjoint sub-events: 
1. Event E^ i s the event that s e r v e r m experiences no a r r i va l s in 
t ime t , and 
P [ E l = G C (t) r c 1 J m 
th 
2 . Event E 0 i s the event that a t leas t one a r r iva l to the m 
s e r v e r occurs in t ime t but none of these a r r i va l s finds 
the m se rve r busy. 
To calculate P r fE }, a s sume that the f i rs t a r r iva l to s e r v e r m occurs in the t ime 
interval (£, £ + d £ ) . The differential of the probability of an a r r iva l in that interval 
c 
i s - dG m (4 ) . Now, for E^ to occur two other events must also occur . F i r s t , we 
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note that for an a r r iva l to s e r v e r m+l to have occurred at t ime ze ro , s e r v e r m 
must have been occupied. It i s necessa ry that this serv ice t ime be completed by 
t ime 4 1 which occurs with probability 
1 - e . 
s t 
Second, t he re must be no a r r i va l s to the (m+l) s e rve r in the t ime interval (4, t ) , 
Q 
which occurs with probabili ty G m + 1 ( t ~ £)• Th* 8 s ta tement of probabili ty, however, 
needs justification since no a r r iva l to s e r v e r m + l occurred at t ime 4> and the use 
Q 
of G m + j " 4) * s predicated on such an a r r i v a l . 
Consider the f i rs t m s e r v e r s immediately after the a r r iva l at 4 • Since 
serv ice t imes a r e negative exponentially distr ibuted, the serv ice t imes remaining 
for each of these m cus tomers have the same set of probability distributions whether 
o r not the a r r iva l at t ime 4 was served by s e rve r m . Also, the occurrence of 
future a r r i v a l s to the system a r e independent of the disposition of the a r r iva l at 
t ime 4 • Therefore , by assuming that the a r r iva l at t ime 4 was blocked on s e r v e r 
m , we have not changed ei ther of the two factors affecting the future evolution of the 
Q 
sys tem, and the use of G m + 1 ( t - © i n this instance i s justified. 
Now the above th ree events compris ing represen t real izat ions of two 
success ive in te ra r r iva l t imes and a serv ice t ime which a r e mutually independent 
random var iab les . Therefore, the probability of their joint occurrence i s the product 
of the individual probabil i t ies , or 
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Finally, since the first a r r iva l to s e rve r m can occur at any t ime in the interval 
(0, t ) , the probabili ty of event i s as follows: 
t 
P r £ E 2 } - - J ( l - e - " m * ) G ^ + 1 ( t - Q D C £ « ; ) 
0 
Therefore , 
G M + L ( T ) = P R T E L ^ P r £ E 2 } 
t 
= ° m ( t ) " J ( 1 " E ~ ^ ) G W L ( T " 0 D G M ( O ' ( 4 ' 3 ) 
0 
and a recurs ion formula has been found which makes possible the calculation of 
G m ( t ) , ¥ - m = L , 2 , . . . s . hi o rde r to facilitate these computations, it i s best to u se 
the Laplace-Stielt jes t ransform of G m ( t ) : 
OO 
* _ ( z ) = f e " Z t dG (t) Re z > 0 . 
j m m 
0 
Then from equations 4 .2 and 4 . 3 , the following recurs ion formula can be derived in 
t e r m s of the t rans forms: 
^ ( z + u ) 
m + l ( Z ) " 1 - * (z) + * (z + n ) ( 4 , 4 ) 
th 
Another quantity of in te res t i s the m s e r v e r ' s mean in te ra r r iva l t ime, 
l / \ m , and it i s noted from a proper ty of these t ransforms that 
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d * (z) X dz m . . m 'z=0 
Therefore , by evaluating the derivative with respec t to z of both sides of 4 .4 and 
sett ing z equal to ze ro , it i s found that 
m 
1=1 
where X equals \ 9 the mean a r r iva l r a t e to the first s e r v e r . 
Finally, it can easi ly be shown that the following i s t rue : 
JT = * (U) (4.6) m m m 
So show th is , le t t ime ze ro be an a r r iva l instant for s e r v e r m . Then, the differen­
tial of the probabili ty that the next a r r iva l to s e rve r m occurs in the interval (t, 
th 
t + dt) is d G m ( t ) . Fo r this cus tomer to find the m s e r v e r busy, the se rv ice t ime 
which ei ther began or was a l ready in p rog re s s at t ime ze ro must still be in p r o ­
g r e s s , which occurs with probability e ^m*. Therefore , the probability that a 
cus tomer a r r i v e s to s e r v e r m at t ime t and finds the s e rve r busy i s 
e '^m* dG (t) 
Finally, since t can be anywhere in the interval [0, oo) , the probability that an 





e r m dG 
m 
0 
= * (M ) » m m 
thus proving equation 4 . 6 . 
th 
As previously stated, T T M does not equal the utilization of the m s e r v e r . 
th 
This i s t rue since the s t r eam of a r r i va l s at the m s e r v e r ( m > 1) i s not a Poisson 
s t r e a m . Stated another way, 7Tm i s conditioned on the event that the ar r iv ing cus to-
th 
m e r finds all of the f i rs t m - 1 s e r v e r s busy, and the s tate probabil i t ies for the m 
s e r v e r a r e affected by such knowledge of the s ta tes of the f i rs t m - 1 s e r v e r s . 
Therefore, the conditional probability, 7Tm, i s not the same as the unconditional 
probabili ty, p m » To calculate p ^ , the work of Taka'cs (21 , pp. 182-185) i s used. 
He s ta tes that for an s - s e rve r queueing system with homogeneous negative exponen­
tial se rv ice t imes , r ecu r r en t input, and blocked cus tomers c leared , that the stat ion­
a r y s ta te distribution for any a rb i t r a ry instant can be calculated easily if the a r r i v ­
ing cus tomer ' s s ta te distribution i s known. He then gives the formula for making 
this computation. 
These r e su l t s can be applied to the sys tem with heterogeneous se rv ice t imes 
and ordered hunt since each s e r v e r in the group i s a one - se rve r system fulfilling 
th 





Finally, using equations 4 .5 and 4 . 6 , equations 4 . 1 and 4 .7 can be res ta ted 
a s follows: 
m 
A(m) = T T * . ( j U . ) , m = 1, 2, . . . , s (4.8) 
i = l 
^ — [ 1 - t f (jjl ) ] , m = 1 
HM 
= ^ (4.9) 
m - 1 
NR 
|, m = 2 , 3 , . . . , s 
P m 
i=l 
It i s noted from a discussion in Cooper (6, p . 65) that if the input to the f i rs t s e r v e r 
i s Poisson, then the fact that the system is a t an a r r iva l instant, a s opposed to an 
a r b i t r a r y instant, adds nothing to our knowledge of the t imes of previous a r r i v a l s 
or se rv ice completions, which a r e the only factors determining the p resen t s tate 
of the sys tem. Thus, the s tate probabil i t ies a r e a lso unaffected and the following 
i s t rue : 
A(m) = B(m) m = 1, 2, . . . , s . (4.10) 
However, since p ^ and A(m) satisfy the objectives stated ea r l i e r , the assumption 
of Poisson input i s not needed for the blocked cus tomers c leared c a s e . Never the­
l e s s , in o rder to extend these resu l t s to the case where queueing i s allowed, a s 
i s done in the next chapter , the assumption of Poisson input i s needed. 
Assessment of the Efficiency of These Computations 
In t e r m s of using these methods for calculating p m and A(m), i t i s noted 
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that c losed-form (non-recursive) expressions for G m ( t ) and ^ m ( z ) have not 
been found. Such closed-form expressions a r e complicated even for Poisson in­
put and homogeneous negative exponential se rv ice t imes , a s was stated previously. 
Fortunately, all that i s required for these calculations a r e numberical evaluations 
of (u ) V m = l , 2 , . . . , s . In o rder to determine the number of calculations 
requi red i t i s best to look at $ (\i ) and determine from equation 3.4 the needed 
s s 
values of ^ g ^(z). Then this p rocess i s repeated for each of these values of 
Jz) to find the necessa ry values of $ (z). These interat ions a r e continued 
s—J. s—£i 
until all needed values of ^ ( z ) have been determined. The resu l t i s that ^ ( z ) 
s s 
mus t be evaluated at 2 - 1 different a rguments , and then 2 - s - 1 interat ions on 
equation 4 .4 mus t be performed. An example of this procedure for s = 4, i s shown 
on Exhibit I on page 27. 
Another Method of Calculating the Utilization of Each Server 
In o rde r to check the resu l t s of this chapter , another method was developed 
for calculating p ^ . Rather than calculating IJRM and then employing Taka'cs 1 theorem, 
this method argues that 
T m 
P m = E (cycle length] » { 4 ' U ) 
where the cycle length i s the t ime between t ransi t ions from an idle to a busy s ta te , 
and T i s the mean serv ice t ime (1/u ) . Hence we must prove equation 4 .11 and m m 
then calculate the expected cycle length. This i s done in the appendix, and the 
r e su l t s agree with equation 4 . 9 . 
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Alternate Solution for Two-Server Problem 
As an example of how the methods of this chapter should be used, the two-
s e r v e r problem is solved as follows. F i r s t , since the input to the f i r s t s e r v e r i s 
Poisson, 
1 - e ~ X t t > 0 
G l ( t ) = { 
0 otherwise 
Then i t can be easi ly shown that 
= » Re z > 0 . 









X + ^ X + ^ + ^ 2 
Finally, from the assumption of Poisson input i t i s t rue that 
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A(2) = B(2) 
Therefore , from equations 4 .8 and 4 .10 , the probabili ty that both s e r v e r s a r e 
busy i s 
B(2) = * 2 </i 2 ) , 
1 -
X+M 2 X + M ^ M g 
(4.12) 
F r o m equation 4.9 
r i -
and 
p 2 = a + M [ + X 
J L X + M 2 * + V I > 
(4.14) 
It can be demonstra ted that these resu l t s a r e equivalent to those in equations 3 .6 , 
3 .7 , and 3 . 8 . Of course , the actual u s e of this a l ternate method for a l a r g e r 
number of s e r v e r s would not r equ i re that such equations as 4.12 and 4 .14 be 
wri t ten out explicitly. 
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Exhibit I. Calculating * (a ) For s = 4 




on Eq. 4.4 
o f * (z) m o f * (z) for 
Use^fTSq. 4.4 
4 1 W W ' * 3 < W 
3 3 w W ' ^ + * V 
* 2 t t i 4 ) . ^ 2 0 i 2 + M4> 
2 7 w 
*2<w 
* 2 ( M 3 + M 4) 
« I 0 * 2 + f*3). ^ O V W 
W ' ^ L + "4> 
^ 2 + ^ 4 ) . + M2 + / U 4 ) 
1 0 




+ ^2 + * V 
4 
15 = 2 - 1 
Evaluations of ^ ( z ) 
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Exhibit I . Calculating ^ m ( M m ) F o r 8 = 4 (Continued) 
Server Number of Needed Values Needed Values 
Number I terat ions of \£' (z) of (z) F o r 
m on Eq. 4 . 4 Use of E q . 4 . 4 
1 0 \ ^ ^ ) 
(continued) (continued) 
+ * * 4 > 
W W 
W V 4 > 
Total 
4 
11 = 2 - 4 - 1 
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CHAPTER V 
EXTENSION OF RESULTS TO A SYSTEM WITH 
QUEUEING ALLOWED 
Definitions and Assumptions 
Having succeeded in calculating B(s) and p (m = 1 , 2 , . . . , s ) for the case of 
heterogeneous se rv ice t imes , o rdered hunt, and blocked cus tomers c leared , i t i s 
the objective now to extend these resu l t s to the comparable sys tem where a queue 
i s aUowed to form. Fu r the rmore , we wish to consider all types of queue d isc ip­
l ines for which the sys tem can continue to be descr ibed as a Markov p r o c e s s . 
Therefore , in addition to Poisson a r r i v a l s , we need only a s sume that when all 
s e r v e r s a r e busy and the re a r e k cus tomers waiting to be served, the t ime , T, 
to the next se rv ice completion or defection from the queue (whichever comes first) 
follows the negative exponential probabili ty distribution with mean 1/B : 
Notice that no assumption i s made regarding the o rde r of se rv ice of waiting 
c u s t o m e r s . 
More specifically, the following two assumptions fulfill the above r e q u i r e ­
ments : 
1. Cus tomers who find all s s e r v e r s busy join the queue and then wait until se rved . 
m 
P(T <t) = 1 - e'^k* t > 0 
k — 0, 1, 2, . . . . 
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s 
For this ca se , if u = E a , 
m = l 
^ = jU k = 0, 1, 2 
This i s commonly called a BCD (blocked cus tomers delayed) queue discipline, 
and specific r e su l t s for th is assumption will be given l a t e r in this chapter . 
2 . Cus tomers who find all s e r v e r s busy join the queue and remain t h e r e ei ther 
until served or until the i r waiting t ime exceeds a random interval having the 
negative exponential distribution with pa r ame te r a . Fo r this ca se 
j3 k = / i + k a k = 0, 1, 2 , 
In o rde r to redefine our objectives in t e r m s of this generalized assumption, 
the following state space definition i s required: 
S = { ( X , . . . , X . . - . • X _ . k ) : X e { 0 , l ) , k = 0 , 1 , 2 , . . . } 
L i m s m J 
1 if s e r v e r m i s busy, 
where X = j 
0 if s e r v e r m i s idle, 
and k = number of cus tomers in the queue. 
Also, £ i. = P r {X1 = x , . . . . , X = x , k cus tomers waiting} . 
X j »IH|*O* S S 
1 s 
Whereas in the BCC case we wanted to find B(s), the probabili ty that all s e r v e r s 
a r e busy, h e r e the analogous quantity i s : 
oo r—i A 
C(s) = I P . k=0 
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Whereas in the BCC case we wanted to find p for m = 1, 2, . . . . . s , the utiliza-
m ' 
Hon of each s e r v e r , he re the s ame quantity i s : 
2 ^m "^ l* • • • . . . , x ^ , k 
\ ( X 1 , . . . , x . • , x , k) :X — 1 _} 1 m s m 
Here , a s in the BCC case , a solution i s des i red which doesn' t depend upon the 
solution of s ta te equations involving these probabi l i t ies . 
It appears that the g rea tes t hope for a s t ra ight-forward generalization of 
the BCC case l ies in the possibil i ty that the relat ionships between p and 6 and 
m m 
a l so B(s) and C(s) a r e s imple ones . Since these quantit ies a r e all sums of s tat ion­
a r y s ta te probabil i t ies , which a r e in turn determined by the mat r ix genera tor , a 
comparison of G for a system with BCC and G for the corresponding sys tem where 
queueing i s allowed should help determine whether or not such s imple relat ionships 
exis t . To make such a comparison, i t i s des i rable to consider m a t r i c e s of finite 
dimension. Therefore , we assume for the general ized c a s e that t he re a r e n wait­
ing posit ions and that a r r i v a l s finding all s e r v e r s busy and n other cus tomers 
waiting in line a r e c leared from the sys tem. Then, if we consider only those s y s ­
t e m s for which P . approaches ze ro as k approaches infinity n can be 
chosen l a rge enough so that the probabili ty that cus tomers find all waiting positions 
occupied i s essent ial ly z e r o , hi that case , the s ta t ionary s ta te probabi l i t ies will 
be the s ame a s those for a system with an infinite number of waiting posi t ions . 
Construction of Transi t ion Matrix Generator 
A 
With these assumptions in mind, the mat r ix generator G for the general 
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s s 
case will be of dimension (2 + n) x (2 + n) . To demonst ra te i t s construction, 
we part i t ion G as follows: 
2 s x 2 s i 2 s x n 
G - - A - . . . . | - - B -
n x 2 s j n x n 
i 
C I D 
_ s 
The ma t r ix A contains the t ransi t ion r a t e s from those 2 s ta tes where k = 0 to 
that s ame set of s t a t e s . It will be argued that, except for the las t diagonal e l e ­
ment (for s ta te ( 1 , . . . , J, 0)), the en t r ies of A a r e exactly the same a s those of G, 
the generator for the corresponding BCC queueing sys tem. This i s seen to be 
t r ue from the following: 
1. The t ransi t ion r a t e s to and from s ta tes in which no cus tomers a r e waiting a r e 
the same whether o r not queueing i s allowed. Therefore, the non-diagonal 
e lements of A a r e the same as those of G. 
2 . The mat r ix B contains t ransi t ion r a t e s from s ta tes where there a r e no cus to ­
m e r s waiting to s ta tes where the re i s a queue. However, with a single excep­
tion, i t i s not possible to make such t rans i t ions in one s tep . The one exception 
i s the t ransi t ion from ( 1 , . . . , 1, 0) to (1 , , 1,1), which i s made with r a t e 
X. Therefore , mat r ix B has a lower left entry equal to Xand all other en t r ies 
equal to z e r o . Also, s ince each diagonal ent ry in A equals minus the sum of 
the off-diagonal ent r ies in i t s row, all of the diagonal en t r ies of A, except for 
the l a s t , will be the same as those of G. The l as t diagonal ent ry of A will be 
s s 
G(2 , 2 ) - X . 
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We have noted the construction of mat r ix B, and now argue that the C mat r ix a lso 
has z e ro s everywhere except for the upper r ight hand element, which i s the t r a n s i ­
tion r a t e , jg ,̂ from the s tate with all s e r v e r s busy and one cus tomer waiting in 
the queue to the s ta te with all s e r v e r s busy and no cus tomers waiting. 
Finally, mat r ix D has the t ransi t ion r a t e s to and from those s ta tes where 
a queue ex i s t s . Notice that, for each of these n s ta tes , all s e r v e r s mus t be busy. 
Therefore , the only index which va r i e s is k, and the problem reduces to one of 
only one dimension: 
P l l , k " P k k = 0 ^ n (5.1) 
F o r al l in termediate s ta tes where 2 <̂  k < n - 1, the ent r ies in D a r e X for an 
upward t ransi t ion from state k to s tate k + 1, 5^ ^ o r a downward t ransi t ion from k 
to k - 1, and - X- jS^ on the diagonal. A diagram of G i s given in Exhibit 2 showing 
the construction of this mat r ix in i ts ent i re ty. 
Exhibit II. The Matrix Generator , G 
G = 




x o . . . . 
82 -<x+/y x o, 
0 
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Calculation of Resul ts for Generalized Queueing Case 
A 
Having calculated the mat r ix G and having shown i t s relat ionship to G, 
the corresponding generator for the BCC case , we now propose the following 
relat ionship, between the respect ive s tat ionary s ta te probabil i t ies: 
F i r s t of aU, 
P n = c P < 5 - 2 > 
X • • • » ̂ g' ^l' ' ' ' ' 
for all possible (x » . . • » x g )» 
Also 
A »k A 
K=Tr 7T P „ k = l , 2 , . . . , n , (5.3) 
where 1^ and P q a r e a s defined in equation 5 . 1 . Equation 5 .2 s ta tes that each BCC 
stat ionary s ta te probabil i ty i s re la ted to i t s counterpar t for the queueing c a s e by a 
g 
constant which i s the s ame for all 2 p a i r s of probabi l i t ies . A proof of th is follows. 
s s 
Let H be the ma t r ix comprised of the f i rs t 2 rows and the f i rs t 2 - 1 columns of 
A 
G. Then H i s a lso the mat r ix formed by deleting the r ight hand column of G. Now, 
s ince the rows of G all sum to ze ro , the l a s t column of G i s necessa r i ly a l inear 
g 
combination of i t s o ther columns. Therefore , any vector , Y of 2 components 
g 
which i s orthogonal to the f i rs t 2 - 1 columns of G must a lso be orthogonal to the 
l a s t column, and the following i s t rue : 
G' Y = O <=• H 'Y = O , (5.4) 
3 5 
where O i s any column vector with all en t r ies equal to z e r o . Next i t i s r e m e m ­
bered from equation 3 . 2 that the set of vectors which satisfy the equation 
G ' Y = O 
i s a s follows: 
{Y:Y = c P ' , c r e a l } , 
s 
where P i s again the row vector of 2 components which contains the probabil i t ies 
of the unique stat ionary s ta te distribution for the BCC c a s e . F r o m 5 . 4 , then, we 
know that the se t of solutions to H ' Y = O i s exactly the same a s above. Finally, 
s A noting that the f i r s t 2 - 1 columns of G a r e of the form, 
H 
O J 
we see that 
A 
P = Q 
Therefore , it mus t be t rue that one member of the se t of solutions to H ' Y = 0 mus t 
A 
be the column vector formed by deleting the bottom n components of P ' . This then 
proves that equation 5 . 2 holds . Equation 5 . 3 gives a se t of s tat ionary s ta te p rob ­
abil i t ies for the situation where all s e r v e r s a r e busy. As such, these probabil i t ies 
must satisfy the mat r ix equation, 
A A 
P G = O' , 
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s 
where P i s the row vector of 2 + n probabil i t ies compris ing the stat ionary s tate 
distribution for the generalized system with queueing. F r o m examination of the 
ma t r ix G, i t can be seen that the se t of equations which the solutions in 5 .3 must 
satisfy reduces to the following: 
xK-r < X + < Y p k + " k + i p k + i = °- k - 1 « 2 
X P „ . - B P N = 0 n - l n n 
The fact that the solution form in equation 5 .3 i s the co r r ec t one for these equa­
t ions i s easi ly verified, and therefore all of these probabil i t ies have been found 
A 
providing that P q can be calculated. Also, a s long as the s e r i e s 
0 0 k 
k=l 1 K 
converges , we can rewr i te equation 5 .3 as follows: 
K - p0 k=0'1'2 
If this s e r i e s were to diverge, t he re would be no stat ionary s ta te distr ibution. 
Now, it follows from equation 5.2 that 
P Q = C B ( S ) , (5.5) 
and that S P , = P r | k = 0) = c (5.6) 
X ^ , . . . , X ^ , K 
{(x1 x g , k ) : k = 0) 
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Therefore , using equations 5.5 and 5.6 and the fact that the sum of all s tate 
probabil i t ies for the queueing case is one, 
o r 
k = l 
oo k - 1 
(5.7) 
th 
Now, in o rde r to calculate p , the event that the m se rve r i s busy can be p a r ­
titioned into two disjoint sub-events , E 1 and E^, such that 
P m = P r £EX} + P r { E 2 } , (5.8) 
th 
where i s the event that the m s e r v e r is busy and there i s no queue, and E^ 
i s the event that a queue exists (in which case s e r v e r m must be busy). Now, i t 
follows from equation 5.2 that 
1 x « . . . x , . . . , x , k , , 1* m s 
f ( x . , , . . . , x , . . . , x ,k):k = 0, x = 1} c v 1 m s ' m J 
= c \ P 
1 m s 
{ ( x . , . . . , x , . . . , x ):x = 1} 
L N 1 m s ' m J 
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Also, from equation 5 .6 
P r {E 2 } - 1 - y P x x k 
X S 
fix. x ,k):k=0} 
X s 
= 1 - c . 
Thus, from equation 5 .8 , the following i s t rue: 
P m = c p m + ( l - c ) , (5.9) 
where c is given by equation 5 .7 . Also, C(s) can be calculated as follows: 
OO 
C(s) = P Q + I P f c . 
k= l 
Now, from equations 5.5 and 5.6 
C(s) = cB(s) + (1 - c) (5.10) 
A 
Finally, i t can be seen from equation 5 .7 , 5 .9 , and 5.10 that both and C(s) 
have been expressed in t e r m s of quantities which can be calculated using the 
methods of Chapter IV, and our objective i s me t . 
An Interesting Probabil is t ic Interpretation 
In Chapter n i t was mentioned that Burke and Vaulot derived a method for 
extending the analysis to allow queueing, even though the argument might seem at 
f i rs t glance to be valid only for BCC. Their reasoning i s discussed in Cooper 
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(6, pp. 122-124), and it provides an interest ing probabil ist ic interpretat ion of 
equations 5.9 and 5 .10. Notice that the following can be writ ten from the law of 
conditional probability and from equations 5.2 and 5.6: 
P 
X f • • • f X 
P 
x ^ , . . . , x g , 0 
P r£X 1 = x 1 , . . . , X g = X g , k = 0} 
P |k = 0} 
= P r{X 1 = x i , . . . X g = x s | k = 0} (5.11) 
Equation 5 .11 s ta tes that the behavior of the generalized sys tem, given that the re 
i s no queue, i s exactly the same as the behavior of the corresponding BCC sys tem, 
hi other words , the behavior of the generalized sys tem during t ime intervals when 
a queue exists has no effect on the sys tem during subsequent intervals when there 
i s no queue. Therefore , by real izing that equation 5 .11 i s t rue because the sys tem 
has the memory less proper t ies of a Markov P r o c e s s , equation 5.9 could have been 
derived as follows: 
= c p + (1 - c) m 
Also, equation 5.10 could have been derived in a s imi l a r fashion. Therefore , these 
computations depend only on the ability to calculate the probability that at l eas t one 
cus tomer is waiting. Finally, th is reasoning is not res t r i c ted to sys tems with 
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ordered hunt, but can be extended to any mul t i se rver queueing sys tem which has 
the proper t ies of a Markov P r o c e s s . 
The Special Case of Blocked Customers Delayed 
As a conclusion to the cur ren t chapter , we will perform the generalization 
of our BCC resu l t s to the case where blocked cus tomers wait until served (BCD). 
Fo r this case we stated that when all s s e r v e r s a r e busy, the downward transi t ion 
r a t e s a r e 




Li = / U. 
m=l 
It was noted that in o rder to make the assumption of an infinite number of waiting 
positions and stil l have a stat ionary state distribution for the sys tem, i t must be 
t rue that: 
0 0 k 
L R fi < 00 <5-13) 
£ I V - - 4 
Now let 
a = ^ . 
Substituting from 5.12 into 5 .13 , the following requirement i s obtained for the 
BCD case : 
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OO 
V A K = - L 
L 1 - a 
a 
1 - a 
Therefore , from equation 5.7 
- 1 
c = [~1 + ., a B(s) 
L 1 - a w _ 
A 
and equation 5.9 and 5.10 can be used to calculate p and C(s) . 
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CHAPTER VI 
RECOMMENDATIONS FOR FURTHER STUDY 
In this work, a new method has been proposed for studying mu l t i - s e rve r 
queueing sys tems with heterogeneous serv ice t imes and ordered hunt. It was demon­
s t ra ted that the proposed approach i s computationally appealing relat ive to the t r a ­
ditional method of writ ing and solving probabili ty s tate equations. 
One a rea for further study i s to extend the work of Singh, a s discussed in 
Chapter H, to the s - s e r v e r sys tem. More specifically, assuming that the a r r iva l 
r a t e , X, and sum of the serv ice completion r a t e s , \x> were fixed, find an allocation 
of se rv ice capacity among the s s e r v e r s which would minimize the blocking proba­
bility, B(s), for the blocked cus tomers c leared ca se . Then show that th is a l loca­
tion will a l so minimize E(Q) for the generalized ca se . 
Another opportunity for further study l ies in increasing the efficiency of 
th 
the new method by deriving an explicit expression for the m s e r v e r ' s in te ra r r iva l 
t ime distribution function, G (t), or i t s Laplace-Stielt jes t ransform * (z) and 
m m 
thereby eliminating the need for the l a rge number of interat ions on equation 4 
of Chapter IV. As mentioned in Chapter H, such explicit solutions have been 
found for homogeneous se rv ice t imes by Pa lm and o the r s . However, judging from 
the complexity of the i r solutions, i t i s probable that an extension to the case of 
heterogeneous serv ice t imes would be difficult. On the other hand, with simplifying 
assumptions the problem could become more manageable. One such assumption, 
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which leads to a queueing problem of pract ical in te res t , i s that there a r e two 
s e r v e r groups, a p r imary group and an overflow group, whose member s have 
se rv ice completion r a t e s ^ and fj, , respect ively. Under this assumption, the 
main difficulty would lie in determining the in te ra r r iva l t ime distribution for the 
overflow group and the utilization of i ts s e r v e r s . 
44 
APPENDIX 
ALTERNATE METHOD OF CALCULATING THE UTILIZATION 
OF EACH SERVER 
The f i rs t step in developing the a l ternate method of calculating p m i s to 
show that 
T 
m . . _ 
where X i s a random variable denoting the t i m e between t ransi t ions of s e r v e r m m 
from an idle to a busy s ta te . Takacs (21), in his proof of the theorem used in 
Chapter HI, provides two methods for calculating p m » One of these methods se rves 
a s a proof of A. 1, and a summary of this method follows. 
Initially, i t i s demonstrated that the stat ionary probability p ^ exis ts and i s 
th 
independent of the s tate of the m se rve r at t ime z e r o . Next, Takacs defines 
N(t) a s the number of t ransi t ions from a busy to an idle state in the t ime interval 
( 0 , t ] , and M(t) a s the number of t ransi t ions from an idle to a busy state in the same 
in terval . Also, it i s proved that 
Lim M(t) = 1 
t->co t E(X ) 
m 
Takacs then a rgues that if a t ime variable i s introduced for only those periods when 
th 
the m s e r v e r i s busy, the t ransi t ions from a busy to an idle s tate form a Poisson 
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p rocess with mean r a t e y, Therefore 
m 
Lim N(t) 
t 0 0 t m P, m 
Finally, it i s argued that 
M(t) - N(t) | < 1 ¥ t > 0 
and therefore that 
Lim 
t -+oo 
M(t) = Lim ML 
t t -* oo t 
from which equation A. 1 c lear ly follows. 
Now, the objective i s to derive an expression for the cumulative distribution 
function of the cycle length, F(x), in t e r m s of the se rv ice t ime and in te ra r r iva l t ime 
distribution functions, which a r e both known. To do th i s , the probability that a 
cycle t ime i s l e s s than x must be evaluated. To this end, consider Exhibit HI, 
which i s a d iagram of an a r b i t r a r y cycle with length X. Fo r simplici ty of notation, 
the subscr ipt m has been deleted. 
Clear ly , for X to be l e s s than x, the termination of the se rv ice t ime begin­
ning at t ime ze ro , whose length i s denoted by the random variable T, mus t occur 
at some t ime t which i s l e s s than x . To begin this analys is , i t i s des i rable to 
calculate conditional probabili t ies for x given that T i s in the interval (t, t+dt). 
Then, if t i s l e s s than x, X will be l e s s than x if and only if the f i rs t a r r iva l after 
t occurs in the interval ( t ,x ) . The event that the f i rs t a r r iva l after t occurs in the 
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Arr iva l 
Instants 
1 2 3 
X 
J+l 
interval (t,x) can be subdivided into a s e r i e s of disjoint sub-events according to 
the number of a r r i v a l s occurr ing in the interval [0 , t ) . Accordingly, le t E. |t 
s t 
r ep resen t the event that j a r r iva l s occur in [0, t ) and that the (j +1) occurs in the 
interval ( t ,x ) . We wish to calculate ^ ( E ^ | t} for all non-negative j . F i r s t , for 
j = 0 i t i s c l ea r that 
P r { E 0 | t } = G ( x ) - G ( t ) . (A. 2) 
th 
F o r j > 0, let £ be the t ime of the j a r r i v a l . By definition it must be t r ue that 
th 
0 < £ <. t . Now, the differential of the probabili ty that the j a r r iva l occurs in 
the interval (£, £+ d£) i s equal to dG (£), where G i s the j-fold convolution of 
G or the cumulative distribution function for the sum of j in te ra r r iva l t i m e s . Next, 
s t 
s ince the (j + 1) in te ra r r iva l t ime i s independent of the first j , the probabili ty that 
th s t the j a r r iva l i s in the interval (£, £+ d £) and that the (j + 1) a r r iva l is in the 
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interval (t, x) i s 
[ G ( x - £ ) - G ( t - £ ) ] d G J (£). 
Finally, since £ can vary from 0 to t , we have 
t 
P r{E |t}= f [G(x - £) - G(t - £)]dG* j<£) (A.3) 
and if we define G (£) = 1 V- £ > 0, then equation A.3 reduces to equation A.2 




PrfE | t}= f [G(x - fr) - G(t - 4)]dG J(£) 
j = 0 , 1 , 2 , . . . . 
Now, since the in te ra r r iva l t imes a r e independent of the se rv ice t ime, P r f E ^ , t } , 
the joint probabili ty that the serv ice t ime i s completed in the interval (t, t + dt), j 
s t 
cus tomers a r r i v e in [0, t ) , and the (j + 1) a r r i v e s in (t, x) , i s a s follows.-
P r ( X . , t } = P£E^ | t} P r ( t < T < t + dt} 
t 
' [G(x - 4) - G(t - £) ]dG* j(£) iLte'^dt (A .4) 0 
Then the marginal probability of the event, E^, can be found by integrating the 




Pr£E }= f J [G(x - Q - G(t - 4 ) ]dG* j (£) / ie"^dt 
J 0 0 
Finally, from the disjointness of the events E^, j = 0, 1, 2 . . . . , the cumulative 
distribution function for the random variable X can be stated as follows: 
OO 
F(x) = Y P r t E . ) 
j=0 3 
0 0 X t 
= 1 J J O G C x - O - G ^ - S D d G ^ O ^ d t 
j=0 0 0 
Now in order to evaluate E(X) i t i s convenient to use the Laplace-Stiell jes t ransform: 
OO 
y (z) = e dF(x) Re z _> 0 
In o rde r to determine y(z), ~ F(x) f i rs t needs to be evaluated. In order to do this 
we use a theorem taken from Apostol (2), which s ta tes that if 
Q(x) 
F(x) = J f(t,x) dt , 
P(x) 
and f, q, and p a r e d i f fe ren t i a te with respec t to x, then 
I G 5 L « f ^ ^ d t + f [ q W i x ] ^ . f l i « . x ] ^ . (A.5) 
F i r s t , i t i s t rue that 
d 
dx 
0 0 X t 
F(X) = I dx~ J I [ G ( X - © - G(t - 0 ]dG* j(4) , i e " ^ 
j=o o 0 
dt. 
Then, from equation A.5 , le t 
P(x) - 0, = 0 
q ( x ) = x , = 1 
and f(t,x) = y e ' 1 * J [G(x - 4) - G(t - 4) ]dG* J (4) . 
Substituting into equation A. 5 
OO X 
dx 
F(X) = I I J dx" ̂ GJ ( G C x " Q"G[t -̂ >dG*J® ] d t 
j=0 0 0 
+ M e _ l i X | CG(x - 4) - G(x - 4)]dG*J(4) - 0 } 
0 0 X 
j=0 0 
dx f ( G [ x - 4 ] - G [ t - 4 ] d G *
j ( 4 ) 
Now, using the theorem once again, let 
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P(x) = C f^=o 
q(x) = t, f ^ - = 0 
and f (£,x) = £ G(x - £) - G(t - £)] ^ G* j(£) 
Then 
OO X 
I I ^ J dx" { [ G ( x - 0" G ( t - * ) ] d i G * J ( ? ) } d f d t 
j=0 0 0 
and, assuming that G(x) equals g(x), 
A L F < X > 
0 0 X t 
R . - ^ t III ue~  g(x" ©dG j (# * 
j=0 0 0 
Next, by interchanging the order of integration and revising the l imi ts appropriately, 
we get 
dx F(x) = 
0 0 X X 
j=0 0 I 
*j 
g (x - Q dG J (ft 
0 0 X 
- I J [ e ^ . e ^ X ] g ( x - 4 ) d G * ^ ) 
j=0 0 
Therefore , the Laplace-Stielt jes t ransform, y (z ) , i s as follows 
CD 
[» —zx 
y(z) = J e d F(x), Re z > 0 . 
0 
CD CD X 
= I I J e - Z X [ e - ^ - e ^ ] g ( x - 4 ) d G * ^ ) d x 
j - 0 0 0 
Interchanging the order of integration once again, we get 
oo oo oo 
*«> = I J J { e - Z X r e - ^ - e - ^ ] g ( x . 4 ) } d x d G \ ) 
j=0 0 i 
Now, the following change of var iables i s made, 
v = x - £ , dx = d v , 
such that 
y ( z ) 
CD CD CD 
J L 
j=0 0 0 
I J J e - Z ( V + ^ [ " e - ^ e ^ V + ^ L G ( v ) d v d G * J ( 4 ) , 
CD CD 0 0 
= 1 J e - ( Z + ^ j r e - Z V - e - ( Z ^ ) v ] g ( v ) d v d G \ ) . 
j=0 0 0 
Remembering that 
oo 
p - z v 3<z) = J e dG(v) 
0 
0 0 
f* - z v 




0 0 0 0 
= Y 
j=0 0 
*(z) - * (z+p t ) dG J(£) 
Finally, we take [*(z) - >I (z + \i) ] outside of the integral and summation signs to 
get 
0 0 0 0 
y(z) = [*<z) - *<z + /i)] 7 J e ~ ( z + , / ) f dG* j (£) , 
j=0 0 
and, since the t ransform of the j-fold convolution of a distribution function equals 
th 
the t ransform of that distribution function ra i sed to the j power, ,we have 
OO 
y(z) = [*(z) - *(z + Li) ] Y ^ ( Z + M ) » 
j=0 
B m ^ ± M L R e z > o 
1 - * ( Z + Li) ~ 
Since i t i s t rue that 
E(X) = - d z ~ y ( z ) 'z=0 
we must differentiate y (z) with respec t to z . F i r s t , 
d d 
~— * ( z + li) = ~—;— x * ( z + /u) , dz N ^ ' d(z + \i) x ^' 
= # ' ( Z + / 2 ) . 
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Therefore 
_d_ _ RI - wz+DIR*u-*Uz+u)^iz+umz)-wz+u)i 
[ 1 - * Z + M ) ] 
Setting z = 0 and noting that $(0) = 1, 
d 
dz 
y(z) j 2 = ( ) = E(X) 
. R I - ^ ) l W 0 ) - ^ ( M ) ] + 1 
[ I - * ( M ) 3 2 
I - * 0 * ) 
1 - *<M> * 
Now, adding back the subscr ipt , we have shown that the expected cycle length for 
t h 
the m s e r v e r is 
(0) 
m 
m ' 1 - ^ (M ) m m 
Therefore 
m m m 
P w = - : » m * (0) m 
and from equation 5 of Chapter IV, 
r 
- l 
m m - l 
v i=l 
so that 




m - l 
V r m i=i 
This i s equation 4 . 9 , and so the asser t ion is proved. 
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