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Задачі впорядкування виникають всюди, де існує можливість 
вибору певної черговості виконання робіт: при розподілі робіт 
на виробництві, формування черговості виконання програм в 
обчислювальному центрі, організація відпочинку у вихідні дні 
тощо [1-5]. Ця задача, при порівняно невеликому проміжку часу, 
наявності досвіду і невеликій похибці, може розв’язуватися 
ефективно. Проте часто задача складання розкладу є складною. 
Тому актуальним є дослідження таких задач та розробка методів 
складання розкладу.  
Однією з найбільш важливих задач такого типу є задача 
розкладу одного приладу. Вона розглядається зокрема у працях 
Коффмана Є. Г., Танаєва Е. Г., Згуровського М. З., 
Павлова О. А., Шкурби В. О. тощо [1-5]. Мета розв’язання 
задачі полягає в тому, щоб при заданих властивостях завдань та 
ресурсів і накладених на них обмеженнях знайти ефективний 
алгоритм упорядкування завдань, що оптимізує бажану міру 
ефективності. Як основні міри ефективності визначаються 
довжина розкладу і середній час виконання завдань. Моделі цих 
задач є детермінованими в тому сенсі, що вся інформація, на 
основі якої приймаються рішення про впорядкування, відома 
заздалегідь.  
Нехай маємо множину завдань з номерами kJ . Завдання з 
номером і має час очікування ir , коли воно не доступне для 
обробки, 0ir . Тобто ці величини утворюють мультимножину
1,..., kR r r . Оскільки 1 1p p , то час ip обробки завдання з 
номером і є однаковим для всіх завдань. Маємо 1w w , вага всіх 
завдань теж є однаковою одиничною – 1iw . Цільова функція 
F  означає, що необхідно визначити розклад, на якому буде 
досягатися мінімальний час обслуговування всіх завдань. 
Розглянемо допустимий розв’язок – порядок виконання 
завдань. Тоді, очевидно, кожен допустимий розв’язок такої 
задачі є впорядкованою k-вибіркою з номерів величин ir  згідно 
їх розташування в перестановці X з загальної множини 
перестановок knE R [6]: 1( ,..., ) ( ),k knx x x E R  де n – кількість 
різних елементів в R, а ix  – час очікування завдання, що 
виконується і-тим. 
Часом початку виконання завдання, що виконується першим, 
є 1 1y x , часом його завершення – 1 1y . 
Часом початку виконання завдання, що виконується другим, 
є максимальне значення із 2x  та 1 1y , тобто 
2 2 1max , 1y x y , а часом закінчення – 2 1y . 
Аналогічно часом початку виконання завдання, що 
виконується k-тим, є 1max , 1k k ky x y , часом завершення – 
1ky . 
Маємо цільову функцію, що мінімізує час завершення 
обслуговування 1ky , що рівносильне мінімізації часу початку 
останнього завдання: 
1max , 1 mink k kF y x y  
за умови виконання наступних співвідношень: 
1 1;y x  1
max , 1 ;i i iy x y \ 1 ,ki J  
та за умови 1( ,..., ) ( )k knx x x E R . 
Розглянемо умови задачі 
1 1;y x 2 2 1 2 1max , 1 max , 1 ;y x y x x  
3 3 2 3 2 1 3 2 1max , 1 max ,max , 1 1 max , 1, 2 ;y x y x x x x x x
і так далі. Загальна формула:  
1 2 1max , 1, 2,..., 1j j j jy x x x x j \ 1kj J . 
Тобто ми довели таке твердження. 
Лема. Умови на допустимий розв’язок (порядок виконання 
завдань) в задачі 1Z  вигляду  
1 1;y x  1
max , 1i i iy x y \ 1ki J . 
еквівалентні таким: 
1 1;y x  1 2 1
max , 1, 2,..., 1i i i iy x x x x i . 
Покажемо, що задачу 1Z  можна розв’язати поліноміальним 
алгоритмом.  
Алгоритм одержання одного із можливих оптимальних 
розв’язків задачі визначає таке твердження. 
Твердження 1. Оптимальним розв’язком задачі 1Z  
знаходження розкладу роботи одного приладу з мінімізацією 
часу завершення виконання останнього завдання є 









r r r ,       (1) 
де 1,..., kR r r – мультимножина часів очікування завдань. 
Доведення. Доведемо правильність твердження методом 
математичної індукції.  
1. Перевіримо правильність твердження для випадку двох 
елементів в R 1, 2k q k q . 
Візьмемо два перших елемента множини 1,..., kR r r , 
потрібно довести, що упорядкування елементів у розв’язку 
2 1 2,X r r  є більш ефективним, ніж 2 2 1,X r r  за умови 
1 2 .r r  Нагадаємо, що час виконання завдання 1i kp i J . 
Якщо перестановка, що дає розв’язок є 2 1 2,X r r , то маємо 
такі випадки: 
1) 1 21y r , тоді початок виконання другого завдання 
2 1 1y y , а завершення 2 1 11 2 2y y r . 
2) 1 21y r , тоді початок виконання другого завдання 
2 2y r , а завершення 2 21 1y r . 
Якщо розв’язком є 
2 2 1,X r r , то початок виконання 
другого завдання 2 2 1y r  (оскільки 1 2r r ), а завершення 
2 21 2y r . 
В будь-якому випадку 2 2y y , оскільки 2 12 2r r  і 
2 22 1r r . Отже, упорядкування елементів у розв’язку 
2 1 2,X r r , що дає перестановка 2 1,2 є більш ефективним, 
ніж розв’язок 2 2 1,X r r , що дає перестановка 2 2,1 . 
2. Припустимо, що твердження виконується для випадку, 
коли з Rвибирається s елементів k q s . 
3. Доведемо, що виконується для 1k q s . Маємо два 
способи упорядкування елементів розв’язку 1 1 1,..., ,s s sX r r r  
та 1 1 1,..., ,s s sX r r r ,  
s sy y .       (2) 



























Розглянемо всі можливі випадки розв’язків, перебравши три 
співвідношення між 1 1,s sr r  та значення максимумів для 
1 1,s sy y , позначимо комбінації останніх: 1-1; 1-2; 2-1; 2-2. 
1) Нехай 1 1s sr r .     (3) 
1-1. 1 1 1 1,s s s sy r y r . За умовою (3) 1 1s sy y ; 
1-2. 1 1 1, 1s s s sy r y y . Оскільки 1 11s s sy r r , то 
1 1s sy y ; 
2-1. 1 1 11,s s s sy y y r . Цей випадок є можливим тільки 





s s s s
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y r y r
, 
що за умови (2) можливо лише при 1 1s sy y ; 
2-2. 1 11, 1s s s sy y y y . Враховуючи умову (2), маємо 
1 1s sy y . 
2) Нехай 1 1s sr r .     (4) 
1-1. 1 1 1 1,s s s sy r y r . Якщо 1 1s sr r , то це означає, що 
1 1 2, ,...,s sr r r r . Отже в послідовності 1 2, ,..., sr r r  є хоча б один 
член із множини 1 ...s kr r . Нехай це буде деяке 1i i sr r r ,це 
означає, що значення функції 1 1s i sy r r . Звідси слідує, що 
1 1s sy y ; 
1-2. 1 1 1, 1s s s sy r y y . Цей випадок є аналогічним до 
попереднього.  
2-1. 1 1 11,s s s sy y y r . Цей випадок є неможливим, 
оскільки 1 11 1 1 1s s s s s sy r r y y y , що суперечить 
умові (2); 
2-2. 1 11, 1s s s sy y y y . Враховуючи умову (2), маємо 
1 1s sy y . 
3) Нехай 1 1s sr r .     (5) 
1-1. 1 1 1 1,s s s sy r y r . За умовою (5) 1 1s sy y ; 
1-2. 1 1 1, 1s s s sy r y y . Оскільки 
1 1 1 11s s s s sy y r r y , то 1 1s sy y ; 
2-1. 1 1 11,s s s sy y y r . Оскільки 
1 1 11 1s s s s sy y y r y , то 1 1s sy y ; 
2-2. 1 11, 1s s s sy y y y . Враховуючи умову (2), маємо 
1 1s sy y . 
Отже, твердження доведено методом математичної індукції. 
Розглянемо приклад задачі складання розкладу для одного 
приладу. Нехай маємо множину завдань з номерами kJ  та 
мультимножину 2,0,5,5,3R . Розглянемо два можливі 
розв’язки цієї задачі 0,2,3,5,5X  та 2,0,5,5,3X . У 
першому випадку: 1 2 30; max 2,1 2; max 3,3 3;y y y  
4 5max 5,4 5; max 5,6 6;y y  
У другому: 1 2 32; max 0,3 3; max 5,4 5;y y y  
4 5max 5,6 6; max 3,7 7;y y  
Отже, у першому випадку час завершення останнього 
завдання менший, ніж у другому. Що і підтверджує на практиці 
правильність твердження 1. 
В статті нами був запропонований один із способів 
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