































































Journal of Multivariate Analysis  1576
journal of multivariate analysis 56, 120152 (1996)
On the Rate of Approximations for Maximum






We study the asymptotics of maximum-likelihood ratio-type statistics for testing
a sequence of observations for no change in parameters against a possible change
while some nuisance parameters remain constant over time. We obtain extreme
value as well as Gaussian-type approximations for the likelihood ratio. We get
necessary and sufficient conditions for the weak convergence of supremum and
Lp-functionals of the likelihood ration process. We also approximate the maximum
likelihood ratio with OrnsteinUhlenbeck processes and obtain bounds for the rate
of approximation. We show that the OrnsteinUhlenbeck approach is superior to
the extreme value limit in case of moderate sample sizes.  1996 Academic Press, Inc.
1. Approximations for the Likelihood Ratio Process
Let X1 , X2 , ..., Xn be independent random vectors in Rm with distri-
bution functions F(x; %1 , '1), ..., F(x; %n , 'n), where %i # 3(1)Rd and
'i # 3(2)Rp, 1in. We want to test
Ho : %1= } } } =%n , '1= } } } ='n
against the change-point alternative
HA : there is k*, 1k*<n such that
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The alternative means that a given set of unknown parameters change
after an unknown time k* and the rest of the parameters remain constant
under the alternative. The parameters are unknown under the null, as well
as the alternative, hypothesis. We use the likelihood ratio test to check Ho
against HA . We assume that the observations have probability densities
f (x; %1 , '1), ..., f (x; %n , 'n) with respect to &, where & is a _-finite measure.
If we know that the change occurs at time k*=k, then we should reject Ho
for small values of
4=
sup(%, ') # 3 (1)_3 (2) >1in f (Xi ; %, ')
sup(%, {, ') # 3 (1)_3 (1)_3 (2) >1ik f (Xi ; %, ') >kin f (Xi ; {, ')
. (1.1)
We consider the case when the densities are smooth functions of the
parameters and the parameters can be estimated consistently. Hence
following Lehmann (1991, p. 409), we assume
C.1. F(x; %, ') generates distinct measures if (%, ') # 3(1)_3(2).
Let





g(x; y), y=( yi , ..., yd+p). (1.3)
We also assume that we have unique maximum likelihood estimators under
the null hypothesis and also under the union of the null and the alternative
hypothesises:




gi (Xj ; % k , '^k)=0, 1id, (1.4)
:
k< j n




gi (Xj ; % k , '^k)+ :
k< j n
gi (Xj ; %j*, '^k)=0, d<id+p. (1.6)
(If k=n, then we must solve only (1.4), (1.6) and %n* is undefined.) Hence
the log likelihood ratio can be written as
&2 log 4k=2[Lk(% k , '^k)+Lk*(%k*, '^k)&Ln(% n , '^n)], (1.7)







































































g(X j ; y). (1.9)
Since k* is unknown, we reject Ho if
Zn= max
1k<n
(&2 log 4k) (1.10)
is large.
Assuming that the observations are univariate normals with constant
variance, Sen and Srivastava (1975a, 1975b), Hawkis (1977), Siegmund
(1985), Yao and Davis (1986), and James, James, and Siegmund (1987)
studied the behavior of the likelihood ratio. Worsley (1986a, 1986b), Hac-
cou, Meelis, and Van de Geer (1988), and Gombay and Horva th (1990)
considered tests to detect changes in the mean of exponential observations.
Worsley (1983) and Horva th (1989) obtained similar results in case of
binomial r.v.'s. Yao and Davis (1986), Cso rgo and Horva th (1988), and
Gombay and Horva th (1990) obtained the double exponential limit dis-
tribution for Z12n in case of univariate normal observations with constant
variance and possible change in the mean. Horva th (1993) proved similar
results when the mean and the variance can change at an unknown time.
Gombay and Horva th (1994) generalized his result to the general case
when all parameters must change at the same time under the alternative
hypothesis. Srivastava and Worsley (1986) and James et al. (1992) con-
sidered tests for change in the mean of multivariate normal observations.
Our results cover the general case when there is no assumption on the form
of f (x; %, ') and ' remains constant but % must change under the alter-
native.
Before we discuss the properties of Zn under the null hypothesis we must
introduce further regularity conditions on the underlying class of distribu-
tions. The true values of the unknown parameters are %o and 'o under Ho .
Let 3=3(1)_3(2) and
gi 1 , ..., i r (x; y)=
rg(x; y)
yi1 } } } yi r
, y=( y1 , ..., yd+p).
































































We assume the following regularity conditions:
C.3. There is an open interval 3o3Rd+p containing (%o , 'o)
such that gi (x; y), gi, j (x; y) and gi, j, k(x; y), 1i, j, kd+p exist and are
continuous in y for all x # Rm and y # 3o .
C.4. There are functions M1(x) and M2(x) such that | gi (x; y)|
M1(x), | gi, j (x; y)|M2(x) and | gi, j, k(x; y)|M2(x) for all x # Rm, y # 3o ,
1i, j, kd+p, and
|
R m
M1(x) &(dx)<, E (% o , 'o)M2(X1)<.
C.5. Eygi (X1 ; y)=0 for all 1id+p and y # 3o .
C.6. Jij (y)=Ey gi (X1 ; y) gj (X1 ; y)=&Ey gi, j (X1 ; y), 1i, jd+p,
and J&1(y) exist and they are continuous for all y # 3o , where J(y)=
[Jij (y), 1i, jd+p] is the information matrix.
C.7. var(%o , 'o) gi, j (X1 ; %o , 'o)< for all 1i, jd+p, and
C.8. E (%o , ' o) | gi (X1 ; %o , 'o)|
+< for all 1id+p with some
+>2.
The main goal of our paper is to get approximations for the distribution
of Zn and to provide some information about the rate of convergence of
these approximations. The proofs are based on the observation that
&2 log 4k can be approximated with quadratic forms of sums of inde-
pendent random vectors. Let




g1(Xj ; %o , 'o), ..., :
1 j k
gd (Xj ; %o , 'o)+ , (1.12)
Vk, 2=\ :k< j n g1(Xj ; %o , 'o), ..., :k< j n gd (Xj ; %o , 'o)+ . (1.13)















(Vk, 1+Vk, 2) D&111 (Vk, 1+Vk, 2)
T, (1.14)
where xT denotes the transpose of x.















































































n+ |(&2 log 4k)&Rk |=OP (n&12(log log n)32). (1.16)
Theorem 1.1 can be used to get Gaussian approximations for &2 log 4k .
Following Vostrikova (1983) we define the likelihood ratio process
Vn(t)=&2 log 4[(n+1) t] , 1(n+1)t<n(n+1) (1.17)
and Vn(t)=0, if 0t<1(n+1), and Vn(t)=0, if n(n+t)<t1. The
Gaussian approximation for Vn(t) will imply necessary and sufficient con-
dition for the weak convergence of weighted functionals of Vn(t). Let




Theorem 1.2. If Ho and C.1C.8 hold, then we can find a sequence of
stochastic processes [B (d )n (t), 0t1] such that
[B (d )n (t), 0t1] =




(t(1&t)): |Vn(t)&B (d )n (t)(t(1&t))|=OP(1) (1.20)
for all *>0 and 0:<12&1+ and
sup
0t1
|t(1&t) Vn(t)&B (d )n (t)|=oP(n
1+&12). (1.21)
Theorem 1.2 implies immediately the weak convergence of t(1&t) Vn(t)







The integral in (1.22) is the ChibisovO'Reilly version of the
KolmogorovErdo sFellerPetrovsky integral test (cf., for example,
Cso rgo and Horva th (1993, Chap. 4)).
































































Theorem 1.3. We assume that Ho , C.1C.8 hold and q is positive on
(0, 1) increases in a neighborhood of zero and decreases in a neighborhood of
one.
(i) We can define a sequence of stochastic processes [B(d )n (t),
0t1] such that (1.19) holds and
sup
0t1
|t(1&t) Vn(t)&B (d )n (t)|q
2(t)=oP(1) (1.23)
if and only if I0, 1(q, c)< for all c>0.
















(B(d )(t)):((t(1&t)): q(t)) dt (1.25)

































Kiefer (1959a, 1959b) obtained formulas for the distribution functions of
the limiting random variables in (1.27) and (1.28). Scholz and Stephens
(1987) tabulated the distribution of the limit in (1.29).
Since I0, 1((t(1&t))12, c)= for all c>0, the limit distribution of Zn
cannot follow from (1.23) or (1.24). The following section contains the limit
distribution of Z12n and we also discuss Gaussian-type approximation for
































































Zn . In Section 3 we provide methods to get critical values for Z12n and
Monte Carlo simulations show that out asymptotic critical values are
acceptable in case of moderate sample sizes. The proofs of our results are
given in Sections 47.
2. Approximations for Z12n
We start with the limit distribution of Z12n . Let a(t)=(2 log t)
12 and





Theorem 2.1. If Ho and C.1C.8 hold, then we have
lim
n  
P [a(log n) Z12n t+bd (log n)]=exp(&2e
&t) (2.1)
for all t.
The rate of convergence to extreme value distributions is usually slow
and therefore we may need very large sample sizes if we want to use (2.1).
However, we see in the following section that (2.1) gives conservative rejec-
tion regions in case of small and moderate sample sizes. Since (2.1) works
only for large sample sizes it is important to get further approximations for
Z12n and get bounds for the rate of convergence. It is clear that (1.20) yields
|Z12n & sup
1nt1&1n
(B (d )n (t)(t(1&t)))
12 |=OP (1), (2.2)
which gives no convincing evidence that Gaussian approximation is better
than (2.1). The nex two theorems show that (2.2) can be improved.
Theorem 2.2. If Ho and C.1C.8 hold, then we have
|Z12n & sup
1nt1&1n
(B (d )n (t)(t(1&t)))
12 |=OP (exp(&log n)1&=)) (2.3)
for all 0<=<1, where [B (d )n (t), 0t1] are defined in Theorem 1.2. Also,
if h(n)1n, l(n)1n, and
lim sup
n  
n(h(n)+l(n)) exp(&(log n)1&=*)< (2.4)
































































for some 0<=*1, then we have
|Z12n & sup
h(n)t1&l(n)
(B (d )n (t)(t(1&t)))
12 |=OP(exp(&(log n)1&=) (2.5)
for all 0<=<=*.
Monte Carlo simulations demonstrate that the approximation in (2.5)
works well even for moderate sample sizes if we choose l(n)=
h(n)=(log n)32n.
3. Asymptotic Critical Values for Z12n
Let 0<:<1 and define
zn=zn(1&:)=sup(x: P [Z12n x]1&:) (3.1)
and
r(h, l )=r(h, l ; 1&:)
=sup(x: P [ sup
ht1&t
[B(d )(t)(t(1&t))]12x]=1&:), (3.2)
where [B(d )(t), 0t1] is defined in (1.18). First we show that r(h, l ) is
an asymptotically correct critical value of size :.
Theorem 3.1. We assume that Ho and C.1C.8 hold. If h(n)1n,
l(n)1n, and (2.4) is satisfied with some 0<=*1, then we have
lim
n  
P [Z12n >r(h(n), l(n))]=: (3.3)
and
|zn&r(h(n), l(n))|=o((log log n)&12). (3.4)










(2 log log n)12
=1, (3.6)
and therefore it is not immediate that (3.3) implies (3.4).

































































Critical Values for Z12n in Case of Exponential Observations
Worsely's Asymptotic
Sample critical critical







20 0.90 2.63 3.11 2.52 2.64
(0.976) (0.866)
0.95 2.90 3.60 2.81 2.87
(0.993) (0.939)
0.99 3.43 4.70 3.38 3.47
(1.000) (0.985)
50 0.90 2.78 3.18 2.69 2.74
(0.968) (0.876)
0.95 3.04 3.62 2.97 2.99
(0.993) (0.944)
0.99 3.56 4.69 3.52 3.52
(1.000) (0.991)
100 0.90 2.86 3.23 2.79 2.86
(0.968) (0.885)
0.95 3.12 3.64 3.06 3.10
(0.991) (0.940)
0.99 3.63 4.57 3.59 3.60
(1.000) (0.990)
500 0.90 NA 3.31 2.95 3.03
(0.961) (0.875)
0.95 NA 3.69 3.20 3.25
(0.988) (0.941)
0.99 NA 4.54 3.71 3.76
(1.000) (0.988)
The computation of the distribution of sup(B(d )(t)(t(1&t)))12 is based
on a representation using OrnsteinUhlenbeck processes. Let V1 , ..., Vd be
independent identically distributed OrnsteinUhlenbeck processes. This
means that Vi (t) is a Gaussian process with EVi (t)=0 and EVi (t) Vi (s)=







































































Critical Values for Z12n in Case of Poisson Observations
Sample Asymptotic







20 0.90 3.11 2.52 2.57
(0.977) (0.833)
0.95 3.60 2.81 2.82
(0.996) (0.948)
0.99 4.70 3.38 3.44
(1.000) (0.988)
50 0.90 3.18 2.69 2.71
(0.976) (0.896)
0.95 3.62 2.97 2.95
(0.997) (0.952)
0.99 4.60 3.52 3.38
(1.000) (0.994)
100 0.90 3.23 2.79 2.83
(0.965) (0.891)
0.95 3.64 3.06 3.06
(0.991) (0.950)
0.99 4.57 3.59 3.62
(1.000) (0.989)
500 0.90 3.31 2.95 2.98
(0.964) (0.893)
0.95 3.69 3.20 3.18
(0.992) (0.953)
0.99 4.54 3.71 3.67
(1.000) (0.993)









There is no known simple formula for the distribution function of
sup0tT 2(t). However, it is relatively easy to get its Laplace transform
and, inverting it numerically, we get selected values of the distribution
function of sup0tT 2(t) (cf. Keilson and Ross, 1975, and DeLong, 1981).











+O \ 1x4+= (3.8)

































































Critical Values for Z12n in Case of Normal Observations
(Change in the Mean, the Variance Is Constant and Known)
Yao and Davis Asymptotic
Sample critical critical







20 0.90a 2.53 3.11 2.52 2.54
(0.977) (0.897)
0.95 2.82 3.60 2.81 2.81
(0.997) (0.950)
0.99 3.38 4.70 3.38 3.37
(1.000) (0.991)
50 0.90b 2.75 3.18 2.69 2.71
(0.976) (0.899)
0.95c 3.02 3.62 2.97 2.94
(0.997) (0.954)
0.99 3.56 4.60 3.52 3.50
(1.000) (0.991)
100 0.90d 2.85 3.23 2.79 2.82
(0.971) (0.894)
0.95 3.12 3.64 3.06 3.06
(0.992) (0.950)
0.99 3.58 4.57 3.59 3.58
(1.000) (0.991)
500 0.90e 3.02 3.31 2.95 2.93
(0.963) (0.907)
0.95 3.28 3.69 3.20 3.21
(0.995) (0.949)
0.99 3.80 4.54 3.71 3.69
(1.000) (0.991)
a Siegmund's (1985) critical value is 2.55; Hawkins' (1977) bound is 2.79.
b Hawkins' (1977) critical value is 2.73.
c Siegmund's (1985) critical value is 2.97.
d Hawkins' (1977) critical value is 2.85.
e Hawkins' (1977) critical value is 3.03.
as x  . It turns out that the tail approximation in (3.8) works very well
even in case of moderate x.
We used Theorem 2.1, as well as Theorem 3.1, to get critical values for
Z12n . We chose h(n)=l(n)=(log n)
32n in (3.2) and compared r(h, l ) to the
asymptotic critical values r* based on Theorem 2.1 and values obtained by
Monte-Carlo simulations. We used 5000 repetitions in the simulations and
the results are reported in Tables IVI.
































































The probabilities P[Z12n r*] and P [Z
12
n r] are also given in
parentheses beneath the values of r and r*. It turned out that the critical
value obtained from the extreme value limit distribution overestimates the
true one. The only exception is the case when the mean and the variance
of normal observation can change under HA . In this case the asymptotic
distribution gives better critical values for small sample sizes, because the
possible change in the variance increases Zn . In Table I we compare
Worsley's (1986a) critical values to ours when the observations follow
exponential distribution. Worsley (1986a) overestimates the true critical
values and, because of the recursive nature of his calculations, this method
works only if the sample size is small. Table II gives the results in case of
TABLE IV
Critical Values for Z12n in Case of Normal Observations
(Change in the Mean, the Variance Is Constant but Unknown)
Yao and Davis Asymptotic
Sample critical critical







20 0.90 2.53 3.11 2.52 2.76
(0.959) (0.820)
0.95 2.82 3.60 2.81 3.01
(0.993) (0.913)
0.99 3.38 4.70 3.38 3.55
(1.000) (0.980)
50 0.90 2.75 3.18 2.69 2.82
(0.968) (0.865)
0.95 3.02 3.62 2.97 3.05
(0.994) (0.936)
0.99 3.56 4.60 3.52 3.54
(1.000) (0.989)
100 0.90 2.85 3.23 2.79 2.84
(0.964) (0.882)
0.95 3.12 3.64 3.06 3.11
(0.988) (0.945)
0.99 3.58 4.57 3.59 3.68
(1.000) (0.986)
500 0.90 3.02 3.31 2.95 2.94
(0.958) (0.905)
0.95 3.28 3.69 3.20 3.23
(0.992) (0.943)
0.99 3.80 4.54 3.71 3.66
(1.000) (0.992)
































































Poisson observations. The simulations were run under the assumption that
we have Poisson random variables with parameter 10. (We note that in the
exponential and the normal cases the distribution of Z12n does not depend
on the values of the parameters under Ho .) Tables IIIV cover the case of
univariate normal observations. Our results are compared to the critical
value (bounds) reported by Hawkins (1977), Siegmund (1985), and Yao
and Davis (1986). Table VI contains the critical values when we test for
change in the mean vector of bivariate normal random observations with
a known covariance matrix. We note that James et al. (1992) under-
estimates the critical values when n=20 and it is very difficult to compute
them in case of larger sample sizes.
TABLE V
Critical Values for Z12n in Case of Normal Observations
(Change in the Mean and the Variance)
Sample Asymptotic







20 0.90 3.53 3.02 3.66
(0.869) (0.697)
0.95 4.02 3.29 3.99
(0.954) (0.804)
0.99 5.12 3.83 4.59
(0.999) (0.933)
50 0.90 3.62 3.18 3.47
(0.936) (0.813)
0.95 4.06 3.44 3.72
(0.979) (0.891)
0.99 5.04 3.96 4.27
(0.999) (0.975)
100 0.90 3.67 3.27 3.49
(0.932) (0.821)
0.95 4.09 3.53 3.77
(0.976) (0.907)
0.99 5.02 4.03 4.21
(0.999) (0.977)
500 0.90 3.77 3.43 3.58
(0.940) (0.856)
0.95 4.14 3.67 3.83
(0.983) (0.919)
0.99 5.00 4.15 4.41
(1.000) (0.983)

































































Critical Values for Z12n in Case of Bivariate Normal Observations
(Change in the Mean, the Covariance Matrix Is Constant and Known)
Sample Asymptotic







20a 0.90 3.53 3.02 3.02
(0.981) (0.900)
0.95 4.02 3.29 3.28
(0.998) (0.951)
0.99 5.12 3.83 3.70
(1.000) (0.994)
50 0.90 3.62 3.18 3.26
(0.968) (0.879)
0.95 4.06 3.44 3.48
(0.991) (0.944)
0.99 5.04 3.96 4.04
(1.000) (0.987)
100 0.90 3.67 3.27 3.30
(0.963) (0.889)
0.95 4.09 3.53 3.55
(0.991) (0.946)
0.99 5.02 4.03 4.05
(1.000) (0.989)
500 0.90 3.77 3.43 3.41
(0.968) (0.904)
0.95 4.14 3.67 3.665
(0.990) (0.952)
0.99 5.00 4.15 4.19
(1.000) (0.990)
a The critical values in James et al. (1992) are 2.90, 3.08, and 3.40.
It is clear from Tables IVI that r((log n)32n, (log n) t32n; 1&:) gives
very good critical values and they are the same or better than critical
values obtained earlier by using different methods. By (3.8) it is easy to
compute r(h, l ; 1&:) which is also distribution-free (it does not depend on
f (x, %)). We can use the methods in Yao and Davis (1986), Siegmund
(1985), and James et al. (1992) only in case of normal observations.
Worsley (1986a) is more general, but it is based on recursive integrals,
is very difficult to compute in the case of large sample sizes, and is not
distribution-free.

































































Let xT and |x| denote the transpose and the maximum norm of vectors
and matrices.
Lemma 4.1. If Ho and C.1C.3 hold, then for all =>0 and $>0 we can
find T1=T1(=, $) and n1=n1(=, $) such that
P [ max
tkn&T
|(% k , %k*, '^k)&(%o , %o , 'o)|>=]$, (4.1)
if TT1 and nn1 .
Proof. We follow the proof of Theorem 6.2.2 of Lehmann (1991). Let
# be so small that
1=[(%, '): |(%, ')&(%o , 'o)|#]3o . (4.2)
Define
u(%, ')=E (% o , 'o) [ g(X1 ; %, ')&g(X1 ; %o , 'o)]. (4.3)
It follows from Jensen's inequality and C.1 that
u(%, ')<0 if (%, '){(%o , 'o). (4.4)
By C.3 we have that g(Xi ; %, ') is differentiable with respect to (%, ') and,
therefore, by the strong law of large numbers, for each =>0 and $>0 we
can find T1=T1(=, $) such that
P { maxT 1 k< supy # 1
1
k





where 1 is the boundary of 1. The continuity of u(y) and (4.4) give that
u*<0. (4.7)






(Lk(y)&Lk(%o , 'o))<u*2=1&$, (4.8)
































































if TT1 . Similar arguments give
P { max1kn&T supy # 1
1
n&k
(Lk*(y)&(Ln(%o , 'o)&Lk(%o , 'o)))<u*2=1&$,
(4.9)




(%, {, ') # 1*
(Lk(%, ')+Lk*({, ')&Ln(%o , 'o))<Tu*]1&2$,
(4.10)
if TT1 and nn1 , where 1*=[(%, {, '): |(%, {, ')&(%o , {o , 'o)|=#].
Now C.2 and (4.10) yield
P [ max
Tkn&T
|(% k , %k*, '^k)&(%o , %o , 'o)|#]1&2$. (4.11)
Since # in (4.11) can be as small as we want, the proof of Lemma 4.1 is
complete.
Lemma 4.2. If Ho and C.1C.8 hold, then for all $>0 we can find
C1=C1($), T2=T2($), and n2=n2($) such that
P [ max
Tkn&T
(klog log k)12 |% k&%o |>C1]$, (4.12)
P [ max
Tkn&T
((n&k)log log(n&k))12 |%k*&%o |>C1]$, (4.13)
P [n&12 max
Tkn&T
k |% k&%o |>C1]$, (4.14)
P [n&12 max
Tkn&T





if TT2 and nn2 .
Proof. By Lemma 4.1 we can assume that
(% k , '^n) # 3o , (%k*, '^n) # 3o for all Tkn&T (4.17)



































































|(% k , %k*, '^k)&(%o , %o , 'o)|=. (4.18)
Let
A il, k= :
1 j k
gi, l (Xj ; %o , 'o), (4.19)
A il, k= :
k< j n
gi, l (Xj ; %o , 'o), (4.20)
and
A k=[A il, k , 1i, ld+p], A k=[A il, k , 1i, ld+p]. (4.21)
By the law of iterated logarithm for partial sums we have
max
1<kn
(k log log k)&12 |A k+kJ |=OP(1), (4.22)
max
1k<n
((n&k) log log(n&k))&12 |A k+(n&k) J |=OP(1), (4.23)










A k+J }=OP(1), (4.25)
where J=J(%o , 'o). Similarly to (1.11) we define D12=[Jil (%o , 'o),
1id, d<ld+p], D21=DT12 , and D22=[Jil (%o , 'o), d<i, ld+p].
Let % k=(%k, 1 , ..., %k, d), '^k=('^k, 1 , ..., '^k, p), and %o=(%o, 1 , ..., %o, d ),
'o=('o, 1 , ..., 'o, p).
For all 1id, a two-term Taylor expansion and (1.4) give
& :
1 j k
gi (Xj ; %o , 'o)= :
1ld
(% k, l&%o, l ) A il, k
+ :
d<ld+p
('^k, l&d&'o, l&d ) A il, k
+12 :
1ld
(% k, l&%o, l ) R il, k
+12 :
d<ld+p
('^k, l&d&'o, l&d) R il, k (4.26)
































































and by C.4 we also have
|R il, k ||(% k , '^k)&(%o , 'o)| :
1 j k
M2(Xj ). (4.27)




Vk, 1=(% k&%o) F11, k+('^k&'o) F21, k (4.28)
and
max [ |F11, k+D11 |, |F21, k+D21 |]











Vk, 2=(%k*&%o) F 11, k+('^k&'o) F 21, k (4.30)
and
max [ |F 11, k+D11 |, |F 21, k+D21 |]






M2(Xj )= . (4.31)
Let
Vn, 3=\ :1 j n gd+1(Xj ; %o , 'o), ..., :1 j n gd+p(X j ; %o , 'o)+ . (4.32)







(% k&%o) F12, k+
n&k
n
(%k*&%o) F 12, k+('k&'o) F22, k (4.33)

































































|F12, k+D12 |( p+d )2 {} 1k A k+J }





M2(Xj )= , (4.34)
|F 12, k+D12 |( p+d )2 {} 1n&k A k+J }





M2(Xj )= , (4.35)























M2(Xj )= . (4.36)
Condition C.6, (4.18), (4.24), (4.25), (4.29), (4.31), and (4.36) imply that
F&111, k , F
&1
11, k , and F
&1
22, k exist. Thus we can define
Uk=\F22, k&kn F21, kF&111, k F12, k&
n&k
n
F 21, kF 11, kF 12, k+
&1
, (4.37)




(Vk, 1F&111, kF12, k+Vk, 2F
&1
11, kF 12, k&Vn, 3) Uk . (4.38)




and, therefore, the weak convergence of partial sums of i.i.d.r. vectors and
(4.38) yield (4.16). Combining (4.28) with (4.16) and the law of iterated
logarithm we get (4.12). Using the weak convergence of partial sums with
(4.28) and (4.16) we obtain immediately (4.14). Similar arguments give








































































Vk, 1 D&111 &
1
n















(Vn, 3&Vn, 1D&111 D12) U. (4.43)
Lemma 4.3. If Ho and C.1C.8 hold, then for all $>0 we can find
C2=C2($), T3=T3($), and n3=n3($) such that
P [ max
Tkn&T
(klog log k) |% k&%o&Rk, 1 |>C2]$, (4.44)
P [ max
Tkn&T




(nlog log n) |'k&'o&Rk, 3 |>C2]$, (4.46)
if TT3 and nn3 .
Proof. It follows from the law of iterated logarithm, Lemma 4.2, and
(4.22)(4.25), (4.29), (4.31), (4.34)(4.38) that
P { maxTkn&T (nlog log n) }
1
n
(Vk, 1F&111, kF12, k+Vk, 2F
&1
11, kF 12, k
&Vn, 3) Uk&Rk, 3 |>C2=$. (4.47)
Putting together (4.28), (4.29), Lemma 4.2, and (4.46) with the law of
iterated logarithm we get immediately (4.44). Similar arguments yield
(4.45).
Lemma 4.4. If Ho and C.1C.8 hold, then for all $>0 we can find
C3=C3($), T4=T4($), and n4=n4($) such that
P { maxTkn&T k12(log log k)&32 |Lk(% k , '^k)&Lk(%o , 'o)
+ :
d<id+p
('^k, i&d&'o, i&d ) :
1 j k




(% k&%o , '^k&'o) J (%o , 'o)(% k&%o , '^k&'o)T |>C3=$ (4.48)

































































P { maxTkn&T (n&k)12 (log log(n&k))&32 |Lk*(%k*, '^k)&Lk*(%o , 'o)
+ :
d<id+p
('^k, i&d&'o, i&d ) :
k< j n




(%k*&%o , '^k&'o) J(%o , 'o)(%k*&%o , '^k&'o)T |>C3=$,
(4.49)
if TT4 and nn4 .
Proof. We prove only (4.48) because the proof of (4.49) is similar. First we
apply a three-term, then we apply a two-term Taylor expansion, and we get
g(Xi ; %o , 'o)&g(Xi ; % k , '^k)& :
d< j d+p
('^k, j&d&'o, j&d ) gj (Xi ; % k , '^k)
= :
1 j d















gj, l (Xi ; %o , 'o)
_('o, j&d&'^k, j&d )('o, l&d&'^k, l&d )+Ui ,
and by C.4 and Lemma 4.2 we have
P { maxTkn&T k12(log log k)&32 } :1ik Ui }>C4=$ (4.50)
with some C4=C4($) if TT4 , nn4 . Using (1.4), (4.22), and Lemma 4.2
we get immediately (4.48) from (4.50) and (4.51).
Lemma 4.5. If Ho and C.1C.8 hold, then we have




(% n&%o , '^n&'o) J (%o , 'o)(% n&%o , '^n&'o)T }=OP(1) (4.51)





































































(Vn, 1 , Vn, 3) J&1(%o , 'o)(Vn, 1 , Vn, 3)T }=OP(1). (4.52)
Proof. Since % n and '^n satisfy
:
1 j n
gi (Xj , % n , '^n)=0 (4.53)
for all 1id+p, (4.51) and (4.52) follow immediately from Ibragimov
and Has minskii (1973) (cf. also Lemmas 2.2 and 2.3 in Gombay and
Horva th, 1994).
The following lemma is well known in linear algebra.



















Horva th (1993) obtained the following result.
Lemma 4.7. Let [`i=(`i, 1 , ..., `i, d ), 1i<] be a sequence of i.i.d.r.
vectors satisfying E`1, j=0, E`21, j=1, E`1, j `1, k=0, 1j, kd, j{k, and
max1id E |`1 j |+< for some +>2. Then we have
lim
n  











5. Proofs of the Results in Section 1
Proof of Theorem 1.1. It is easy to see that for each fixed k we have that
|4k |=OP(1) as n   (5.1)





































































|&2 log 4k |+ sup
n&Tk<n
|&2 log 4k |=OP(1) as n  . (5.3)
Using Lemma 4.6 one can verify that
Rk=k(Rk, 1 , Rk, 3) J(%o , 'o)(Rk, 1 , Rk, 3)T




(Vn, 1 , Vn, 3) J&1(%o , 'o)(Vn, 1 , Vn, 3)T. (5.4)
Next we apply (1.6) and Lemmas 4.24.5 and we obtain Theorem 1.1.
Proof of Theorem 1.2. We follow the proof of the theorem of Cso rgo
and Horva th (1986) (cf. also the second proof of Theorem 4.2.1 in Cso rgo
and Horva th, 1993). First we note that we can find a sequence of
i.i.d.r. vectors [!i=(!i, 1 , ..., !i, d ), 1i] satisfying E!1=0, E!21, i=1,











!j, i . (5.6)
By Einmahl (1987, 1989) we can define 2d independent Wiener processes











|Si (n)&Si (x)&Wi, 2(n&x)|(n&x)1+=OP(1). (5.8)
































































Putting together (5.7) and (5.8) we get
n; sup
*nt12
n&12 |Si (nt)&t(Si (n2)+Si (n)&Si (n2))







n&12 |Si (nt)&Si (n)+(1&t)(Si (n2)+Si (n)&Si (n2))
&(&Wi, 2(n&nt)+(1&t)(Wi, 2(n2)+Wi, 1(n2)))|(t(1&t))12&;
=OP(1), (5.10)
if 0;12&1+. It is easy to see that
Bn, i (t)={
n&12(Wi, 1(nt)&t(Wi, 1(n2)+Wi, 2(n2))),
0t 12 ,




is a Brownian bridge and Bn, 1(t), ..., Bn, d (t) are independent processes for
each n. By (5.9) and (5.10) we get for all *>0 and 0;12&1+ that
n; sup
*nt1&*n
|n&12(Si (nt)&tSi (n))&Bn, i (t)|(t(1&t))12&;=OP(1)
(5.12)
for all 1id. Next we write
n: sup
*nt1&*n




|n&12(Si (nt)&tSi (n))&Bn, i (t)|(t(1&t))12&:2)2
+n: sup
*nt1&*n
|(n&12(Si (nt)&tSi (n))&Bn, i (t))
_Bn, i (t)|(t(1&t))1&:
=Un, 1+Un, 2 . (5.13)
By (5.12) we have
Un, 1=OP(1). (5.14)









































































where W1 and W2 are independent Wiener processes. Let 0<=<









Putting together (1.15), (5.5), (5.13), (5.14), and (5.16) we get immediately
(1.20).
According to Einmahl (1987, 1989), the weighted approximations in











|Si (n)&Si (x)&Wi, 2 (n&x)|=oP(n1+). (5.18)
Hence we get, similarly to (5.9), (5.10), and (5.12), that
sup
0t1
|n&12(Si (nt)&tSi (n))&Bn, i (t)|=oP(n1+&12), (5.19)
and therefore (1.16) and (3.5) imply (1.21).










|t(1&t) Vn(t)&B (d )n (t)|q
2(t)=oP(1). (5.21)
































































Choosing *= 12 in Theorem 1.2 we can write
Un, 3= sup
1(2n)t=








|Vn(t)&B (d )n (t)(t(1&t))|. (5.22)















|t(1&t) Vn(t)&B (d )n (t)|q
2(t).






If I0, 1(q, c)< for some c>0, then q is an upper class function for
Brownian bridges (cf. Theorem 4.1.1 in Cso rgo and Horva th, 1993), and








|B (d )n (t)|q
2(t)+oP(1), (5.26)
which immediately implies (1.24).









B (d )n (t)q
2(t)=oP(1). (5.28)
Hence (1.23) follows from (5.21)(5.25).
































































Next we show that if (1.23) holds with a sequence of stochastic procesess
satisfying (1.19), then I0, 1(q, c)< for all c>0. Since we have (3.25),
(1.23) can hold if and only if (5.27) and (5.28) are satisfied. The distribu-
tion of B (d )n (t) does not depend on n, and therefore we have (5.27) and
(5.28) if and only if
lim
t  0




B(d )(t)q2(t)=0 a.s. (5.30)
Hence I0, 1(q, c)< for all c>0.
The limit distribution in (1.24) is almost surely finite if and only if
lim sup
t  0
B(d )(t)q2(t)< a.s. (5.31)
lim sup
t  1
B(d )(t)q2(t)< a.s. (5.32)
According to the definition of B(d )(t) and Corollary 4.1.1 in Cso rgo and
Horva th (1993), (5.31) and (5.32) hold if and only if I0, 1(q, c)< for
some c>0.






















































































































Rajput (1972) and Cso rgo , Horva th, and Shao (1993) showed that (1.26)
implies
lim






<q(t) dt=0 a.s. (5.37)
and
lim






<q(t) dt=0 a.s. (5.38)
Hence (1.25) follows from (5.33)(5.38).
By Rajput (1972) and Cso rgo , Horva th, and Shao (1993) the limiting
r.v. in (1.25) exists almost surely, if and only if (1.26) holds. Thus (1.25)
implies (1.26).
6. Proofs of the Results in Section 2
Proof of Theorem 2.1. Let c1(n)=log n and c2(n)=nlog n. We write





















































































Darling and Erdo s (1956) and Theorem 1.2 with :=0 imply
Tn, 1=OP((log log log n)12) (6.2)
and, therefore, for all t we have
a2(log n) Tn, 1&(t+bd (log n))2 w
P &. (6.3)
Using Theorem 1.1 with any 0<:< 12 we get
|Tn, 2& max
c1 (n)kc 2(n)




Rk |=oP(1log log n). (6.5)
Then central limit theorem yields
max





S 2j (k) }=OP(1log n), (6.6)
and by Darling and Erdo s (1956) and (6.5) we have
a2(log n) Tn, 3&(t+bd (log n))2 w
P &. (6.7)
Similar arguments give
a2(log n) Tn, 4&(t+bd (log n))2 w
P &, (6.8)
a2(log n) Tn, 6&(t+bd (log n))2 w
P &, (6.9)
and





(Si (n)&Si (k))2 }=oP(1log log n).
(6.10)








































































S 2i (k)&(t+bd (log n))









&(t+bd (log n))2 w
P &. (6.12)
Thus we showed that
lim
n  
P [a2(log n) Zn(t+bd (log n))2]
= lim
n  












(Si (n)&Si (k))2+(t+bd (log n))2= , (6.13)
and therefore (2.1) follows immediately from Lemma 4.7.
Proof of Theorem 2.2. Since (2.5) contains (2.3), it is enough to prove
the second half of Theorem 2.2. Let {(n) and {*(n) be defined by
max
1k<n




B (d )n (t)(t(1&t))=B
(d )
n ({*(n))({*(n)(1&{*(n))), (6.15)
where B (d )n is defined in Theorem 1.2. Theorem 2.2 is proven if we can show
} (&2 log 4{(n))& B
(d )
n ({*(n))
{*(n)(1&{*(n)) }=OP (exp(&(log n)1&=)). (6.16)
For any 0<=$<=* we define
d(n)=exp((log n)1&=$). (6.17)
































































It is clear that [d(n), n&d(n)][nh(n), n(1&l(n))], if n is large. Lemma 4.7
yields
1
2 log log n
sup
1nt1&1n
B (d )n (t)(t(1&t)) w
P 1, (6.18)
1
2(1&=$) log log n
sup
1ntd(n)n




2(1&=$) log log n
sup
1&d(n)nt1&1n
B (d )n (t)(t(1&t)) w
P 1. (6.20)




Applying Theorem 1.2 with :=0 and (6.18)(6.20) we obtain
1
2 log log n
max
1k<n
(&2 log 4k) w
P 1, (6.22)
1
2(1&=$) log log n
max
1kd(n)




2(1&=$) log log n
max
n&d(n)k<n






Hence (2.5) follows from Theorem 1.2, (6.19), (6.22), (6.23), and (6.25).
7. Proofs of the Results in Section 3
Proof of Theorem 3.1. Let
s(n)=exp(&(log n)1&=)
































































with some 0<=<=*. According to Theorem 2.2 for each $>0 we can find
an integer no=no($) such that
P [ |Z12n & sup
h(n)t1&l(n)
(B (d )n (t)(t(1&t)))
12 |>s(n)]$
if nno . Thus we get
&$+P [ sup
h(n)t1&l(n)
(B(d )(t)(t(1&t)))12r(h, l )&s(n)]
P [Z12n r(h, l )]
$+P [ sup
h(n)t1&l(n)
(B(d )(t)(t(1&t)))12r(h, l)+s(n)]. (7.1)
Using Theorem 2.1 and (3.2) we get
lim
n  







s(n) log log n=0,
Theorem 3.1 follows from (7.1) and (7.2).
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