Depletion of the high quality ores around the world has forced ferronickel producers to extract metal values from low-grade ore bodies with significant amounts of impurities. Under this condition, maintaining alloy quality is of utmost importance for the smelters; however still, accessibility of a reliable sulphide capacity model for FeNi refining processes is an issue. Many of the current models, such as those incorporating optical basicity, have proven to be erroneous and unreliable for wide ranges of composition and temperature. These models are typically developed and tested without a proper validation method thus allowing for great correlations which may not fare well with the introduction of new data. Models built from fundamental thermodynamic data perform much better in predicting sulphide capacities but are not only complicated to formulate but also too complicated to be used by operators on a day to day basis as multitude of inputs are needed. Hence, development of a reliable model based on fundamentals, which can also be directly used by plant operators is very much demanded by the industry. In the current study, an artificial neural network (ANN) approach has been used to predict sulphide capacities of slag compositions in the CaO-SiO 2 -Al 2 O 3 -MgO system with an objective to be used in ferronickel refining processes. The resulting models are evaluated on: 1) coefficient of multiple determination (R 2 ), 2) correlation strength (r), 3) root mean square error (RMSE) and 4) computation speed. The ANN based model has shown to be superior in predicting sulphide capacities to current models.
Introduction
The refining of crude metal is of utmost importance due to stringent quality demands and a deterioration in ore quality. In particular, sulphide capacities which is a measure of the sulphide removing power of the slag, is an important metric which should be optimized in order to obtain a desired final product. Despite the wealth of knowledge in the modeling domain, most of the models have largely become stale. The work presented here will tackle sulphide capacity modeling from a new perspective.
Artificial neural network (ANN) modeling has been used in many different fields. This type of predictive statistics has thrived in the present surge in computing power and as a result, has risen to the forefront of many different industries. Some of its applications include investment forecasting, 1) speech recognition, 2) and control systems.
3)
Its perforation into the metallurgical field has largely been non-existent. Only a few researchers in metallurgy have employed machine learning algorithms much less neural network based ones.
4-8)
The research presented here attempts to cross-pollinate the machine learning technology into chemical process metallurgy. Thus an ANN approach was employed by the authors to explore its potential application in process metallurgy with specific emphasis on desulphurization.
Sulphide Capacity
Sulphur in the slag can be described by the following equilibria: ...
Equation (1) describes the equilibrium between the slag and gas phase in terms of relative partial pressures of both sulphur and oxygen. Comparatively, the sulphur system can also be approached from the metal-slag equilibrium (Eq. (2)). Both systems reveal two components imperative for efficient desulphurization: 1) O 2 − and thus basicity must be sufficiently high and 2) the [O] content must be low. Many fluxing reagents are typically employed to meet these prerequisites.
To quantify the desulphurization of a melt, Fincham et al. 9) introduced the concept of sulphide capacity. Since its conception, the sulphide capacity has been the focus of various modeling attempts to understand desulphurization from a chemical standpoint. Fincham et al.' s relationship can be derived from the equilibrium coefficient (Eq. (3)) of the gas-slag reaction as seen in Eq. (1). Fincham et al.' s definition of sulphide capacity can then be derived through manipulation (Eq. (4)). The correlation also reveals the need for atmospheric and temperature control for efficient sulphur removal. 
Empirical Modeling
Sulphide capacity has been modeled through both empirical relationships and through modeling of short range interactions:
Empirically, the most common and extensive models are those developed using optical basicity. First proposed by Duffy and Ingram, 10) optical basicity uses the ratio between the electron donor power of oxides in glass and electron donor power of oxide ions to predict sulphide capacity. This paved the way for significant models by Sommerville et al., 11) Young et al., 12) Taniguchi et al. 13) and most recently Zhang et al.
14)
Sommerville et al. ' 11) but could not effectively handle slags with high FeO due to an underestimation of its molecular optical basicity. Similarly, Taniguchi et al., 13) defined the relationship presented in Eq. (7) to account for sulphide capacities in the CaO-Al 2 O 3 -SiO 2 -MgO-MnO system. In this system low SiO 2 were investigated. While good adherence is seen with experimental work, validation of the regression was not apparent. In the most recent iteration of the optical basicity based modeling approach, Zhang et al. 14) proposed a correction to the molecular optical basicity of FeO, increasing it from 1 to 1.24. Also included in Zhang et al.'s model is the inherent assumption that a linear relationship exists between the reciprocal of optical basicity and the pre-exponential factor, A (Eq. (7) While exhaustive, these models do not capture the system in its entirety (covering the entire temperature and compositional ranges pertinent to FeNi refining). Furthermore, a common downfall to these models has been the method in which they have been formulated. The model development is extensive; however, the model validation often employs a non-split data set and thus may not suffice as a thorough assessment of the correlation.
Short Range Order
Similarly, sulphide capacity modeled from short range order comes with a host of its own problems. Some of the more famous frameworks in this area have been incorporated into proprietary software such as FactSage (developed by CRCT and GTT Technologies), 16, 17) and ThermoSlag (developed by the Royal Institute of Technology (KTH)). 18) Comprising many different databases as well as frameworks, FactSage is an all-purpose thermodynamics software. It's sulphide capacity framework, developed by Kang and Pelton, 16) is based on the extrapolation of all permutations of cations and anions on a pseudo-lattice. The resulting model has shown great correlation to experimental results in a wide range of slag systems.
16) The advantages of FactSage are clear, however the formulation of a model such as this requires many building blocks such as an already established method for handling and accounting for randomness. 19) Much like the formulation, the use of FactSage is equally complicated. Furthermore, inherent to its formula-tion, the inputs into FactSage are set and are invariable.
In the KTH model, a specially defined interaction coefficient (ξ) was proposed to model high FeO slags. This new metric is defined in Eq. (10) and an integral part in its prediction mechanism. A major advantage of this model is its ability to predict slags of lower order therefore, an application to ferronickel refining slags plausible. However, similar to FactSage, the formulation of the interaction parameters requires advanced experimental work. Given the associated costs and difficulties with experiments, some interaction parameters may not be measurable or estimated accurately. An excerpt of the formulation applicable for ferronickel refining is shown in Eq. (11 Although these fundamental models are much more accurate than their empirical counterparts, these models frequently require advance fundamental knowledge which are at times derived from experimental work. These myriad of inputs constitute a model unattractive for general use in pyrometallurgical plants.
Artificial Neural Network Development

Visualization
Data on sulphide capacities of the CaO-SiO 2 -Al 2 O 3 -MgO system have been gathered from 15 different studies. 9, 13, [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] These studies examine different aspects of the slag system and thus represent a good staging point for the modeling of the whole spectrum of sulphide capacities. The variables of interest were those that are chemically pertinent to the determination of sulphide capacity (LogCs). These are: 1) wt-% CaO, 2) wt-% SiO 2 , 3) wt-% MgO, 4) wt-% Al 2 O 3 , 5) wt-% (S) slag , 6) ( / ) P P o s 2 2 , and 7) temperature. Further, as recommended by Fincham et al., 9) only the studies using an equilibrium time higher than 4.5 hours were considered. The entire data set used in this work is illustrated in a scatter plot shown in Fig. 1 . blue (medium), and beige (low), are used as the basis of ordering in the figure. The correlation strength quantifies the strength of a linear relationship between two variables. When the correlation is weak there is no tendency for the variables to linearly move with respect to each other. Correlation can be calculated between the variances of two variables and its covariance. These are shown in Eqs. (12) and (13) The ordering of Fig. 1 is expected based on the chemical relationship (Eqs. (1) and (2)) derived from the initial sulphide capacity work by Fincham et al. 9) shown in Eqs. (3) and (4). Strong correlation is seen with wt-% CaO, wt-% SiO 2 , wt-% Al 2 O 3 and wt-% (S) slag . One small caveat of the analysis shown in Fig. 1 is that the ordering is relative. Thus factors such as the root of the pressure ratio and temperature may not appear to be highly correlated but in reality are important factors to consider in the scope of absolute correlation.
ANN Fundamentals
Instead of a singular equation, an ANN uses numerous equations which account for the relationships between nodes, synapse weights, output and inputs (Fig. 2) . This complex interplay of relationships can be described through matrices. Defining X n,i as a matrix representing the inputs (columns as variables, rows as unique data points) and W i,k as a matrix which represents the synapse weights, the relationship at the hidden layer for n data points in the set (training or testing), i variables ( Table 1 ) and k number of hidden nodes can then be described as:
Where f is an activation function and, A is the resulting matrix which will be passed on to the synapses posthidden nodes. Similarly, the outputs of the hidden nodes are weighted and then transformed a final time before a prediction can be formed:
Optimization occurs after each prediction, thus the weights are constantly changing. The method in which weights are corrected will vary depending on the learning algorithm used. To exploit the convex nature of quadratic equations, sum of squared errors is commonly used as a cost function to optimize the weights. This is defined as Eq. (17): Brute forcing this equation is near impossible for high dimensional problems thus a gradient descent algorithm is utilized to solve the optimized path. Akin to dropping a ball and letting it roll towards the path of least resistance, the gradient descent algorithm solves the cost function by finding the path of lowest slope. The direction of the ball is determined iteratively with each step coming from each data point from the training set. This method shortens the time needed to identify a minimum. Once a minimum is found, the weights can then be used as a basis for a predictive model. At this point the testing portion of the dataset can be used. The entire process is depicted in Fig. 3.   Fig. 2 . Basic ANN architecture with a single hidden layer. Where (-) are synapses. (Online version in color.) Table 1 . Different ANN models that were considered for the current investigation.
Model 1
Model 2
Model 3
Model 4
Model 5
Although faster, the gradient descent algorithm has major drawbacks. Unless the cost function has been solved in all domain and range (at sufficient resolution), errors may be masked by the results. These possible errors are 1) detection of a faulty minima 2) quasi-stand still and 3) the departure from a suitable solution (Fig. 4) . Any of these errors will lead to improper training of the ANN and thus a faulty model. To avoid errors such as these, the step size or learning rate must be carefully defined.
Model Formulation
Currently there are many software products available both commercially and open source, which can provide basic prediction architecture. Because of its accessibility, the open source R programming language, 33) known hereafter as R, is employed as the basis of the modeling approach.
The modeling approach in the current work utilizes a sigmoidal-regression artificial neural network model using a globally resilient backpropagation algorithm developed by Anastasiadis et al. 34) Other learning algorithms such as the traditional back propagation algorithm, which uses a set learning rate have proven unreliable due to many factors. 35, 36) Its most frequent issue is that it is extremely time-consuming and often results in a partial training of the dataset due to a local minimum convergence of the error function. Aiding this issue requires advanced knowledge of the optimal hidden nodes, starting weights and optimal learning rate. However; these metrics are rarely available thus using a backpropagation algorithm is unattractive. The method developed by Anastasiadis 34) uses an adaptive learning rate which aids in better convergence speed and stability. The theorem and corresponding proof of this method can be found in reference 34. 34) Only one hidden layer (between output and input layers) will be considered in the current work. The number of nodes forming the single layer will vary according to Table 1 . To introduce non-linearity into the system, a sigmoidal activation function, the logistic function, will be used (Eq. (18)). W will change depending on the location of calculation (W i,k for synapse weights prior to the hidden node and W k for synapse weights after the hidden node). With reference to Fig. 3 , the output (Ŷ) is the sulphide capacity of each data point while the inputs (I) will vary in accordance with Table 1 . Similar to any regression method, the inputs will consist of easily accessible metallurgical inputs such as dissolved sulphur in slag or chemical composition.
Model Validation Approach
The simplest form of cross validation, the hold out method, is used to validate the ANN models. In this method, a certain percentage of the dataset is sampled to train the algorithm (training dataset) while the remaining data (testing dataset) is used to validate the model. To avoid overtraining and because the dataset is sufficiently large, the split ratio between testing and validating data sets will be 50:50. As samples are taken randomly, careful measures were enacted to ensure sampling quality.
As prescribed by past work in the evaluation of different ANN models, 37) the principal framework that will be used to compare different models studied here, are: 1) Coefficient of multiple determination (R 2 ): is a measure of goodness of fit between predicted and actual values. This can be found through the squaring of the correlation coefficient 2) Correlation coefficient (r): is derived in Eqs. (1) to (3) and is a measure of linear strength between predicted and actual values 3) Root mean square of errors (RMSE): is the absolute average distance between predicted and actual value and is defined as: Often overlooked or outright ignored, the computation time is an important factor to consider, when qualifying an algorithm for industrial scale use. Although computation time for a dataset of the current size is irrelevant within a small dataset, in industry the requirements are much different. The computational speed will increase significantly with increasing sensors, compositions, temperatures and sampling intervals. In the work presented here, time will be defined as the time it takes for the optimization of matrix W and will be the final criterion used to evaluate different ANN models presented here.
Results and Discussion
ANN Models
The ANN models developed in accordance with Table 1 , was benchmarked under the 4 previously criteria. They have been trained using the training dataset and validated using the testing dataset. The adequacy of each model has been presented in Table 2 . Based on only the highly correlated variables shown in Fig. 1, model 1 , and temperature, an artificial neural network trained using the remaining variables was unable to accurately predict changes in the sulphide capacity. This was also evident in Fincham et al.'s original sulphide capacity relationship.
9)
Models 3 and 4 tested the need of MgO. The correlation between MgO and sulphide capacity is a highly contested matter. From literature, the deployment of MgO was found to be highly model dependant. In Taniguchi et al.'s model, 13) MgO was positively correlated with sulphide capacity. Similarly, work by Kang et al. 16) using FactSage predicted a positive correlation but only at high mole fractions ( > 0.6). Conversely, KTH's Thermoslag, 18) showed a negative correlation.
13) Both models by Sommerville et al. 11) and Young et al. 12) showed negligible effect of MgO. In the work presented here, MgO was shown to be trivial in the prediction. However, it is important to note that the maximum MgO considered in the dataset was 25 wt-% thus in this work, the assumption that MgO is negligible is only valid for amounts lower than 25 wt-%.
The consideration of MgO also resulted in faster computational time. This suggests that mathematically, MgO aids in finding the steepest gradient in the gradient descent algorithm. This reduction in model formulation time has also been corroborated in Models 6 and 7. Models 4 to 7 investigated the optimal number of nodes in the hidden layer. Without MgO (Models 4 and 5), the increase in dimensionality not only allowed for better predictions but also faster computational times. The increase in synapses potentially allowed for better description of the dataset resulting in faster convergence of the cost function. Similarly, with MgO (Models 6 and 7), faster and more accurate predictions were the result of more hidden nodes in the hidden layer. Further increasing the number of nodes beyond 7, may also result in better predictions; however, was not investigated further due to the possibility of overfitting the data. Furthermore, MgO seems to have a relatively more pronounced effect for 3 and 7 node networks. The RMSE has shown a slight decrease with MgO present as a predictor. This suggests one of two things: 1) convergence of the cost function to a local minima or 2) global translation of the cost function upwards. The resemblance of the models with and without MgO suggests that any convergence or vertical translation may be only minimal. Because of this, a network which does not deploy MgO is preferred.
The predicted LogCs values have been compared with the actual LogCs (testing dataset) values from Figs. 5-11. Also included is the ideal predictor line. This line, described by a slope of 1 and an intercept of (0,0), shows a model's fidelity to an ideal model (Actual LogCs = Predicted LogCs). By inspection, Models 2, 3, 5, and 7 are much closer to ideal than the rest. Therefore, on the basis of the current dataset and validation approach, any of these architectures are applicable.
Benchmarking
For further verification of the neural network models, the predicted sulphide capacities using established optical basicity models [11] [12] [13] [14] have been calculated using the full data set (training and testing) with the values from Table 3 . It is assumed that the dataset employed here has not been used in the formulation of the previous models, and thus is credible for model re-validation. Predictions from FactSage's Equilibrium module, using the FactOxid database and Eq. (4) as the custom function input, are also included. The results of these models are shown in Table 4 and Figs. 12-16 .
The comparison between past empirical models and the neural network based models have yielded favourable results. The ANN models demonstrated higher accuracy, and better cohesion to the ideal predictor. Sommerville et al.'s 11) model showed a general trend towards the ideal model but because it was not discretized, exhibited large variance at higher sulphide capacities (Fig. 12) . Also, because Young et al. 12) and Zhang et al. 14) used similar methodologies, their respective models showed fundamental deviation in the same region (Figs. 13 and 14) . Although, Taniguchi et al.'s model performed the best out of this cohort its R 2 , r and RMSE values are still slightly lower than those of the neural network (Fig. 15) .
Benchmarking against FactSage has also displayed the strength of a neural network-based prediction system against a short range order model. There are many fundamental differences between both models. As mentioned previously, the formulation of FactSage required advance knowledge ), thus a portion of the studies were unpredictable using FactSage (Fig. 16) . Being much more adaptable, the ANN models could utilize the ratios or the absolute values (if re-formulated to do so).
Conclusion
Empirical models such as the optical basicity models tend to breakdown when new system parameters are introduced and as a result, unfeasible in a dynamic environment. The idiosyncrasies associated with the use of short range order models such as FactSage, severely limits its application to only situations in which all its input requirements are met. This divide has created a need for a new type of model which, has the accuracy level of FactSage, but simple to formulate and does not deviate with the introduction of new data.
The results gathered in this work have shown the viability of implementing a neural network based prediction system for CaO-SiO 2 -Al 2 O 3 -MgO sulphide capacities. The development of the model showed that an MgO-based architecture (Model 3, 6 and 7) had acceptable accuracy and also a lower computation time. This however, was offset by the possibility of the cost function converging to a local minimum or shifting the cost curve entirely. An MgO-less design showed higher accuracy but slightly higher computational time and thus is preferred. Using the same comparative metrics (i.e. R 2 , r, and RMSE), the neural network models were much more robust in their prediction compared to other existing models.
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