City University of New York (CUNY)

CUNY Academic Works
Dissertations, Theses, and Capstone Projects

CUNY Graduate Center

9-2018

New Use of an Old Discourse Marker: The Interface of Implicit
Attitudes, Explicit Attitudes, and Rapid Language Change of "So"
Syelle Graves
The Graduate Center, City University of New York

How does access to this work benefit you? Let us know!
More information about this work at: https://academicworks.cuny.edu/gc_etds/2961
Discover additional works at: https://academicworks.cuny.edu
This work is made publicly available by the City University of New York (CUNY).
Contact: AcademicWorks@cuny.edu

NEW USE OF AN OLD DISCOURSE MARKER: THE INTERFACE OF IMPLICIT
ATTITUDES, EXPLICIT ATTITUDES, AND RAPID LANGUAGE CHANGE OF SO
by
SYELLE GRAVES

A dissertation submitted to the Graduate Faculty in Linguistics in partial fulfillment of the
requirements for the degree of Doctor of Philosophy, The City University of New York
2018

© 2018
SYELLE GRAVES
All Rights Reserved

ii

New use of an old discourse marker: The interface of implicit attitudes, explicit attitudes,
and rapid language change of so
by
Syelle Graves

This manuscript has been read and accepted for the Graduate Faculty in
Linguistics in satisfaction of the dissertation requirement for the degree of
Doctor of Philosophy.

Date

Cecelia Cutler
Chair of Examining Committee

Date

Gita Martohardjono
Executive Officer

Supervisory Committee:
Matthew Garley
William Haddican
William McClure

THE CITY UNIVERSITY OF NEW YORK
iii

ABSTRACT

New use of an old discourse marker: The interface of implicit attitudes, explicit attitudes,
and rapid language change of so
by
Syelle Graves
Advisor: Dr. Cecelia Cutler
This dissertation investigates a linguistic feature called “backstory so,” defined as
discourse marker so when it prefaces the answer to a question or request for information
from an interlocutor. The motivation for its investigation is a collection of highly negative
internet comments expressing irritation and insulting attitudes toward this use of so and
the people who say it, calling them annoying, inarticulate, and condescending, for example.
I also examine controversy in the (limited) literature about whether or not this language
feature is new.
I therefore first present findings that this use of so is an instance of rapid language
change that seemingly did not exist in English before the mid-1990s. This diachronic study
also suggests that actual rates of backstory so may be the same across women and men. I
further present results of a societal treatment study of the nature of the attitudes that
backstory so invokes when collected through un-elicited means, which express explicit
attitudes in people’s minds. This societal treatment study explores the layers of stereotypes
that backstory so invokes. For example, while many people complained that it is frequently
said by scientists and experts, others complained that it is frequently said by women who
are young and lacking education and/or intelligence. The comments that express dislike
toward it yet attribute it to members of society who hold high levels of social prestige are
analyzed within the framework of a lesser-studied area of prescriptivism: People who mock
iv

“educated” speech characteristics by way of establishing solidarity and preserving their
vernacular. This analysis also uncovers one of the more tangible reasons that people dislike
backstory so: a shift from so as a discourse marker that changes the topic to so as a
discourse marker that prefaces the response to a question—a speech act that requires (by
definition) keeping the topic the same. This shift is disorienting in a way that suggests the
experience of a violation of Grice’s Maxims of Relevance and Quantity—a violation that is
resolved somewhat when the answerer gets back on track after providing some amount of
unrequested backstory.
Finally, I present findings of a matched guise survey that tested these attributes by
eliciting them in a way that collected implicit attitudes toward backstory so. These findings
suggest that backstory so is perceived negatively across the population, on average, when
compared to a control group. This survey analysis presents statistical analyses, including t
tests, bivariate correlations, factor reductions, and principal component analyses to confirm
that findings are statistically significant. The results suggest that backstory so is perceived
negatively in both men and women, particularly when it comes to perceived levels of
education and intelligence, but that in men, backstory so is only indexed with masculinity
when being masculine is grouped with being condescending, while in women, backstory so
is only indexed with femininity when being feminine is grouped with trendiness and with
talking “like a Valley Girl.”
This dissertation also includes a review of the literature on discourse markers and
on language attitudes, and a brief proposal for future work to (1) collect actual rates of
backstory so across demographic categories and (2) investigate whether perceived rates of
backstory so differ from actual rates.
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CHAPTER 1: Overview
1. Introduction: “Is starting a sentence with so condescending?”
The study of language attitudes frequently resides at the core of interaction
analysis. Social scientists have approached this form of research from the
perspective of both the listener and the speaker. While the findings have varied
across variables of culture, dialect, accent, and context, scholars have argued
that determining the effects of language on social judgment is an integral part
of uncovering the communication process. As Cargile et al. (1994) argued,
“language is a powerful social force that does more than convey intended
referential information” (p. 211). From the job applicant who is chosen because
of his “cultured” British accent to the Southern-American who is not selected
because of their “unintelligent” dialogue, attitudes about specific forms of
language can have a significant influence at many levels… Thus, scholars have
argued the importance of language attitude research within many domains.
The media researcher purports that language influences cognitive images that
we use to form collective realities (Lippman, 1922); interpersonal experts
employ listener- and speaker-based models to explain the impact of language
in one-on-one and group dynamics (Berger & Calabrese, 1975); organizational
scholars write of linguistic “first impressions” that impact past, present, and
future alliances. In sum, academics from many disciplines agree that language
attitudes are an important enterprise. (Giles & Billings, 2004, pp. 187–188)

This dissertation’s “backstory”
This topic was born in 2015, when I wrote a layperson article for the Grammar Girl
educational article/podcast series. The title of this chapter is the title that was assigned to
my article by Mignon Fogarty, Grammar Girl’s founder and managing editor. She asked me
to write it in response to readers who contacted her to complain about people who “start a
sentence with so.” The use of so to start a sentence, it seemed, struck a lot of people as a
bad thing; some referred to it as strange, and others expressed highly negative attitudes
about it. When she described this to me, I immediately thought of a usage that I had
noticed anecdotally and personally believed to have started recently in English language
history: answering a question with discourse marker (or “DM,” to be defined in Section 1.2)

so, instead of more likely (for an answer-preface) DMs like well. This narrowed-down

1

definition, coincidentally identified and named later that year in an NPR piece by Nunberg
(2015) as “backstory so,” is the phenomenon I investigate in this dissertation. The name
“backstory so” captures the concept that so is being used to preface answers when they are
complex, or call for some background information.
An example of that so that came to my mind, illustrated below in (1), is a recorded,
unscripted/spontaneous backstory so. The excerpted transcript is taken from a YouTube
video (Y combinator, 2016). The speaker is Mark Zuckerberg of Facebook:
(1)

Interviewer: … Could you tell us- um, is that still something you recommend
people running companies put in place? And- and how Facebook’s worked in
the early days?
Zuckerberg: So, making it so we could grow faster was, I think, the most
important product feature that we ended up building for Facebook. And, you
know, the traditional approach to growing, and marketing, is you know, you
have a communications group, or a marketing team, and you buy ads. And I
think…

In the course of my research for that article, I discovered that many formal writers,
editors, and public speakers advise against general sentence-initial so stylistically, and that
many laypeople hold extremely negative language attitudes toward its use in natural
speech. Many bloggers and commenters describe it as irritating, and insult the people who
do it. In addition, these complainers have been claiming that it is a new change, or recent
“trend” in English. I wrote the article, and it attracted a large number of comments, in
which many readers, despite responding favorably to my work, ignored the descriptive
nature of my article, and ranted about how much they hate this feature. In addition to this,
I discovered a large body of similarly negative comments about so below one of the articles
that I had found online and cited as an example source in the Grammar Girl article when I
had written it. The degree of criticism and prescriptivism was enough to inspire further
investigation, and to create this thesis. Below I have provided just a few of the comments I
2

came across, to illustrate these negative language attitudes. Terms of particular interest to
this research are bolded for emphasis1:
(2)

I am a court transcriber. I read thousands of pages of transcript [sic] every
week. People that consistently use “so” at the beginning of sentences are
without exception liberal progressives.

(3)

Why does this happen? Why did people decide to start beginning sentences
with “so”? Very irritating!
Tonight I was watching Shark Tank on TV and the contestant answered
every question with “So, …”. Drove me nuts! I went online and searched to
see if anyone else has noticed this irritating trend. Glad to learn I’m not the
only one to notice...

(4)

(Melbourne, Australia)
I’m not entirely sure from whence this horrible trend of beginning sentences
with “so” originally emanated, but as an Aussie who was drilled in the correct
usage of the English language, it drives me to distraction.
It contributes absolutely nothing to the subsequent content of the sentence;
apart from making the speaker appear either ill-educated, or a “tosser,” and
is, in every sense, completely superfluous!
Hence. I have come up with a possible solutuon [sic].
When you are next confronted by a speaker who begins a statement with “so”,
simply listen politely, and when it’s your turn to speak, begin your sentence
with “superfluous”! Example: “Superfluous, my dog has fleas!”
When quizzed by the other party as to why you started a sentence with “that
word,” point out that their use of “So” is at best grammatically incorrect and
at worst a sign of ignorance, an inability to form a cogent sentence or merely
aping other “hipsters.” Hence, your use of “superfluous” has as much validity
as their use of “so”! Give it a try. (you have nothing to lose but your friends!)

(5)

It makes the speaker appear a complete moron. It drives me mad seeing
people answer questions with “so.” If you need to think first, just pause before
answering.
I will use the “superfluous” tip above

(6)

I, too, hope it is a trend that will pass—soon. It drives me crazy.

All reader posts, including these in this section that were pulled from Facebook, are available by
public web search, and do not require any account login to view. Despite this, all user names and/or
initials have been completely removed to further anonymize the comments, but locations are
preserved out of investigative interest. All data collection in this dissertation was approved by the
Institutional Review Board (IRB) at the City University of New York.
1

In addition, all comment posts in this dissertation are occasionally edited (indicated via
ellipses), and punctuation or spacing errors were mostly corrected for clarity. However, all typos or
spelling variations are preserved (usually indicated with “sic”).

3

The difference in the words you mention, and the improper use of “so” at the
beginning of a conversation2, is that those words are slang language that
comes with all generations. The word “so” is a proper word in proper English.
The use of “so” at the beginning of a conversation is simply incorrect use of
the language, and what the word “so” is supposed to do in communication.
Slang is here, and will always be with us through each generation. Some of it
actually ends up in revised dictionaries, but “so” is already there and already
has it’s [sic] use in sentence structure.
One unfortunate issue is that people are beginning to start written
conversations and documents (such as articles) with the word “so.” This is
especially annoying because the written word is supposed to be more formal
and correct. When people see it written incorrectly, it becomes more
engrained [sic] as what people will accept as correct. I call it “wrong teaching”
for those who do not know, or cannot recognize, what is correct.
(7)

Speaker 1: Dr. Johnson, when did you start studying this disorder?
Speaker 2: So, I had noticed certain patients seemed to…
WRONG!
Speaker 2: Well Speaker 1, I had noticed certain patients seemed to…
Correct.
Stop using “so” to answer a question you dumb, uneducated idiots! This is
nothing more that [sic] Ebonics. It is simply wrong and is an improper use of
the word regardless of how much you weave and bob around the issue to
make it seem correct while pandering to stupid people who passed English
with a D. I know very few young people who can speak properly or God-forbid
construct a sentence properly. And we won’t even get started on spelling.

(8)

It is especially annoying as the initial word in answering an opening
question, because (as others have pointed out) it reveals that the speaker
implicitly feels this to be the continuation of some kind of monologue which
has not in fact been taking place—or at least shouldn’t have been (even
internally) if the interviewee had truly been listening to the interviewer.

(9)

Oh my goodness. NO. I noticed this trend and I hate it. Every time someone
begins a conversation with “so,” I feel confused, because it seems like I
missed something, or that they began the conversation in their heads and
they vocalised it in the middle of it. Also it has a complacent aura. We should
be able to make absolute statements without the fear of seeming less
friendly. To make it clear that a conversation is casual or informal (when the
tone of voice can’t be heard, or the facial expression can’t be seen), we have
other words to begin our sentences, such as “well” and “oh.” To me, the word
“so” is more like a connector (like the word “therefore” or “thus”) to a previous
sentence or previous paragraph of the same topic. However, it can be used as
way to make a smoother transition into a new topic AFTER a conversation

This is one of the multiple commenters who seems to conflate “starting a conversation,” or a
sentence in general, with starting a question reply, an issue I will address shortly.
2
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has been initiated properly, and a change is desired, or there’s really not
much more to be said about the current topic.
(10)

I hear this new phenomenon in radio interviews. I think that when someone
answers a simple yes/no question, using “so” lets them answer the question
with a statement rather than committing themselves to being questioned. For
example: question: ‘Did you increase tax on fuel this year? Answer: ‘So we put
taxes on fuel up this year’.
Question: ‘Is it easy to fly an airliner?’
Answer: ‘So, flying an airliner is easy.’
They appear to be evading actually answering the question…

(11)

Oh my god! I am so grateful you are addressing this problem. I am highly
irritated by the use of so to begin a sentence! I hear it incessantly and it
drives me berserk…

(12)

“So” is irritating at the beginning of a sentence when used in response to a
question because it carries an air dismissiveness [sic]. Perhaps its most
common conventional use is as a conjunction expressing a consequence of a
previous action or state (I was hungry so I ate), so using it as a reply
dismisses the question, as if to say, “Now that you're through with your
chatter, I can continue.” Its current popularity as a filler word (similar to the
ubiquitous “like” among high-schoolers) reduces its status to verbal tic.

(13)

So my clueless boss (age 40?) uses "So" to start emails. It sounds SO fake, like
she's trying to sound young or is being condescending.

(14)

wow this person being interviewed on N P R thinks he/she needs to sound
like a self important intellectually superior snob! We know you’re a geek
already…you don’t have to reassure us of this fact even though you feel
compelled to “hold us spellbound” to your “fascinating” monologue. Get the
#$*@ over yourself already!

Some comments express such distaste of this use of so that they analogize it to
infectious disease:

(15)

I asked one person to not begin with “so” and he recognized it as a bad habit
he had picked up. Actually I think it is the result of a virus that is quietly
spreading around the country.

(16)

… the appending of “so” to the beginnings of sentences is by and large a
subconscious aping of what has been heard, and is indicative of a person’s
conformist tendency. If they prize precision and succinctness in their own
English usage above seeming “cool” in that way, the person in question will,
instead, make it a point to avoid absorbing such mindlessness from the
masses. It’s similar to that Californian idiocy, “I was just kind of like…”,
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uttered instead of “I said/thought/felt that…”, etc. …in no time, [it]
progressed to being endemic, a nauseating fixture of casual conversation
everywhere one turned… Such incursions truly are “viral”… They are
infections: herpes simplex of the English language...
As was mentioned earlier in this chapter, in addition to this collection of comments,
a cursory web search uncovers additional non-linguists—bloggers and other authors of
informal web articles—who exhaustively warn against “starting a sentence with so.”
Indeed, as of 2016, Google search auto-filled “Is starting a sentence with so—” with
“grammatically correct,” and it also offers “Is it okay to start a sentence with so?”). In 2018,
it added the suggestion “Why is everyone starting a sentence with so?” There is even a
Facebook group called “Please Don’t Start A Sentence With The Word ‘So’!” at the time of
this writing.
Here are a few examples of the bloggers and writers who addressed this topic:
Giridharadas (2010) wrote in the New York Times that there can be a “logical tinge to so…
Compared to well and um, starting a sentence with so uses the whiff of logic to relay
authority.” An (informal) Telegraph piece on workplace language seconds this intuition,
claiming that it may sometimes “send the wrong message: It could alienate colleagues who
believe they're being spoken down to when they hear it” (Peacock, 2014). One poster on the

English Language and Usage site asks, “Am I the only one who finds it annoying?” At the
time of this writing, my Grammar Girl so article has been shared on Facebook 3,989 times,
showing high rates of interest, even when compared to my other Grammar Girl pieces.
It also became apparent that some authors believed that so was not new, despite
many online comments claiming newness. For example, Giridharadas (2010) wrote that the
origins of using so to start sentences are believed to have begun in Silicon Valley, among
computer programmers, yet in contrast, he considers the possibility that it is not new,
pointing out an example dating back to Chaucer:
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One can dredge up ancient instances of “so” as a sentence starter. In his 14th-century
poem “Troilus and Criseyde,” Chaucer launched a verse with, “So on a day he leyde
him doun to slepe. ...” But for most of its life, “so” has principally been a conjunction,
an intensifier and an adverb. What is new is its status as the favored introduction to
thoughts, its encroachment on the territory of “well,” “oh,” “um” and their ilk.
Giridharadas is not a linguist, and his interesting definition “an introduction to thoughts”
sounds a lot like a discourse marker (DM). DMs are generally defined as words or short
multi-word terms that express pragmatic sentiments to the interlocutor, without making a
syntactic contribution to the sentence, like well, still, anyway, and besides—frequently
when sentence-initial. However, his Chaucerian example is problematic for this
investigation in that it does not establish itself as the type that annoys people; it sounds
more like a causal type (as in “I like snow so I live in Vermont”; another example will be
shown shortly, in (19)), or, the summary type (as in “So, that’s why I’m late”; another
example will be shown shortly, in (23), and these uses will be discussed later in this section,
and in Chapter 2). Also, the difference Giridharadas (2010) observes between the so as an
adverb and so as an intensifier is unclear. Finally, so has always been used as a DM; the
“annoying” type is newer. Furthermore, it makes sense that pet peeves that materialize
suddenly do so because of a rapid language change that speakers resist, and not out of the
blue, about a feature that has existed for over a century. Therefore, as I established it
earlier in this section, I argue that this backstory so is restricted to the syntactic and
pragmatic environment of prefacing an answer to an interrogative or request for
information, which I will outline in more detail in Section 1.2.
Linguist Liberman (2010), in response to Giridharadas’ (2010) New York Times
article, agrees with Giridharadas that this “trend” is not new, in a Language Log post. He
shows informal data of his own, gathered by quick search queries of the Corpus of Historical

American English (COHA) to illustrate that those who believe that this is a new phenomenon
are being fooled by a “recency illusion.” His usage graphs show little change in rate of
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sentence-initial so in over 100 years. He fine-tunes this with a follow-up search to address
the confound of archaic uses of so that may be mixed up in the sentence-initial data, such as
when used as an intensifier in a poetic/archaic subject-verb inversion, as in “So fiercely did
the flames rage, that…” He controls for this by searching for combos like “so that” and “so it”;
“so what,” etc., and still shows no change in rate over time. Liberman (2010) concludes that
the answer to the question of whether or not this perception is a recency illusion effect
remains unanswered.
I expand on this by observing that even though these searches are interesting and
well-thought out, they were performed for a Language Log post, not for scholarly research,
and more importantly, they have no way to discern one function of sentence-initial so from
another (certainly, longitudinal searches of so to answer questions, or even just of turninitial so, have not been done before, for example). Further, COHA does not have a spokenlanguage genre, as the vast majority of existing historical language data was collected
before recordings were widespread, or even possible, and the primary complaints against so
refer to spontaneous, spoken language. Therefore, while I agree with both Liberman (2010)
and Giridharadas (2010) that sentence-initial so is not new, I argue that response-initial so
is very new, and is also the feature that the internet prescriptivists are (primarily) noticing
and reacting to. I will further explore the definition and meaning of rapid language change
and of “recency illusions” in Section 3.1.
In the meantime, Nunberg (2015) supports my hypothesis that while regular
sentence-initial so is not new, the answer-to-a-question so is indeed recent. Nunberg (2015)
refers to this question-preface so (aka backstory so) as “genuinely new.” I also point out that
the claim that backstory so is not new, or is just being noticed lately, has little logical
support. If it had always existed, then what would trigger such sudden and widespread
interest? It is true that old-fashioned and archaic terms and syntactic structures are
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sometimes mocked, but in that case, they are explicitly identified as stuffy or out-of-date,
while backstory so is repeatedly referred to as a trend, as something that young people say,
and as “conformist” in the comments I pulled (for example, see (9), (16), and the upcoming
comment analysis in Chapter 4).
As noted earlier, Nunberg’s (2015) description also supplied the name “backstory so”
to describe this feature in order to convey the concept that so is being used to preface
answers when they are complex, or call for some background information. This idea will be
explained in more detail shortly, in this chapter, along with more details as to how this
name exactly describes the feature I was led to investigate, and is therefore the label I
employ for this dissertation.
Investigating the controversy represented by these articles—and the interest in it
that is expressed by these commenters—led to the formulation of four research questions,
which I engage in this thesis:
RQ 1: What is a discourse marker (DM) in English? How might this definition assist
in the investigation of so when it prefaces an answer?
RQ 2: Is prefacing an answer with so really new? Has so in general increased in
frequency in English in recent years?
RQ 3: Why do people care about this so much? What is the nature of these explicit
language attitudes, where they exist, toward backstory so?
RQ 4: What is this really about? Do these negative language attitudes systematically
index any specific social groups or categories? Can these attitudes be captured under
implicit/indirect circumstances?
I have attempted to answer these questions, and will outline my findings in the
following way: In the remainder of this introductory chapter, I will define backstory so as I
have narrowed it down for investigative purposes, and provide some light background about
our general understanding of the word so as English speakers. Next, Chapter 2 reviews the
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literature on DMs, and on so in particular, plus literature on language attitudes and how
they are applied to DMs (and, again, to so in particular). This thesis will next present the
results of the three umbrella categories of my research: Chapter 3 outlines the first: a
diachronic study/corpus analysis that illustrates its lifespan; Chapter 4 describes the
second level of this research: a societal treatment study in the form of an analysis of the
comments retrieved from online articles about so; and Chapter 5 takes the attributes
collected from the comments in Chapter 4 and tests people’s implicit attitudes about those
attributes, via a matched guise study in two parts (a written-stimulus pilot, and then the
main study, which uses audio stimuli). Chapter 6 provides final conclusions and directions
for future research.
This dissertation fills an interesting gap in the literature by exploring a linguistic
feature that seems to have appeared recently in modern English, and one that has not yet
been formally researched. In fact, even as recently as under a decade ago, research on so
overall was considered sparse, according to Bolden (2009). Finding an under-investigated
language variable that is not only new but also treated with extreme criticism and
subjected to such vitriol makes a contribution to sociolinguistic research, and to our general
understanding of how linguistic variables lead to both conscious and unconscious bias and
discrimination. Laypeople tend to associate changes they don’t like with minorities, young
people and young women in particular, and other marginalized groups of society, at both
conscious and unconscious levels, and sometimes they associate these changes with groups
whose rates are not in fact any higher than that of other speakers (C. Cutler, personal
communication, June, 2018). This concept will be explored in Section 4.3.7.2.1.1.
In addition to these four research questions, an important concept applies to this
project overall: Linguistic discrimination is complicated, slippery, difficult to pin down,
widely sanctioned in society even during this climate of active social justice movements,
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and something that frequently leads to problems such as micro-aggressions, stereotyping,
and discriminating against people in various social groups. However, this thesis also has
the interesting twist of exploring the counter-side to typical prescriptivism: a type known as
“vernacular purism.” This concept refers to people who negatively evaluate speakers based
on a linguistic feature that belongs outside of their own vernacular, instead of outside of the
socially-accepted standard. Criticizing such features allows people to establish solidarity
with other “regular” people who carry less social prestige (see Pearce, 2015). Such behavior
is not typically expected of prescriptivists and language mavens. More on this concept of
vernacular purism will be described in Section 4.3, where I outline some detail of the levels
of solidarity that I uncovered in the data, and evidence of readers who distance themselves
from “experts,” whom they see as backstory so users. Finally, the methods outlined here
contain some original techniques that I hope can theoretically be applied to future
sociolinguistic studies. For example, for the diachronic study, two techniques were my own:
my design for pulling question-response data from a transcribed, spontaneous speech
corpus, and my attempts to determine rates across gender when such meta-data are not
included in the corpus. These strategies shine light on the value of—when needed—
recognizing that corpus analysis must sometimes be done in part by hand, and not solely by
code or by a tagger. Another example is the strategy I outline for parsing a large collection
of subjective comment data into sections that can be tallied, evaluated, and analyzed,
through categories and Excel pivot tables, which I did in ways that may not have been done
in large amounts in existing sociolinguistic research.

Defining the “problem”: Backstory so
Is it just so, or so in a specific location in the discourse? It is certain that not all
types of so raise objections, but as it happens, several types of so do. Even though so as an
adverb that modifies (or intensifies) an adjective—with a meaning similar to intensifier
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very—is common, intensifier so has also raised controversy. An example of intensifier so is
in (17):
(17)

Your baby is so cute!3

Even though it is common in English, especially spoken English, style guides and
editors complain about this type, such as an earlier Grammar Girl piece warning against
using so as an intensifier, unless it is followed by a modifier (usually a complementizer
phrase; Fogarty’s recommended usage example is “I was so happy that I jumped for joy
(2015). Merriam-Webster confirms the existence of this rule:
The intensive use of so is widely condemned in college handbooks but is nonetheless
standard… There is no stigma attached to its use when qualified by a dependent
clause: “…was so good in mathematics that he began to consider engineering.”
In addition, Merriam-Webster explains that there is no stigma when the intensifier is used
in negative constructions, such as “not so long ago.”4
Another example of a use of so that has received negative attention has been
documented by Irwin (2008): the use of so as an extension of (and that modifies) adjective

totally, even when the totally is null, as in “You’re SO in the doghouse for that” (as cited in
Zannutini, 2015).5

The examples in this paper that have no source indicated are utterances that I have overheard in
spontaneous speech, and noted. A few have slight adaptations, such as time or place details changed
to better anonymize the utterance.
3

This prescriptive rule is interesting in that it follows the pattern of negative polarity items (NPIs)
like any or ever—a topic beyond the scope of this dissertation.
4

In the process of gathering data for this project, I came across yet another “problematic” type of so:
ending sentences with it. Some call this dangling so, and scholarly work of Raymond (2004) calls it
“the stand-alone so.” It also has online complaints by the layperson community (or “grassroots
prescriptivists,” a term that I will outline in Chapter 2.2) such as a Facebook group called “I Hate
People Who End Sentences with ‘so…’” and cultural references like a punchline in an episode of the
TV show Modern Family: “Did he really just end a conversation with so?” (Ko, 2015). Solomon
(2013b) even wrote a follow-up to her sentence-initial so article about this turn-final so. This
5
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As a coordinating conjunction, so does not seem to cause any irritation, including
independent-clause initially, as in (18):
(18)

I love grammar, so I do research on it and write about it.

The conjunction so in this compound sentence expresses causality, and is synonymous with
the more-formal therefore. In addition, it can be considered “correct” in formal (i.e.,
academic or literary) written English, in that its presence prevents a comma splice.
It is also common and not objectionable to see so used for the same function but
sentence-initially, meaning that the comma between independent clauses is replaced by a
period:
(19)

I love grammar. So, I research and write about it.6

In (19), so is considered a “conjunctive adverb” by traditional grammarians, in that it
modifies an entire independent clause, and it connects the clause to a previous clause, like
many adverbs (“List”). This so is closer to an adverb that would be classified by linguists as
a DM (my general definition is repeated here: words and short, multi-word terms that
express pragmatic sentiments to the listener without making a syntactic contribution to the
sentence, such as well, oh, still, anyway, and besides, typically in a sentence-initial
location). However, the sentence-initial DM so in (19) is not one that seems to annoy people,

tangential metalanguage phenomenon is interesting, but likely a coincidence, as (likely) are the
other “wrong” uses of so, and beyond the scope of this thesis.
Following the formalism of Fraser (1999), we could represent these examples as follows, though
Fraser did not include the comma in (19a):
(18a) <S1, DM+S2>
(19a) <S1. DM, S2>
6
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due (it is assumed) to its causative or “therefore” function, a use that is established as
“acceptable.”
This so is also synonymous with therefore and the more archaic ergo; these
conjunctive adverbs are often called “transitions” in formal writing instruction terminology.
Traditional writing and style guides dictate that these conjunctive adverbs(/transitions)
must be followed by a comma. (Even when conjunctive adverbs occur in the middle of a
sentence, which some can, they are still connecting two independent clauses, and must be
offset by commas as in (20)):
(20)

I did finally learn to ride a bike, however, when I was ten years old.

Another example of a widespread and accepted sentence-initial so is prefacing a
question, as in (21), below:
(21)

So, how have you been?

So in example (21) has no causality function, and in fact, pragmatically, it could be the first
thing spoken after two turns of “hi” to someone who just entered the room. Or, it could be a
way of changing the subject, mid-conversation. It is a linguistic unit that a speaker can
exploit in conversation to express non-linguistic information. At the sentential level,
without context, no reference is discernible, because DMs connect propositions with their
referents, and the referents are generally assigned by context.
Another non-remarkable use of so is to find out if earlier information has been
understood correctly, as in (22):
(22)

So too much vitamin A can actually be harmful?

Yet another use is to summarize information mentioned earlier in the discourse, as in (23):
14

(23)

So that’s how the game is played.7

All of these conjunctive adverbs are considered DMs by linguists. If DMs are left out,
the speaker might sound a little less natural, but the sentence still makes sense, and is
grammatical, as in (24), with discourse marker well:
(24)

A: How are you?
B: Well, I’ve been a little distracted.

By starting with well, we might say that, pragmatically, Speaker B forms a level of
personal connection to Speaker A. It can also be argued that Speaker B is indicating an
understanding that Speaker A is probably expecting a positive update, perhaps insomuch
as social customs suggest a standard, positive reply to Speaker A’s stock question. Without
the well, the answer would be less attenuated/more abrupt. This illustrates how a DM’s
purpose is largely context-dependent.
It could be argued that the number of purposes DMs serve is infinite. Bolden (2009)
writes about a so that allows speakers to return to a topic from earlier in the discourse,
from which speakers got distracted. Her corpus-search example is a speaker saying “So, go
ahead” to mean “…with what you were talking about before.” An example of this is in (25)
(and I will address this in greater detail in Section 2.1.3):
(25)

A: I got a job interview today! Oh, and my cousin is visiting next week. She’s
really excited.
B: So tell me about the interview!

Sometimes, so is criticized for being deployed only to gain some thinking time, or to
show hesitation, or hedge, the way we do with fillers like um or uh. This might, however,

7

N.B.: In formal writing registers, a comma is optional after the so in both (22) and in (23).
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just be coincidence; people complain about fillers and hedges a lot, and any word can be
held to gain thinking time. (In addition, a discussion of whether or not fillers/delay devices
“count” as DMs in a general sense will be addressed in Chapter 2.)
In summary, DM so has a widespread array of long-standing and unremarkable of
functions, summarized in Table 1-18:

This table is not exhaustive, something made particularly clear to me after communicating with B.
Fraser (2018) about so in general. However, expanding it to include every possible use of so does not
fall within the scope of this dissertation, and this table includes at least the types that are referred
to throughout this thesis.
8
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Table 1-1. Traditional uses and functions of discourse marker so in English

Type
Temporal

Synonymous expressions or
examples
next; then

Causative

therefore

Summary

In conclusion; As you can
see
In other words, you…

Prompter, elicitor
Topic shift
Pro-form/ellipsis
Elaborator

“So, who was the girl you
saw earlier?”
“…and so did I”;
“I did so as soon I could”

furthermore

Function
To advance a narrative
To draw a conclusion,
indicate a result
To summarize, indicate a
result
To prompt an interlocutor
To shift back to a higher unit
of discourse or new topic
To refer backward
(anaphoric), replace lexemes
To elaborate

Interrogative preface

To initiate question

Floor-holder

To hedge

Intensifier/adverbial

very; to the extent that (e.g.,

Idiomatic (Fraser, 1998)

“So cute that I smiled”)
in order to (e.g., “I did it so
that I could win”)
“so-so” (= “just okay”)

Denotative (Fraser, 1998)

true (e.g., “that isn’t so”)

To modify [not a DM/does
play a role in grammar]
[Not a DM/does play a role in
grammar]
[Lexical, noncompositional/not a DM]
[Denotative/not a DM]

Emphatic/denotative

“He does so!”

To provide emphasis

Coordinating conjunction

Not included in this table is backstory so (using so to introduce an unrequested
backstory), which has not been a known use of so in English until recently. Many
justifications for defining backstory so as a response preface will be presented throughout
this thesis, such as in Chapter 3, where corpus results will indicate that it has appeared
recently while sentence-initial so has not, and in Chapter 4, where an analysis of comments
about it provides additional evidence in support of this position. Later in this chapter, I will
provide examples of comments that show that even non-linguists hold this perception of
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using so to answer a question as being the remarkable usage (such as examples (36)
through (38), and others), by describing it specifically as a response preface. What those
comments are describing is the use of so in cases such as (26), below: When backstory so is
deployed, it seems to be when the answerer might need to say “maybe” to answer to a
question, or provide some backstory in order to answer accurately:
(26)

A: Do your classes meet on weekends?
B: So, the French class meets on Monday and Wednesday, but the writing
class meets on Saturdays, yes.

Person B is unable to answer affirmatively or not, and needs a way to introduce this. If we
swap out the so with well, there is no loss of meaning or pragmatic function, and indeed (I
argue) any alleged condescension disappears:
(27)

A: Do your classes meet on weekends?
B: Well, the French class meets on Monday and Wednesday, but the writing
class meets on Saturdays, yes.

Similarly, this use does not seem limited to yes-no questions; backstory so is used (at
equal rates, as far as can be observed anecdotally), with wh-questions, as in (28):
(28)

A: What did you eat?
B: So, at first I ordered the steak, but I sent it back because it wasn’t good,
and I wound up having the salmon.

I suggest that that this turn-initial so is gaining popularity in many speakers, over its
alternatives like well and possibly oh or now, and expresses a level of nuance that ordinary
turn-initial so did not, and that it may gain acceptance over time. The effect the so has is
what Lakoff (1973) describes well as having: a “complex-answer” nuance when replying to a
question, and a way to mark insufficiency: “…it is used in cases in which respondents know
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that they are not giving directly the information the questioner has requested” 9 (as cited in
Jucker, 1993, p. 440). Additionally, Fuller (2003) expands on this concept of insufficiency
marking10 by observing that the most common use of well is to “modify a previous
utterance” (2003, p. 43). Heritage (1998) similarly asserts that answering a question with

oh indicates that the question was “problematic” in some way (as cited in Fuller, 2003, p.
29). So, in the examples provided in this section, does something just like this, yet attracts
a lot of negative attention, unlike well or oh. Even Giridharadas (2010) intuitively compares

so unfavorably to well, as do some of the internet-comment complainers, something that
will be shown shortly (also see Footnote 9).
Another reason that all cases of sentence-initial so is not a narrow enough way to
define the real “problem” that people seem to have is the fact that English speakers deploy
sentence-initial so to change the subject and preface a question, and for other pragmatic
reasons, all the time, and have done so for a while, in ways that are not new, and have not
been found to be considered irritating.
A few more comment examples are provided below. I point out here a few of many
that reference youth, such as:
(29)

It makes the speaker sound juvenile.

(30)

It is overused and makes the speaker sound trendy and somewhat juvenile.

(31)

You can tell the age of a person when they use “so,” “and,” “yea” to start a
sentence. It is learned peer behaviour.

Indeed, internet complainers compare so unfavorably to well, such as in comments (7), (9), and
(32). This concept will also be returned to in Chapter 2.
9

10

This term “marker of insufficiency” will also be returned to in Chapter 2, and in Section 3.2.
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Additionally, many comments claim that backstory so feels like a newer version of well,
such as:
(32)

I found this article fascinating—and didn't know there was any controversy
around it. I have noticed that “so” seems to be used more frequently to start a
sentence…. it strikes me as sounding off, awkward, or the wrong word to use
- I've noticed this a lot in spoken interviews on the news. Where “so” is being
used, I would say “well.” I didn't know why so many people (at least those
being interviewed) start answers this way. Perhaps it is just filler. It still
sounds wrong to my ear.

Others point out perceived recency of backstory so, and, the perception that it introduces a
long answer or backstory:
(33)

NPR's Science Friday had explored this topic few [sic] years ago.11 They
noticed many researchers began with “so” in their interviews. e.g. “So we
have 80 college age men in our study, we put half of them on...”
The analyst concluded that when these scientists start their sentences with
“so,” it's a signal that “this story is going to be long, here it is!”

Some of the comments make references to women, such as the following:
(34)

If it’s good enough for the Greek [sic], it’s good enough for us speaker geeks.
This sing-song sound like a Valley Girl attempt to advance the narrative: “So
then I said he should leave. So he did...” can be labeled several different
ways.

(35)

I’ve seen this trend, particularly in young women, increasing in the last decade.
In workshops I teach, I suggest they “insert” a smile or breath when they think
they’re about to do it. Another suggestion is to have them rehearse their speech
using their cell phone so they can hear how they come across. For some, this is
a complete shock and a strong reminder to curb the use of filler words.

I will provide detailed analysis of these comments in Chapter 4.
In addition to user comments, as was mentioned earlier in this chapter, there is
more semi-formal internet coverage to confirm this phenomenon’s existence. Nunberg wrote

NPR’s Science Friday program does not seem to be the one that covered this topic, but three
instances of NPR’s so coverage will be addressed shortly, in this section (Kauffman, 2013; Nunberg,
2015; and Memmott, 2015); it seems likely that this commenter is referring to Nunberg (2015).
11
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his NPR article around six months after my Grammar Girl article in 2015, in which he
reports that NPR’s Weekend Edition polled listeners for their greatest “misused word or
phrase,” resulting in sentence-initial so ranking second for a “Grammar Hall of Shame,”
outranked only by the “I/me” distinction (Memmott, 2015). Nunberg includes other
examples of internet articles, such as one called “College grads beware: Bad word choices
that could sink a job interview,” which warns:
Avoid these potholes… 2. Starting sentences with “So,” e.g., “So, I'm very interested
in working here.” This verbal plague is endemic among teens and twenty-somethings.
Its defenders say it’s a low-key sentence opener that “relates” to the listener.12 Not
me. It’s tentative, wishy-washy and annoying. (Kyff, 2015)
Other examples of Nunberg’s collection include one that calls it “irritating” and a “fad”
(Kauffman, 2013); a Guardian article that opens, “So. This piece is about how public figures
and now members of the general public have started prefacing something they are about to
say with the word so when it is a packaged exercise in self-presentation” (James, 2013); and
an online advice article that claims it insults listeners (Thurman, 2014).
Yet Nunberg, a linguist (unlike the others), after citing these examples of so
criticism, defends the phenomenon, describing his own uses as being of the type that
indicate that the impending answer is more complicated than the asker may expect (he
analogizes, “If that so were a chapter title in a Victorian novel, it would read, ‘In which the
reader is asked, ‘Are you sitting comfortably?’”). One final point of clarification here is that
while many of these witty and dramatic online article examples do not specify that the so is
only a problem when used to answer a question, we have seen that many users and
complainers do not specify this environment. Furthermore, the comments that do not

This interesting and strong devaluing by Kyff (2015) of the “so defenders” seems to refer to
Graveline’s (2010) claim that it is an “empathetic connection,” and possibly to linguist Galina
Bolden’s personal correspondence as cited in both Giridharadas (2010) and Solomon (2013a) (see
Section 1.2). However, Kyff cites no sources, despite putting “relates” in quotes as if this term comes
from a particular defender, though I could not find “relates” in these articles.
12
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specify this are by laypeople, none of whom have formal knowledge of linguistics, leaving
them largely unable to identify this distinction, or to observe the fact that general sentenceinitial so is common/innocuous. Backstory so is in fact the start of a sentence, so it makes
sense that many people would classify it that way (an overextension). This means that
many of the authors cited by Nunberg likely have the answer-to-a-question so in mind, even
when they do not articulate this, due to never having formally analyzed it. Nunberg (2015)
makes this distinction by astutely defining the disliked so as follows:
Many of the complaints about sentences beginning with “so” are triggered by a specific
use of the word... It’s the “so” that you hear from people who can't answer a question
without first bringing you up to speed on the backstory. I go to the Apple Store and
ask the guy at the Genius Bar why my laptop is running slow. He starts by saying,
“So, Macs have two kinds of disk permissions ...” If that “so” were a chapter title in a
Victorian novel, it would read, “In which it is explained what the reader must know
before his question can be given a proper answer.”
While many of the comments in the collection analyzed for this thesis complain about
“starting a sentence with so,” many of them do notice that starting an answer with so is the
specific issue, such as the following:
(36)

The über hip use the word “so” to begin their answer to every question asked
of them—while leaning on their Range Rover clutching Starbucks [sic] coffee
cup.

(37)

I was also annoyed by the use of the word “so” to begin answering a question
on the cooking show “Chopped.”

(38)

The person answering a question beginning with “so” is attempting to detach
him/herself from a prompt to respond directly to a question.

The next two comments describe a backstory function:
(39)

It’s… like, “prepare yourself because this is possibly a longer explanation
than you were expecting.”

(40)

When these scientists start their sentences with “so”, it’s a signal that “this
story is going to be long, here it is!”
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Related to this, comment (41), below, approves of sentence-initial so only when it is used
with a traditional summary function:
(41)

“So, as l warned you, l am late for lunch.” This is perfectly alright [sic] if it is
summing up previous sentences.

I conclude that “starting a sentence with so” is a common layperson conflation, in
that sentence-initial so is neither new nor remarkable. Prefacing the response to someone
else’s question with it, however, is both new and remarkable, something I demonstrate with
a longitudinal corpus search (Chapter 3) and a societal treatment study (Chapter 4)
respectively. In other words, again, answer-initial so is also a sentence-initial so; it is
merely a sub-type of sentence-initial so, a distinction that is easily missed in casual
observation.
To further illustrate the reasoning behind this definition, from (1), repeated below as
(42), is the example by Zuckerberg of a recorded, unscripted backstory so. I transcribed this
excerpt from a YouTube video (Y Combinator, 2016):
(42)

Interviewer: … Could you tell us- um, is that still something you recommend
people running companies put in place? And- and how Facebook’s worked in
the early days?
Zuckerberg: So, making it so we could grow faster was, I think, the most
important product feature that we ended up building for Facebook. And, you
know, the traditional approach to growing, and marketing, is you know, you
have a communications group, or a marketing team, and you buy ads. And I
think…

This interview is 25 minutes long, and six of Zuckerberg’s answers are prefaced with
backstory so (out of a total of 15 responses that he prefaced with a backstory marker, as
follows: so, well, um, so, so, um well, yeah you know, um you know, so, so, um, um well, so,

you know, um, in that order). In contrast, in a six-minute interview with Zuckerberg from
2005 (Vator), he answers one question with backstory so, out of seven total questions that
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he answered with a backstory/insufficiency marker, as follows and in this order: well, so,

oh, and um, and then well three additional times. While anecdotal, this example does
suggest a possibility that the rate of backstory so is increasing over time even in individual
speakers. It also aligns somewhat with the timeline results of the corpus analysis (to be
presented in Chapter 3).
In closing, and by way of providing a final, descriptive, real-world example, Figure
1-1, below, shows backstory so in a text message (sent to me, and reproduced here with
permission of the texter). Language variables that belong to a spontaneous speech register,
and not formal writing, are likely to make their way into computer-mediated
communication (CMC), such as text messages, and backstory so is no exception:

Figure 1-1. Backstory so in a text message
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Chapter 1 conclusions
The first part of this chapter explained some of the importance of researching
language attitudes and introduced the history of this topic. It provided some examples of
the online comments, collected for this dissertation, that express negative language
attitudes toward backstory so. It also introduced research questions for this dissertation,
and presented a map of the upcoming chapters. The second part of this chapter presented
an anecdotal overview of some of the multiple ways we use so in English, and provided a
summary table to show the nature of its polysemy. It also defined backstory so, the
linguistic feature that is the focus of the investigations in this thesis (the so that annoys the
prescriptivists and commenters that I cite) as being solely the preface of an answer to a
question or request for information from an interlocutor13, and it presented more examples
of the comments that will shortly be analyzed more formally (in Chapter 4), to show some
layperson beliefs that it indexes youth and women, and that it does signal a backstory.

As backstory so rapidly evolves, it has been pointed out to me that there may be, anecdotally, a
backstory so that occurs within the monologue of one speaker, to serve a similar backstory purpose
(D. Bradley, personal communication, October, 2017), which I tentatively call “re-set so” or “back-up
so.” As has been established, typically, there is nothing new or remarkable about English speakers
summarizing previous speech with DM so. However, it is possible that as speakers deliver a lengthy
explanation, they may realize they have left out some of the necessary backstory, pause, and use so
to indicate that the upcoming information should have occurred earlier: not to summarize previous
information.
13

This new offshoot usage, while similar to backstory so in function, and while fascinating, is
too rare and too new to find easily, making it difficult to investigate. Further, it could theoretically
still be the answer to a question—it’s just a portion of the answer that occurs long after the question
or request for information occurred. At the time of this writing, I have not come across any recorded
examples.
Related to this is the possibility that the frequency of using so to shift topics has increased
overall, though this possibility is also very difficult to investigate. I leave it as an open question, but
do include, as an example, a Japanese-to-English translator who prefaces her translation turns with
so at a noticeable frequency (approximately 13 times in the first six minutes of the YouTube footage)
which does give a slight sense of changing the topic in a way that is partly appropriate (to signal that
she is translating a new segment of discourse) and also slightly confusing, in that we expect a speech
stream, theoretically, to stay on one single topic (Lee, 2015). This may partly explain the common
conflation between backstory so with sentence-initial so. However, rates of overall sentence-initial so
do not seem to have changed (see the corpus analysis in Section 3.5), so I leave this question aside,
for future work.
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Next, Chapter 2 will review some of the scholarly literature on discourse markers,
on so, and on language attitudes.
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CHAPTER 2: Literature
2. Main Review of the Literature
Discourse Markers (DMs) in the scholarly literature
This chapter reviews some of the literature on discourse markers in general, and
attempts to answer the research question “What is a discourse marker in English?” and
explore whether this may assist in the investigation of backstory so.

2.1.1. Fundamental definitions of discourse markers: What are they?
Work on DMs seems to have started surprisingly recently, notably with Levinson
(1983, as cited in Fraser, 1988) and Schiffrin (1987, as cited in Traugott, 1995). Traugott
also posits that this delay is partly caused by the lack of a term in Greek and Roman
grammars (1995, p. 21). Even my own citation (in Section 1.2) of Lakoff’s (1973) work on
how well modifies an earlier question describes these DMs as “interjections.” Lakoff wrote
at the time that these interjections qualify the speech they introduce. In fact, Lakoff
contrasted “interjection well” to the now archaic DM why14 (as in, “Why, I oughta!”). Lakoff
(1973) defines this why as having a meaning a bit like this: “What follows is so obvious as
scarcely to need mentioning, I don’t know why I bother with this” (the example sentence is
“…as soon as the aardvark discovered the anthill, why, he ran lippity-lop to get his shovel”)
(p. 466).
In the contemporary literature, it might be expected that there is a single, clear and
straightforward definition of DMs. However, looking at how the literature has evolved since
the 70s suggests that this is not the case; extant definitions vary significantly (see Jucker,
1993, p. 436, & cf. Fraser, 1988 to Fraser, 1990, for example).

Irwin (2014, p. 49) points out a contemporary usage (from Paczkowski, 2011): “Why of course I’ll
sign your iPad.” I suggest that when archaic constructions appear in contemporary cases like these,
they are usually done so to signal sarcasm.
14
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As for what lexical categories can be DMs, Fraser (1999) defines the syntactic
classes from which DMs are drawn as: prepositions, adverbs, and prepositional phrases.
More specifically, a classic definition of DMs is that of Buysse (2012): connecters between
an utterance and the context of the utterance. In addition, she stipulates that they are
“semantically and syntactically optional” (p. 1767). She also posits that they fulfill an
indexical function, in that they index an utterance to context and “co-text.” Fraser (1988)
cites Levinson (1983) as providing a similar definition to Buysse (2012): “words and phrases
that indicate the relationship between an utterance and the prior discourse,” and reports
that Levinson lists but, therefore, in conclusion, to the contrary, still, however, anyway,

well, besides, actually, all in all, so, after all, and others, and concludes that they have a
“component of meaning that resists truth-conditional treatment” (qtd. in, p. 19). Fraser
then lists the two subsequent pieces of research: Schourup (1985), about the “discourse
particles” like, well, and y’know, and then Schiffrin (1987), about and, because, but, I mean,

now, oh, or, so, then, well, and y’know in spontaneous speech. Like Buysse, Schiffrin (1987)
analyzes DMs as having an indexical function (p. 20). She also refers to them as providing
coherence, like a “discourse glue.” Finally, Fraser (1988) reports that Blakemore (1987)
discusses and, after all, you see, but, moreover, furthermore, and so, which she calls
“discourse connectives.” She also conducts her analysis within a relevance framework,
arguing that DMs show the interlocutor in what way one discourse segment is dependent
on another. Table 2-1 summarizes many of the terms considered to belong to the DM
category by selected authors—a number of items in Fraser’s earlier work contrast to the
work he cites, illustrating the fact that DMs resist a conventional definition, and have for
some time:
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Table 2-1. Summary of DMs addressed in the literature, with varied author terminology, from Fraser
(1988). Blank cells indicate that the term was not mentioned either way by the author. “X” indicates
terms Fraser explicitly excluded from his DM inventory.

Word or Phrase
↓
Terminology/
Name →
like
well
y’know
and
because
but
I mean
now
or
so
then
after all
you see
moreover
furthermore
inasmuch as
in view of the
fact that
since
according to
what I hear
based on my
observations

Schourup
(1985)
“discourse
particles”




Schiffrin
(1987)
“discourse
glue”











Blakemore
(1987)
“discourse
connectives”










Fraser
(1988)
discourse
markers


X

X

X








X
X
X
X
X

Fraser’s own (1988) research concludes that what DMs do is “signal” things, which is
different from grammatical or lexically-purposed linguistic elements that “mean” things, in
that DMs serve a communicative function (intended by the speaker). He concurs that DMs
connect the current utterance to the previous discourse: “The absence of the Discourse
Marker does not render a sentence ungrammatical and/or unintelligible. It does, however,
remove a powerful clue about what commitment the speaker makes regarding the
relationship between the current utterance and the prior discourse” (p. 22).
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Interestingly, there is some theory that pulls the status of DMs into the syntax
arena. Traugott (1995) defines DMs as elements that establish a relationship between units
of discourse that must appear in a specific order, and asserts that although they do not
affect the truth conditions of an utterance, they do have a syntactic role in addition to their
pragmatic purpose, plus prosodic constraints. She does follow Fraser (1988, 1999) as
defining DMs “more narrowly” than Schiffrin (1987), using only a sub-class of Schiffrin’s
DMs that Schiffrin labels “discourse deictic” terms.
Fundamentally, Traugott (1995) establishes the fact that adverbs can become DMs
when they appear sentence-initially, as follows: Well can modify a tensed verb that it
follows, like “She cooks well” (these she calls sentential adverbs, or IPAdv), but at the
beginning of the sentence, they serve as a conversational turner/opener/signal (i.e., a DM),
classified as a disjunct (aka adjunct), and often marked by distinct breath, stress, and
intonational patterns (“Well, she cooks…”). An adverb that is located later in the clause is
considered an oblique argument, aka “verbal adverbial,” or VAdv.
This position is that “The syntactic adjunct slot… cannot be ignored or treated as
extra-sentential. Even if the items that may occur in this position are primarily pragmatic
in function, nevertheless they must be considered elements of the grammar of a language”
(p. 13). To justify this, she first defines grammar as encompassing both “cognitive and
communicative aspects of language. It encompasses not only phonology, morphosyntax and
semantics but also inferences that arise out of linguistic form, in other words, linguistic
pragmatics such as topicalization, deixis” (p. 5). In comparison, linguistic components that
are truly outside the level of grammar are things like knowledge of the world, etc. Second,
she defends this position that DMs are syntactic by tracing the diachronic origins of three
DMs from Early Englishes to Modern English: indeed, in fact and besides. Tracing their
history from full lexical items (e.g., the “deed” in indeed which started off as the noun it is
30

still used as), she argues that this development meets the criteria for grammaticalization.
Although these concepts are interesting, I will consider them outside of the scope of this
project for now, except to comment that when certain terms are DMs, it is precisely because
they fall out of the scope of the syntax, while remaining a part of the grammar. For
example, the subordinating conjunction in “Although it might not rain, I brought an
umbrella” renders the first clause incomplete without main clause. Yet, if someone uses

although to hesitate, as in “Although… I’m not actually sure it will rain today,” it has
become a DM. This test suggests that DMs might not, by definition, play a syntactic role.
More on this is below, in the context of syntactic independence from Fraser (1988).
Fraser (1988) distinguishes single-word interjections from DMs, as in “Oh!” or “Far
out,” in that they are not modifying or connecting utterances. A DM whose sentence gets
cut off though, as in “But-” does count, using intonation as a guide. Fraser also includes
vocatives in the general category of pragmatic markers coding them as a sub-type called
“parallel markers” which mean “I am addressing my message to.” He excludes because,
since it usually serves as a subordinating conjunction (as in, “because you left early, I had
to walk home), and thus is not syntactically independent. Interestingly, he claims that in
the sentence “John must be home, because his car is there,” the because is a commentary
pragmatic marker, in that it signals the belief of the speaker, but not a DM. (Indeed, this

because is a coordinating conjunction, so it is another example of a syntactically obligatory
unit and not a DM.) This conflation is often seen with focuser like (a DM) and quotative be

like (a verb); it is common to view quotative be like as a DM because it indexes an informal
register. DMs may signal a linguistic register or not, but they should be syntactically
independent, which quotative be like is not. Dailey-O’Cain’s (2000) work disambiguates
focuser like (the DM) and quotative be like (the verb), and will be returned to in Chapter 5.
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To add to the complexity, Fraser recants the exclusion of because later:
Contrary to my earlier writing (Fraser, 1990, 1993), in which I treated as DMs only
those expressions which could introduce a separate sentence, thereby excluding
expressions such as since, because and although, I have now come to the conclusion
that [these]… expressions should be considered as DMs, first, because I cannot find
any principled basis to distinguish among them, and second, because each of the
expressions relates two separate messages, which I take to be a sine quo non of DMs.
(Fraser, 1999, p. 940)
Fraser’s earlier (1988) work also excludes “pause markers,” as in uh or oh for
hesitation/gaining calculation time (“Oh… maybe five or six”), arguing that expressing an
interest in keeping the conversational floor is different from connecting utterances to
discourse. This last exclusion seems sound in some ways, but for one thing, many authors
contradict it, by including fillers/delay devices in their definitions (see Schiffrin, 1987;
Andersen et al., 1996, Jucker, 1993, and Buysse, 2012, who describes the exact opposite
premise: that “holding the floor” is a DM function. I also outline this concept in Section
2.1.3 about so). For another, Fraser’s point about oh being a hesitator causes me to suggest
that ambiguous cases probably abound. Even in that example (“Oh… maybe five or six”),
the oh seems to carry some residue of commentary, when contrasted with “uhhh,” when it is
a true hesitator. Further, I propose that uh and um can be DMs, too, when chosen
intentionally, meaning not used to mark hesitation or gain thinking time, and when
prosodically salient, as in “Um—that looks delicious.”15 It seems clear that the vocabulary
used to describe and define DMs was developed recently and has changed a lot over time,
and still varies today across the current research.
The important thing to note is that DMs can only be identified by their role in an
utterance; some lexical DMs like well can also serve as delay devices (and arguably, any

This example also sounds marked as a modern or “Millennial,” register of English (an anecdotal
observation).
15
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word can be held longer, and used as a delay device), and, conversely, many conjunctions
and adverbs can be DMs, if relocated in the sentence. On the flipside, it is likely that some
syntactic categories cannot be DMs.16
Sankoff et al. (1997), for a study on DM rates in L2 French, defined them even more
strictly, as follows: Outside of the syntax; not affecting the propositional meaning of the
sentence; subject to semantic bleaching from source forms; undergo greater phonological
reduction than source forms; and are not fillers. This last point is expressed as follows:
“They [tend to be] articulated as part of smoothly flowing speech production. This criterion
excludes the hesitation forms uh (with English pronunciation) and euh (with French
pronunciation) that generally signal word searches” (p. 197). While the point about
phonological reduction may seem to contradict my assertion that stressed, lengthened um
can be a DM, it is more likely that the reduction applies to DMs with source forms, such as
their example of French bon, whose source adjective means ‘good’, but whose DM version is
something more like DM well, and does not have an exact English equivalent. This point
will become relevant to backstory so in that it is observed with both a long and short vowel,
perhaps due to its source form being functional (conjunction) as opposed to a more openclass lexical category like adverbs or adjectives. The most important take-away is that their
study excluded identical forms when they played a role in the syntax, such as comme (‘like’)
when used as a conjunction; in other words, DMs can only truly be defined by their
role/function.
Andersen et al. (1999, p. 1340) describe DMs as signaling the following: turn-taking,
opinion regarding the utterance, comprehension level of the utterance, and production
difficulties, and as coordinating speech acts with their content (much like “utterances with

This would be part of an effort to add to Fraser’s list (prepositions, adverbs, and prepositional
phrases), but falls outside the scope of this thesis.
16
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their context”). They cite Schiffrin (1987) as defining DMs as speech unit brackets, and
include well, now, but, so, then (p. 31). This definition also includes fillers such as oh (which
is considered an interjection by traditional grammar books) and the truly non-lexical fillers
like uh and um. To summarize the section showing how much definitions can vary, it’s also
noteworthy that these definitions are changing over time. Fraser’s (1999) article classed

you see as a DM but y’know as not a DM, but as he generously explained to me that, over
the decades, he has changed his position on these definitions, and on the terminology,
explaining, “At this moment, I include everything that is not part of the basic sentence, S2,
as falling under the term Particle Marker” (B. Fraser, personal communication, January,
2018).

2.1.2. Classifications of discourse marker functions: What do they do?
Fraser (1988) examines the class of DMs, and their subclasses, within the context of
other means of pragmatic marking. Table 2-2 summarizes this information, with the
original example sentence for illustration:
Table 2-2. Summary of pragmatic functions from Fraser (1988)

Pragmatic Marker
Type
→
Pragmatic
meaning vehicle
→
Example:
“Frankly, Sir, we
are lost”

Basic
(communicative
intention) ↓
structural
pragmatic marker
Declarative
syntactic structure
of “we are lost” =

speaker belief

Commentary
(separate message)
↓
lexical pragmatic
marker
“frankly” =

anticipation that
interlocutor won’t
like proposition

Parallel (separate
but concomitant
message) ↓
lexical pragmatic
marker
“Sir” = deference/

politeness

↑These are DMs↑

The column I shaded in gray (in Table 2-2) shows the actual discourse marker element that
he separates from other elements that carry pragmatic functions but are not DMs. For
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example, the vocative sir in the table is classified as a lexical element that marks a
different type of message than the adverbial, sentence-initial DM frankly.17 The diagram
below (Figure 2-1) also illustrates Fraser’s (1988) classification of meaning; these three
types of pragmatic meaning are also the top row of Table 2-1:

Figure 2-1. Discourse markers vs. pragmatic markers from Fraser (1988)

Finally, Fraser (1988) classifies DMs into three types: Topic markers, used to shift
topics; discourse activity markers, which can clarify, concede, explain, interrupt, repeat,
sequence, or summarize; and message relationship markers, which include parallel,
contrastive, elaborative, and inferential functions (1988, p 27). Examples of topic markers
are by the way, that reminds me, or (to re-signal to the same, current topic), y’see, indeed.
Examples of the second type, activity markers, include to clarify (for clarification), and

finally (for sequencing). Examples of the third type, message relationship markers, include
also (parallel), however (contrastive), or besides (elaborative). Many of these DMs fall into
several categories (indeed is also an elaborative relationship marker; also is listed in both
the parallel and elaborative message relationship marker sub-classes). He does not address

Although I have not conducted detailed analysis on this question, I am not necessarily in accord
with the proposal that vocatives do not count as DMs, but I include Fraser’s interesting (1988)
analysis here to show how vast and varied the literature and definitions are, and to illustrate some
of the history and thought process that has gone into defining DMs, a process that began fairly
recently in the history of formal linguistics. Furthermore, research by P. Slocum (2016, personal
communication) has in fact shown that in other languages, including Latin, vocatives must agree
morphologically with their referent NPs, suggesting they do play a syntactic role, which would make
vocatives not DMs by the guidelines discussed in this chapter.
17
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this directly, although he does stipulate that indeed and also are more general markers of
an elaborative nature than others on his list. One possibility is that such double-category
markers must simply be classified based on context, and have multiple roles. Fraser
includes so in the “inferential message relationship” sub-class, along with then and as a

result (this causal/inferential reading of so is a well-established one, and also addressed in
Section 1.2, and Section 2.1.3, and shown in Table 1-1).
More work on DM function can be found in Jucker (1993), who asserts the following
theory for the multiple meanings of well as a DM: He analyzes them as variations of one
core meaning (as opposed to multiple lexical entries), though his definition of this core
meaning is still in development: “…[It] is some kind of signpost, directing the way in which
the following utterance should be processed by the addressee… The discourse marker well
indicates that the addressee has to reconstruct the background against which he can
process the upcoming utterance” (p. 438).
Jucker’s analysis of well results in the following four functions: a marker of
insufficiency, a face-threat mitigator, a frame-marking device (to indicate a topic shift or
reported speech), and a delay device. This last one, as discussed earlier (see Section 2.1.1),
seems to be at odds with Fraser (1988), who excludes “pause markers,” but in line with
Schiffrin (1987). On the other hand, Jucker’s position is that “delay device” is just one
function of this “true” (lexical) DM, so this may be a way to reconcile the opposing positions.
A final possibility can be observed in the example sentence Jucker uses to show well as a
delay device (taken from Svartvik, 1980), repeated below in (43) (in Jucker’s paper, each the
in A’s utterance is transcribed with a long vowel [i:], probably to indicate the delay-device
quality):
(43)

B: on the floor
A: on on the… well on the… you know on the… hatchway there.
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In his analysis of this example, well is used for hesitation but he then remarks that well is
also used to “correct” an utterance of an interlocutor (1993, p. 448). In this way, perhaps
lexical DMs used as delay devices maintain some original or additional DM function. (I
pointed out something similar in Fraser’s example of oh, in Section 2.1.1.)
Watts’ (1989) discussion of DMs defines their function as “bracketing off” units of
information, and separated into left-hand and right-hand brackets, depending on whether
they are sentence-initial or final (p. 210). While some can occur in either position (e.g.,

anyway, you know) some are constrained to left-hand (e.g., oh, well) and some to right-hand
(e.g., though). He observes that the DM right is constrained to left-hand-only when glossed
as ‘correct’, while constrained right when used to confirm that prior information is correct,
or to mean ‘all right’. The useful point about this is the concept that not only can DMs be
polysemous, but that sentence location may disambiguate them, and illustrate the specific
rules that govern their use.
Work on DM like provides an interesting addition to the review of DMs. DaileyO’Cain’s (2000) discussion of focuser like cites Underhill (1988) to define its rules of
distribution as the following six locations: before an NP, an adjP (or adjective), an adverb
(or AdvP), a VP, a subordinate clause, and an entire sentence. This sounds like focuser like
has no restrictions at all, and many laypeople who complain about like use in young or lesseducated speakers are likely to believe that it can appear anywhere and everywhere.
However, Dailey-O’Cain’s observation stipulates that all six of these syntactic elements
may only be introduced by DM like when they consist of new information. (It is my
understanding that this is similar to the way indefinite articles introduce new information.)
In addition to these pragmatic constraints, like seems syntactically constrained from

37

occurring sentence-finally18. These rules are interesting in that even the most judged and
stigmatized DM has hidden systematicity and is used in unconscious, rule-governed ways.
This section has explored the possible “functions” of DMs, and in doing this also
partly illustrates why the definitions reviewed in the previous section (2.1.1) are so wide
and varied. These functions are part of pragmatics in general: expressing stance, temporal
indexing, deixis, register differentiations, and expressing what makes a proposition
relevant to the discourse are all functions that many elements of human language can
perform (tone, mood, syntactic word order, lexical choice of non-DMs, etc.). DMs as a
defined class are difficult to pin down, and the research on describing what roles they fill
contributes only some to this thesis overall, in that this thesis is about one single DM, and
the negative connotations it carries.

2.1.3. So in the literature
What does the literature have to say about so specifically? Traugott (1995) uses an
example of so to illustrate how the “prior discourse” that a DM connects to an utterance can
be purely contextual (i.e., non-linguistic); the example is the first line in a public
introduction: “So it is my privilege to introduce…” (p. 6). This shows the introducer
connecting the introductory sentence to the context of the colloquium—knowledge
possessed by the audience. (This example also expands a bit on her premise that DMs in
the adjunct slot fall within the scope of “linguistic material”—as outlined in Section 2.1.1;
DMs can reference situational knowledge and still be part of the grammar.) This example
also shows a discourse-initial so from 1995 as a normal example—something that speaks to
my claims (to be explained in Chapters 3 and 4) that this so has existed for a long time, and
does not call attention the way backstory so does.

I concur with this for U.S. English, but also point out that sentence-final like has been attested in
at least one British variety; see Pearce (2015).
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A similar case is Fraser’s (1999) example of so connecting an utterance to a
contextual predecessor, as follows:
(44)

[on entering the room and finding the computer missing]: So, where’d you put
it? (p. 938)

Prior to his (1999) paper, Fraser (1988) uses so as an example of a DM that can
serve a large number of purposes, providing eight examples, and argues (just like Jucker
(1993) with well—see Section 2.1.2) that they have one single core meaning, whose
definition he leaves to future work. Similarly, Buysse’s (2012) paper on DM so across native
speakers and English learners finds an argument in favor of polysemy—that multiple
functions of a DM are extensions from a single prototype (reminiscent of Watts 1989 with

right; see Section 2.1.2). She outlines ten functions of so, grouped in interrelated categories,
and including indicating a result, drawing a conclusion, prompting, holding the floor,
introducing a summary, shifting back to a higher unit of the discourse, elaboration, and
others. When it comes to the core definition though, like Fraser (1988), she leaves it as
something to be determined.
Fraser did tackle this core definition in a (1990) follow-up paper:
Does so have a core meaning in each instance? I suggest that it does, but this meaning
does not involve the notion of necessary result, the content reading of so… Rather, the
core pragmatic meaning for the discourse marker so should capture only that the
speaker takes the message following to have a consequential relationship to the prior
material. The specific consequential relationship in a given instance is the result of
filling out this general signal based on the details of the particular discourse context.
(p. 394)
The concept of so having just one single core meaning is fascinating, but it is not one
that I adhere to for this dissertation. Without focused and, ideally, experimental research,
it is difficult to draw this conclusion for sure. Fraser (1998) points out some non-DM uses of

so, such as anaphoric so (“Sit down, and do so right away”), denotative (“He said things that
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simply were not so”), and idiomatic (“so-to-speak,” “I'm feeling so-so,” and “So long!”). (See
Table 1-1 for more uses of so); these may suggest that so is truly polysemous. A parallel
example is to the preposition and to the infinitival marker are effectively unrelated to each
other, but phonologically identical in English. At least for the purposes of this thesis,
concluding either way must be left for future work.
Buysee (2010) proposes a related idea about so: that there is a spectrum of so uses
that range from “ideational” functions to “textual” ones, and that so loses meaning (is
semantically bleached) as it approaches the textual end. In other words, the function
showing a result is semantically richer than the truly pragmatic function of holding the
floor. Also interestingly, Buysse (2010) considers this to be possible evidence that so
undergoes a diachronic process of pragmaticalization or grammaticalization (2012, p.
1777)—not unlike Traugott’s (1995) premise regarding other DMs (as was briefly discussed
in Section 2.1.1).
It has also been found that so is high in frequency compared to other DMs. For
example, Buysse (2012) further found, in a corpus search, that so was the most common
DM, and well the second-most frequent. She also found that English-language learners use
it at higher rates than native speakers. She arrived at these findings by analyzing a corpus
of interviews with English-learning Flemish speakers with a corpus of native speakers.
Another interesting perspective on DM so is Bolden’s (2009) observation that DM so
introduces “Turn Constructional Units” (TCUs), defined as “syntactically and prosodically
complete units of speech (words, phrases, clauses, sentences) that accomplish a
recognizable action given the context of occurrence” (p. 975, fn. 2). One of the most
interesting observations she suggests, related to the negative attitudes toward backstory so
that inspired this thesis, is that so may be “deployed… to characterize the upcoming action
as having been ‘on the speaker’s mind’ or ‘on an agenda’ for some time” (p. 976). Bolden’s
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main premise is to pursue the line of reasoning that so is used to serve an agenda of the
interlocutor (2009). More specifically, she argues that so often seems to introduce a new or
recently abandoned topic, and thus marks the upcoming topic as one that has been
“pending”; so may be a way to change the topic and simultaneously indicate that the topic is
on a pending agenda, not one that made an appearance earlier in the discourse. To
reiterate, so is used to introduce information that is both pending (delayed for the speaker)
and not immediately prior in the discourse (a change of topic). She argues that without so,
the relevance of its introduced utterance would be unclear, and that this need to introduce
a “pending interactional agenda” is a common one in conversation. In a larger sense, she
shows that it provides coherence and understanding to the discourse, but this research does
not include backstory so or any so located at the start of an answer.
Notably, Bolden’s (2006) work examines so outside of its function as an inferential
(causal) marker, and instead within its realm of changing the topic, such as using DMs to
preface requests and invitations. She calls these “sequence-initial,” in that they introduce
action sequences. In contrast, examples of so as an inference marker include the “upshot” of
previous discussion (we can think of this as summarizing earlier information, addressed in
example (23), in Section 1.2), or inviting the speaker to provide a conclusion. Her examples
of these two are “So it went really well” and “So what are you going to do?” respectively
(2006, fn.1).
Within the forensic linguistics realm of work on so is Johnson (2002), who argues
that “so-prefaced questions have an important narrative sequencing function” in legal
interviews, in that they allow the interviewer to tell the story, by making narrative
sequence turns (p. 91). She found that interviewers used so as an elicitor, and to organize
the story as it is told, especially with children. This use is reported as being empowering for
children who do not yet have the capacity to produce complex narratives. With adults, she
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observed that the interviewees used so primarily as a conjunction (meaning “therefore,” or
expressing causality), yet the interviewers produced question-initial so as a facethreatening device, in that doing so evaluates the information reported by the interviewees,
putting the interviewee in a position to challenge any incorrect assertions or assumptions
(p. 108). In other words, an utterance like “So you were a bit under pressure really to go in
there… weren’t you?” (p. 105) makes a powerful second-person assumption, especially in
the context of the courtroom and the law.
Another aspect Johnson investigates is rates of so per language genre, finding that
the rate is higher in police interviews than in regular British English, and almost twice as
high in the child corpus than the adult corpus. She argues that this pattern is not a style of
some interviewers over others, in that the police are both genders and from different
regions of the U.K. Identifying high-frequency environments or registers is reminiscent of
Buysse’s (2012) findings that English learners deploy so at higher rates than native
speakers.

2.1.4. Sociolinguistic aspects of DMs
2.1.4.1.

DMs as register signals

At a basic level, it may seem obvious to associate DMs with register. Fraser (1990)
points out that some DMs that are constrained to the genre of written language (e.g.,

moreover) and further, he credits Yunhee Lee with observing that many DMs are subject to
register constraints in spoken language, comparing anyway to to begin with (p. 389). Much
of the literature on DMs excludes the aspect of register, and indeed, it could be argued that
this aspect is not notable, in that all lexical categories have formal and informal members,
and can thus be used to accommodate register in one direction or another.
However, additional research indicates that how DMs mark register is worthy of
investigation. For example, another paper that defines DMs as a component of register is a
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study by Andersen et al. (1999) that analyzes how DMs mark social relationships between
speakers. It is suggested that when DMs fulfill this action, they are sentence-initial,
followed by comma intonation, bleached of semantic meaning, and outside of the syntax19.
They explain the bleached property using now and good 20 as examples; when used as DMs,
these lose their respective temporal and evaluative properties. They studied children of a
variety of ages across three speech communities (American English, Chicano Spanish, and
Lyonnais French), and found that older children are sensitive to the social roles represented
by DM uses. Specifically, they found that lexical DMs and phrasal DMs (e.g., well then)
were deployed to mark higher registers (when they played adult roles like doctors in
games), while hesitation DMs were deployed to mark lower registers (when they played
children in the same games).
A third investigation of DMs as markers of register is that of Fuller (2003), in an
elicited study, from which she concluded that the speaker role in an asymmetrical
conversation (interviewer/interviewee, wherein the latter’s role entails speaking more than
the former) dictates the frequency of some types of DMs over others. This study gathered
data by interviewing subjects, and also by having the same subjects separately record
themselves speaking with a friend at a later time. She calculated the median rate (per
1,000 words) of each DM, and contrasted the rate in the interview to the rate by the same
subject in a similar conversation with a friend or family member (i.e., at a lower register). It
was found that oh and well are used at higher rates by an interviewer (in a listener role)

One possible resolution for any discrepancy between whether DMs are within or beyond the syntax
is to change the term “syntax” to the more accurate “grammar.” As long as DMs are rule-governed,
they must be regarded as a part of our grammar (W. McClure, personal communication, 2016). I
touch upon some possible rules governing DMs, as per Watts (1989), in Section 2.1.2.
19

An interesting side note here is that good as a DM may contradict/expand Fraser’s (1999) list of
syntactic categories, which excluded adjectives—see Section 2.1.1.
20
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than by an interviewee, who is not expected to signal listening as much. Regarding register,
Fuller (2003) had the interviewers keep the interviews at a slightly formal register, and
also collected informal data from each subject, predicting that four DMs she calls
“presentation markers”—like, you know, I mean, and well, and defined as markers that
“make the information presented more acceptable and accessible for the hearer” (p. 36)—
would be more frequent in each test subject’s speech in the casual register, and less
frequent in the formal speech of that same speaker, and her prediction was borne out. A
notable point in the Fuller (2003) paper is its discovery that the difference in rates of DMs
depends on the formality level of the context.

2.1.4.2.

Language attitudes toward DMs: Are there other “annoying” DMs?

Watts quotes Schourup (1985, p. 94) as observing that the frequent use of you know
is “apt to be stigmatized, even by the users themselves, as a disfluency” (qtd. in Watts 1989,
p. 217). Watts (1989) gathered the following concurrent judgments from his own British
family members: One person reported that “People are always saying you know”; “You

know is terrible”; and “I find myself saying you know sometimes and I have to check a bit,
for heavens’ sake don’t you do it as well.” A second subject reported: “If you listen to an
interview, say on the television you’ll find that with some people, you know comes in every
sentence”; and “It’s a mannerism, it’s a habit.” Interestingly, a third person focused his
observations (this was in 1989) on the claim that you know was new: “That seems to be a
new thing as far as I’m concerned… We’ve noticed it this last year or so how everybody
seems to say it” (1989, p. 217).
Watts’ bracketing constraints, outlined in Section 2.1.2, are relevant here, to
language attitudes towards DMs; he proposes that:
…as a righthand discourse bracket… right is used to check whether previous
information (i.e. old information) has been processed correctly or to acknowledge that
that information has been received and processed… It is this use of right which… [is]
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more salient than right… as a left-hand discourse bracket… Just as you know used
as a righthand bracket refers to old information and thus runs the risk of being heard
as an unmotivated appeal to the audience, so too can right be perceived as an
unnecessary check on whether or not the hearers have processed the previous
information. This can be particularly galling to the audience if the information is
easily understandable and somewhat banal. (1989, p. 223)
He concludes that right-hand bracketing increases salience and thereby stigmatization of
DMs. It is true that backstory so is left-hand bracketed, but prosodic cues increase its
salience, an aspect that will be left for future analysis. Furthermore, “dangling so” is righthand bracketed, and also known to be stigmatized (see Footnote 5). Watts also argues that
the stigma associated with dialectal variation includes DMs along with phonology, and
syntax; he connects DM choice and usage to dialect, “as features of social stigmatization
and the validation of class prejudices” (p. 205). One speaker in Watts’ own recordings of his
family members associates DM like with the north of Britain (“somewhere up there”), which
the author explains has been historically linked to a low socio-economic status (p. 220). This
notion of enregisterment and groupings of linguistic features will be applied to so in Section
4.3.7.
Perhaps the most unexpected observation in Watts’ (1989) work is that many
speakers not only evaluate DMs negatively, they do so even if they use them frequently
themselves, by under-perceiving their own usage rates (p. 224). One family member
“caught” another red-handed, so to speak, using well in the very same sentence that was
intended to disparage its usage. While this observation does come from anecdotal data from
informally recorded conversations, as opposed to a formal or large-scale controlled study,
the idea does hold interesting potential for a follow-up: How many disparagers of backstory

so use it similarly themselves, without any awareness? On the other hand, it’s worth noting
that when designing data collection tasks, it is a confound to ask people to reflect on
metalinguistic awareness and then analyze the subjects’ speech for the features they are
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describing. In other words, collecting rates at the same time as language attitudes affects
the rates and exaggerates the observer’s paradox in that it forces subjects to watch what
they say, and is likely to reduce accuracy of the results. (One way to avoid this is to ask
questions about subject rates after collecting actual rates; this technique is applied to the
order of the questions presented to subjects in Survey 2, which is outlined in Section 5.4).
This is especially true when collecting data from speakers who believe their variety to be
inferior to a mainstream standard, but applies to collections of any type of linguistic data.

Language attitudes in the literature
It is well-established that negative attitudes toward and criticism of language styles
and varieties, and of changing language trends, is nothing new in linguistic research, or in
history. Curzan (2014) describes the opposition between the modern descriptive linguist
and the prescriptive grammarian as a “traditional binary in modern linguistics” (p. 1). She
divides prescriptivism into two main types: the desire to stop language from changing, and
the desire to ameliorate or fix it. She also provides this useful definition: “…language rules
about ‘good’ or ‘better’ or ‘correct’ usage created, perpetuated, and enforced by widely
recognized, often institutionalized language authorities, and then subsequently
perpetuated at the more individual level, often with reference to these culturally sanctioned
language authorities” (p. 5). This perpetuation at the individual level will be addressed
shortly (as per Heyd, 2014), and returned to in Chapter 4).
A more abstract model of language attitudes is that of Cargile (2002), who describes
Kunda and Thagard’s (1996) parallel-constraint-satisfaction model as one that represents
stereotypes with nodes in a network, with positive and negative associations connecting the
nodes and varying in strength. His examples include associating a feature, such as diverse
vocabulary, with certain traits, such as intelligence, having received low grades in college,
having an “accent,” or sounding rude.
46

Ivković (2013) defines an attitude as the social psychology concept of a mental state
that is similar to an opinion or stereotype. Further, attitudes are subjective, often hidden
from view, and by definition, they make a positive or negative evaluation. Haddock and
Maio (2004) reiterate that attitudes may include both positive and negative assessments,
plus something in between (as cited in Campbell-Kibler, 2006, p. 57). Scholars investigate
attitudes through emotional reactions and through both verbal and non-verbal means, and
through both direct and indirect measures, something that will be returned to in Chapters
5 and 4, respectively.
Campbell-Kibler (2006) discusses the significance of gathering language attitudes
toward language variation, in that variation carries social implications, and affects
perception of the speakers by the interlocutors. Her research on final consonant variation in
-ing constructions found that the difference between the velar consonant [ŋ] and the
alveolar consonant [n] triggered opinions about education, formality, and how articulate the
speaker is perceived to be. Her work is informed by Labov’s (2001) description of the degree
to which speakers are conscious of linguistic variables: a three-way split of indicators,
markers, and stereotypes. “Indicators” are socially stratified, but mainly observable by
sociolinguists, and difficult for laypeople to observe. “Markers” may be further along in a
process of change, and therefore more likely to be observed and stigmatized by others. A
stereotype is a linguistic variation that many people both overtly criticize, and they
typically have conventionalized terminology to describe it (in Campbell-Kibler’s work,
“dropping one’s ‘g’s”), yet may use it themselves, unawares (p. 9). I suggest that backstory

so falls in between these last two, in that people are beginning to criticize and comment on
it, but have not yet classified it with standardized terminology. This explains why only
some online posters seem to notice that it is “in response to a question” and others refer to
it as “starting a sentence”; sentence-initial so in other contexts is neither new nor
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remarkable, yet many posters and internet authors alike, as was outlined in Section 1.2,
conflate it with “starting a sentence (or conversation) with so.” Their ability to point out a
linguistic variable but refer to it by its super-category instead of sub-category makes sense
if backstory so is between a marker and a stereotype.
An important concept about language attitudes and the stereotypes they index is
that they do not always directly index stereotypes or features, but may do so indirectly, via
networks of related features, attributes, and associations:
The central idea is that a given resource may be used in the production of social
meanings that it is not directly linked to. Instead, it may index that meaning
indirectly, via an intervening meaning. Ochs’ model introduces a sort of miniature
semantic network, whereby a linguistic resource may be connected directly to a given
social meaning which is itself connected to others. A correlational variationist
approach might discover that women are more likely to use the word please than men,
but Ochs’s point is that associating the word with women directly would be a mistake,
as is evident from the many examples where men may use the word without
attempting to sound like women or being perceived as feminine. Instead, the word
please may be directly linked to the notion of politeness, which is in turn connected to
femininity or appropriate behavior for women.” (Campbell-Kibler, 2006, p. 5)
This concept will be returned to in Chapter 4, where I explore the way backstory so may be
indexed with gender but only via a stepping stone of association groupings.
Campbell-Kibler (2006) also emphasizes the importance of establishing an
unmarked (default) member in a variable paradigm—the one that appears most frequently,
and is the least stigmatized. This does not exactly apply to backstory so, but it is most likely
a marked member of a set of insufficiency/backstory-marking, answer-preface units (well, I

mean, um, oh, yes and no, actually, and others). Regarding why listener perception is
important, she explains that studying perceptions works best for less frequent phenomena,
which backstory so fits well). This is also related to Irwin’s (2014) work on “Drama SO”
(e.g., “People are SO wearing flip-flops this season”), also a recent English innovation
(earlier work by Zwicky, 2010 refers to it as “Gen X so,” as cited in Irwin, 2014). Irwin
describes this as being a construction that not all English speakers have, something that, in
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this case, is due partly to the fact that it is new. Backstory so is also a construction that not
all English speakers possess, and whether they all will as it ages is not something that can
be predicted.
Another form of negative language attitudes, which relates closely to the societal
treatment study type (inferring attitudes by observing non-elicited behavior like online
comments) has been named “grassroots prescriptivism” by Heyd (2014). Another useful
term for this concept is “enregisterment,” defined by Heyd as “a way of explaining how
language attitudes and norms are engineered and maintained at the level of individual lay
speakers” (2014, p. 493). This research focuses on photo blogging to illustrate visual
examples of language “infractions,” with metalinguistic commentary often appearing in the
form of photo captions. Her example is the fairly well-known trend of blogs of grocery signs
that use quotation marks when they intend to place emphasis on the word (called
“emphatic quoting” by scholars, p. 501). “Grassroots” is employed to capture the bottom-up
nature of modern language policing, rising to prominence with the aid of the digital
medium. This is in contrast to the still-extant but older phenomenon of top-down or
institutionalized language policing and prescriptivism, such as textbooks, professional
grammarians, English teachers, and policy makers (pp. 491–492)21. Heyd cites Lippi-Green
(2012) as asserting that the rise of this traditional type of prescriptivism coincided with the
later modern period of English, around three centuries ago. Heyd also points out that much

It is interesting to note another perspective, which describes language mavens who are not exactly
laypeople, but who do specialize in unrelated fields, as having engaged in this behavior for a very
long time: According to Schaffer (2015), “Prescriptive analyses of English grammar no doubt postdate the introduction of the printing press to England in 1476, but not by much. As soon as the
dissemination of standards for written English became practicable, self-appointed experts working in
every area from religion (Bishop Robert Lowth, for example) to science (including Joseph Priestley,
the discoverer of oxygen) published their personal recommendations for improving the English
language, and the tradition has flourished ever since, even after the advent of linguistics and
descriptivism” (p. 23) [emphasis added].
21
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of this online folk-linguistics reaches high levels of hostility. This hostility is also found in
the comments about backstory so (as was demonstrated in Chapter 1, and which will be
outlined in Chapter 4).
Also of note is the fact that Heyd’s (2014) work is on a written language
phenomenon, so it lends itself to using images in its online criticism, whereas backstory so
is not a typographical and visual phenomenon, but a spoken language and pragmatic-usage
one. Indeed, she observes that digital prescriptivism focuses on internet language, but can
also focus on offline language. Further, the photo blogging of punctuation errors is distinct
from the tone of the backstory so critics in that punctuation is part of writing and
education, and therefore inherently prescriptive and based on social class/access to
education. For example, Heyd includes this comment from unnecessaryquotes.com:
“Considering the sort of semi-literate vendors that populate flea markets it’s not surprising
they’d misplace a few quotes” (2014, p. 508). This is distinct from grassroots critics of
backstory and sentence-initial so, in that so criticisms are overwhelmingly of the speaker’s
attitude. However, it is very interesting that many of the so critics accuse users of speaking
“incorrect English,” much like the photobloggers and commenters accuse grocers of
punctuation mistakes, conflating spoken usage with prescriptive writing rules, or at least
purporting that “grammar rules” apply equally to writing and speech. For example, one
commenter, as was shown in (4) (in Chapter 1), wrote: “…their use of so is at best
grammatically incorrect and at worst a sign of ignorance”; Another (in (6)) wrote “The use of

so at the beginning of a conversation is simply incorrect use of the language, and what the
word so is supposed to do in communication”; the author of comment (7) wrote “Stop using

so to answer a question you dumb, uneducated idiots! This is nothing more that [sic]
Ebonics. It is simply wrong and is an improper use of the word...” This last example also
appears to be conflating ignorance and stigmatized sociolects like African American English
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with condescension, in that his “incorrect” example of so at the start of his comment is one
taken from the article he is commenting on, and the speaker in the dialogue is a doctor.
Another floating question is why so many people react to these grocers who have lower
levels of literacy (lower than some unspecified standard) with scorn, instead of sympathy or
understanding. Anecdotally, it doesn’t seem that people express parallel mockery toward
people who lack arithmetic skills; why grammar and punctuation errors draw such derision
is an open question.

Chapter 2 Conclusions
In this chapter, I have outlined how discourse markers are defined in the literature,
and shown that such definitions are in contention and vary across the literature. For
example, some research indicates that DMs play a syntactic role, and other research
indicates that they do not; some research counts coordinating conjunctions and vocatives as
DMs, and others do not. Some research defines them by type and part of speech, and other
research defines them by their function(s).
I suggest that coordinating conjunctions and other lexical categories that affect the
syntactic structure of a sentence (especially when removed) do not qualify as DMs, which
have a purely pragmatic purpose. I further support the work of Traugott (1995), which
holds that DMs are a part of the grammar where grammar is defined as including elements
of communication and cognition. I also focus my definition on Traugott’s (1995) discussion
of the fact that adverbs that have been moved to sentence-initial locations can become DMs;
in other words, their location in the discourse is a critical component of their definition.
Whether or not so is a filler to gain thinking time or a DM varies from instance to another,
and is not a black-and-white distinction.
This chapter cited cases of other discourse markers that have been criticized like
backstory so has (e.g., the findings of Watts, 1989); it also explored the literature and
51

existing research on so, and the many different ways it has been classified and described. I
suggest that the many meanings of so do not necessarily share a single core meaning.
Finally, this chapter included an introduction to the literature on language attitudes and on
methodology for collecting and uncovering them.
This chapter in many ways stands alone as the most independent of this
dissertation. While an analysis of backstory so would not be complete without taking into
account what the existing literature has to say about the category of so and its cousins, the
vast and varied work—much of which changes from year to year and author to author—is
ultimately not as immediately pertinent to this dissertation as the rest of the chapters for
the investigation of the various facets of backstory so. The rest of this thesis focuses on my
own research and results, and will primarily reference this chapter’s Section 2.1.4.2 on
language attitudes.
In the next chapter, I will return to backstory so and present evidence of its recent
appearance in English through a corpus analysis/diachronic study.
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CHAPTER 3: Diachronic Analysis
3. A longitudinal corpus analysis of backstory so
This chapter addresses the first research question (from Section 1.1): “Is backstory

so really new?” As was discussed in Chapter 1, early, informal work by both linguists and
non-linguists indicated that the newness of backstory so was contested, in part because
writers like Liberman (2010) and Giridharadas (2010) briefly explored sentence-initial so
but not backstory so, and claimed that the general complaints about so falsely perceive it as
“trendy” and new due to a recency illusion. Another motivation to test this methodically is
the fact that many of the comments in the collection (to be analyzed in the societal
treatment study in Chapter 4) report that backstory so is not only “annoying” but new as
well, and layperson observations about language certainly need to be tested for accuracy.
Here in this chapter, I show evidence that backstory so, defined as prefacing the answer to
a question from an interlocutor, is a recent, rapid language change. To investigate this, I
conducted a longitudinal corpus study; this chapter outlines the methods and results, which
illustrate the rates of backstory so over time, and strongly suggest that it began in
American English no earlier than 1992.

Rapid language change in the literature
Buchstaller’s (2006) work investigates quotatives be like and go in the context of
“rapid language change phenomena”: changes that occur over one or two decades. Rapid
language changes are interesting because they contrast to the timeline of most linguistic
change, which is generally understood to occur over centuries. Buchstaller (2006) also
points out that such rapid variability may or may not lead to change that lasts long term.
As an example, Buchstaller et al. (2010) analyzed quotative all, a phenomenon they refer to
as a “short-lived innovation” (p. 191), in that the earliest recorded instance they could find
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was in 1982, and it seems to be in decline: It peaked in the 1990s, and dropped significantly
in the early 2000s. The data were collected from spoken corpora and internet data,
similarly to this investigation of backstory so. While predicting the lifespan of backstory so
is impossible, and it shows no evidence of decline yet, this dissertation establishes a
starting point of backstory so as being approximately 1992, in that no instances are
documented before then in the corpus I analyzed. If backstory so proves to be of interest to
future research and researchers, then this tentative starting point can be made use of, to
contrast rates in the future. Further, the methods outlined here contain some original
components that could theoretically be applied to future corpus analysis, especially for
recently-arrived, spoken-language only, lexical changes. While this is not a failsafe way to
estimate the onset of a new linguistic feature, it’s as close as we can get with the corpora
available. Further, in isolation, the results I present here might be less meaningful, but in
the context of the comment analyses in Chapter 4 and intuitions collected in the course of
researching this dissertation, this start date is a relatively strong estimate.
According to Rickford et al.’s (2007) research on quotative and intensifier all,
lexemes may show a greater tendency toward rapid language changes than phonological
features: “In the rapidity of its flux, all is like many kinds of slang, and the fact that it is a
lexical item (as opposed to an incoming pronunciation or syntactic variant) perhaps adds to
the speed with which it can be adopted” (p. 23).

Corpus analysis: Methods
I was fortunate to find, learn, and make great use of Brigham Young University’s

COCA (Corpus of Contemporary American English). This section explains why COCA was
the most (and probably the only) valid corpus for this particular investigation.
I first establish that backstory so is a spoken-language phenomenon. This makes its
investigation of particular interest to descriptive linguistics, yet simultaneously, this fact
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makes data collection challenging. Corpora of transcribed spontaneous speech are rare, and
dating before the 2000s, they are even rarer. Corpora of fictional dialogue are sometimes
used for similar studies, but are not appropriate for this study in that scripted speech is not
equivalent to natural speech. Further, any transcriptions created of television or films after
the release are somewhat closer to natural speech because actors make small changes from
the original scripts as they were written before filming, but the footage has still been
subject to editing before being released. This is particularly problematic for backstory so
because it only occurs after a speaker (or actor) has asked another person a question, and
speaker change is a ripe opportunity for scripted dialogue footage to be cut without an
indication that any dialogue had been removed.
These facts also make corpora of already-written English (i.e., newspapers, letters,
internet comments, literary books and plays) not usable. While Chaucer seems to be
commonly used as a litmus to uncover long-standing English features and patterns, work
written by Chaucer is fiction. Fictional work and its dialogue represent how authors believe
people speak spontaneously, but is in a different league of authenticity than recordings of
actual spontaneous speech that is later transcribed just as it was spoken. Therefore, the

COCA collection of transcriptions of unscripted speech, which both cross more than two
decades and include over one thousand speakers is as close to ideal as currently exits.
In addition, though, it is true that, when working with spontaneous, transcribed
speech, we must still contend with Labov’s (1972) Observer’s Paradox: “To obtain the data
most important for linguistic theory, we have to observe how people speak when they are
not being observed” (Labov, 1972, p. 113). In other words, even when speaking
spontaneously, knowing that we are being recorded and observed decreases the naturalness
of our speech to some degree (Preston, 1993). However, short of surreptitiously recording
people, which is neither legal or ethical, the COCA’s collection of transcribed, live, real-time
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English is—again—as close to ideal as is possible. The corpus itself supports this; its
website describes it as “…the only large and balanced corpus of American English. COCA is
probably the most widely-used corpus of English, and … offer[s] unparalleled insight into
variation in English” (Davies, 2008). Davies also explains that the spoken tier of the corpus
is a collection of transcribed speech estimated to be about 98% unscripted. Furthermore, my
own work on the corpus led me to see that the “subjects” are interviewed for long stretches
of time, and many are used to being guests on shows, as consultants, etc., and are likely to
be more at ease than—for example—people in a study who are told that their speech
patterns would later be analyzed. Indeed, the COCA Help Documentation further confirms
these intuitions about accuracy and naturalness:
We feel confident that the transcripts do represent very well the actual spoken
conversation… The transcripts do an excellent job transcribing the conversation,
including interruptions, false starts, and so on… In terms of… naturalness, there is
one aspect of these texts that does make them somewhat unlike completely natural
conversation. That is of course the fact that the people knew that they were on a
national TV or radio program, and they therefore probably altered their speech
accordingly—such as relatively little profanity and perhaps avoiding highly
stigmatized words and phrases like “ain’t got none.” In terms of overall word choice
and “natural conversation” (false starts, interruptions, and so on), though, it does
seem to represent “off the air” conversation quite nicely. But no spoken corpus (even
those created by linguists with tape recorders in the early 1990s) will be 100%
authentic for real conversation—as long as people know that they're being recorded.
(Davies, 2008)
Also importantly, the spoken tier of COCA spans from 1990 to 2015, albeit with
limited data from 2012 to 2015, and this in addition to the very large number of speakers
makes it the right fit for the investigation of this dissertation. The majority of the sources
are transcripts from interviews, on television and talk radio such as NPR; interviews
provide a rich source of Q&A data, the triggering environment for backstory so. In addition,
the transcript sources come from a rich range of demographic categories, in that the shows
include CNN and NPR scientific experts and doctors, along with Jerry Springer guests, and
everything in between. The span of available years is just right for investigating a current
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rapid language change in progress, and, its search features are punctuation-sensitive,
allowing searches for both responses to questions, and for new turns/turn-initial utterances
(via a colon, as is standard in transcription conventions).
Other corpora, such as the Michigan Corpus of Academic Spoken English (MICASE),
include spoken, transcribed speech, but very small numbers of speakers (MICASE has
around twenty). Results from a search of MICASE could not eliminate the possibility that
backstory so is idiolectal. It also has only one spoken register (academic English is a good
source of backstory so tokens, but more than one register should be taken into account). In
addition, the MICASE transcripts are separated, with no way to search the entire
collection. Additional corpora were considered and rejected, and none except COCA panned
out to be useful or usable for this diachronic study.
As was established in Chapter 1, the so that is truly both new and on the receiving
end of negative attention is the one that prefaces the answer to a question. To re-cap, it was
defined as follows: Backstory so appears in response to a question or request for
information from an interlocutor. It prefaces this answer, and because it seems synonymous
with well in this context, it can be argued that a well-substitution test helps identify it; it
typically signals a long, complicated, or multi-part answer. Signaling a complex answer has
also referred to as a marker of insufficiency in the literature (as per Jucker, 1993; see also
Lakoff, 1973; Fuller, 2003).
In order to determine how new it is and when it began, I created the search query [?
* : So]. The asterisk is a wildcard I used to stand in for any new-speaker name (in other
words, a turn-initial utterance). Coming up with these components was crucial to the
investigation, because many people preface sentences with regular so in their own
monologues. For example, the causative so (which means therefore) might be caught, in
sentences such as, “I thought, what do I have to lose? So, I decided to relocate.” In that way,
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the corpus query [? So] would catch a lot of false positives, in that the output would include
numerous sentences that follow speakers’ own rhetorical questions. Similarly, [. So] would
not filter for turn-initial responses at all, because transcription conventions dictate that
colons are only used after speaker names, to indicate the new turn.
Using this search query, I searched the entire spoken-English corpus, which covers
1990 to 2015. I collected the context for each result by copying about a paragraph of the
transcription, with the target so centered in the paragraph, and coded by hand, by
examining the nature of the sentence and the preceding utterances. By assigning a 1 for
true DM backstory so and a 0 for all others, I was able to tabulate the occurrences over
time. The 0 code was assigned to intensifiers, question prefaces, or an interrupted speaker,
meaning one who was continuing prior discourse, and summarizing previous speech22. For
example, the query [? * : So] often pulled up elicitor so, (something researched by Johnson,
2002; see Section 2.1.3), meaning using so to get to the next part of the interlocutor’s story.
This so was usually spoken by the interviewer in the corpus, following the rhetorical
question of an interviewee. Another example output that was coded as regular so is any
sentence that did not answer the question. This so was often a topic shift, another longtime, non-remarkable use of so (as defined in Section 1.2). This is a fairly frequent
occurrence in the corpus, partly because the transcripts are sometimes of more than two
interlocutors, meaning that a turn-initial so after a question mark is sometimes in response
to someone or something else. A third example is intensifier so, which can preface an
answer in cases of ellipsis, as in the following: “A: How was it? B: So fun!” Careful
contextual coding, with the year hidden to avoid bias, was required for authenticity and
accuracy. Indeed, this analysis is one that no part-of-speech tagger could assist with

22

See Table 1-1 for this and other examples of the polysemous nature of so in English.
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(although COCA has a good one); intensifier so and most sentence-initial DMs would get
grouped together as adverbs, because “discourse marker” is not a part of speech. In sum,
this portion of the study required true pragmatic/contextual coding.
Below, (45) and (46) show a dyad of one target use, and one non-target use. The
search query that shows up in the results is in brackets; the name of the second speaker (in
both examples below) is what the search query pulled via the asterisk:
(45) Backstory so from 2011:
Van-Susteren: ... Tell me, the area of the brain that was struck by the bullet—what
does that area of the brain generally do? What does it command the body to do[?
Lemole: So] I don't want to go into those specifics because, obviously, if I tell you
what parts of the brain were involved, then you can infer some deficits. But what—
everyone’s talking about the same things here, which is the left side of the brain
controls the right-sided strength and sensation and potentially speech. …
(46) Regular so from 1990:
Barry: …I told my lawyer I didn’t want us to insult the intelligence of the jury by
saying everybody was lying about everything all the time... And I had used cocaine
occasionally. And so, why not tell it[?
Walters: So] it was your decision?
In (45), the responder is clearly answering the question, and prefaces this answer with so in
order to provide some level of backstory. In (46), in contrast, the so is both a question
preface and a turn that comes after the interlocutor’s rhetorical question, making it not a
backstory so.
Although COCA does not permit downloading search results, I was able to copy the
output from the web into a spreadsheet. I pasted the full context into the spreadsheet, and
coded each output result one at a time.23 I also sorted my COCA output by items to the left
of the target structure, which separated out a speaker tier that, fortunately, pasted as a

I am grateful to my undergraduate research assistants, Joshua Ditinsky and Nora Cusanelli, for
their diligent work on collecting and pasting full contexts, and with other Excel and research tasks
that aided me enormously in this corpus analysis.
23
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separate column in Excel. This allowed me to filter by speaker, which opened the door to
additional exploratory analyses, such as counting repeat backstory so rates per speaker.
After experimenting with the search settings and making careful notation of exact chosen
settings, I was able to replicate the search and confirm that the output was identical each
time I returned to COCA and re-ran the query, confirming accuracy and consistency of the
output.

Corpus analysis results: When did it begin?
This search query ([? * : So] in the spoken genre only, for all years) yielded 1,068
total so-prefaced, turn-initial utterances. Out of this total, 226 were backstory so tokens.24
The longitudinal analysis indicates that backstory so did not occur at all in the first two
years of the corpus (1990 and 1991), and after appearing very occasionally in 1992, it
climbed in a jagged trend from 1998 until 2011. Unfortunately, the COCA data from 2012
to 2015 are very sparse, forcing me to exclude those four years from the longitudinal part of
this analysis. For example, in 1995, there were 31 total so environments in the output, and
in 2000, there were 38. However, in 2012, 2013, 2014, and 2015, the search yielded 1, 3, 3,
and 3 utterances, respectively.25 That means that this total of 10 utterances are excluded
from the 1,068 utterances in the sub-set.

One possible backstory so trigger that is interesting but falls beyond the scope of this dissertation
is the possibility that the asker primes the responder by prefacing the question with so. Out of the
226 backstory so cases in this dataset, 29 of the questions themselves are prefaced with so (around
13%). So as an interrogative preface is not new in English, but there is a possibility that some
increase in its rate has led to backstory so emerging, perhaps by way of accommodation with the
interlocutor. I leave this possibility to future work.
24

This sparse data seems to be an issue with the entire spoken tier of the corpus after 2011; I
conducted multiple control searches, of both high- and low-frequency words (the, tomato, etc.) using
the standard colon to signal a new speaker’s turn, and all turn-initial output rates dropped
substantially in 2012 and later. One possible explanation is that as the corpus expands into more
recent years, the size of the data overall remains larger in earlier years, while the most current data
is expanded and being caught up. However, the corpus provides documentation that the approximate
word count in each year in each genre is the same. What matters here is that I was forced to exclude
25
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The emergence and trend over time of backstory so is illustrated in Figure 3-1:

Rate of Backstory So Over Time
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Figure 3-1. Longitudinal rate of backstory so out of so-reply environments; this graph shows 183
speakers and 220 tokens.
.

I calculated the percentages in Figure 3-1 by dividing the total counts of backstory

so by the total so environments pulled for each year. While this denominator is not the most
meaningful, the resulting percentages are meaningful when compared to each other, in that
they allow us to view a changing rate over time, and discover an apparent starting point. A
more meaningful denominator may have been count of backstory so divided by total words
in the corpus, or by total tokens of so anywhere in the discourse, in the corpus, but those
numbers are so much larger (in the millions, which will be illustrated shortly, in Section
3.5) than the counts of backstory so that they aren’t usable as denominators. In some ways,

years 2012 through 2015, in order to accurately and honestly report the appearance and timeline of
this language feature. An example of a control search I conducted (on the word it) will be presented
shortly, in this chapter.
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the most interesting piece of information in this graph (Figure 3-1) is the fact that
backstory so never occurred in 1990 or 1991, and then never reached zero again. This
denominator (all instances of turn-initial so after a question mark) is also arguably
representative of the approximate data sub-set size for each year.26
Eliminating 2012 through 2015, the total backstory so count is 220, meaning that six
of those total 10 post-2010 utterances that I excluded are backstory so tokens. The total
number of individual speakers who produced a backstory so at least once is 183, meaning
that some people answered with a backstory so more than once, so there is not a one-to-one
correspondence of speaker-to-target utterance. One hundred and eighty-three speakers
make a robust n for a spoken corpus search, and one that allows me to conclude that this
data strongly suggests that backstory so is both new, and not idiolectal.
A helpful way to look at the same data is by count over time, instead of by rate; this
perspective is shown below, in Figure 3-2:

I did consider counting rates of backstory well as a comparison, to calculate rate of backstory so
out of all backstory markers, but quickly discarded it. For one thing, search results for the query [? :
* well] yielded something like 20,000 hits, which would have been impossible to code and sort
through. The intensifiers and adjectives alone were in the thousands (for example; Q: “How was it?”
A: “Well done.”; Q: “How are you?” A: “Well, thank you,” etc.).
26

Perhaps more importantly, well is not the only way to express a mixed-response answer, or
an answer-prefacing backstory: I mean, oh, um, sort of, yes and no, and many others are employed
for this discourse purpose, so that counting so out of so and well combined would not work
methodologically or logistically.
The language attitudes survey, which will be discussed in Chapter 5, does utilize well as a
contrast to so for a control condition, due to it being in existence for a long time, accepted in terms of
its prestige, largely unmarked, etc., but the two data collection types (corpus analysis and matched
guise survey) are asymmetrical, and well cannot be used as a larger total for this corpus search.
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Figure 3-2. Longitudinal count of backstory so by year27; this graph shows 183 speakers and 220
tokens.

This graph is meaningful because COCA reports the word count in millions to be the
same per year and per genre (the exact count of words per year will provided shortly, in
Section 3.5), and it shows a very similar pattern of growth over time (since approximately
1992) as the rate of backstory so per year (which was shown in Figure 3-1).

Corpus analysis: Limitations
One limitation of the search query is that it does not catch backstory so when it is
preceded by fillers, such as “Awesome, so…”; “Yeah, so…”; “Sure, so…”; “Um, so…” An
example of such a construction ([filler + backstory so]) is shown in (47), below. The 13-year
old male speaker is interrupted, and repeats the backstory so with an intervening word the
second time (Perpetual Motion, 2016):

27

For the count graph, the span 1990–2010 highlights the rapid change the most clearly.
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(47)

Interviewer: What is god?
Teenaged male: So, um, a lot of- oop- we’re in the United Nations building…
I: Yeah, the- and- people walking around…. What is god?
T: Okay, so, uh, a lot of people think god is, quite in the biblical sense, a guy
sitting up on a cloud, who controls, uh, the universe, frankly, and created all
life. But, uh, my definition of god is not like that...

When I queried COCA for [ ? * : * so ], I only got four hits, all of which were “Thank
you so much” (not backstory so), meaning [? New Speaker: “Thank you so much…”]. One
possibility for this is that backstory so is picking up steam in recent years (after 2011), and
so “x so” instances may not have been frequent enough to occur in this corpus, especially
not before 2015. In other words, if the rate of [filler + backstory so] is low, it may be too low
to be caught in a corpus net. On the other hand, the fact that putting in the second asterisk
yielded no results mitigates this issue as a limiting factor, in that it was checked for.
A second limitation of the corpus search is that backstory so can occur after requests
for information, some of which may be declarative structures, such as “Tell me about that,”
or, after questions without interrogative intonation that transcribers may punctuate with a
period. An example from the same YouTube video of the thirteen-year old boy is provided
below, in (48), and in fact, it illustrates both limitations: a backstory so with two filler
words in front of it, and a backstory so that appears after a question with an intervening
declarative (Perpetual Motion, 2016):
(48)

Interviewer: … Can you explain that? Because that’s amazing.
Teenaged male: Awesome, okay, so, in certain parts of the bible, you can get,
literally, if you convert the letters to numbers, the uh- Fibonacci sequence, if
you invert, of course…
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Such “you have the floor” statements28 provide fertile environments for backstory so, and
would not have been caught in the COCA search, although I maintain that the results as
they stand are sound, and overall still show a clear and accurate upward trend over time.
Another potential limitation of this corpus search is the lack of audio recordings.
Hearing the intonation of an answer-prefaced so provides a lot of detail, such as whether
the answerer is truly responding to the question, or whether the person is simply finishing
a causal so from slightly earlier in the discourse. Although the corpus transcriptions are
very useful, especially because they come with full context, being able to double-check
coding by listening to the audio would improve this investigation’s accuracy.
To round off this section on corpus limitations, it is important to acknowledge that,
while the results presented in this chapter are convincing, it is difficult to fully prove that
something does not exist. To that end, there are some aspects of the methodology of this
chapter that may erroneously seem to be limitations. For example, while it is true that
there is no COCA data before 1990, the fact that there are no instances of backstory so in in
1990 or 1991 does not necessarily warrant going back further in time. Moreover, 1992
seems to coincide with my intuitions, along with the comments of laypeople describing
when they first noticed it (these will be shown in Chapter 4). If there were any tokens in
1990, then going further back in time would unquestionably be warranted.
Furthermore, some corpus analysts may be tempted to suggest checking COHA (the
historical counterpart to COCA), so it is important to point out that COHA has no spoken
language genre to search. In addition, some may be tempted to search literature and older
versions of English, the way that Giridharadas (2010) dug up tokens of sentence-initial so

28

Such “you have the floor” statements must be a request for information. When an interlocutor uses

so to interrupt or take the floor without being asked, that is a form of topic shift, which would not be
a backstory so.
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in Chaucer. Again, it is important to remember that literature and even its dialogue are not
fully representative of natural speech (and see Section 3.2 for a discussion of the similar
lack of authenticity of speech in scripted cinema). They show the way that writers believe
people speak, but this holds less authenticity than a transcription of an unscripted
recording. This would make combining this spontaneous-speech, diachronic corpus analysis
with data from centuries-old fiction akin to comparing apples to oranges. This concept was
discussed in Section 3.2, and has been nicely summarized by Pinker (1994): “…Writing is
clearly an optional accessory; the real engine of verbal communication is the spoken
language we acquired as children” (p. 16).
In closing, this corpus analysis provides strong support for the conclusion that
backstory so began in American English around the mid-nineties, and increased quickly. An
earlier start time cannot necessarily be ruled out, but simultaneously, no evidence to the
contrary could be found at this time.

Corpus analysis: Diachronic patterns of regular so
I turn now to the possibility that sentence-initial so, and so in general, may also
have increased in recent years, hypothetically weakening the results of this chapter
somewhat. Only investigating rates of so in general, or of sentence- or turn-initial so, would
not be particularly interesting research questions on their own, in that no motivating
evidence has suggested that they have recently increased or changed in frequency
(compared to this dissertation’s investigation of backstory so, which was partly sparked by
the online comments pointing it out). Because the word so in general has existed at high
frequencies for much of English history, and includes so many types, looking at so in
general is not salient enough to warrant investigation at this point, outside of the context of
this corpus analysis.
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However, to eliminate the possibility that there has been a sudden increase of
regular so, which could create a confound for the sudden increase in backstory so, I pulled
additional tallies from COCA which show that, since 1990, in spoken language, (1) the rate
of so overall (search query: [so]) has increased slightly; (2) sentence-initial so within single
speakers’ monologues (search query: [. So]) has increased steadily; but (3) turn-initial so
(search query: [* : So]) shows no single-direction trends. These tallies are explained and
illustrated below.
First, the count of so over time anywhere in the discourse can be both tallied per
year and calculated as a rate divided by the total number of words per year. This is shown
below in Table 3-1, and it does show an increase over time in overall rates of so from 1990
to 2015:
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Table 3-1. Counts (tokens) and rates of so in speech per year, anywhere in the discourse. Search
query = [so]

Year

Count (tokens) of so

Corpus-year word count

Rate of so per year

1990

13,030

2,060,000

0.63%

1991

13,041

2,070,000

0.63%

1992

16,024

2,080,000

0.77%

1993

16,632

2,090,000

0.80%

1994

16,810

2,100,000

0.80%

1995

17,271

2,090,000

0.83%

1996

15,923

2,050,000

0.78%

1997

16,993

2,040,000

0.83%

1998

19,134

2,070,000

0.92%

1999

20,221

2,100,000

0.96%

2000

17,099

2,080,000

0.82%

2001

17,366

2,010,000

0.86%

2002

18,634

2,050,000

0.91%

2003

20,045

2,080,000

0.96%

2004

19,017

2,080,000

0.91%

2005

19,571

2,080,000

0.94%

2006

19,539

2,080,000

0.94%

2007

21,160

2,030,000

1.04%

2008

17,761

2,010,000

0.88%

2009

20,398

2,010,000

1.01%

2010

22,420

1,990,000

1.13%

2011

25,679

2,060,000

1.25%

2012

24,296

2,050,000

1.19%

2013

22,910

1,990,000

1.15%

2014

24,969

1,980,000

1.26%

2015

8,850

2,000,000

0.44%
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Table 3-1 also illustrates that the counts of words per year are equal enough to validate the
graph of plain counts of backstory so that were illustrated in Figure 3-2.
Next, Table 3-2 shows a slight increase in frequency of sentence-initial so since 1990:

Table 3-2. Counts (tokens) of sentence-initial so in speech, per year. Search query = [. So]

Year

Count (tokens) of sentence-initial so

1990

2,873

1991

2,636

1992

3,777

1993

3,870

1994

3,549

1995

3,792

1996

3,805

1997

4,469

1998

5,227

1999

5,541

2000

5,001

2001

5,083

2002

5,654

2003

6,034

2004

5,609

2005

5,910

2006

6,240

2007

6,323

2008

5,645

2009

6,797

2010

7,592

2011

8,644

2012

8,805

2013

8,319

2014

8,637

2015

8,850
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Again, Table 3-2 shows that there has been a slight increase in frequency of the
word so occurring in spontaneous, spoken English to preface a sentence, from 1990 to 2015.
Unlike Table 3-1, though, a percentage rate is not included: Although the word-count total
in the spoken corpus per year in Table 3-1 is a static number, including a percentage in
Table 3-2 would not be meaningful, because the total word count is of all words, while the
count of sentence-initial so is a count of so in a specific location in the sentences of the
corpus; COCA (understandably) doesn’t provide a total count figure for sentence-initial
words.
Finally, Table 3-3, below, shows counts of turn-initial so over time, and also
illustrates the issue with the corpus data source from roughly 2012 onward (shaded in
gray):
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Table 3-3. Counts (tokens) in speech of turn-initial so by year. Search query = [ * : So] 29

Year

Count (tokens) of turn-initial so

1990

616

1991

639

1992

1,314

1993

1,257

1994

1,491

1995

1,767

1996

1,664

1997

1,835

1998

1,979

1999

2,150

2000

1,194

2001

1,603

2002

1,571

2003

1,718

2004

1,592

2005

1,620

2006

1,935

2007

2,572

2008

1,730

2009

2,167

2010

2,455

2011

621

2012

86

2013

178

2014

138

2015

150

I did run this same search with query [: So], as I realized that without needing the question mark
to come before it, as was required to collect backstory so data, the asterisk was technically not
needed. The results were identical to those pulled with the asterisk, as shown in this table,
confirming accuracy of the search.
29
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Because this search is the only one that makes use of the colon to indicate a change
in speaker, it is likely that this area of the corpus data is what has some sort of error in the
transcription files, or perhaps in the corpus tagger. It is unlikely to be due to the corpus size
being smaller in more recent years (COCA is an ongoing project to which more recent newer
data is added periodically) because COCA reports that the word count of spoken data is
approximately the same for all years (for this information, again, see Table 3-1, which
includes a column that shows the word count in millions per year). This table supports my
decision to restrict the longitudinal analysis in this thesis to the earliest year available
(1990) but only through 2011 (as was described in Section 3.3).
The next step in this control search for non-backstory so is to examine the
distribution of these three types of so in one place; to do this, I compiled a line graph of the
three types together, in Figure 3-3:
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Figure 3-3. Counts (tokens) of so, sentence-initial so, and turn-initial so by year, from 1990-2015.
This graph also illustrates the error in the transcribed speech of the data source that began after
2011.

Figure 3-3 shows that the word so anywhere in the discourse occurs the most
frequently of the three types, and turn-initial so the least frequently (as is expected,
because so anywhere in the discourse is a super category that encompasses sentence-initial

so, which is in turn a super category of turn-initial so). It also confirms the problem with
the data source: the same unexpected drop-off in 2012, of turn-initial so, and, in fact, of so
anywhere in the discourse as well. Removing the years that are sparse to the point of not
being usable shows a clearer picture; this is illustrated below, in Figure 3-4:
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Count of so by Year and Discourse Location through 2011
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Figure 3-4. Counts (tokens) of so, sentence-initial so, and turn-initial so by year, from 1990-2011.
Note that this line graph is a sub-section of Figure 3-3, and that in this version, the fact that turninitial so never reaches zero is clearly visible.

Figure 3-4, above, shows several important pieces of information: First, it indicates that the
more the so is narrowed down, the less frequent its occurrence, as expected. Second, it
indicates that the overall count of the word so has increased since 1990. Third, it indicates
that sentence-initial so shows a very slight increase since 1990. Fourth, it shows that turninitial so seems to have stayed at approximately the same frequency. This line graph shows
the increase in regular so and in sentence-initial so more clearly than their respective
tables, and it suggests that, in spontaneous speech, the word so has increased, and that
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people who describe this perception, anecdotally, are probably not being fooled by a recency
illusion/effect.
The fact that all types of so (intensifier, idiomatic, anaphoric, topic-shift, questionpreface, etc.; see Table 1-1) have increased over time is something that may lend itself to
the birth of backstory so, although that isn’t something that could be investigated in a
straightforward way. However, what matters in this section of the analysis is that
backstory so is unattested in 1990 and 1991 in the sub-set of this corpus (which includes a
relatively high number of speakers). Its rate of increase can’t quite be contrasted with the
rates of so overall because its sudden appearance around 1992 strongly suggests that it is a
rapid language change. What can’t be determined is if there was a point in the last century
during which the frequency of general so in English stayed the same, because transcribed,
spontaneous speech is difficult to find (at all, and especially in large volumes) prior to 1990.
In contrast to regular so, Figure 3-5 (below) shows the COCA count of it by year,
occurring anywhere in the discourse, showing that unlike so, it has remained fairly
consistent from 1990 to 2015, and Figure 3-6 shows the COCA count results of turn-initial

it by year:
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Count of it Tokens by Year
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Figure 3-5. Counts (tokens) of it, anywhere in the discourse, by year.

Coun of Turn-Initial it by Year
4,000
3,500

Tokens

3,000
2,500
2,000
1,500
1,000
500

2015

2014

2013

2012

2011

2010

2009

2008

2007

2006

2005

2004

2003

2002

2001

2000

1999

1998

1997

1996

1995

1994

1993

1992

1991

1990

0

Figure 3-6. Counts (tokens) of turn-initial it by year. This graph also illustrates the error in the data
source starting around 2011 (the search query here was [: It]).

Figure 3-6, above, suggests that turn-initial it has not changed much since 1990, in contrast
to so. It also shows another example of the unexplained error/inconsistency in the COCA
spoken language genre collection that started around 2011.

76

Corpus analysis: Actual production rates of backstory so by gender
One aspect that warrants consideration is whether backstory so rates are different
across demographic groups. This is an especially interesting question due to the negative
language attitudes that motivated this dissertation, which will be discussed in Chapter 4
and explored further in Chapter 5. An example of model research for this idea is the work of
Dailey-O’Cain (2000), who collected data for a study on like (a feature that is well-known to
be stigmatized). Her study concluded that rates were higher in younger people but equal
across gender. However, her subjects perceived rates as being higher in women, when in
fact men and women say like at equal rates. In addition, older women reported using it
themselves rarely, while older men assessed their own use as closer to never (p. 69).
Because upcoming Chapters 4 and 5 will describe perceptions and stereotypes of
people who answer questions with so, investigating real rates would be a useful and
interesting data point, but is unfortunately difficult compared to the Dailey-O’Cain’s (2000)

like study, because backstory so is still so new that not all speakers possess it (as was
mentioned in section 2.2). Focuser and quotative like, on the other hand, occur at rates that
some might say approach being universal, and in many dialects of English. More discussion
on how to collect real backstory so rates across demographic groups will be addressed in
Section 6.2.
However, I was able to investigate rates of backstory so in men and women in one
way: by using the COCA data. Although the database does not include any metadata about
speakers, I was able to label the gender of each speaker in the entire 1,068-utterance
dataset. I did this using cues such as first names and gendered titles, and where neither
was present, I was able to pull earlier portions of the transcripts, via additional searches in
the corpus, to find where the speaker was introduced by first and last name, or by a
pronoun. Any name ambiguities, such as gender-neutral names like “Chris,” or names that
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could not be located by COCA search, I resolved by Google search. A large portion of the
time, Google proved very fruitful, because many of the interviewers are celebrity show
hosts, such as Geraldo Rivera and Terry Gross. (In fact, in addition to laypeople, the guests
run the celebrity gamut as well, from Christopher Reeve to William Labov.) Also
noteworthy is the fact that most of the duplicate speakers in the dataset pulled for this
study are the interviewing celebrities, not the guests, for obvious reasons. This is
noteworthy because they are typically the ones asking the questions, which means they are
not producing backstory so very often. This works well for representativeness, because
backstory so in the corpus was mostly produced by the interviewees, meaning the guests
who are the most likely to be different from one transcript to the next. Finally, it is
noteworthy that in coding each gender, while a painstaking and laborious task, I was able
to disambiguate multiple speakers with common names (labeled only “Jones,” in the corpus,
for example), thereby increasing the accuracy of the speaker count, and of the corpus
analysis in general.
First, I calculated the gender breakdown of the 226 backstory so tokens from 1992 to
2015 (because this by-gender analysis is not diachronic, I was able to include the full year
span available in the corpus). These 226 tokens were produced by 189 speakers. Of the 189
speakers, 82 (43%) are women, 104 (55%) are men, and three could not be determined. The
82 women produced 97 of the 226 tokens (43.5%), and the 104 men produced 126 (56.5%) of
the 226 tokens. These results are illustrated below, in Figure 3-7:
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Backstory So by Gender, 1992–2015
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Figure 3-7. Counts of backstory so tokens in the COCA sub-corpus, by gender

To determine that these gender rates are representative of the larger dataset pulled
for this analysis (all tokens of turn-initial so after a question mark) I was able to confirm
that the gender breakdown of all 1,068 utterances caught in the net of the corpus search
were also about 45% women. Because some speakers produced more than one utterance in
the set, there were 381 men, and 300 women, plus 8 whose genders could not be
ascertained, totaling 689 people producing the 1,068 utterances. This means that men and
women also comprise roughly 55% and 45% of the 689 speakers, respectively. Coincidence
notwithstanding, these figures indicate that backstory so appears to occur at roughly equal
rates in women’s and men’s speech. To control for the possibility that men or women may be
speaking more, I calculated the breakdown of utterances as well, and surprisingly, the
division was identical: 457 of the total 1,068 utterances (43%) were spoken by women, and
601 utterances (56%) were spoken by men, with 10 (<1%) utterances produced by the eight
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speakers whose gender could not be determined. In conclusion, this investigation indicates
that neither sex has higher real production rates of backstory so. Therefore, if people
stereotype one sex or the other as being more likely to say backstory so, it may be due to
societal stereotypes instead of to accurate perceptions. That which can be determined about
what the online commenters believe about gender and backstory so will be outlined in
Chapters 4 and 5.

Corpus analysis discussion: Change & “recency”
Based on the diachronic facts reported in this chapter, I leave the question as to
whether so in general has increased over time an open question, but conclude based on the
data I collected and analyzed that backstory so likely appeared recently (c. the midnineties) and increased in frequency through 2011 when the COCA data ends.
At this stage, there are several pieces that should be put together in order to explain
why this premise has merit. First, it is important to revisit the “recency illusion” concept a
term generally attributed to Zwicky (2005). This concept, defined as our belief that a
language feature is new simply because we have recently noticed it, was also described by
Liberman’s (2010) Language Log post in regards to so (see Chapter 1). Investigating
whether or not the recency illusion has been documented on a larger scale in peer-reviewed
research is not something that falls in the scope of this thesis.30
On a smaller scale, though, Rickford et al. (2007) did uncover an interesting case of a
semi-recency illusion in research conducted on rapid changes in the use of English all. This
Rickford et al. (2007) paper explains a confusion over the history of all that serves as a

It may seem obvious, but it still may be helpful to clarify here that recency effects are well known
to be documented in psycholinguistic research and studies on memory, such as speakers’ ability,
under controlled conditions and at various stages of acquisition, to more easily recall words heard at
the end of a string rather than at the start. That is different from the concept of recency illusions:
the claim that members of a speech community are fooled into imagining that an old language
phenomenon has appearing recently.
30
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useful parallel to why objections may arise over backstory so being new (even in light of the
supportive corpus evidence presented in this chapter). The paper describes earlier work of
Waksler (2001), who published findings that intensifier all and quotative all are both recent
innovations in English, originating in California, in the 1980s. An example of the intensifier
is “Do you feel all goofy?” and an example of the quotative is “He’s all, [whining] ‘Tell me
you like it’” (qtd. in Rickford et al., 2007, pp. 3–4). What is interesting about this follow-up
report by Rickford et al. (2007) is that, at first, it establishes examples of intensifier all in
Old English, such as “Of him-self he wex al sad” (qtd. in Rickford et al., 2007, p. 4).
However, the most important point is that the authors, while concluding that Waksler
(2001) had been ensnared by a recency illusion, simultaneously confirmed via a corpus
analysis that Waksler (2001) was in fact correct about the newness of two types of all: (1),
intensifier all where it modifies a tensed verb (their example: “I haven’t seen Joy in years
and now that she’s visiting, she all walks in and looks like Gwen,” p. 4), and (2) all being
used as a quotative (example provided above, in this paragraph). In other words, it turns
out that the use of all as a quotative marker and an intensifier that can modify a tensed
main verb were new (rapid language changes), but Waksler (2001) may have overextended
this concept to erroneously include all the adjective modifier.
I invite readers familiar with American English to run a test of intuitions to see that
these conclusions seem solid: While an utterance such as “She’s all, ‘What do you mean?’”
anecdotally sounds marked as belonging to the register of a young Californian and being
popular sometime after 1985, an utterance such as “She was all sweet to me after that”
could easily be heard yesterday, or in 1950. This points to how critical it is to narrow down
the linguistic feature being tested for newness as carefully as possible—including its
syntactic function and location—which I have done in my definition of backstory so.
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In other words, “The advent of newcomer Quotative all might have increased the
saliency of Adverb all and triggered a perceptual generalization whereby some people have
overextended the process that underlies Quotative all (a change in progress) to Adverb all”
(Rickford et al., 2007, p. 23). It is my understanding that something similar likely happened
with backstory so: A number of commenters and bloggers accurately perceived a real shift
in the use of so being used to signal the backstory or mixed-response nature of a question
reply. Then, once the language mavens, complainers, and observers became attuned to it,
and familiar with the fact that it was turn-initial, they started to pay attention to so any
time it prefaced any sentence, by overextension. In that way, my corpus analysis only
sought to confirm that answer-preface so is new, and it also explains why some of the
commenters (to be detailed in Chapter 4) believed that this new and “annoying” feature
occurs at the start of a turn, or even at the start of any sentence. A new use of so does occur
in those environments, just not so broadly, because turn- and sentence-initial so have
existed for a long time, and likely have not increased in frequency in the past decade.
Liberman (2010) and Giridharadas (2010) can be returned to here: They are not
wrong in saying that sentence-initial so has not changed much, and in addition, Nunberg’s
(2015) claim that backstory so is genuinely new is also supported by the results of the
corpus analysis in this chapter. Even when a lexeme has been used as a certain part of
speech and in a certain location in the syntax—and for a long time—it is not necessarily the
case that a newer innovation, function, or location of that lexeme is an illusion. Answering
a question with so, as is demonstrated by the triangulated results of this thesis, carries
significant social meaning, and no complaints in the comment corpus of Chapter 4 express
the belief that people have been talking this way for hundreds of years.
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Corpus analysis: Conclusions
I conclude that I am unable to find any confound of the rapid-change status of
backstory so, and find no evidence that it is a recency illusion, due in part to the fact that
rates of turn-initial so in general have not climbed, but rates of backstory so have. My
findings also show that some increase of so over time has occurred, but in general, this is
not particularly meaningful to this investigation. What has been more important to
demonstrate is that, according to the COCA data pulled here, backstory so appears to have
started suddenly around 1992 and then quickly increased, while so in general has been
slowly increasing since 1990, and we know (anecdotally) for sure that it has existed since
long before that.31
In this chapter, I have demonstrated that backstory so, defined as the preface to an
answer, appears to be a rapid language change in modern English that was unattested in
the early 1990s and reached consistently high rates around 2005. This chapter then
included data showing that the word so in general has increased since 1990, but, of course,
did not suddenly appear in recent history. Reasons for being forced to exclude data after
2011 were also provided. Next, it was established that actual production rates of backstory

so, as best as can be determined, are likely the same in both men and women, as are the
amounts of speech produced by women and men in the COCA corpus.
The next chapter will return to the explicit negative language attitudes toward
backstory so that were introduced in Chapter 1, and the details of these attitudes as much
as they can be inferred through this unelicited data, also known as a societal treatment
study.

One hypothesis is that the increase in the word so everywhere may partly be due to an increase in
use of intensifier so, a usage already established as “incorrect” in genres of formal writing (see
Section 1.2) and possibly more frequent in recent years of modern English than sentence-initial so.
This question is left to future work.
31
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CHAPTER 4: Explicit Language Attitudes
4. Why do people care so much about this? Societal treatment study
This chapter attempts to answer the research question “What is the nature of
explicit language attitudes, where they exist, toward backstory so?” and to investigate
whether they index specific social groups or categories. In other words, I will demonstrate
the extent to which people care about this linguistic feature, and discuss what it means to
them/why it causes them to complain so vitriolically, by analyzing the body of comments I
collected online, some of which were previewed in Chapter 1. The results of this study—an
analysis of the attributes that online commenters associate with backstory so—will
subsequently inform the matched guise survey collection methodology coming up in
Chapter 5.

Societal treatment study technique: Literature
Ivković (2013) finds that research on language attitudes dates back to the 1920s,
and observes that such research can explore an entire language or language variety, a
contact phenomenon, or a single language feature. According to him, measures of language
attitudes are generally obtained in three ways: (1) a direct measure, through evaluations
that are stated explicitly in a survey format; (2) indirect measures, such as the matched
guise technique which exposes subjects to two different utterances by one speaker, without
indicating what the subject should be judging (Garrett, 2010; Ryan, Giles, & Hewstone,
1988; Baker, 2006; Gardner, 2002, as cited in Ivković, 2013); and (3) the societal treatment
study, which infers attitudes by observing non-elicited behavior. The second technique
(collecting indirect/covert measures that are elicited) is used in this thesis as well, for the
surveys that will be described in Chapter 5. The third method identified by Ivković (2013),
however, is most likely to avoid the “societal desirability bias”: a tendency for subjects in
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the direct (and even the indirect) methods to give answers they deem socially acceptable or
expected (p. 3).
Ivković (2013) makes use of this third type by analyzing language attitudes (toward
language choice) collected from YouTube comments, a technique that I attempted to model,
as will be described in this chapter. That study inferred attitudes toward language choice
(French vs. English) in songs by analyzing overt language attitudes expressed in the
YouTube comments. This study found that, for example, commenters responded overall
negatively toward non-native speakers singing in English, and that the accent that was
used to sing in English (e.g., Cockney-like) also drew mixed and polarized opinions. Ivković
(2013) cites some of the earlier work that made use of this technique, such as analysis of
letters to the editor of African newspapers (Schmied, 1991). The comments about backstory

so lend themselves to this societal treatment approach, because “the written comments that
are taken as evidence of attitudes were collected from the media, rather than elicited by
researchers” (Ivković, 2013, p. 3).
Other notable work that makes use of this technique is that of Pearce (2015); this
study, on prescriptivism found to be in support of a vernacular and against established
standards, will be returned to later in this chapter, but is mentioned here because of its
societal treatment study methodology of analyzing comments on an internet message
community board. As Pearce puts it, “Sociolinguistic awareness is… a phenomenon… that
can emerge emically in interaction without the prompting of academic linguists” (p. 116).
The societal treatment research in this chapter is also informed by the concepts of
enregisterment, and of grassroots prescriptivism as defined by Heyd (2014) and outlined in
Section 2.2. An early definition of enregisterment is that of Agha (2005): a process “whereby
distinct forms of speech come to be socially recognized (or enregistered) as indexical of
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speaker attributes by a population of language users” (p. 38). Agha (2005), in research on
voicing, elaborates as follows:
Enregistered voices have a “social” character in two quite different senses. First, a
register’s forms are social indexicals in that they index stereotypic social personae
(viz., that speaker is male, lower-class, a doctor, a lawyer, an aristocrat, etc.), which
can also be troped upon to yield hybrid personae of various kinds; thus every register
has a social range, a range of figures performable through its use. Second, registers
are social formations in the sense that some language users but not others are
socialized in their use and construal; thus every register also has a social domain, a
group of persons acquainted with—minimally, capable of recognizing—the figures
performable through use. (p. 39)
Due in part to its recent appearance in time, the social domain to which backstory so
belongs is still being established.
Another important theoretical orientation that is useful for framing this research is
that of the third wave of sociolinguistics research. The first wave may be defined as finding
variables and mapping them onto society/social groups, like the famous department-store
stratification research of Labov (1966) on /r/-lessness, and how its rates were lower in
employees of the higher-end New York City stores. The second wave can be described as an
investigation of the use of local vernaculars as being motivated by social agency, like
Labov's (1963) Martha's Vineyard study (as cited in Eckert, 2012): psychology and identity,
and how the decision to leave the island upon reaching maturity affected the speech
variables of the island’s residents. Another example of second-wave work was the study on
U.K. middle-class men looking to working-class men as a model of masculinity (Trudgill,
1972, as cited in Eckert, 2012), and that on white adolescents using African American
English features, also due to an understanding that they index a certain type of masculinity
(Cutler, 1999). The first two waves have some overlap, and are not necessarily chronological
(Eckert, 2012). While these earlier waves focused on linguistic variables as representing
fixed sets of social groups, and assumed that self-correction was the primary source of
agency, the third wave finds the reverse: Use of vernacular (the opposite of self-correction)
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occurs when speakers wish to exercise agency. Instead of dealing explicitly with linguistic
variables and the social categories they index, this ethnographic approach further has a
focus on social meaning. It focuses on indexical mutability (the fact that signs can have
different meanings), how people react to linguistic variables, and what kinds of speakers
they associate with them (C. Cutler, personal communication, 2017). This chapter, in line
with third-wave approaches, intends to establish what social meanings and stereotypes
backstory so invokes, with the understanding that such social meanings and stereotypes
show variability and are still in the process of being assigned, as backstory so continues to
be produced and noticed at higher rates.
Preston (1993) explains that understanding the beliefs of non-linguists is critical for
understanding sociolinguistic variables. Layperson knowledge about how language
varieties are classified, how they are assigned status, and how they are assigned to one
location over another is both important and informative. A useful example of this is Pearce
(2015), who conducted a study on internet commentary threads in the U.K., in which
posters express highly negative opinions about people living outside of Northeast England
who address their mothers as “Mum” instead of “Mam.” One comment example is “I’m
noticing it more and more now, my mate just got a girlfriend who says Mum, sick of
correcting the fucker.” Another refers to this population as “ponces who like ballet and wear
scarves with t shirts and stuff, and if they’re girls then they’ll grow up to be Germaine
Greer” (p. 120). Pearce (2015) analyzes these posters as establishing solidarity during the
process of agreeing with other, leading to what he describes as not only allowing linguistic
features to index the speakers, but to engage in “vernacular purism and maintenance” (p.
120), because the speakers being criticized are considered to belong to a higher socioeconomic status than the comment writers. The comments index stereotypes of “softness”
that contrast with the Northeast English stereotype of being “tough” and working class (p.
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125). Pearce (2015) concludes that the urge to prescribe language usage arises in nonstandard varieties as well as standard. Additional examples of this concept have been
identified by Giles and Billings (2004), who report that non-standard varieties can mark
elements of power, especially when speakers of these varieties are rated on traits such as
solidarity, integrity, and social appeal. This concept will be revisited shortly, as it is
relevant to this societal treatment study in that some “prescriptivists”—upon closer
examination—are actually indexing backstory so with social power and prestige, and not in
a positive way.

Societal treatment study: Methods overview
Out of the three techniques of data collection used in this dissertation, this analysis
of unelicited, explicit language attitudes proved to require the most extensive amounts of
hand-coding, and proved to be the most challenging to distill into understandable categories
of experiences and stereotypes.
The data for this portion of the study are a combined set of 189 internet comments,
written by readers32 of three online articles: my own (2015) Grammar Girl article “Is

It is important to acknowledge that collecting these kinds of comments is different from random
sampling, although on the other hand, it is also one of the reasons that the comments are as strongly
worded as they are. In other words, on one hand, there is potential for the comments to be viewed as
limited due to coming from a self-selected group of people who may like to gripe about grammar, and
this is a more concentrated group than a random sample of people online would be. However, over
one-third of the comments were neutral or positive in tone (see Section 4.3.1), making this unlikely
to be a confound. Furthermore, a matched guise survey (which is a random sample of people online)
was conducted as a follow-up (see Chapter 5) partly in order to account for this. In order to analyze
and examine language attitudes, it is a requirement to go to where the attitudes are, which is what I
did in this study by collecting comments that were provided freely, as opposed to elicited and
therefore less honest and forthcoming (see the review of the societal treatment technique literature
here in this chapter (Ivković, 2013; Pearce, 2015), which does not take the lack of information about
comment writers into account in their analyses).
32

It true that nothing is known about the comment writers except the post dates of their
comments; occasional pieces of information are available, such as usernames that are gendered, U.K.
spellings, and references to the age of the commenter, but none of these pieces of information are
available for more than a small handful of commenters. This would pose more of a methodological
issue without (1) the large number of commenters, and (2) the language attitudes survey conducted
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starting a sentence with so condescending?” (58 comments collected through the Facebook
comment plugins of multiple re-posts) and the Solomon (2013a) article “Do you use so to
manage conversations?” from dictionary.com (129 comments). Two comments from the
Graveline (2010) “Do you start sentences with so? If so…” article are also included. Across
this combined comment corpus, excluding the two from the Graveline (2010) article, the
earliest comments were posted in 2013, the majority in 2015, and none any later than 2016.
The Solomon (2013a) article, while informal and not written by a linguist, covers
many aspects of attitudes toward so and—more importantly—includes an example of a
backstory so, repeated below in (49):
(49)

Speaker 1: Dr. Johnson, when did you start studying this disorder?
Speaker 2: So, I had noticed certain patients seemed to…

Solomon (2013a) explores multiple possibilities as to what this so means/what role it serves
in the sentence, but most importantly, this example and area of the article is likely part of
what steered some of the commenters in the direction of commenting about true backstory

so (the answer preface). All three of these articles predate Nunberg’s (2015) coining of the
backstory so term. My own article also suggests that answering a question with so is a
probably a recent phenomenon (although I further wrote, at the time, that a corpus analysis
would be required for certain confirmation). My article also contrasts backstory so to
several forms of regular/sentence-initial so, and it maintains an overall descriptive and
neutral perspective.
Initially, the entire collection of comments below each article was harvested,
indiscriminately (the Solomon article only had the two comments at the time of this

in conjunction with this societal treatment analysis. Further, the more information that commenters
know is available about them, theoretically, the more likely it is that commenters may censor
themselves, so not having subject details is, in some ways, the nature of societal treatment research.
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writing). However, once collected, comments that had nothing to do with their article were
excluded (for example, a pun comment “If it’s good enough for Peter Gabriel, it’s good
enough for me!”33 was not included in the final comment corpus that I analyzed). All
comments appeared below the articles and were viewable by the public34, without being
logged in to any social media accounts.
The comments were then parsed and coded in columns using an Excel spreadsheet
and pivot tables for analysis. For clarity, additional details on methodology are presented
along with their results, in several of the upcoming sub-sections (in other words, many of
the upcoming sub-sections of this chapter combine methods and results for each result
type).

Societal treatment study: Methods & results
4.3.1. Societal treatment: Backstory or sentence-initial?
Using a column that coded for how posters described their perceived location of so in
the discourse provided useful and fruitful intel about the definition of backstory so that has
been adopted for this thesis. It also showed more evidence that it is indeed perceived by
laypeople as introducing an answer, and as signaling a backstory. Commenters did describe
its location in the discourse in several ways, including sentence-initial, discourse-initial, as
a causative so, etc. Seventy-six posters did not describe a discourse location at all. I
examined the comments that did so, a total of 113, and the results indicate that out of these
113 comments, 50 (44%) explicitly described backstory so; 15 (13%) clearly described both
backstory so and another type as well (usually regular sentence-initial); and 49 (43%)
described a non-backstory so. The fact that 65 posters total (56%) explicitly described the so

33

This comment appears to be a reference to Peter Gabriel’s album So, released in the 1980s.

At the time of completion of this thesis, the comments no longer appear to be available on
Solomon’s article. Why this is the case is not something I know or have investigated.
34
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they were writing about as being the one that opens the answer to a question (the responsepreface type) lends some additional credibility to my definition.
To illustrate how this coding was arrived at, below are some comment excerpts
showing how backstory so was described, sometimes with examples and sometimes with
descriptions, and sometimes with both. Comments (50) through (52) show backstory so
descriptions:
(50) For example: question: “Did you increase tax on fuel this year?” Answer: “So
we put taxes on fuel up this year.” Question: “Is it easy to fly an airliner?” Answer:
“So, flying an airliner is easy.” They appear to be evading actually answering the
question.
(51) Every time I hear someone start a reply with “So...”, I think to myself “Don’t
start your reply with “So,” it makes you sound like an idiot...
(52)

I HATE this new trend of using “so” to begin an answer to a question...

Below, in (53) is an example of a comment that described backstory so along with another
location in the discourse as well:
(53)

… However, this new trend of using “so” at the beginning of a
statement/answer grates on my spine!!!!35

Other combination-descriptions identify both the backstory so and another so but not in the
same sentence, such as “… so to start sentences,” and later in the same comment: “…this
usage of so before every answer…”
This dichotomy represents several elements already addressed in this thesis: First,
it demonstrates a common (and understandable) inability of laypeople to fully analyze or
accurately assess what they are hearing or where they are hearing it, but does show that

This is also an example of backward conflating—a genuinely new use of a word being extended to a
longer-standing use of the word, as reported by Rickford et al. (2007), and in Section 3.7, about all.
35
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they are noticing some pattern. This concept has also been established in Section 2.2: When
a language feature falls somewhere between a marker and a stereotype (terms coined by
Labov, 2001), laypeople may have some vocabulary to describe it, but not be fully or
accurately able to do so. (Also see Footnote 13 for additional possible explanations for
conflating backstory so with sentence-initial so.)

4.3.2. Societal treatment: Rapid language change
In Section 1.2 and in Chapter 3, I addressed the “debate” as to whether or not
backstory so is truly a new feature in English, and a rapid language change. This explicitattitudes study provided additional support (both interesting and compelling) for the
hypothesis that it is has probably appeared recently. I arrived at this result by using a
column to code for whether or not the poster described backstory so as a recent
phenomenon. In order to do this, I noted explicit references (“lately,” “recently,” “since the
1990s”; “the use of so at the start of an answer has come into common usage in only the last
few years,” etc.) and also indirect references, such as calling it a trend. The results (after
excluding 111 comments that make no reference to its newness or lack thereof) indicate
that backstory so is overwhelmingly perceived as new: The remaining 78 comments that do
reference the concept of newness all express the belief that it appeared recently. There are
no comments in the whole set of 189 that indicate that the writer thinks that backstory

so—or any so used in a way that people don’t like—has been around for a long time. This
should not come as a surprise; sudden language change may be perceived as deviating from
a standard, and prescriptivists are likely to resist perceived deviations (C. Cutler, 2018,
personal communication).

4.3.3. Societal treatment: Negative language attitudes
While the majority of comments described so negatively, a surprisingly substantial
number commented in a neutral way (something that lends a certain amount of credibility
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to this “mob analysis,” meaning that the comment corpus consists of some people who
thoughtfully describe it, and not solely language mavens who would comment only when
they hate something), as summarized in Table 4-1, below:

Table 4-1. Summary of overall binary attitude expressed in each online article comment

Anti
Neutral
Pro
Total

127
49
13
189

67%
26%
7%
100%

Comments were coded as neutral when they were free of insulting attributes or stereotypes,
when they (the posters) described themselves as doing it themselves (and as doing it
without guilt), or, occasionally, when they included a mix of some positive and negative
assessments, that averaged out to an overall neutral assessment. In many ways, these
neutral descriptions provided some of the most interesting data, in that they allow us to
track the variety of stereotypes that backstory so indexes, and further illustrate the fact
that the reactions that backstory so conjures are currently being contested and in the
process of being formed; backstory so likely falls on a spectral process of enregisterment
that is not yet complete.

4.3.4. Societal treatment: Gender associations
To investigate gender stereotypes in the comment corpus, I noted each instance of a
poster claiming that men or women tend to say backstory so. These instances include both
direct references to gender, via an example of a woman or man they know who does it, and
indirect references, such as when the poster claimed that the people who use backstory so
are also Valley Girls, or “guilty” of linguistic features that are highly indexed with young
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women, such as upspeak, creaky voice, and focuser like.36 The results showed very little
difference: Thirteen comments about backstory so described women, and 10 comments
described men. It is interesting that this assessment, though admittedly somewhat
subjective in nature, aligns with my corpus findings of rates in men and women (i.e., that
these rates are roughly equal; see Section 3.6). An additional hypothesis to explain this will
be outlined shortly in the upcoming sections that address translations, stereotypes, and
“comorbidity.”

4.3.5. Societal treatment: Attribute tallies
In order to understand the way backstory so is perceived, examining a count of the
word roots is useful. Table 4-2, below, shows a tally of word roots (in other words, “annoy,”
“annoying,” “annoyed,” “annoyance,” etc. were all collapsed into one) sorted in descending
order of frequency. The multiple instances of typing out onomatopoeia of frustrated screams
were also collapsed into a single spelling, in order to capture a count. This table shows all
attribute word roots that were mentioned more than one time in the entire dataset. This
list of attributes and counts does not show a one-to-one correspondence of attribute to
comment. Many of the comments are very long and include multiple attributes, so several
attributes in this list may come from a single comment, and vice versa: Not every single
comment is represented, because a few comments included no attributes about people who
say backstory so:
Table 4-2. Backstory so attribute tallies in the unelicited comments

Table Line
1
2
3
4

Term/Root
annoy
trend
condescend
incorrect English

Count
40
19
13
10

An explanation of how these language features are associated with women will be provided
shortly, in this chapter.
36
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5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48

affect
habit
irritate
young
can't stand it
grate
improper use
AARRGGHH!!!
adds nothing to the sentence
dismissive
drives me crazy
fad
filler
awkward
control
cringe
crutch
I hate it
hip/hipster
infectious
irks me
(ir)relevant
contrived
insulting
pretentious
rude
slang
authority
It bugs me
I can't bear it
colloquial
conversational
distract
dumb
fake
idiot
(in)authentic
informal
juvenile
lazy
misuse
superfluous
superior
tic

8
5
5
5
4
4
4
4
4
4
4
4
4
3
3
3
3
3
3
3
3
3
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
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Overall, this data reflects negative attitudes toward backstory so, but it also makes too fine
a distinction between terms that are similar enough in meaning to collapse together. To
that end, I took the terms in Table 4-2 and created category labels. For example, all roots of
“condescend” were collapsed with expressions like “superior” and “acts smarter.”
“Pretentious” was combined with expressions like “who do they think they are?” and with
the term “fake.” All instances of so “bugging” a poster were combined with so “annoying” a
poster. References to “bastardizing English” were grouped under the “incorrect English”
category. References to “fillers” got grouped in the category label “hedging.” The results of
this process, conducted via filters and pivot tables in Excel, are summarized in Table 4-3,
below:

96

Table 4-3. Consolidated backstory so attribute category tallies in the unelicited comments

Table Line
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41

Term
annoying
condescending
hate it
trendy
incorrect English
fake
adds nothing
bad
young
unintelligent
informal
disease
filler
confusing
habit
pragmatic function
conforming
gets attention
inarticulate
lazy
okay
overused
rude
authoritative
controlling
distracting
hip/hipster
conscious
evading the question
frequent
hedging
ignorant
insulting
jargon
jarring
professor
slang
tic
unintentional/unconscious
African American English
California

Count
64
31
29
28
25
18
13
12
11
10
9
8
8
6
6
6
4
4
4
4
4
4
4
4
3
3
3
2
2
2
2
2
2
2
2
2
2
2
2
1
1
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This category tally table, unlike the previous attribute table of word roots, is more
exhaustive, meaning that it contains nearly all term concepts mentioned in the dataset,
including a few mentioned only once.
These attributes, in order to be analyzed further, call for a study on implicit
attitudes toward backstory so, to see which of these attributes hold up when implicit
attitudes are elicited. I created a matched-guise survey, taking the attributes culled from
the comments, to determine the extent of how real these beliefs are. This survey, conducted
in two parts, will be presented in Chapter 5.
What is important to note about both of these attribute tables is that they
overwhelmingly show negative attributes, which may at first seem out of alignment with
the fact that 33% of comments reflected a positive or neutral overall position about so (see
Section 4.3.3). The reason for this is that the positive and neutral comments tended to be
quite light in attributes (attributes include both adjectives and nominal labels to describe so
users, and to describe how so makes them react), and were instead heavier in a useful and
interesting type of comment component that I wound up labeling “translations.” These
“translation” comments were more likely to describe what backstory so communicates to the
commenters, but less likely to describe a so-user with a pejorative term. (That doesn’t mean
the negative comments didn’t also have some translations—they did!—it merely shows why
the adjectives and names pulled from the comments are overwhelmingly negative.) These
“translations”—neutral and negative—will be addressed next, in section 4.3.6.
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4.3.6. Societal treatment: “Translations”
4.3.6.1.

Societal treatment “translations”: Results

To further explore language attitudes toward backstory so, I made a column
designated for notating when and what subjects quoted when they provided “translations”
explaining exactly what backstory so “means” to them.
Out of approximately 52 comment fragments that expressed a type of translation or
“interpretation” of backstory so, I was able to distinguish two main categories of
“translation” type, with a smaller sub-type for each. Approximately 18 indicate that the
poster believes the speaker to be condescending (including comments accusing the speaker
of acting smarter than others, etc.). Approximately four comments show a translation that
indicates that the poster believes the speaker to be acting fake or pretentious (arguably a
sub-set of condescending/superior).
Next, approximately 25 express the sensation of experiencing a Grice’s (1975)
Maxim violation (mostly of Relation/Relevance, and—it can be argued—sometimes of
Quantity; Grice’s Cooperative Principle will be defined shortly). In other words, their
translations sounded as if hearing backstory so causes confusion for them due to the shift in
pragmatics of so that is taking place along with the appearance of a new language feature.
Finally, approximately five translations simply describe a true backstory so, meaning that
the poster believes that the answerer is signaling either a long reply or a complex/mixed
response (arguably a sub-category of the confusion/pragmatics shift category). In these five
true backstory so translations, the posters experience the backstory so as having a useful
purpose, and not as expressing any kind of attitude or stance.
Below are selected comments from these translation types. The portion that reads as
a “translation” is indicated by quotation marks (some added by the poster, others supplied
during analysis). Examples (55) through (65) show the condescending type:
99

Translation Type 1: “Condescending/Intellectually Superior”
(54)

“…seeing as you weren’t able to make clear what you were trying to relay to
me, I guess (sigh) I’ll have to process and rearrange it so that it is
comprehensible before I will deign to continue.” To which my statement is
“screw you, you insulting, stilted, controlling twit!”

(55)

…it means “So, as I was pontificating before you interrupted me with yet
another question…”

(56)

“I am better and more educated than you, so maybe you will understand if I
make myself perfectly clear to you.”

(57)

…[I] often detect a sense of boredom and even resentment on the part of the
user, like, “I’ve told this story a million times, to all those who matter, and
now I have to go over it all again with the likes of you? OK, OK great, so…”

(58)

“So..” is perceived as insufficient to bridge the chasm between the
questioner’s doltishness and the answer-lord’s magnificence; “We’re way
smarter than everyone else.”

(59)

“I am now going to educate you” with my answer.

(60)

Wow this person being interviewed on N P R thinks he/she needs to sound
like a self-important intellectually superior snob! We know you’re a geek
already… you don’t have to reassure us of this fact even though you feel
compelled to “hold us spellbound” to your “fascinating” monologue. Get the
#$*@ over yourself already!

(61)

“We are finally at the important part, now that you are done.”

(62)

“ …The speaker is about to enlighten the listener (i.e. in a condescending
way).”

(63)

“Now that you're through with your chatter, I can continue.” It indicates the
speaker believes his listener cannot understand or the speaker is just
ignoring what was said.

(64)

“Now that you're through with your chatter, I can continue.”

(65)

When it occurs… in answer to a direct question, the inquirer’s question is
made to seem something of an intrusion into some ongoing discourse, and the
inquirer seems to be being put in his place, as if to say, “If you will please
shut up I will get on with my own explanation of the matter without any
prompting from you.”
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Shown below in (66) through (70), below, are all four examples of a translation
indicating that the poster believes that the speaker is not only condescending, but fake as
well:
Translation Type 1.5 = “Pretentious/Fake”:
(66)

…I tell them how annoying it is and ask them who they are trying to pretend
to be when they begin a sentence that way.

(67)

…You weave and bob around the issue to make it seem correct while
pandering to stupid people who passed English with a D.

(68)

…If the information isn’t quite accurate, then the speaker can’t really be held
accountable.

(69)

…It comes off to me as a way to sound like you’re tying things together, when
you’re not—simply a way to sound smarter than you are.

Next, Translation Type 2 centers around a perceived violation of the Cooperative
Principle. Grice (1975) defined this principle as being a set of rules that all speakers
generally follow unconsciously, as follows: “Make your conversational contribution such as
is required, at the stage at which it occurs, by the accepted purpose or direction of the talk
exchange in which you are engaged” (p. 46). Staying within the framework of these rules
typically entails following four maxims: The Maxim of Quantity, which dictates that we do
not offer more information than is required; the Maxim of Quality, which dictates that we
stick with saying what we understand to be true and don’t lie; the Maxim of Relation, which
dictates that we stay relevant and do not randomly change the subject, and the Maxim of
Manner, which encourages speakers to be clear when communicating.
What is important about the Cooperative Principle is that, in natural language, we
violate (“exploit”) the maxims every day, such as, for example, when we use metaphor.
Grice’s example of saying “My lips are sealed” (p. 49) shows that, if this idiom were not
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already established and known by both interlocutors, then it would be a violation of the
Maxim of Quality. In addition, we can intentionally flout maxims to express sarcasm or
humor. When Elaine asks Jerry Seinfeld to confirm that she’s a good dancer, he replies, “I
forgot to make my bed” and attempts to exit (Feresten, 1996). In order to avoid answering
her character, who is known on the show to be a terrible dancer, he flouts the Maxim of
Relation by answering a completely different question than the one she asked. We follow
and flout these rules automatically, which is why when Person A asks Person B “Where do
you live?” and person B recites a full address instead of providing the just the city or street,
Person A may wonder if Person B is mentally ill, socially awkward, or about to tell some
sort of joke.
This experience of a violation of the Cooperative Principle is one that can be
analogized to the way people describe perceiving backstory so as being confusing or
illogical. By way of illustration, a selection of comment fragments that fall in this
translation category are shown below, in (70) through (89):
Translation Type 2: “Confusing Pragmatic Shift/Cooperative Principle Violation”:
(70)

When I have asked a question, I already know the topic we’re on, I don’t need
to be guided back on to the topic!

(71)

The responding person begins their response with “So,” and then starts to
give a response that is not even directly related to the question. Like they’re
continuing a response from some prior conversation.

(72)

…offering only an (at best) thematically related narrative rather than a
direct answer.

(73)

It’s as if he’s having a lightning-fast conversation with himself in order to
find the right words as well as his answer.

(74)

The responder is attempting to re-direct the conversation to their own liking.
As if to say, “I don’t really care to respond to what you are saying, but I will.”

(75)

It gives you the impression that the speaker is continuing a thought when in
fact they are starting off a thought.
102

(76)

“Can you please fill me in on what happened before? Since you started with
‘so,’ I assume that you are continuing a story.”

(77)

It is as if the person being interview [sic] was not listing to the interviewer,
but leaping in to continue their story.

(78)

When I hear a response start with “so” I feel sure the respondent is implying
a relevance that may not obtain.

(79)

It doesn't fit the situation.

(80)

It can still cause me to miss what someone’s saying as my head tries to work
out why my, or their, interlocutor has inserted the meaningless and confusing
so.

(81)

It implies a continuation on the speaker’s part of what he or she has already
been speaking, which is false, as nothing has gone before that initial question
and answer.

(82)

Every time someone begins a conversation with “so,” I feel confused, because
it seems like I missed something, or that they began the conversation in their
heads and they vocalised it in the middle of it.

(83)

The respondent is not acknowledging the question directly and appears to be
using it as a base to address (or not address, as is so often the case) whatever
was being asked. The respondent seems to be taking the listener off on a
tangent. The listener then has to infer the connection between the response
and the original question. He or she also has to sit through a lot of
information that may not be pertinent to the question.

(84)

They start their response and start their story saying “so” as if they're
continuing speaking where they left off.

(85)

...non sequiturs, in that they seem to be statements that follow a previous,
unstated, logical development, and the last is simply unresponsive, as are the
answers of most politicians. All of these answers are insulting, both to the
interviewer and to the audience.

(86)

It sounds as if you're starting a sentence in the middle, and just assuming
your audience already knows what took place prior to that thought.

(87)

To me, its [sic] a way of cutting off the conversation and starting in the
middle someplace.

(88)

I think “so” works to create this impression because in its normal use “so”
links one statement to some prior one—as in the paradigm use to mark a
consequence; so it marks the statement it introduces as continuing an
ongoing discourse.
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(89)

...the speaker implicitly feels this to be the continuation of some kind of
monologue which has not in fact been taking place—or at least shouldn’t have
been (even internally) if the interviewee had truly been listening to the
interviewer.

Finally, comment fragments (90) through (93), below, show the translations that
describe backstory so as being a bit pragmatically confusing, but primarily there to serve
the purpose of signaling a long or complicated answer:
Translation Type 2.5: “Backstory so”
(90)

“So” serves as a warning to the questioner that they are tapping a rich vein
that the answerer would rather is left alone.

(91)

I use it to impart the concept that there is information the listener is not
aware of, yet (i.e., a story is beginning).

(92)

“Prepare yourself because this is possibly a longer explanation than you were
expecting.”

(93)

It means, “this story is going to be long, here it is!”

One point that helps support the analysis that the “I’m confused” comments
(Translation Type 2) show a perceived violation of the Cooperative Principle is the fact that,
in the attribute counts (see Section 4.3.5), several posters used a version of the term
“irrelevant.” In some ways, this experience that the backstory so critics describe is
justifiable, because some of the primary functions of so in modern English are to change the
subject or introduce a question (this is confirmed by both native intuitions as well as the
literature; see Bolden, 2009, and more in Section 2.1.3). In other words, it is not merely a
dislike for a feature because it is a new language change, but rather a reaction to a DM’s
traditional use being effectively reversed, or at least expanded in some observable capacity.
Figure 4-1 (below) summarizes the two main categories of “translation” types found
in the data (approximately 52 comments included such a description):
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Figure 4-1. Diagram of the two main “translation” types in the online comments, showing explicit
attitudes of how people interpret backstory so, with their smaller sub-types. Approximately 52
comments provided a “translation” of what backstory so “means” to the commenter.

4.3.6.2.

Societal treatment “translations”: Discussion

The sub-set of Translation Type 1 (sounding falsely intelligent or fake), is a
phenomenon that has been described in the literature before. Campbell-Kibler’s (2006)
research on -ing endings (see Section 2.2) found that some of the subjects did not feel that
speakers who did produce the velar consonant were “better” (the expected result), but
rather that they sounded like they were pretending to be intelligent. This experience of a
standardized speech feature37 as being “voted down” out of solidarity with other nonstandard speakers will appear again in the survey results (Section 5.4.2) where attribute

Backstory so is not standardized, like the velar consonant in the -ing ending, but the discussion
here is on the comment translations who describe “smarty-pants” scientists and NPR experts—a
concept that will be elaborated on in Sections 4.3.7.2.4 and 4.3.8.
37
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“fake” is tested. This concept is also described by Pearce (2015) and by Giles and Billings
(2004), both of which were discussed in Section 4.1.
To understand Translation Type 2, the Cooperative Principle violation translations,
we can return for a moment to Chapter 1, where preliminary evidence was presented to
show that this normally innocuous word possesses significant power when located in a
specific location in the discourse, and this current chapter has provided additional evidence
that this is the case. Here, I turn again to the literature to explore, briefly, the pragmatic
framework behind this translation type.
Jucker and Smith (1998) conclude that “discourse markers do not convey
information directly but they issue instructions and provide advice as to how information
is… to be processed” (p. 197). They further assert that DMs are used as part of
conversational negotiation tactics, specifically to reconcile what the speaker knows with
what the speaker believes the interlocutor knows. Similarly, Hale’s (1999) work on
courtroom interpretation finds that DMs can be more difficult to translate than legal
jargon, in that even with no propositional content, they express intentions, and add
illocutionary force38 to their propositions. Because backstory so is new and undergoing a
shift in usage (see the longitudinal corpus analysis in Chapter 3), it seems that some people
understand that backstory so expresses a certain intention (for example, “I can’t answer
your question yet”), while other English speakers who do not possess backstory so in their
idiolects perceive it as expressing a very different intention.
Bolden’s (2009) theory provides similar context for these translations: She writes
that, in addition to the two traditionally discussed uses, causality (as in my example (18)),

Hale (1999) defines illocutionary force as the strength of an utterance, such as the level of
politeness or the amount of coercion, which contrasts to the illocutionary act of the utterance: a
demand, question, request, etc.
38
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and summary (as in my example (23)), sentence-initial so has two additional main
functions: to launch a new course of action—meaning, to change the subject to something
that has been on the speaker’s mind (as in “So, how about x?”), and to return to topics that
are previously in that same chunk of discourse (as in my example (25)). She shows that it
can be the speaker interrupting herself, and then using so to get back to her story after a
sidebar, or getting back to the earlier topic after unrelated discourse produced by the
interlocutor. This observation contributes to understanding what makes backstory so
annoying to some people: The first familiar type of so—using it to change the subject—is
pragmatically strange when answering a question, and the second familiar type of so—
returning to an abandoned subject—is also pragmatically strange when answering a
question; both could leave the asker confused, in a vague way that can’t be easily
articulated. If the interlocutor has asked a question, she is not expecting it to have already
been explained earlier in the discourse, nor for the answerer to change the subject. Again,
this experience can be understood within the framework of the Cooperative Principle
(Grice, 1975). The Maxim of Relevance includes the expectation that the interlocutor will
answer a question without changing the subject, and the Maxim of Quantity includes the
expectation that the interlocutor will not provide more information than the asker
requested. Similarly, Johnson (2002) (see Section 2.1.3) finds that we historically associate

so with an interviewer role (unless the interviewee is using so to show a result or summary,
or as an intensifier, etc.). In other words, the literature has established how we use so in
English, and it does not include backstory so.
Some of the commenters articulate this nuance impressively, such as the commenter
in (8), repeated here in quotes (this comment was also included in the “translation” analysis
and shown in the example list above, in Section 4.3.6.1): “It is especially annoying as the
initial word in answering a… question, because… it reveals that the speaker implicitly feels
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this to be the continuation of some kind of monologue which has not in fact been taking
place—or at least shouldn’t have been (even internally) if the interviewee had truly been
listening to the interviewer.” Another example is the comment that was shown in (9) and
also in the translation list above: “…Every time someone begins a conversation with so, I
feel confused, because it seems like I missed something, or that they began the conversation
in their heads and they vocalised it in the middle of it.” A third example is the comment
repeated here from (10): “They appear to be evading actually answering the question.”
On the other hand, as we just saw, posters who do not particularly dislike backstory

so eloquently capture the concept of it merely being used as a harbinger of a complex
answer, a “translation” I categorized as a sub-type of the confusing translation type
(Translation Type 2.5). One reason it is a sub-type is the fact that signaling a long answer
is also something that can fall under the category of a violation of the Cooperative
Principle: the Maxim of Quantity. If the interlocutor signals, literally, that more
information than the speaker asked for is on the way, then it is understandable that some
people experience being thrown off by the signal that more information than is required is
on the way. As was shown in (93), backstory so to some people means “This story is going to
be long…!”).

4.3.7. Societal treatment: “Comorbidity” and enregisterment
4.3.7.1.

“Comorbidity”/enregisterment: Methods overview

One of the most useful comment coding categories that took shape in the process of
this analysis was references to “comorbidity.” This column was reserved for a combination
of language pet peeves that people who use backstory so also “commit” (as in, “Thank the
Lordy I’m not alone in finding this SO wank annoying. And you’re spot on about them using
up speak [sic] too—what a bleeding combination—arrrrgh!!!”), as well as the additional
language pet peeves that sprung to the posters’ minds while ranting about backstory so (as
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in, “I heard the vocal fry piece NPR did awhile back. I think that's worse than ‘so.’ Awful.
Like nails on a chalkboard.”). At first, keeping these two types separate (one type was
comorbidity for additional pet peeves that “backstory so people” do, and the other type is
general additional pet peeves of the comment writer) seemed logical. However, due to the
fact that these unelicited comments represent language mavens in a relaxed, sometimes
anonymous, unelicited, free-form environment, the free association (the pet peeves that
follow closely on the trail of so, in an “and another thing!” way) are clearly triggered by
thinking about backstory so. These free-association pet peeves fit with the pet peeves that
posters explicitly label as occurring in the speech of the same people who annoy them with
backstory so, and I grouped them together accordingly.
In Section 4.3.4, I concluded that overt, conscious references to people indexing
backstory so with one gender more than the other were not attested in the set. However,
results of the comorbidity column reveal that covert references to related pet peeves do
reveal some gender associations, by complaining about “comorbid” speech behaviors that
are highly indexed with women.

4.3.7.2.

“Comorbidity”/enregisterment: Overall results

Counting similar pet peeves together in groups resulted in the following
enregisterment-process categories that are conjured by backstory so. These categories show,
again, that it is complicated to index multiple categories and that backstory so is in the
process of being enregistered. The four categories indexed by comorbid pet peeves are as
follows: (1) speaking in a way that negatively indexes (young) women; (2) speaking in an
informal genre/register; (3) speaking in a way that indexes low education, and/or a lack of
articulateness through hedging or hesitating; and (4), speaking in a way that indexes
upwardly mobile professionals, also perceived as sounding pretentious or fake. The
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following sections outline the results within each of these four categories, and include
additional literature where relevant.

“Comorbidity” Type 1: The perceived register of (young) women
“Comorbidity” Type 1: Literature
According to Mackenzie (2017), language deemed acceptable is typically that which
is spoken by people in power. This choice, while initially arbitrary in a linguistic sense, has
significant social consequences. Regarding language variables considered to be exclusive to
women, Davidson (2017) describes many features, none of which are considered positive,
such as upspeak, which refers to the rising intonation of declarative sentences; accusing
middle school girls of “talking like babies”; breathiness, which is rated high on a niceness
scale but low on a dominance scale; creaky voice; and others.
According to Davidson (2017), creaky voice in particular is something that has been
alleged to affect job prospects for women (and, as it happens, avoiding so on job interviews
was mentioned in the Kyff, 2015 article, cited in Section 1.2, and the Graveline (2010) anti-

so article was published on website The Eloquent Woman). People even go so far as to
suggest that women are damaging their own vocal cords, even though creak is a phonemic
feature in languages such as Hmong. Davidson’s research also reports that no complaints
about men creaking are documented so far, even though men creak at similar rates.
Davidson (2017) also found that when young college students are surveyed, they are
noticeably less judgmental about creaky voice, likely because the older generation is more
likely to be struck by new features as foreign, alien, or wrong. Furthermore, Yuasa’s (2010)
study, which concluded, “This investigation of creaky voice usage across gender and
cultures indicates that creaky voice may be a fairly widespread sociocultural practice
among relatively young American women… [and] confirmed that female speakers utilize
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creaky voice significantly more than their male counterparts” (p. 332); also see the This

American Life episode in which women hosts are attacked by show listeners for creaking,
while male hosts, despite significant creak levels, never receive such criticisms (Glass,
2013). The Yuasa (2010) study found rates to be higher in women which is contra Davidson
(2017), who found only slightly higher rates, but more importantly, it shows a perception of
creak as a “women’s speech” feature.
Another example of a speech feature associated with women that commenters
complained about is upspeak. Underhill (1988) defined upspeak as the rising intonation at
the end of a sentence when not asking a question, and cites Lakoff (1975) as identifying it
as a form of hedging “particularly in women’s speech” (as cited in Underhill, 1988, p. 243).
Lakoff (1975) herself at the time wrote that this feature was motivated by a wish to avoid
sounding assertive (p. 107). It’s likely that what upspeak signifies on the part of the
speaker has changed somewhat since then, but the important point is that, as a feature, it
overwhelmingly indexes women.
Yet another example of a feature that commenters complained about is like,
attitudes toward which are described by Buchstaller (2006) as the belief that it “epitomizes
‘mall-speak’” and belongs to stereotypes of uneducated women (p. 17). Attitudes toward
quotative be like are described by Buchstaller (2006) as a belief that it “epitomizes ‘mallspeak’” and belongs to stereotypes of uneducated women (p. 17).
A final example is intensifier so, and intensifiers in general, and their association
with both informality and women, dating back a very long time; Tagliamonte and Roberts
(2005) explain:
Intensifier use has long been associated with colloquial and nonstandard usage…
Partridge (1970) calls so “a weak and slovenly form of expression.” According to him,
‘much’ or ‘very’ is preferable… and intensifier use [in general] is associated with
women. Jespersen (1922, p, 250) notes that “the fondness of women for hyperbole will
very often lead the fashion with regard to adverbs of intensity.” Certain intensifiers
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are even thought to be specifically “female” (Key, 1975, p. 75). For example, in the
eighteenth century, Lord Chesterfield noted the novel use of vastly by women
(Jespersen, 1922, pp. 249–50). Stoffel (1901, p. 101), writing at the turn of the
twentieth century, claimed that the use of so in particular is “purely feminine.” More
recently, Lakoff (1973, p. 15) referred to so as a noncommittal, characteristically
female intensifier. (p. 285)
The next section of results will show that many commenters group these alleged
“women’s language” features with backstory so, and after this discussion, the results will be
summarized/illustrated in Figure 4-2.

“Comorbidity” Type 1: Results
Details on the pet peeves in the backstory so comment corpus that also index the
perceived speech of young women are as follows: The pet peeves include creaky voice
(mentioned five times); ending sentences with “right?” (mentioned three times); quotative or
focuser like (mentioned seven times); upspeak (mentioned seven times), you know
(mentioned twice); and “saying ‘HELLOOOO!’ loudly when they disagree with something”
(mentioned once); intensifier so (mentioned once). I conclude that despite not many
instances of comments that explicitly say “women are the ones who say backstory so”, a
significant portion of this population conflates backstory so with other speech features that
are strongly associated with young, unintelligent women.

“Comorbidity” Type 2: The perceived speech of the underprivileged
This category of co-occurring pet peeves describes speaking in a way that indexes
low education, and/or a lack of articulateness through hedging or hesitating. This category
might be best described as one of the few true forms of prescriptivism (as it is understood by
linguists) in this comment corpus; imposing rules on speech that are based on literacy
standards and levels. These pet peeves are reminiscent of Heyd’s (2014) work on grassroots
prescriptivism, in that they have a similar flavor to the online photo blogs that mock
punctuation errors.
112

This list is as follows: Fillers used for hedging, including um and uh (mentioned five
times); spelling errors (mentioned three times) such as would of, “Ebonics,” irregardless,
and the incorrect past tense of plead (all mentioned once each). These co-occurring pet
peeves indicate that a substantial number of people who criticize backstory so associate its
use with people belonging to a low socio-economic status, as identified by shibboleths that
mark their literacy/educational levels, their appearance of being less articulate via rates of
hedging, and in the one inappropriate mention of “Ebonics,” even with an ethnic minority.

“Comorbidity” Type 3: The perceived speech of an informal register
“Comorbidity” Type 3: Literature
Informal registers are a frequent target of prescriptivists, and it is also understood
that informality is largely associated with youth. Young people in general are members of
society who lack the levels of social prestige and power that are inherently associated more
with matured adults.
Whether a comorbid pet peeve is one known to index informality/youth is largely
determinable by common knowledge, but there is also some literature that confirms
intuitions about informal markers. For example, Cowper and Hall (2002) “conclude that
unstressed this and these bear a marked [informal] register feature, which make them
unavailable unless the context is informal.” In more formal registers, specific indefinite
plural DPs are realized with determiner some or Ø instead. Their example is the contrast
between “Like, there were these dogs running all over the yard” and “There were Ø dogs
running all over the yard” (p. 42). This and the other pet peeves discussed in the next
section similarly belong to a register of informality.
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“Comorbidity” Type 3: Results
Details on the pet peeves that index the perceived speech of an informal register is
as follows: The list of features includes lol, basically, beginning answers with look, dangling

but, historical present, look in general, nice, seriously, sort of, starting sentences with yeah,
tag questions, unstressed deictic demonstratives [=this], yeah, really, and dangling so (see
Footnote 5). Each one of these was mentioned once, except dangling so, which got two
nominations. While there is no question that substantial overlap may exist between this
category and the category of speech features indexed with (young) women established as
“Comorbidity” Type 1 in the previous section, this list of features is likely to be associated
with young people in general, and less marked as being exclusively feminine. I conclude
that backstory so partially indexes an informal register typically associated with young
people.

“Comorbidity” Type 4: Upwardly mobile professionals
Finally, the comorbidity column of additional pet peeves included a section of
comments indicating that backstory so “people” speak in a way that indexes “belonging to
upwardly mobile professionals” (my expression), and this includes being perceived as
sounding pretentious or fake (this comorbidity/register type overlaps with Translation Type
1 from Section 4.3.6). These pet peeves include absolutely for yes (three counts); prefacing
an answer with sure (three counts); other “buzz words”; we’ll circle back to that, and

moving forward (one count of each).
This type contrasts with the first three (women, young people, and underprivileged
people) in that it indexes people associated with social power, influence, and prestige, as
well as people who are believed to be attempting to come across that way. Yet, while this
comes as a surprise in that it does not align with our traditional notion of prescriptivism, it
bears a resemblance to Pearce’s (2015) study on prescriptivists who bond by mocking people
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who speak in ways that index their social prestige, and by maintaining the “purity” of their
own vernacular (see Section 4.1). It is also reminiscent of the concept of Silicon Valley/Tech
Bro speech, something that will be returned to in Chapter 5. Finally, in some ways, its
contrast with the first three “comorbidity” types is not illogical because this “upwardly
mobile professional” is still being mocked and described in a negative way by these
comments; the negative tone is the common thread that connects all four types.
The four enregisterment types are illustrated below, in Figure 4-2:

Figure 4-2. “Comorbid” pet peeves illustrated in word clouds, as found in the comment data. The
lower three overlapping clouds share a lack of social power, in contrast to the fourth pet-peeve
grouping.
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4.3.8. Societal treatment: Final stereotypes
Finally, in order to explore the overall stereotype roles that backstory so indexes, I
coded for “who does” backstory so, meaning any time the commenters referred to a type of
person or specific person they felt backstory so represented. Combining the entries in this
column along with other components of the post for context, and also collapsing terms that
differ but describe roughly the same concept (such as “academics” with “professors”), I
arrived at a final “stereotype.” Further combining stereotypes that naturally group
together, such as scientists (mentioned five times), academics or professors (mentioned
about 10 times), business executives (terms like “management speak” and “boss” went to
this type), Tech Bros (references to Mark Zuckerberg, Silicon Valley, etc.), and politicians
(mentioned around six times), I arrived at a “Men in Power” stereotype. This grouping
name rests on the logical assumption that the stereotype of politicians, academics, etc. is
overwhelmingly male. The total count of the “Men in Power” stereotype was 40, out of 90
comments that included such a reference to a specific type of person or role.
For the second final stereotype, there was some overlap in descriptions of young
people as well as women and people lacking education (in other words, a lot of these
comments seemed to simultaneously refer to two or three of these types). This led to a final
stereotype of people lacking in prestige, and included “liberal hipsters,” typically associated
with youth as well. These comments described the backstory so person with terms like
“unsophisticated,” “ignorant,” and “incorrect English,” and the term “hipster” was used
twice, along with “hip” once, and one commenter who said “I bet it started in California, the
ultra liberal, bankrupt state.” This stereotype is called “Liberal Hipsters” here, for lack of a
more inclusive term. Its count was 29 instances.
The overall final stereotype that emerged in the data was “Media Experts,” due to
the high frequency of references to NPR (guests and hosts) as well as anchorpeople. This
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stereotype is not typically associated with men more than women, though it is similar to
the Men in Power stereotype because it indexes affluence, or prestige/social capital. Its total
count was 21.
In Section 4.3.7 on enregisterment of backstory so and its and co-occurring pet
peeves, I identified four categories of perceived registers that backstory so belongs to: (1)
speaking in a way that indexes (young) women; (2) speaking in an informal register; (3)
speaking in a way that indexes low education, and/or a lack of articulateness through
hedging or hesitating; and (4), speaking in a way that indexes upwardly mobile
professionals, often also perceived as sounding pretentious or fake. The analysis here of
stereotypes reveals a dichotomy that is similarly multi-faceted, and also split between
upwardly mobile people in power, and people lacking in power. However, stereotypes of
people in power represent the majority of the three, unlike the comorbidity groupings. This
shows, again, that backstory so is undergoing enregisterment, and concurrently indexes
multiple stereotypes and social categories. This stereotype analysis is also in alignment—
perhaps even more so—with Pearce’s (2015) discovery of prescriptivists who in fact
“prescribe” something that does not index upward mobility or prestige, but the opposite:
pride in belonging to a class of people who are authentic and who lack certain levels of
expertise and professional success, but choose to identify with this status openly.
The image below (Figure 4-3) illustrates these three final stereotypes that emerged
in the comment data:
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Figure 4-3. Stereotypes in the comment data. Size of the stereotype box indicates the ranking of
frequency of each stereotype.

Societal treatment study: Conclusions
This chapter presents an analysis of comments posted in response to articles about
“backstory” so posted online. The language attitudes expressed in these comments were
analyzed in a societal treatment study showing considerable complexity and nuance. While
they appear to index multiple English registers and multiple stereotypes, they also
illustrate patterns that remain consistent enough across analysis angles to confirm that the
comment body as a whole is authentic and representative, and that backstory so triggers
genuine negative reactions among most of the commenters.
This chapter has illustrated that the online commenters are aware of the answerpreface location in the discourse as being particularly salient; that they agree that it is a
rapid language change (new); that they overwhelmingly react negatively to the people who
say it (i.e., each comment’s binary value is more likely to be critical than not); that they do
not explicitly believe that they index backstory so as female or male. It has also shown that
the individual terms/attributes attributed to backstory so are overwhelmingly negative but
also very varied.
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This chapter has also demonstrated that when people provide a “translation” of what
backstory so means to them, they overwhelmingly describe its users as either
condescending/intellectually superior, with undertones of phoniness, or as engaging in
using so through a meaning shift that is legitimately occurring in English: The pragmatic
effect of discourse marker so is undergoing a change in a direction that many English
speakers would not expect, and a few commenters even perceive the fact that it marks
insufficiency or signals a (long) backstory. This second translation type expresses the
experience of a violation of the Cooperative Principle, as per Grice (1975).
Next, by examining the pet-peeves that are believed to co-occur in people who have
backstory so in their English repertoire, this chapter established and described four social
types that backstory so is being enregistered into: (young) women, the underprivileged,
young people speaking informally, and (paradoxically), upwardly mobile professionals. This
analysis shows that, unconsciously, some people do associate backstory so with registers
that are relegated, broadly speaking, to people who flaunt social and linguistic norms and
annoy middle class sensibilities, while some people associate it with (young) women whose
language practices are stigmatized and viewed as deviant.
Finally, by examining the more overtly-named stereotypes that backstory so
conjures for people, this chapter showed three distilled stereotypes: (1) Men in Power,
which is made up of references to politicians, Silicon Valley professionals, professors,
academics, and scientists; (2) Media Experts, including references to NPR, anchorpeople,
and experts being interviewed, with little reference to gender: and (3) Liberal Hipsters, a
bit of a catch-all category that included references to women, young people, hipsters,
liberals, and other people of lower socio-economic status than the first two. The Men in
Power stereotype was referenced the most, while the Media Expert stereotype came in third
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place of the three. This analysis shows that, unconsciously, some people do associate
backstory so with men, at least indirectly so via a very male archetype.
In the next chapter, the attributes collected here will be applied to a matched guise
survey designed to collect implicit language attitudes toward backstory so.
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CHAPTER 5: Implicit Language Attitudes
5. Controlled Judgment Experiment(s)
This chapter attempts to answer the research question(s) “Can these language
attitudes toward backstory so be captured under implicit/indirect circumstances? Do such
implicit language attitudes match/reflect the collected/established explicit attitudes of the
societal treatment study? Do these negative language attitudes systematically index any
specific social groups or categories?” In other words, it aims to substantiate—and enhance
understanding of—the findings of Chapter 4’s analysis of explicit attitudes and indexicality
associated with linguistic feature backstory so.

What is this really about? Language attitudes and stereotypes in the literature
As Campbell-Kibler (2006) puts it, sociolinguistic variables must be understood not
only in how they are structured, but in what sort of information they convey to listeners;
these variations carry social meaning and influence the perception of the speaker by the
interlocutor. Yet, language attitudes can be made up of surprising contradictions, or at
least, of unexpected collections of perceived attributes. For example, Dailey-O’Cain (2000)
found that like-users were assessed as less intelligent, but more likeable. This was
surprising due to the understanding that like usage is generally viewed negatively, but in
line with much of the research on language attitudes which shows that speakers are
generally evaluated differently along two dimensions: status and solidarity (for example,
Dragojevic, 2017). Dailey-O’Cain (2000) also found that survey evaluations were
higher/more positive than the attitudes that were reflected in the participants’ overt
comments about like. Attitudes toward like in this study ranged from viewing like as
negative when asked about social standing of the user, but positive when asked about
criteria concerning solidarity. Survey data revealed associations with being “Valley Speak,”
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and “bad grammar,” with the speaker being “an airhead,” with being uneducated, with
being lazy, with showing “poor use of English,” and with being something that impedes
communicative success (pp. 70, 74). Yet, survey data gathered after participants listened to
a recording of natural speech with the likes either present or removed resulted in the
following overall stereotypes: Speakers with like were perceived as being more attractive,
cheerful, friendly, and successful, yet less educated, intelligent, and interesting. In other
words, scalar evaluations were a mix of positive and negative, and, they were higher than
was reflected in the negative comments by the same subjects (p. 74).
The survey results presented in this chapter ultimately demonstrate a similar
dichotomy. Findings of my pilot survey, a matched-guise reading task to be outlined in
Section 5.3, proved very minimal, but were utilized to better design the main study, Survey
2, a matched-guise listening task, which yielded strong results; these will be presented in
Section 5.4.

The matched guise technique
Some of the earliest work in developing the matched guise technique is that of
Lambert, Hodgson, Gardner, and Fillenbaum (1960). They played recordings of the same
passage in English and French, in order to determine how subjects would rate
characteristics, including attributes like height and good looks, in addition to likeability
and intelligence, of the voices. In order to ensure that the guises (the languages) matched,
they used bilingual speakers to record both language versions of the passage. The
surprising results showed a favorable attitude toward English over French by both
Anglophone and Francophone subjects—again, even though the English and French
recordings that the subjects heard were spoken by the same person.
One of the most fundamental principles of the matched guise is that only one
element should be changed across conditions (whether in a between- or within-subjects
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design), so as to exclude the possibility that differing reactions/ratings by subjects could be
due to other factors, such as voice, speed, gender, handwriting, volume, etc.
Studying language attitudes and perceptions via the matched guise technique
originated from work by Lambert (Lambert et al., 1965; Lambert, 1967, as cited in
Campbell-Kibler, 2006). Campbell-Kibler (2006) explains:
This approach uses the study of perceptions of linguistic traits as a foil for
investigating covert attitudes regarding groups of people. Because linguistic prejudice
is frequently more socially sanctioned than other forms, Lambert and his colleagues
hypothesized that respondents would express their opinions more openly if the
responses were prompted by linguistic performances. (2006, p. 13)

Matched-guise Survey 1: Reading task
This pilot study implemented a reading task: Subjects read a short Q&A
conversation and then were asked to rate the person answering the questions. A reading
task was originally chosen for several reasons: First, due to being low-tech and faster to
create and launch (when compared to creating and editing voice recordings for a listening
task), and second, to see how salient (or not salient) backstory so is when read in a script. A
third reason was the benefit of the ability to test whether backstory so was more likely to
index women or men, because in writing, there are no voices to indicate gender, and
creating a gender-free script was straightforward. This design was originally planned with
the intention of creating the follow-up listening-task survey if the reading-task results were
not meaningful or significant. I did not hypothesize that the reading task was necessarily
likely to suffice on its own for this research, but chose to find out for sure.

5.3.1. Matched-guise Survey 1: Methods
The study ran a between-subjects measure: The experimental group read a short
dialogue with three Q&A dyads, and in all three dyads, “Person B” answers “Person A’s”
question with a backstory so followed by a comma. The control group read the exact same
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dialogue except that it had well in place of so. This well guise was chosen as a control due to
this DM’s established pragmatic effect of also signaling a backstory/marking insufficiency,
yet not being at all new in Modern English, nor having any known negative stereotypes or
attitudes associated with it (see Chapter 2). Backstory so was also contrasted with well by
multiple commenters, as shown in Chapter 1. A within-subjects design would not have
worked well, in that subjects would have noticed the difference between the so and the well
responses right away, eliminating the usefulness of a true matched-guise technique.39
This survey was administered online using Qualtrics software. I chose a seven-point
scale for the attribute ratings (0–6), making three the mid-point, which theoretically allows
subjects to “opt out” of a forced-response question. This number was also chosen because
seven-point scales are documented to typically be the longest number humans assess
comfortably, according to SurveyMonkey documentation, and, because scales that give
three or four choices are less likely to uncover nuances in attitudes (W. Haddican, personal
communication, 2017).
The scalar items were randomized, and all items were required, except an “any more
thoughts?” free-entry box at the end, and a question asking for the subject’s income (due to
pilot comments indicating that some people felt uncomfortable putting such information
into a web form, even an anonymous one). I prohibited backtracking, in order to get initial
reactions and prevent people from attempting to go back and alter or hide their natural

This is not to say that within-subject designs don’t work for matched guises; they certainly can,
and did in the case, for example, of the original Lambert et al. (1960) French/English language
prestige study, in that subjects could not tell that the “speakers” were one person.
39
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biases, but I did not time subjects. RT (reaction time) was not relevant for this type of
study, while it is for many grammaticality judgments.40
The survey opened with a consent page, including IRB approval and contact
information, and next, it displayed the conversation, with instructions to read it at one’s
leisure. The next screen repeated the dialogue, and presented one attribute at a time,
asking subjects to “rate person B on the following scale.” This was followed by questions
asking subjects to guess demographic categories (such as race and ethnicity) about “Person
B,” then by a question asking if subjects thought person B answered questions like the
subject would answer questions, and an optional “Any more thoughts about Person B?” freeform text box. The survey ended with a final eight-question demographic questionnaire to
collect subject metadata. This part asked for age, ethnicity, language background,
educational level, place of upbringing, whether they were linguists, and if they had any
language pet peeves. This questionnaire came at the end so as not to influence the subjects
in any way while they assessed “Person B.”
The attribute questions were all randomized to avoid order effects. Similarly, the
two demographic sections (one about Person B, and one about the survey taker) both made
use of checkboxes, all of which were randomized within each question, to avoid order
effects. I included two attention filter questions (e.g., “Choose 2 for this question”), with
skip logic to remove any subjects who may have been answering randomly. I also set both
attention filter questions to appear in the same order each time (approximately one-third of

Cargile (2002) investigates whether a time constraint in controlled judgment experiments affects
how true any gathered language judgments may be. The motivation for this is the possibility that,
when given time to think, some subjects who hold negative language attitudes may temper these due
to social awareness and a wish to avoid discrimination. He did find effects of time constraint in his
study, but only slight effects. Due to the nature of my study, I argue that, alternatively, timed
responses might increase stress levels and possibly encourage subjects to choose answers at random
in order to meet the time constraints.
40
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the way in and two-thirds of the way in), while still keeping the attribute questions
randomized around the fixed locations of the skip logic questions. This was done to prevent
the attention filters from coming first, last, or adjacent to each other.
Subjects were recruited by sharing the survey on social media platforms Facebook,
Twitter, and LinkedIn, by posting the survey link on my accounts, and also by sharing it in
LinkedIn groups like Grammar Girl and Grammar Geeks, each of which have thousands of
members. The link was shared as a “language survey,” a name vague enough not to suggest
the nature of the study, but still relevant enough to the group’s subject area to interest
people, and this collected over 80 responses in each guise in just a few days. Subjects were
not paid for their participation. The average time to completion, according to Qualtrics
survey metadata, was approximately 17 minutes.

5.3.2. Survey 1: Stimuli
The conversation was formed out of three natural examples I had collected and
slightly adapted. The first slide of the survey itself, after consent, appeared as follows:
Read the conversation below:
A: I’ll be asking you a series of interview questions about how you are settling in
here. First off, are your classes on weekends?
B: So, one class is on Wednesdays, but the second class meets on Saturdays, yes.
A: When you are coming up with a project for work here, what is your decisionmaking process like?
B: So, I actually think when you do stuff well, you shouldn't have to do big, crazy
things. You want to actually evolve in a way where you’re working with your
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community, and learning, and in that way I try to make the decisions in a
collaborative way, or a communal way, by including others at the office.
A: In a general sense, do you like your new job?
B: So, kind of. I like the people and the environment, but I find it strange to be
working with such a politically diverse range of clients.
For all upcoming questions about person B, think about how person B expresses
ideas, not what person B says.
For each attribute question (“Rate person B on the following scale”) slide, the conversation
was repeated with the heading “This is the same dialogue you read before” in parentheses.
For screenshots of the consent form and conversation, see the Appendix: Survey Materials).
In the well guise, the speakers were labeled “Person C” and “Person D,” primarily for clarity
purposes throughout data collection and analysis.
The demographic questions about Persons B and D covered race, ethnicity, sex, and
sexual orientation. These questions were presented in a matrix, allowing subjects to see all
ethnicity categories at once, and then all gender/sexual orientation questions at once. These
questions were also worded in a reverse scale, in order to prevent subjects from censoring
themselves, as follows: “How surprised would you be to learn that person B is a straight
woman?” For analysis, the output for these question types was reversed with an Excel
formula before scores were averaged and put into SPSS, in order to accurately assess how
“straight,” “African American,” etc. the subjects imagined the question answerer to be.
The attributes were chosen in a few ways: From the explicit-attitude comments
analyzed in Chapter 4, and also from existing literature on language attitudes toward
similarly stigmatized linguistic features, such as Dailey-O’Cain’s (2000) study on like and
Campbell-Kibler’s (2006) study on -ing/-in. In some cases, their selection was determined by
both: While “Valley Girl: came up only twice in the comment corpus, that fact combined
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with the fact that this concept comes up often in the literature on language attitudes is
enough of a motivating factor to test that attribute across the population.
The 21 attributes selected were: Masculine, Feminine (to test whether backstory so
is perceived as occurring at higher rates in either men or women);, like a Valley Girl,
Mature (to test for indexing youth); Formal, Articulate, Professionally Competent41,
Speaking English correctly, Educated, Intelligent, Knowledgeable (to test for associations
with informal registers and lower prestige); Annoying, Fake, Condescending,
Authoritarian42, Off-putting, Trendy (to test for the lack of likeability reflected in the
comments in Chapter 4); Likeable, Friendly, Confident43 (to test for the likeable-butunintelligent dichotomy found by Dailey-O’Cain, 2000, and others); and Polite (a way to test
for rudeness by allowing subjects to choose 0 for “not at all polite.” Using “Polite” on a scale
instead of “Rude”—and “Mature”/”Not mature” instead of “Immature”—was an attempt to
better catch implicit language attitudes without forcing people to necessarily feel they were
being too critical or judgmental). An example of the score-label dyads is “0 (Not at all

This attribute was also partly inspired by the Graveline (2010) article because it was written
specifically about how women should not to use so in order to succeed in the workplace.
41

This term I used accidentally, instead of authoritative, partly because it did come directly from one
of the comments, although that poster may have intended to use the term authoritative as well.
Authoritative did not in fact appear anywhere in the comment corpus, though there were three
additional references to “authority.” The results of this attribute could theoretically be disregarded
due to using the wrong term, although most of Survey 1 did not yield results anyway, making the
issue moot.
42

There is overlap between the super-categories of these attributes; confidence is something that
could be indexed with likeability, and also with professional competence. This will be explored more
in the results of Survey 2, in Section 5.4.2.
43
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friendly,” and “6 (Very friendly).” The remaining five score points were numbered, but not
labeled.

5.3.3. Survey 1: Results
5.3.3.1.

Survey 1 results: Subject pool

Survey 1 was completed by 172 subjects. The experimental condition (with “person
B” answering three questions prefaced with so, asked by “person A”), had 84 participants, of
whom 59 (70%) were women, with an average age of 51.
Out of the 84 subjects who participated in the so guise, 61 grew up in North America
(this figure includes all U.S. and one Anglophone Canadian), and 47 of them are
monolingual English speakers. Fourteen have knowledge of a LOTE (Language other than
English). The remaining 20 who grew up abroad consist of 17 native English speakers, of
whom five are monolingual, and 12 are native speakers with some knowledge of/competence
in a LOTE. The international Anglophones came largely from Australia, the U.K., Scotland,
and South Africa. Only three of these international subjects are non-English dominant,
from non-Anglophone countries.
The control condition/well guise—the dialogue with “person D” answering questions
prefaced by well—collected 88 responses, of whom 65 (74%) were female, with an average
age of 49 (both very similar to the so condition subjects). Among the 88, 61 grew up in the
U.S. and Canada (all of the Canadians were Anglophone), and 47 of these 61 are
monolingual. The remaining 14 are native English speakers with some knowledge
of/competence in a LOTE. The remaining 23 who grew up abroad consist of 17 native
English speakers, of whom 10 are monolingual and 7 possess some knowledge
of/competence of a LOTE. The international Anglophone countries include Australia and
the U.K. Only six of these international subjects are non-English dominant, from nonAnglophone countries.
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5.3.3.2.

Survey 1 subjects: “Linguists” in the subject pool

One possible confound in distributing a linguistics survey that is partly based on
prescriptive grammar and language attitudes is that if descriptive linguists participate, the
results could be skewed; ideally, we have abandoned many of our language and grammar
biases, or at least we attempt to suppress them. To screen for this, I included the question
“are you a linguist?” and at first glance, the survey net seems to have caught many: Fortyone of the 172 subjects (24%) answered “yes” (and these numbers were roughly the same
across guises). However, two pieces of information make this unlikely to be true: One fact is
the nature of the responses to the follow-up question “Do you have any language petpeeves?” This question was answered “yes” by 28 (16%) of 41 of the self-named “linguists,”
and the comments that followed when prompted to name the peeves included overtly
prescriptivist attitudes not common of linguistics scholars (“butchering of other languages
by Americans....”; “Poor grammar”; “dislike split infinitives and passive voice”; “using words
incorrectly,” etc.) Further, many of the participants came from LinkedIn, where I had
shared the survey in “grammar-fan” groups. This leads me to conclude that a small enough
percentage of the subject pool consists of real linguists, and that in fact, not excluding them
kept the pool representative of a mixed population. I did, however, update this inquiry on
the follow-up survey, for clarity (including a reference to scholarship and to descriptivism);
this design update will be outlined in Section 5.4.

5.3.3.3.

Survey 1 results: Main scalar attributes

The following results are for the 21 personality attributes. I ran an independentsamples, two-tailed t test in SPSS (see means and standard deviations in Table 5-1, below).
The results were as follows: In the attribute Masculine, so and well were rated exactly
equally on the 0-6 scale (again, this makes 3 the neutral midpoint), with an average of 2.69,
yet so was rated slightly higher on the Feminine scale at 3.15, and well at 3.11. On the
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Mature scale, so also ranked lower. I group these three attributes as a measure of social
power (gender and age). None of these values were statistically significantly different.
In attributes measuring social prestige, so scored “worse” than well in all attributes:
talking more like a Valley Girl, being less Formal, less Articulate, speaking English less
correctly, being less Confident, and being less Educated. However, the differences are
small, and none statistically significant except for Valley Girl, p = .04. So scored higher on
Intelligent but lower on Knowledgeable, but the differences are small, and neither
difference is statistically significant.
The remaining nine attributes are grouped here—in the context where Person B
could be either a man or a woman—as assessing likeability: Annoying, Fake,
Condescending, Likeable, Authoritarian, Off-putting, Polite, Friendly, and Trendy. While so
did score worse on all of these, an anticipated result based on the explicit comment
attitudes (discussed in Chapter 4), none of the mean differences were statistically
significant except for Fake (p = .04), and Annoying (p = .02). These mean scores are shown
below, in Table 5-1:
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Table 5-1. Scalar attribute mean values and differences, with standard deviations (Survey 1)

Attribute

so (n=84)

Masculine

2.69
(1.10)
3.15
(1.26)
2.55
(1.08)
3.06
(1.71)
1.51
(1.28)
2.79
(1.39)
2.78
(1.22)
3.29
(1.65)
3.17
(1.30)
3.38
(1.19)
3.47
(1.11)
3.11
(.99)
3.64
(1.63)
2.63
(1.53)
1.81
(1.46)
3.18
(1.16)
1.64
(1.21)
3.26
(1.45)
3.55
(1.10)
3.76
(1.05)
3.49
(1.21)

Feminine
Mature
Valley Girl
Formal
Articulate
Professionally
Competent
English
Confident
Educated
Intelligent
Knowledgeable
Annoying
Fake
Condescending
Likeable
Authoritarian
Off-putting
Polite
Friendly
Trendy

well (n=88)
2.69
(1.26)
3.11
(1.24)
2.67
(1.40)
2.53
(1.66)
1.54
(1.17)
2.89
(1.38)
2.92
(1.39)
3.59
(1.59)
3.42
(1.50)
3.48
(1.14)
3.44
(1.59)
3.16
1.32
3.08
(1.59)
2.17
(1.51)
1.67
(1.57)
3.22
(1.28)
1.50
(1.25)
2.92
(1.58)
3.80
(1.27)
3.88
(1.28)
3.23
(1.15)
*p < .05

Mean diff.
0
0.04
-0.12
0.53*
-0.03
-0.10
-0.14
-0.30
-0.25
-0.10
0.03
-0.05
0.56*
0.46*
-0.49
-0.04
0.14
0.34
-0.25
-0.12
0.26

Interpretation
no difference
(power/gender)
so is more feminine
= worse (power/gender)
so is more immature
= worse (power/age)
so is more Valley Girl
= worse (prestige)
so is more informal
= worse (prestige)
so is less articulate =
worse (prestige)
so is less competent
= worse (prestige)
so is less correct
= worse (prestige)
so is less confident
worse (prestige)
so is less educated
= worse (prestige)
so is smarter
= better (intelligence)
so is less knowledgeable
= worse (intelligence)
so is more annoying
= worse (likeability)
so is more fake
= worse (likeability)
so is more condescending
= worse (likeability)
so is less likeable
= worse (likeability)
so is more authoritarian
= worse (likeability)
so is more off-putting
= worse (likeability)
so is ruder
= worse (likeability)
so is less friendly
= worse (likeability)
so is trendier
= worse (likeability)
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Table 5-2, below, shows only the mean differences that are statistically significant:
Table 5-2. Statistically significant scalar attribute mean values and differences, with standard
deviations (Survey 1)

Attribute

so (n=84)

Valley Girl

3.06
(1.71)
3.64
(1.63)
2.63
(1.53)

Annoying
Fake

well (n=88)
2.53
(1.66)
3.08
(1.59)
2.17
(1.51)
*p < .05

Mean Diff.

Interpretation

0.53*

so is more Valley Girl

0.56*

so is more annoying

0.46*

so is more fake

In order to re-examine the lack of statistical significance in most of the scalar items,
bivariate correlations were run on the scores of both guises combined, followed by a
dimension reduction of factors with a principal component extraction, to create grouped
variables. The correlations showed logical groupings, indicating that subjects were
answering the prompts honestly, and not in unexpected ways (for example, trait Masculine
was negatively correlated with Feminine, etc., in both guises), so creating factors out of
combined variables was straightforward, and could theoretically have been completed by
instinct, but having the correlation results to confirm the groupings was useful. In other
words, the correlations indicate the ways in which subjects naturally tended to associate
attributes with other attributes, regardless of the condition or of how high or low their
ratings were, allowing me to assess these groupings without imposing my own
understanding of stereotypes.
We only grouped attributes if they were positively correlated at values greater than
|.40|. All correlations were significant (p<.01). Independent-sample t tests were then run
on the following five combined factors: Factor 1: Intelligence (Intelligent, Educated,
Professionally Competent, Knowledgeable, and Speaking English Correctly); Factor 2:
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Likeability (Polite, Likeable, Friendly): Factor 3: Formality (Formal, Articulate, Mature,
Authoritarian); Factor 4: Dis-likeability 1 (Condescending, Fake), and Factor 5: Dislikeability 2 (Annoying, Off-putting). The two-tailed t tests run on the five combined factors
did not have significant results between the compared groups of means, except the factor
“Dis-likeability 2” (Annoying and Off-putting together); p = .02). However, even this result
does not really provide new information, because the attribute “Annoying” was already
found to be significantly higher in the so condition during the individual t tests.

5.3.3.4.

Survey 1 results: Ethnicity and sexual orientation

In addition to the 21 personality attributes, Survey 1 also included 14 demographic
questions (e.g., “How surprised would you be if Person B were white?”) about “Person B” or
“Person D,” totaling 35 attributes assessed on the seven-point scale. These additional 14
categories showed even less meaningful differences across conditions. The means varied
only slightly, and none to any degree of statistical significance. These categories were also
included in the bivariate correlations, but none correlated enough to be grouped with the
personality attributes in the correlations or the principal component analysis. This lack of
significant results, however, is not in fact out of line with this dissertation’s hypotheses;
this will be explained in the results of Survey 2 (Section 5.4.2.3.4).

5.3.3.5.

Survey 1 results: Non-scalar items
Survey 1 results: Self-comparison

Most survey-takers communicated that they would not answer questions like the
person being interviewed in either condition, but on average, they were even less likely to
feel similar to the so guise than the well guise. This result is to be expected if so is truly
viewed negatively overall. Sixty-five subjects (77%) answered “no” to the question “Does
person B answer questions in a way you might answer questions?” for the so guise. In the
control condition, 56 subjects (63%) said “no” when asked if they would answer questions
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like the well guise). These results, along with the results of the “yes” and “maybe” answers,
are summarized below, in Table 5-3 and Table 5-4:
Table 5-3. So condition: “Does person B answer questions in a way you might answer questions?”

No
Yes
Maybe
Total

65
6
13
84

77.38%
7.14%
15.48%
100%

Table 5-4. Well condition: “Does person D answer questions in a way you might answer questions?”

No
Yes
Maybe
Total

56
8
24
88

63.64%
9.09%
27.27%
100%

Survey 1 results: Age
There was no substantial difference in the average guessed age for the so speaker
(just under 25.5 years) and the well speaker (just over 24.5 years). The only additional
information about perceived age are the final comments, in which the word “young”
appeared five times for so, and four for well, indicating roughly the same perceptions across
guises. This result provides further evidence that reading backstory so is not sufficient to
collect attitudinal data; subjects were rating the conversation, and not the discourse
marker.

Survey 1 results: Free-form comment analysis
I analyzed the Survey 1 comments as follows: First, I made a note when a comment
indicated that the subject had noticed the DM-prefacing. I came to a final tally by including
observations about the DM-prefacing in the pet peeve comments as well as the “Any more
thoughts?” prompt. In each guise, seven subjects (14 total) indicated that they noticed the
DM-prefacing. For example:
135

•

The fact that every sentence starts off with “Well” says something—it’s a
learned speech pattern but I can’t tell if it’s regional or psychological. It feels
more feminine than masculine, less confident than confident.

•

It's quite noticeable that the person begins each sentence with “So.” I can
actually remember the first time I head [sic] someone randomly (with no
prior conversation or reference) begin a sentence that way, and it sounded
completely wrong to me. It still sounds wrong to me today, even though this
manner of speaking has become so common.

Next, I assigned a value of positive, negative, or neutral to the comment as a whole
(comments with a mix of positive and negative elements were coded as averaging out to
neutral). Comments about both person B (so) and person D (well) were largely negative—
64% negative for so (and 11% positive and 25% neutral); 65% negative for well (and 7%
positive and 28% neutral). Some attributes assigned to person B in the comments included
“lazy,” “jargon,” and “unambitious.” In both guise conditions, many comments expressed the
opinion that the answerer was “dodging the question” like the following comment from the

so guise:
•

He/she didn't answer the questions and was somewhat evasive.

The “Any other thoughts?” comments also indicated that the content of Survey 1 was
too long and distracting (for example, “Constant use of filler word well and general
wordiness is distracting”), something I repaired in Survey 2, and which will be described in
Section 5.4. The dialogue in Survey 1 (see the script that was shown in Section 5.3.2)
included one long response taken from the YouTube video of Mark Zuckerberg (see Section
1.1), and that alone seemed to trigger many associations, some of them accurate. For
example, from the so condition:
•

The gross overuse of “actually” seems a relatively recent development. (I'm
surprised there wasn't at least one “literally” as well.)

And from the well condition:
•

…Why would it be strange to be working with a diverse group??
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•

the person uses a mix of informal language with some trendy buzzwords
that are more complex such as diverse and collaborative.

•

“I find it strange to be working with such a politically diverse range of
clients” strikes me as a strange thing to admit, when one has not been
questioned on the point, the statement can be interpreted, whether rightly
or wrongly, as an admission of bigotry.

•

I was… surprised by the honesty of saying anything but the fact that they
like their new job bold (and even ballsy) for an employee to say to a fellow
employee.

Most remarkable was a comment that said only “Sounds like a tech bro,” from the so
condition, likely not a coincidence but someone recognizing the style of speech stereotyped
as common to Silicon Valley men, and exemplified by Mark Zuckerberg. While the original
intention was to keep responses authentic, and long enough to distract the test-taker
slightly from the focus of the study, subjects seemed to jump to conclusions due to what the
two people were talking about. There was nothing in the study to indicate that the two
speakers were fellow employees, for example, but more than one comment showed that
subjects believed that to be the case. Again, this was repaired for Survey 2, which will be
addressed shortly.

5.3.4. Survey 1: Discussion
On one hand, it is interesting that so scored statistically significantly worse in
attributes Valley Girl, Fake, and Annoying, traits consistent with the online commentary
analyzed in Chapter 4. However, the fact that the mean differences between the
experimental and control guises of all other attributes were not statistically significant
means that these lower ratings could just as easily have been due to coincidence.
Furthermore, there were minimal differences in ratings of age, and very little differences in
the free-form comments across guises.
I conclude from this that reading backstory so in a written dialogue is not powerful
or salient enough to collect language attitudes accurately. In one way, this contrasts with
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the societal treatment study in Chapter 4, because the two articles being responded to by
nearly all the comments in the set had written-dialogue backstory-so examples (these were
described in Section 4.2), and this did trigger a corpus of angry comments about it.
However, this was possible because the articles explicitly spelled out the linguistic variable,
and discussed it extensively, so the commenters knew what to focus on. Further, the
negative attitudes expressed in the comments in Chapter 4, in response to written articles,
were not elicited, so the commenters not only knew exactly what they were evaluating, they
volunteered to evaluate it. This is a very different situation than reading a backstory-so
dialogue without any context at all, which is what subjects were asked to do in Survey 1.
Fortunately, Survey 1 provided value to this dissertation: First, it served as a
training ground for me to become familiar with Qualtrics, and to develop my stimuli and
survey design, subject recruitment, and statistical analysis techniques; second, it allowed
me to improve the design of Survey 2 (so my efforts not to run them simultaneously or
launch Survey 2 without complete analysis of Survey 1 proved worthwhile); third, it could
be argued that Survey 1 confirmed backstory so to be an overwhelmingly spoken language
phenomenon.
In the next sections of this chapter, the follow-up survey (a similar matched-guise
design but with audio stimuli) will be outlined and discussed.

Survey 2: Matched-guise listening task
5.4.1. Survey 2: Methods & stimuli
For Survey 2, I first created a script that attempted to strip as many erroneous realworld connotations as possible. The new survey conversation is as follows:
Speaker 1: Oh, hi—I didn’t even see you there!
Speaker 2: Hi, how are you?
S 1: I’m good, and I meant to ask about your new schedule. Are your seminars still
on weekends?
S 2: So, one meets on Wednesdays, but the other one meets on Saturdays, yes.
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S 1: That’s not too bad. And do you like it there?
S 2: So, I like the people, but it’s really tough to have such a long commute now.
Long commutes don’t index anything controversial (no one really likes them), and
“seminar” was chosen to be vague enough (somewhere between a class and a meeting) to
leave open the possibility of a range of possible associations (anyone who might attend a
class or a meeting, as a teacher, leader, employee, or student).
In order to provide voices, it was important to have the asker and answerer be of the
same gender. Similarly, it did not seem to wise to collect data on backstory so produced by
women only, or men only. As a result, I established four conditions: A female condition with

so and well guises, and a male condition with the same. This new four-condition study
(female, male, so, well) called for some adaptations, like replacing attribute “Valley Girl”
with “Tech Bro” in the male conditions, removing Masculine from the female conditions,
and removing Feminine from the male condition. In the questions about sexual orientation,
I removed the “gay man” and “straight man” choices from the female conditions, and vice
versa (removed the corresponding terms from the male conditions). Each question in the
scalar attribute stimuli is worded “Rate the person who answers the questions on the
following scale.” I chose to avoid “man” and “woman” here, so as to draw as little attention
as possible to features like age and gender, and to minimize influencing the judgments.
Finally, to update the wording in the instructions, I added: “Just make sure you have
speakers or headphones to listen to an audio clip.” For an image of the instructions slide,
and an example of an attribute rating scale, see the survey materials in the Appendix:
Survey Materials.
I made a number of additional changes in order to improve upon the pilot survey.
First, as explained earlier, due to the multiple comments complaining about and indicating
being distracted by the content, I shortened the conversation significantly. Because several
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subjects assumed the scenario to be some sort of job or colleague-to-colleague interview,
neither of which was necessarily intended, and because many expressed indignation, oddly,
at the person commenting on political diversity (most liberals don’t like to work with rightwing Republicans, and vice versa, but this was not clear for the Survey 1 subjects), I made
the new conversation as mild and context-free as possible, referencing non-controversial
concepts like commute time instead of political background, etc. I also took out the quote
from Mark Zuckerberg, because even though I had in fact shortened his real-life sentence
when I made Survey 1, subjects in Survey 1 still commented on “wordiness,” and (as was
mentioned earlier, in Section 5.4.2.3.6), one even pegged the so person as a Tech Bro.
The silver lining of this comment is that it is how I thought to add Tech Bro as an
attribute to the male condition; it may be the closest thing to a male equivalent of the
California Valley Girl, aside from Surfer Dude. Unfortunately, Tech Bro is primarily
associated with wealth, unlike Valley Girl which is generally associated first with
unintelligence, but the comments analyzed in Chapter 4 made no reference to a Surfer
Dude stereotype, while they did make reference to Silicon Valley and to people who speak
in a way that is akin to “expert talk” (see the distilled stereotypes that were described in
Section 4.3.8, for example). Also important is the fact that the male and female conditions
of Survey 2 are never directly contrasted to each other; rather, analyses are conducted
separately across guises, and the results will be shown in a way that explains how subjects
view backstory so in both women and men, but the statistical analyses were all run on the
gender conditions separately, so a lack of exact symmetry of terms from male to female
condition is not important (and indeed, attributes Masculine and Feminine are also not
equivalent to each other—nor is any attribute when tested on a female voice and a male
voice, which was the motivation behind creating male and female conditions).
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Each scalar item prompt included an optional link to play the clip again, in case of
technical difficulties, and because back-tracking was not allowed (like Survey 1; for the
reasons behind this decision, see Section 5.3.1 along with Footnote 40).
I first recorded the conversation between two men, and then the same conversation
between two women (this order was not intentional, and was dictated only by scheduling
constraints). A few words were added during the first recording session with the men, in
order to achieve naturalness (I agreed with the instinct of the two men speaking the script,
once we heard it out loud): “I’m” before “good” in the third line44; “and” before “do” in the
second-to-last-line, and these changes were maintained for the subsequent recording of the
women. I also removed the original “kind of” that came after the discourse marker in the
last line, before “I like the people,” also from Survey 1. While this was an authentic
sentence that I had collected from a real speaker, the “kind of” created a confound by
duplicating the “mixed-response signal” that ideally should be solely tackled by the DM.
I chose speakers whom I know personally to be between 32 and 37, who are white,
American, native English speakers without any obvious identifying regional markers, and
who had a tendency toward being natural backstory so users. Due to scheduling difficulties,
I was forced to read one of the female roles, but because I fall into the same categories as
the other three (I’m a native, “unmarked” American English speaker with a full U.S.
English vowel inventory, in the same age range), and because I read the role of the asker,

44

As a reminder, the Survey 2 conversation was as follows:
Speaker 1: Oh, hi—I didn’t even see you there!
Speaker 2: Hi, how are you?
S 1: I’m good, and I meant to ask about your new schedule. Are your seminars still on
weekends?
S 2: So, one meets on Wednesdays, but the other one meets on Saturdays, yes.
S 1: That’s not too bad. And do you like it there?
S 2: So, I like the people, but it’s really tough to have such a long commute now.
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this should not have any effect on the study (indeed, audience members who listened to the
clips at presentations have had no idea it was me). For the men, I had the role of responder
read by a man who both (1) was not a linguist, and (2) knew nothing about my study topic.
The woman recorded is also not a linguist, had no knowledge of my research at the time of
the recording, and falls in the same age range as the other three actors (the two men, and
me). Finally, I had chosen both the woman and the man partly because I personally knew
them to naturally have a high rate of backstory so.
All recordings took place in a padded audiology recording suite, to avoid background
noise, but since this was not a phonology or prosody study, I used the iPhone voice memo to
record, which has more than sufficient clarity and quality for this study.
In both recording sessions, I had the actors read the so condition first, allowing them
to read the so in whatever way they naturally did. In both cases, they next read the well
guise, and produced the well a bit shorter and with less comma intonation than the so. I
then, at the end of each session, asked them to try to produce only a well that matched the
length and pitch of their so (which I played back for them). This resulted in a well that was
prosodically much closer to the so, with the intention of avoiding any additional differences
between guises (see Section 5.2 on the matched guise technique).45 For the final recording,
in order to create the matched guise, I took the most natural-sounding dialogue recording
and made a copy, into which I spliced the other DM, using Audacity software. I emailed the
Even before discovering this difference in vowel duration and pitch in both actors, it has come to
my attention that there is a possibility that backstory so is not only new due to its location in the
discourse, but also has undergone a prosodic change, across English speakers, and a change that
may be affecting regular so as well. I did find cases, in television series Veronica Mars for example
(from the mid-2000s) of sentence-initial so as well as—more broadly—discourse-initial so being
pronounced with emphasis (long vowel duration and very stable pitch) that strikes me as new
(anecdotally), gives the so saliency, and also matches the prosodic structure of backstory so in the
cases that I have been able to document. While I openly acknowledge that this is a potential
confound, it is outside of the limits of this thesis, and must be left as an open question. However, this
issue was at least, fortunately, controlled for in this survey, as is explained here in this section, and
in addition, this potential confound applies more to the corpus analysis overall (Chapter 3).
45

142

final male and female condition recordings to five non-linguist acquaintances each, and no
one could distinguish which versions were original and which were doctored.
One confound that arose in these recordings is that there still remained some
natural variation in pitch and duration between the discourse marker types, despite my
efforts at collecting a matching well, due largely to the fact that they are two different
words/sequences of phones. These differences were more noticeable in the man’s voice. The
woman’s final discourse markers were a very close match: Measurements taken in Praat
are illustrated below, in Table 5-5:

Table 5-5. Female conditions: Auditory measurements of recorded discourse markers

Discourse Marker
First so
Second so
well (repeated)

Pitch (in hertz)
290 hz.
305 hz.
289 hz.

Duration (in milliseconds)
530 ms.
513 ms.
518 ms.

In the male condition, attempts to get a well closer in pitch and duration to the so
were less successful. Each well was shorter and higher than every so, and had a slightly
falling pitch. To ameliorate this, I took the “best” well candidate and altered it in Praat. The
alterations got it closer to the so, but took on a slightly robotic tone. This tone could only be
detected at a very close listen, with headphones, and seemed most noticeable when spliced
in to take the place of both wells in the dialogue.
As a solution, I created a final male recording with one short, high well, and one
proper (doctored) well. Each dialogue does have two discourse markers, and it is of course to
be expected that there will be some variability from one to the other. I also emailed the
final male well dialogue to five non-linguist acquaintances, and none of them noticed
anything robotic about the doctored well. As a final adjustment, I removed a very slight lisp
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from the second so in the male so guise, by splicing in the sibilant from his first so, which
had no lisp. This Audacity edit was very successful. Approximate measurements of the
discourse markers of the man answering the questions are summarized below in Table 5-6
(a range indicates a slight fall in pitch contour)46:
Table 5-6. Male conditions: Auditory measurements of recorded discourse markers

Discourse Marker
First so
Second so
First well
Second/edited well

Pitch (in hertz)
134 hz.
155–135 hz.
205–270 hz.
148–140 hz.

Duration (in milliseconds)
726 ms.
685 ms.
312 ms.
550 ms.

Though not as close as the two DMs in the female conditions, the final
measurements were as close as could be obtained while still maintaining naturalness for
this speaker.
The Survey 2 instructions read as follows:
Make sure you have speakers or headphones to continue.
Click below to listen to a short conversation. The clip will open in a new tab,
and you can re-play it as many times as you like. You won't have situational
context, so don't focus too much on the content of what the speakers say.
CLICK TO LISTEN
Next, you will be asked only about the second man you heard (the one
answering the questions). Again, try to focus more on how he expresses himself
than on what he says.
You are welcome to look up any terms you don't know!

While many experts measure pitch contour by using the blue pitch line in Praat, I consulted with
J. Nissenbaum (2018), who instead uses the narrow band spectrogram by counting harmonics up to
the nth harmonic and dividing by n. I am extremely grateful to him for his generous time teaching
me how to take all of these measurements, and with making the well alterations.
46
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For a screenshot of these instructions, see the Appendix: Survey Materials. The last line of
the new instructions was designed to address some correspondence that I received by email
and social media messaging about non-U.S.-based subjects not knowing the term “Valley
Girl.”
Another design upgrade was to the question “How old do you imagine the person to
be?”: I had originally set Qualtrics to require a minimum of two characters, hoping to avoid
random responses in the single digits, but yet, numerous responders submitted a variety of
non-numeric answers, describing things like generation names, plus multiple age ranges
and listed ages, making calculating the approximate average possible but difficult; for
Survey 2, therefore, I added a maximum limit of two characters as well.
Next, I replaced one of the attention filters with an audio attention filter; subjects
were instructed to type the last word of the conversation (which was “now”) into a text box.
When one or two early subjects were lost due to typing the correct word but ignoring the
instructions to use lower-case letters, I lifted the kick-out skip logic of the filter, with the
plan to later remove by hand any submissions that indicated that the subject may not have
listened to the recording, or may have been choosing answers at random.
Additionally, to control for prescriptivists who erroneously self-identify as linguists,
I changed the question about being a linguist to the following question, and added a followup question:
•

Are you a linguist (i.e., a scholar either holding or working toward a degree in
formal linguistics)?

•

If you are a linguist, are you a descriptivist? (If you don't know what that is,
choose “no”).

Only subjects who identified as linguists were given the follow-up descriptivism question.
Finally, I removed religious-affiliation attributes from the ethnicity sections (Jewish,
Christian, Muslim, etc.), as they had showed no results in the analysis of Survey 1, and
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ultimately were only included on the remote chance that backstory so could index aspects
like these (religion had not come up at all in the annoyed-comment corpus of Chapter 4, so
it had only been a precaution of sorts). Removing them also kept the survey shorter, which
is always an advisable goal to reach for, in order to hold the subjects’ attention.
Aside from the updates and changes described above, the rest of the survey was
similar to Survey 1: The scales and attributes were the same, as was all randomization;
back-tracking was prohibited, and the survey was untimed.
Subjects were recruited online, in a similar fashion to Survey 1: The survey was
shared in groups on LinkedIn, Facebook, and Twitter, and this time, on Reddit as well. At
this point, several months after I recruited for Survey 1, the group-sharing policies had
changed across social media platforms, and were increasingly requiring members to share
only posts and links that fit the theme of the group, and some forbade any link shares. The

Grammar Geeks group in particular forbade the survey link share without a lengthy
description and open discussion, and would not let my post pass the moderation hold unless
I agreed to publicly answer any questions that subjects posted about the study after they
took it. I offered to reply privately, because public responses from me would have affected
the subsequent survey results, but the groups moderators would not allow this. In order to
ensure naïve subjects, I had to instead search for and join additional groups and request
permission to share my study, in order to get exposure and recruit sufficient subjects. In a
way, this may have made the subject pool more diverse, because in addition to the LinkedIn

Grammar Girl group (which did allow the survey share), I was able to recruit not only in a
variety of language and grammar groups, but also in tangentially-related general interest
groups, such as survey swaps, teaching groups, a community of dancers on Facebook (with
the tagline that I was looking for some non-academics to participate), language-learning
groups, etc.) The message share was titled “Fun Language Survey,” and the accompanying
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message was, like Survey 1, kept as vague as possible so as not to tip off subjects to the
content of the study. Also like Survey 1, subjects were not paid for their participation. The
average time to completion, according to Qualtrics metadata, was also about the same as
Survey 1: approximately 15 minutes.

5.4.2. Survey 2: Results
5.4.2.1.

Survey 2 results: Subject pool

Because Survey 2 produced meaningful and statistically significant results, I have
outlined here in this section all the demographic information about the subjects, including
age, race/ethnicity, educational levels, language(s) spoken, and country of residence as
reported by the survey subjects.
Survey 2 was completed by 146 subjects. The female condition had 78 subjects, and
the male condition had 68. Within the female conditions, the experimental condition (the so
guise) had 37 subjects and the control condition (the well guise) had 41; in the male
conditions, the so guise had 35 subjects, and the well guise 33. Like Survey 1, female
subjects outnumbered men in all conditions: 27 out of 37 (73%) in the female so guise; 30
out of 41 (73%) in the female well guise, 26 out of 35 (74%) in the male so guise, and 21 out
of 33 (64%) in the male well guise.
Overall, the age range of the subjects indicated a diverse and random sample. The
mean age of the 146 subjects was 38,47 and the median age was 36. The counts of subjects
broken down by age-range category is summarized below, in Table 5-7:

47

(This subject-age average of 38 is noticeably lower than the Survey 1 subject-age average of 55.)
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Table 5-7. Age distribution of subjects in Survey 2

Age “Decade”
70s
60s
50s
40s
30s
20s
Teenagers
Total:

Count of Subjects
3
14
19
26
32
42
10
n = 146

Percent of total
2%
10%
13%
18%
22%
29%
7%
100%

The self-reported race/ethnicity of the subjects was more homogenous than age; most
subjects reported themselves as white (79%), and a substantial number chose not to disclose
their race or ethnicity (16%), as summarized below in Table 5-8:
Table 5-8. Race/ethnicity of subjects of Survey 2

Asian
Hispanic
Mixed
Not disclosed
White
Total:

Count of subjects
4
2
2
23
115
n = 146

Percent of total
3%
1%
1%
16%
79%
100%

Regarding socio-economic status of the subjects, too many chose not to report income
on the survey (90 out of 146). However, educational levels were reported by nearly all of the
Survey 2 subjects, and these do provide interesting information about the diversity of
backgrounds of the subjects; 34% had an undergraduate degree, and 35% had a graduate
degree. All educational levels are summarized below, in Table 5-9:
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Table 5-9. Education status of subjects in Survey 2

Graduate degree
Undergraduate degree
Some college
High school diploma
Some high school
Undisclosed
Total

Count of subjects
51
49
35
4
5
2
n = 146

Percent of total
35%
34%
24%
3%
3%
1%
100%

Out of the 146 subjects, 100 were self-reported monolingual English speakers, as
shown below in Table 5-10:

Table 5-10. English status of Survey 2 subjects

Native English (Monolingual & Bilingual)
L2-dominant
Total

141
5
n = 146

One hundred and eight subjects were raised in the United States, 13 in non-U.S.
Anglophone countries, including Anglophone Canada, South Africa, Australia, and the U.K,
and 17 in Canada (where not specified as Anglophone or Francophone). Six subjects
(including the five non-native English speakers, who grew up in France, Greece,
Netherlands, Ukraine and Francophone Canada) grew up in international, non-Anglophone
countries. Table 5-11 shows the countries in which the Survey 2 subjects were raised:
Table 5-11. Survey 2 subjects: Country of upbringing

U.S.
Anglophone International
Canada (unspecified)
International
Undisclosed
Grand Total

Count of subjects
108
13
17
6
2
n = 146

Percent of total
74%
9%
12%
4%
1%
100%
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Finally, only three subjects identified as both linguists48 and descriptivists. There
was no need to exclude these subjects, for several reasons: First, the nature of this project
has revealed itself to be about reactions to linguistic features and linguistic indexing that
can go beyond “correct grammar”; it indexes stance, attitudes, and pragmatic maxim
violations as discourse marker so changes and evolves. Second, even descriptive linguists
have pet peeves, and two of these three reported having pet peeves: “When people switch
between the past and present tense when storytelling,” and “misuse of punctuation or
words.” These pet peeves show no need to exclude the subjects. Finally, another reason for
that question was to filter out any linguist friends or colleagues who may have tested the
survey in the pilot phase late, and accidentally been included, but for Survey 2, I made a
copy of the survey with a new link, to distribute separately to the real subjects, so no one
who knew the nature of the study could have been included by accident.

5.4.2.2.

Survey 2 results: Main scalar attribute ratings
Survey 2 results: Female attributes

Subjects rated the female so guise as “worse” on the following attributes: more
Annoying, more Condescending, less Confident, more Fake, less Knowledgeable, and less
Polite. Subjects also rated the female so guise as “better” (theoretically) in the following
attributes: more Likeable, Friendly, and Feminine. However, none of these nine mean
differences were statistically significant, and thus cannot be taken as real or meaningful
results on their own.
Subjects rated the female so guise as “worse” in the following attributes: less
Formal, less Mature, More Trendy, speaking more like a Valley Girl, and less Authoritative

The smaller number of self-reported linguists is likely due to the increased detail added to the
question, which is a favorable outcome, and is also likely due to the dissemination of the survey in
more varied types of online groups, when compared to Survey 1.
48
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(all suggesting a lean toward a youthful impression); less Articulate, less Intelligent, less
Professionally Competent, less Educated, and speaking English less correctly (all
suggesting a lean toward the perception of her as less smart and more lacking in social
prestige); and more Off-putting. All of these attributes were statistically significant
(Articulate and Trendy approached significance), as shown by independent t tests (two
tailed) run in SPSS. These range in significance; their p-values are listed below, along with
all mean values, differences, and standard deviations, in Table 5-12. For ease of
interpretation, the attributes are listed alphabetically except for those that differ in the
male condition:
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Table 5-12. Scalar attribute mean values with standard deviations (Survey 2/woman’s voice)

Female Attribute

so (n=37)

Annoying

2.89
(1.82)
3.54
(1.28)
1.84
(1.19)
1.97
(1.69)
3.14
(1.34)
3.59
(1.30)
4.14
(2.00)
2.68
(1.63)
3.54
(1.26)
1.73
(1.41)
3.32
(1.11)
3.43
(1.24)
3.49
(1.12)
2.97
(1.34)
3.16
(1.74)
3.86
(1.55)
3.05
(1.51)
3.27
(1.22)
4.19
(1.08)
2.76
(1.79)

Articulate
Authoritative
Condescending
Confident
Educated
English “Correctly”
Fake
Friendly
Formal
Intelligent
Knowledgeable
Likeable
Mature
Off-putting
Polite
Professionally
Competent
Trendy
Feminine
Valley Girl

well (n=41)

Mean Diff

2.41
.48
(1.90)
4.02
-.48†
(.99)
2.59
-.75*
(1.30)
1.68
.29
(1.88)
3.07
.07
(1.27)
4.17
-.58*
(.86)
4.93
-.79*
(1.13)
2.61
.07
(1.74)
3.27
.27
(1.54)
3.02
-1.28***
(1.44)
3.95
-.63*
(.97)
3.78
-.35
(1.01)
3.27
.22
(1.18)
3.71
-.74*
(1.23)
2.37
.79*
(1.70)
4.34
-.48
(1.26)
3.85
-.80*
(1.20)
2.83
.44†
(.92)
4.17
.02
(1.09)
1.49
1.27**
(1.33)
†p<.10 *p<.05 **p<.01 ***p<.001

Interpretation

so is more annoying
= worse
so is less articulate
= worse
so is less authoritative
= worse
so is more condescending
= worse
so is less confident
= worse
so is less educated
= worse
so is less correct English
= worse
so is more fake
= worse
so is more friendly
= better
so is less formal
= worse
so is less intelligent
= worse
so is less knowledgeable
= worse
so is more likeable
= better
so is less mature
= worse
so is more off-putting
= worse
so is less polite
= worse
so is less professional
= worse
so is more trendy
= worse
[barely different]

so is more Valley Girl
= worse
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Survey 2 results: Male attributes
Subjects rated the male so guise as “worse” by rating him as more Trendy and less
Friendly than the male well guise, but neither of these differences in means was
statistically significant, and thus they cannot be taken as real or meaningful results on
their own.
However, subjects rated him (the same recording of the same man) as “worse” in the
following attributes: less Formal, less Mature (i.e., suggesting a lean toward perceiving him
as younger); as more Annoying, more Condescending, more Fake, less Likeable, more Offputting, less Polite (suggesting a lean away from perceiving the male so guise as likeable);
as less Confident, less Articulate, less Educated, speaking English less correctly, less
Intelligent, less Professionally Competent (suggesting a lean toward perceiving him as less
smart and more lacking in social prestige); as less Masculine, and more like a Tech Bro.
These mean differences were all statistically significant; their p-values are illustrated
below, along with all mean values, mean differences, and standard deviations, in Table
5-13. For ease of interpretation, the attributes are listed alphabetically except for those that
differ in the female condition:
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Table 5-13. Scalar attribute mean values with standard deviations (Survey 2/man’s voice)

Male Attribute

so (n=35)

Annoying

3.74
(1.48)
3.09
(1.34)
1.77
(1.00)
2.31
(1.59)
2.97
(1.01)
3.46
(.95)
3.94
(1.61)
3.17
(1.38)
3.97
(1.12)
1.77
(1.52)
3.29
(.71)
3.37
(1.03)
2.91
(1.17)
2.63
(1.17)
3.14
(1.72)
3.51
(1.17)
2.91
(1.17)
3.20
(1.08)
3.23
(.84)
3.03
(1.44)

Articulate
Authoritarian49
Condescending
Confident
Educated
English “Correctly”
Fake
Friendly
Formal
Intelligent
Knowledgeable
Likeable
Mature
Off-putting
Polite
Professionally
Competent
Trendy
Masculine
Tech Bro

well (n=33)

Mean Diff

Interpretation

2.45
1.29**
so is more annoying
(1.64)
= worse
3.97
-.88**
so is less articulate
(1.33)
= worse
1.76
.01
[No difference & wrong attribute
(1.32)
label]
1.55
.76*
so is more condescending
(1.30)
= worse
3.64
-.67*
so is less confident
(1.19)
= worse
4.24
-.78***
so is less educated
(.79)
= worse
4.82
-.88*
so is less correct English
(1.18)
= worse
2.21
.96**
so is more fake
(1.34)
= worse
4.06
-.09
so is less friendly
(1.09)
= worse
2.58
-.81*
so is less formal
(1.23)
= worse
4.09
-.80***
so is less intelligent
(.77)
= worse
3.91
-.54*
so is less knowledgeable
(.91)
= worse
3.73
-.82**
so is less likeable
(1.15)
= worse
3.97
-1.34***
so is less mature
(1.07)
= worse
1.85
1.29**
so is more off-putting
(1.46)
= worse
4.39
-.88**
so is less polite
(1.20)
= worse
4.03
-1.12***
so is less professional
(1.05)
= worse
2.82
.38
so is more trendy
(.73)
= worse
3.67
-.44†
so is less masculine
(.92)
2.27
.76*
so is more Tech Bro
(1.31)
†p<.10 *p<.05 **p<.01 ***p<.001
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In order to see these attribute ratings more clearly, Figure 5-1 (below) illustrates
which attributes were attributed to so more than well, in both the woman and the man, and
which attributes were attributed to so in only one gender or the other. Only statistically
significantly different attributes are included in this figure of the distribution of the
individual attributes:

Partly because the comment collection in Chapter 4 included the term authoritarian and
authority but never authoritative (see Section 4.3.5), and, unfortunately, also due to my error, I used
49

attribute Authoritarian in the matched-guise reading task in Survey 1 (also see Footnote 42) and in
both male matched-guise listening tasks in Survey 2, but used Authoritative in both female
listening-task guises. It’s difficult to determine how many people conflate the two, and one subject
sent a comment explaining that she noticed this and corrected for it [all sic]: “… Also, when you
asked ‘authoritarian,’ did you mean ‘authoritative’? that made more sense & that's how i answered
it.” Ultimately, Authoritarian did not show significant results in this male condition across guises
anyway, so it is largely discarded.
On the other hand, when attribute Authoritarian is grouped with other male attributes, it
does yield meaningful results, which will be outlined shortly, in this chapter (starting in Section
5.4.2.2.4). Most importantly, these male and female condition attributes are not statistically
contrasted to each other, but rather grouped in a principal component extraction method of analysis
by gendered condition, and only compared across guises (i.e., well and so), neither of which have
Authoritarian in one guise and Authoritative in the other. In that way, this asymmetry is bypassed
in analysis. As was explained in Section 5.4.1, the results will be shown in a way that explains how
subjects perceive backstory so in both women and men, but the statistical analysis will be run on the
gender conditions separately, so a lack of exact symmetry of terms from male to female condition is
not important in the end (and indeed, attributes Masculine and Feminine are also not equivalent to
each other—nor is any attribute when tested on a female voice and a male voice, which was the main
motivation behind creating male and female conditions from the start).
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Figure 5-1. Results of individual attribute ratings from Survey 2, and how they map onto women (n =
78) and men (n = 68). The green (darker) shading indicates, roughly, a social-prestige attribute, and
the peach (lighter) shading indicates, roughly, a personality attribute. Only statistically significant
results are included in this figure.

Survey 2 discussion: Individual attribute ratings
Even when disregarding the mean differences that were not statistically significant,
the individual attribute ratings of so and well show meaningful results, and have a lot to
say about implicit attitudes toward backstory so. It is, in some ways, remarkable that
randomly assigned groups of separate subjects were, on average, statistically significantly
likely to assess one single woman less favorably when she said the exact same thing with

so-prefacing instead of well-prefacing, and one single man less favorably as well.
We can conclude from the attributes in the center of Figure 5-1 that both men and
women who answer questions with so are perceived as less Educated, less Professionally
Competent, less Intelligent, and less Mature, when compared to a control group. Both
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genders are also perceived as more Off-putting, something that can be interpreted as
distancing, and less Formal, an attribute not suited for the average workplace. However,
only women (in this study) were perceived in the so guise as less Authoritative, and more
Trendy than the well guise—evaluations that mark women as carrying less professional
prestige. Furthermore, it can be concluded that men who say backstory so (according to
these study results) seem to be perceived more negatively than men who well-preface, on a
host of additional personality attributes, such as less Confident and Likeable and more
Fake, and being more Annoying and less Masculine. Finally, both conditions indicated that
backstory so triggers a higher rating on the scale of Valley Girl for a woman and Tech Bro
for a man, providing results that align with the explicit attitudes pulled from the comment
analysis in Chapter 4, such as Section 4.3.7.2.1.2, which documents explicit references to
Valley Girls, and Section 4.3.8, which documents explicit references to Silicon Valley and to
Mark Zuckerberg. One possibility is that, if backstory so is associated more with women,
and by extension with effeminacy, then these traits are not really noticed in the woman’s
voice, and thus rated about equally across guises in the female condition, but then rated
more negatively on these personality attributes for men, because backstory so isn’t
perceived as aligning with the stereotype of a male speaker. On the other hand, because so
many of the stereotypes found in the explicit attitudes of Chapter 4 describe men as being
overwhelmingly guilty of backstory so, by citing professors, academics, and scientists, it is
difficult to corroborate this theory for sure. Follow-up research might be able to investigate
this further.
It is tempting to note that, although not significant, the so in the female guise was
technically rated as slightly friendlier and more likeable than the female well, something
that is similar to Dailey-O’Cain’s work on focuser like; it shows the same dichotomy of
likeability, grouping itself with lack of intelligence in people’s minds, by way of solidarity
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(or that less intelligent people are more approachable, or less threatening). Additional
support for this idea is that subjects rated the man as less masculine in the so guise than
the well guise, and this mean difference (-.44) approached significance. However, this
hypothesis is not strong due to the fact that the female guise was significantly more Offputting (p< .05) in the so guise (M = 3.16, SD = 1.74) than the well guise (M = 2.37, SD =
1.70), which overrides the not-significant ratings of friendliness and likeability, which could
have been due to chance. Further, I will shortly describe the results of attribute groupings,
which group masculinity with other traits.
It is also worth discussing the differences in means, briefly. While some mean
differences, especially in the female condition, are small, the only mean differences that are
too small to take into account are also those that are not statistically significant, and
therefore not counted in the analysis of the individual attributes. Of the significant results,
the two smallest mean differences in the female guise are .48 (in trendiness) and -.48 (in
articulateness); these two are approaching significance. The rest are noticeably larger, and
the highest mean difference is 1.27 (for Valley Girl). None of the mean differences that were
smaller than half a scale point were statistically significantly different, meaning that very
tiny mean differences were disregarded anyway.
Regarding the fact that these means themselves may seem small, or low, they are in
fact meaningful numbers, for a few reasons. One is that these elicited judgments of implicit
attitudes are inherently more difficult to trap bias in, due to the fact that subjects are being
asked to judge people. While the matched guise technique mitigates that somewhat, it is
nothing compared to societal treatment studies (such as the one in this dissertation, in
Chapter 4), in that collecting unelicited complaints allows us as researchers to observe
people in a natural state of judgment, one they chose to embark on and share and thus
aren’t on alert to sound politically correct, or to censor themselves (see Section 4.1 on
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avoiding the “societal desirability bias,” as per Ivković, 2013, p. 3). This survey was also an
indirect measure, making the significant differences in ratings even more meaningful:
Subjects weren’t sure what they were assessing, but fairly equal groups of people from a
cross-section of society overwhelmingly rated the so guises more negatively than the well
guises. On a seven-point scale, half or three-quarters of a scale point in differences, under
the context of this study, are large.
Finally, the fact that most of the attributes hovered close to the midpoint does not
suggest a problem with the findings: Most people, when asked, try to avoid being critical or
biased, and therefore should naturally gravitate toward a mid-point. If results showed huge
differences, such as around a 4 for a negative attribute in the so guise and around a 2 in the

well guise, it might be more of a concern that the guises were too different. The seven-point
scale was chosen over a three- or four-point scale in order to pick up subtle distinctions in
perception and attitudes, not gross, obvious ones (as was mentioned in Section 5.3.1). There
is no particular reason anyone might perceive the actors as off-putting or lacking in
professional competence, etc.—not due to their voices, or to the innocuous script they read.
In that way, the means are only meaningful in contrast to the means of the control group,
eliminating any concern about the fact that the means are not enormously different across
conditions.

Survey 2 results: Grouped attributes (women and men)
Because this survey yielded many significant results, particularly when compared to
Survey 1, I conducted a grouping analysis, this time by a factor reduction (instead of
correlations) of all attributes in both guises, with the same principal component method of
extraction, in order to group attribute ratings into factors. Allowing SPSS to conduct the
factor reduction automatically was quicker and yielded much clearer results than analyzing
each correlation had for Survey 1.
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This analysis allowed me to analyze attributes that were rated differently from the

so guise to the well guise but not statistically significantly so when considered
independently. It also reduced the possibility that the significant results of the individual
attributes could have been erroneously significant, due to a statistical type 1 error (a “false
positive”).
The factor reduction of the scalar attributes in both female conditions indicated that
a three-factor solution best fit the data. I examined the factor loadings for each scalar
attribute to find out where that attribute would best load (of the three factors). Each
attribute was assigned to a factor based on a cut-off of .4 (an appropriate factor loading that
has been deemed acceptable in statistical conventions).
The three factors that emerged are: Female Factor 1: (Articulate, Confident,
Educated, Correct English, Formal, Intelligent, Knowledgeable, Likeable, Mature, Polite,
and Professionally Competent); Female Factor 2 (Authoritative, Condescending, Annoying,
Fake, and Off-putting); and Female Factor 3 (Trendy, Feminine, and Valley Girl). These
factors roughly correspond to “Overall Conventional Intelligence” for Female Factor 1,
“Acting Unlikeable and Faking Intelligence” for Female Factor 2, and “Young Women” for
Female Factor 3. It is useful to include a reminder here that, for factor analyses, ratings in
both the experimental and control guises are merged, in order to get a general
understanding of how all subjects (as a group) who rated the woman’s voice (n = 78) tended
to positively correlate attributes with other attributes.
I then ran an independent-samples t test on each combined scalar-attribute factor.
Results showed that subjects rated the female so guise as statistically significantly lower on
Female Factor 1 (that is, “worse”: less intelligent/educated), (M = -0.27, SD = 1.11) than the

well guise (M = 0.24, SD = 0.83); t(76) = -2.324, p = 0.023, two-tailed. They rated the female
so guise higher on Factor 2 (that is, “worse”: acting unlikeable and faking intelligence), (M
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= 0.16, SD = 1.01) than the well guise (M = -0.15, SD = 0.98); this difference was not
significant: t(76) = 1.364, p = 0.177, two-tailed. They rated the female so guise as
statistically significantly higher on Factor 3 (that is, as more feminine and Valley Girl-like),
(M = 0.35, SD = 1.09) than the well guise (M = -.32, SD = 0.80); t(76) = 3.131, p = 0.002, twotailed.
I ran the same principal component analysis of the scalar attributes in both male
conditions of Survey 2, just like what was run on the female conditions. The factor analysis
indicated that a three-factor solution best fit this data as well. The factor loadings were
examined for each scalar attribute to find out where that attribute would best load (of the
three factors). Each attribute was again assigned to a factor based on the same cut-off value
of .4.
The three factors that emerged are: Male Factor 1: (Articulate, Confident, Educated,
Correct English, Friendly, Intelligent, Knowledgeable, Likeable, Mature, Polite, and
Professionally Competent); Male Factor 2 (Authoritarian, Condescending, Fake, Formal,
Masculine, and Off-putting); and Male Factor 3 (Trendy and Tech Bro).50 These factors
roughly correspond to similar female-condition factors: “Overall Conventional Intelligence”
for Male Factor 1, “Unlikeable/Aggressive and Faking Intelligence” for Male Factor 2, and
“Silicon Valley” for Male Factor 3.
I then ran an independent-samples t test on each combined-scalar-attribute factor.
Results showed that subjects rated the male so guise as statistically significantly lower on
Male Factor 1 (that is, “worse”: as less intelligent, educated, etc.), (M = -0.48, SD = 0.92)
than the male well guise (M = .51, SD = .0.81); t(66) = -4.679, p = 0.000, two tailed. They

Attribute Annoying loaded onto a fourth factor with no other attributes, and the best solution to
this was to disregard it for this final analysis, in that it did not group with the other factors. Because
this attribute on its own was rated significantly higher in the male so condition than the male well
condition, it has already been accounted for.
50
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rated the so male guise statistically significantly higher for Male Factor 2 (that is, “worse”:
as being more unlikeable and acting falsely intelligent) (M = .30, SD = 0.94) than the well
man guise (M = -.32, SD = 0.97)); t(66) = 2.686, p = 0.009, two-tailed. They rated the male so
guise as statistically significantly higher on Male Factor 3 (meaning trendier and more
Tech Bro-like) (M = 0.28, SD = 1.05) than the well guise (M = -.29, SD = 0.86); t(66) = 2.429,
p = 0.018, two-tailed.
A summary image of these grouped factors and their t test results is shown below, in
Figure 5-2:
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Figure 5-2. Factor loading breakdowns (from the principal component analyses) of female and male
attribute groupings. Green (darker) shading indicates attributes that subjects grouped differently
depending on which whether they took the male (n = 68) or female (n = 78) survey. In subsequent
comparisons of mean ratings by these factors, both men and women were rated as “worse” in Factors
1 and 2, meaning lower and higher than well, respectively; both women and men were also rated
higher than well in Factor 3. All t tests across guises were statistically significant except Female
Factor 2.

Survey 2 discussion: Grouped attributes
The factor reductions and corresponding t tests show how subjects grouped
attributes to men and women, and also show which of these grouped factors was rated
differently from one DM guise to the other. The three-factor solution, as illustrated above in
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Figure 5-2, grouped attributes that mark intelligence, professional success, and positive
behavioral elements such as politeness onto Factor 1. This factor was nearly the same for
men and women, except that attribute Formal mapped on to Female Factor 1, whereas it
mapped onto men in Male Factor 2. In both gender conditions, subjects perceived the so
guise in a poorer light for this factor, meaning that backstory so seems to be implicitly
perceived negatively when spoken by women and men.
The solution also grouped attributes that mark negative personality traits like being
Off-putting with traits that mark phony or false intelligence: being Condescending, Fake,
and Authoritative/Authoritarian. This factor was also nearly the same for men and women,
except that Male Factor 2 also mapped formality and masculinity in with these unpleasant
or “fake smart” characteristics, suggesting that Survey 2 subjects perceive taking an
“authoritarian” (again, for details on this term, see Footnotes 42 and 49) and condescending
stance as a more masculine trait, and also correlated with being more formal—not
surprising connotations. These results suggest that while backstory so is perceived
negatively in both men and women, particularly when it comes to perceived levels of
education and intelligence, in men, backstory so is only indexed with masculinity when
being masculine is grouped with being Condescending, Fake, Off-putting, Formal, etc.,
while in women, backstory so is only indexed with femininity when being feminine is
grouped with being trendy and like a Valley Girl. It could be argued that this result reveals
a not-unexpected tendency to perceive being condescending and speaking with authority as
being more inherently masculine traits.
Finally, this factor solution grouped attributes that mark trendiness, something that
is stereotyped as belonging to youth who conform, on to Factor 3 of both genders. This
factor pair, like the first two factor pairs, was also nearly the same across genders, except
that femininity mapped on to Female Factor 3. Further, it could be argued that while being
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a Valley Girl and being a Tech Bro both conjure a certain California stereotype, there is no
question that being a Valley Girl is typically associated primarily with being dumb, and
that being a Tech Bro is typically associated primarily with earned wealth. It could be
argued that neither stereotype is particularly respected, and the way that both were
grouped with trendiness suggests that both are associated with young people. What is
interesting is that the “Trendy/Tech Bro” that subjects grouped together was not associated
with masculinity. Another important point here about most of the factor analysis is that
Figure 5-2 (above) illustrates divisions of attribute groupings by gender of the guises and by
whether they rate personality or social mobility, but not by which are positive and which
are negative. The reason for this is that whether or not an attribute is positive or negative
can easily shift based on context, gender, and what other attributes it is grouped with, and
that is a concept that this dissertation certainly demonstrates.
Another important point is that these analyses show stereotyped groupings that
might not be expected, such as Tech Bros not being grouped with masculinity or with being
educated. It is effective to first run analyses like these factor reductions, and then draw
conclusions about how people feel when they hear backstory so, in that order; The factor
analysis, unlike the analysis of each attribute separately, allows us to understand how
subjects grouped attributes across both guises in order to assess how stereotypes actually
map on average, not how we might assume they map. For example, it would be logical to
assume that people associate Silicon Valley Tech men with privilege and respect, but these
results indicate otherwise (Tech Bro grouped only with Trendy). It also would have been
logical to hypothesize that, since Dailey-O’Cain (2000) found that women who say like were
perceived as friendly but lacking intelligence, then women who say backstory so would be
perceived as the opposite: intelligent yet unlikeable (due to all the commenters in Chapter 4
who claim that professors and experts say it, and that they’re condescending). Again, the
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results indicate otherwise: The so guise was rated higher on the off-putting factor (Factor
2), and lower on the intelligence factor (Factor 1), in both genders. The gender differences
are meaningful because they are so often linked to broader negative stereotypes, in ways
that construct the different status that women and men have in society.
One interesting way in which these implicit attitudes indicate that people with
language attitudes sometimes say one thing and do another, so to speak, is the fact that
both men and women backstory so users scored lower on the intelligence/social prestige
score. On the surface, this may seem to contrast with several elements of the comment
analysis in Chapter 4: One, the “comorbidity”/enregisterment of the Upwardly Mobile
Professional (see Section 4.3.7.2.4), and the most-frequently occurring stereotype of Men in
Power (scientists and politicians) and Media Experts (see Section 4.3.8). However, these
explicit perceptions of backstory so, while they describe people who have obtained high
levels of education and prestige, also criticize them and accuse them of being fake, and, of
faking their intelligence (see Translation Type 1 in Section 4.3.6). Subjects are not
convinced that scientists and experts are as smart as they say they are, and this reaction
can be exacerbated by linguistic features—at least, it is exacerbated by the backstory so
feature.

5.4.2.3.

Survey 2 results: Other survey elements
Survey 2 results: Self-comparison

Sixty-seven percent of subjects reported that they would not answer questions like
the woman they heard in the so condition; in the well condition, on the other hand, only
34% said “no”; these results are illustrated below, in Table 5-14 and Table 5-15:

166

Table 5-14. Female So guise: “Does she answer questions in a way you might answer questions?”

Maybe
No
Yes
Total

7
25
5
37

18.92%
67.57%
13.51%
100.00%

Table 5-15. Female Well guise: Does she answer questions in a way you might answer questions?”

Maybe
No
Yes
Total

16
14
11
41

39.02%
34.15%
26.83%
100.00%

These results are consistent with the idea that, if backstory so is perceived negatively, then
people are not likely to report or feel that they use backstory so. This also provides some
support for my assertion that (unlike like) backstory so is not found in most or even many
speakers of English at this time. What is interesting about this result is that it builds upon
the negative attitudes in the societal treatment study of Chapter 4: Those commenters
chose to comment that they hate (and therefore don’t say) backstory so, while these subjects
were chosen at random across the population. In that way, this result suggests that the
comment corpus may be representative of a sample that resembles the larger population, in
that many of its attitudinal patterns were replicated in the survey.
In the male condition, the results were similar: Subjects were more likely to report
that they would not answer questions in the same way in the so guise (48%) than in the

well guise (30%). Why the differences were less extreme than for the female condition is
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something that has a plethora of possibilities; for now, I leave it as an open question.51
These results are summarized in Table 5-16 and Table 5-17, below:
Table 5-16. Male So Guise: “Does he answer questions in a way you might answer questions?”

Maybe
No
Yes
Total

14
17
4
35

40.00%
48.57%
11.43%
100.00%

Table 5-17. Male Well Guise: “Does he answer questions in a way you might answer questions?”

Maybe
No
Yes
Total

11
10
12
33

33.33%
30.30%
36.36%
100.00%

Survey 2 results: Rapid language change
Section 1.1 explored the research question “Is this use of so really new?” and
Chapter 3 answered it by outlining my findings that it is, as best as can be determined.
Survey 2 respondents indicated a similar sentiment: In the female conditions, 51% said that
her way of answering questions with so seemed new, while in the well condition, only 19%
said that her way seemed new. The male condition showed a similar trend: 56% of
respondents said so seemed new, while only 27% said well seemed new. These findings are
shown below, in Table 5-18 through Table 5-21:

It is possible that male respondents would be less likely to say they would answer a question in the
way the speaker does if the speaker is female, and the converse may be true as well. However, the
majority of the subjects were women, in all four conditions, and yet 36% said they would answer
(with well) like the man’s voice, and only 26% said they would answer (with well) like the female
voice. In other words, they were more likely to say they would answer like the man in the well
condition than like the woman in the well condition, even though they were 75% women. This means
that it is unlikely that subjects’ answers were particularly affected by whether or not there was a
subject-stimulus gender discord.
51
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Table 5-18. Female So Guise: “Does her way of answering questions seem typical of the way most
people have talked for a long time, or does it seem new/recent?”

I don't know/I can't imagine
In a new/recent way
In a regular/typical way
Total

6
19
12
37

16.22%
51.35%
32.43%
100.00%

Table 5-19. Female Well Guise: “Does her way of answering questions seem typical of the way most
people have talked for a long time, or does it seem new/recent?”

I don't know/I can't imagine
In a new/recent way
In a regular/typical way
Total

7
8
26
41

17.07%
19.51%
63.41%
100.00%

Table 5-20. Male So Guise: “Does his way of answering questions seem typical of the way most
people have talked for a long time, or does it seem new/recent?”

I don't know/I can't imagine
In a new/recent way
In a regular/typical way
Total

4
20
11
35

11.43%
57.14%
31.43%
100.00%

Table 5-21. Male Well Guise: “Does his way of answering questions seem typical of the way most
people have talked for a long time, or does it seem new/recent?”

I don't know/I can't imagine
In a new/recent way
In a regular/typical way
Total

6
9
18
33

18.18%
27.27%
54.55%
100.00%

Survey 2 results: Age
Subjects guessed that speakers in all four guises were approximately the same age,
though slightly younger in both so guises than their respective well-guise counterparts: The
average age estimate of the female so condition was 27 years, vs. 28.68 years in the well
condition. The average age estimate of the male so was 28.51 years vs. 30.94 years for the

well condition. However, these mean differences of 1.68 years and 2.43 years, respectively,
were not statistically significant (as reported by two-tailed t tests run in Excel). This result
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indicates that specific age is not something backstory so indexes, as far as can be
determined by this study; the subjects apparently guessed the age of the speaker based on
other factors, such as voice.

Survey 2 results: Ethnicity and sexual orientation
As was explained in both survey methodology sections (5.3.1 and 5.4.1), the survey
included questions asking subjects to rate how surprised they would be to find out that the
voice they heard was gay, straight, and a variety of race and ethnic categories (though—
again—religious affiliations were removed from Survey 2). These attributes were included
partly to explore the possibility that negative attitudes toward backstory so index women,
and therefore, by extension, gay men, due to many of the article comments in the societal
treatment study (Chapter 4) describing “comorbidity” with language features known to
index young women (assumed by most researchers to be due to the fact that women move
through society with less prestige and social power than men; see Section 4.3.7.2.1). In
addition, it seems that an important exploratory component to any sociological research
that investigates attribute ratings, so including that section was also partly to keep
research bases covered.
However, these categories showed no fruitful or meaningful differences across
conditions; the means varied only slightly, and none to any degree of statistical significance,
in both the male and female conditions. Furthermore, these categories had also been
fruitless in Survey 1 (as was explained in Section 5.3.3.4), and remained that way when
correlations were run to reduce factors with a principal component extraction method, by
combining attributes that correlate with each other. Fortunately, this result is not
surprising because none of the negative language attitudes collected in the comments (the
explicit attitudes of Chapter 4) outlined racial or ethnic qualities, or sexual orientation.
Indeed, regarding gender, they explicitly made reference to men and women approximately
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equally, and unconsciously gravitated toward two overall types of so users: (1), a “dumb
blond” (young female/Valley Girl) and generally uneducated or underprivileged person,
whether it be a hipster or someone who lacks an unspecified level of literacy skills; and (2),
a privileged academic/scientist/politician/business executive, an overwhelmingly male
stereotype. I therefore conclude that the lack of results on this portion of an otherwise
meaningful collection of results is in fact in-line with my previously collected explicit
attitudes (as analyzed in the online comments, in Chapter 4). Had they not been tested, the
open question of whether backstory so is unconsciously indexed with any types of ethnicity
or sexual orientation could not have been answered.

Survey 2 results: Region and social class
Similar to keeping bases covered by asking survey respondents to rate the speaker
on ethnicity and sexual orientation, I also included a checkbox matrix to allow respondents
to assess the speaker’s approximate location of upbringing and social class. On the one
hand, it also seemed an important exploratory component to any sociological research that
collects human attribute ratings. Further, this portion of the survey was partly inspired by
a model survey’s design (Campbell-Kibler, 2006), so its inclusion was also carried out by
way of following procedures that have been established in the field.
Like ethnicity and sexual orientation, however, this area of the survey ruled out
indexing social class or region to backstory so, in that it yielded no results. The questions
about region were only tangentially related to this study; Campbell-Kibler’s (2006)
dissertation investigated the word-final -ing forms, a feature known to be marked as
Southern and Midwestern in the U.S.; there was little expectation that these categories
would show any patterns in the backstory so survey responses. As for social class, it is true
that this information would have been interesting considering the stereotype dichotomy
backstory so appears to index (a dichotomy established in the societal treatment study
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results: youth/women vs. well-spoken academics). However, due to the nature of the checkbox design, many of the subjects who chose middle-class” also chose “working-class” and
“wealthy background”; many of the subjects who chose certain regions of the U.S. also chose
“anywhere/I can’t tell.” Most importantly, even when I isolated total mentions of class
categories (like “working,” “middle,” and “wealthy”), the tallies were approximately equal
across all four conditions.

Survey 2 results: Comment analysis
The comments in the free-form box “Any more thoughts about the person answering
the questions?” at the end of all four survey conditions yielded very few comments, and
none indicated that subjects were distracted by the content of the conversation this time,
showing a clear improvement in design over Survey 1. The comments did differ noticeably
between conditions, which warrants a brief discussion here.
After excluding a small handful of comments that did not describe the speaker at all,
the comment total in the female so guise was 16, of which 13 overtly commented on the so
prefacing; the comment total in the female well guise was 13, and only one of these overtly
observed the well prefacing. This can be interpreted as, ideally, confirmation that the well
is indeed perceived as older in English, and less marked to people. In addition, the fact that
the attribute ratings showed substantial results when comparing means between conditions
shows that the study provided an appropriate blend of letting subjects know what they
were probably assessing, and yet not spelling it out too explicitly. The male condition
showed a similar discrepancy: Six of nine comments in the male so guise identified the so,
and no comments in the male well guise did so (out of four total), meaning that, again, the
control guise was largely undetectable.
Furthermore, although subjects were more likely to leave an overall negative
comment about the way both actors answered questions, the negative-comment rate in both
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so guises was noticeably higher: Negative descriptions made up 12 out of 16 (75%) in female
so, but only seven out of 13 (53%) in female well; six out of nine (67%) in male so, but only
two out of four (50%) in male well. Comments about the male voice in the so guise even
included one who referred to him as being un-trustable, and even un-datable. Several
comments accused the female so guise of being off-putting and of trying to act young.
The term “annoying” was used to describe the speaker in both so-guise comments six
times; the term “off-putting,” four times. These two terms were not found in comments in
either well condition. “Formal,” on the other hand, was used three times to describe the
female well guise, and did not appear in any so guise comment. One comment described the
woman in the well guise as “polite,” a term which did not appear elsewhere in any
comment. (One exception to this pattern is that one comment described the female well
guise as “condescending,” a term that also did not appear elsewhere in the survey
comments.) All four conditions were primed equally with the same attributes (meaning that
the subjects had, moments before writing their comments, seen the attributes
Condescending, Off-putting, Formal, etc., and so this likely inspired them to use these
terms in their comments). What is remarkable about this is that there was still clearly a
trend for the backstory so attributes that were pulled from the explicit attitudes data
(Chapter 4) to polarize toward so and away from well, in both sexes. Another example: One
comment in each well condition in fact described the answerer as “specific.” This description
of precision is something that could easily be applied to backstory so were it not so
stigmatized, and also, “specific” was not one of the survey attributes, so it was not triggered
by a priming effect. It seems people view backstory well as merely prefacing a detailed
answer, but they perceive backstory so quite differently.
Finally, many comments noted that the answerers appeared to be “dodging the
questions” (something I attribute to the script more than the speakers), with expressions
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including “never gave a straight answer,” “avoiding the asker,” “didn’t want to answer,”
“trying to end the conversation,” “trying to escape the conversation,” “non-committal,” and
others. These comments did not follow any pattern: Male so got three, male well got two,
and female so got three, but female well got eight. This may be because the comment pool is
small, and qualitative in nature; it may be because well performs the same pragmatic
function that so does when prefacing an answer: They both signal a mixed-response reply. I
leave the higher count of well comments about “dodging the question” as an open question
of my own. However, overall, the Survey 2 comments suggest that so and well do not index
the same perceived speaker attitudes or social categories. At the same time, the fact that
there is some overlap in the Survey 2 comments makes the statistically significant results
of the scalar ratings even more meaningful, because the separate groups overall assessed
the so guises less favorably when averaged together as a group.
Overall, it seems reasonable to conclude that the survey comments are in-line with
the quantitative ratings (even while they exist on a much smaller scale than the
quantitative attribute ratings, because the ratings were required of survey takers, while
leaving a comment was optional): People don’t like it in general when you don’t answer
questions directly, but they’re especially judgmental about the word you choose to use to
signal this action.
The above analysis of the free-form comments from Survey 2 was conducted in
Excel; the raw comments are listed below, separated by condition and guise. Terms of
interest to this study are in bold:

So comments, female condition:
1) It sounds like she has a faint accent. Also she seems guarded or a bit standoffish. Not as open as the first speaker.
2) It seems she is amnoyed [sic] about being questioned.
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3) One of the two times the sentence started with “so” wouldn't have bothered
me, but two in a row without a logical/informational reason was noticeable.
4) Lacks confidence, sounds depressed.
5) Sounds like a New Jersey accent?
6) I'm Canadian so the question about where she may be from is difficult to
answer, and the question about her possible ethnicity is almost impossible. In
Canada, you can't tell someone's color or ethnicity from the way they speak
unless they’re 1st-generation immigrants.
7) Lady answering questions has low modulation, and lady asking questions has
more of a flow.
8) I am annoyed when people use “so” to start a sentence.
9) She needs to learn what the word “so” means. REALLY annoying.
10) She may be a little bit older than the 24 years that I guessed. If she is older
than that, then I think she is trying to “act” younger for some unknown
reason.
11) She sounded as though she really didn't want to talk to the questioner at all
12) I found her use of “so” off-putting; I wouldn't use it in that context nor have I
heard it used in that context but I am approximately 30 years older than I
perceive she to be.
13) Use of the word “so,” to start each sentence is off-putting
14) She seemed uninterested / annoyed
15) She starts every answer with “So...”, and is kinda reserved? She answers
questions in a short way, kind of like she is lowkey trying to escape the
conversation while still being polite.
16) idk why she said “So” at the beginning of both sentences. And she didn't need
to say “now” at the end of the last sentence.

Well comments, female condition:
1) She seems a little reluctant talking about her schedule, using “Well” twice.
2) The tone sounds condescending but could be lost in not being able to see the
person's body language. I feel like I can pick up an accent, more toward being
Eastern Continental European.
3) Her phrasing and pattern, particularly on the first question when she said
“one is” twice without contracting to “one’s” makes me think of the more
formal speech of a non-native speaker, but one who has lived in the IS [sic]
long enough to pick up informal cultural uses of “well” as an opener. And she
sounds uncertain or lacking confidence.
4) She sounded snobbish. It sounded as if she did not want to answer the
questions. It also sounded like she was trying to give herself time to construct
answers... “well....”, so it made her seem disingenuous.
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5) I feel like the woman answering questions is purposefully being difficult.
6) This sounded like a casual conversation between two colleagues. It did not
sound as though they knew each other well. They are not friends. The person
asking questions had a more formal tone but not so formal as to signal they
were in a supervisor-employee type of relationship
7) I thought she was a wee bit clinical in responding.
8) She seemed in a hurry.
9) She seemed like she was politely trying to end the conversation and not go
much deeper; she didn't go out of her way to volunteer more personal
information or feelings. The conversation felt non-committal and surfacelevel, which is a large part of why I noted that i [sic] perceived her to lack
conviction or authority.
10) Seems to be in a subordinate role to the person doing the questioning
11) she sounded like she wasn't talking normally, but politely, in a way you
wouldn't speak with to friends, but to a boss or stranger, anyone you would
be semi-casual-formal with, but definitely not casual.
12) A little hesitant, uses qualifiers, definitely subordinate somehow to the
person asking questions
13) She seems more formal and specific than I would be and much more
confident and feminine. I imagine she's a teacher.

So comments, male condition:
1) i couldn’t hear any distinctive accent or speech mannerism to tell me where
he was from or his background. that “soooo” prefacing his answers was quite
distinctive & annoying, but it didn’t tell me much about him except perhaps
lacking self-confidence. also, when you asked “authoritarian,” did you mean
“authoritative”? that made more sense & that's how i answered it [all sic].
2) My impression was to be annoyed at the way he answered—never a straight
answer.
3) He seemed disinterested, or at least vague. Did he want to avoid the person
asking the questions (who seemed overly keen!)?
4) Beginning with ‘so’ every time is weird. A recent trend that is offputting [sic].
5) Wouldn't take him serious, date him or hire him.
6) Beginning his statements with “so” was very annoying.
7) He says “so” a lot
8) His long “sooo” was a bit drawn out, but that’s not too uncommon. It’s more
prevelant [sic] in text communication, but not uncommon in spoken. Starting
each response with “sooooooo” is uncommon though.
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9) He sounds so ordinary that I can’t describe anything unique about him. He
does begin sentences with “so” a couple of times. That’s unusual.

Well comments, male condition:
1) He's not very straightforward in clarifying the seminar days now. I would
expect him to say, “No,” before he said “the first one is on Wed.,”
2) very stilted/formal way of answering questions
3) Why did he answer yes after telling the guy that he works on Wednesday and
Saturday?
4) He is very specif [sic], not wanting to be vague, clear as if an attorney or
professor or some type of engineer who expects ultimate accuracy.

5.4.3. Survey 2: Discussion
On one hand, we can conclude that, overall, the findings of the attribute ratings in
Survey 2—overwhelmingly negative attitudes toward backstory so—are essentially in
agreement with the results of the unelicited comment analysis of Chapter 4, although they
do express differences in nuance. The results of Survey 2 uncover general trends in people’s
attitudes toward backstory so, and the overall social meaning that people associate with it,
which is someone who is not authentically intelligent or likeable, and who is young.
It is interesting to note that Survey 2 did not index some of the same traits that the
explicit comments of Chapter 4 did, namely that the comments of the survey and the
ratings of attribute Educated did not indicate an association with scientists or experts. One
possible reason for this is the very reasonable and unavoidable fact that the woman and
man in the recordings were not presented as scientists or experts, and there was no
information to suggest that they were wealthy or not, educated or not, etc. This was done
intentionally to avoid confounds, but it is not the same approach as the analysis of the unelicited comments, because the comments allowed people to think on who they believe does
the feature. In other words, it would be surprising if survey subjects said that the voices
sounded like media interviewers, and so this discord is not contradictory or problematic.
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And yet, another approach to these two sets of related but distinct results is the fact
that backstory so, like any stigmatized language feature, will shift in whom it indexes
based on who is heard saying it. For example, Campbell-Kibler (2006) concludes “The
meaning of (-ing) in this context is not fixed, but varies for different listeners” (p. 182). She
found that when the -ing ending was spliced in to the speech of a natural -in speaker, even
though subjects didn’t know it wasn’t natural, they perceived her as trying to impress her
listeners.
In retrospect, it could have been useful to incorporate some of the stereotypes that
were uncovered in the societal treatment study in Chapter 4, such as “Scientist” or “NPR
Expert.” However, the primary attributes section of the survey collected ratings on an
“educated” scale, and the second part of the survey does explore class and background
categories. It is true that the factor analysis indicated that the backstory so woman and
man were both perceived as less educated, which partly contradicts the explicit attitudes in
the comments. Simultaneously, though, it confirms the overwhelming dislike and negative
attitudes people feel toward backstory so.
For future work, including attributes like “scientist” and “NPR spokesperson” would
therefore be interesting attribute labels to test, and perhaps terms like “confusing” to
explore the feeling of Grice’s Maxims of Relevance and Quantity being broken. On the other
hand, this survey was already lengthy, and it is possible that the negative attitudes that
many of the commenters express toward the scientists and NPR intellectuals have already
been captured in the fact that subjects chose more negative ratings in most categories.
There is also the possibility that the subjects who rated the so guises more
negatively in both conditions belong to the type of commenter who expressed strong dislike
toward upwardly mobile professionals, rating them lower by way of keeping solidarity with
other “non-experts,” something that was seen repeatedly in the societal treatment analysis
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of Chapter 4. Finally, testing the Cooperative Principle violation concept would not have
been successful in this survey context, because the answers to the questions had to be kept
short and direct.
An additional limitation on Survey 2 was the ns; having more subjects per condition
would allow analysis of the response ratings by subject group, such as men and women,
younger and older subjects, and educational status of the subjects. The results are reported
here are meaningful in that they are consistent across substantial groups, but having very
large numbers would allow for additional analytical angles, such as how the type of subject
affects the perception of backstory so.

Controlled judgment experiments: Chapter conclusions
In this chapter, I have presented the results of two attitudinal surveys, the first with
written stimuli, and the second with auditory stimuli, both implemented with the matched
guise technique. Considering the relative lack of results in Survey 1 and the powerful
results in Survey 2, I conclude that auditory presentation is important for this linguistic
feature; we’ve seen that Lambert et al. (1965) designed the matched guise technique
because “linguistic performance” is what prompts language attitudes to be elicited
successfully, and in this case, a written script does not suffice as a linguistic performance.
This chapter described how I used comments from subjects who took Survey 1 to
streamline the stimulus conversation for Survey 2, and improve its overall design. I then
presented results from Survey 2, which overwhelmingly rated backstory so more negatively
than backstory well, in both women and men. The factor reduction analysis and t tests
showed similar results: that backstory so is statistically significantly not preferred over
backstory well. This factor reduction compared three combined factors: intelligence (Factor
1), being generally unlikeable (Factor 2), and being a trendy Valley Girl or Tech Bro (Factor
3). This chapter also discussed the fact that the survey is in alignment with the comment
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analysis of chapter 4 in terms of its negative assessment of backstory so, but shows
noticeable differences, such as a negative correlation with intelligence, wealth and
education, as was true for some of the commenters. In many ways, though, the comments
themselves described complicated and layered perceptions, showing that explicit attitudes
about backstory so are in discord, and that its enregisterment is in process; language
attitudes toward it are still being contested. This is nebulous; who does this and what it
means is still being sorted out. The survey, on the other hand, showed consistency across
subjects in that both so guises were rated generally worse, and on both attitudinal
dimensions (prestige and solidarity). This may be because the survey did not explicitly ask
if the voice sounded like a scientist or professor, but on the other hand, questions about the
wealth and social class of the voices yielded no results, anyway. It seems that whether
people associate backstory so with speakers who have high levels of prestige and expertise,
or with speakers who have low levels of expertise, people still overwhelmingly dislike it and
feel critical of people who use it.
This chapter also showed that survey subjects were more likely to say they do not
answer questions like the so guises than the well guises; that backstory so is perceived as a
new feature; that backstory so did not index an exact age, when compared to the control
guise; that backstory so did not show associations with ethnicity, sexual orientation, or
socio-economic status. Finally, this chapter described the comments as showing that the

well guise remained less noticeable (more unmarked) than the so guise, and, that subjects
were not distracted by the content of the stimulus conversation, or the quality of the voices
of the speakers, enhancing the merit of the study results.
Next, Chapter 6 will briefly review this thesis in its entirety, and discuss open
questions for future work.
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CHAPTER 6: Conclusions
6. Discussion, Conclusions, & Future Direction
Discussion & conclusions
This dissertation first presented, in Chapter 1, a collection of internet comments
that show noticeably negative attitudes toward backstory so (the language feature defined
as prefacing the answer to a question with discourse marker so, to signal a required
backstory or mark insufficiency in the question), along with popular articles that also put it
down, in order to establish that this topic merits research. It next presented the
preliminary hypothesis that backstory so is a recent, rapid language change (a change that
occurs over a couple of decades), and that it is defined by appearing at the start of a
response to a question or request for information from an interlocutor. Using Jucker’s
(1993) model of well as a marker of insufficiency, and Lakoff’s (1973) model of well as a
mixed-answer marker, I also proposed that backstory so can be identified with a well
substitution test. This background led to the following research questions and my attempts
at answering them:
RQ 1: What is a discourse marker (DM) in English? How might this definition assist
in the investigation of so when it prefaces an answer?
RQ 2: Is prefacing an answer with so really new? Has so in general increased in
frequency in English in recent years?
RQ 3: Why do people care about this so much? What is the nature of these explicit
language attitudes, where they exist, toward backstory so?
RQ 4: What is this really about? Do these negative language attitudes systematically
index any specific social groups or categories? Can these attitudes be captured under
implicit/indirect circumstances?
This first chapter also explained that this dissertation attempts to fill a gap in the
literature by exploring a linguistic feature that has appeared recently in modern English,

181

and one that has not yet been formally researched as far as we know. It argued that rapid
language changes (defined in Section 3.1) and linguistic features that are viewed negatively
are important to research and understand, as they contribute to our understanding of how
linguistic variables lead to both conscious and unconscious bias and discrimination. This
chapter also expressed the hope that some of the methods I developed for this dissertation
might be of some use to future sociolinguistic and diachronic research.
Chapter 2 reviewed the literature on discourse markers, and so in particular, plus
some of the literature on language attitudes and some methods that have been used to
investigate both. It outlined how discourse markers are defined in the literature, and
demonstrated that a single, clear definition has not yet been established. I established the
following guidelines for my own work: I support the arguments that claim that coordinating
conjunctions and other lexical categories that affect the syntactic structure of a sentence do
not qualify as DMs; that DMs are a part of the grammar but not the syntax; that the
function and the location in the discourse of a DM are the most critical components of their
definition. This chapter also explored some previous documentation of other DMs that have
been criticized or stigmatized in a similar fashion to backstory so such as Watts (1989). I
also argued briefly that the many meanings of so do not necessarily share a single core
meaning.
Chapter 3 reported the first part of my triangulated examination of backstory so:
The diachronic study that concluded (until contrary evidence is provided) that backstory so,
defined as the preface to a reply, is a rapid language change in modern English, which was
unattested in the early 1990s, and reached consistently high rates around 2005, and
continues to climb. I also conclude that actual production rates, as best as can be
determined from a rudimentary side-analysis of counts in men and women in the subcorpus that was pulled from COCA for this study, are the same in both men and women.
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Chapter 4 described the second part of the triangulated investigation: a societal
treatment study in the form of an analysis of unelicited comments retrieved from online
articles about so. These results showed that the explicit language attitudes toward
backstory so are interesting, multi-faceted, and complex. It showed that, while they appear
to index multiple stereotypes and English registers, they also illustrate patterns that
remain overwhelmingly negative, and consistently so; secondly, the results illustrate a
gendered dichotomy which is that, when critics hear it, they either conjure a young,
informal person, often female, who is lacking in educational prestige and comes across as
inarticulate, or—more often—a privileged expert who comes across as phony and
condescending, and more often male.
This chapter also showed that the online commenters are aware that answerprefacing is a new way of using so in English, and that they overwhelmingly dislike it (a
fact that was proposed in Chapter 1, and now supported by this comment analysis of
Chapter 4). The comments frequently contained very bitter and hateful criticisms, even
going so far as to compare so to an infectious disease. This analysis also resulted in a list of
attributes, nearly all of which are negative, which were then used to create an implicitattitudes test by way of a matched guise survey. By examining quoted “translations,” this
chapter also concluded that discourse marker so is undergoing a shift in usage in a
direction that many English speakers do not expect: instead of introducing a new topic, its
intended use is to signal that the speaker is staying on topic, but first providing some
backstory. Some commenters suggested that well is a common and innocuous DM that has
served this purpose for much longer.
Next, by examining the pet-peeves that are believed to co-occur in people who have
backstory so in their Englishes, this chapter identified multiple ways in which backstory so
is being enregistered: with (young) women, with the underprivileged (signaled by references
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to lack of literacy in the form of spelling errors and using fillers due to a lack of
articulateness, as outlined in Section 4.3.7.2.2), people speaking informally/people who are
young, and (paradoxically) upwardly mobile professionals (stereotypically assumed to be
men with some level of social prestige). This shows, again, that backstory so is undergoing
enregisterment, and concurrently indexes multiple stereotypes and social categories. It also
shows that, despite vitriol and insults that posters hurled toward backstory so, a closer look
revealed that they were not in fact engaging in traditional prescriptivism, but rather
attacking so-sayers for effectively putting on airs, and acting smart but not necessarily
being smart, even when they have credentials of social prestige and power.
Finally, Chapter 5 tested the principal negative attributes collected from the
comments that were analyzed in Chapter 4, to find out if these negative perceptions were a
fluke, or restricted to the population of people who gravitate toward sharing their opinion
about backstory so when they come across articles about it. This matched-guise attitudinal
survey was conducted in two parts: a written pilot survey (Survey 1), and then a main
survey that used recorded voices for the stimulus (Survey 2).
A lack of results from Survey 1 led me to conclude that reading backstory so in a
dialogue is not powerful or salient enough to collect language attitudes accurately. Chapter
5 also described how I used feedback from the Survey 1 subjects to better design Survey 2.
In this listening-task survey, subjects overwhelmingly rated backstory so more negatively
than backstory well, in both women and men, and to notable degrees of statistical
significance. A factor reduction, with a principal component extraction method, and
subsequent t tests showed similar statistically significant findings: that backstory so is
rated worse than backstory well when comparing combined factors of intelligence (Factor
1), being generally unlikeable (Factor 2), and being a young, trendy Valley Girl or Tech Bro
(Factor 3). Of these six, the only factor that nearly approached statistical significance was
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Female Factor 2, and the other five were statistically significantly different. The survey
showed a surprising type of internal consistency, in that the so guise was rated generally
worse in both men and women, across axes both of intelligence and likeability.
This chapter also explained that survey subjects were more likely to say they do not
answer questions like the speaker in the so guises than the well guises; that backstory so is
perceived as a new feature; and that backstory so does not show associations with ethnicity,
sexual orientation, or socio-economic status.
I conclude that that backstory so connotes multiple registers and stereotypes,
indicating that its status is contentious. However, these associations still show certain
intricate patterns. An important takeaway from the implicit attitudes collected in the
survey is that, even unconsciously, people indicate that they would be less likely to hire,
trust, or spend time with someone who uses this linguistic feature, partly because it is new,
and partly because it is generally perceived as annoying and illogical. In addition, the
explicit attitudes analyzed in this thesis discovered that this perception can be stronger
when one of the motivating factors for this view is the fact that backstory so is perceived as
indexing people who belong to a higher-ranking register/dialect than their own, allowing
them to establish solidarity with other “regular,” non-professional experts, or perhaps feel
the backstory so makes the speaker sound like they are faking membership into a higherranking social class than they may come from. The relationship between the socio-economic
status of the subject and this attitude could not be examined within the scope of this
dissertation, but would be useful to explore in future work. It seems that whether
backstory so indexes people who have high levels of prestige and expertise, or those who
have low levels of expertise, respondents still overwhelmingly dislike it and feel critical of
people who use it. Whether this reaction will persist, like it has for focuser and quotative
marker like, and whether it will remain low in frequency or become adopted by nearly
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everyone, across Englishes—also like focuser and quotative marker like have—is a question
for future research.
This dissertation as shown a variety of conflicting attitudes towards so (notably the
“unintelligent female”/“professional male” dichotomy). It is useful in cases like this to
consider similarly “contradictory” results of existing literature. For example, CampbellKibler (2006), in describing reactions to -ing/-in, writes “The data collected by these
procedures created a data set of incredible richness. The complexity of the connections
being studied was such that, with the number of participants I had, I was able to only
scratch the surface of the interactions and connections present” (p. 97). Dailey-O’ Cain’s
(2000) dichotomous results are ones I have cited many times in this thesis: Those subjects
rated like low in intelligence but high in friendliness, and, when comments were elicited
under explicit conditions, nearly all reactions were negative, as if the subjects were
unaware of perceiving the like guises as friendly and likeable.
An older example is that of Lambert et al. (1960), the original matched guise
technique research (discussed in Section 5.2). A single individual was rated higher on
attributes such as height, kindness, and intelligence when speaking English. Yet, the study
showed no difference between the French and English guises on attributes such as
leadership and likeability.

Future directions, implications and limitations
This dissertation investigated backstory so in a triangulated fashion (via three
different types of data collection). In order to expand this research in the future, two
additional data collection techniques are proposed here. First, it would be useful to collect
data on actual rates of backstory so across Anglophone populations and demographics, in
order to determine whether rates are roughly the same or different across age groups,
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sociolects, and regional dialects of English. Second, it would be useful to collect—in
contrast—perceived rates of backstory so across the population.
To collect real rates, I propose recording the speech, in an interview scenario, of
people from a variety of demographic backgrounds and regions, and tabulating their rates
of backstory so (akin to Dailey O’Cain’s (2000) study of like). I was not able to pursue this
line of inquiry due to limitations of space, time, and the logistical challenge of investigating
a linguistic feature that occurs in only part of the population, and only in a specific
environment (the Q&A trigger). This means that a substantial number of speech samples
may contain no tokens, requiring large numbers of subjects. One reason that Dailey-O’Cain
(2000) was able to successfully calculate rates of focuser and quotative like is that like is
fairly ubiquitous across English speakers—at least compared to backstory so. However, in
the process of writing this thesis, I conducted numerous interviews for academic programs
and noticed, anecdotally, that backstory so appeared in responses repeatedly, and in
substantially more than half of the interviewees I spoke with. Designing stimuli (answers
likely to trigger complex responses) would be straightforward, and such a study would
likely yield fruitful results and information about actual rates, and would greatly enhance
this study.
The second follow-up study I propose is the collection of perception of rates and
attitudes that are both explicit (like the article comments in Chapter 4) and elicited (like
the surveys in Chapter 5). For example, such a study would entail playing backstory so to
subjects, and asking them if they noticed it, if they say it themselves, and who they think is
more likely to say it. This would merge the components of this dissertation in a way that
could lead to a clearer understanding of the nuances of the status and the demographics of
backstory so users. It would also provide greater insight into whether linguistic features are
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perceived accurately, or rather, if they are perceived in ways that tend to be dictated by
misconceptions like confirmation bias, and by larger constructs and social stereotypes.
Next, there are limitations to this study that are worth a reminder here. Having a
corpus that allowed access to the audio transcriptions, and one that had full data after
2011, would have greatly enhanced the corpus analysis. Further, having a corpus that
included data that went back to the 1980s would have (I imagine) provided even stronger
support for the lifespan of backstory so. For the societal treatment study, it is my belief that
even deeper analysis, with an even closer examination plus some additional example
comments, would allow for a clearer and even more convincing set of results. In addition,
analyzing the comments about gender stereotypes while taking into account the gender and
socio-economic status of the commenter, had that data been available for all comments,
would have given richer detail and understanding of the motivation behind the vitriolic
comments. Regarding the survey, running the matched guise survey on larger numbers of
subjects, had time and funding allowed for it, might have further clarified some of the
mixed (albeit interestingly so) results.
Despite these limitations, the results provide at least a starting point of
understanding backstory so, a previously-unresearched (at least on this scale) language
phenomenon. In addition, it is my hope that this dissertation has important theoretical and
methodological implications. Theoretically, it is my intention to contribute a bit toward our
better understanding of how language changes are experienced and perceived. For example,
this thesis has explored the possibility that rapid language changes are often perceived
negatively and associated with particular groups of people, that language attitudes towards
a new language feature and which groups of people it indexes are highly complex and often
seemingly contradictory, something that perhaps reflects the fact that its social meanings
are still being worked out. It is also possible that a linguistic feature’s social indexicality is
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never simple or stable and that these are constantly shifting and changing. Further, the
fact that this research steered itself into the realm of “vernacular purism” (Pearce, 2015) to
my surprise, is also, I hope, a small contribution to continuing that area of study. The idea
that prescriptivism encompasses defending both the standard as well as the vernacular or
non-standard forms of a speech community has potential for a lot of future work, as new
cases of it are discovered. How far back in time can this phenomenon be documented? Is it
long-standing, a reaction to the standardized prescriptivism that came along as standard
writing systems evolved? Or, is it recent, due to technological innovations? Is it isolated
within certain speech communities, or more universal?
Methodologically, it is my hope that this work illustrates the value of exploring
language attitudes from multiple angles; using corpus data, spontaneous, user-generated
language attitudes from the internet, and experimental (matched-guise and survey) data to
paint a more detailed picture of language attitudes toward a particular linguistic feature.
While arriving at final conclusions in a way that blends these three approaches together is
challenging, the methods presented here were chosen based on a combination of existing
work, guidance from professional peers, and decisions made via intuitions and judgments I
have developed over the course of my graduate studies. It is my hope that these methods
and ideas can be both useful and improved upon by other researchers in future analyses.
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Appendix: Survey Materials

Survey 1 screenshot: Consent slide
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Survey 2 screenshot: Consent slide and link to audio

Survey 2 screenshot: Attribute rating scale example
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