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LOCAL MAXIMIZERS OF ADJOINT FOURIER RESTRICTION
ESTIMATES FOR THE CONE, PARABOLOID AND SPHERE
FELIPE GONC¸ALVES AND GIUSEPPE NEGRO
Abstract. We show that, possibly after a compactification of spacetime, constant
functions are local maximizers of the Tomas-Stein adjoint Fourier restriction inequality
for the cone and paraboloid in every dimension, and for the sphere in dimension up to
60. For the cone and paraboloid we work from the PDE framework, which enables the
use of the Penrose and the Lens transformations, which map the conjectured optimal
functions into constants.
1. Introduction
We consider the Fourier adjoint restriction inequality in the Tomas-Stein endpoint.
The general framework is the following; letting M Ă Rd`1 denote a smooth surface with
at least k non-vanishing principal curvatures and natural measure µ, and p “ 2` 4
k
, there
is a C ą 0 such that
‖xµf‖LppRd`1q ď C‖f‖L2pMq (1.1)
for every smooth f :MÑ C, where
xµfpxq “ ż
M
fpyqe´ix¨ydµpyq.
See [12, 19, 23]. Only for a few surfaces M, in specific dimensions, the smallest possible
constant C in (1.1) and the functions that attain it are known; for many other cases,
these are merely conjectured.
In this paper, we establish a local version of some of these conjectures, according to
the following general strategy. We let E Ă L2pMq denote the set of the conjectured
extremizers of (1.1) and we prove that, for all f in a neighborhood of E ,
c distpf, Eq2 ď C2‹‖f‖2L2pMq ´ ‖xµf‖2LppRd`1q,
where c ą 0 and C‹ is the conjectured sharp constant. In a few cases, we can prove
that this last inequality holds for all f P L2pMq, thus establishing a sharpened version
of (1.1).
It is well known that estimate (1.1) is intrinsically connected with dispersion estimates
for PDEs, known as Strichartz inequalities; for instance, the Fourier extension operators
on the double cone and the paraboloid are connected with solutions of the Wave and
Schro¨dinger equations respectively. For more on this see the survey [9].
We proceed by stating our main results.
Date: March 27, 2020.
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1.1. Wave equation - Cone adjoint Fourier restriction. For p :“ 2d`1
d´1 , we consider
the estimate
∥
∥
∥
∥
cospt?´∆qf0pxq ` sinpt
?´∆q?´∆ f1pxq
∥
∥
∥
∥
LppR1`dq
ď C‖f0, f1‖ 9H 12ˆ 9H´ 12 pRdq, (1.2)
where t P R, x P Rd denote the standard coordinates on R1`d, and
‖f0‖
2
9H1{2
:“
ż
Rd
f0
?´∆f0 dx, ‖f1‖29H´1{2 :“
ż
Rd
f1
1?´∆f1 dx.
In [7], Foschi proved that, for d “ 3, the smallest possible value of the constant C is
C‹ :“ ‖cospt
?´∆qf‹‖Lp “
b
2
d´1π
1
p |Sd|
1
p
´ 1
2 , where f‹pxq “ cp1` |x|2q´ d´12 , (1.3)
and c ą 0 is chosen so that ‖f‹‖ 9H1{2 “ 1 (see the forthcoming section 3.1 for the com-
putation of the explicit value of C‹). He conjectured that the same should be true for
all dimensions d ě 2, and he also conjectured what the functions pf0, f1q that attain this
sharp constant should be.
Before stating our result, we observe that, in the forthcoming Proposition 3.1, we will
prove that there is no loss of generality in assuming that f0, f1 are real-valued. This is
relevant to our purposes, because letting
f :“ f0 ´ i?´∆f1, where f0, f1 are real-valued,
it holds that
cospt?´∆qf0 ` sinpt
?´∆q?´∆ f1 “ ℜpe
it
?´∆fq, and ‖f0, f1‖ 9H 12ˆ 9H´ 12 “ ‖f‖ 9H 12 .
We can thus define the deficit functional of (1.2) to be
ψpfq :“ C2‹‖f‖29H 12 ´ ‖ℜpe
it
?´∆fq‖2Lp,
observing that the conjecture of Foschi is equivalent to
ψ ě 0, and ψpfq “ 0 if and only if f P M,
where M Ă 9H1{2 is the manifold of Foschi’s conjectured maximizers, namely
M :“  rΓpeiθf‹q : r ą 0, θ P R, Γ P G( ,
where G is a Lie group of unitary transformations of 9H1{2, which we will describe in
Section 3. The following is our first main result.
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Figure 1. The Foschi conjecture is true in the shaded region.
Theorem 1.1. Let d be an odd integer. There exist δ P p0, 1q and C ą 0, depending only
on d, and such that
ψpfq ě Cdistpf,Mq2,
provided that
distpf,Mq ă δ‖f‖ 9H1{2pRdq, (1.4)
where distpf,Mq :“ inft‖g ´ f‖ 9H 12 : g P Mu. If d “ 3, condition (1.4) can be removed.
An immediate corollary is that the conjecture of Foschi is true, for all odd d ě 3, in
an open neighborhood of M. The method of proof is based on the study of the first and
second derivatives of ψ on M, using in an essential way the conformal compactification
of R1`d provided by the Penrose transform. The case d “ 3 is special, because it is
already known that f‹ is a global minimizer for ψ. Because of this, we can extend the
local analysis of the derivatives to a global result, and Theorem 1.1 holds without the
condition (1.4). This is done via a concentration-compactness method dating back to
Bianchi and Egnell [2], as already observed in [16]. We remark that, unfortunately, the
method of Bianchi and Egnell can only be applied to inequalities for which the extremizers
are previously known.
If d ě 2 is even, then f‹ is not a critical point of ψ; see the aforementioned [16]. Thus
the conjecture of Foschi fails in this case. However, Theorem 1.1 does hold for arbitrary
d ě 2 if ψ is replaced by the half-wave functional
ψhpfq :“ C2h‖f‖29H 12 ´ ‖e
it
?´∆f‖2Lp, where Ch :“ ‖eit
?´∆f‹‖Lp.
For this functional, the condition (1.4) can be removed for d “ 2 and d “ 3, the cases for
which Foschi already proved that f‹ is a global minimizer to ψh. The propagator eit
?´∆
corresponds to the half-wave equation Btu “ i
?´∆u, or, equivalently, to Fourier adjoint
restriction to the one-sheeted cone. It is interesting to note that the distinction between
even and odd dimensions, needed for the study of maximizers to the wave Strichartz
estimate (1.2), does not seem to be needed for the case of the half-wave. To the best of
our knowledge, the application of the Penrose transform to the half-wave propagator has
not previously appeared in the literature.
1.2. Schro¨dinger equation - Paraboloid adjoint Fourier restriction. We consider
here the following estimate (see, for example [21, Theorem 2.3])
}u}L2`4{dpRd`1q ď C}f}L2pRdq, (1.5)
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which holds true for some constant C ą 0, where u : Rr`1 ÞÑ C is the solution of the
Schro¨dinger equation
Btu “ i∆u
u|t“0 “ f
with initial data f . The smallest possible value of C is given by the supremum
sup
f‰0
}u}L2`4{dpRd`1q
}f}L2pRdq
,
and it is a long standing conjecture that f attains this supremum if and only if it is a
Gaussian, that is, fpxq “ exppa|x|2 ` b ¨ x ` cq, where c, a P C, b P Cd and Re a ă 0. If
that is the case, a simple calculation shows that such supremum equals
Ad “ 4´ d8`4d
ˆ
1` 2
d
˙´ d2
8`4d
.
We define the deficit functional of (1.5) to be
φpfq “ A2d}f}2L2pRdq ´ }u}2L2`4{dpRd`1q,
and the manifold of Gaussians to be
G “ tea|x|2`b¨x`c : a, c P C, b P Cd and ℜ a ă 0u Ă L2pRdq.
We can now state our result.
Theorem 1.2. There are δ, C ą 0, depending only on d, and such that
φpfq ě Cdistpf,Gq2
provided that
distpf,Gq ă δ}f}L2. (1.6)
If d “ 1 or d “ 2 condition (1.6) can be removed.
The method of proof is analogous to the one of the previous section; in this case, the
compactifying transformation is a variant of the Lens transform (see, for example, [22]),
and we describe it in Section 4.1. For d “ 1, 2 the removal of the condition (1.6) is done
via the aforementioned method of Bianchi and Egnell; the concentration-compactness
tools in this case are due to Be´gout and Vargas [3].
1.3. Sphere adjoint Fourier restriction. The Tomas-Stein adjoint Fourier restriction
inequality asserts that if p “ 2d`1
d´1 then
sup
0‰fPL2
}xfσ}LppRdq
}f}L2pSd´1q
ă 8,
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where σ is the surface measure of the sphere Sd´1. It is conjectured that the only real-
valued functions attaining the supremum above are constants, or more generally, functions
of the form fpxq “ aeix¨v, where a P Czt0u and v P Rd. In particular, a simple compu-
tation shows that constant functions are maximizers if and only if the supremum above
equals
Sd :“ p2πqd{2|Sd´1|´ 1d`1
ˆż 8
0
|Jd{2´1|p dr
r
d´3
d´1
˙1{p
; (1.7)
see the forthcoming (5.1). This conjecture is still widely open and solved only in dimen-
sion 3 in a remarkable paper by Foschi [8]. Establishing that constants are locally optimal
is usually a more treatable problem, however only in dimension 2 this was proven [4].
All these results rely heavily on the fact that p is an even integer, a nuance that only
happens in dimensions 2 and 3.
We define the deficit function
ζpfq “ S2d}f}2L2pSd´1q ´ }xfσ}2LppRdq
and let
C :“ taeix¨v : a P Czt0u and v P Rdu.
Theorem 1.3. Let d ď 60. There is δ, C ą 0, depending only on d, and such that
ζpfq ě Cdistpf,Cq2
provided that
distpf,Cq ă δ}f}L2pSd´1q. (1.8)
This last condition can be removed for d “ 3.
The removal of the condition (1.8) uses the concentration-compactness tools due to
Christ and Shao [6].
Our proof method involves a numerical part that becomes harder as the dimension
grows. With more computational power and delicate estimates the threshold on the
dimension could possibly be extended to something like d ď 200 and we provide a sys-
tematic way of doing so.
2. Method of proof
The outline of the proof is common to all cases, so we describe it here in general terms.
Let H be a Hilbert space whose scalar product and norm we denote by x¨|¨y and ‖¨‖
respectively, and consider the bounded linear operator
S : HÑ LppRNq, where p P p2,8q and N P N,
Let moreover
G :“ tΓθ : HÑ H : θ P Rku
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denote a group of linear transformations depending smoothly on θ, where θ “ 0. We
assume that the following invariance properties are satisfied
‖Γθf‖ “ ‖f‖, and ‖SΓθf‖Lp “ ‖Sf‖Lp, @f P H, @θ P Rk. (2.1)
Finally, we also assume that Γθ vanishes at infinity, in the sense that
lim
|θ|Ñ8
xΓθf |gy “ 0, @f, g P H. (2.2)
This concludes the list of the needed assumptions.
We can now let f‹ P Hzt0u be fixed and define the deficit functional
ψpfq :“ C2‹‖f‖2 ´ ‖Sf‖2Lp, where C‹ :“
‖Sf‹‖Lp
‖f‹‖
.
By definition, ψpf‹q “ 0; hence, by (2.1), ψ vanishes on the set
M :“ tzΓθf‹ : z P Czt0u, θ P Rku Ă H.
By construction, M is a smooth manifold parametrized by the map
pz, θq P Czt0u ˆ Rk ÞÑ zΓθf‹;
so, for each f PM , the corresponding tangent space is
TfM “ spanR
#
f, if,
B
Bθj
ˇˇˇˇ
θj“0
Γp0,...,θj ,...,0qf : j “ 1, . . . , k
+
,
and we denote its orthogonal complement by
pTfMqK :“ tg P H : xg, hy “ 0, @h P TfMu .
We remark that ψ is twice real-differentiable, and we denote
ψ1pfqg :“ BBǫ
ˇˇ
ǫ“0 ψpf ` ǫgq, ψ2pfqpg, gq :“ B
2
Bǫ2
ˇˇˇ
ǫ“0
ψpf ` ǫgq, @f, g P H.
Theorem 2.1. Assume that ψ1pf‹q “ 0 and that there is a ρ ą 0 such that
ψ2pf‹qpfK, fKq ě ρ‖fK‖2, @fK P pTf‹MqK. (2.3)
Then there is a δ P p0, 1q, depending only on ρ, and such that
ψpfq ě ρ
3
distpf,Mq2,
for all f P H such that
distpf,Mq ă δ‖f‖. (2.4)
Remark 2.2. If S is a real-linear operator, as will be the case in Section 3, the theorem
still holds true, with the same proof, provided that, for all θ P R, it holds that ψ1peiθf‹q “ 0
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and that (2.3) is replaced by
ψ2peiθf‹qpfK, fKq ě ρ‖fK‖2, @fK P pTeiθf‹MqK. (2.5)
Proof. By the vanishing property (2.2), every f P H has a metric projection on M Y t0u;
that is, there is at least one P pfq PM , or P pfq “ 0, such that
‖f ´ P pfq‖ “ distpf,Mq.
If distpf,Mq ă ‖f‖, then P pfq ‰ 0, thus P pfq PM and there is the orthogonality
f ´ P pfq P pTP pfqMqK.
The proof is standard and can be found, for example, in [16].
We let fK :“ f ´ P pfq, so that ‖fK‖ “ distpf,Mq. By the invariances (2.1), there is
no loss of generality in assuming that P pfq “ zf‹ for a z P Czt0u. Thus, since ψpf‹q “ 0
and ψ1pf‹q “ 0, we can Taylor expand and use (2.3) to obtain
ψpfq “ ψpzf‹ ` fKq “ |z|2 ψ
ˆ
f‹ ` fK
z
˙
“ |z|2
ˆ
1
2
ψ2pf‹q
ˆ
fK
z
,
fK
z
˙
` o
ˆ
‖fK‖2
|z|2
˙˙
ě |z|2
ˆ
1
2
ρ
‖fK‖2
|z|2
` o
ˆ
‖fK‖2
|z|2
˙˙
ě ρ
3
‖fK‖2,
where the last inequality holds provided that ‖fK‖
2
|z|2
is sufficiently small.
We claim that this smallness is provided by the condition (2.4). Indeed, fK P pTf‹MqK,
so in particular xfK|f‹y “ 0 and so ‖fK‖2 “ ‖f‖2 ´ |z|2 ‖f‹‖2. Therefore
‖fK‖2
|z|2
“ ‖f‹‖2 p‖fK‖{‖f‖q
2
1´ p‖fK‖{‖f‖q2 . (2.6)
Now, since x P r0, 1q ÞÑ x2
1´x2 is increasing, the left-hand side of (2.6) is small if and only
if ‖fK‖
‖f‖
is, and this is the case, provided that (2.4) is satisfied with a sufficiently small
δ P p0, 1q. This concludes the proof. 
The condition (2.4) makes the previous result a local one. In some cases, we will be
able to upgrade it to a global one, at the cost of some more assumptions.
Definition 2.3. We say that maximizing sequences are pre-compact up to symmetries
if, for each sequence fn P H such that ‖fn‖ “ 1 for all n, and such that ‖Sfn‖Lp Ñ C‹,
there are f, rn P H such that, up to passing to a subsequence,
fn “ Γθnf ` rn, and ‖rn‖Ñ 0.
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Definition 2.4. We say that f‹ is a unique maximizer up to symmetries if
‖Sf‹‖Lp
‖f‹‖
“ sup
"
‖Sf‖Lp
‖f‖
: f ‰ 0
*
,
and, moreover, for any g‹ P H such that
‖Sg‹‖Lp
‖g‹‖
“ ‖Sf‹‖Lp
‖f‹‖
,
it holds that
g‹ “ zΓf‹, for some Γ P G and z P Czt0u.
Theorem 2.5 (Sharpened inequalities). Assume that the operator S admits pre-compact
maximizing sequences and a unique maximizer f‹, up to symmetries. If there is ρ ą 0
such that
ψ2pf‹qpfK, fKq ě ρ‖fK‖2, @fK P pTf‹MqK,
then there is a C ą 0 such that
ψpfq ě Cdistpf,Mq2, for all f P H.
Proof. Assume, aiming for a contradiction, that there is a sequence fn P H such that
ψpfnq
distpfn,Mq2 Ñ 0. (2.7)
By homogeneity, we can assume that ‖fn‖ “ 1. Since distpfn,Mq ď ‖fn‖, the denomina-
tor in (2.7) is bounded; thus ψpfnq Ñ 0, which implies that fn is a maximizing sequence
in the sense of Definition 2.3, so
fn “ Γθnf ` rn, where ‖rn‖Ñ 0. (2.8)
This immediately implies that f is a maximizer for S; so by Definition 2.4, f “ zΓθf‹
for some z P C and θ P Rk. Thus, (2.8) is equivalent to
distpfn,Mq Ñ 0.
Now, since ‖fn‖ “ 1, for all sufficiently large n it holds that distpfn,Mq ă δ‖fn‖,
where δ ą 0 is the parameter that appears in Theorem 2.1. But then
ψpfnq ě ρ
3
distpfn,Mq2,
for a ρ ą 0, contradicting (2.7). The proof is complete. 
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3. Cone adjoint restriction - Wave equation
We now want to apply the methods of the previous section to the Hilbert space
H “ 9H1{2 ˆ 9H´1{2pRdq and to the operator
S : HÑ LppR1`dq, where p “ 2d`1
d´1 ,
given, for t P R and x P Rd, by
Sf pt, xq :“ cospt?´∆qf0pxq ` sinpt
?´∆q?´∆ f1pxq, where f “ pf0, f1q.
Before we start the study of the deficit functional, we remark that, if f is real-valued,
then Sf also is real-valued. Thus, there will be no loss of generality in limiting ourselves
to the real-valued case, as the following proposition shows.
Proposition 3.1. Suppose that f , g are real-valued and f ` ig ‰ 0. Then either f “ 0,
or g “ 0, or
‖Spf ` igq‖Lp
‖f ` ig‖H ď max
"
‖Sf‖Lp
‖f‖H
,
‖Sg‖Lp
‖g‖H
*
.
Proof. We assume that f ‰ 0 and g ‰ 0, and moreover
‖Sf‖2Lp
‖f‖2H
ě ‖Sg‖
2
Lp
‖g‖2H
. (3.1)
Using that ‖f ` ig‖2H “ ‖f‖2H ` ‖g‖2H and
‖Spf ` igq‖2Lp “ ‖|Sf |2 ` |Sg|2‖Lp{2 ď ‖Sf‖2Lp ` ‖Sg‖2Lp,
we infer from (3.1)
‖Spf ` igq‖2Lp
‖f ` ig‖2H
ď ‖Sf‖
2
Lp ` ‖Sg‖2Lp
‖f‖2H ` ‖g‖2H
ď
p1` ‖g‖2H
‖f‖2
H
q‖Sf‖2Lp
p1` ‖g‖2H
‖f‖2
H
q‖f‖2H
“ ‖Sf‖
2
Lp
‖f‖2H
.

As stated in the Introduction, for real-valued f “ pf0, f1q, we let f :“ f0 ´ i?´∆f1, so
Sf “ ℜpeit
?´∆fq, and ‖f‖ 9H1{2ˆ 9H´1{2 “ ‖f‖ 9H1{2 ;
thus, the deficit functional to study reads
ψpfq “ C2‹‖f‖29H1{2 ´ ‖ℜpeit
?´∆fq‖2LppR1`dq. (3.2)
We recall from (1.3) that
f‹pxq “ cp1` |x|2q´ d´12 , C‹ “ ‖ℜpeit
?´∆f‹q‖LppR1`dq,
where c ą 0 is such that ‖f‹‖ 9H1{2 “ 1.
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We now describe the symmetry group. As in Foschi [7], we let G denote the Lie group
generated by the following transformations of 9H1{2pRdq;
f ÞÑ λ d´12 eit0
?´∆fpλRx` hq, f ÞÑ peip¨q
?´∆fq ˝ Lα|t“0, (3.3)
where Lαpτ, ξq “ pγτ ´ γαξ1, γξ1 ´ γατ, ξ2, . . . , ξdq, for γ :“ p1 ´ α2q´1{2, denotes the
Lorentzian boost. The parameters in (3.3) are
t0 P R, h P Rd, R P SOpdq, λ ą 0, |α| ă 1. (3.4)
The manifold of conjectured maximizers is, thus,
M “ trΓpeiθf‹q : r ě 0, θ P R,Γ P Gu. (3.5)
Differentiating rΓpeiθf‹q with respect to r, θ and the parameters in (3.4), we compute
that the tangent space at eiθf‹ is
Teiθf‹M “ spanR
`
f‹, if‹, i
?´∆eiθf‹, Bxjeiθf‹, pνd ` x ¨∇q eiθf‹, ixj
?´∆eiθf‹
˘
.
The group G satisfies the invariances
‖ℜpeip¨q
?´∆Γfq‖Lp “ ‖ℜpeip¨q
?´∆f‖Lp, ‖Γf‖ 9H1{2 “ ‖f‖ 9H1{2 , @f P 9H1{2, @Γ P G,
which are needed to apply the method of Section 2. We remark that, on the other hand,
the property
‖ℜpeit
?´∆eiθfq‖LppR1`dq “ ‖ℜpeit
?´∆fq‖LppR1`dq (3.6)
which is true for p “ 4 (see [1]), does not seem to hold for any other value of p. Thus,
the deficit functional ψ is generally not invariant under the transformation f ÞÑ eiθf .
However, we will prove in the forthcoming (3.15) that the invariance (3.6) does hold for
f “ f‹; in particular, f‹ is an extremizer if and only if eiθf‹ is. Because of this, we have
to include this transformation in the definition (3.5).
As pointed out in Section 2, since G is not a compact group, we need the vanishing at
infinity property (2.2), which in the present case prescribes that, for each f, g P 9H1{2,
xΓf |gy 9H1{2 Ñ 0 if |t0|` |h|` |log λ|` |arctanhpαq|Ñ8.
This property holds true; see [18, Lemmas 3.2 and 4.1]. For d “ 3, the propagator
ℜpeit
?´∆q admits pre-compact maximizing sequences (see Definition 2.3), as proven in
the aforementioned [18], and a unique maximizer (see Definition 2.4), as proven in [7].
Consequently, Theorem 1.1 holds in the stronger, global form. See [16] for more details.
Finally, we record a remark that won’t be needed in the sequel but that can be interesting
elsewhere.
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Remark 3.2. Letting F denote the Fourier transform, we have
FpMq “
"
e´A|ξ|`b¨ξ`c
|ξ|
: ℜpAq ą 0, b P Cn, c P C
*
.
3.1. The Penrose transform. Recall that
p “ 2d` 1
d´ 1 and νd “
d´ 1
2
.
We consider the sphere Sd, with Lebesgue measure dS, and we use X “ pX0, X1, . . . , Xdq
to denote its points; so,
X2
0
`X2
1
` . . .`X2d “ 1.
We use the following measures on T :“ R{p2πZq and on Sd respectively;
dT :“ dT
Cd
, dS :“ dS
|Sd|
, where Cd :“
ż
T
|cospνdT q|p dT.
We define a Sobolev norm on the sphere Sd by
‖F‖2
H1{2pSdq :“
1
νd
ż
Sd
b
ν2d ´∆SdpF qF dS.
With these normalizations, we have for the constant function 1 that
‖1‖H1{2pSdq “ ‖ℜpeiT
?
ν2
d
´∆
Sd1q‖LppTˆSd,dT dSq “ 1.
The following is the main theorem of this subsection.
Theorem 3.3. There is a surjective C-linear isometry
I : H1{2pSdq Ñ 9H1{2pRdq
such that
(i) Ip1q “ f‹.
(ii) if d is odd, the deficit functional (3.2) satisfies
pψ ˝ IqpF q “ C2‹
´
‖F‖2
H1{2pSdq ´ ‖ℜpeiT
?
ν2
d
´∆
SdF q‖2LppTˆSd,dT dSq
¯
.
(iii) for each θ P R, the tangent space to M satisfies
I´1pTeiθf‹Mq “ tb` a0X0 ` . . .` adXd | b, a1, . . . , ad P Cu .
We remark that, as a consequence of (iii), the tangent space Teiθf‹M is in fact inde-
pendent of θ P R. In the proof of Theorem 3.3 we will also compute the exact value of
C‹ “ ‖cospt
?´∆qf‹‖Lp;
C‹ “
c
2
d´ 1π
1
p |Sd|
1
p
´ 1
2 .
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Figure 2. The image of the Penrose map P, in polar coordinates.
3.1.1. Proof of Theorem 3.3. We define the polar coordinates on Rd as
x “ rω, where r “ |x| and ω P Sd´1,
and the polar coordinates on Sd as
pX0, X1, . . . , Xdq “ pcospRq, sinpRqωq, where R P r0, πs, ω P Sd´1.
Define the Penrose map P : R1`d Ñ p´π, πq ˆ Sd as
Ppt, rωq “ pT, cospRq, sinpRqωq,
where
T “ arctanpt` rq ` arctanpt´ rq, R “ arctanpt` rq ´ arctanpt´ rq.
For notational convenience, let
Ω :“ cos T ` cosR, Ω0 :“ 1` cosR, νd :“ d´12 .
A straightforward computation shows that
Ω0 ˝ P|t“0 “ 2
1` |x|2 ,
so, in particular, f‹ “ c2´νdΩνd0 ˝ P|t“0; this proves (i). We turn to the proof of (ii).
Remark 3.4. The range of the Penrose map is
PpR1`dq “ tpT, cospRq, sinpRqωq | R P r0, πq, |T | ă πu ,
which is a subset of r´π, πs ˆ Sd; see Figure 2.
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Theorem 3.5 (The Penrose transform). The linear map I : F ÞÑ f , defined by
f “
d
1
νd|Sd|
pΩνd
0
F q ˝ P|t“0
maps H1{2pSdq onto 9H1{2pRdq, satisfies
‖f‖ 9H 12 pRdq “ ‖F‖H 12 pSdq
and
eit
?´∆f “
d
1
νd|Sd|
´
Ωνd eiT
?
ν2
d
´∆
SdF
¯
˝ P. (3.7)
Proof. That I is an isometry is an immediate consequence of the formula for the fractional
Laplacian ?´∆pF ˝ P|t“0q “ Ωνd`10
b
ν2d ´∆SdpΩ´νd0 F q; (3.8)
see [15]. The formula (3.7) is also a consequence of (3.8). Indeed, let u :“ eit
?´∆f . This
u solves the wave equation B2t u “ ∆u; then, by the standard Penrose transform (see,
e.g. [13]), the function U defined by the equation
u ˝ P “
d
1
νd |Sd|
ΩνdU,
satisfies the initial value problem$’’&’’%
B2TU “ p∆Sd ´ ν2dqU, on PpR1`dq,
U |T“0 “ Ω´νd0 f ˝ P|t“0,
BTU |T“0 “ iΩ´νd´1
?´∆f ˝ P|t“0.
By (3.8) we see that ?´∆f “ Ωνd`1
0
b
ν2d ´∆SdF,
so BTU |T“0 “ i
a
ν2d ´∆U0. We conclude that
U “ ei
?
ν2
d
´∆TF,
as claimed. 
Lemma 3.6. The Jacobian of P is Ωd`1; thus, for each u : R1`d Ñ C,ĳ
R1`d
u dtdx “
ĳ
PpR1`dq
pu ˝ PqΩ´pd`1q dTdS (3.9)
The domain of integration in the right-hand side of (3.9) is the triangular region
PpR1`dq (see Figure 2). This is a nuisance. We will see that we can in fact integrate on
a more symmetric region.
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We now introduce the spherical harmonics. For each ℓ P Ně0, we let Ndpℓq denote the
number of spherical harmonics of degree ℓ on the sphere Sd. We fix, once and for all, a
complete orthonormal system of L2pSd, dSq
tYℓ,m : ℓ P Ně0, m “ 1, . . . , Ndpℓqu ,
with the property that
´∆SdYℓ,m “ ℓpℓ` 2νdqYℓ,m.
We remark that b
ν2d ´∆SdYℓ,m “
b
ν2d ` ℓ2 ` 2ℓνdYℓ,m “ pℓ` νdqYℓ,m. (3.10)
In particular,
‖F‖2
H1{2pSdq “
ÿ
ℓě0
Ndpℓqÿ
m“1
pℓ` νdq|Fˆ pℓ,mq|2,
where
Fˆ pℓ,mq :“
ż
Sd
F pXqYℓ,mpXq dS,
Finally, as it is well-known, Yℓ,mpXq is a homogeneous harmonic polynomial of degree ℓ.
Thus, in particular,
Yℓ,mp´Xq “ p´1qℓYℓ,mpXq, @X P Sd.
We can now prove the point (ii).
Lemma 3.7. Let p “ 2d`1
d´1 , F P H1{2pSdq and f “ IpF q. For each integer d ě 2,ĳ
R1`d
∣
∣
∣eit
?´∆f
∣
∣
∣
p
dtdx “ 1
2
C
ż π
´π
ż
Sd
∣
∣
∣e
iT
?
ν2
d
´∆
SdF
∣
∣
∣
p
dTdS, (3.11)
and each odd integer d ě 3,ĳ
R1`d
∣
∣
∣ℜpeit
?´∆fq
∣
∣
∣
p
dtdx “ 1
2
C
ż π
´π
ż
Sd
∣
∣
∣ℜpeiT
?
ν2
d
´∆
SdF q
∣
∣
∣
p
dTdS. (3.12)
where C “ Cpdqν´
p
2
d |S
d|1´
p
2 .
Remark 3.8. Only the formula (3.12) is needed for the proof of Theorem 3.3. How-
ever, (3.11) will allow us to discuss the case of the half-wave propagator, mentioned in
the Introduction; see the forthcoming Remark 3.9.
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Proof. Combining Theorem 3.5 and Lemma 3.6, we getĳ
R1`d
∣
∣
∣eit
?´∆f
∣
∣
∣
p
dtdx “ 2C
ĳ
PpR1`dq
∣
∣
∣e
iT
?
ν2
d
´∆
SdF
∣
∣
∣
p
Ωpνd´pd`1q dTdS
“ 2C
ĳ
PpR1`dq
∣
∣
∣e
iT
?
ν2
d
´∆
SdF
∣
∣
∣
p
dTdS,
(3.13)
where we used that pνd “ d` 1. Now, by (3.10),
eiT
?
ν2
d
´∆
SdF “
ÿ
ℓě0
Npℓqÿ
m“1
eiT pℓ`νdqFˆ pℓ,mqYℓ,m,
and so the following crucial simplification occurs;
∣
∣
∣e
iT
?
ν2
d
´∆
SdF
∣
∣
∣ “
∣
∣
∣
∣
∣
ÿ
ℓě0
Npℓqÿ
m“1
eiT ℓFˆ pℓ,mqYℓ,m
∣
∣
∣
∣
∣
.
Thus, in particular, UpT,Xq :“
∣
∣
∣e
iT
?
ν2
d
´∆
SdF
∣
∣
∣
p
satisfies
UpT ` 2π,Xq “ UpT,Xq, UpT ` π,´Xq “ UpT,Xq, (3.14)
for all pT,Xq P Rˆ Sd. As observed in [16], the symmetries (3.14) implyż π
´π
ż
Sd
UpT,Xq dTdS “ 2
ĳ
PpR1`dq
UpT,Xq dTdS.
Applying this to (3.13), we complete the proof of (3.11).
To prove (3.12) it suffices to show that
UpT,Xq :“
∣
∣
∣ℜpeiT
?
ν2
d
´∆
SdF q
∣
∣
∣
p
satisfies the symmetries (3.14). This is true only if d is an odd integer; see the aforemen-
tioned [16]. 
One immediate consequence of the previous lemma is that ‖ℜpeit
?´∆eiθf‹q‖Lp is inde-
pendent of θ P R. Indeed,
‖ℜpeit
?´∆eiθf‹q‖pLp “
1
2
C
ż π
´π
ż
Sd
|ℜeipTνd`θq|p dTdS; (3.15)
and the last integral is independent of θ. The previous lemma and Theorem 3.5 im-
mediately imply point (ii) of Theorem 3.3; we remark that (ii) is false if d is an even
integer.
We turn to a sketchy proof of the remaining point (iii). We recall that
M “ trΓpeiθf‹q : r ě 0, θ P R,Γ P Gu,
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and that the tangent space at eiθf‹ is
Teiθf‹M “ spanR
`
f‹, if‹, i
?´∆eiθf‹, Bxjeiθf‹, pνd ` x ¨∇q eiθf‹, ixj
?´∆eiθf‹
˘
,
where j “ 1, 2, . . . , d. All these derivatives can be explicitly computed, and recalling that
f‹ “ C2νdIp1 ` X0q, the computation is elementary, except for the use of (3.8), which
yields ?´∆pΩνd
0
q “ νdΩνd`10 .
The result is
I´1pTeiθf‹Mq “ spanR p1, i, X0, iX0, . . . , Xd, iXdq ,
which completes the proof of the point (iii). Theorem 3.3 is now completely proven.
3.2. Proof of Theorem 1.1. We consider the functional
rψpF q :“ pψ ˝ IqpF q
C2‹
,
where I is the Penrose isometry of H1{2pSdq onto 9H1{2pRdq defined in Theorem 3.5; thus,
by Theorem 3.3, rψpF q “ ‖F‖2
H1{2pSdq ´ ‖ℜ
´
eiT
?
ν2
d
´∆
SdF
¯
‖2LppdTdSq,
where we recall that dT and dS are the Lebesgue measures on T and Sd with the nor-
malization
dT :“ dTş
T
|cospνdT 1q|p dT 1 , dS :“
dS
|Sd|
,
and the norm on the Sobolev space H1{2pSdq is
‖F‖2H1{2pSdq :“
1
νd
ż
Sd
b
ν2d ´∆pF qF dS.
In order to apply Theorem 2.1 and Remark 2.2, where now f‹ has to be interpreted as
the constant function 1 on Sd, we need to verify that ψ˜1peiθqpF q “ 0 for all F P H1{2pSdq
and all θ P R. This is equivalent to showing that there is µ P R such thatż π
´π
ż
Sd
∣
∣ℜpeiθeiνdT q∣∣p´2ℜpeiθeiνdT qℜpei
?
ν2
d
´∆
Sd
TF q dTdS “ µℜ xF |1y
H
1
2
, (3.16)
for all F P H1{2pSdq. Now, expanding in spherical harmonics,
eiT
?
ν2
d
´∆
SdF “
ÿ
ℓě0
Ndpℓqÿ
m“1
eiT pℓ`νdqFˆ pℓ,mqYℓ,m,
so, by using the L2pSdq orthonormality of Yℓ,m we see that the left-hand side of (3.16)
reduces to ˆż π
´π
|cospνdT ` θq|p´2 cospνdT ` θqeiνdT dT
˙
ℜFˆ p0, 0q,
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while the right-hand side is ℜFˆ p0, 0q. Thus (3.16) is satisfied.
We now turn to the verification of the second-order condition (2.5) of Remark 2.2.
Using Appendix A, this amounts to the proof that the quadratic form
QpF, F q “ 2pp´ 1q
ż π
´π
ż
Sd
|cospνdT ` θq|p´2
∣
∣
∣
∣
∣
ÿ
ℓě2
Ndpℓqÿ
m“0
ℜreiT pℓ`νdqFˆ pℓ,mqsYℓ,m
∣
∣
∣
∣
∣
2
dTdS,
satisfies, for some ρ ą 0, the following bound, uniform in θ P R,
QpF, F q ď p2´ ρq‖F‖2
H1{2pSdq. (3.17)
Here F is such that, letting f “ IpF q, we have the orthogonality f P pTeiθMqK. By the
point (iii) of Theorem 3.5, and recalling that the polynomials of first degree are precisely
the spherical harmonics of degree 1, we see that this is equivalent to
Fˆ pℓ,mq “ 0, for ℓ “ 0, 1.
To prove (3.17), we use the change of variable T ÞÑ T ´ θ{νd, we let φ :“ θνd ` νd, and
we use again the L2pSdq orthonormality of Yℓ,m to obtain
2pp´ 1q
ÿ
ℓě2
Ndpℓqÿ
m“0
ż π
´π
|cospνdT q|p´2 rℜeiφeiT ℓFˆ pℓ,mqs2 dT (3.18)
Up to replacing F ÞÑ e´iφF , we can assume that φ “ 0 without loss.
3.2.1. The d “ 3 case. In this case, p “ 4 and ν3 “ 1, so (3.18) reduces to
6
ÿ
ℓě2
N3pℓqÿ
m“0
ż π
´π
”
ℜpcosTeiT ℓFˆ pℓ,mqq
ı2
dTşπ
´πpcos T q4 dT
“ 4
ÿ
ℓě2
N3pℓqÿ
m“0
∣
∣
∣Fˆ pℓ,mq
∣
∣
∣
2
,
And so we conclude that
QpF, F q
‖F‖2
H1{2pS3q
“ 4
ř
ℓě2|Fˆ pℓ,mq|
2ř
ℓě2pℓ` 1q|Fˆ pℓ,mq|
2
ď 4
3
,
thus, (3.17) is satisfied with ρ “ 2
3
. By Theorem 2.1, we can therefore conclude that there
are C ą 0 and δ P p0, 1q such that
ψpfq ě Cdistpf,Mq2, (3.19)
provided that
distpf,Mq ă δ‖f‖ 9H1{2pR3q.
As stated in the Introduction, the inequality (3.19) actually holds even without this
condition, up to possibly replacing C with a smaller constant; this follows from the
general Theorem 2.5, and has been already observed in [16].
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3.2.2. The general case d ě 5. We need the following Fourier series
|cospβT q|2α “ Γpα `
1
2
q?
πΓpα ` 1q `
2?
π
8ÿ
h“1
ˆ
α
h
˙
Γph ` 1qΓpα` 1
2
q
Γpα ` h` 1q cosp2hβT q.
for all α ą 0 and β P R. Recall that dT “ dTşpi
´pi|cospνdT 1q|p dT 1
. Thus, letting α “ p{2, β “ νd,
we compute
dT “ Γp
p`2
2
q
2
?
πΓpp`1
2
q dT,
while letting α “ pp´ 2q{2 and β “ νd, we compute
|cospνdT q|p´2 “ a0 `
8ÿ
h“1
ah cosp2hνdT q,
where the coefficients are given by
a0 :“
Γpp´1
2
q?
πΓpp
2
q , ah :“
2?
π
Γpp
2
qΓpp´1
2
q
Γpp
2
` hqΓpp
2
´ hq , h ě 1;
We will also need the formulasż π
´π
pℜpzeiT ℓqq2 dT “
?
πΓpp`2
2
q
2Γpp`1
2
q |z|
2
,ż π
´π
cosp2hνdT qpℜpzeiT ℓqq2 dT “
?
πΓpp`2
2
q
4Γpp`1
2
q ℜpz
2qδℓ,hνd.
Using all of this, we obtain from (3.18) (we omit the sums in m from now on)
QpF, F q “ pp´ 1q
?
πΓpp`2
2
q
Γpp`1
2
q
«
a0
ÿ
ℓě2
∣
∣
∣Fˆ pℓ,mq
∣
∣
∣
2
` 1
2
8ÿ
h“1
ahℜpFˆ phνd, mq2q
ff
“ pp´ 1qΓp
p`2
2
qΓpp´1
2
q
Γpp`1
2
qΓpp
2
q
«ÿ
ℓě2
∣
∣
∣Fˆ pℓ,mq
∣
∣
∣
2
`
8ÿ
h“1
Γpp
2
q2ℜrFˆ phνd, mq2s
Γpp
2
` hqΓpp
2
´ hq
ff
,
and now we notice, using the property Γpβ ` 1q “ βΓpβq, that
pp´ 1qΓpp`2
2
qΓpp´1
2
q
Γpp`1
2
qΓpp
2
q “ p.
We thus have the inequality
QpF, F q ď C
ÿ
ℓě2
|Fˆ pℓ,mq|2,
where
C “ max
hě1
ˆ
p` p
∣
∣
∣
∣
Γpp
2
q2
Γpp
2
` hqΓpp
2
´ hq
∣
∣
∣
∣
˙
. (3.20)
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We claim that the maximum is attained at h “ 1, so
C “ p` p ´ 2
p
.
Once this is proven, the proof of Step 2 will be completed by observing that
QpF, F q
‖F‖2
H1{2
ď C
ř
ℓě2|Fˆ pℓq|
2
1
νd
ř
ℓě2pℓ` νdq|Fˆ pℓq|
2
ď 2pνd ` 1q `
νd
νd`1
2` νd “
2νd ` 1
νd ` 1 ,
and 2νd`1
νd`1 “ 2´ 1νd`1 , so (3.17) holds with
ρ “ 1
νd ` 1 .
To prove that the maximum in (3.20) is attained at h “ 1, we introduce the notation
α “ p
2
, α P p1, 3
2
s,
and we get rid of the Gamma functions with negative arguments via the following com-
putation, in which paqn denotes the rising factorial;
Γpαq
Γpα ´ hq “ pα ´ hqh “ p´1q
hp2´ αqh´1pα ´ 1q “ p´1qhpα ´ 1qΓph´ α ` 1q
Γp2´ αq ,
so we conclude that
∣
∣
∣
∣
Γpαq2
Γpα` hqΓpα ´ hq
∣
∣
∣
∣
“ Γpαqpα´ 1q
Γp2´ αq
Γph ´ α` 1q
Γpα ` hq .
We notice now that the function
gpα, hq :“ Γph ´ α` 1q
Γpα ` hq
is decreasing in h ě 1 for each fixed α ą 1{2, thus in particular it is decreasing for fixed
α P p1, 3
2
s; indeed,
B
Bh log gpα, hq “ plog Γq
1ph´ α ` 1q ´ plog Γq1pα ` hq ď 0,
because the derivative plog Γq1 is an increasing function, since Γ is log-convex. This proves
that the maximum in (3.20) is attained at h “ 1 and concludes the proof.
Remark 3.9. As announced in the introduction, Theorem 1.1 holds for the functional
ψhpfq :“ C2h‖f‖29H 12 pRdq ´ ‖e
it
?´∆f‖2Lp, where Ch :“ ‖eit
?´∆f‹‖LppR1`d,
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for each d ě 2, regardless of its parity. Via a Penrose transform, the proof amounts to
studying the functionalrψhpF q “ ‖F‖2H1{2pSdq ´ ‖eiT?ν2d´∆SdF‖2LppdTdSq,
with the normalization
dTdS “ dTdS
2π|Sd|
.
This can be done with computations analogous to, but simpler than, the ones of the present
section.
4. Paraboloid adjoint Fourier restriction - Schro¨dinger equation
We now turn to the proof of Theorem 1.2. The functional that we will study here is
φpfq :“ A2d‖f‖2L2pRdq ´ ‖eit∆f‖2LppRd`1q, p :“ 2` 4d ,
where Ad “ 4´ d8`4d
`
1` 2
d
˘´ d2
8`4d and eit∆ is the Schro¨dinger propagator. We want to
apply the method of Section 2. To this end, we note that the manifold of Gaussians
G “ tea|x|2`b¨x`c : a, c P C, b P Cd and ℜ a ă 0u Ă L2pRdq,
can be written in the form
G “ tzΓpf‹q : z P Czt0u ,Γ P T u ,
where T denotes the group of transformations of L2pRdq generated by:
‚ Space translations fpxq ÞÑ fpx´ x0q, x0 P Rd;
‚ Frequency translations fpxq ÞÑ eib¨xfpxq, b P Rd;
‚ Finite time propagation (or time translation) fpxq ÞÑ eit1∆pfqpxq;
‚ Rotations fpxq ÞÑ fpRxq, R P SOpdq;
‚ Scaling fpxq ÞÑ λ´d{2fpλxq, λ ą 0.
Using this symmetry group one can show that
T
e´pi|¨|
2G “ spanCte´π|x|
2
, x1e
´π|x|2, x2e´π|x|
2
, ..., xde
´π|x|2, |x|2e´π|x|2u. (4.1)
It is also not difficult to show the vanishing at infinity property (2.2) of T ; see, for
example, Be´gout and Vargas [3]. For d “ 1, 2, Theorem 1.2 holds in its stronger, global
form, as a consequence of the general Theorem 2.5. The necessary pre-compactness of
maximizing sequences, as in Definition 2.3, has been proven in the aforementioned [3],
while the uniqueness up to symmetries of the maximizer is due to Foschi [7].
4.1. Lens transform. To define and also give context to the Lens transform we will
need to use the Hermite and Laguerre orthogonal functions of L2pRdq and for this we
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follow the set up of [10, Sections 2.1, 2.2 and 3.1]. For a given vector n P Zd` we let
Fnpxq “ Hn1p
?
4π x1q...Hndp
?
4π xdqe´π|x|2,
where Hnpzq are the monic Hermite polynomials orthogonal with respect to the Gaussian
normal distribution (above | ¨ | stands for the euclidean norm). The functions tFnunPZd`
form an orthogonal basis of L2pRdq and are eigenfunctions of the Fourier transform
pFnpξq “ ż
Rd
Fnpxqe´2πix¨ξdx “ p´iq|n|1Fnpξq,
where |n|1 “ n1`n2` ...`nd. Similarly, for a given parameter ν ą ´1 we let tLνmprqumě0
be the generalized Laguerre polynomials. These are the orthogonal polynomials with
respect to the measure
dµprq “ 1
ν!
rνe´r1r0,8sprqdr
and normalized in such way thatż 8
0
Lνmprq2dµprq “
ˆ
ν `m
m
˙
“ Lνmp0q.
Let L2
rad
pRdq be the subspace of radial functions in L2pRdq. For now on we let ν “ d{2´1.
In this way the functions
Gmpxq “ Lνmp2π|x|2qe´π|x|
2
,
form an orthogonal basis of L2
rad
pRdq and are eigenfunctions of the Fourier transformpGmpξq “ p´1qmGmpξq.
Lemma 4.1. For all n P Zd` and m P Z` we have
eit∆pFnqpxq
“ p1` 4πitq´ d2
ˆ
1´ 4πit
1` 4πit
˙ |n|1
2
Fn
ˆ
x?
1` 16π2t2
˙
exp
„
4π2it|x|2
1` 16π2t2

.
and
eit∆pGmqpxq
“ p1` 4πitq´ d2
ˆ
1´ 4πit
1` 4πit
˙m
Gm
ˆ
x?
1` 16π2t2
˙
exp
„
4π2it|x|2
1` 16π2t2

.
Proof. This is [10, Lemma 11]. 
We now are ready to define the Lens transform. For a given function u : Rd ˆ R Ñ C
and a given p ą 0 we define the Lens transform of u by
Lupy, sq “ u
ˆ
y
cospπsq?2πp,
tanpπsq
4π
˙
p1` i tanpπsqq d2 e 1´i tanppisq2p |y|2 .
Define the measures
dβpsq “ 1r´1{2,1{2spsqds
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and the normal Gaussian distribution in Rd
dγpyq “ p2πq´ d2 e´|y|2{2dy.
Using the change of variables y “ p2πpq 12 cospπsqx and s “ π´1 arctanp4πtq, a routine
computation shows that
}upx, tq}LppRdˆRq “ p´
d
2p 2´
2
p }Lupy, sq}Lppdγpyqdβpsqq.
We also define a radial version of the Lens transform for any function up|x|, tq, radial in
the variable x, by
Lradupr, sq “ u
ˆ ?
r
cospπsq?2πp,
tanpπsq
4π
˙
p1` i tanpπsqq d2 e 1´i tanppisq2p r.
A similar change of variables coupled with integration in radial coordinates shows
}upx, tq}LppRdˆRq “ p´
d
2p 2´
2
p }Lradupr, sq}LppRd,µprqqdβpsqq.
The reason why these definitions are useful and well adapted to our paper (and differ
slightly from previous definitions; see [22]) is the following identities, which are implicit
in the proofs of [10, Theorems 1 and 5]
Lpeit∆pFnqpxqqpy, sq “ Hnp
b
2
p
yqe´πi|n|1s, (4.2)
where Hnpxq “ Hn1px1q...Hndpxdq, and
Lradpeit∆pGmqqpr, sq “ Lνmp2p rqe´2πims. (4.3)
In particular,
Lpe´π|¨|2q “ Lradpe´π|¨|2q “ 1.
We note that the first author derived the Lens transform in [10] (without previous
knowledge of it) as a way of transforming the Schro¨dinger propagator, in view of Lemma
4.1, via a change of variables, into a flow over polynomials. Moreover, the fact that the
orthonormal basis te´2πinsu appears in the above identity (not quite in (4.2)) and that
dβpsq is the indicator functions of the interval r´1{2, 1{2s is what makes this version of
the Lens transformation a useful tool, it introduces a very convenient orthogonality.
The following lemmas are crucial.
Lemma 4.2. For
fpxq “
ÿ
nPZd`
apnqFnpxq P L2pRdq
let
J fpyq “
ÿ
nPZd`
p´iq|n|1apnqHnpyq P L2pdγq
Then 2´
d
4J : L2pRdq Ñ L2pdγq is an isometry and
J pT
e´pi|¨|
2Gq “ spanCt1, x1, x2, ..., xd, |x|2u.
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Moreover, if upx, tq solves the Schro¨dinger equation with initial data f then
φpfq “ 2´ 2d2`d p2` 4{dq´ d
2
4`2d
´
}J f}2L2pdγq ´ }Lpuqpy, 2sq}2Lppdγpyqdβpsqq
¯
Proof. This is [10, Theorem 1] together with (4.2) and (4.1). 
Lemma 4.3. For
fpxq “
ÿ
mPZ`
apmqGmpxq P L2pRdq
let
Jradfprq “
ÿ
mPZ`
apmqLνmprq P L2pdµq.
Then 2´
d
4Jrad : L
2
rad
pRdq Ñ L2pdµq is an isometry and
JradpTe´pi|¨|2pGX L2radpR2qqq “ spanCt1, |x|2u.
Moreover, if upx, tq solves the Schro¨dinger equation with initial data f then
φpfq “ 2´ 2d2`d p2` 4{dq´ d
2
4`2d
´
}Jradf}2L2pdµq ´ }Lradpuqpr, sq}2Lppdµprqdβpsqq
¯
Proof. This is [10, Theorem 5] in conjunction with (4.3) and (4.1). 
4.2. Proof of Theorem 1.2.
Proof. Step 1. First we show that Gaussians satisfy the Euler-Lagrange equations, that
is, Gaussians are critical points of the deficit function φ. For a given g P L2pdγq let
f “ J ´1pgq and u solve Schr¨odinger’s equation with initial data f . Define
Hsgpyq “ Lpuqpy, 2sq
and
φlenspgq “ }g}2L2pdγq ´ }Hsg}2Lppdµprqdβpsqq.
Due to (4.2) and Lemma 4.2 we have
HspHnqpyq “ Hnp
b
2
p
yqe´2πi|n|1s
and
φlenspgq “ 2 2d2`d p2` 4{dq d
2
4`2dφpfq.
We can now use Appendix A to obtain
2
2d
2`d p2` 4{dq d
2
4`2dφ1pe´π|¨|2qf “ φ1lensp1qpg, gq
“ 2ℜ
ż
Rd
gpyqdγpyq ´ 2ℜ
ż 1
2
´ 1
2
ż
Rd
Hspgqpyqdγpyqds
“ 2ℜ ap0q ´ 2ℜ ap0q “ 0.
Step 2: Reduction to radial. By Theorem 2.1 it suffices to show
φ2pe´π|¨|2qpf, fq ě c}f}2L2pRdq
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for all f P L2pRdq orthogonal to the tangent space of G at e´π|¨|2. We will now show that
the minima of }f}´2
L2pRdqφ
2pe´π|¨|2qpf, fq over all L2pRdq is the same as the minima over
L2
rad
pRdq.
Let f P pT
e´pi|¨|
2GqK. We can apply Lemma 4.1 in conjunction with Appendix A to
obtain
φ2pe´π|¨|2qpf, fq “ 2A2d }f}2L2pRdq ´ C
ż
R
ż
Rd
wp|x|, tqp´2|eit∆fpxq|2dxdt,
for some C ą 0, where wpr, tq “ p1 ` 16π2t2q´d{4e´ pi
2r2
1`16pi2t2 . Note that a priori there are
two missing terms in the above calculation, however is not hard to show they vanish. It
is now enough to show the quadratic form
Qpf, fq “
ż
R
ż
Rd
wp|x|, tqp´2|eit∆fpxq|2dxdt
is maximized when f is radial and for that we use the decomposition Rd “ Sd´1 ˆ R`,
that is, we let
Hk “ tgp|x|qYkpxq P L2pRdq : Yk is a spherical harmonic of degree ku.
Any function f P L2pRdq can be written uniquely as fpxq “ řkě0 gkp|x|qYkpxq, where tYku
is orthonormal in L2pSd´1q. Let Tfpx, tq “ wpx, tqp{2´1eit∆fpxq, so Qpf, fq “ xT ˚Tf |fy.
Using the Hecke-Bochner formula (5.1) one can show that T ˚Tfpxq “ řkě0 rgkp|x|qYkpxq
for some radial functions trgkp|x|qu, and in particular T ˚THk Ă Hk, which implies that
sup
f‰0
}f}´2
L2pRdqQpf, fq “ sup
kě0
sup
fPHkzt0u
}f}´2
L2pRdqQpf, fq.
Let fkpxq “ gkp|x|qYkpxq P Hk be given. We can assume Yk has unit L2pSd´1q-norm. Let
f0pxq “ gkp|x|q|x|k|Sd´1|´1{2 and note }fk}L2pRdq “ }f0}L2pRdq. Also note that by the Hecke-
Bochner formula (5.1) we have pfkpxq “ hkp|x|qYkpxq. We claim that Qpfk, fkq ď Qpf0, f0q,
which would finish Step 2. In this direction, we first observe that
Qpfk, fkq
“
ż
R
ż
Rd
wp|x|, tqp´2|eit∆fkpxq|2dxdt
“
ż
R
ż
Rd
p {wp| ¨ |, tqp´2 ˚ e´4π2it|¨|2 pfkqpxqe4π2it|x|2 pfkpxqdxdt
“
ż
R
p1` 16π2t2q d2´pp´2qd4
pπpp´ 2qq d2
dt
ż
R2d
e
´ 1`16pi2t2
p´2
|x1´x2|2e´4π
2it|x2|2 pfkpx2qe4π2it|x1|2 pfkpx1qdx1dx2
“
ż
R
p1` t2q d2´pp´2qd4
4πpπpp´ 2qq d2
dt
ż
R2d
e´
1`t2
p´2
|x1´x2|2e´πit|x2|
2 pfkpx2qeπit|x1|2 pfkpx1qdx1dx2
“
ż
R
p1` t2q d2´pp´2qd4
4πpπpp´ 2qq d2
Qtp pfk, pfkqdt,
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where
Qtp pfk, pfkq “ ż
Rd
ż
Rd
e´
1`t2
p´2
|x1´x2|2e´πit|x2|
2 pfkpx2qeπit|x1|2 pfkpx1qdx1dx2.
We will now proceed by showing that in fact Qtp pfk, pfkq ď Qtp pf0, pf0q for all t P R, which
straightforwardly implies Qpfk, fkq ď Qpf0, f0q. At this point we recall the Funk-Hecke
Formula ż
Sd´1
upη ¨ ξqYkpξqdσpξq “ Ykpηq|S
d´2|
Cνk p1q
ż
1
´1
Cνk pαqupαqp1´ α2qν´1{2dα, (4.4)
where Cνk pαq is the Gegenbauer polynomial, ν “ d{2´ 1 and |η| “ 1. We obtainż
Rd
e´p
1`t2
p´2
`πitq|x1|2e
1`t2
p´2
x1¨x2 pfkpx2qdx2
“ |S
d´2|Ykpx1{|x1|q
Cνk p1q
ż 8
0
ż
1
´1
e
´p 1`t2
p´2
`πitqr2
2rk`d´12 hkpr2qe
1`t2
p´2
r2|x1|αCνk pαqp1´ α2qν´1{2dαdr2,
which implies
Qtpfk, fkq “ |Sd´2|
ż 8
0
ż 8
0
hkpr1qhkpr2qpr1r2qk`d´1akpt, r1, r2qdr1dr2,
where
akpt, r1, r2q “
ż
1
´1
e´p
1`t2
p´2
`πitqr2
1
´p 1`t2
p´2
´πitqr2
2
` 1`t2
p´2
r2r1αC
ν
k pαq
Cνk p1q
p1´ α2qν´1{2dα.
A similar computation leads to
Qtpf0, f0q “ |Sd´2|
ż 8
0
ż 8
0
hkprqhkpsqprsqk`d´1a0pt, r, sqdrds,
where
a0pt, r1, r2q “
ż
1
´1
e´p
1`t2
p´2
`πitqr2
1
´p 1`t2
p´2
´πitqr2
2
` 1`t2
p´2
r2r1αp1´ α2qν´1{2dα.
It is now enough to show that for every t P R the kernel
bkpt, r1, r2q :“ a0pt, r, sq ´ akpt, r, sq
“
ż
1
´1
e
´p 1`t2
p´2
`πitqr2
1
´p 1`t2
p´2
´πitqr2
2
` 1`t2
p´2
r2r1α
„
1´ C
ν
k pαq
Cνk p1q

p1´ α2qν´1{2dα
is positive semi-definite for pr1, r2q P R2`. It is well-known that
ˇˇˇ
Cν
k
pαq
Cν
k
p1q
ˇˇˇ
ď 1 for ´1 ă α ă 1,
and thus bkpt, r1, r2q is a continuous positive linear combination (in the parameter α) of
the kernels
e
´p 1`t2
p´2
`πitqr2
1
´p 1`t2
p´2
´πitqr2
2 ˆ e 1`t
2
p´2
r2r1α
and these are visibly positive definite for pr1, r2q P R2` (being a product of positive definite
kernels). Thus bkpt, r1, r2q is positive definite as desired.
Step 3. By the Step 2 it is sufficient to show that
φ2pe´π|¨|2qpf, fq ě c}f}2L2pRdq
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for all f P L2
rad
pRdq orthogonal to the tangent space of G at e´π|¨|2 and for that we use the
radial Lens transform. For a given g P L2pdµq let f “ J ´1
rad
pgq and u solve Schr¨odinger’s
equation with initial data f . Define
Rsgprq “ Lradpuqpr, sq
and
φrad.lenspgq “ }g}2L2pdµq ´ }Rsg}2Lppdµprqdβpsqq.
Due to (4.3) and Lemma 4.3 we have
RspLνmqprq “ Lνmp2p rqe´2πims,
where ν “ d{2´ 1, and
φrad.lenspgq “ 2 2d2`d p2` 4{dq d
2
4`2dφpfq.
Using Lemma 4.3 in conjunction with Appendix A we deduce
2
2d
2`d p2` 4{dq d
2
4`2dφ2pe´π|¨|2qpf, fq “ φ2
rad.lensp1qpg, gq
“ 2}g}2L2pdµq ´ p
ż
1{2
´1{2
ż 8
0
|Rspgq|2dµ
“ 2
ÿ
mě2
p1´ cmq|apmq|2Lνnp0q,
where
cm “ Lνmp0q´1
p
2
ż 8
0
Lνmp2prq2dµprq.
Note that by Appendix A there are some other terms in the second variation that did
not show up above, but they can easily be shown to be zero. All we now need to prove
is that
cm ď 1´ ε
for all m ě 2 and some ε ą 0, which is the content of the next step.
Step 3. First we use the following identity
Lνnpλrq
Lνnp0q
“
nÿ
j“0
ˆ
n
j
˙
p1´ λqn´jλjL
ν
j prq
Lνj p0q
(4.5)
to obtain
cm “ p
2
mÿ
j“0
ˆ
m` ν
m´ j
˙ˆ
m
j
˙
p1´ 2{pq2m´2jp2{pq2j . (4.6)
Identity (4.5) can be easily derived using the generating functionÿ
ně0
wnLνnprq “
e´rw{p1´wq
p1´ wqν`1 .
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To obtain an asymptotic expansion for cm we separate the cases p ‰ 4 and p “ 4. If
p “ 4 (hence d “ 2) we obtain
cm “ 4´mp
2
ˆ
2m` ν
m
˙
„ p2
ν´1
?
πm
,
hence cm “ Opm´1{2q. For p ‰ 4 we observe that the series in (4.6) coincides with the
series of a Jacobi polynomial, that is,
cm
Lνmp0q
“ p
2
Z´mP pν,0qm pXq,
where P
pν,0q
m pXq is the a Jacobi polynomial, Z “ p1 ´ 4{pq´1 and X “ 12Z ` 12Z´1.
Noticing that |Z| ą 1, we can then apply [20, Theorem 8.21.9] to obtain
Z´mP pν,0qm pXq „
κ?
m
,
for some explicit κ ą 0 depending only on Z and ν. We again obtain cm “ Opm´1{2q.
To finish the proof is now enough to show that cm ă 1 for all m ě 2. First we introduce
the variable Y “ ν ` 1. Using thatˆ
m` ν
m´ j
˙
“ 1pm´ jq!
m´jÿ
ℓ“0
σm´j,ℓpj, ..., m´ 1qY m´j´ℓ,
where σm´j,ℓ is the ℓ-th symmetric function in m´ j variables we obtain
Y p1` Y q2m´1cm “
mÿ
j“0
m´jÿ
ℓ“0
ˆ
m
j
˙
1
pm´ jq!σm´j,ℓpj, ..., m´ 1qY
m`j´ℓ
“
2mÿ
k“1
Y k
mintm,tk{2uuÿ
j“maxt0,k´mu
ˆ
m
j
˙
1
pm´ jq!σm´j,m`j´kpj, ..., m´ 1q
ă
2mÿ
k“1
Y k
mintm,tk{2uuÿ
j“maxt0,k´mu
ˆ
m
j
˙
1
pm´ jq!
ˆ
m´ j
m` j ´ k
˙ pm´ 1q!
pk ´ j ´ 1q!
“
2mÿ
k“1
Y k
mintm,tk{2uuÿ
j“maxt0,k´mu
ˆ
m
j
˙ˆ
m´ 1
k ´ j ´ 1
˙
1
pk ´ 2jq!
ă
2mÿ
k“1
Y k
mintm,k´1uÿ
j“0
ˆ
m
j
˙ˆ
m´ 1
k ´ j ´ 1
˙
“
2mÿ
k“1
Y k
ˆ
2m´ 1
k ´ 1
˙
“ Y p1` Y q2m´1.
Above we used that σa,bpx1, ..., xaq ď xa...xa´b`1
`
a
b
˘
if xa ě xa´1 ě ... ě x1 and that
m ě 2, so we get only strict inequalities. This shows cm ă 1 and finishes the proof. 
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5. Sphere adjoint Fourier restriction
Here we prove Theorem 1.3, concerning the functional
ζpfq “ S2d}f}2L2pSd´1q ´ }xfσ}2LppRdq, p :“ 2` 4d´1 ,
where Sd :“ p2πqd{2|Sd´1|´ 1d`1 p
ş8
0
|Jd{2´1|p dr
r
d´3
d´1
q1{p and σ is the surface measure on Sd´1.
As before, we apply the method of Section 2. The relevant manifold is now
C :“ taeix¨v : a P Czt0u and v P Rdu Ă L2pSd´1q,
and it can be written in the form G “ tzΓpf‹q : z P Czt0u ,Γ P Fu , by letting F denote
the group of symmetries generated by the frequency translations fpxq ÞÑ eib¨xfpxq, b P Rd,
and letting f‹ denote the constant function 1. The tangent space is
T1C “ spanRt1, i, ixj : j “ 1, . . . , du.
The vanishing at infinity property (2.2) of F is easy to prove. Finally, for d “ 2, Theo-
rem 1.3 holds in its stronger, global form, as a consequence of the general Theorem 2.5;
The necessary pre-compactness of maximizing sequences, as in Definition 2.3, has been
proven by Christ and Shao [6], while the uniqueness up to symmetries of the maximizer
is due to Foschi [8].
5.1. Proof of Theorem 1.3. Step 1. An application of the Funk-Hecke formula (4.4)
in conjunction an integral representation of Bessel functions via Fourier transform one
can show that for every spherical harmonic Yk we haveyσYkprξq “ ż
Sd´1
Ykpηqe´ixηdσpηq “ p2πqd{2p´iqkAν`kprqrkYkpξq, (5.1)
where |ξ| “ 1, r ą 0, ν “ d{2 ´ 1, Aνpzq “ Jνpzq{zν and Jν is the Bessel function of the
first kind. By Appendix A we conclude that
ζ 1p1qpfq “ 2S2dℜ x1|fyL2pSd´1q ´ 2}pσ}2´pLppRdqℜ ż
Rd
|pσpxq|p´2pσpxqxσfpxqdx “ 0´ 0,
if f P pT1CqK (note 1 P T1C), where p “ 2d`1d´1 . We also have that f “ v ¨ x belongs to
T1C for any v P Rd, as the function fpxq “ eiεx¨v belongs to C for all ε P R and ζpfq “ 0.
This implies a remarkable identityż 8
0
|Aνprq|pr2ν`1dr “ pp´ 1q
ż 8
0
|Aνprq|p´2A2ν`1prqr2ν`3dr.
Recalling that Y1 is a multiple of x1 ` ...` xd, the proof of the above identity spoils the
excitement since it just amounts to compute d
2
dε2
ζpeiεpx1`...xdqq|ε“0 “ ζ2p1qpY1, Y1q “ 0,
which vanishes since ζpeiεpx1`...xdqq “ 0 for all ε P C. In fact, by the same argument the
above identity must be true as long as both sides are finite, that is, p ą 2d
d´1 .
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Theorem 2.1 now amounts to show that the quadratic form ζ2p1q is coercive on pT1CqK.
It is easy to see that this quadratic form is naturally in block form because of formula
(5.1). Let f “ řkě2 akYk P pT1CqK, where Yk is an orthonormal set (for the surface
measure of Sd´1) of real spherical harmonics. Define the numbers
ck “
ż 8
0
|Aνprq|p´2A2ν`kprqr2ν`1`2kdr.
Noticing that by (1.7) we have }pσ}2´p
LppRdq “ p2πq´dp{2c´10 S2d , we can use Appendix A to
obtain
c0S
´2
d ζ
2p1qpf, fq
“ 2c0}f}2L2pSd´1q ´ p2πq´pd{2
„
p
ż
Rd
|pσ|p´2|xσf |2 ` pp´ 2qℜ ż
Rd
|pσ|p´4ppσq2pxσfq2
“ 2c0
ÿ
kě2
|ak|2 ´
ÿ
kě0
ckpp|ak|2 ` pp´ 2qp´1qkℜpa2kqq
ě 2
ÿ
kě2
pc0 ´ pp´ 1qckq|ak|2
Therefore we have to show that p1´ εqc0 ą pp´ 1qck for all k ě 2 and some 0 ă ε ă 1.
Step 2. The strategy now amounts to derive a decreasing upper bound for ck and showing
that pp´ 1qck ă c0 for k ě k0, where k0 is small but depends on d, and then verify each
case k ă k0 by numerical integration.
The only inequality we need to use is due to Landau [14]:
L :“ 0.7857468705 ą r1{3|Jαprq|, for all r, α ě 0.
We obtain
ck ă Lp´2
ż 8
0
Jν`kprq2dr
rλ
“ L
p´2 ΓpλqΓpν ` k ` p1´ λq{2q
2λΓpp1` λq{2q2Γpν ` k ` p1` λq{2q “: bk
where λ “ 3d´5
3d´3 and the last identity is [11, Eq. 6.574-2]. It is not hard to show, using
the properties of the Gamma function, that d
dk
bk ă 0, and therefore bk is a decreasing
sequence. Also, a routine application of Stirling’s asymptotic formula shows that bk « k´λ
as k Ñ 8, and therefore we only need to show that pp ´ 1qck ă c0 for all k ě 2. We
obtain pp´ 1qck
c0
ă pp´ 1qbk1rc0 , p2 ď k1 ď kq
where rc0 “ ż 2000
0
|Jνprq|p dr
r
d´3
d´1
.
Numerical evaluation of pp´ 1qbk and rc0 produces Table 1. It shows that pp´1qb8rc0 ă 1 if
d “ 3, pp´1qb5rc0 ă 1 if d “ 4, 5 and pp´1qb4rc0 ă 1 if 6 ď d ď 60. If d “ 2 the above bound gives
pp´1qb283rc0 ă 1, which is terrible. Instead, we can use [4, Theorem 10] to deduce directly
that pp´1qckrc0 ă 1 for all k ě 7. Finally, numerical approximation of pp ´ 1qck produces
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d ă rc0
2 0.33677
d pp´ 1qb8 ă ă rc0
3 0.29767 0.31822
d pp´ 1qb5 ă ă rc0
4 0.25084 0.25803
5 0.18775 0.21158
d pp´ 1qb4 ă ă rc0 d pp´ 1qb4 ă ă rc0 d pp´ 1qb4 ă ă rc0
6 0.17363 0.17776 25 0.03979 0.04134 44 0.02272 0.02311
7 0.14595 0.15265 26 0.03827 0.03970 45 0.02222 0.02258
8 0.12624 0.13347 27 0.03687 0.03818 46 0.02174 0.02208
9 0.11141 0.11842 28 0.03556 0.03678 47 0.02128 0.02160
10 0.09983 0.10632 29 0.03435 0.03548 48 0.02084 0.02114
11 0.09050 0.09641 30 0.03321 0.03426 49 0.02042 0.02069
12 0.08282 0.08815 31 0.03215 0.03312 50 0.02001 0.02027
13 0.07637 0.08117 32 0.03116 0.03206 51 0.01962 0.01986
14 0.07087 0.07520 33 0.03022 0.03106 52 0.01925 0.01947
15 0.06613 0.07003 34 0.02934 0.03012 53 0.01889 0.01909
16 0.06200 0.06551 35 0.02851 0.02924 54 0.01854 0.01873
17 0.05836 0.06154 36 0.02772 0.02840 55 0.01820 0.01838
18 0.05513 0.05801 37 0.02698 0.02761 56 0.01788 0.01804
19 0.05224 0.05486 38 0.02628 0.02687 57 0.01757 0.01772
20 0.04964 0.05203 39 0.02561 0.02616 58 0.01727 0.01740
21 0.04730 0.04948 40 0.02497 0.02549 59 0.01698 0.01710
22 0.04516 0.04716 41 0.02437 0.02485 60 0.01669 0.01681
23 0.04322 0.04505 42 0.02379 0.02424
24 0.04143 0.04311 43 0.02324 0.02366
Table 1. Numerical integration of rc0 with error ă 10´5 and rounded down
to 5 digits. Evaluation of pp´ 1qbk rounded up to 5 digits.
Table 2, which shows that pp´1qck ă rc0 ă c0 for k “ 2, ..., 6 if d “ 2, k “ 2, ..., 7 if d “ 3,
k “ 2, 3, 4 if d “ 4, 5 and k “ 2, 3 if 6 ď d ď 60. This completes the proof.
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d pp´ 1q ˆ c2, ..., c6 ă ă rc0
2 0.18707, 0.12746, 0.09661, 0.07813, 0.06546 0.33677
d pp´ 1q ˆ c2, ..., c7 ă ă rc0
3 0.19229, 0.13788, 0.10741, 0.08827, 0.07476, 0.06512 0.31822
d pp´ 1q ˆ c2, c3, c4 ă ă rc0
4 0.17022, 0.12724, 0.10159 0.25803
5 0.14910, 0.11524, 0.09395 0.21158
d pp´ 1q ˆ c2, c3 ă ă rc0 d pp´ 1q ˆ c2, c3 ă ă rc0 d pp´ 1q ˆ c2, c3 ă ă rc0
6 0.13163, 0.10454 0.17776 25 0.03870, 0.03595 0.04134 44 0.02262, 0.02167 0.02311
7 0.11744, 0.09536 0.15265 26 0.03730, 0.03474 0.03970 45 0.02214, 0.02123 0.02258
8 0.10583, 0.08754 0.13347 27 0.03600, 0.03361 0.03818 46 0.02168, 0.02081 0.02208
9 0.09621, 0.08084 0.11842 28 0.03478, 0.03255 0.03678 47 0.02124, 0.02040 0.02160
10 0.08815, 0.07505 0.10632 29 0.03365, 0.03156 0.03548 48 0.02081, 0.02001 0.02114
11 0.08130, 0.07002 0.09641 30 0.03259, 0.03063 0.03426 49 0.02041, 0.01963 0.02069
12 0.07541, 0.06561 0.08815 31 0.03159, 0.02974 0.03312 50 0.02001, 0.01927 0.02027
13 0.07031, 0.06171 0.08117 32 0.03065, 0.02891 0.03206 51 0.01964, 0.01892 0.01986
14 0.06585, 0.05824 0.07520 33 0.02977, 0.02813 0.03106 52 0.01927, 0.01859 0.01947
15 0.06191, 0.05514 0.07003 34 0.02894, 0.02739 0.03012 53 0.01893, 0.01826 0.01909
16 0.05841, 0.05235 0.06551 35 0.02815, 0.02668 0.02924 54 0.01859, 0.01795 0.01873
17 0.05529, 0.04982 0.06154 36 0.02741, 0.02601 0.02840 55 0.01826, 0.01765 0.01838
18 0.05248, 0.04753 0.05801 37 0.02670, 0.02537 0.02761 56 0.01795, 0.01735 0.01804
19 0.04994, 0.04544 0.05486 38 0.02603, 0.02477 0.02687 57 0.01765, 0.01707 0.01772
20 0.04763, 0.04353 0.05203 39 0.02539, 0.02419 0.02616 58 0.01736, 0.01680 0.01740
21 0.04553, 0.04176 0.04948 40 0.02478, 0.02364 0.02549 59 0.01707, 0.01653 0.01710
22 0.04361, 0.04014 0.04716 41 0.02421, 0.02312 0.02485 60 0.01680, 0.01628 0.01681
23 0.04184, 0.03864 0.04505 42 0.02365, 0.02261 0.02424
24 0.04021, 0.03725 0.04311 43 0.02313, 0.02213 0.02366
Table 2. We use the bound |Jνprq| ď r´ 12 for r ě 32ν and ν ě 12 , and
|J0prq| ď r´ 12 for r ą 0 (see [5, Lemma 8] and [17, Corollary 2.8(a)] respec-
tively), which shows that
ş8
2000
|Aνprq|p´2A2ν`kprqr2ν`1`2kdr ď
ş8
2000
r´2dr “
5 ˆ 10´4 if d ě 2 and k ě 2. We then numerically evaluate the integralrck :“ ş20000 |Aνprq|p´2A2ν`kprqr2ν`1`2kdr with error ď 10´5, and thus
pp´ 1qck ď pp´ 1qprc numerick ` 10´5 ` 5ˆ 10´4q.
We then round up the right hand side quantity to 5 digits. Column rc0 is
copied from Table 1 to make the inequalities visible.
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Appendix A. First and second variation of the abstract deficit
functional
We consider here the abstract deficit functional, introduced in Section 2;
ψpfq “ C2‹xf |fy ´
ˆż
RN
|Sf |p
˙ 2
p
, where C‹ “ ‖Sf‹‖Lp‖f‹‖ .
Here p ą 2 and S : H Ñ LppRNq is a bounded operator on the Hilbert space H, whose
scalar product we have denoted by x¨|¨y, and whose norm is given by ‖f‖ “ axf |fy.
Also, f‹ is a fixed element of H. We want to compute the following linear and quadratic
forms;
ψ1pf‹qf :“ BBǫ
ˇˇ
ǫ“0 ψpf‹ ` ǫfq, ψ2pf‹qpf, fq :“ B
2
Bǫ2
ˇˇˇ
ǫ“0
ψpf‹ ` ǫfq, @f P H.
Now, since
xf‹ ` ǫf |f‹ ` ǫfy “ }f‹}2 ` 2ǫℜxf‹|fy ` ǫ2‖f‖2,
and ˆż
RN
|Spf‹ ` ǫfq|p
˙ 2
p
“ }Sf‹}2Lp ` 2ǫ}Sf‹}2´pLp ℜ
ż
RN
|Sf‹|p´2Sf‹Sf
` ǫ
2
2
}Sf‹}2´pLp
ˆ
p
ż
RN
|Sf‹|
p´2 |Sf |2 ` pp´ 2qℜ
ż
RN
|Sf‹|
p´4 pSf‹q2pSfq2
˙
` ǫ
2
2
}Sf‹}2´2pLp
«
2p2´ pq
ˆ
ℜ
ż
RN
|Sf‹|
p´2
Sf‹Sf
˙2ff
` opǫ2q,
we conclude that
ψ1pf‹qf “ 2C2‹ℜxf‹|fy ´ 2}Sf‹}2´pLp ℜ
ż
RN
|Sf‹|
p´2
Sf‹Sf,
and that
ψ2pf‹qpf, fq
“ 2C2‹‖f‖2 ´ p}Sf‹}2´pLp
ż
RN
|Sf‹|
p´2 |Sf |2 ´ pp´ 2q}Sf‹}2´pLp ℜ
ż
RN
|Sf‹|
p´4 pSf‹q2pSfq2
´ 2p2´ pq}Sf‹}2´2pLp
ˆ
ℜ
ż
RN
|Sf‹|
p´2
Sf‹Sf
˙2
.
(A.1)
We immediately see from these two equations that, if ψ1pf‹qf “ 0 and ℜxf‹|fy “ 0, then
the last term in (A.1) vanishes.
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