Abstract. Any primitive binary word contains at least two unbordered conjugates. We characterize binary words that have exactly two unbordered conjugates and show that they can be expressed as a product of two palindromes.
In this paper we relate two elementary properties of finite words: being a palindrome and being unbordered. These two concepts are in a sense complementary. Unbordered words have maximal possible period, which can be understood as a lack of structure. On the other hand, palindromes are highly compressible, they are defined by half of their length. It is well known that each primitive word has an unbordered conjugate. The typical example of such a conjugate is the Lyndon conjugate, that is, the minimal one in a lexicographic ordering. Using different lexicographic orders, we can obtain several unbordered conjugates. In particular, any primitive binary word has at least two unbordered conjugates. This leads to a natural question about the structure of words that do not have any other unbordered conjugate than these obligatory two. The problem was first considered in 2012 by Tero Harju, Jetro Vesti and Luca Zamboni who conjectured that such a word is always a product of two palindromes. This conjecture comes naturally from observing that also the reversal of the word yields two unbordered conjugates, which must coincide with the previous two. Our proof of their conjecture relies on lexicographic properties of words, which is not surprising, given the definition of Lyndon words. The other extremal case, that is binary words with as many unbordered conjugates as possible, was studied in [3] . The present work is also related to research on critical points of a word, which is a stronger concept than unbordered conjugate: the conjugate in the critical point is always unbordered, but not vice versa. Some results related to our words can be found in [2] , where authors investigate words with many and few critical points. In particular, they study words with a unique critical point. A related topic is also Duval's problem and the Ehrenfeucht-Silberger problem, solved in [4, 5, 6] using similar techniques as those we employ in this paper. The result can be also interpreted in terms of palindromic length, introduced in [1] , saying that studied words have the palindromic length two.
Preliminaries
We first review basic concepts and facts we use in this paper. Let Σ = {0, 1} be a binary alphabet and Σ * the free monoid generated by Σ using the concatenation operation with the empty word as the unit. We refer to elements of Σ * as binary words. The concatenation of two words u, v is denoted by u · v, but we will omit the operator most of the times and simply write uv. We say that a word w = w 1 w 2 · · · w n , where w i ∈ Σ for all 1 ≤ i ≤ n, is of length n, and we denote this as |w| = n. The two possible lexicographic orders on Σ * are ⊳, defined by 0 ⊳ 1, and ◭, where 1 ◭ 0. The reversal of a word w = w 1 w 2 · · · w n of length n is the word w R = w n · · · w 2 w 1 . A word w is called a palindrome, if w = w R . Two words w and x are conjugates, if there exist words u and v, such that w = uv and x = vu. The set of all conjugates of w is denoted by [w] . For a word w = uvz, we say that u is a prefix of w, v is a factor of w, and z is a suffix of w. We denote these prefix-and suffix-relations by u ≤ p w and z ≤ s w, respectively. Furthermore, vz = u −1 w and uv = wz −1 in this case. A prefix (suffix) of w is proper if u = w; then we write u < p w (u < s w).
A word is primitive, if w = t k implies k = 1 and thus w = t. It is a basic fact that if uv = vu then u = t i and v = t j for some t and some i, j ≥ 0 (see, for example, section 2.
of [8]).
A word w is bordered, if there is a nonempty word u = w that is both a suffix and a prefix of w. Any such u is called a border of w. Note that a border may be of length greater than |w|/2. However, it is easy to see that any bordered word has a border u such that w = uvu for some (possibly empty) word v. Naturally, a word is unbordered, if it is not bordered.
If w = w 1 w 2 · · · w n and w i+p = w i holds for some p ≥ 1 and all 1 ≤ i ≤ n − p, then p is a period of w. The smallest period of w is called the period of w. The prefix u of w such that |u| is the period of w is called the periodic root of w. Note that the periodic root is always primitive. Note also that a word w is unbordered if and only if its smallest period is |w|. In particular, an unbordered word w cannot be a factor of a word with a period smaller than |w|.
A Lyndonword is a primitive word w that is the smallest word (with respect to some order) in [w]. To make it clear which order is considered when we compare words or talk about minimal words, we add the prefix "⊳-" or "◭-" to expressions like "smaller", "greater", "Lyndonword", or "maximal".
Let α, |α| < |w|, be a prefix of a word w and let r be the shortest border of the word w α := α −1 wα if w α is bordered, and let r = w α otherwise. We say that r is the local periodic root of w at the point m = |α| and |r| is the local period at the point m. We note that our concept of the local period is consistent with the terminology used in the literature if w is considered as a cyclic word. Accordingly, the local periodic root r is the shortest nonempty word for which rr is centered at the given point in a cyclically understood word w.
We stress that the local periodic root is always unbordered (being defined as the shortest border). This implies that the local period of a primitive word w at any point is either less than |w|/2 (equality would yield imprimitivity) or |w|. In the latter case we say that the local period is trivial.
We now prove several useful properties of Lyndonwords. First we recall a wellknown fact (see, for example, Proposition 5.1.2 in [7] ): Lemma 1. A word w is a ⊳-Lyndonword if and only if w ⊳ v for any suffix v of w. In particular, any Lyndonword is unbordered.
Lemma 2. Let w = uv be a ⊳-Lyndonword and let z be the periodic root of u. Then z is a ⊳-Lyndonword.
Proof. By Lemma 2, the word z is a ⊳-Lyndonword. Let t · 1 be a suffix of
then z is strictly ⊳-smaller than t, since z is a ⊳-Lyndonword. 2. Let now |t| < |z|. Then t · 0 is a factor of a conjugate of z which implies that t · 1 is strictly ⊳-greater than z.
. . .
Main result
The rest of the paper is devoted to the proof of the following theorem: Theorem 1. If w ∈ Σ + has exactly two unbordered conjugates, then w is a product of two palindromes.
The hypothesis implies that w contains both letters 0 and 1 (the unary case being trivial). In particular, w has two distinct Lyndon conjugates, which are both unbordered. The same holds for w R . Since the reversal of an unbordered word is again unbordered, we deduce that there are words u and v such that uv is the ⊳-Lyndon conjugate of w, vu is the ◭-Lyndon conjugate of w and both u R v R and v R u R are Lyndonwords too. Since a Lyndonword is unbordered, we have that u R v R is a ⊳-Lyndonword and v R u R is a ◭-Lyndonword. Hypothesis of Theorem 1 is equivalent to saying that uv has trivial local period at exactly two points, namely 0 and |u|. We are going to show that both u and v are palindromes. It is an easy observation then that also any conjugate of uv is a product of two palindromes.
Our proof mainly consists of considering what local borders are admissible at a given position. In order to facilitate reading, we will structure (by rule quite simple) case analysis using bold numbers.
By symmetry, we shall further suppose that |u| ≥ |v|. Let u = (st) k s for some k ≥ 0, where s is not empty and st is the periodic root of u. By Lemma 2, the word st is a ⊳-Lyndonword.
Let p be the longest common prefix of (ts) k+1 and v, and let q be the longest common suffix of (st) k+1 and v. In other words, up is the longest prefix of uv with the period |st|, whereas qu is the longest suffix of vu with the period |st|.
Since uv is a ⊳-Lyndonword, we obtain that p · 0 is a prefix of (ts) k+1 and p · 1 is a prefix of v. Similarly, 0 · q is a suffix of (ts) k+1 and 1 · q is a suffix of v. By Lemma 3, the words up · 1 and (1 · qu) R are ⊳-Lyndonwords. In particular, they are unbordered.
Lemma 4. The word ts is the ◭-Lyndon conjugate of st and t is a prefix of v.
Proof. Let α 2 α 1 be the ◭-Lyndon conjugate of ts, where ts = α 1 α 2 and |α 1 | < |ts|.
Suppose that α 1 is not a prefix of v, which implies that p · 0 is a prefix of α 1 (recall the definition of p). We shall now investigate the local period of uv at the point m = uα −1 2 . Let r be the periodic root of uv at m. The assumption |u| ≥ |v| implies |r| < |u|. We consider several possibilities:
k r 2 , k ≥ 1, be the longest prefix of uv with period |r|, where r 2 = r is a prefix of r. Since st is unbordered and |r| < |st|, we have that r 1 r k r 2 is a proper prefix of st. If r 1 r k r 2 · 0 is a prefix of st and r 2 · 1 is a prefix of r, then r 1 r 2 · 1 is a prefix of st, a contradiction with uv being a ⊳-Lyndonword since r 1 r 2 · 0 is a factor of uv (see the figure) .
If, on the other hand, r 1 r k r 2 · 1 is a prefix of st and r 2 · 0 is a prefix of r, then we have a contradiction with α 2 α 1 being a ◭-Lyndonword since r 2 · 0 is a prefix of α 2 and r 2 · 1 is a factor of st.
We have proved that α 1 is a prefix of v. Therefore α 1 is the ◭-smallest factor of uv of length |α 1 |. Since it is also a suffix of the ◭-Lyndonword α 2 α 1 , we deduce that α 1 is empty and ts = α 2 is a ◭-Lyndonword.
Suppose that t is not a prefix of v. Then p · 0 is a prefix of t. Since ts is a ◭-Lyndonword, we deduce that p · 1 is not a factor of up. Similarly as above, we shall examine the local period of uv at the point m ′ = |us −1 |. Let r ′ be the local periodic root at m ′ . As above, we have |r In all four cases we have a contradiction.
The mirror symmetry allows us to formulate the reversed version of the previous lemma.
Lemma 5. The word (st)
R is the ◭-Lyndon conjugate of (ts) R and t is a suffix of v.
We have proved that (st)
As above, Lemma 7 provides nontrivial local periods in u ′ v at all positions except 0, |u ′ | and |u
k has no third occurrence in v, we deduce that the local periodic root of uv at the point m + |st| is also the local periodic root of u ′ v at the point m and |r| < m − |st| < |u ′ v|. We also observe that u ′ v is primitive, since it is unbordered: any border of length at most |u ′ | would be also a border of uv, and any longer border would yield an occurrence of (st) k in v. Let us remark that this observation is not as routine as it may seem. In fact, the reason why Case 1 has to be treated separately is that u ′ v is imprimitive if uv = (st) k+1 z(st) k z. We have shown that u ′ v has only two unbordered conjugates. By induction, u ′ and v are palindromes. Therefore s is a palindrome (because u ′ = (st) k−1 s), and t is a palindrome because it is a prefix and a suffix of v. Therefore also u is a palindrome.
This completes the proof of Theorem 1.
To conclude, we remark that the proof of the theorem provides an inductive procedure generating binary words with only two unbordered conjugates. Further investigation of this procedure could lead to a more detailed description of such words. It is clear that the palindromic structure of these words is much richer than Theorem 1 says.
