Developing from a concern in bioinformatics, this work analyses alternative metrics between partitions. From both theoretical and applicative perspectives, a useful and interesting distance between any two partitions is HD, which counts the number of atoms finer than either one but not both. While faithfully reproducing the traditional Hamming distance between subsets, HD is very sensible and computable through scalar products between Boolean vectors. It properly deals with complements and axiomatically resembles the entropy-based variation of information VI distance. Entire families of metrics (including HD and VI) obtain as minimal paths in the weighted graph given by the Hasse diagram: submodular weighting functions yield path-based distances visiting the join (of any two partitions), whereas supermodularity leads to visit the meet. This yields an exact (rather than heuristic) approach to the consensus partition (combinatorial optimization) problem.
INTRODUCTION
Partitions or clusterings are key instruments in a variety of fields at the interface of computer science, artificial intelligence and engineering, including pattern recognition/learning, web mining and bioinformatics. Quantitative clustering comparison is essential for assessing the proximity between and superiority among diverse partitions of a given set (Meila, 2007; Pinto Da Costa and Rao, 2004) .
In bioinformatics, measuring the distance between clusterings of populations, either natural or experimental, is fundamental for sibling relationship reconstruction. Apparently, attention has been placed for the most on a unique distance measure, here denoted by MMD, which relies on maximum matching (Konovalov, 2006; Berger-Wolf et al., 2007; Sheikh et al., 2010; Konovalov et al., 2005b; Konovalov et al., 2005a) . After its appearance (Almudevar and Field, 1999) , MMD was shown (Gusfield, 2002) to be computable via the assignment problem (Korte and Vygen, 2002, p. 236) . Another partition distance recently tested in this setting (Brown and Dexter, 2012) is the variation of information VI, obtained axiomatically from information theory (Meila, 2007) .
In this work, the distance between partitions is measured in quite different ways, since the aim is to have consistency and generalizations in terms of lattice theory. The primary objective is to reproduce the traditional Hamming distance between subsets, given by the cardinality of their symmetric difference (Bollobas, 1986, p. 3) . Such a benchmark is extended from Boolean to geometric lattices by focusing on atoms and join-decompositions of lattice elements (Aigner, 1997; Stern, 1999) . While every subset admits a unique such a decomposition, involving a number of atoms equal to the cardinality of the subset, a generic partition admits different joindecompositions, most of which redundant. The number of atoms involved in the unique maximal joindecomposition of a partition is here defined to be the size of that partition. The size is an integer-valued lattice function, like the rank. In fact, the two coincide for Boolean lattices but differ crucially for geometric lattices. Roughly speaking, replacing the rank with the size yields the Hamming distance HD between partitions proposed below. While achieving combinatorial congruency, HD shares with VI important characterizing axioms and is computed through simple scalar products between Boolean vectors, avoiding any algorithmic issue. Finally, HD also has a large range which provides fine measurement sensitivity.
The traditional Hamming distance between two subsets is also the length of any shortest path between them in the associated Hasse diagram, which is the unit hypercube. This latter is a graph with subsets as vertices and edges linking any two subsets whenever one covers the other (in terms of set inclusion, see (Bollobas, 1986; Godsil and Royle, 2001 ) and below). In order to have an analog for the Hamming distance between partitions defined here, it is necessary to look at the lattice of partitions of a n-set as the polygon ma-troid of the complete graph K n on n vertices (Aigner, 1997, pp. 259, 274) . In other terms, partitions of a n-set may well be regarded as those graphs on n vertices each of whose components is complete (i.e. a clique). In this way, the partition lattice is seen to be strictly included in the n 2 -dimensional unit hypercube: the set {0, 1} ( n 2 ) of hypercube vertices identifies the 2 ( n 2 ) distinct graphs on n vertices, while linear dependence (Whitney, 1935) entails that partitions only span B n < 2 ( n 2 ) hypercube vertices, where Bell number B n is the number of partitions of a n-set (Rota, 1964a; Graham et al., 1994) . The convex hull of these B n vertices identifies a polytope, and the graph of this polytope (Grünbaum, 2001, pp. 212-16 ) is in fact the Hasse diagram of the partition lattice. Yet, while the covering relation between subsets assigns a unitary weight to each edge of the hypercube (Sebő and Tannier, 2004, p. 384) , edges of the polytope of partitions must be weighted through the size (see above), as this latter quantifies precisely the number of hypercube edges that collapse into a unique edge of the polytope. With such a weighting, the Hamming distance between two partitions (like between two subsets) quantifies the minimum weight of a path connecting them.
The approach allows for generalizations in that the size may be replaced with any alternative orderpreserving lattice function, such as the rank (or the entropy of partitions). Then, polytope edges have weights obtained as the difference between the greater and the smaller value taken by the chosen orderpreserving function on the associated endpoints. Accordingly, the distance between two lattice elements is the minimum weight of a path connecting them.
DISTANCES, LATTICES AND GRAPHS
For a finite set N = {1, . . . , n}, let (2 N , ∩, ∪) and (P N , ∧, ∨) be the associated subset and partition lattices, ordered by inclusion ⊇ and coarsening , respectively. Both are atomic and atomistic; the fomer is distributive while the latter is geometric (Aigner, 1997; Stern, 1999) . A graph G = (V, E) consists of a vertex set V = {v 1 , . . . , v m } and an edge set E ⊆ V 2 included in the m 2 -set V 2 := {{v i , v j } : 1 ≤ i < j ≤ m} of unordered pairs of vertices. The complete graph on m vertices (see above) is K m = (V,V 2 ). The Hamming distance HD(P, Q) between partitions P, Q ∈ P N proposed here aims at reproducing the traditional Hamming distance |A∆B| between subsets A, B ∈ 2 N while keeping into account that partitions of a n-set N are in fact graphs with vertex set V = N and whose components are each a complete subgraph (Aigner, 1997) .
Distances within a ordered set must be measured via the order relation, while distances between elements of any set are called 'Hamming distances' when such elements are represented as arrays and the distance between two of them is the number of entries where their array representations differ. The Hamming distance between subsets A, B ∈ 2 N is |A∆B| = |A\B| + |B\A| = r(A ∪ B) − r(A ∩ B), (1) r : 2 N → Z + being the rank function: r(A) = |A|. It counts how many i ∈ N are included in either A or else B, but not in both. Elements i ∈ N, or 1-cardinal subsets {i} ∈ 2 N , are the atoms of lattice (2 N , ∩, ∪), and (1) is a Hamming distance since subsets A ∈ 2 N are represented as Boolean n-vectors χ A ∈ {0, 1} n or vertices of the n-dimensional unit hypercube [0, 1] n . This achieves through their characteristic function χ A : N → {0, 1}, defined by χ A (i) = 1 if i ∈ A and χ A (i) = 0 if i ∈ N\A. Thus the distance between any A, B ∈ 2 N is the number |A∆B| of entries where χ A and χ B differ (Bollobas, 1986; Aigner, 1997) .
A partition P = {A 1 , . . . , A |P| } ⊂ 2 N of N is a collection of pairwise disjoint subsets, called blocks (or clusters), whose union yields N. Any subset A ∈ 2 N has a unique complement A c = N\A. For all partitions P ∈ P N and all non-empty subsets / 0 ⊂ A ⊆ N, let P A = {B ∩ A : B ∈ P, / 0 = B ∩ A} denote the partition of A induced by P. Two non-Hamming distances between partitions are now briefly introduced. Maximum matching distance MMD(P, Q) between two partitions P, Q ∈ P N is
This is the minimum number of elements i ∈ N that must be deleted in order for the two residual induced partitions to coincide. Also, MMD(P, Q) "is the minimum number of elements that must be moved between clusters of P so that the resulting partition equals Q" (Gusfield, 2002, p. 160) . It is computable as a maximum matching or assignment problem (Korte and Vygen, 2002, chapter 11) . In a graph a matching is a set of pairwise disjoint edges, i.e. the endpoints are all different vertices. Now consider the bipartite graph G = (P ∪ Q, E) with |P| + |Q| vertices, one for each block of each partition, and join any two of them A ∈ P and B ∈ Q with an edge {A, B} ∈ E if A ∩ B = / 0. In addition, let |A ∩ B| be the weight of the edge. Then, determining MMD(P, Q) amounts to find a maximum-weight matching E * in G, that is one where the sum ∑ (A,B)∈E * |A ∩ B| of edge weights is maximal. In fact, the minimum number MMD(P, Q) of elements that must be removed for the two residual partitions to coincide is the sum ∑ (A,B)∈E * |A∆B| over all selected edges of the cardinality of the symmetric difference between the associated endpoints.
Another important measure of the distance between two partitions P, Q is the variation of information V I(P, Q), obtained axiomatically from information theory (see (Meila, 2007, expressions (15) - (22), pages 879-80)). Entropy e(P) = − ∑ A∈P |A| n log |A| n of a partition P (binary logarithm) enables to measure the distance between P, Q ∈ P N as
where P ∧ Q is the coarsest partition finer than both P and Q (while ∨ is the 'finest-coarser-than' operator). Notice that while the range of MMD is {0, 1, . . . , n − 1} ⊂ Z + , VI ranges in a finite subset of interval [0, log n] ⊂ R + . Apart from MMD and VI, there exist several other partition distance measures (see (Deza and Deza, 2013, sections 10.2 and 10.3, pp. 191-193) and (Day, 1981; Hubert and Arabie, 1985; Warrens, 2008; Mirkin, 1996) ). One was proposed as the Hamming distance between (matrices representing) partitions (Meila, 2007; Mirkin and Cherny, 1970; Mirkin and Muchnik, 2008) , and thus shall be briefly distinguished from the object of this paper. A bi-
The collection of all such binary relations is subset lattice
then R is an equivalence relation, or a partition of N into equivalence classes: maximal subsets A ∈ 2 N such that (i, j), ( j, i) ∈ R for all i, j ∈ A are precisely its blocks. A binary relation R is represented by a matrix M R ∈ {0, 1} n×n with entries M (Aigner, 1997, p. 338) ). While providing a distance between partitions P and P , this is a Hamming distance between certain subsets that correspond to partitions only in quite special cases, as lattice (2 N×N , ∩, ∪) contains 2 n 2 − B n elements, or binary relations, that do not correspond to partitions, or equivalence relations. The argument also applies when partitions are represented as Boolean n × nmatrices through the complement of equivalence relations, namely apartness relations R c = (N × N)\R (Ellerman, 2013b; Ellerman, 2013a) . This is detailed in subsection 4.1 below.
However regarded, partition lattice (P N , ∧, ∨) is compressed into a larger subset lattice, with which some elements are shared while some others are not. This feature is maintained even when partitions are decomposed as joins of atoms, for they generally admit several such decompositions. Nevertheless, when regarded from this perspective partition lattice (P N , ∧, ∨) is seen to be included in subset lattice (2 N 2 , ∩, ∪), with the two sharing the same n 2 atoms. In fact, (2 N 2 , ∩, ∪) is the minimal subset lattice including the partition lattice. Accordingly, the Hamming distance between partitions HD proposed below relies precisely on representing partitions as Boolean n 2 -vectors, although only B n < 2 ( n 2 ) distinct such vectors correspond to partitions. In particular, HD is the traditional Hamming distance |E∆E | between edge sets E, E ∈ 2 N 2 , with these latter corresponding to partitions only when in both graphs
HAMMING DISTANCE
The rank function r : P N → Z + for partitions is r(P) = n − |P|, where P ⊥ = {{1}, . . . , {n}} is the bottom element: r(P ⊥ ) = 0. Atoms are immediately above, with rank 1, in the associated Hasse diagram. This latter is ordered by coarsening , with coarser partitions in upper levels (Meila, 2007; Aigner, 1997; Stern, 1999) and P Q meaning that every block of Q is included in some block of P. Hence atoms are those partitions consisting of n − 1 blocks, namely n − 2 singletons and one pair. These n 2 unordered pairs {i, j} ∈ N 2 are the same atoms as in subset lattice (2 N 2 , ∩, ∪). For notational convenience, let [i j] ∈ P N denote the atom where the unique 2-cardinal block is (unordered) pair {i, j} ∈ [i j].
Consider χ N ∈ {0, 1} n as the n-vector with all entries equal to 1 and denote by x, y the scalar product between x and y. The Hamming distance between
In order to replace subsets A with partitions P, let The analog of characteristic function χ A is indicator function
. In words, if pair {i, j} is included in some block A of P (i.e. {i, j} ⊆ A ∈ P), 
While the cardinality of subsets |A| = χ A , χ N takes every integer value between 0 and n, the size of partitions s(P) = I P , I P does not the same between 0 and Available sizes for 1 ≤ n ≤ 7 are in Table I below. Table 1 : Available sizes of partitions of a n-set, 1 ≤ n ≤ 7. 2, 3, 4, 6, 7, 10, 15} 7 {0, 1, 2, 3, 4, 5, 6, 7, 9, 10, 11, 15, 21} In atomistic lattices, such as 2 N , P N and 2 N 2 , every element admits a decomposition as a join of atoms (Aigner, 1997; Stern, 1999) . While subsets A ∈ 2 N and E ∈ 2 N 2 admit a unique such a decomposition, namely A = ∪ i∈A {i} and E = ∪ {i, j}∈E {i, j}, partitions generally admit several such decompositions. For n = 3 as above, the coarsest partition {1, 2, 3} decomposes either as the join of any two atoms, or else as the join of all the three available atoms at once. In particular, the rank r(P) = n − |P| of any partition P is the minimum number of atoms involved in a join-decomposition of P, while the size s(P) is the maximum number of atoms involved in a joindecomposition of P. The coarsest partition {1, 2, 3} of a 3-cardinal set has rank r({1, 2, 3}) = 3 − 1 = 2 and size s({1, 2, 3}) = 3 = 3 2 . Proposition 1. The size is strictly monotone: for all P, Q ∈ P N , if P Q, P = Q, then s(P) > s(Q).
Proof. If P > Q (i.e. P Q, P = Q), then every block A ∈ P is the union of some blocks B 1 , . . . , B |Q A | ∈ Q, with |Q A | > 1 for at least one block A ∈ P. Recall that Q A is the partition of A induced by Q (see the definition of MMD in section 2 above). The union of any two such blocks B, B ∈ Q increases the size by
2 ] = |B||B |, which is strictly positive as blocks are non-empty.
In order to reproduce (1) and (4) above, Hamming distance HD : P N × P N → Z + has to count the number of atoms finer than either one of any two partitions P, Q ∈ P N but not finer than both, that is HD(P,
Also
is the maximal decomposition of P ∧ Q as a join of atoms, thus HD(P, Q) = I P , I P + I Q , I P − 2 I P∧Q , I P .
HD and VI: Axioms
Following (Meila, 2007) , attention is now placed on those axioms that characterize both partition distance measures HD and VI.
Proposition 2. HD is a metric: for all P, P , Q ∈ P N , 1. HD(P, Q) = HD(Q, P), 2. HD(P, Q) ≥ 0, with equality if and only if P = Q, 3. HD(P, P ) + HD(P , Q) ≥ HD(P, Q).
Proof. The first condition is obvious. In view of proposition 1, the second one is also immediate as
As for the third condition, known as triangle inequality, difference HD(P, P ) + HD(P , Q) − HD(P,
shown to be ≥ 0 for all P, P , Q ∈ P N . Since size
has to be minimized by suitably choosing P . Now, sum s(P ∧ P ) + s(P ∧ Q) is maximized when P ∧ P = P (or P P) and P ∧ Q = Q (or P Q). If Q P P, then P = P∨Q minimizes the whole difference. Thus HD satisfies triangle inequality as long as the size is supermodular:
for all P, Q ∈ P N . The simplest way to see that this is indeed the case is by focusing on Möbius inversion of lattice (or more generally poset) functions (Rota, 1964b; Aigner, 1997; Stern, 1999) . By definition, the size s : P N → Z + has Möbius inversion µ s : P N → Z given by µ s (P) = 1 if P is an atom (i.e.
(1) ), and µ s (P) = 0 otherwise. In fact, s(P) = ∑ Q P µ s (Q) for all P ∈ P N . Hence the size satisfies a condition which is sufficient (but not necessary) for supermodularity, as its Möbius inversion takes only values ≥ 0. This completes the proof.
Triangle inequality is satisfied with equality by HD (and VI) when P = P ∧ Q (for VI, see (Meila, 2007, pp. 883, 888) properties 6, 10(A.2)).
Proposition 3. HD satisfies horizontal collinearity: HD(P, P ∧ Q) + HD(P ∧ Q, Q) = HD(P, Q).
Proof. HD(P, P
Collinearity also applies to distances between partitions P, Q that are comparable, i.e. either P Q or Q P. Firstly consider the case involving the top P and bottom P ⊥ elements (for VI, see (Meila, 2007, p. 888) property 10(A.1)).
Proposition 4. HD satisfies vertical collinearity: HD(P ⊥ , P) + HD(P, P ) = HD(P ⊥ , P ).
Proof. HD(P ⊥ , P) + HD(P, P ) = = s(P) + s(P ) − s(P) = s(P ) independently from P, as well as HD(P ⊥ , P ) = s(P ) = n 2 . Vertical collinearity may be generalized for arbitrary comparable partitions P P > Q P ⊥ , in that HD(Q, P ) + HD(P , P) = HD(Q, P) for all P satisfying Q P P.
Complementation
The distance between the bottom and top elements considered by vertical collinearity leads to regard such lattice elements as complements, thereby focusing on the distance between other, generic complements. Maintaining the traditional Hamming distance between subsets as the fundamental benchmark, it must be taken into account that the subset and partition lattices are very different in terms of complementation. Every subset A ∈ 2 N has a unique complement A c , and the distance between any two such complements equals the distance between the bottom and top elements: |A∆A c | = n = |N∆ / 0|. Conversely, partitions P generally have several and quite different complements, which are all those Q such that P ∧ Q = P ⊥ as well as P ∨ Q = P . In this respect, MMD measures the distance between any two complements P, Q solely through their cardinalities |P|, |Q|, while VI and HD provide a fine distinction between different complements, and also agree on which are closer and which are remoter. The issue may be exemplified as follows: for N = {1, . . . , 7}, consider P = 123|456|7 and P * = 147|2|3|5|6 and P * = 1|2|34|5|67 (where vertical bar | separates blocks). Both P * and P * are complements of P, that is P ∧ P * = P ∧ P * = P ⊥ and P ∨ P * = P ∨ P * = P . Here VI, HD and MMD are: V I(P, P * ) 1.93 < 1.95 V I(P, P * ), HD(P, P * ) = 8 < 9 = HD(P, P * ), MMD(P, P * ) = 4 = MMD(P, P * ). For MMD this examples generalizes as follows.
Proposition 5. For any two complements P, Q ∈ P N , it holds MMD(P, Q) = max{r(P), r(Q)}.
Proof. If P ∧ Q = P ⊥ , then edges {A, B} ∈ E ⊂ P × Q of the bipartite graph G = (P ∪ Q, E) defined in section 2 have all same weight 1 = |A ∩ B| (see above). Hence, a maximum-weight matching simply is one including the maximum number of feasible edges. In turn, such a number equals ∑ A∈P∨Q min{|P A |, |Q A |}, because each block (of either partition) can be the endpoint of at most one edge included in a matching. Also, the number of elements i ∈ N that must be deleted for the two residual partitions to coincide is ∑ A∈P∨Q (|A| − min{|P A |, |Q A |}). On the other hand,
The class c : P N → Z n + of partitions (Rota, 1964b) identifies the vector c(P) = (c 1 (P), . . . , c n (P)) where c k (P) is the number of k-cardinal blocks of P, for 1 ≤ k ≤ n. As shown by the above example, a partition generally has different complements with different classes. In this view, for all P ∈ P N denote by C O(P) = {Q : P ∧ Q = P ⊥ , P ∨ Q = P } the set of complements of P.
A modular element of the partition lattice (Aigner, 1997; Stern, 1999; Stanley, 1971 ) is any P ∈ P N where all blocks are singletons apart from only one, at most, i.e. ∑ 1<k≤n c k (P) ≤ 1. The sublattice P N mod of modular elements contains the bottom and top elements, and all partitions of the form {A} ∪ P A c ⊥ with 1 < |A| < n. Hence, |P N mod | = 2 n −n, while P N mod = P N for n ≤ 3 and P N mod ⊂ P N for n > 3.
Here, the main link between modular elements and complementation is that an element is modular if and only if no two of its complements are comparable (see (Stanley, 1971 , Theorem 1)). Therefore, if P ∈ P N mod , then there are Q, Q ∈ C O(P) such that Q > Q . It seems thus important that the distance between P and Q differs from the distance between P and Q . The following result bounds the Hamming distance HD between a partition and its complements.
Proposition 6. For all P ∈ P N , if Q ∈ C O(P), then s(P) + |P| − 1 ≤ HD(P, Q) ≤ s(P) + |P| 2 , where the upper bound is always tight, while the lower one is tight only if c 1 (P) ≤ 2 + ∑ 1<k≤n (k − 2)c k (P).
Proof. If Q ∈ C O(P), then HD(P, Q) = s(P) + s(Q).
Hence s(P) + min{s(Q) : Q ∈ C O(P)} ≤ HD(P, Q) and HD(P, Q) ≤ s(P) + max{s(Q) : Q ∈ C O(P)}. 
This complement P * = [i j] 1 ∨· · ·∨[i j] |P|−1 always exists, whatever the class c(P) of P, making the bound tight. In fact, P * ∈ P N mod has n − |P| + 1 blocks, out of which n − |P| are singletons, while the remaining one B ∈ P * is |P|-cardinal and satisfies |B ∩ A| = 1 for all A ∈ P, i.e. P * = {B} ∪ P B c ⊥ ⇒ s(P * ) = 
This is not always possible as each A ∈ P can have non-empty intersection with a number of pair-wise disjoint pairs {i, j} m , 1 ≤ m < |P| bounded above by |A|, entailing that the constraint is given by the number c 1 (P) of singletons {i} ∈ P. Specifically, nesting together ∑ 1<k≤n c k (P) non-singleton blocks requires ∑ 1<k≤n c k (P) − 1 pairs {i, j} m . If these latter have to be pair-wise disjoint, then the maximum number of elements j ∈ N in non-singleton blocks available to match (into pair-wise disjoint pairs) those elements {i} ∈ P in singleton blocks is precisely ∑ 1<k≤n kc k (P) − 2 ∑ 1<k≤n c k (P) − 1 .
, where θ(P) = 1 + ∑ 1<k≤n c k (P)(k − 1).
Proof. If 2 + ∑ 1<k≤n (k − 2)c k (P) < c 1 (P), then the above proof of proposition 6 entails that the maximum number max{|Q| : Q ∈ C O(P)} of blocks of a complement of P is θ(P). Among θ(P)-cardinal partitions P * , the size is minimized when |B| ∈ { n θ(P) , n θ(P) } for all B ∈ P * , where the number of n θ(P) -cardinal blocks is θ(P)( n θ(P) + 1) − n, while the number of n θ(P) -cardinal blocks is n − θ(P) n θ(P) . Proof. If Q ∈ C O(P), then V I(P, Q) is minimized or maximized when e(Q) is, respectively, maximized or minimized, as V I(P, Q) = 2 log n − e(P) − e(Q).
Given this, if P ∈ P N mod , then all Q ∈ C O(P) have same rank. Otherwise, there are comparable complements, i.e. with different rank (see above). Thus, in gen-
is minimized when |Q| is minimized and, in addition,
mod . This is precisely where size s(Q) is maximized. Similarly, e(Q) is maximized when |Q| is maximized and, in addition, |B| ∈ { n |Q| , n |Q| } for all B ∈ Q. Again, this is where s(Q) is minimized.
MINIMUM-WEIGHT PATHS
Hamming distance |E∆E | between edge sets E, E ∈ 2 N 2 is the length of a shortest path between vertices
, where χ E : N 2 → {0, 1} is the characteristic function defined above in section 2, i.e. χ E ({i, j}) = 1 if {i, j} ∈ E and 0 otherwise. Recall that a polytope naturally defines a graph with its same vertices and edges (Brøondsted, 1983, p. 93) , and the hypercube is perhaps the main example of polytope. In fact, the graph of hypercube
is the Hasse diagram of Boolean lattice (2 N 2 , ∩, ∪), for its edges correspond to the covering relation, that is to say {E, E } is an edge of the hypercube if either E ⊃ E , |E| = |E | + 1 or else the converse, i.e. E ⊃ E, |E | = |E| + 1.
Clearly, a shortest path is a minimum-weight path as long as every edge has weight 1. This simple observation is the starting point towards an analog view of the Hamming distance HD between partitions, namely as the weight of a minimum-weight path in the associated Hasse diagram. To this end, define the polytope of partitions P as the convex hull P := conv({I P :
all convex combinations of the B n Boolean vectors defined by the indicator functions of partitions. Also denote by G = (P N , E) the graph of polytope P or, equivalently, the Hasse diagram of partition lattice (P N , ∧, ∨). Edges correspond to the covering relation: {P, Q} ∈ E if either {P : Q P P] = {P, Q} or else {P : P P Q} = {P, Q} (see above). Denote this relation by P Q ⇔ {P, Q} ∈ E. Finally, let F ⊂ R B n be the vector space of symmetric and order-preserving partition functions f : P N → R, that is to say, respectively, for all P, Q ∈ P N , (a) c(P) = c(Q) ⇒ f (P) = f (Q), and
Entropy, rank and size e, r, s : P N → R are in F, with e satisfying (b') and r, s satisfying (b). For f ∈ F, let weights w f : E → R ++ on edges {P, Q} ∈ E of G be w f ({P, Q}) = max{ f (P), f (Q)} − min{ f (P), f (Q)}.
For P, Q ∈ P N , let Path(P, Q) contain all P − Q-paths p(P, Q) in graph G. Any p(P, Q) ∈ Path(P, Q) is a subgraph p(P, Q) = (V p P,Q , E p P,Q ) ⊂ G with vertex set V p P,Q = {P = P 0 , P 1 , . . . , P m = Q} and edge set E p P,Q = {{P 0 , Q 0 }, {P 1 , Q 1 }, . . . , {P m−1 , Q m−1 }}, where P k+1 = Q k , 0 ≤ k < m. Graph G is connected, entailing Path(P, Q) = / 0 for all P, Q ∈ P N . The weight
Proposition 10. For f ∈ F and P, Q ∈ P N , every minimum-f -weight P − Q-path visits P ∧ Q or P ∨ Q or both, i.e. V p P,Q ∩ {P ∧ Q, P ∨ Q} = / 0 for all p(P, Q) satisfying w f (p(P, Q)) = δ f (P, Q).
Proof. If P Q, then {P ∨ Q, P ∧ Q} ⊆ V p P,Q for all p(P, Q) ∈ Path(P, Q), with P Q ⇒ {P, Q} = V p P,Q . Differently, if P Q P, then any path p(P, Q) visits some vertex P comparable with both P, Q and, in particular, satisfying either P > P, Q or else P, Q > P . Accordingly, p(P, Q) = p(P, P ) ∪ p(P , Q), with E p P,P ∩ E p P ,Q = / 0, for some P − P -path p(P, P ) and P − Q-path p(P , Q), entailing that w f (p(P, Q)) equals w f (p(P, P )) + w f (p(P , Q)). Finally, since f is order-preserving and symmetric, P = P ∨ Q minimizes w f (p(P, P )) + w f (p(P , Q)) over all vertices P > P, Q as well as P = P ∧ Q minimizes w f (p(P, P )) + w f (p(P , Q)) over all P < P, Q.
Whether a minimum-f -weight path visits the join or else the meet of any two incomparable partitions clearly depends on f . A generic f ∈ F may have associated minimum-weight paths visiting the meet of some incomparable partitions P, Q and the join of some others P , Q . Whether minimum-weight paths awlays visit the meet or else the join depends on whether f or else − f is supermodular. Note that if f is supermodular, then − f is submodular, i.e.
for all P, Q ∈ P N . Since the size s is supermodular (see proposition 2 above), Hamming distance HD is the minimum-sweight partition distance, i.e. HD(P, Q) = δ s (P, Q) for all P, Q ∈ P N . The rank r of partitions being submodular (Aigner, 1997, pp. 259, 265, 274) , minimum-rweight distance is δ r (P, Q) = |P| + |Q| − 2|P ∨ Q|. In fact, w r ({P, Q}) = 1 for all edges {P, Q} ∈ E, hence δ r is a shortest-path distance.
Turning to entropy e, a simple example shows that VI distance does not correspond to the e-based minimum-weight distance.
Proposition 12. There are partitions P, Q ∈ P N such that 2e(P ∧ Q) − e(P) − e(Q) > δ e (P, Q).
Proof. For two atoms
An alternative measure of partition entropy, called logical entropy, has been recently proposed (Ellerman, 2013a) in terms of distinctions or ordered pairs (i, j) ∈ N × N, hence (i, j) = ( j, i). If distinctions are replaced with unordered pairs {i, j} ∈ N 2 , then mutatis mutandis the non-normalized logical entropy of partitions P is the analog of n 2 − s(P), providing a further minimum-weight partition distance. Also, since in information theory partitions are evaluated through functions f such that P > Q ⇒ f (P) < f (Q), the approach developed thus far may be applied to the upside-down Hasse diagram of the partition lattice, with co-atoms in place of atoms, as detailed below.
Distinctions, Co-atoms and Fields
A partition P distinguishes between i ∈ N and j ∈ N\i if i ∈ A ∈ P while j ∈ B ∈ P with A = B, and the set of such distinctions has been recently proposed as the logical analog of the complement of P, with the (normalized) number of distinctions providing a novel measure of the (logical) entropy of partitions (Ellerman, 2013b; Ellerman, 2013a) . This achieves through apartness relations R c , which are the complement of equivalence relations R , both being sets of ordered pairs (i, j) ∈ N × N (see section 2 above). In terms of
(1) , the logical entropy h : P N → R + of partitions (Ellerman, 2013a, p. 127 ) is
with h(P ) = 0 = s(P ⊥ ) and h(P ⊥ ) = n−1 n = 2s(P ) n 2 . Proposition 13. The minimum-h-weight distance is δ h (P, Q) = 2h(P ∧ Q) − h(P) − h(Q).
Proof. Logical entropy h is symmetric and satisfies P > Q ⇒ h(P) < h(Q), hence h ∈ F. Also, apart from constant terms, h varies with −s, which is submodular because s is supermodular. That is to say,
. Also, like in proposition 11 above but with reversed inequalities,
Reasoning in terms of ordered pairs results in a double counting, in that (i, j) ∈ R c ⇒ ( j, i) ∈ R c for all apartness relations R c and all (i, j) ∈ N × N.
Hence an analog logical entropyĥ of partitions may be defined in terms of unordered pairs {i, j} ∈ N 2 or atoms
Again,ĥ ∈ F andĥ(P ) = 0 as well asĥ(P ⊥ ) = 1. Therefore, the minimum-ĥ-weight distance is δĥ(P, Q) = 2ĥ(P ∧ Q) −ĥ(P) −ĥ(Q) for all P, Q ∈ P N .
On the other hand, a distance between partitions also obtains by dealing directly with their associated set of distinctions: let D P = {[i j] : P [i j]} and consider the distance between any two partitions P, Q given by the traditional Hamming distance between their sets of (unordered) distinctions, i.e. |D P ∆D Q |. In particular,
In view of proposition 13 above, this is the nonnormalized minimum-h-weight distance.
A field of subsets is a set system F ⊆ 2 N which is closed under union, intersection and complementation, hence A ∩ B, A ∪ B, A c ∈ F for all A, B ∈ F . Every partition P ∈ P N generates the field F P := 2 P containing all subsets B ∈ 2 N obtained as the union of blocks A ∈ P, with F P ⊥ = 2 N as well as F P = { / 0, N}. There are 2 n−1 − 1 minimal fields that strictly include F P ; they are those F A = F A c = { / 0, A, A c , N} with / 0 ⊂ A ⊂ N. On the other hand, 2-cardinal partitions {A, A c } ∈ P N are the co-atoms (Aigner, 1997) of partition lattice (P N , ∧, ∨) ordered by coarsening. In fact, in information theory finer partitions are generally more valuable than coarser ones, and thus attention is placed on partition functions f such as entropy e or logical entropy h satisfying f (P) < f (Q) whenever P > Q. In this view, the partition lattice is often dealt with as ordered by refinement and thus with the upside-down Hasse diagram. Accordingly, a distance between partitions also obtains by counting co-atoms rather than atoms. Define the co-size cs : P N → Z + of partitions by cs(P) = |{{A, A c } : P {A, A c }}|, with cs(P ⊥ ) = 2 n−1 − 1 and cs(P ) = 0. In words, cs(P) is the number of co-atoms coarser than P. Proposition 14. The minimum-cs-weight partition distance is δ cs (P, Q) = cs(P) + cs(Q) − 2cs(P ∨ Q).
Proof. Denote byμ cs : P N → Z the Möbius inversion from above (Rota, 1964b; Aigner, 1997) of the cosize, with cs(P) = ∑ Q Pμ cs (Q) for all P. By definition,μ cs (P) = 1 if |P| = 2 and 0 otherwise. Like for the size in proposition 2, this entails supermodularity, i.e. cs(P ∧ Q) + cs(P ∨ Q) ≥ cs(P) + cs(Q). Also, cs ∈ F with cs(P) < cs(Q) whenever P > Q, thus
Denote by (ℑ, , ) the lattice whose elements are the B n fields of subsets F P , P ∈ P N ordered by inclusion ⊇. The meet and join are, respectively, F P F Q = F P∨Q and F P F Q = F P∧Q . The set of atoms is the collection {F {A,A c } :
Thus δ cs (P, Q) is also an analog of the traditional Hamming distance between subsets: δ cs (P, Q) = = |{{A, A c } :
In words, this is the number of minimal fields F {A,A c } included in either F P or else in F Q , but not in both.
THE CONSENSUS PARTITION PROBLEM
Hamming distance between partitions HD firstly appears in the mid '60s (Rénier, 1965) in terms of the consensus partition problem, which is important in many applicative scenarios concerned with statistical classification. From a combinatorial optimization perspective, after selecting a metric δ : P N × P N → R + , an instance is a m-collection P 1 , . . . , P m ∈ P N , m ≥ 2, and the objective is to find a partitionP minimizing the sum of its distances from the m partitions: anyP satisfying ∑ 1≤k≤m δ(P, P m ) ≤ ∑ 1≤k≤m δ(Q, P k ) for all Q ∈ P N is a consensus partition. For generic δ, finding a solutionP is tipically hard. If δ = MMD, then each distance δ(Q, P k ), 1 ≤ k ≤ m for any Q ∈ P N is computable in O(n 3 ) time (Korte and Vygen, 2002, p. 236) , whereas if δ = HD, then in view of expression (6) above (see section 3) δ(Q, P k ) is computable more rapidly through scalar products. Independently from the chosen metric δ, the main issue is that the size B n = |P N | of the search space P N makes all approaches relying on direct enumeration simply unviable, at least for relevant values of n. The problem is thus commonly interpreted in terms of heuristics (Pinto Da Costa and Rao, 2004; Celeux et al., 1989) . Although the consensus problem is generally harsh, still the analysis conducted thus far identifies conditions where exact solutions are easy to find. If the chosen metric is a minimum-f -weight partition distance, i.e. δ = δ f with f ∈ F, and weighting function f is either supermodular or else submodular (but not both, see below), then either the meet P = P 1 ∧ · · · ∧ P m or else the joinP = P 1 ∨ · · · ∨ P m of instance elements are consensus partitions. The former case applies to Hamming distance or size-based δ s = HD and to logical entropy-based δ h , while the latter applies to rank-based δ r and to co-size-based δ cs . The computational burden thus reduces solely to assessing the m distances between instance elements and their meet (or their join), with no search need. Proposition 15. If distances between partitions are measured by HD, then the meet of instance elements achieves consensus: for Q, P 1 , . . . , P m ∈ P N ,
Proof. Firstly note that for m = 2 this consensus condition is in fact a restatement of horizontal collinearity and triangle inequality (see propositions 2 and 3 above). Hence, in order to use induction, assume that the condition holds for some m ≥ 2, and denote byP the solution or consensus partition of a m + 1-instance P 1 . . . , P m , P m+1 . By assumption, P 1 ∧ · · · ∧ P m is a solution of instance P 1 , . . . , P m , thus novel solutionP minimizes the sum of its distances from the previous solution P 1 ∧ · · · ∧ P m and from the novel instance element P m+1 , i.e. for all Q ∈ P N , HD(P 1 ∧ · · · ∧ P m ,P) + HD(P, P m+1 ) ≤ ≤ HD(P 1 ∧ · · · ∧ P m , Q) + HD(Q, P m+1 ) Then, horizontal collinearity and triangle inequality entail HD(P 1 ∧ · · · ∧ P m ,P) + HD(P, P m+1 ) ≥ ≥ HD(P 1 ∧ · · · ∧ P m , P m+1 ), with equality if
The consensus partition problem may be also framed in a novel manner through fuzzy modeling. A fuzzy subset of N is a function q : N → [0, 1] or, geometrically, a point q = (q 1 , . . . , q n ) ∈ [0, 1] n in the n-dimensional unit hypercube, where q i = q(i), i ∈ N. A fuzzy partition is thus commonly intended as a partition P with associated |P| points q A ∈ [0, 1] n , A ∈ P in the hypercube such that q A i ∈ (0, 1] for all i ∈ A and all A ∈ P. Also, a fuzzy or random graph with vertex set N may be seen as one whose edge set is a fuzzy subset of N 2 , i.e. a function t : N 2 → [0, 1] or, geometrically, a point in the n 2 -dimensional unit hypercube, i.e. t = t {i, j} 1 , . . . ,t {i, j} ( 
. By looking at partitions of N as graphs with vertex set N each of whose components is complete (see above), the fuzzy consensus partition t I associated with instance I ⊆ P N may be defined as the point in the interior of the polytope P of partitions (see above) corresponding to the center of the convex hull conv({I P : P ∈ I }) consisting of all convex combinations of the indicator functions I P , P ∈ I of instance elements. Then, the fuzzy consensus partition is a function ranging in the unit interval [i j]. In words, P(t I ) obtains as the join of all atoms where the fuzzy consensus partition t I attains its maximum, i.e. 1.
CONCLUSIONS
Measuring the distance between partitions is an important topic in statistical classification since the '60s (Lerman, 1981; Rénier, 1965) . This works considers the analog of the traditional Hamming distance between subsets by counting unordered pairs of partitioned elements. Counting ordered and/or unordered pairs is not new (see (Meila, 2007 , Section 2.1)), but the Hamming distance HD is here analyzed from a novel geometric perspective. Special attention is placed on complements in comparison with two distances proposed in recent years, namely MMD and VI. Given its low computational complexity and fine measurement sensitivity, HD seems interesting for applications, especially in bioinformatics.
HD relies on the size, which counts the atoms finer than partitions. While the cardinality (or rank) of subsets is a valuation (i.e. supermodular and submodular), the size is supermodular. In fact, if f is a valuation of the partition lattice, then it is constant, i.e. f (P) = f (Q) for all partitions P, Q (Aigner, 1997) .
Since the Hamming distance between A, B ∈ 2 N is |A∆B| = |A ∪ B| − |A ∩ B|, it may seem reasonable to consider distances δ(P, Q) between P, Q ∈ P N of the form δ(P, Q) = f (P ∨ Q) − f (P ∧ Q) with f ∈ F. Yet, this clearly does not distinguish between different complements Q, Q ∈ C O(P) when P = P ⊥ , P .
The geometric approach enables to analyze further partition distances obtained by replacing the size with alternative partition functions such as entropy, rank and logical entropy, where these latter two are submodular. In general, any symmetric and orderpreserving partition function f provides a distance between partitions P, Q by considering f (P), f (Q) and the values taken on their meet f (P ∧ Q) or else on their join f (P ∨ Q). Specifically, f defines weights on edges of the Hasse diagram of partitions such that the corresponding partition distance between any P, Q is the weight of a lightest P − Q-path.
