Abstract. In the paper we find, for certain values of the parameters, the spaces of multipliers H (p, q, α), H(s, t, β) and H(p, q, α), l s , where H(p, q, α) denotes the space of analytic functions on the unit disc such that
§0.

Introduction.
Given two sequence spaces X and Y , we denote by (X, Y ) the space of multipliers from X into Y , that is the space of sequences of complex numbers (λ n ) such that (λ n a n ) ∈ Y for (a n ) ∈ X.
When dealing with spaces of analytic functions defined on the open unit disc D we associate to each analytic function f (z) = ∞ n=0 a n z n the corresponding sequence of Taylor coefficients (a n ). In this sense any space of analytic functions is regarded as a sequence space and it makes sense to study multipliers acting on different classes of spaces such as Hardy spaces, Bergman spaces and so on.
During the last decade lots of results were obtained (see [AS, BST, DS1, M, MP1, MP2, S2, SW] ). Recently the interest on similar questions has been renewed and some new results on multipliers on Hardy and Bergman spaces have been achieved (see [W, MP3, JP, MZ, V] ).
The aim of this paper is to study spaces of multipliers acting on certain general classes of analytic functions, denoted by H (p, q, α) , which consists of functions on the unit disc such that 1 0
The definition of these classes goes back to the work of Hardy and Littlewood (see [HL1, HL2] ) and they were intensively studied for different reasons and by several authors. The reader is referred to the papers [DRS, F1, F2, MP1, S1, Sh] for information and properties on the spaces.
There are two different techniques used in the paper. On one hand the use of a general theorem on operators acting on H(p, q, α) for 0 < p ≤ 1 which allows us to find H (p, q, α), H(s, t, β) and H(p, q, α) , l s for the cases 0 < p, q ≤ 1 and 1 ≤ s, t ≤ ∞ and also for 0 < p ≤ 1 ≤ q although only for particular cases of s and t. In particular we can get a proof of the recent theorem, due to M. Mateljevic and M. Pavlovic (see [MP3] ), which says that H 1 , BMO = Bloch and to realize that this result still has an extension to the setting of H (p, q, α) spaces.
On the other hand, the use of Kintchine's inequality allows us to see that multipliers on H (p, q, α) for values p ≥ 2 depend in most cases on those for H (2, q, α) , being these spaces isomorphic to l(2, q) (see definition below) and hence very easy to deal with them. This will allow us, in particular, to extend an give simpler proofs of the results on Bergman spaces B p (corresponding to H(p, p, 1/p)) due to P. Wojtaszczyk (see [W] ).
The paper is divided into six sections. The first one has a preliminary character and several general facts and properties on the spaces are shown. Sections 2 and 3 are devoted to the cases H (p, q, α) for values p = 2 and 0 < p ≤ 1 respectively, finding useful Littlewood-Paley type characterizations of the spaces and a general theorem on operators acting on H(p, q, α) when 0 < p, q ≤ 1. In Section 4 we deal with multipliers H(p, q, α), l s recalling the known results and proving a new one regarding the case 0 < p ≤ 1 ≤ q. Section 5 concerns with multipliers H (p, q, α), H(s, t, β) and finally we obtain applications to Bergman and Hardy spaces in the last section. Besides the results in [W, MP] just pointed out above we can recover some new ones on multipliers acting on Bergman spaces B p for 1 ≤ p ≤ 2 obtained in [MZ, V] .
Throughout the paper all functions f will be analytic on the unit disc and λ may be considered as a function λ(z) = ∞ n=0 λ n z n or as the sequence (λ n ) given by its Taylor coefficients. If
1/p and we denote by H p and B p the classical Hardy and Bergman spaces respectively. Finally recall that the notation p will be used for the conjugate exponent of p verifying 1/p + 1/p = 1 and C will stand for a constant that may vary from line to line. §1. Background and preliminary results. (or H(p, ∞, α) ) will be the space of analytic functions on the open unit disc D satisfying
Let us collect some estimates to be used in the sequel. [SW, Lemma 6] ).
Lemma A (General estimates).
We are going to formulate the results and properties that will be needed later on. We start with some very elementary embeddings which follow easily from (1.1).
Lemma B (Embeddings
Now we shall state two easy results about multipliers with hold in general cases.
Lemma C (Multipliers
Proof. (1.7) follows by applying consecutively Young's and Hölder's inequalities. To show (1.8) we simply use the trival estimate |a n |r n ≤ M 1 (f, r).
The interest on these spaces appeared from their conection with Hardy spaces and mainly from inequalities like the ones we mention in the next lemma. They were shown in [HL1, F1, LP] .
Lemma D (Inequalities
Remark 1.1. It is easy to see that (1.9) is equivalent to
The two first inequalities are due to Hardy and Littlewood. The case p = 2 follows from the Plancherel's theorem, the case p = 1 from factorization of H 1 -functions as product of two H 2 -functions and finally the cases 1 < p < 2 from interpolation (see [D, Theorems 5.11, 5.6] ). An alternative much simpler proof of (1.9), based upon Marcinkiewich's interpolation, was shown by Flett (see [F1] ).
The inequality (1.11) is due to Littlewood an Paley (see [LP] ) and it can be obtained by means of the operator
, then we get the other cases using interpolation.
Given f (z) = ∞ n=0 a n z n and β > 0 we denote by f (β) the fractional derivative
The reader is referred to [HL1, F1, F2, DRS] for different results on fractional derivatives. Let us recall that for 1 ≤ p ≤ ∞, 0 < α, β < ∞ we have (see [D, Theorem 5.5] 
Next result cover other values of 0 < q < ∞ and although part of the folklore we include here a proof because of the lack of any reference.
Theorem A (Fractional derivatives). Let
1 ≤ p ≤ ∞, 0 < q, α, β < ∞. Then f belongs to H(p, q, α) if and only if f (β) belongs to H(p, q, α + β). Proof. Let us assume f ∈ H(p, q, α). Denoting by K β (z) = 1/(1 − z) β+1 we can write f (β) = f * K β , therefore M p (f (β) , r 2 ) ≤ M p (f, r)M 1 (K β , r) ≤ C 1 (1 − r) β M p (f, r).
From this easily follows that
This gives
To estimate A we consider first the case 0 < q ≤ 1. Then
and then integration by parts gives
which is the desired inequality. For general value of β we now argue as follows: If f (β) ∈ H(p, q, α + β) and 0 < β < 1 then f (β+1) ∈ H(p, q, α + β + 1) and now apply the previous case.
Let us finish this section with a theorem about duality that we shall use later. The reader is referred to [S1, F2, DRS, ACP, SW, Ma] for different duality resuls on several cases.
We denote by H 0 (p, q, α) the closure of polynomials in H (p, q, α) . It follows from standard techniques that the polynomials are dense in (p, q, α) . Next theorem is due to T, M. Flett (see [F2, Theorem 2] ). We present here a proof by using a pairing which is convinient for our purposes.
Theorem B (Duality). Let 1 ≤ p ≤ ∞ and q ∈ {1, ∞}. Then
Therefore using Hölder's inequality twice one gets
Assume first q = 1. Using duality one can write
, a simple computation, using (1.2) and(1.3), gives h r p,1,α ≤ C 1 (1−r) α . This and the previous equality imply that f ∈ H(p , ∞, α).
Assume now q = ∞. Let us denote by f s (z) = f (sz) for 0 < s < 1. Using the previous case one has
Now apply Lebesgue convergence Theorem to get f ∈ H(p , 1, α). §2. The space H(2, q, α).
A sequence space S is called a solid if (a n ) ∈ S and |a n | ≤ |a n | implies (a n ) ∈ S. It is clear, from Plancherel's theorem, that H(2, q, α) is a solid space. In fact, since B(β, n) ≈ n −β , we can identify H(2, 2, α) with the space of sequences (λ n ) such that (n −α λ n ) ∈ l 2 . Our aim is to get similar identification for other values of 0 < q < ∞ (see [MP1, S1] ). For such a purpose we shall need the following spaces.
(with the obvious modifications for the cases where p or q = ∞.)
It is very elementary and well known that if α n ≥ 0 and α > 0 then
As a simple consequence of (2.1) and Plancherel's theorem we can obtain, for any α > 0,
To characterize H(2, q, ∞) for other values of q we shall use the following lemma.
Lemma 2.1. Let 0 < q, β < ∞ and α n ≥ 0. Then
Proof.
Let us now show the converse inequality. Assume first 0 < q ≤ 1.
Clearly (2.1) gives that Φ is a bounded operator from
1−r ) and the previous case q = 1 shows that Φ is also bounded from
Theorem 2.1 (see [S1, MP1] 
Proof. Use Plancherel's Theorem together with Lemma 2.1 or (2.1) according to q < ∞ or q = ∞ respectively.
Remark 2.1. Clearly one can formulate Theorem 2.1 by writing
where ∆ n f (θ) = k∈In a k e ikθ . This can be extended to 1 < p < ∞, 0 < q < ∞ and α > 0 (see [S1, MP2] ) to get
Using (2.3) one can easily obtain the following duality result for 1 < p, q < ∞ and
Given a sequence space X, we denote by s(X) and S(X) the largest solid subspace contained within X and the smallest solid containing X respectively.
It is not hard to show (see [BST, AS] ) the following two characterizations:
S(X) = {λ n : there exists (a n ) ∈ X such that |λ n | ≤ |a n |}. (p, q, α) in the cases which are easy to compute. Next results follows from either Kintchine's inequality the case p < ∞ or a result by Kisliakov (see [Ki] ) the case p = ∞. Our objective now is to extend (2.3) to values 0 < p ≤ 1. This can be achieved by replacing the convolution with Dirichlet kernels k∈In e ikθ by smooth kernels. In [JP] the following functions w n were considered:
Let us give S H(p, q, α) and s H
where φ(t) = w(t/2) − w(t) and w(t) is any infinitely differentiable function with w(t) = 1 for t ≤ 1, 0 ≤ w(t) ≤ 1 for 1 ≤ t ≤ 2 and w(t) = 0 for t ≥ 2.
For such functions they showed that for 0 < p ≤ 1 and any analytic function f one has
Theorem 3.1. Let 0 < p ≤ 1, 0 < q, α < ∞ and f an analytic function. Then
Proof. Using (3.1) it easily follows
Using now the fact (see [MP2, S2] )
we can write
Applying now Lemma 2.1 we get
For the converse inequality we use (3.2) and (3.4) to get
Remark 3.1. A similar argument to the one used above, replacing w n * f by ∆ n f , gives an alternative proof of (2.3) (the restriction on 1 < p < ∞ coming from the use of the boundedness of the Riesz transform).
Corollary 3.1. Let 0 < p ≤ 1 and 0 < q, α < ∞ and f (z) = ∞ n=0 a n z n . Then
This together with (3.3) implies that for any β,
The proof is completed taking β = α + 1 p − 1 and using that f 1,q,α+
which is given by (1.5).
Corollary 3.2. Let
Proof. Using Corollary 3.1 and Theorem 2.2 we have
H(2, q, α) = {a n : n −α a n ∈ l(2, q)}.
Hence an interpolation argument gives
To get (3.5) we apply duality. Since 1 < s , t < ∞ applying (2.4) we get
Then (3.4) easily gives f s,t,β = sup
Next we shall show that the study of multipliers and, in general, of operators acting on H(p, q, α) for 0 < p, q ≤ 1 relies upon the case H(1, 1, α + 1 p − 1). The reader is referred to [B1] for a more general formulation of the following result and its applications.
Theorem 3.2. Let α > 0, 0 < p, q ≤ 1 and E be a Banach space. Let T be a linear map from the space of polynomials into E. Then the following are equivalent (i) T extends to a bounded operator from H(p, q, α) into E.
(
Using (1.2) and (1.3) we have 
Take β = 2α + 1 p − 1 and a polynomial f , then we have
Then, by linearity
. It follows from (1.5). [DRS, Sh] 
Remark 3.2. Note that the previous result essentially shows that the Banach envelope of H(p, q, α)
for 0 < p, q ≤ 1 is H(1, 1, α + 1 p − 1) (see
for particular cases). §4. Multipliers H(p, q, α), l
s .
There is a general procedure to deal with multipliers from spaces of analytic functions into l p spaces (see [BST, AS] ) which consists of identifying the smallest solid containing the space. This approach can be applied for values 2 ≤ p ≤ ∞.
Lemma 4.1 (see [AS, Lemma 3] ). Let X be a sequence space and S be a solid. Then
2) (S, X) = (S, s(X)).
Lemma 4.2 (see [K] 
As a simple consequence of (4.1), Lemmas 2.2 and 4.2 and Theorem 2.1, we can state the following 
Now we shall try to study the case H(p, q, α) for p ≤ 1. Our main tool will be the Theorem 3.2.
Proof. Apply Theorem 3.2 and observe that condition (ii) says that (λ n ) belongs to H(p, q, α), l s if and only if
where (µ n ) are the Taylor coefficients of 1
Therefore, estimating µ n ≈ n 2α+1/p−1 and using (2.1) we get n
Remark 4.1. The case p = q = 1 of the previous result was already known (see [DS1, Theorem 2] ), and then, the equivalence between (i) and (iii) in Theorem 3.2 might have been used, but we have decided to include here this simple direct proof.
Proof. Let us start with the case s = q. Then also r = q. Assume first that (λ n ) ∈ (H(p, q, α), l s ). Denoting by V n the de la Vallé Poussin kernel, we consider
Since V n 1 ≤ 3 for all n ∈ N then it follows that M 1 (φ n , r) ≤ Cr 2 n and therefore
On the other hand V n is a polynomial of degree 2n+1 havingV n (j) = 1 for |j| ≤ n + 1 and then the assumption on (λ n ) and (1.5) imply
Assume now that n
Let us now show that the case q < s follows from the previous one. Using duality one has that if
From the previous case this means (n
that is n
. Then the proof is completed by invoking Lemma 4.2.
Remark 4.2. For 0 < p ≤ 1 and q = ∞ the multipliers can be characterized for all 0 < s ≤ ∞. The reader is referred to [M, Theorem 1] for a proof of the following result
Let us conclude with a partial result for the values 1 ≤ p ≤ 2.
Proof. Using (3.4) and Hölder's inequality for p s and q s consecutively we have
n where r n stand for the Rademacher functions. Then
Then the proof follows form these estimates together with Kintchine's inequality which says
Proof. Using Theorem 2.1 and Lemma 4.2 we have
We shall show that
H(p, q, α), H(s, t, β) = H(2, q, α), H(2, t, β) .
It is immediate that ((H(2, q, α), H(2, t, β)) ⊂ (H(p, q, α), H(s, t, β) .
Take now λ n ∈ (H(p, q, α), H(s, t, β) and f (z) = ∞ n=0 a n z n ∈ H (p, q, α) .
r n (x)a n λ n z n . In the case t < ∞ an application of Lemma 5.1 and Fubini's Theorem give
Now if t ≤ q then apply Jensen's inequality, Fubini and use Lemma 5.1 again, to get
If t > q put r = t q and apply duality and Lemma 5.1 to get
Proof. Arguing as in the previous theorem we only need to show H(2, t, β) .
Now apply Theorem 5.1 and duality again to get
The proof is completed by combining both sequences of embeddings.
Remark 5.1. Theorems 5.1 and 5.2 have a natural extension to weights more general than power weights w(t) = t α (see [B2] ). Proof. Let us assume q < ∞ (since q = ∞ is obvious) and
Conversely observe that
Proof. From Theorem 3.2 the condition for λ to be a multiplier is
2α+1/p . In other words, writing δ = 2α + 1/p − 1 and w = r, H(s, q, β) and fix 0 < r < 1. Therefore , q , β) . On the other hand given f and g as above, (1.7) in Lemma C implies that ∞ n=0 a n b n z n ∈ H 0 (s , 1, γ + β), and duality again gives
Hence the proof of (5.1) will be finished, using ( λ n a n z n s,t,β ≤ (n −β λ n a n ) s ,t Remark 6.1. Assume λ n ∈ (X, Y ) can be written as λ n = µ n ν n where µ n ∈ (X, S) and ν n ∈ (S, Y ) for some solid space S, then it follows from (4.1) and (4.2) that (X, Y ) = S(X), s(Y ) . Therefore an alternative proof of Corollary 6.1 consists of showing that λ n ∈ (B q , B p ) can be written as λ n = µ n ν n where µ n ∈ (B q , l 2 ) and ν n ∈ (l 2 , B p ) (see [W, Proposition 1] ).
Let us recall that an analytic function is said to be a Bloch function if
|f (z)| = O(1/(1 − |z|).
Hence we have for any α > 0
With this notation Theorems 5.3 and 5.4 give the following Corollary 6.5 (see [V, Theorem 2] 
