Abstract. We compare seasonal changes in cloud-radiative forcing (CRF) at the top of the atmosphere from 18 atmospheric general circulation models, and observations from the Earth Radiation Budget Experiment (ERBE). To enhance the CRF signal and suppress interannual variability, we consider only zonal mean quantities for which the extreme months (January and July), as well as the northern and southern hemispheres, have been differenced. Since seasonal variations of the shortwave component of CRF are caused by seasonal changes in both cloudiness and solar irradiance, the latter was removed. In the ERBE data, seasonal changes in CRF are driven primarily by changes in cloud amount. The same conclusion applies to the models. The shortwave component of seasonal CRF is a measure of changes in cloud amount at all altitudes, while the longwave component is more a measure of upper level clouds. Thus important insights into seasonal cloud amount variations of the models have been obtained by comparing both components, as generated by the models, with the satellite data. For example, in 10 of the 18 models the seasonal oscillations of zonal cloud patterns extend too far poleward by one latitudinal grid.
Introduction
Three-dimensional general circulation models (GCMs) are the most comprehensive climate models for projecting climate change caused by human activities. One of the greatest uncertainties associated with these models, however, is their ability to simulate how climate-induced changes in cloudiness will impact a climate change projection; i.e., cloud feedback in which cloudiness changes might amplify (positive feedback) or diminish (negative feedback) a model's simulated climate change. A broad range of cloud feedbacks was noted in a comparison of 19 atmospheric GCMs [Cess et at., 1990] , while a more recent comparison [Cess et at., 1996] showed a more narrow difference, with most models producing modest cloud feedback. There were, however, substantial differences in the longwave and shortwave feedback components, indicating that the models still have physical disagreements. Clearly, there is a need to improve our understanding of cloud-climate interactions. Although not an analog for long-term climate change, seasonal variations of cloud-radiative forcing constitute one means of testing cloud-climate interactions in GCMs and, perhaps more importantly, of providing physical insights into such interactions.
In this study, 18 atmospheric GCMs are compared with seasonal variations of cloud-radiative forcing as determined from Earth Radiation Budget Experiment (ERBE) satellite data. Seasonal variations of the shortwave component are driven by seasonal changes in both cloudiness and solar irradiance, and the latter is removed so as to isolate the impact of GCMs with seasonal cloud-radiative forcing data; it is not to determine which models are the "best models." Models that may be superior to others when compared with seasonal cloudradiative forcing data might not show similar superiority when compared with other types of data.
Seasonal Cloud-Radiative Forcing
The term "cloudy" is used to denote a domain containing both overcast-sky and clear-sky regions, following Ramanathan et al. [1989] , while the term clear refers to an average of clear-sky regions within that domain. We employ monthly mean top-of-the-atmosphere (TOA) reflected shortwave (SW) and emitted longwave (LW) radiative fluxes as provided by the ERBE for 2.5 ø longitude and 2.5 ø latitude grids and for both cloudy and clear designations [Ramanathan et al., 1989 All quantities in (3) and (5) are available from the ERBE monthly mean processed data [Harrison et al., 1990 ]. The conventional data set consists of roughly 2 initial years of combined data from the Earth Radiation Budget Satellite (ERBS) which was in a 57 ø orbit relative to the equator, and NOAA 9, whose orbit was Sun synchronous with a 1430 LT equator crossing time. The NOAA 9 scanner failed about 2 months after the launch of NOAA 10, whose orbit was also Sun synchronous but with an 0730 LT equator crossing time. So there are roughly two months of combined data from ERBS, NOAA 9, and NOAA 10, followed by about 2 years of combined data from ERBS and NOAA 10, at which time the NOAA 10 scanner failed. The last (fifth) year of data is solely from ERBS. All this raises the possibility of artificial "interannual variability" caused by changes in satellite combinations. To avoid this, we employ data solely from ERBS. This imposes a restriction to latitudes less than 60 ø as dictated by the ERBS orbit. However, even if this were not the case, the ERBE clear-sky scene identification is not reliable over snow and ice [Nemesure et al., 1994] , so that high latitudes should be excluded.
Regional plots of ACRF exhibit substantial interannual variability, a problem that is reduced by addressing only zonal mean ACRF. However, care must be exercised in performing the zonal averaging because of missing clear-sky grid points that are due to cloudiness persisting over some regions throughout an entire month. This will result in missing ACRF values for those grid points, so that if ACRF is zonally averaged, the missing grids result in biases because those grids contain large amounts of clouds. A more accurate procedure is to first evaluate zonal means of F and a, noting for the latter case that averaging the albedo is equivalent to averaging the flux because the monthly mean TOA insolation is effectively constant in the zonal direction. There are, however, two caveats that apply to the discussion above. Correlated opposite-sign changes in SW and LW ACRF could be caused by changes in cirrus optical depth because the emissivity of cirrus clouds is generally less than unity. An increase in cirrus optical depth would thus increase the magnitudes of both SW and LW ACRF. Moreover, LW ACRF deduced by ERBE depends also on changes in cirrus structure. For example, if the degree of horizontal variability of two cirrus clouds differed, but cloud fraction and optical depth were equal, the scenes could still yield significantly different values of LW CRF [Barker et al., 1993] . Since GCMs assume that all clouds are homogeneous, and therefore overlook changes to LW CRF due to changes in cloud structure, it may at times be incorrect to attribute differences between GCM and ERBE values of LW ACRF simply to differences in cloud fraction. 
GCM Simulations
The GCMs used in the present study are summarized in Table 1 , and descriptions of most of these models are provided by Phillips [1994] [Gates, 1992] . For the purpose of comparing the GCM results to ERBE, the ERBE LW and SW ACRF were interpolated to the latitudinal grids of each GCM by using a cubic spline interpolation.
The procedure for calculating LW and SW ACRF is the same as has been described for the ERBE data, except for the clear-sky fluxes. Method II [Cess and Potter, 1987] the latitudinal location of the tropical peak is correct, whereas for MGO the peak is located at a higher latitude. Similar conclusions apply to UKMO (proper location) and LMD (higher latitude location) as shown in Figure 7b . As was previously discussed, this peak is associated with the poleward migration of the ITCZ into the summer hemisphere, so the implication is that both MGO and LMD, plus eight other models, produce a seasonal oscillation of the ITCZ that extends too far poleward. 
An alternate way of demonstrating this is to plot the models' LW ACRF against that for ERBE, as shown in

Selected Model-Data Interpretations
Three models serve to illustrate the reasons (but not the causes) of the model-ERBE differences shown in Figure 5 where CSIRO produces larger differences from ERBE, with the CSIRO LW ACRF magnitude being larger than that of the SW. This is the signature of upper level clouds, which produce greater LW than SW CRF, and thus greater LW than SW ACRF. So the primary difference between CSIRO and ECHAM is that CSIRO is producing larger errors in the seasonal variation of the amount of tropical cirrus. A quite different explanation, but again related to cloud type, applies to the comparison of ECHAM (Figure 13b ) and GFDL (Figure 13c ). While the LW ACRF differences from ERBE are quite similar for these two models, GFDL exhibits much larger SW differences at midlatitudes. This behavior prompted an investigation into the seasonal variation of cloud amounts for GFDL (R. T. Wetheraid, private communication, 1995), which revealed that although the model produced realistic annual mean amounts of low-level clouds, as well as realistic annual mean SW CRF, the magnitude of the seasonal variation of that model's low level clouds was unrealistically large at midlatitudes. This explains the results shown in Figure   13c , because SW 2XCRF is driven by the seasonal variation of clouds at all levels, whereas LW ACRF is quite insensitive to low level clouds. High level clouds efficiently trap LW radiation, thus resulting in large LW CRF, whereas low level clouds, with cloud top temperatures that differ little from the surface temperature, produce minimal LW CRF [Ramanathan et al., 1989] .
Although CSIRO, ECHAM, and GFDL all exhibit the latitudinal phasing error discussed in the previous section, this is not a major source of the differences shown in Figure 13 . 
Concluding Remarks
Zonal mean ACRF (i.e., January minus July and SH minus NH), determined from ERBE data, is primarily driven by seasonal changes of cloud amount. The same conclusion applies to the GCMs. SW CRF is an integrated measure of changes in A surprising finding of the present study was the latitudinal phasing error associated with ACRF, for which seasonal oscillations of zonal cloud patterns extend too far poleward by one latitudinal grid. Ten of the eighteen models exhibit this behavior to varying degrees, and these include all models (six) that use moisture convergence as closure in their convection schemes, raising the possibility that the models' convection schemes may be the cause of this behavior.
