I. INTRODUCTION
There are a variety of natural resources in the ocean, while the land resources are becoming deficient day after day, thus the exploitation and utilization of ocean resources are receiving more and more attention. The Human Occupied Vehicle (HOV) plays a key role in exploring valuable mineral resources on the ocean floor. The HOV's operating environment is dynamic, complex, and unstructured, so a high-precision navigation system is essential. Long Baseline (LBL) acoustic positioning system and Dead Reckoning (DR) system are two of the most effective navigation approaches for underwater vehicles. However, LBL system has poor accuracy, big data delay, and can be noisy [1] . DR system has good short-term accuracy, but it can lead to a drift over time without a boundary [2] . In order to get the utmost out of LBL system and DR system, an integrated navigation system is considered.
As the deep-sea vehicle integrated navigation system is a typical nonlinear system, a nonlinear filtering algorithm is needed for state-estimation. The most popular state estimator for nonlinear system is the unscented Kalman filter (UKF) [3] [4] . The computational complexity of UKF is identical to that of extended Kalman filter (EKF). Furthermore, the UKF does not have to calculate Jacobians, and can reach second-order accuracy, while the accuracy of EKF is first-order. Literature [5] uses UKF to predict the position of underwater vehicle.
With the fusing of information in the UKF, the navigation system can overcome the low updating rate of Ultra-Short Baseline acoustic positioning system and the accumulation error of the integration of velocity. Although widely used, the performance of UKF might be seriously affected or could even be divergent while the noise distribution mismatch between the assumed and the true ones in the real system. In addition, inherent rounding error in numerical calculation may cause negative definiteness of the state covariance, which will lead to filter divergence and influence the positioning precision. Literature [6] uses the square-root unscented Kalman filter (SRUKF) to estimate the relative attitude and position of two spacecrafts. Simulation results indicate that the SRUKF can improve the relative attitude and position estimation accuracy with faster convergence rates than EKF. The square-root forms of UKF employ the square root of the state covariance to guarantee numerical stability and positive semi-definiteness of the state covariance. But this method still cannot automatically tune process or measurement noise covariance matrix to adapt insufficiently known a prior filter statistics.
In this paper, a novel adaptive SRUKF algorithm (ASRUKF) is proposed for estimating the state of HOV. The noise statistics are adjusted by making use of modified SageHusa noise statistics estimator. Extensive tests are conducted with respect to the data obtained by Chinese JIAOLONG. It demonstrates that the estimate accuracy with the adaptive approach is significantly better than the standard UKF and SRUKF.
The remainder of this paper is arranged as follows. In section II, the existing standard SRUKF algorithm is introduced. Detailed description of the proposed adaptive SRUKF approach is given in section III. In section IV, a simplified six-degree-of-freedom dynamic model of HOV is presented, while tests are carried out and the results of which are reported and discussed in section V. Section VI contains concluding remarks and describes future work.
II. STANDARD SRUKF ALGORITHM
In this section, the principle of classical SRUKF for nonlinear state estimation is introduced. Consider the general discrete-time nonlinear dynamic system with additive noise inputs
where k X is the n-dimensional system state vector; k Y is the mdimensional output observation vector; the mappings n n n m f a n dh denote the deterministic process and measurement models; and k k W V are, respectively, the process and measurement noise vectors. Assume that and k k W V are uncorrelated zero-mean Gaussian white noise satisfying 0
where kj is the Dirac delta function, 1 0
is a non-negative definite matrix and k R is a positive definite matrix.
Details about SRUKF algorithm, based on (1)- (2), are described as follows.
1) Initialization:
where the shorthand notation chol represents a cholesky decomposition [7] . Consider a positive definite matrix A , if matrix X is lower triangular expressed as T A = XX , and then X is the cholesky factor of A .
2) Calculate sigma points:
where n is the dimension of k X ; 2 n n is a compound scaling parameter; controls the spread of the sigma points around k X which is usually set to a small positive value (e.g., 4 1 10 1 ), while is a secondary scaling parameter, and is often set to zero;
3) Time update:
where the weights for the mean and covariance are given by the result is L times consecutive updates of the cholesky factor by using the L columns of u . is a non-negative scalar which can be used to incorporate part of the prior knowledge of the distribution, and 2 is optimal for Gaussian distribution [9] . 4) Measurement update:
III. ADAPTIVE SRUKF ALGORITHM
In many practical applications, and k k Q R are usually inexact or partly known, which are commonly considered as a design variable. If the filter is designed using the noise statistics with insufficient known in a prior, the performance of the filter might be seriously affected, sometimes even leads to divergence. Therefore, in many adaptive filtering algorithms, the covariance matrices and k k Q R are the main parameters to tune online. With noise statistics estimators to estimate the covariance of virtual process noise or measurement noise, an adaptive SRUKF can be established.
A. Modified Sage-Husa estimator
Suppose that and k k Q R are unknown, then the corresponding modified Sage-Husa noise statistics estimators based on (1)-(2) are given by [10] 1 1
where 
B. Adaptive SRUKF
Embedding the modified Sage-Husa noise statistics estimator into SRUKF, we obtain an adaptive SRUKF method, which makes full use of the advantages of the SRUKF and the modified Sage-Husa estimator. However, adaptive filtering algorithms that try to update both and k k Q R are not robust [11] . In this paper, the adaptive estimation of the measurement noise covariance k R is considered.
The adaptive SRUKF estimation, based on (1)- (2) 
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where k H is the Jacobian matrix of observation equation at epoch k .
IV. SYSTEM MODEL FOR UNDERWATER VEHICLE

NAVIGATION
In China, the HOV named JIAOLONG has been built and the sea trial tests have been carried out. After the successful sea trial in Mariana Trench in the summer of 2012, JIAOLONG conducted its maiden scientific cruise from June to September in 2013. JIAOLONG's outstanding performance cannot be separated from a highly accurate navigation system. The main contribution of this paper is the design of a navigation system based on adaptive SRUKF to estimate three-dimensional position, orientation (heading) and velocity of the HOV. The proposed method is used for navigation of a class of HOV based on the sensor readings of a LBL acoustic positioning system, a Doppler Velocity Log (DVL), a depth sensor and a motion sensor.
To obtain a high precision level, a six-degree-of-freedom dynamic model [13] which precisely describes the motion of HOV in the water is used as the state function. The dynamic model of HOV is defined as
where M is the inertia matrix of the system; C is the matrix of Coriolis centripetal force; D is the damping matrix; g is the gravity / buoyancy and moment vector;
is the control input vector.
where n,e,d are respectively the position on -axis, -axis, -axis in earth coordinate system, , , are respectively the roll, pitch and yaw angle in earth coordinate system; The vector is the corresponding velocities and rotation rates in body coordinate system. More details can be seen from 
A. Simulation scenarios
In this section, the proposed method is applied to the navigation system of JIAOLONG based on the real voyage data obtained from its first maiden scientific cruise in 2013. All tests are run on an Intel(R) Core(TM) i3-2350M with 4GB of main memory. The working platform is the Windows 7 operating system and the language to program this work is MATLAB.
The parameters , , for the three methods are set to 1, 2 and 0, respectively. The intervals between the samples are T=0.5s. The following initialization parameters are used 
B. Simulation results and analysis
The results on MATLAB simulation are shown in Figs 2-9. Figs 2-5, the black circles (dots) are the measurements, and the red circles (lines) are the ASRUKF estimation. It is quite clear that the proposed method is effective in navigating for HOV.
In order to show the superiority of the proposed adaptive SRUKF, UKF and SRUKF are applied to the navigation system of HOV in comparison with the adaptive SRUKF. The position errors of the three methods are displayed in Figs 6-7. On the whole, the results of adaptive SRUKF, UKF and SRUKF are equivalent, which proves the proposed method, once again, an effective algorithm for HOV navigation. Meanwhile, from the perspective of partial enlargement, it becomes obvious that the SRUKF reduces the position error approximately by 13.79% of UKF and 8% of SRUKF.
To further demonstrate the ASRUKF's improvement, a more detailed comparison between ASRUKF and SRUKF is shown in Figs 8-9 . It can be seen that the ASRUKF has a higher precision than SRUKF.
According to Table 1 , the running time of ASRUKF is 0.8883 times of UKF and 1.0036 times of SRUKF. 
VI. CONCLUSIONS
This paper proposed a novel adaptive SRUKF algorithm on the basis of the modified Sage-Husa noise statistics estimator, and its application in the state estimation of HOV. The state estimation scheme has been designed by using a full nonlinear model of the HOV identified by using collected data from previous voyage experiments. Off-line tests show that the proposed method can automatically make up for the state when the sensor fails, and has the power to track the measurements. According to the simulations, mentioned above, this method outperforms the standard UKF in terms of computation load and estimation accuracy. Further, comparison made between this method and SRUKF shows that the proposed method has a higher precision by tuning the measurement noise covariance matrix k R . In the near future, the adaptive SRUKF will be tested on the hardware-in-loop virtual platform, and the online tests in the sea trial will be not so far. 
