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We consider a thermometer modelled by a dynamically-controlled multilevel quantum probe in
contact with a bath. Dynamical control in the form of periodic modulation of the energy-level
spacings of the quantum probe enables us to dramatically increase the accuracy of temperature
estimation at low temperatures, by maximizing the relevant quantum Fisher information. As op-
posed to the diverging relative error at low temperatures obtained in conventional thermometers,
periodic modulation of the probe enables high-precision thermometry close to the absolute zero,
with a constant (temperature-independent) relative error bound. Alternatively, such control may
allow for high-precision measurement of a broad range of temperatures. The proposed approach
may find diverse applications related to precise probing of the temperatures of many-body quan-
tum systems in condensed matter and ultracold gases, as well as in different branches of quantum
metrology beyond thermometry, for example in precise probing of different Hamiltonian parameters
in many-body quantum critical systems.
Introduction
Precise probing of quantum systems is one of the keys
to progress in diverse quantum technologies, including
quantum metrology [1–3], quantum information process-
ing (QIP) [4] and quantum many-body manipulations [5].
The maximum amount of information obtained on a pa-
rameter of a quantum system is quantified by the quan-
tum Fisher information (QFI), which depends on the ex-
tent to which the state of the system changes for an
infinitesimal change in the estimated parameter [6–10].
Ways to increase the QFI, thereby increasing the preci-
sion of parameter estimation, are therefore recognized to
be of immense importance [11, 12]. Recent works have
studied QFI for demonstrating the criticality of environ-
mental information [13], QFI enhancement in the pres-
ence of strong coupling [14], or by dynamically-controlled
quantum probes [9] and the application of quantum ther-
mal machines for quantum thermometry [15].
Here we propose the synthesis of two concepts: quan-
tum thermometry [8, 12, 14–19] and temporally-periodic
dynamical control that has been originally developed for
decoherence suppression in QIP [20–24]. We show that
such control can strongly increase the QFI with respect to
temperature measurement, particularly near the absolute
zero. Alternatively, control may allow the thermometer
to accurately estimate a broad range of temperatures.
Results
Model: An example of our dynamically controlled quan-
tum thermometer (DCQT) is a quantum wavepacket
trapped in a potential and subjected to periodic mod-
ulation, which is immersed in a thermal bath (Fig. 1a).
Measurements of the wavepacket after it has reached a
steady state provide information about the bath tem-
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Figure 1: (a) Schematic realization of a DCQT by a motional
wavepacket of a state of a cavity, or an ion/atom trapped
in an optical lattice potential. The frequency of the trap is
periodically varied (black arrow) by modulating the length of
the cavity, or the amplitudes of the lasers forming the trap.
The wavepacket is in contact with a phonon bath, and relaxes
to the corresponding thermal steady state at large times. (b)
Same, for a spin-chain bath coupled to a two-level system
whose resonant frequency is periodically modulated.
perature. Another example of a DCQT is the internal
state of a two-level system (TLS) coupled to a spin-chain
bath [25, 26]. The TLS level separation is periodically
modulated by a laser-induced AC stark shift and its level
population is read out by laser-induced fluorescence (Fig.
1b).
The proposed DCQT is described by a Hamiltonian
H(t), subjected to a modulation with time period τ =
2pi/∆:
Hˆ(t+ τ) = Hˆ(t) =
∑
k
Hˆk(t); Hˆk(t+ τ) = Hˆk(t). (1)
The DCQT is coupled to a bath through the interaction
Hamiltonian of the form HˆI =
∑
k HˆIk =
∑
k Sˆk ⊗ Bˆk.
Here Sˆk and Bˆk are, respectively, the k-th mode DCQT
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2and bath operators. In cases where the k-th bath mode
acts as a Markovian environment characterized by a
mode-dependent unknown temperature Tk, the corre-
sponding DCQT mode thermalizes to the temperature
Tk at large times, thus enabling us to perform mode-
dependent thermometry. Alternatively, if the bath is
thermal with an unknown temperature T , a single-mode
DCQT suffices for bath temperature estimation.
Analysis: For simplicity, we restrict our analysis be-
low to a thermal bath with temperature T , probed by
an N -level DCQT that is described by the Hamilto-
nian Hˆ(t) = ~
∑N
n=0 ωn(t)|n〉〈n| with energy spectrum
ωn(t) = nω(t) for real positive ω(t), and an interaction
Hamiltonian HˆI = Sˆ ⊗ Bˆ. Here n denotes the level in-
dex, and we assume Sˆ to be a system operator belonging
to a Lie algebra. For a TLS, Sˆ ≡ σˆx, while Sˆ ≡ Xˆ
for a harmonic oscillator, in standard notations. For the
single-mode DCQT, we consider a generic, periodic, di-
agonal (frequency) modulation:
ω(t) =
∞∑
m′=0
(
s(m′) sin(m′∆t) + c(m′) cos(m′∆t)
)
, (2)
where s(m′), c(m′) are adjustable real constants, corre-
sponding to the m′-th frequency harmonic. One can
extend this analysis to a multi-mode DCQT probing a
multi-mode bath (see App. A).
Here we focus on controls with τ much smaller than
the thermalization time of the system, such that one can
adopt the secular approximation, thereby averaging out
all rapidly oscillating terms and arriving at a time t τ
at the steady state ρˆ(t → ∞) = ∑Nn=0 %n|n〉〈n| [27–
29]. The level populations %n are functions of the bath
temperature T , the bath response (correlation) functions
G(ωm) at the m-th sideband frequency ωm = ω0 + m∆,
and the modulation-dependent m-th sideband weight
Pm ≥ 0 (see Apps. A, B and C). Here the side-
bands m = 0,±1,±2, . . . arise due to the periodic mod-
ulation, the mean frequency ω0 =
(∫ τ
0
ω(t)dt
)
/τ , and
Pm’s satisfy the constraint
∑
m Pm = 1 [27–29]. As
can be expected in experiments, we impose an upper
bound on the available resources for dynamical control,
by considering only frequency modulations such that
max [m′] ∆ < ω0. Unless otherwise stated, we take ~
and kB to be unity, and assume the bath response obeys
the standard Kubo-Martin-Schwinger (KMS) condition
G(−ω)/G(ω) = exp (−ω/T ) [30].
We may infer the bath temperature T from measure-
ments of %n of the thermometer: e.g., from snapshots of a
trapped-wavepacket probe (Fig. 1a), or the fluorescence
of a TLS probe (Fig. 1b). We can assess the effectiveness
of our measuring scheme from the QFI as a function of
the system and bath parameters. The relative error δT/T
is bounded by the minimal achievable error ξ, dictated by
the Cramer-Rao bound for optimal POVM, which in this
case are the level-population measurements. It obeys the
relation [6, 9, 31]
δT
T
≥ ξ = 1
T
√MH . (3)
Here M denotes the number of measurements,
and H = −2 lim→0 ∂2F (ρˆ(T, t), ρˆ(T + , t))/∂2 =∑N
n=0 |∂%n/∂T |2/%n is the QFI at temperature T [7, 8,
32, 33], F (ρˆ1, ρˆ2) = Tr
[√√
ρˆ1ρˆ2
√
ρˆ1
]
being the fidelity
between ρˆ1 and ρˆ2.
The dynamics of the DCQT, and consequently also the
resultant steady state, depends crucially on the factors
PmG(ωm); in general, a large PmG(ωm) is beneficial for
estimating temperatures T ∼ ωm (see below, Apps. A,
B and C) [29]. Although we cannot control the bath cor-
relation functions (spectral response) G(ωm), neverthe-
less for a given G(ωm), we can tailor the thermometry
QFI to our advantage by judicious choices of the peri-
odic control fields, and hence of the corresponding Pm’s
and ωm’s. For example, a versatile thermometer which
can measure a wide range of temperatures with high ac-
curacy would require a modulation that corresponds to
large QFI over a broad range of temperatures, in order
to yield ξ  1 for finite M. The above scenario can
be realized using modulations which give rise to multiple
non-negligible Pm’s, or equivalently, large PmG(ωm) over
a broad range of frequencies. In particular, it is exempli-
fied below using a sinusoidal modulation characterized by
a single, or few frequencies. On the other hand, a differ-
ent modulation would enable the same thermometer to
measure temperatures with higher accuracy (or, equiva-
lently, larger QFI), but at the expense of the changing of
the temperature range over which the DCQT can mea-
sure accurately. This can for example be realized using
periodic pi-pulses, which give rise to only two sidebands,
viz, non-negligible P±1 [27].
Therefore, in contrast to thermometry in the absence
of any control, DCQT gives us the possibility of tun-
ing the range and accuracy of measurable temperatures.
This necessitates an appropriate choice of control param-
eters (∆,m′, s(m′), c(m′)) in Eq. (2) depending on the
temperatures of interest.
Harmonic-oscillator DCQT for sub-Ohmic baths:
As a generic example of DCQT, we consider the probe
to be a periodically modulated harmonic oscillator. The
interaction Hamiltonian is HˆI =
(
aˆ+ aˆ†
) ⊗ Bˆ, where aˆ
(aˆ†) denotes the annihilation (creation) operator of the
DCQT, and Bˆ is a bath operator.
We first consider the thermometry of a broad class of
bath spectral-response functions [18, 34]
G(ω) = γ
ωs
ωs−1c
e−ω/ωc for ω ≥ 0, (4)
under the KMS condition. Here γ is a positive constant
determining the rate of thermalization. Expression (4)
yields sub-Ohmic, Ohmic and super-Ohmic bath spectra
for s < 1, s = 1 and s > 1 respectively.
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Figure 2: Minimum relative error ξ per measurement for es-
timation of bath temperature T (in units of ω0) by a har-
monic oscillator DCQT under sinusoidal modulation for the
following bath spectra: nearly flat bath spectrum (red solid
curve), sub-Ohmic bath spectrum with s = 0.1, ωc = 100
(blue dashed curve) and the same spectra in the absence of
control (green dotted curve). For low temperatures in the
absence of control, ξ →∞, thus making it impossible to mea-
sure low temperatures as shown. In contrast, our dynamical
control scheme reduces ξ to finite values at low temperatures,
for nearly flat, as well as sub-Ohmic bath spectra, thus show-
ing the advantage of DCQT. Inset: QFI (H) as a function
of temperature T (in units of ω0) for DCQT under sinusoidal
modulation and in the absence of control, for the bath spectra
in the main figure (same curve colors). DCQT increases the
QFI significantly at lower temperatures, giving rise to a peak
at T ≈ T−1 (red dot), in addition to the peak at T ≈ T0 (green
dot). Here µ = 0.2, ω0 = 1,∆ = 0.9 and m = 0,±1,±2,±3.
The thermalization time ∼ γ−1 is assumed to be large enough
such that the secular approximation is valid.
To show the full advantage of our control scheme, we
start by focussing on a sub-Ohmic bath spectrum, since
it has a non-zero G(ω) infinitesimally close to ω = 0, even
though G(ω) vanishes at ω = 0 (Cf. Eq. (4)), which is
ideal for low-temperature thermometry [16]. To simplify
the treatment, we take the limit of s → 0, γ → 0 and
ωc → ∞ in Eq. (4), and thereby obtain a nearly flat
bath spectrum (NFBS) characterized by
G(ω) ≈ G0 ≈ γssωc exp(−s) (5)
for ωmin . ω  ωc, with ωmin ≈ sωc (see App. C 4).
As stated above, ωmin can be small for a small sωc, thus
enabling us to probe the bath very close to the absolute
zero. The comparison of our results with those obtained
for a sub-Ohmic bath spectrum with finite s and ωc is
shown in Figs. 2 and 3. The extension of our results to
the case of a generic bath spectrum is presented below.
Below we choose the control scheme Eq. (2) to have
c(m′) = ω0δm′,0 and s(m′) = µ∆δm′,1, so that ω(t) is
varied sinusoidally:
ω(t) = ω0 + µ∆ sin (∆t) . (6)
In the limit of weak-modulation (0 ≤ µ 1), only the
sidebands m = 0 and m = ±1 have significant weights
Pm in the harmonic (Floquet) expansion of the system
response [27]: the mth sideband weight Pm, correspond-
ing to the Floquet (harmonic) frequency ωm = ω0 +m∆,
falls off rapidly with increasing |m|. The QFI can then
be written as (see App. C 3)
H = H−1 +H0 +H1; H±1 =
P±1e
ω±1
T ω2±1(
−1 + eω±1T
)2
T 4
, (7)
Here H±1 are the contributions to the QFI arising from
to the m = ±1 sidebands with P±1 = µ2/4, and H0
includes the m = 0 contribution.
The advantages of DCQT are then revealed for a con-
trol scheme such that
T ∼ ω−1  ω0, ω1, (8)
so that the QFI is then predominantly associated with
the H−1 term. The QFI maximum is then located at the
temperature
T ≈ T−1 := (ω0 −∆) /4 = ω−1/4. (9)
If higher sidebands (|m| ≥ 2) are taken into account, the
results remain valid, except for a marginal increase of the
relative error ξ at low temperatures (see App. C).
By contrast, in the absence of any control (µ = 0) the
QFI is given by
H(µ = 0) = H0(µ = 0) = e
ω0
T ω20(
−1 + eω0T
)2
T 4
, (10)
which has a single peak at T = T0, where T0 satisfies the
equation T0 = ω0 coth (ω0/2T0) /4 (Cf. inset of Fig. 2).
One can infer from the above results that a weak si-
nusoidal modulation (small µ) with appropriately large
∆ results in a double-peaked QFI, attaining maxima at
T ≈ T−1 and T ≈ T0, owing to contributions from
H−1 and H0 respectively (Fig. 2). This double peaked
QFI signifies the applicability of DCQT for estimating a
much broader range of temperatures, viz., in the vicin-
ity of T = T−1 and T = T0, as compared to an uncon-
trolled quantum thermometer which can accurately mea-
sure temperatures only in the vicinity of T = T0 [12].
For a sub-Ohmic bath spectrum with a low-frequency
edge ωmin, the minimum error bound ξ(T = T−1) per
measurement (M = 1) remains finite and approximately
constant at (see App. C)
lim
∆↑ω0
ξ(T = T−1 & ωmin/4)→ exp [2]
2µ
, (11)
where ∆ ↑ ω0 signifies ∆ approaching ω0 from below.
Condition (11) yields the maximum possible advantage
4offered by our control scheme close to the absolute zero,
and is valid in the regime
G0  ω−1 ∼ T ; ωmin < ω−1 ∼ T. (12)
We have thus obtained a remarkable result: the ad-
vantage offered by our control scheme, expressed by the
bound Eq. (11) close to the absolute zero, is maximal
for a sub-Ohmic, nearly-flat bath spectrum (NFBS) with
small, but non-zero, lower edge, such that the bath inter-
acts weakly with the DCQT at all non-zero frequencies.
Regime (12) ensures that the dynamics is Markovian (see
Methods).
The above conditions allow us to perform high-
precision thermometry at very low temperatures; viz.,
only a finite number of measurementsM e4/(4µ2) en-
sures a relative error bound which is constant and has the
finite value exp [2] /2µ
√M. For given small G0, ωmin, we
then arrive at a minimum (limiting) temperature bound
that is measurable with the error bound (11) per mea-
surement:
T = max [Tlim1, Tlim2] ;
Tlim1  G0; Tlim2 > ωmin, (13)
In particular, for a sub-Ohmic NFBS coupled very weakly
with the thermometer at all frequencies such that G0 
ωmin → 0, one has Tlim → 0, thus enabling us to ac-
curately measure temperatures accurately close to the
absolute zero.
The only penalty for a small G0  ωmin is large ther-
malization time. Yet, even if G0 corresponds to divergent
thermalization times (e.g., for G0, ωmin → 0), one can use
optimal control to reach the steady state at the minimal
(quantum speed limit) time [35, 36]. This behavior is
in sharp contrast to that of an unmodulated thermome-
ter, where ξ(T ) diverges for T → 0, thus precluding any
possibility of precise temperature estimation at very low
temperatures [16]. This novel effect of keeping ξ finite
even in close proximity to the absolute zero is a direct
consequence of our control scheme, and is unachievable
without modulation for any non-zero ω0. Extension of
the analysis to multipeak QFI is given in the App. D
(also see Fig. (4)).
As discussed above, optimal thermometry demands
choosing a ∆ such that the QFI has a maximum at the
temperature regime of interest, which is always possi-
ble for small enough ωmin (Cf. Eq. (13)). However,
even for a bath spectrum with small but finite ωmin, one
can perform high-precision low-temperature thermome-
try in the regime G0  T < ωmin by using a sub-
optimal DCQT whose response is peaked at a temper-
ature close to, but larger than ωmin. In this case the
accuracy, albeit not maximal, would be still significantly
higher than that of thermometers in the absence of dy-
namical control. For example, in order to measure tem-
peratures of the order T ∼ 10−3ω0, ideally one would
need ωm ∼ 10−3ω0. However, even a suboptimal mod-
ulation with ωm ∼ 10−2ω0, which leads to QFI with a
maximum at T ∼ ωm ∼ 10−2ω0, results in H ≈ 14.3 at
T = 10−3ω0 (see inset of Fig. (4)). In contrast, H ≈ 0
for the same temperature regime in the absence of con-
trol, thus exhibiting the advantage of our DCQT even for
suboptimal thermometry at T < ωmin.
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Figure 3: Relative error bound ξ per measurement (M = 1),
for the estimation of bath temperature at T = T−1 =
(ω0 −∆)/4 by a harmonic oscillator DCQT under sinusoidal
modulation (Cf. Eq. (6)), for the same bath spectra and pa-
rameters as in Fig. 1. Dynamical control reduces the relative
error bound significantly, with ξ remaining constant over a
broad range of temperatures close to the absolute zero. The
sidebands m = 0,±1,±2,±3 are included in the caclulation.
Inset: Corresponding spectral response functions scaled by γ.
Thermometry of arbitrary bath spectra: The ad-
vantage offered by DCQT is not restricted to the specific
bath spectra considered above. In fact, the key result of
significant improvement in low-temperature thermome-
try by dynamical control holds for arbitrary bath spec-
tra. Choosing a control scheme satisfying Eq. (8) leads
to a QFI which diverges quadratically with temperature:
H ∼ 1
T 2
. (14)
The above result Eq. (14), which is valid for any bath
spectra as long as Eq. (8) is satisfied, arises due to ω−1
being vanishingly small (see App. C). The lowest temper-
ature for which Eq. (14) is valid is given by the condition
T ∼ ω−1  Tlim = G(ω−1). (15)
As in the case of sub-Ohmic NFBS, the above condition
Eq. (15) ensures that the thermalization time is large
enough for the secular approximation to remain valid.
This in turn results in a relative error bound ξ which
is not explicitly dependent on the temperature (Cf. Eq.
(3)), even for temperatures very close to the absolute zero
(see Fig. (3)). We note that even though the relative
error bound ξ is not explicitly dependent on the tem-
perature in this regime, still the QFI and consequently ξ
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Figure 4: Relative error ξ per measurement and QFI
H (in inset) as a function of temperature T (in units
of ω0) in the absence of any modulation (blue dashed
curve) and under multi-harmonic modulation ω(t) = ω0 +
∆ (µl sin (l∆t) + µl′ 6=l sin (l
′∆t)) (solid red curve), for har-
monic oscillator DCQT probing a bath with NFBS. Our con-
trol scheme reduces the lowest temperatures measurable with
finite ξ by almost two orders of magnitude (arrow). Here
l = 80, l′ = 99, µ80 = 0.394, µ99 = 0.115, ∆ = 0.01, ω0 = 1
and ωmin  0.01.
would in general depend on the details of the bath spec-
trum. The maximum QFI in this case is obtained by
modulations satisfying the optimal condition
P1G(ω−1) P0G(ω0), P1G(ω1). (16)
The above condition ensures that the sidebands m 6=
−1 are insignificant, so as to yield a small relative error
bound at T ∼ ω−1 (see App. C).
Condition (16) shows that one needs to tailor the con-
trol scheme to the bath spectrum at hand. For exam-
ple, in the case of a bath spectrum characterized by
G(ω0) G(ω−1), one needs to design a modulation with
P−1  P0, in order for our control scheme to be bene-
ficial for estimating temperatures T ∼ T−1  ω0. This
can be realized using a periodic pi-pulse modulation, in
which case P±1 ≈ 4/pi2 and Pm6=±1 ≈ 0 [27].
Discussion
We have shown that by subjecting a quantum ther-
mometer to an appropriate dynamical control, we may
increase its accuracy of measuring a chosen range of
temperatures. The advantage of such a DCQT be-
comes especially apparent at low temperatures, where,
for generic bath spectra, its accuracy in measuring the
bath temperature, quantified by the QFI, is dramati-
cally higher than that of its unmodulated counterpart.
Namely, our dynamical control scheme allows us to
perform high-precision thermometry with temperature-
independent relative error bound, even close to the abso-
lute zero, as determined by the lower bound of tempera-
tures measurable with high accuracy derived by us. Our
proposed control scheme can be tailored according to the
bath spectra at hand, in order to maximize the QFI, and
determine the number of its peaks and sensitivity ranges,
thus making it highly versatile.
DCQT can be highly advantageous for thermometry of
diverse baths realized by many-body quantum systems
in condensed matter and ultracold atomic gases, with
spectra and modulations satisfying the optimal condition
Eq. (16):
a) In a microwave cavity subjected to sinusoidal modula-
tion with ω0 & ∆ ∼MHz, and ω0−∆ ∼ Hz, DCQT would
enable us to measure cavity temperatures of the order of
pico-Kelvin, thereby opening new avenues for the study
of cavity quantum electrodynamics and quantum infor-
mation processing [4] at extremely low temperatures.
b) DCQT can be expected to be highly beneficial in baths
exhibiting the widely reported 1/fα (α ≥ 0) noise spec-
tra [34] in vacuum tubes [37] or in thick film resistors [38].
This kind of spectra ensures that for a sinusoidal mod-
ulation with small ω−1, the most dominant contribution
arises from the m = −1 sideband, thus enabling us to
probe low frequencies with high precision. For example,
a power-law fall-off that was reported for f ≥ 10−2Hz
[38], would allow us to measure noise-equivalent temper-
atures highly accurately in the range T ∼ 10−14 K using
the DCQT.
c) An intriguing application of the proposed DCQT con-
cerns experimentally studying the third law of thermo-
dynamics for low-temperature many-body quantum sys-
tems, in the sense of understanding the scaling of the
cooling rate with temperature [39–41] for baths with
anomalous dispersion, such as magnon (ferromagnetic)
spin chains [42], or with long-range (dipole-dipole) inter-
actions in atomic or solid-state systems.
d) In many-body quantum systems [43–47], interactions
may keep a system non-equilibrated for a long time after
a quench [30], during which time its different collective
modes k may have their own temperatures Tk. High-
precision multi-mode thermometry over a wide range of
temperatures using our DCQT can verify whether differ-
ent modes have different temperatures, and thus avoid
thermalization.
e) The versatility of our DCQT can be well-suited for
simultaneous multi-mode probing of a bath with high
accuracy, which can be especially useful for nanometer-
scale thermometry in biological systems [48, 49].
f) The recently discussed need for thermometers with
vanishing energy gaps for measuring low-temperatures in
many-body quantum systems [16] and in strongly cou-
pled quantum systems [18], suggests the importance of
control schemes capable of tuning the gap of a quan-
tum thermometer to our advantage. Application of
our control scheme to thermometers modelled by many-
body quantum systems, or to thermometers coupled
strongly to the bath, in order to achieve high-precision
low-temperature themometry, is an interesting question
which we aim to address in the future.
g) The control scheme presented above may have diverse
6applications in quantum metrology beyond thermome-
try. For example, periodic modulation of energy levels in
many-body quantum critical systems may be applicable
to precise probing of inter-particle coupling strengths in
these systems [50].
Appendix A: Thermalization under periodic
modulation
We consider a multi-mode DCQT system with its state
ρ(t) given as a direct product of single-mode states ρk:
ρ(t) = ⊗kρk(t), interacting with a multi-mode bath,
again described by the direct product state ρB = ⊗kρBk .
Here ρBk denotes the state of the k-th mode of the bath.
For each k, ρk(t) evolves under the action of a periodic
Hamiltonian, satisfying Eq. (1). The system is coupled
to the bath mode through the interaction Hamiltonian
HˆIk = Sˆk ⊗ Bˆk, (A1)
where each of the independent k-th mode baths has a
spectrum wide enough to give rise to Markovian dynam-
ics; for example, a finite-Q cavity mode, or a finite-
lifetime phonon mode. In case the above assumption
is violated, leading to non-Markovian dynamics [23, 30],
the DCQT may be useful for revealing the absence of
thermalization. Here we allow for baths with mode-
dependent temperatures Tk, which we aim to measure
accurately using our DCQT.
We sketch below the derivation of the master equation
describing the thermalization of a system under periodic
control. We refer to [27–30] for details of the derivation,
and [51] for experimental studies of open quantum sys-
tem in presence of dynamical control. (For reviews on
periodically driven open quantum systems, see [29, 52].)
The time evolution operator for the periodic Hamilto-
nian Eq. (1) is given by
Uˆk(t, 0) = Tˆ exp
(
−i
∫ t
0
Hˆk(t
′)dt′
)
, (A2)
Tˆ being the time ordering operator. According to the
Floquet theorem, one can decompose the time evolution
operator as Uˆk(t, 0) = Pˆk(t)e
Rˆkt, where Pˆk(t+τ) = Pˆk(t)
and Rˆk is a constant operator. Taking into account
Uˆk(0, 0) = ∞, and the periodicity of Pˆk(t), one ob-
tains Pˆk(0) = ∞ and hence Uˆk(τ, 0) = Pˆk(τ)eRˆkτ =
Pˆ (0)eRˆkτ = eRˆkτ . One can now identify the operator
Rˆk with an effective Hamiltonian Hˆk,eff averaged over a
period of Hˆk(t), as
Uˆk(τ, 0) = e
Rˆkτ =: e−iHˆk,effτ , (A3)
with eigenenergies Ωk,r and eigenstates |rk〉, through the
relation
Hˆk,eff =
∑
r
Ωk,rk |rk〉〈rk|. (A4)
The Fourier components Sˆωk,m of the system operator
Sˆk(t) (Cf. Eq. (A1)) in the interaction picture with
respect to the evolution (A2), are given as
Sˆk(t) = Uˆ
†
k(t, 0)SˆkUˆk(t, 0)
=
∑
{ωk}
∑
m∈Z
Sˆωk,me
i(ωk+m∆)t, (A5)
where ∆ = 2pi/τ , m are integers, and {ωk} is defined
as the set of all transition frequencies Ωk,r′ − Ωk,r be-
tween the levels of Hˆk,eff and the operators Sˆωk,m are
the mth-harmonic transition operators associated with
these levels [29].
Next we focus only on the dynamics of the k-th mode
of the thermometer and the bath. Under the standard
Born-Markov approximation in the weak thermometer-
bath coupling limit, we arrive at the master equation
[30]
d
dt
ρˆk(t) (A6)
= −
∫ ∞
0
dsTrBk
[
HIk(t),
[
HˆIk(t− s), ρˆk(t)⊗ ρˆBk
] ]
,
where TrBk denotes trace over the bath mode k, and
HˆIk(t) is the k-th mode interaction Hamiltonian in the
interaction picture.
Finally, we assume that the thermalization time of the
thermometer induced by the bath is much larger than τ
or ω−1k,m ≡ (ωk +m∆)−1, so that we adopt the secular
approximation (SA), averaging out the rapidly oscillat-
ing terms within time scales t ∼ τ, ω−1k,m, and arrive at
the master equation [27–30], which is a weighted sum of
Lindbladian superoperators, each valid for system-bath
coupling centred at ωk,m := ωk +m∆:
˙ˆρk(t) = Lk [ρˆk(t)] =
∑
{ωk}
∑
m
Lωk,m [ρˆk(t)] . (A7)
Here
Lωk,m [ρˆk(t)] = G(ωk +m∆)Dωk,m[ρˆk(t)]
+ G(−ωk −m∆)D†ωk,m[ρˆk(t)],
Dωk,m[ρˆk(t)] =
(
Sˆωk,mρˆk(t)Sˆ
†
ωk,m
− 1
2
Sˆ†ωk,mSˆωk,mρˆk(t)
− 1
2
ρˆk(t)Sˆ
†
ωk,m
Sˆωk,m
)
, (A8)
and
G(± (ωk +m∆)) =
∫ ∞
−∞
e±i(ωk+m∆)t〈Bˆk(t)Bˆk(0)〉dt,
where Bˆk(t) = e
iHˆBtBˆke
−iHˆBt, HˆB being the bath
Hamiltonian, represents the bath spectral response or
auto-correlation function sampled at the frequency har-
monics ± (ωk +m∆). The Kubo-Martin-Schwinger con-
dition must be imposed, i.e.,
G(ωk +m∆)
G(−ωk −m∆) = exp [(ωk +m∆) /Tk] . (A9)
7Eqs. (A8) - (A9) imply that, within the approxima-
tions assumed above, ρk equilibrates to a thermal (Gibbs)
state at temperature Tk. The level populations are de-
termined by the weighted bath response at the resonance
frequencies ωk shifted by Floquet harmonics of modula-
tion, ωk,m = ωk +m∆.
Appendix B: QFI for N level thermometer
subjected to energy-level modulation
A single bath probed by a single-mode N level system,
subject to a (generic) diagonal modulation is described
by the Hamiltonian
Hˆ(t) =
N∑
n=0
ωn(t)|n〉〈n| =
N∑
n=0
nω(t)|n〉〈n|, (B1)
with
ω0 =
1
τ
∫ τ
0
ω(t)dt, Hˆeff =
N∑
n=0
nω0|n〉〈n|. (B2)
The interaction Hamiltonian has the form
HˆI = Sˆ ⊗ Bˆ, (B3)
where Sˆ is a system-operator belonging to a Lie algebra,
and the operator Bˆ acts on the bath. Under modulation
with period τ the master equation for the state of the
system reduces to the Floquet expansion [23, 27–30, 52–
60]
˙ˆρ(t) =
∑
m
Lm [ρˆ(t)] ,
Lm[ρˆ(t)] = Pm
[
G(ωm)D[ρˆ(t)] +G(−ωm)D†[ρˆ(t)]
]
,
D[ρˆ] =
(
Sˆ−ρˆSˆ+ − 1
2
Sˆ+Sˆ−ρˆ− 1
2
ρˆSˆ+Sˆ−
)
.
(B4)
Here the Floquet sideband frequencies labeled by inte-
ger m are ωm = ω0 +m∆, ∆ = 2pi/τ , Pm = P−m denotes
the weight of the m-th sideband and S± are the corre-
sponding system excitation and deexcitation (ladder) op-
erators. A physical bath has spectral response G(ω) that
is non-zero and finite for ω > 0, satisfies G(ω → 0) → 0
and the Kubo-Martin-Schwinger (KMS) condition (Cf.
Eq. (A9)), whereby [30]
G(−ω) = G(ω)e−ω/T . (B5)
For such bath-response spectra one can rewrite Eq.
(B4) as
˙ˆρ(t) =
∑
m
Pm
[
G(ωm)D[ρˆ(t)] +G(−ωm)D†[ρˆ(t)]
]
=
(∑+
m
PmG(ωm)
+
∑−
m
PmG(|ωm|)e−|ωm|/T
)
D[ρˆ(t)]
+
(∑+
m
PmG(ωm)e
−ωm/T
+
∑−
m
PmG(|ωm|)
)
D†[ρˆ(t)]. (B6)
Figure 5: A sub-Ohmic bath spectral function G(ω) =
γ
(
ωs/ωs−1c
)
exp [−ω/ωc] (scaled by γ) for ω > 0 (red curve);
γ determines the amplitude of G(ω). According to the KMS
condition, G(−ω) = G(ω) exp (−ω/T ). The weights Pm at
frequencies ωm = ω0 + m∆ are shown for a weak sinusoidal
modulation (Eq. (C1)) for m = 0,±1 (blue lines). As seen
above, P±1  P0. The higher sidebands (|m| > 1) are as-
sosciated with negligible weights Pm’s, and can be neglected
in this regime. Here s = 0.5, ωc = 1, ω0 = 0.5ωc, T =
0.1ωc, ∆ = 0.4ωc and µ = 0.2.
Here
∑
m denotes the Floquet summation over all inte-
gers m, while
∑+
m (
∑−
m) denotes summation over integer
m such that ωm ≥ 0 (ωm < 0).
As the thermometer thermalizes with the bath, its
state converges to the thermal (Gibbs) state upon ne-
glecting the fast oscillating terms:
ρˆ(t→∞) =
N∑
n=0
%n|n〉〈n|; %n = e
−nωeff/T∑N
n=0 e
−nωeff/T
, (B7)
where the probability ratios (Boltzmann factors) of levels
n and n+ 1 satisfy
%n+1
%n
= e−ωeff/T
=
∑
mG(−ωm)Pm∑
mG(ωm)Pm
; m = 0,±1,±2, . . . (B8)
Taking into account the definition of G(ω) and the KMS
condition, we get the general Floquet form of the Boltz-
mann factors
e−ωeff/T
=
∑+
mG(ωm)Pme
−ωm/T +
∑−
mG(|ωm|)Pm∑+
mG(ωm)Pm +
∑−
mG(|ωm|)Pme−|ωm|/T
. (B9)
From Eq. (B9) for the asymptotic thermalized popula-
tions, we may calculate the quantum Fisher Information
8(QFI), which is defined as [6, 8]
H = −2 lim
→0
∂2F (ρˆ(T, t), ρˆ(T + , t))/∂2
=
N∑
n=0
|∂%n∂T |2
%n
, (B10)
where F (ρˆ1, ρˆ2) = Tr
[√√
ρˆ1ρˆ2
√
ρˆ1
]
is the fidelity be-
tween ρˆ1 and ρˆ2. This expression can be shown to assume
the generic form
H =
∑
m f({Gm}, {Pm}, {exp (−|ωm|/T )},N )
T 4
. (B11)
Here {xm} denotes the set of all xm, and f is an analytic
functional form.
In the regime of weak modulation (see App. C below)
and ∆ < ω0, all the leading harmonics contributing sig-
nificantly to the dynamics are assosciated with ωm > 0,
and one can neglect all terms with ωm < 0. In Fig. (5)
we show as an example a sub-Ohmic bath spectrum sat-
isfying the KMS condition, and the Pm’s due to a weak
sinusoidal modulation (see Eq. (C1) below). Eq. (B9)
then reduces to
%n+1
%n
= e−ωeff/T ≈
∑+
mG(ωm)Pme
−ωm/T∑+
mG(ωm)Pm
. (B12)
It is seen that the m-th sideband contributes significantly
to the Boltzmann factors in the steady state for ωm .
T , provided PmG(ωm), also known as the spectral-filter
values [54], is large enough. The explicit form of the QFI
is obtained from Eqs. (B10) and (B12) as
H ≈ Agen
Bgen
, (B13)
where,
Agen =
N∑
n=0
(κζ
)−2+n−κ N∑
n=0
n
(
κ
ζ
)−1+n
C
ζ
+ n
( N∑
n=0
(
κ
ζ
)n)
C

2
 ,
Bgen = T
4ζ2
( N∑
n=0
(κ
ζ
)n)3
,
and
C =
∑
m
e−
ωm
T PmGmωm; κ =
∑
m
e−
ωm
T PmGm;
ζ =
∑
m
PmGm; ωm > 0. (B14)
As shown for specific examples above, as well as in App.
C, the QFI in Eq. (B11) can be strongly enhanced at
specific T by an appropriate choice of the leading Flo-
quet harmonics (sidebands) for a given bath response
spectrum (see Fig. (6)). Because of the restriction∑
m Pm = 1, in general only a few of the harmonics,
which correspond to the frequency of the unmodulated
system shifted by low multiples of the modulation fre-
quency ∆, contribute to the expressions for Agen, Bgen,
and thus to the QFI.
Appendix C: A harmonic oscillator DCQT subjected
to sinusoidal modulation
1. Analysis for a generic bath spectrum
Here we focus on a harmonic oscillator DCQT under a
weak (small-amplitude) sinusoidal modulation
Hˆ(t) = ω(t)aˆ†aˆ =
∞∑
n=0
nω(t)|n〉〈n|,
ω(t) = ω0 + µ∆ sin (∆t) , (C1)
with 0 < µ 1.
For Sˆ =
(
aˆ+ aˆ†
)
, the interaction Hamiltonian be-
comes
HˆI =
(
aˆ+ aˆ†
)⊗ Bˆ. (C2)
In the interaction picture, we have
Sˆ(t) = Uˆ†(t, 0)SˆUˆ(t, 0) = exp
[
−i
∫ t
0
ω(t′)aˆ†aˆdt′
]
Sˆ
exp
[
i
∫ t
0
ω(t′)aˆ†aˆdt′
]
, (C3)
which one can expand as
Sˆ(t) =
∑
m
[
εme
−i(ω0+m∆)aˆ+ ε∗me
i(ω0+m∆)aˆ†
]
,
m = 0,±1,±2,±3, . . . . (C4)
9From Eqs. (C3) and (C4), and the Baker-Campbell-
Hausdorff formula, one can show that the harmonic
weights are given by [27, 29, 56]
Pm = |εm|2 =
∣∣∣∣1τ
∫ τ
0
e−i
∫ t
0 (ω(t
′)−ω0)dt′eim∆tdt
∣∣∣∣2
= P−m. (C5)
The weights Pm can be evaluated in terms of Bessel func-
tions. Since we assume that the amplitude µ  1, the
lowest order terms are given by [27–29]
P0 ≈ 1− µ
2
2
+
3µ4
32
− 5µ
6
576
+O (µ8) ,
P±1 ≈ µ
2
4
− µ
4
16
+
5µ6
768
+O (µ8) ,
P±2 ≈ µ
4
64
− µ
6
384
+O (µ8) ,
P±3 ≈ µ
6
2304
+O (µ8) . (C6)
These weights decrease rapidly with increasing harmonic
index m.
Unless otherwise stated, we consider below the limit
∆ ↑ ω0, where we define A ↑ B as A approaching B from
below. In this case ωm < 0 for m ≤ −2, while ωm > 0
for m ≥ −1. The master equation (B6) is then evaluated
to be
˙ˆρ(t) ≈ C1
(
aˆρˆ(t)aˆ† − 1
2
aˆ†aˆρˆ(t)− 1
2
ρˆ(t)aˆ†aˆ
)
+ C2
(
aˆ†ρˆ(t)aˆ− 1
2
aˆaˆ†ρ(t)− 1
2
ρˆ(t)aˆaˆ†
)
, (C7)
where
C1 =
[
G(ω0)P0 + P1 (G(ω1) +G(ω−1)) + P2
(
G(ω2) +G(|ω−2|)e−|ω−2|/T
)
+ P3
(
G(ω3) +G(|ω−3|)e−|ω−3|/T
) ]
(C8)
and
C2 =
[
G(ω0)P0e
−ω0/T + P1
(
G(ω1)e
−ω1/T +G(ω−1)e−ω−1/T
)
+ P2
(
G(ω2)e
−ω2/T +G(|ω−2|)
)
+P3
(
G(ω3)e
−ω3/T +G(|ω−3|)
) ]
.
(C9)
Here we have neglected terms of the order O (µ8), and
involved the KMS condition (see Eq. (A9)) G(−ω) =
G(ω) exp (−ω/T ). Equivalent forms of the master equa-
tion (C7) can be written for other limits of ∆ obeying
Eq. (B6). As before, we assume the thermalization time
(∼ G(ω)−1) of the DCQT is much larger than τ , or ω−1m ,
such that the secular approximation is valid. One can
write down the steady state in the form of Eqs. (B7) -
(B9).
One can simplify the analysis by noting that for µ→ 0,
the higher sidebands do not contribute significantly to
the QFI, compared to m = 0,±1, as also verified numeri-
cally (see Fig. 6). The average occupation numberNeff of
the DCQT in thermal equilibrium with the bath has then
contributions from the three harmonics (m = 0,±1):
Neff =
1
eωeff/T − 1 , e
−ωeff/T =
P0G(ω0)e
−ω0/T + P1
(
G(ω−1)e−ω−1/T +G(ω1)e−ω1/T
)
P0G(ω0) + P1 (G(ω1) +G(ω−1))
, (C10)
and the n-th level population is [30]
%n =
1
Neff + 1
(
Neff
Neff + 1
)n
. (C11)
Here ω±1 = ω0 ±∆.
Under the condition ∆ ↑ ω0, ω−1 is small. In
this regime, for T ∼ ω−1  ω0, ω1, we get
exp (−ω0/T ) , exp (−ω1/T )→ 0; consequently, we have
Neff ≈ 1
ηeω−1/T − 1 ,
η =
P0G(ω0) + P1 (G(ω1) +G(ω−1))
P1G(ω−1)
≥ 1, (C12)
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which leads to (see Eq. (B10))
H ≈ ηe
ω−1
T ω2−1(
−1 + ηeω−1T
)2
T 4
. (C13)
Further, for measuring temperatures of the order of
∼ T , one can choose a control scheme with ∆ = ω0−κT ,
such that
ω−1 = κT, (C14)
where κ ∼ O(1) is a constant. In this case one gets
H ∼ ηe
κκ2
(−1 + ηeκ)2 T 2 ∼ 1/T
2, (C15)
which finally leads to a temperature-independent
relative-error bound in the estimation of T [6, 8]
ξ =
1
T
√MH =
√
(−1 + ηeκ)2
ηκ2eκ
1√M , (C16)
whereM denotes the number of measurements. We em-
phasize that the above result is valid for arbitrary bath
spectra, and enables us to measure ultra-low tempera-
tures with high precision, as long as η in Eq. (C12) is
not large.
2. Optimal thermometry
The QFI (C13) is a monotonically decreasing function
of η. The maximal (optimal) low-temperature QFI is ob-
tained from Eq. (C13) for η = 1 (for a given ω−1 and T ),
which according to Eq. (C12) requires that the bath cou-
pling spectrum weighted by the Floquet harmonic prob-
ability satisfies
P1G(ω−1) P0G(ω0), P1G(ω1). (C17)
Under this condition we obtain
H = Hmax ≈
e
ω−1
T ω2−1(
−1 + eω−1T
)2
T 4
. (C18)
Condition (C17) can be satisfied by Ohmic spectra with
low cutoff frequency. By contrast, the corresponding QFI
in the absence of control,
H ≈ e
ω0
T ω20(
−1 + eω0T
)2
T 4
≈ ω
2
0
T 4
e−ω0/T → 0, (C19)
is significantly smaller than that obtained in Eq. (C18)
for temperatures T ∼ ω−1  ω0, ω1, thus revealing the
advantage of our proposed control scheme.
3. Thermometry for a nearly flat bath spectrum
The significant improvement in temperature estima-
tion offered by dynamical control is not restricted to bath
spectra satisfying the condition Eq. (C17). Namely, in
what follows, we consider a nearly flat bath spectral re-
sponse, defined by
G(ω ≥ ωmin > 0) ≈ G0 > 0, G(ω → 0)→ 0. (C20)
Under the above conditions, Eq. (C10) simplifies to
Neff =
1
eωeff/T − 1 , (C21)
e−ωeff/T = (1− µ
2
2
)e−ω0/T +
µ2
4
(
e−ω−1/T + e−ω1/T
)
,
where we have taken
P0 ≈ 1− µ
2
2
and P±1 ≈ µ
2
4
. (C22)
One can use Eqs. (B10) and (C22) to evaluate the QFI
for sinusoidal modulation in a simple harmonic oscillator
thermometer:
H ≈ Asin
Bsin
, (C23)
where (see Fig. 6),
Asin = 16e
3∆+ω0
T
[ (−2 + µ2)ω0 + µ2(− ω0 cosh(∆
T
)
+ ∆ sinh
(
∆
T
))]2
,
Bsin = T
4
(
µ2 + e
∆
T
(
4− 4eω0T − 2µ2 + e∆T µ2
))2
(
µ2 + e
∆
T
(
4 +
(
−2 + e∆T
)
µ2
))
. (C24)
QFI under sinusoidal control, Eq (C24), given by can
be rewritten as the sum of three terms that can be as-
cribed to the m = −1, 0, 1 sidebands:
H ≈ H−1 +H0 +H1,
H±1 =
P±1e
ω±1
T ω2±1(
−1 + eω±1T
)2
T 4
; H0 = H˜0 +Hrem
H˜0 = P0e
ω0
T ω20(
−1 + eω0T
)2
T 4
,
Hrem = H−
(
H−1 + H˜0 +H1
)
=
Asin
Bsin
−
(
H−1 + H˜0 +H1
)
,
=
1
4T 4
eω0/T
[
− e
∆/Tµ2(∆− ω0)2(
e∆/T − eω0/T )2 + 2
(−2 + µ2)ω20(−1 + eω0/T )2
− e
∆/Tµ2(∆ + ω0)
2(
−1 + e∆+ω0T
)2 + l1l2
]
, (C25)
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Figure 6: (a) Variation of QFI (H) as a function of
(ω0 −∆) /ω0 and T/ω0 (in log-log scale) for sinusoidal mod-
ulation (Cf. Eq. (C1)) with a harmonic oscillator DCQT,
probing a bath with a nearly flat bath spectrum. Here we
have considered the zeroth and first three sidebands (m =
0,±1,±2,±3). As seen from the plot, H is large as T → 0
and ∆ ↑ ω0. The green dashed line at ∆ = 0 corresponds
to thermometry in absence of control, and the yellow dotted
line shows the variation of QFI with temperature for ∆ = 0.9
(see Fig. 2). The second sideband results in non-zero QFI
for small temperatures close to 2∆ ↑ ω0. (b) The relative
error bound ξ per measurement (M = 1), for estimation of
bath temperature at T = T−1 = (ω0 − ∆)/4 remains finite
and approximately constant, even as T−1 approaches abso-
lute zero (Cf. Eq. (C27)). The blue (cyan) dotted line,
red (magenta) dashed line and black (green) solid line show
ξ for µ = 0.2 (µ = 0.1) considering only the sidebands
m = 0,±1, m = 0,±1,±2 and m = 0,±1,±2,±3 respec-
tively. As seen above, higher sidebands have negligible effect
on ξ, specially for small µ. The results with m = 0,±1,±2
and m = 0,±1,±2,±3 overlap, showing that inclusion of the
higher sidebands fails to change the results in any significant
way. Inset: QFI H at T = T−1 increases with increasing
∆, finally diverging as ∆ ↑ ω0, for µ = 0.1 and µ = 0.2.
QFI does not change significantly for analysis with sidebands
m = 0,±1; m = 0,±1,±2 and m = 0,±1,±2,±3. Here
ω0 = 1, and we have considered a nearly flat bath spectral
response (Eq. C20) with G0  ωmin  T−1.
where
l1 = 64e
3∆
T
( (−2 + µ2)ω0
+ µ2
(
−ω0 cosh
[
∆
T
]
+ ∆ sinh
[
∆
T
]))2
,
l2 =
(
µ2 + e∆/T
(
4− 4eω0/T − 2µ2 + e∆/Tµ2
))2
(
µ2 + e∆/T
(
4 +
(
−2 + e∆/T
)
µ2
))
. (C26)
In the limit of low temperatures, H ≈ H−1  H0,H1.
One can show that in this regime, assuming T → 0, both
H−1, and H, attain maximum at T ≈ T−1 = ω−1/4.
Upon replacing T by T−1 → 0 in the expression for H−1
in Eq. (C25), one gets
lim
∆↑ω0
ξ (T = T−1 → 0) ≈ 1
T−1
√H−1 → e
2
2µ
. (C27)
One can estimate the range of µ,∆ for which the first
sideband dominates at T ≈ T−1, thereby giving rise to a
maxima there, by defining the quantity
R = ln
H−1(T−1)
Abs [H(T−1)−H−1(T−1)] . (C28)
A positive R denotes H−1(T = T−1) is the major con-
tribution to H(T = T−1), thus resulting in a maxima at
T ≈ T−1.
For µ that is small, but finite, and 2∆ ↑ ω0, the second
sideband enhances the QFI marginally for T ∼ ω0 − 2∆
(Cf. Fig. 6). However, as mentioned before, the con-
tributions of the higher sidebands decrease rapidly for
small µ. Optimal control of low-temperature thermom-
etry would demand ∆ ↑ ω0, in which case only the first
sidebands contribute (m = 0,±1) significantly.
4. Sub-Ohmic bath spectrum
Here we focus on bath spectral-response functions sat-
isfying Eq. (4) and the KMS condition Eq. (B5), in
the s < 1 regime that corresponds to sub-Ohmic bath
spectrum. The QFI and relative error bound ξ are inde-
pendent of γ, where we consider γ > 0 to be small enough
to justify the secular approximation (see App. B). In the
limit of s → 0, γ → 0 and ωc → ∞, the solution of the
equation
∂G(ω)
∂ω
= 0 (C29)
implies that one gets a nearly flat bath spectrum G(ω) ≈
G0 ≈ γssωc exp(−s) for ωmin . ω  ωc, with ωmin ≈
sωc. Here the secular approximation demands G0 
ωmin. Thermometry with DCQT in this NFBS limit of
sub-Ohmic bath spectrum would allow us to estimate
temperatures with a constant and small relative error
very close to the absolute zero. It would also enable us to
measure low temperatures with high precision for a broad
12
variety of bath spectra, as long as P1G(ω−1 ∼ T ) is large
enough to contribute significantly to the dynamics, and
consequently to the QFI.
Appendix D: QFI with more than two peaks
Depending on the form of QFI we wish to engineer,
one can extend the control scheme detailed above to ar-
bitrary periodic modulations of ω(t). For example, one
can adapt the control scheme to generate multiple (two
or more) peaks of QFI, which would in turn allow precise
thermometry over a broader range of temperatures. As
before, below we consider a DCQT aimed at measuring
a temperature T of a thermal bath with a NFBS. Similar
arguments apply for probing a multimode bath, with dif-
ferent modes k thermalized at different temperatures Tk.
In either case, it is advantageous to choose a modulation
of the form (with m′ = l, l′)
ω(t) = ω0 + ∆ (µl sin (l∆t) + µl′ 6=l sin (l′∆t)) , (D1)
which gives rise to significant Pm’s only for the sidebands
close to m = 0, l, l′.
Proper tuning of the parameters l, µl, l
′, µl′ , and ∆ can
give rise to QFI with 3 peaks of our choice, allowing us
to accurately measure a wide range of temperatures (Cf.
Fig. 4). Similarly, one can increase the number of fre-
quency components in ω(t) in order to increase the num-
ber of peaks in the QFI, thus broadening the range of
temperatures that can be measured accurately with our
DCQT. We note that a recent work has studied the emer-
gence of multiple peaks of QFI by considering a probe
with multi-gapped spectra, and highly degenerate excited
states [12]. In contrast, our control scheme enables us to
achieve multi-peak probing by a non-degenerate system
characterized by a single energy spacing, yet with a QFI
tunable according to our temperature(s) of interest.
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