I. Introduction
Today the world has become smaller due to internet. The banking industry has started to use internet for their day to day operations. Still there are some users apprehensive about use of internet banking. Internet banking involves consumers using the Internet to access their bank account and to undertake banking transactions. At the basic level, internet banking can mean the setting up of a web page by a bank to give information about its products and services. At an advanced level, it involves provision of facilities such as accessing accounts, transferring funds, and buying financial products or services online. This is called "transactional" online banking (Sathye, 1999) .Indian banks have a chequered history. The British legacy left behind a host of large and small privately-held banks. The late 1960s saw the nationalization of banks, leading to the emergence of the public sector banks. The 1990s saw the banking industry embracing technology in a massive way, led in particular by the new private banks and foreign banks. Among these series of technology innovations, Internet banking for the retail segment is a recent phenomenon that has generated a lot of interest in the Indian banking industry. Private and foreign banks have been the early adopters, while the PSU banks are the followers.
ICICI Bank kicked off online banking way back in 1996 and a host of other banks soon followed suit. After ICICI Bank, Citibank, Indus Ind Bank and HDFC Bank and Times Bank (now part of HDFC Bank), were the early ones to join the technology band wagon in 1999.While earlier research has focused on the factors influencing the end-user IT adoption, there is limited empirical work which simultaneously captures the success factors (positive) and resistance factors (negative) that drive customers to adopt Internet banking (Lee, 2009 ). Building upon the premise that purchasing Internet banking services is perceived to be riskier than purchasing traditional banking services (Cunningham, Gerlach, Harper, & Young, 2005) , this study introduces the perceived risk factor. Drawing from perceived risk theory, this study couples specific perceived risk facets (Featherman & Pavlou, 2003 ) -namely performance, financial, time, social and time to explain customers' intention to adopt and use Internet banking.The main goal of this study, with regard to the use of this new issue of development in developing metropolitan areas, is to evaluate the impact of some key risks in adopting Internet Banking, particularly in Chennai.
Peter and Ryan (1976) defined perceived risk as a kind of subjective expected loss, and Featherman and Pavlou (2003) also defined perceived risk as the possible loss when pursuing a desired result. Cunningham (1967) found that perceived risk consisted of the size of the potential loss (i.e. that which is at stake) if the results of the act were not favorable and the individual's subjective feelings of certainty that the results will not be favorable. Most of scholars claimed that consumers' perceived risk is a kind of a multi-dimensional construct. Six components or types of perceived risk have been identified: financial, performance, social, physical, privacy, and time-loss (Jacoby and Kaplan, 1972; Kaplan et al., 1974; Roselius, 1971) . However, the dimensions of perceived risk may vary according to the product (or service) class Featherman and Pavlou, 2003. Internet does not incur any threat to human life; therefore, measures of physical risk were not included in this study. We define perceived risk factors that influencing the intention to use of internet banking in public and private sector banks in Chennai.
Perceived Risks Of Internet Banking
The present research investigated five types of risk -security/ privacy, financial, social, ime/convenience, and performance loss, and the details of these five risks related to online banking are described as follows: 1. Security/privacy risk: This is defined as a potential loss due to fraud or a hacker compromising the security of an online bank user. Phishing is a new crime skill by which phishers attempt to fraudulently acquire sensitive information, such as usernames, passwords and credit card details, by masquerading as a trust worthy entity in an electronic communication (Reavley, 2005) . A phising attack takes places when a user receives a fraudulent email (often referred to as a spoof email) representing a trusted source that leads them to an equally fraudulent website that is used to collect personal information (Entrust, 2008) . Both fraud and hacker intrusion not only lead to users' monetary loss, but also violate users' privacy, a major concern of many Internet users. Many consumers believe that they are vulnerable to identity theft while using online banking services (Littler and Melanthiou, 2006 ).
Financial risk:
It is defined as the potential for monetary loss due to transaction error or bank account misuse. According to Kuisma et al. (2007) , many customers are afraid of losing money while performing transactions or transferring money over the Internet. At present online banking transactions lack the assurance provided in traditional setting through formal proceedings and receipts. Thus, consumers Usually have difficulties in asking for compensation when transaction errors occur (Kuisma et al., 2007) .
Social risk:
This refers to the possibility that using online banking may result in disapproval of one's friends/family/work group. It is possible that one's social standing may be enhanced or diminished depending on how online banking is viewed. It may well be that people have unfavorable or favorable perceptions of online banking that in turn affect their views of its adopters; or, alternatively, not adopting online banking may also have negative or positive connotations. 4. Time/convenience risk: It may refer to the loss of the time and inconvenience incurred due to the delays of receiving the payment or the difficulty of navigation (finding appropriate services and hyperlinks). Two leading causes of dissatisfying online experiences that may be thought of as a time/convenience risk include a disorganized or confusing Web site and pages that are too slow to download (Forsythe and Shi, 2003) . It may also be related to the length of time involved in waiting the website or learning how to operate online banking website.
Performance risk:
This refers to losses incurred by deficiencies or malfunctions of online banking websites. Customers are often apprehensive that a breakdown of system servers or disconnection from the Internet will occur while conducting online transactions because these situations may result in unexpected losses (Kuisma et al., 2007 ).
Objectives Of The Study
The objectives of the study are as follows, 1. To identify the risk factors that influencing the adoption of internet banking in the Public and Private Sector Banks in Chennai, and 2. To develop a Structural Equation Model (SEM) for the study.
Research Model And Hypothesis Deveopment a) Research Model:
There are six constructs in our model which includes performance risk, financial risk, social risk, time risk, security risk and adoption. We will test the strength of the hypothesized relationships embedded in the theoretical model using PLS 2.3 and the robustness of the model in predicting that how risk factors have significant effect on adoption of internet banking in public and private sector banks in our study area.
Structural Model
The six constructs of the study are conceptually related to each other by the structural model as shown in the figure: 1
Fig. 1 Theoretical Model
A PLS model is analyzed and interpreted in two stages: 1) The assessment of the reliability and validity of the measurement model and 2) The assessment of the structural model. This sequence ensures that the constructs' measures are valid and reliable before attempting to draw conclusions regarding relationships among constructs. Structural model specifies relations between latent constructs. Estimating and analyzing the path coefficients between the constructs test the structural model. Path coefficients are indicators of the model's predictive ability.
b) Hypothesis Development
Based on the theoretical model developed in Fig.1 , we formulated the following research hypotheses. As TAM is used as the base models, we need to test the following hypotheses in the context of internet banking adoption. H1: Performance Risk has significant influence on adoption of internet banking. H2: Financial Risk has significant influence on adoption of internet banking. H3: Social Risk has significant influence on adoption of internet banking. H4: Time Risk has significant influence on adoption of internet banking. H5: Security Risk has significant influence on adoption of internet banking.
Research Methodology a) Data collection
Structured Questionnaire has been used to collect the primary data from the customers of banks like State bank of India, Indian Overseas Bank, ICICI Bank and HDFC Bank in Chennai. It has three parts: Part I consists of Demographic Profile of the study bank customers, Part II consists of Banking Services details and Part III consists of six constructs that are hypothesized to influence the adoption of internet banking. The target questions focus on the five independent constructs such as performance risk, financial risk, social risk, time risk, security risk and one dependent constructs, actual use. The scaling used in this study is the 5-point Likert scale of 1-strongly disagree, 2-disagree, 3-neutral, 4-agree and 5-strongly agree.
b) Sample size
The sample was taken from two public sector banks and two private sector banks in Chennai. Table 1 One thousand and two hundred and fifty (1250) questionnaires are distributed to the respondents who returned 1185 of the questionnaires while seventy five (65) questionnaires were unreturned. Another 85 questionnaires were incomplete leaving one thousand and one hundred (1100) questionnaires for further analysis or 88% response rate.
c) Data Screening and Analysis
The data were input into SPSS version 20 software program and analyzed using PLS version 2.3. Several statistical validity tests and analysis were conducted such as reliability test and composite reliability tests, validity tests using SEM analysis for construct validity, discriminant validity for descriptive analysis and structural equation modeling analysis using PLS version 2.3.
Research Findings a) Measurement Model
The measurement model for reflective constructs is assessed in terms of Individual item reliability, Construct reliability, and Convergent validity and Discriminant validity. Initially the relationships were displayed between the constructs of analysis factor and reference factor with investment choice which has the relationship with riskless factors and return factor and both have the relationship with customer satisfaction. PLS algorithm was applied and the resultant relationship, coefficients and values of loadings are shown in figure  2 . In PLS, loadings of respective factors on their respective latent constructs are examined to assess the reliability of the factors. Since the final model was decided after dropping out insignificant factors having factor loadings of less than 0.5
Figure 2 Final Path Model

b) Validity and Reliability:
Reliability: Referring to table 2, for factor loadings, the cut-off criterion of 0.5 was considered as a strong factor loading coefficient (Hair et.al 2010; Hulland 1999 ). In addition to Cronbach's alpha, reliability of each variable was assessed through Fornell and Larcker's measures of composite reliability. This measure is preferred over Cronbach's alpha because it offers a better estimate of variance shared by the respective indicators and because it offers a better estimate of variance shared by the respective indicators and because it uses the item loadings obtained within the homological network (Hair et.al, 2006) . In this study the composite reliability values construct range from 0.91 to 0.96 which is exceeded the standard value of 0.70 (Fornell and Larcker, 1981; Hair, Anderson & Black, 1998 From table 3, the measurement demonstrates that there is adequate discriminant validity, since the diagonal elements are significantly greater than the off-diagonal elements in the corresponding rows and columns. In total, the measurement model has demonstrated adequate convergent validity and discriminant validity.
c) Structural Model Analysis
In PLS method, structural model and hypothesis were tested by computing path coefficients (β). PLS provides to determine how well the model fits the hypothesized relationship is the squared multiple correlations (R 2 ) for each dependent construct in the model. R 2 values of the dependent constructs indicate whether a particular PLS model accomplishes the objective of maximizing the variance explained (Chin, 1998) . The bootstrapping technique was used (using 1000 sub samples) to evaluate the statistical significance of each path coefficient. The t-values of the parameter indicate the strength of the relationship in the parameter represents; therefore the higher the t-value, the stronger the relationship (Huang, Lin & Chuang, 2007) DOI: 10 .9790/487X-1901022633 www.iosrjournals.org The results in table 4 
d) Model Evaluation
Structural model is mainly evaluated by Goodness-of-fit (Gof) and by using Stone-Geiser Q 2 test for predictive relevance. Goodness-of-fit (GoF) was used to measure the overall fit of the model. For this model the GoF index was 0.7919 (see table 5 ). Further the quality of path model can also be evaluated by cross -validated redundancy index (Q 2 ) for the endogenous variable.A Q 2 greater than zero implies that the structural model has satisfactory predictive relevance for the model (Roldan & Sanchez -Franco, 2012). In PLS two kinds of Q 
Conclusion and Implication
The results of this study provide support for the research model presented in Fig. 1 and for the hypotheses regarding the directional linkage among the model's variables. The results in table 4 indicated that social risk (β = 0.341, p<0.01), Security risk (β = 0.1529, p<0.01), Financial risk (β = 0.1795, p<0.01), Time risk (β = 0.1265 p<0.01) and Performance risk (β = 0.1224, p<0.05) have an significant influence on adoption of internet banking and support the hypothesis which explaining 73% (R 2 ) of variance present in adoption of internet banking. The results of this study shed light on some important issues related to risk factors towards the adoption of internet banking that have not been addressed by previous studies. First, although all the risk factors have significant influence on adoption of internet banking in the study area and this study reveals that social risk is a more influential factor compared to other factor and also implying that controlling the risk of internet banking is more important than providing benefits. This finding is particularly important for bank managers as they decide how to allocate resources to retain and expand their current customer base. However, building a risk-free online transaction environment is much more difficult than providing benefits to customers. Therefore, banks need to search for risk-reducing strategies that might assist in inspiring high confidence in potential customers. This study suggests that they should consider focusing on the prevention of intrusion, fraud and identity theft.
Second, this paper aims to develop a SEM model to predict and explain risk factors have significant influence with regard to adopting internet banking. The proposed model incorporates five categories of perceived risk to provide a more comprehensive investigation covering the aspects of internet banking. The results show that the proposed model has good explanatory power and confirms its robustness in predicting customers' adoptions to use such services. Finally, it is proposed to add new variables to the model of the study or use it in other different banks. Such practice makes it possible to compare results with the results of current study. Banks can use these results in their policy making in order to increase the possibility of their succession.
