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Abstract. Many models have been developed to study the role of branching actin networks
in motility. One important component of those models is the distribution of filament orientations
relative to the cell membrane. Two mean-field models previously proposed are generalized and
analyzed. In particular, we find that both models uniquely select for a dominant orientation pattern.
In the linear case, the pattern is the eigenfunction associated with the principal eigenvalue. In the
nonlinear case, we show there exists a unique equilibrium and that the equilibrium is locally stable.
Approximate techniques are then used to provide evidence for global stability.
1. Introduction. Actin is a protein involved in many cellular processes ranging
from regulating gene transcription to acting as a motor in cell motility [9]. It is one
of the most conserved proteins and is present in almost all eukaryotic cells. Actin
monomers polymerize into thin filaments which form highly branched networks near
the leading edge of motile cells [19]. While actin monomers will spontaneously poly-
merize in physiological conditions, inside these branched networks, new filaments are
generated by branching off of existing filaments [23]. New filaments are nucleated
by the actin related proteins 2 and 3 complex (Arp2/3). To maintain a consistent
supply of actin monomers, actin filaments are eventually severed and depolymerized.
Filament density is regulated by capping protein binding to the filament tips, ceas-
ing polymerization [7]. Combined with filaments growing by the addition of new
monomers, these processes create a dynamic network that serves as the engine in
certain types of cell motility [23, 25].
Any individual filament in an actin network can be partially characterized by the
angle between it and the normal direction of the membrane. One obvious question
is whether or not these angles form any regular pattern. While the question has not
been extensively studied experimentally, there is some evidence that the networks
indeed organize into regular patterns relative to the cell membrane [15, 32, 26, 30]. A
few models have been proposed to explain the existence of such patterns [15, 28, 31].
While these models have been numerically studied, there has been no rigorous work
proving the existence, uniqueness or stability of these solutions. This article presents
a few results that characterize the solutions to two equations modeling the angular
density of branching actin networks.
All of the models proposed to explain the orientation distribution have used a
continuum approximation. There is some question as to whether or not ignoring
the stochastic fluctuations of actin networks is justified [25]. However, none of the
models make specific predictions about the kinetics of network organization, and
there is currently no evidence that correlations between filaments lead to changes in
the equilibrium orientation pattern. For the rest of this article, we will assume the
approximation is justified and focus on long-time equilibrium behavior.
Some of the first few models to study orientation patterns in actin and similar
networks studied the existence and persistence of peaks in the orientation pattern
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[12, 17, 16]. The analysis was based on Fourier series and small perturbations which
greatly limited their generality. Their analysis led to the qualitative result that peaked
orientation patterns are likely to be observed. Similar methods have been used on
models of orientation and space [11, 5]. Stability analysis has also been done on
similar models, termed “ring models” in the neuroscience literature [4, 33].
The first model we consider here was proposed by Maly and Borisy [15]. Their
insight was that if filaments were capped at different rates based on the filament ori-
entation, filament branching and capping could generate stable orientation patterns.
The model they proposed takes into account branching and capping explicitly and
filament growth implicitly. New filaments branch off of existing filaments at a char-
acteristic angle ∼ 70◦ with some variance around that. We can write out a branching
kernel as a probability of a mother filament with angle θM having a branched daughter
filament with angle θD:
B(φ) = P(θD = θM − φ) (1.1)
Adding up the contribution of all filaments with density u(φ) gives the total branching
rate at angle θ:
BR(θ) ∝
∫
B(θ − φ)u(φ) dφ (1.2)
They also proposed that the capping rate was proportional to the amount of time the
filament would be not in contact with the leading edge, much like [18], but used the
capping function 1cos(θ) . The Maly and Borisy model only considered filaments growing
faster than the leading edge, i.e. filaments with orientation |θ| ≤ θcrit = arccos
[
v
vmax
]
where vvmax is the velocity of the leading edge relative to the maximum velocity of
filament growth. Combining the two terms gives the full equation:
u˙(θ, t) = λ
θcrit∫
−θcrit
B(θ − φ)u(φ) dφ− u(θ, t)
cos(θ)
(1.3)
where u˙ indicates the time derivative. The equation is defined on (−θcrit, θcrit)× R+
with absorbing boundary conditions.
Maly and Borisy performed two analyses on (1.3). The first analysis was to
approixmate solutions of (1.3) by solving the equation for two points in orientation
space. Solutions to the two-point approximation supported the argument that the
equation selected for a unique orientation ‘type’ that grew exponentially at the fastest
rate. The second analysis was to use numerical quadrature [3] to approximate the
eigenfunctions of the right-hand side of (1.3). However, the existence and uniqueness
of the eigenfunction solutions were never rigorously shown. They explained their
results by using an evolutionary selection metaphor. In this article, we show that
a version of (1.3) with stricter hypotheses on the capping rate uniquely selects for
a most ’fit’ orientation pattern with a fitness function defined on the unit ball of
orientation functions.
A very similar model was proposed by Weichsel and Schwartz [31] to explain both
the orientation patterns and the velocity of a growing actin network pushing against
a given force. There were two primary differences between their model and the Maly
2
and Borisy model. First, orientations were defined on the entire circle, S1. The second
difference was to normalize the total branching rate to the constant λ, which ensures
that solutions have bounded total density. The Weichsel and Schwartz model is:
u˙(θ, t) =
λ∫
S1
u(φ, t) dφ
∫
S1
B(θ − φ)u(φ, t) dφ− κ(θ)u(θ, t) (1.4)
where the capping rate is a constant plus a term proportional to the difference between
the velocity of the leading edge and a filament with a given orientation:
κ(θ) = k + c (vLE − v0 cos(θ))+ (1.5)
where vLE is the velocity of the leading edge, v0 is the rate of filament growth, and
(x)+ is the positive part of x.
Weichsel and Schwartz performed the same two analyses as in the Maly and Borisy
paper. They found that, for certain parameters, there were two equilibria in the two-
point approximation to (1.4), where one equilibrium is stable and the other is a saddle.
Finally, they used numerical techniques to calculate the equilibrium distributions.
The results in this article explicitly contradict their assertion of multiple equilibria,
but they show the local stability of a unique, positive equilibrium. However, it is
important to note that the equilibrium is unique for a fixed B and κ. Changing the
load force, concentrations of branching and capping proteins, or other experimental
manipulations could change the structure of the unique equilibrium.
The core tool used in this paper to prove the existence and uniqueness of a
principal eigenvalue is the Krein-Rutman theorem. The theorem is one of the key
tools in studying transfer and diffusion operators with applications in biology [22],
physics [10], and materials science [6]. The work presented here is relatively novel in
that we show the equivalence of the spectrum between our operator of interest and a
positive operator before using the Krein-Rutman theorem on the positive operator.
1.1. Definitions and Assumptions. The two equations we specifically analyze
are:
u˙(θ, t) = λ
(
B ? u
)
(θ, t)− κ(θ)u(θ, t) (1.6)
u˙(θ, t) =
b∫
u(ω, t) dω
(
B ? u
)
(θ, t)− κ(θ)u(θ, t) (1.7)
Equation 1.6 is our generalization of the Maly and Borisy [15] model, and equation
1.7 is our generalization of the Weichsel and Schwarz [31] model. Both equations are
defined on the circle S1 with B ≥ 0 being the branching kernel which generates new
filaments and κ(θ) > 0 being the variable capping rate which eliminates filaments.
The hypotheses on each function are relatively weak:
1. B is real, positive, symmetric C2 function with ‖B‖1 = 1.
2. κ is a real, strictly positive, symmetric C2 function
The assumptions are likely stronger than necessary, but generalizing the problem
is a question for further study. They also do not exactly capture the dynamics for
either paper. The first paper, by Maly and Borisy [15], would require an infinite
capping rate. However, as that is likely unphysical, the equations at hand should be
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sufficient. For Weichsel and Schwarz [31], the capping rate they used is continuous but
not differentiable. The primary role of the C2 hypothesis on B is to ensure compact-
ness, and weaker hypotheses should be quite feasible. Likewise, the C2 hypothesis is
stronger than necessary, but it simplifies the presentation. The smoothness hypothe-
ses are merely technical and should have no effect on the interpretation of the results
presented here.
In agreement with the paper [15], the first-order branching equation uniquely
selects for an optimal orientation pattern. However, the Weichsel and Schwarz paper
[31] suggests that there might be multiple equilibria. We show that the zeroth-order
branching equation also uniquely selects for a unique equilibrium orientation pattern.
The first two results characterize solutions to the first-order branching equation
(1.6). Theorem 2 shows that the spectrum of the operator defining (1.6) is dominated
by an isolated, simple principal eigenvalue with strictly positive eigenfunction. While
that eigenvalue may be positive or negative in general, long-time solutions to (1.6)
are therefore dominated by the exponential increase or decay of the principal eigen-
function. Proposition 8 says that for given B and κ, there exists only one λ such that
(1.6) has a non-trivial equilibrium.
The rest of the article is dedicated to analyzing (1.7). Proposition 13 gives the ex-
istence and uniqueness of a non-trivial equilibrium. Linear stability analysis combined
with Theorem 15 implies that the equilibrium is locally stable. Finally, numerical sim-
ulations and a perturbation analysis are performed to provide evidence that (1.7) is
globally stable.
2. First-order Branching. The first result uniquely characterizes the dynamics
of (1.6). Define A to be the linear operator on the right-hand side of (1.6):
A = λ
(
B ? u
)
(θ, t)− κ(θ)u(θ, t) (2.1)
For the sake of brevity, we will forego much discussion of the existence and unique-
ness of solutions to equation (1.6). It is known that a densely-defined resolvent positive
operator fulfills the Hille-Yosida conditions, which ensures unique, positive solutions
[1]. We will sketch a quick lemma showing that A is resolvent positive as it is illus-
trative of future techniques:
Lemma 1. A is a resolvent positive operator, i.e. there exists γ0 ∈ R such that
for all γ ∈ R where γ > γ0:
(γ −A)−1 ≥ 0 (2.2)
Proof. For the sake of this sketch, we will avoid the details regarding the under-
lying space A is defined on and will define inequalities pointwise. Choose γ0 = ρ(A).
Fix γ ∈ R where γ > γ0 and some positive function f ≥ 0. It suffices to show that
g ≥ 0 where g is:
(γ −A)−1f = g (2.3)
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Working things out, we can observe:
(γ −A)−1f = g ⇐⇒
f = (γ −A)g ⇐⇒
f = (γ + κ)g − B ? g ⇐⇒
f
γ + κ
= g − B ? g
γ + κ
Define Bγ = B?γ+κ . We can now use the Neumann series to finish the proof:
g = (1− Bγ)−1f ⇐⇒
g =
∞∑
k=0
Bkγf ≥ 0 (2.4)
The last inequality comes from our hypothesis that B ≥ 0.
The main result we are showing here is as follows:
Theorem 2. A has an isolated, algebraically simple principal eigenvalue with
positive eigenfunction.
To make things more readable, we will break the proof out into a number of
lemmas and combine them at the end. Much of the analysis in this section relies on
proving facts for A as an operator on the space L2 and generalizing to L1. Before
doing so, a quick lemma to ensure A is bounded on both spaces.
Lemma 3. A is a bounded linear operator on both L1 and L2.
Proof. By the hypothesis that B is bounded, we use Young’s inequality to observe:
‖B ? u‖1 ≤ ‖B‖∞‖u‖1
‖B ? u‖2 ≤ ‖B‖2‖u‖2 (2.5)
The convolution is therefore a bounded operator on both spaces. Since A is the sum
of the convolution and multiplication by a bounded function, we can conclude that A
is a bounded operator
A fact about B ? · we need:
Lemma 4. The operator (B ? u)(θ) is compact.
Proof. When we are considering the operator B ? · over L2, we can simply observe
that B(θ − ω) is a Hilbert-Schmidt kernel and that implies that the convolution is
compact. However, proving compactness over L1 is slightly more difficult. We will
use the Arzelà-Ascoli theorem to show that B?· maps bounded sequences to sequences
with a convergent subsequence.
Take a sequence of functions {fn}n∈N where ‖fn‖1 ≤ 1. Using Young’s inequality
as above, we obtain a uniform bound on ‖B ? fn‖∞:
‖B ? fn‖∞ ≤ ‖B‖∞‖fn‖1 ≤ ‖B‖∞ (2.6)
Since B ∈ C2, we know that ‖B′‖∞ <∞. We can again apply Young’s inequality to
show that the derivative of B ? fn is uniformly bounded:
‖(B ? fn)′‖∞ = ‖B′ ? fn‖∞ ≤ ‖B′‖∞‖fn‖1 ≤ ‖B′‖∞ (2.7)
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The (B ? fn)′ being uniformly bounded implies that {B ? fn} is uniformly Lipschitz.
That means that Arzelà-Ascoli holds and B ? · is compact.
Here, we should introduce a bit of notation to clarify which space we are con-
sidering when we talk about the spectrum of A. σ1(A) refers to the spectrum of A
over the space L1, and σ2(A) is the spectrum over L2. We can now state and prove
a lemma which characterizes the spectrum of A for much of the complex plane.
Lemma 5. All elements of σ1(A) and σ2(A) outside of the line −R(κ) = [− supκ,− inf κ]
are eigenvalues.
Proof. This result holds equally for all the Lp spaces. I will prove the result for L1.
The argument holds by simply replacing the metric ‖·‖1 with ‖·‖p. The eigenfunctions
over L1 are bounded, so are in all of the Lp spaces. Fix a number µ ∈ σ1(A) with
µ /∈ [− supκ,− inf κ] and in either the continuous spectrum or the point spectrum.
Since µ is not in the residual spectrum, we have a sequence {un}n∈N ⊂ L1 with ‖un‖1
such that:
lim
n→∞ ‖(A− µI)un‖1 = 0
By invoking the compactness of B?· from the previous step, there exists a subsequence
unk such that:
0 = lim
k→∞
‖(A− µI)unk‖1 = lim
k→∞
‖(B ? unk)(θ)− (κ(θ) + µ)unk(θ)‖1
= lim
k→∞
‖v(θ)− (κ(θ) + µ)unk(θ)‖1
where v is the limit of B ? unk . By hypothesis, κ(θ) + µ 6= 0, so
1
κ(θ) + µ
is bounded.
We now have that:
lim
k→∞
unk(θ) =
v(θ)
κ(θ) + µ
= w(θ)
almost everywhere. By the fact that B ? · is closed, (B ? w)(θ) = v(θ). Applying the
above identities shows that Aw = µw. Finally, observe that w ∈ L∞ since:
w =
B ? w
κ+ µ
(2.8)
B ? w is bounded by Young’s inequality and 1
κ(θ) + µ
is bounded by hypothesis.
We can show an even stronger correspondence between σ1(A) and σ2(A).
Lemma 6. The spectra σ1(A) and σ2(A) are equal outside of [− supκ,− inf κ].
Proof. To show this, we will consider the spectrum in three parts, the point
spectrum, the continuous spectrum, and the residual spectrum. Any eigenvalue of
A on L2 is an eigenvalue on L1 by the inclusion L2 ⊂ L1. The reverse inclusion
comes from the fact that all of the eigenvalues over L1 outside of [− supκ,− inf κ]
are in L∞ ⊃ L2. We now have that the two point spectrums are equal. The result
in step 3 implies that there is no elements of the continuous spectrum outside of
[− supκ,− inf κ], which implies the continuous spectrums are equal. All that remains
is to show that A has no residual spectrum on either L2 or L1.
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The natural embedding of Lq into Lp where 1 ≤ p < q ≤ ∞ is a dense embedding.
Continuous functions are dense in L1 as can be seen by approximating simple functions
by continuous functions. Since continuous functions are in L∞, that implies L∞ is
dense in L1. By the inclusion Lq ⊂ L1, continuous functions are dense in Lq for all
1 < q ≤ ∞.
The last step remains to show that A has no residual spectrum over neither L2
nor L1. By self-adjointness, A has no residual spectrum over L2. The fact that A has
no residual spectrum over L1 follows immediately from the density of the embedding
L2 in L1. We know that A − µI has dense range in L2 for all µ ∈ C whenever µ is
not an eigenvalue. Assume µ is not an eigenvalue, the dense embedding and A − µI
having dense range in L2 implies that A − µI
∣∣∣
L2
is dense in L1. That implies that
A− µI
∣∣∣
L1
is dense in L1 and that µ is not in the residual spectrum.
Moving away from the operator theory world for a moment, we need a more set
theoretic lemma for proving that the principal eigenvalue is simple.
Lemma 7. For any given kernel B, there exists n such that
(
Bγ
)n
is strongly
positive, i.e.:
u ≥ 0 =⇒
(
Bγ
)n
u > 0
whenever u ≥ 0 is a continuous function not uniformly zero and γ > − inf κ.
Proof. We are only concerned with whether or not
(
Bγ
)n
is positive and not
on the specific value of
(
Bγ
)n
, so it is sufficient to show the result for Bn where
Bu = B ? u. Define Σ to be the σ−algebra associated with the Lebesgue measure on
S1. We can define the set mapping T : Σ→ Σ as:
TΩ = supp{B ? 1Ω} (2.9)
where Ω ∈ Σ. Choose some open interval (y − δ, y + δ) ⊂ supp{B} for y 6= 0,
y ∈ R\Q. Assume Ω contains an open interval (x− ε, x+ ε). Observe that for every
z ∈ (x+ y − δ, x+ y + δ):
B ? 1Ω(z) =
∫
B(z − s)1Ω(s) ds ≥
x+ε∫
x−ε
B(z − s) ds =
y+ε∫
y−ε
B
(
(z − x+ y)− s′
)
ds′ > 0
(2.10)
The above argument also holds for z ∈ (x − y − δ, x − y + δ). Notice that while
the existence of the interval was used in the above calculation, there is no explicit
dependence on ε beyond that ε > 0. Iterating T , we can observe that:
T 2nΩ ⊂ ∪0≤j≤n
(
(x+ 2jy − δ, x+ 2jy + δ) ∪ (x− 2jy − δ, x− 2jy + δ)
)
(2.11)
By the fact that x+ 2y is an irrational rotation, {x+ 2jy}j∈N is dense in S1 and the
sets {(x+ 2jy− δ, x+ 2jy+ δ)}j∈N form an open covering of S1. The compactness of
S1 implies that there exists n ∈ N such that S1 ⊂ ∪1≤j≤n(x+ 2jy − δ, x+ 2jy + δ).
Rotational symmetry in S1 implies that n has no dependence on x. Fix some function
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u ∈ C(S1) with u ≥ 0 and u not uniformly zero. We can set Ω = supp{u} and observe
Ω contains an open interval containing some x′. The above discussion implies:
T 2nΩ ⊃ ∪1≤j≤n(x′ + 2jy − δ, x′ + 2jy + δ) ⊃ S1 (2.12)
The above set relation implies B2nu > 0.
We can now show the main result of this section, Theorem 2.
Proof. Since A is self-adjoint, we know the spectrum over L2 is bounded by the
eigenvalue µ0:
µ0 = sup
‖u‖2=1
〈Au, u〉 (2.13)
By lemma 5, we know that µ0 is an eigenvalue as long as µ0 > − inf κ. It suffices to
show there exists u ∈ L2 such that:
〈Au, u, 〉+ inf κ〈u, u〉 > 0 (2.14)
By the continuity of κ and compactness of the circle, κ(θ)− inf κ = 0 for at least one
θ. For the sake of notation, define g(θ) = κ(θ)− inf κ.
Observe that for any function of the form u(θ) = c + f(θ) ≥ 0 with c, f(θ) ≥ 0
where
∫
S1
u(θ) = 1:
〈B ? u, u〉 =
∫∫
S1S1
B(θ − ω)(c+ f(ω)) dω(c+ f(θ)) dθ
≥ c
∫∫
S1S1
B(θ − ω)(c+ f(θ)) dω dθ = c
since f(θ) ≥ 0 and ∫ B = 1. Without loss of generality, assume g(0) = 0. By our
hypothesis that κ is C2 and 0 is a local minima, we have the inequality:
g(θ) = g(θ)− g(0) ≤ Q|θ − 0|2 = Qθ2 (2.15)
where Q = sup |g′′|. Define fε as:
fε =
1[−ε,ε]
2ε
where 1 is the usual indicator function. Note that
∫
f = 1. We now have the two
relations: ∫
S1
fε(θ)g(θ) dθ =
ε∫
−ε
fε(θ)g(θ) dθ ≤ 2
ε
ε∫
0
Qθ2 dθ = Q
2ε2
3
∫
S1
fε(θ)
2g(θ) dθ =
ε∫
−ε
fε(θ)
2g(θ) dθ ≤ 2
ε2
ε∫
0
Qθ2 dθ = Q
2ε
3
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Combining those relations gives:
〈g(c+ fε), (c+ fε)〉 =
∫
S1
g(θ)(c+ fε(θ))
2 dθ
=
∫
S1
g(θ)
(
c2 + 2cfε(θ) + fε(θ)
2
)
dθ ≤ Rc2 + cQ4ε
2
3
+Q
2ε
3
where R =
∫
g(θ) dθ.
First, assume R ≥ 2pi and Q ≥ 1. Fix c = 12R , ε = 14RQ and c′ = 1 − 2pic < 1.
Fix u = c+ c′fε. Putting all of the above together gives:
〈Au+ (inf κ)u, u〉 = 〈B ? (c+ c′fε), c+ c′fε〉 − 〈g(c+ c′fε), c+ c′fε〉
≥ c−Rc2 − cc′Q4ε
2
3
− c′2Q2ε
3
≥ 1
2R
− R
4R2
− Q
R
2ε2
3
−Q2ε
3
≥ 1
4R
− Q
3R
1
8R2Q2
− Q
6RQ
≥ 1
4R
− 1
24R
− 1
6R
=
1
24R
> 0
If R < 2pi, then set c = 12pi and c
′ = 0. If R ≥ 2pi and Q < 1, set c and c′ as above
and ε = 14R . That shows we have constructed such a u and maxσ2(A) > − inf κ.
Now that we have a principal eigenvalue, to show that it is isolated, take a se-
quence µj → µ0 with associated eigenfunctions uj . Choose a subsequence such that
B ? ujk is convergent:
0 = lim
k→∞
‖B ? ujk − B ? ujk+1‖2
= lim
k→∞
‖(κ+ µjk)ujk − (κ+ µjk+1)ujk+1‖2
= lim
k→∞
‖(κ+ µ0)(ujk − ujk+1)‖2
≤ lim
k→∞
(inf κ+ µ0)‖ujk − ujk+1‖2 = (inf κ+ µ0)
√
2 > 0 (2.16)
since uj and ujk are orthogonal and µ0 > − inf κ.
The last thing to show is that the eigenvalue is simple with positive eigenfunction.
From the existence of an eigenvalue for A, we know that the following eigenvalue
equation has at least one solution:
B ? u
κ+ µ0
= u (2.17)
Bµ0u =
B?u
κ+µ0
is obviously a positive and compact operator on the Banach space of
continuous functions. The Krein-Rutman theorem implies that Bµ0 has an eigenvalue
equal to its spectral radius. Assume that spectral radius ρ(Bµ0) > 1:
B ? u
κ+ µ0
= ρ(Bµ0)u ⇐⇒
B ? u− (κu+ µ0)u = (ρ(Bµ0)− 1)(κ+ µ0)u ⇐⇒
Au− µ0u = (ρ(Bµ0)− 1)(κ+ µ0)u (2.18)
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That last equality implies:
〈Au− µ0u, u〉 = (ρ(Bµ0)− 1)〈(κ+ µ0)u, u〉 > 0 (2.19)
in contradiction to our definition of µ0. Therefore, ρ(Bµ0) = 1, and there exists a
positive u that solves (2.17).
Now it remains to show that the eigenvalue is simple. The Krein-Rutman theorem
implies that it is sufficient to show that
(
Bµ0
)n
is strongly positive for some n. That
is shown in Lemma 7. With Lemma 7, we have that
(
Bµ0
)n
is a strongly positive
operator with leading eigenvalue 1. Since Bµ0 and
(
Bµ0
)n
have the same eigenvalues,(
Bµ0
)n
having a simple leading eigenvalue implies the leading eigenvalue of Bµ0 is
also simple.
Another small proposition to characterize solutions to (1.6):
Proposition 8. Given B and κ, there exists precisely one λ such that (1.6) has
a stable, non-trivial equilibrium. Define the operator Aλ as:
Aλu = λB ? u− κu
Define the related operator and inner product spaces:
A′u =
B ? u
κ
〈f, g〉κ =
∫
S1
f(θ)g(θ)κ(θ) dθ
We can now prove the result.
Proof. Observe A′ is self-adjoint with respect to 〈·, ·〉κ. Also, we have the relation
between Aλ and A′:
〈Aλu, u〉 =
∫∫
S1S1
λB(θ − ω)u(ω) dω u(θ)− κu(θ)2 dθ
=
∫∫
S1S1
λ
B(θ − ω)
κ(θ)
u(ω) dω u(θ)κ(θ) dθ −
∫
S1
u(θ)2κ(θ) dθ
= λ〈A′u, u〉κ − 〈u, u〉κ
From the proof of Theorem 2, we have that A′ has a simple principal eigenvalue,
µ′0 > 0. We know that µ0 and µ′0 can be defined by the following:
µ0 = sup
‖u‖2 6=0
〈Au, u〉
〈u, u〉 and µ
′
0 = sup
〈u,u,〉κ 6=0
〈A′u, u〉κ
〈u, u〉κ (2.20)
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There is a relationship between the sign of µ0 and µ′0:
sign[λµ′0 − 1] = sign
[
sup
〈u,u〉κ 6=0
λ〈A′u, u, 〉κ − 〈u, u, 〉κ
〈u, u〉κ
]
= sup
〈u,u〉κ 6=0
[
sign
λ〈A′u, u, 〉κ − 〈u, u, 〉κ
〈u, u〉κ
]
= sup
‖u‖2 6=0
[
sign
〈Aλu, u〉
〈u, u〉
]
= sign
[
sup
‖u‖2 6=0
〈Aλu, u〉
〈u, u〉
]
= sign[µ0] (2.21)
The argument holds since 〈u,u〉κ〈u,u〉 > 0 by hypothesis of the supremum and does not
change the sign of the argument. We know that (1.6) has a non-trivial equilibrium if
and only if Aλ has a zero eigenvalue. That equilibrium is stable if and only if all of
the other elements of the spectrum have negative real part. That is the case if and
only if the zero eigenvalue is the largest eigenvalue, i.e. µ0 = 0. The calculation above
therefore implies there exists only one λ where (1.6) has a stable equilibrium since
there is only on λ such that µ0 = λµ′0 − 1 = 0.
3. Zeroth-order Branching.
3.1. Existence of Solutions. Proving the existence of solutions to (1.7) does
not require any sophisticated machinery. Define G(u) to be the nonlinear operator
that defines the dynamics of (1.7). First, to show local existence, we need that G is
locally Lipschitz:
Lemma 9. G is locally Lipschitz for all u ∈ L1 where u ≥ 0.
Proof. The derivative of G is equal to:
DGu(v) =
(B ? v)(θ)∫
S1
u(ω) dω
− κ(θ)v(θ)−
∫
S1
v(ω) dω
(B ? u)(θ)(∫
S1
u(ω) dω
)2 (3.1)
Fix ε < ‖u‖12 . For all v ∈ B(u, ε), the L1-norm ball around u, we have the following
inequality:
‖DGv‖op ≤
‖v‖1
‖u‖1 − ε + supκ‖v‖1 +
‖v‖21
(‖u‖1 − ε)2 (3.2)
The above lemma with the standard Picard-Lindelöf argument is sufficient to
show local existence on L1 × R+. To show global existence, we need to show that
G(u) is uniformly Lipschitz on its domain. Define the closed set U(c, c′) to be:
U(v) := {v ∈ L1 : v(θ) ≥ 0 and 0 < c ≤ ‖v‖1 ≤ c′ <∞}
Lemma 10. G is uniformly Lipschitz on U(c, c′) for every 0 < c < c′ <∞.
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Proof. It is easy to see that a coarse estimate for the supremum of the operator
norm is:
‖DGu‖op ≤ 2
c
+ ‖κ‖∞
which implies that G is Lipschitz on U(c, c′).
Global existence for all t ≥ 0 can be shown by observing that solutions with
positive, integrable initial data stay in U(c, c′) for some c, c′.
Lemma 11. Given initial data v(θ) ≥ 0, v ∈ L1, there exists 0 < c < c′ < ∞
such that solutions to (1.7) stay in U(c, c′)
Proof. It is obvious that solutions with positive initial data remain positive.
Simply observe for any angle θ? with u(θ?, t) = 0 where u(·, t) ≥ 0:
u˙(θ, t) = (B ? u)(θ, t)− κ(θ)u(θ, t) = (B ? u)(θ, t) ≥ 0 (3.3)
It is also straightforward to show that there exists c and c′ for the definition of U .
First, observe that
∂
∂t
∫
u(θ, t) dθ = λ0 −
∫
κ(θ)u(θ, t) dθ (3.4)
The mean value theorem gives:
(inf κ)
∫
u(θ, t) dθ ≤
∫
κ(θ)u(θ, t) dθ ≤ (supκ)
∫
u(θ, t) dθ (3.5)
We can then write out explicit expressions for c and c′:
c = min
{∫
u(θ, 0) dθ,
λ0
supκ
}
c′ = max
{∫
u(θ, 0) dθ,
λ0
inf κ
}
(3.6)
Picard-Lindelöf argument is now sufficient to show global existence, and we have
the following result, stated without proof:
Proposition 12. Given initial data v(θ) ≥ 0, v(θ) ∈ L1. There exists u(θ, t)
defined on L1 × R+ where u(θ, 0) = v(θ) and ∂∂tu(θ, t) = G(u(θ, t))
3.2. Existence of a Unique Equilibria. The first result is an existence result:
Proposition 13. A function u ∈ L1 is an equilibrium of equation (1.7) if and
only if it is a solution to the eigenvalue problem:
B ? u
κ(θ)
= µu(θ) (3.7)
where µ 6= 0 and ∫
S1
u(ω) dω 6= 0. Proposition 13 is in contradiction to the hypothesis
in [31] that there are multiple equilibrium solutions to (1.7).
Proof. Assume you have an equilibrium u ∈ L1 with ∫ u(ω) dω 6= 0, i.e. G(u) = 0.
We know that:
(B ? u)(θ)∫
S1
u(ω) dω
− κ(θ)u(θ) = 0
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Simple algebra gives:
(B ? u)(θ)
κ(θ)
=
∫
S1
u(ω) dω u(θ)
That implies u is an eigenfunction with eigenvalue
∫
u(ω) dω 6= 0. For the other
direction, assume that we have:
B ? u
κ
= µu
and the listed hypotheses above. Simple algebra again:
B ? u− µκu = 0
Assume
∫
S1
u(ω) dω = 1. This is justified as long as
∫
S1
u(ω) dω 6= 0.
The existence of at least one positive eigenfunction with non-zero integral is en-
sured by the Krein-Rutman theorem as in Theorem 2. v = µ0u0 is now an equilibrium
to (1.7). Lemma 7 ensures that u > 0. By the self-adjointness of A′, we have the all
eigenfunctions uk 6= u0 are orthogonal to u0:
0 = 〈u0, uk〉κ =
∫
S1
u0(θ)uk(θ)κ(θ) dθ
However, we know that κu0 > 0. That implies the above can only be true if uk ≡ 0
almost everywhere or uk is negative on some set with non-zero measure.
3.3. Local Stability. The next result implies stability of (1.7) in a local sense.
Before the proof, a quick, basic lemma from complex analysis:
Lemma 14. Assume x ∈ R and 0 < x ≤ y. There exists a real function β(α, y) >
0 for α 6= 0 ∈ R such that:
1
|x+ iα| ≤
1
x+ β
(3.8)
Proof. Direct calculation shows:
1
|x+ iα| ≤
1
x+ β
⇐⇒
(x+ β)2 ≤ x2 + α2 ⇐⇒
0 ≤ x2 + α2 − (x+ β)2 ⇐⇒
0 ≤ α2 − β2 − 2xβ (3.9)
Choosing β(α, y) = min
{
1, α
2
1+2y
}
completes the proof.
Theorem 15. The spectral bound of the linearization around u0, the equilibrium
of (1.7), is strictly less than zero. Define the spectral bound to be:
s(D) = sup{<µ : µ ∈ σ(D)} (3.10)
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We will show that the right half of the complex plane is contained in the resolvent.
Define D = DGu0 . For these purposes, we will only consider D as an operator over
L2, but the results are immediately generalizable to L1 using the techniques in the
proof of Theorem 2. For all γ such that <γ ≥ 0 and γ 6= 0, the proof will consist of
constructing a Neumann-type series and showing the series converges to a bounded
operator. The proof is completed by showing 0 /∈ σ(DGu0).
Lemma 16. The line γ ∈ R : γ > 0 is in ρ(D).
Proof. First, fix γ > 0 with γ ∈ R. We can solve explicitly for the resolvent. Fix
f in L2 and assume there exists v such that:
Av − γv = f (3.11)
We will derive a Neumann-type series to show the existence of such a v. Expanding
out D and rearranging gives:
v − B ? v
κ+ γ
= − f
κ+ γ
(3.12)
From previous results, it is easy to see that:
r
( B?
κ+ γ
)
< r
(B?
κ
)
= 1 (3.13)
where r(·) is the spectral radius. Define Bγ = B?κ+γ . The usual Neumann series gives
us the explicit form for (A− γ)−1:
v = −
∞∑
j=0
Bjγ
f
κ+ γ
(3.14)
The convergence of the above series implies that (D−γ)−1 is a bounded operator and
γ ∈ ρ(D), the resolvent.
The above argument holds equally well for γ ∈ C where <γ ≥ 0 and γ 6= 0.
Lemma 17. The set γ ∈ C : γ 6= 0and<γ ≥ 0 is in ρ(D).
Proof. Equation (3.12) is equally valid for complex γ. Assume <γ ≥ 0 and γ 6= 0.
In order to show that (3.14) still holds, we need to show that the spectral radius is
strictly less than one. Using Lemma 14, we can provide a bound on the numerical
radius n(·):
n(Bγ) = sup
‖v‖2=1
|〈Bv, v〉| = sup
‖v‖2=1
∣∣∣∣∫ (B ? v)(θ)κ(θ) + γ v(θ) dθ
∣∣∣∣
≤ sup
‖v‖2=1
∫ |(B ? v)(θ)v(θ)|
|κ(θ) + γ| dθ
≤ sup
‖v‖2=1
∫ |(B ? v)(θ)v(θ)|
κ(θ) + β
dθ < 1 (3.15)
The Neumann series in equation (3.14) therefore converges and γ ∈ ρ(D) for all γ 6= 0
where <γ ≥ 0.
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The last remaining case to prove is that 0 ∈ ρ(D).
Lemma 18. 0 ∈ ρ(D)
Proof. Assume 0 ∈ σ(DGu0). That would imply that:
B ? v − κv =
(∫
v(ω) dω
)
κu0 (3.16)
The nullspace of the left hand side is spanned by u0. Since v = u0 does not solve
the equation, we must have
∫
v 6= 0. However, the Fredholm alternative states that
the above is only solvable if the right hand side is perpendicular to u0. As κu0 is not
perpendicular to u0, the equation is not solvable.
Combining the three lemmas proves Theorem 15.
4. Approximate Methods. The stability result in Theorem 15 is a local result,
so approximate methods were used to characterize the global behavior of (1.7). First, a
set of numerical simulations were performed that showed global exponential stability.
Then, we present a perturbation expansion that provides evidence towards global
stability along with a discussion of the limitations of the perturbation.
4.1. Numerical Simulations. The two branching kernels were:
B1(θ) =
φ(θ + pi2 ) + φ(θ − pi2 )
2
and
B2(θ) ∝
{
1− θ6 + 3θ4 − 3θ2 if |θ| < 1
0 if |θ| ≥ 1 (4.1)
where B2 was normalized to have integral one and φ(θ) was a von Mises distribution:
φ(θ) =
exp
[
σ−2 cos(θ)
]
2piI0(σ−2)
(4.2)
where σ = 7pi180 . B1 was based on the branching kernels used in [15] and [31]. Those
two papers used truncated Gaussian distributions centered around ±70◦. Here, the
von Mises distribution was used to avoid truncating the Gaussian or using the more
complicated, formally correct wrapped Gaussian distribution. Also, the offset of ±pi2
was used to simplify the radians conversion. Finally, the constant σ was chosen to be
in line with previous numerical studies [28, 27, 31]. Both branching kernels were C2
and symmetric.
The two capping functions used were:
κ1(θ) = 1− 1
2
cos(θ) and κ2(θ) = 1 +
3
4
cos(4θ2) (4.3)
The first capping function, κ1 was based upon [31], and the second was chosen to
have multiple minima and maxima and non-uniform oscillations.
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Figure 4.1. The plots here show the equilibrium distributions calculated using the method in
section B for the four systems. A) B1 and κ1, B) B1 and κ2, C) B2 and κ1, and D) B2 and κ2.
Finally, the four initial conditions chosen were:
u1(θ) = 1 u2(θ) =
1∣∣θ − pi3 ∣∣1/2
u3(θ) = 1( 7pi8 ,pi)
+ 1(− 3pi4 ,− 2pi3 ) u4(θ) =
{
− θpi if θ < 0
1− θpi if θ ≥ 0
(4.4)
They were chosen to include a mix of symmetric, non-symmetric, smooth and non-
smooth functions. Also, u2 was chosen so that u2 ∈ (L1\L2).
The first calculations run were to estimate the equilibrium distribution using the
method in section B. The method was iterated until the ‖ · ‖1 difference between
successive iterations was less than double precision. The equilibrium distribution
appeared to have a qualitatively stronger dependence on κ than on B as can be seen
in Figure 4.1.
All of the simulations run converged (asymptotically) exponentially to the equi-
librium. The equilibrium was calculated by iterating A′ as outlined in the following
section. Figure 4.2 shows the L1 distance between the simulation result and the cal-
culated equilibrium on a log scale. The log scale was used to make the graphs legible
and to show the exponential convergence. Moreover, all of the initial conditions ap-
pear to asymptotically converge at the same rate. That gives evidence that solutions
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Figure 4.2. The observed L1 distances from equilibrium as a function of time are plotted here
on a log scale. The four lines on each plot each correspond to the solution starting with a different
initial condition. A) B1 and κ1. B) B1 and κ2. C) B2 and κ1. D) B2 and κ2.
are globally exponentially stable. The simulations provide evidence for exponential
stability with some constant determined solely by B and κ.
4.2. Perturbation Expansion. The last approximate technique we will use is
to study the perturbation expanion of the zeroth-order branching equation. For this
section, we will again consider functions u ∈ L1. However, we will again appeal to
Hilbert space techniques when necessary.
Assume that the capping function can be written out as:
κ(θ) = c+ εφ(θ) (4.5)
where φ is smooth, has integral zero, and reasonably small so that εφ is close to zero.
The equation of motion is thus:
u˙(θ, t) =
(
B ? u
)
(θ, t)∫
u(ω, t) dω
− (c+ εφ(θ))u(ω, t) (4.6)
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For the Cauchy problem with u(θ, 0) = u?(θ), we will look for solutions of the form:
u(θ, t) =
∞∑
j=0
εjuj(θ, t) (4.7)
with the initial conditions u0(θ, 0) = u? and uj(θ, 0) = 0 for all j ≥ 1. Showing that
both u0 and u1 converge to the equilibribium defined in equation (3.7) provides some
evidence for the stability of the full equation.
First, we will calculate the first couple of terms of the equilibrium using equation
(3.7): (
B ? w
)
(θ)
1 + εφ(θ)
= µw(θ) (4.8)
where we have the two expansions:
w(θ) =
∞∑
j=0
εjwj(θ) µ =
∞∑
j=0
εjµj (4.9)
Expanding out the terms in (4.8) gives: ∞∑
j=0
(−εφ)j
cj+1
 ∞∑
j=0
εjB ? wj
 =
 ∞∑
j=0
εjµj
 ∞∑
j=0
εjwj

∞∑
j=0
εj
j∑
k=0
(−φ)k
ck+1
B ? wj−k =
∞∑
j=0
εj
j∑
k=0
µjwj−k (4.10)
The first term (ε0) is simply the eigenproblem for the unperturbed problem:
B ? w0 = cµ0w0 (4.11)
The only positive solution of the above is µ0 = 1c and w0 constant. Since we know
the equilibrium has the same integral as the eigenvalue, we know that w0 = 1c2pi . The
ε1 term gives:
B ? w1
c
− φB ? w0
c2
= µ0w1 + µ1w0 (4.12)
Filling in the known quantities and rearranging gives:
B ? w1 − w1 = φ
c
+
µ1
2pi
(4.13)
The left hand side is a self-adjoint Fredholm operator with nullspace spanned by the
constant function, w0. By the Fredholm alternative, we know that (4.13) is solvable
if and only if the right hand side is orthogonal to w0, i.e. φ(θ) + µ12pi has integral zero.
To have integral zero, we know that µ1 = − 2pic
∫
φ(ω) dω = 0.
We can write out w1 in terms of the Neumann series. By hypothesis, φ is bounded,
and therefore φ ∈ L2. We know that B? has operator norm strictly less than one on
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the space of functions orthogonal to w0: {w0}⊥ ( L2, which implies the Neumann
series converges in L2 norm:
w1 =
∞∑
j=0
Bjφ (4.14)
where Bu = B ? u and Bj+1u = B ?Bju. The above expansion implies that ∫ w1 = 0.
We know that
∫
Bu =
∫
u which gives:∫ n∑
j=0
(
Bjφ
)
(θ) dθ = 0 (4.15)
Since norm convergence implies weak convergence, we can finish the proof by observ-
ing:
lim
n→∞
∫
w1 −
∫ n∑
j=0
Bjφ = lim
n→∞
〈
w1(θ)−
n∑
j=0
Bjφ, 1
〉
= 0 (4.16)
We can now consider the dynamics. We can write out (4.6) in terms of our power
series:
∞∑
j=0
εj u˙j(θ, t) =
1∑∞
j=0 ε
j
∫
uj(ω, t) dω
∞∑
j=0
εj
(
B ? uj
)
(θ, t)
− (c+ εφ(θ))
∞∑
j=0
εju(θ, t) (4.17)
A formal treatment of the integrand could be considered, but without confidence of
convergence, that seems unnecessary. We are only calculating u0 and u1, so we will
ignore terms of o(ε2) or higher in the integrand:
∞∑
j=0
εj u˙j(θ, t) =
 ∞∑
j=0
(−ε ∫ u1(ω, t) dω)j(∫
u0(ω, t) dω
)j+1
 ∞∑
j=0
εj
(
B ? uj
)
(θ, t)

−
(
c+ εφ(θ)
) ∞∑
j=0
εjuj(θ, t) (4.18)
The above equation allows us to solve for the first two terms of the perturbation
expansion.
The equation for the first term u0(θ, t) from the ε0 expansion is:
u˙0(θ, t) =
(
B ? u0
)
(θ, t)∫
u0(ω, t) dω
− u0(θ, t) (4.19)
We can explicitly solve for the time-dependent total density by observing:
∂
∂t
∫
u(ω, t) dω = 1−
∫
u(ω, t) dω (4.20)
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Solving the above gives: ∫
u(ω, t) dω = 1 +A exp[−t] (4.21)
where A =
∫
u?(ω) dω. Substituting in to (4.19) gives:
u˙0(θ, t) =
(
B ? u0
)
(θ, t)
1 +A exp[−t] − u0(θ, t) (4.22)
The right hand side of the above clearly depends upon the denominator 1 +A exp[−t]
continuously in almost any operator topology. Since we are primarily concerned with
the asymptotic dynamics, it is sufficient to show that the asymptotic equation con-
verges:
u˙0 = B ? u0 − u0 (4.23)
From the results in Theorem 2, we know that the above equation converges to a
multiple of the principal eigenfunction w0. Equation (4.21) implies that the total
density is equal to 1c and u0(θ, t)→ w0(θ) in norm as was required.
The second term of the expansion (ε1) is slightly more complicated:
u˙1(θ, t) =
(
B ? u1
)
(θ, t)∫
u0(ω, t) dω
−
∫
u1(ω, t) dω(∫
u0(ω, t) dω
)2(B ? u0)(θ, t)− u1(θ, t)− φ(θ)u0(θ, t)
(4.24)
Substituting in known quantities gives:
u˙1 =
B ? u1
1 +A exp[−t] −
∫
u1
(1 +A exp[−t])2B ? u0 − u1 − φu0 (4.25)
We can now solve for the integral of u1:
∂
∂t
∫
u1 =
∫ B ? u1
1 +A exp[−t] −
∫
u1
1 +A exp[−t] −
∫
u1 −
∫
φu0
= −
∫
u1 −
∫
φu0 (4.26)
That gives the explicit solution:
∫
u1(ω, t) dω = − exp[−t]
t∫
0
exp[s]
∫
φ(ω)u0(ω, t) dω ds (4.27)
Weak convergence of u0 → w0 is sufficient to show that
∫
u1 → −
∫
φ. Substituting
the asymptotic forms into (4.24) similar to the first term gives:
u˙1 = B ? u1 − u1 +
∫
φ− φ
2pi
(4.28)
asymptotically. Finally, to show convergence, we can write u1 as:
u1(θ, t) = w1(θ) + (θ, t) (4.29)
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where (θ, 0) = −w1(θ). Putting that form into (4.28) gives:
˙ = B ? −  (4.30)
Inspection of (4.13) shows that w1(θ) is bounded and is therefore in L2. Since B?u−u
has the Fourier eigenpairs {(γn, 1√2pi exp[−inθ])}n∈N as an orthonormal basis, we can
write the L2 norm of ε as:
‖(θ, t)‖22 =
∑
n∈N
exp[γnt]|wˆ1(n)|2 (4.31)
where wˆ1(n) is the n’th Fourier component of w1(θ). We know that γn < 0 for all
n > 01 and supn≥1 γn < 0. Combining those facts with the fact that wˆ1(0) = 0
because
∫
w1 = 0 gives:
‖(θ, t)‖22 =
∑
n≥1
exp[γnt]|wˆ1(n)|2 ≤ exp
[(
sup
n≥1
γn
)
t
]∑
n≥1
|wˆ1(n)|2 (4.32)
That implies that u1(θ, t)→ w1(θ) asymptotically exponentially.
We have now shown that the first two components of the perturbation expansion
of (4.6) converge to an equilibrium. Calculating further terms would not provide any
additional insight as the estimate from equation (4.10) gives a worse estimate after the
first order. Recall from the proof of Proposition 13 that the integral of the equilibrium
w has to be equal to the eigenvalue µ. However, it is easy to observe that the argument
showing that
∫
w1 = holds for all wj , which implies that
∫ ∑k
j=0 ε
jwj =
1
c for all k.
However,
∑k
j=0 ε
jµj 6= µ0 = 1c for all k ≥ 2. We can show that by caclulating the
second term in the perturbation expansion.
Using equation (4.10), we can gather the ε2 terms:
1
c
B ? w2 − φ
c2
B ? w1 + φ
2
c3
B ? w0 = µ0w2 + µ1w1 + µ2w0 (4.33)
Observe that B ?w1 = w1 + φc , and filling in other known quantities gives the relation:
1
c
(B ? w2 − w2) = φ
c2
B ? w1 − φ
2
c3
+ µ2w0
B ? w2 − w2 = φ
2
c2
− φ
2
c2
+
φw1
c
+
µ2
2pi
B ? w2 − w2 = φw1
c
+
µ2
2pi
(4.34)
It is obvious that µ2 = 0 ⇐⇒
∫
φw1 = 0. However, we can observe that:∫
φw1
c
=
∫
φ (B− I)−1 φ
c
=
〈
φ, (B− I)−1 φ
c
〉
=
〈
(B− I)w1, (B− I)(B− I)−1w1
〉
=
〈
(B− I)w1, w1
〉
(4.35)
1the γn’s are real since B is symmetric.
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by observing that (B− I)w1 = φc . We can use the Cauchy-Schwarz inequality to show:
〈Bw1, w1〉 − 〈w1, w1〉 ≤ ‖Bw1‖2‖w1‖2 − ‖w1‖22 < 0 (4.36)
The last inequality comes from the fact that ‖Bf‖2 ≤ ‖B‖‖f‖2 = ‖f‖2 and that
equality holds if and only if f ≡ C.
An explicit example can give insight into the non-convergence discussed in the
previous paragraph. Assume B = 12pi and κ = 1 + εφ where |εφ| < 1. It is easy to see
that the principal solution to (4.8) is w = 11+εφ and µ =
∫
1
1+εφ . Moreover, we have
the exact expansion in ε:
w =
∞∑
j=0
εjwj =
∞∑
j=0
ε2(−φ)j (4.37)
By our hypothesis |εφ| < 1, we know the above converges. It is easy to see that:
(B− I)−1φ = −
∞∑
j=0
Bjφ = −φ (4.38)
which is the exact solution for the first term of the asymptotic expansion. However,
the second term gives an incorrect solution:
(B− I)−1
(
φ2 −
∫
φ2
)
=
∞∑
j=0
B
(∫
φ2 − φ2
)
=
∫
φ2(ω) dω − φ2(θ) 6= φ2(θ) (4.39)
Further terms would show the same difficulty.
5. Conclusions. The results presented here provide a reference point for future
work on the orientation patterns of branching actin networks. Given the current
models, it would seem that factors external to the actin network determine the dis-
tinct orientation patterns observed in experiment. In experiments where the cell goes
through protrusion/retraction cycles, different orientation patterns are observed at
different points in the cycle [13]. One possible factor leading to the varying patterns
may be how the network deals with the load from the cell membrane [29].
In the numerical results, only B1 and κ1 were physically based, but Figure 4.1
show that there is a complex interplay between the capping and branching functions
to result in the equilibrium distribution. The stability seen in Figure 4.2 may indicate
why the orientation patterns seen in experiment have been so stable. The numerical
results also reinfoce the analytical result that there is only one stable orientation
pattern, in contrast with the multiple equilibria hypothesis in Weichsel and Schwarz
[31].
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Appendix A. Methods.
All simulations were run using the Numpy [2, 20, 21, 14] extension to Python. The
equations of motion were integrated using a simple Euler method. The simulations
were run for 100 time units with a time step of 0.01 time units. The circle was
discretized using 211 equally spaced points from −pi to pi (the power of 2 was used to
speed up the fast Fourier transform). All integrals were taken using the trapezoidal
method included in Numpy. The convolution was performed by taking the real fast
Fourier transform of the branching kernel B and the density u(θ, t), multiplying, and
taking the inverse real fast Fourier transform. The built-in Numpy fast convolution
method was not used because that method pads the two convolved functions with
extra zeros to prevent circular convolution, but the equations used here explicitly call
for the circular convolution. The convolution was normalized by dividing B by the
integral of the convolution of B with the constant function B ? 12pi . Finally, the total
branching rate was normalized by integrating the density at the previous time step,
i.e.:
u(θ, t+ dt) = dt

(
B ? u
)
(θ, t)∫
u(θ, t) dθ
− κ(θ)u(θ, t)
 (A.1)
Using the integral from the previous time step and not a more sophisticated prediction-
correction methods is justified by the following inequality:
|u(θ, t+ dt)− u(θ, t)| ≤ dt
(∫ (
B ? u
)
(θ, t) dθ +
∫
κ(θ)u(θ, t) dθ
)
≤
(
1 + sup
θ∈S1
κ(θ)
)
dt‖u(θ, t)‖1 ≤ 3 dt‖u(θ, t)‖1 (A.2)
Since simulations remain bounded, the bound above can be made uniform.
The equilibrium was calculated a priori by iterating the equilibrium operator A′.
Explicitly, a sequence of functions was generated by:
vn+1(θ) =
1∫
vn(θ) dθ
A′vn(θ) (A.3)
where the discretization and convolution were performed exactly as above and v0 =
1
2pi . The theoretical justification for using this method is outlined in Section B. For
three combinations of B and κ, ‖v104 − v2×104‖1 was less than numerical precision.
For the combination of B1 and κ2, v104 was not sufficiently converged, so v106 was
used. That decision was based on the condition that ‖v106 − v2×106‖1 was less than
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numerical precision. That level of precision was used to ensure that the convergence
could be seen even when ‖u(θ, t) − vn‖1 ≤ 10−6 − 10−10. Even 106 iterations of A′
only took several minutes on a standard Linux desktop system concurrently running
other programs, a number that could be reduced with further optimization.
At each time-step, the L1 distance between the state of the system u(θ, t) and the
equilibrium was calculated. That quantity is plotted as a function of time in Figure
4.2.
Appendix B. Calculating Equilibrium Distributions.
The results in this article justify the use of a naive eigenvalue calculation algo-
rithm. Calculating eigenvalues of integral equations is a non-trivial problem. Inves-
tigation into open questions regarding the generality of orientation patterns across
branching and capping patterns, such as in [24], may require calculating the equi-
librium solution to equations like the ones analyzed here. Moreover, in the previous
section, equilibrium distributions were calculated a priori to show that simulations
converged. The method below has proven to be very efficient for the work in this
article.
We will consider calculating the leading eigenvalue of the equilibrium operator
for zeroth-order branching, A′. As A′ is self-adjoint and compact, we can represent
its range as the sum of eigenfunctions. We can explicitly calculate the n-th iterate of
A′ in terms of its (orthonormal) eigenfunctions:(
A′
)n
v =
(
A′
)n(∑
j
cjuj
)
=
∑
j
µnj cjuj (B.1)
where cj = 〈v, uj〉κ. We know that µ0 is equal to the spectral radius from the Krein-
Rutman theorem as in the proof of Theorem 2. The proof also implies the eigenvalue
is simple. Finally, since A′ is a compact operator, we know that there must be a
spectral gap, i.e. µ0 − |µj | > c > 0 for some c and all j 6= 0.
All that remains necessary to show that the above iteration converges to the
positive equilibrium is to show that cj = 〈v, u0〉κ 6= 0. If v equals the constant
function, that condition is fulfilled. However, a stronger result is possible. By a result
in [8], we know that u0(θ) > 0. The continuity of u0 gives that inf u0 > 0. Thus, we
have the inequality:
〈v, u0〉κ ≥ inf
θ∈S1
(u0(θ)κ(θ))
∫
S1
v(θ) dθ > 0 (B.2)
which implies that the iterative procedure will converge.
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