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1. Introduction
A semiring [10] is an algebraic system (R,+, ·) in which (R,+) is a commutative semigroup with
identity element 0 and (R, ·) is another semigroup with identity element 1, connected by ring-like
distributivity. Also, 0r = r0 = 0 for all r ∈ R and 0 = 1. The elements 0 and 1 are called the zero
element and the identity element of the semiring R, respectively. A semiring R is called commutative if
ab = ba for all a, b ∈ R; R is called entire if ab = 0 implies that a = 0 or b = 0 for all a, b in R.
A semiring R is called an antiring if a + b = 0 implies that a = b = 0 for all a, b ∈ R.
Antirings were introduced in [18] andwere studied in [10] under the name of zerosumfree semiring.
Antirings are quite abundant: for example, every Boolean algebra (include the binary Boolean algebra
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B0 = {0, 1}), the fuzzy algebra F = ([0, 1],∨,∧), every bounded distributive lattice and any incline
(see [1]) are commutative antirings. Also, the set R+ of nonnegative real numbers with the usual
operations of addition and multiplication of real numbers is a commutative antiring. In addition, the
max-plus algebra (R ∪ {−∞}, max,+) and the min-plus algebra (R ∪ {+∞},min,+) (see [2,19])
are commutative antirings.
Let R be a commutative semiring andMn(R) the set of all n× nmatrices over R. For A ∈ Mn(R), we
denote by aij or Aij the (i, j)-entry of A. We denote by Eij the matrix all of whose entries are 0 excepts
its (i, j)-entry, which is 1.
For any A, B ∈ Mn(R) and r ∈ R, we define:
A + B = (aij + bij)n×n, AC =
⎛
⎝
n∑
k=1
aikckj
⎞
⎠
n×n
and rA = (raij)n×n.
It is clear that (Mn(R), ·) is a semigroup with the zero element 0, where 0 denotes the zero matrix.
The semigroup (Mn(R), ·) is called thematrix semigroup over R.
Let S be a semigroup with zero element 0. A subsemigroup T of S is called nilpotent if there exists a
positive integer k such that Tk = {0}, where Tk = {t1 · · · tk|t1, . . . , tk ∈ T}. The minimal k with this
property is called the nilpotency class of T and denoted by h(T). The set of all nilpotent subsemigroups
of S is partially ordered with respect to inclusions, and the maximal elements of this set are called
maximal nilpotent subsemigroups of S.
The history of the problem to describe all maximal nilpotent subsemigroups of a given semigroup
goes back at least to [11], where this problemwas approached for 0-simple semigroups using the graph
theory. Recently, the problem was studied for several classes of transformation semigroups (see [5–
7,13–15,17]) and for thematrix semigroup over a field (see [12]). In addition, the problemwas studied
for the matrix semigroup over the semiring R+ in [8] and for the matrix semigroup over the binary
Boolean algebraB0 = {0, 1} in [9]. It is clear that the semiringR+ and the binary Boolean algebraB0
are two special kinds of commutative antirings.
A natural question to ask now is: can this kind of approach be applied to thematrix semigroup over
a general commutative antiring? The aim of the present paper is to discuss nilpotent subsemigroups
of the matrix semigroup over a general commutative antiring and answer this question positively.
The paper is organized as follows: In Section 2, we introduce some necessary notation and lemmas.
In Section 3, we discuss some basic properties and characterizations for the nilpotent subsemigroups
of thematrix semigroup over a commutative antiring and obtain some equivalent conditions for a sub-
semigroups of thematrix semigroup to be nilpotent (see Propositions 3.3 and 3.5). And in Section 4,we
give some equivalent conditions for thematrix semigroup over a commutative antiring to have amax-
imal nilpotent subsemigroup (see Theorem 4.3) and describe the maximal nilpotent subsemigroups
in the matrix semigroup (see Theorem 4.4). Partial results in this paper generalize the corresponding
results for the matrix semigroup over B0 in [9] and for the matrix semigroup over R+ in [8].
2. Definitions and preliminary lemmas
In this section, we will give some definitions and lemmas. For convenience, we use n to denote the
set {1, 2, . . . , n} and use N to denote the set of all positive integers. Also, we use |X| to denote the
cardinal number for any finite set X.
Let R be a semiring. We define aS = {as|s ∈ S} and Sa = {sa|s ∈ S} for any φ = S ⊆ R and a ∈ R.
An element a in R is called a left (right) zero divisor of R if there exists a nonzero element b in R such
that ab = 0 (ba = 0). An element a in R is called a zero divisor of R if it is a left and a right zero divisor
of R. The set of all zero divisors in R is denoted by Z(R). An element a in R is said to be nilpotent if
ak = 0 for some k inN. Theminimal kwith this property is called the nilpotency class of a and denoted
by h(a). The set of all nilpotent elements in R is denoted by N0(R). It is easy to verify that N0(R) is a
subsemigroup of the semigroup (R, ·) and N0(R) ⊆ Z(R) and that for a commutative semiring R, R is
entire if and only if Z(R) = {0}.
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Notation 2.1. Let R be a commutative semiring. we define:
UTn(R) = {A ∈ Mn(R) | aij ∈ N0(R) for all i, j ∈ nwith i  j};
LTn(R) = {A ∈ Mn(R) | aij ∈ N0(R) for all i, j ∈ nwith i  j};
Mn(N0(R)) = {A ∈ Mn(R) | aij ∈ N0(R) for all i, j ∈ n}.
Remark 2.1. If N0(R) = {0}, then UTn(R) (LTn(R)) is the set of all strictly upper (lower) triangular
matrices over R of order n andMn(N0(R)) = {0}.
Let us recall few lemmas proved in [16].
Lemma 2.1. Let R be a commutative semiring. Then
(1) if a ∈ N0(R) then ar, ra ∈ N0(R) for any r in R;
(2) if R is a commutative antiring and a1, a2, . . . , am ∈ R then a1 + a2 + · · · + am ∈ N0(R) if and
only if a1, a2, . . . , am ∈ N0(R). 
Lemma 2.2. Let R be a commutative antiring. Then
(1) A is nilpotent for any A ∈ UTn(R).
(2) A is nilpotent for any A ∈ LTn(R).
(3) A + B is nilpotent then A and B are nilpotent for A, B ∈ Mn(R).
(4) For any A ∈ Mn(R), A is nilpotent if and only if all main diagonal entries of Ak are nilpotent for any
k ∈ n. 
By Lemma 2.1 and the definitions of UTn(R), LTn(R) and Mn(N0(R), we have
Lemma 2.3. Let R be a commutative antiring. Then
(1) For any A1, A2, . . . , Am ∈ Mn(R), A1 + A2 + · · · + Am ∈ UTn(R) if and only if A1, A2, . . . , Am ∈
UTn(R).
(2) For any A1, A2, . . . , Am ∈ Mn(R), A1 + A2 + · · · + Am ∈ LTn(R) if and only if A1, A2, . . . , Am ∈
LTn(R).
(3) UTn(R) and LTn(R) are subsemigroups in the semigroup Mn(R).
(4) Mn(N0(R)) is a subsemigroup in the semigroup Mn(R). 
Let R be a commutative semiring. A subset {e1, e2, . . . , er} of R of nonzero elements is called an
orthogonal decomposition of 1 of length r in R [3,4] if 1 = e1 + e2 + · · · + er and eiej = 0 for i = j.
An orthogonal decomposition of 1 of length m in R is said to be of maximal length if the length of any
orthogonal decomposition of 1 is less or equal tom.
Example 2.1. Let B3 be a finite Boolean lattice with atoms σ1, σ2 and σ3. Then (B3,+, ·, 0, 1) is a
commutative semiring, where + = ∨ and · = ∧, and 0 and 1 are the least element and the greatest
element of B3, respectively. Clearly, the subsets {1}, {σ1, σ2 + σ3}, {σ2, σ1 + σ3}, {σ3, σ1 + σ2} and{σ1, σ2, σ3} are all orthogonal decompositions of 1 in B3, and {σ1, σ2, σ3} is the longest orthogonal
decomposition of 1.
Example 2.2. Let R = {a|a ⊆ N}. Then (R,+, ·, φ,N) is a commutative semiring, where+ = ∪ and
· = ∩, and φ and N are the zero element and the identity element of R, respectively. For any m ∈ N,
let ai = {i} for all i ∈ {1, 2, . . . ,m − 1} and am = N \ {1, 2, . . . ,m − 1}. Then {a1, a2, . . . , am} is
an orthogonal decompositions of N of the length m. This shows that the identity element N has not
longest orthogonal decomposition in R.
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Lemma 2.4. Let R be a commutative semiring and {e1, e2, . . . , em} an orthogonal decomposition of 1 of
length m. Then
(1) e2i = ei for any i ∈ m and ei = ej for any i, j ∈ mwith i = j.
(2) (elR,+, ·) is a commutative semiring with the zero element 0 and the identity element el for any
l ∈ m. Moreover, if R be a commutative antiring then (elR,+, ·) is a commutative antiring.
(3) For any A ∈ Mn(R), A is nilpotent if and only if elA is nilpotent for every l ∈ m.
Proof. (1) Since
∑
i∈m ei = 1 and eiej = 0 for i = j, we have for any i ∈ m, ei = ei
(∑
j∈m ej
)
=∑
j∈m eiej = e2i . If ei = ej for some i, j ∈ mwith i = j, then ei = e2i = eiej = 0, which contradicts the
definition of an orthogonal decomposition of 1. This proves (1).
(2) It is trivial.
(3) If A is nilpotent then Ak = 0 for some k in N, and so (elA)k = ekl Ak = 0 for all l ∈ m ,
i.e., elA is nilpotent. Conversely, if elA is nilpotent for every l ∈ m, then (elA)kl = 0 for some kl in
N. Let k =max{k1, k2, . . . , km}. Then elAk = (elA)k = 0 (Note that el is idempotent). Thus Ak =∑m
l=1 elAk =
∑m
l=1(elA)k = 0, i.e., A is nilpotent. This proves (3). 
Amatrix P ∈ Mn(R) is called a permutation matrix if every row and every column of P contains only
one element which is 1 and the others are 0. It is clear that any permutation matrix P is invertible
and PPT = PTP = In (or P−1 = PT ), where AT denotes the transpose of A and In denotes the
identity matrix of order n. Let Pn(R) denote the set of all permutation matrices in Mn(R). Then Pn(R)
is a subgroup of the semigroup Mn(R). A matrix A ∈ Mn(R) is called an orthogonal combination of
matrices A1, A2, . . . , Ar [3,4] if there exists an orthogonal decomposition {e1, e2, . . . , er} of 1 such
that A = ∑ri=1 eiAi. Let On(R) = {A ∈ Mn(R)|A is an orthogonal combination of some permutation
matrices}. Then Pn(R) ⊆ On(R).
Lemma 2.5. Let R be a commutative antiring R. Then
(1) On(R) is a subgroup of the semigroup Mn(R) and A
−1 = AT for any A ∈ On(R).
(2) If the identity element 1 of R has an orthogonal decomposition {e1, e2, . . . , em} of the maximal
length m then On(R) = {A ∈ Mn(R)|A = ∑ml=1 elPl for some P1, P2, . . . , Pm in Pn(R)} and|On(R)| = (n!)m.
Proof. (1) Let A, B ∈ On(R). Then there exist orthogonal decompositions {e1, e2, . . . , er} and {f1,
f2, . . . , fs} of 1 and P1, P2, . . . , Pr,Q1,Q2, . . . ,Qs ∈ Pn(R) such thatA = ∑ri=1 eiPi and B =
∑s
j=1 fjQj ,
and so
AB = ∑
1ir,1js
(eiPi)(fjQj)
= ∑
1ir,1js
ei fj =0
(eifj)(PiQj).
Since
∑
1ir,1js
ei fj =0
eifj =
∑
1ir,1js
eifj =
⎛
⎝ ∑
1ir
ei
⎞
⎠
⎛
⎝ ∑
1js
fs
⎞
⎠ = 1
and
(eifj)(ei′ fj′ ) = (eiei′ )(fjfj′ ) = 0
for all (i, j) = (i′ , j′), the set {eifj|eifj = 0, 1  i  r, 1  j  s} is an orthogonal decomposition 1
and AB = ∑ 1ir,1js
ei fj =0
(eifj)(PiQj) ∈ On(R) (because PiQj ∈ Pn(R) for all i, j).
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Since AAT = (∑ri=1 eiPi
) (∑r
i=1 eiPTi
)
= ∑ri=1 eieiPiPTi =
∑r
i=1 eiIn = In and ATA =
(∑r
i=1 eiPTi
)
(∑r
i=1 eiPi
) = ∑ri=1 eieiPTi Pi =
∑r
i=1 eiIn = In, we have A−1 = AT ∈ On(R).
Consequently, On(R) is a subgroup of the semigroupMn(R). This proves (1).
(2) First, It is clear that
⎧⎨
⎩A ∈ Mn(R)|A =
m∑
l=1
elPl for some P1, P2, . . . , Pm in Pn(R)
⎫⎬
⎭ ⊆ On(R).
Conversely, for any A ∈ On(R), there exists an orthogonal decomposition {f1, f2, . . . , fr} of 1 and
P1, P2, . . . , Pr ∈ Pn(R) such that A = ∑rj=1 fjPj , and so
A =
r∑
j=1
fj
⎛
⎝
m∑
l=1
el
⎞
⎠ Pj,
=
m∑
l=1
⎛
⎝
r∑
j=1
elfjPj
⎞
⎠ .
Suppose that thereexists some l∈m such thatelfj = 0 forat least two j. Since∑1lm∑1jr elfj = 1
and the longest orthogonal decomposition of 1 is of length m, it follows that for some l′ all products
el′ fj are equal to 0. Thus el′ = el′ ∑1jr fj = 0, which contradicts the definition of orthogonal
decomposition of 1. Then for any l ∈ m, there exists at most one j ∈ r such that elfj = 0. Since
el = el
(∑
1jr fj
)
= ∑1jr elfj , we have that elfj = 0 for at least one j (because el = 0). Therefore,
for any l ∈ m, there exists a unique j ∈ r such that elfj = 0. So, denote by σ(l) the only index such that
elfσ(l) = 0 and notice that elfσ(l) = el . Then A = ∑ml=1
(∑r
j=1 elfjPj
)
= ∑ml=1 elPσ(l). This implies that
On(R) ⊆
⎧⎨
⎩A ∈ Mn(R)|A =
m∑
l=1
elPl for some P1, P2, . . . , Pm in Pn(R)
⎫⎬
⎭ .
In the following we will prove |On(R)| = (n!)m.
IfA = e1P1+e2P2+· · ·+emPm = e1Q1+e2Q2+· · ·+emQm for someP1, P2, . . . , Pm,Q1,Q2, . . . ,Qm
in Pn(R), then elA = (el)2Pl = (el)2Ql for all l ∈ m. But (el)2 = el = 0 and Pl,Ql ∈ Pn(R), we have
Pl = Ql for all l ∈ m. Since |Pn(R)| = n!, we have |On(R)| = (n!)m. This proves (2). 
The following lemma follows from Theorem 2.2 in [8].
Lemma 2.6. Let S and T be semigroups with zero and ϕ : S → T be an isomorphism.
(1) IfU is anilpotent subsemigroupof S thenϕ(U) is anilpotent subsemigroupof T andh(U) = h(ϕ(U)),
where ϕ(U) = {ϕ(u)|u ∈ U};
(2) IfU isamaximalnilpotent subsemigroupof S thenϕ(U) is amaximalnilpotent subsemigroupofT. 
3. Nilpotent subsemigroups of the matrix semigroup
In this section, we give some basic properties and characterizations of nilpotent subsemigroups of
the matrix semigroup over a commutative antiring R.
First, we discuss the nilpotency of the semigroupsMn(N0(R)), UTn(R) and LTn(R).
Proposition 3.1. Let R be a commutative antiring. Then the following statements are equivalent.
(1) The semigroup N0(R) is nilpotent.
(2) The semigroup Mn(N0(R)) is nilpotent.
2252 Y.-J. Tan / Linear Algebra and its Applications 435 (2011) 2247–2258
(3) The semigroup UTn(R) is nilpotent.
(4) The semigroup LTn(R) is nilpotent. And in this case, h(UTn(R)) = h(LTn(R)) = nh(N0(R)) =
nh(Mn(N0(R))).
Proof. (1) ⇒ (2). Suppose that the semigroupN0(R) is nilpotent. Let l = h(N0(R)). Then (N0(R))l =
{0}, and so a1a2 · · · al = 0 for any a1, a2, . . . , al ∈ N0(R). For any A(1), A(2), . . . , A(l) ∈ Mn(N0(R)),
whereA(t) = (a(t)ij ), t = 1, 2, . . . , l, andany i, j ∈ n,wehave (A(1)A(2) · · · A(l))ij =
∑
i1,i2,...,il−1∈n a
(1)
ii1
a
(2)
i1i2
· · · a(l)il−1j = 0, i.e., A(1)A(2) · · · A(l) = 0. This implies that (Mn(N0(R)))l = {0}, i.e., Mn(N0(R)) is
nilpotent and h(Mn(N0(R)))  h(N0(R)).
(2) ⇒ (3). Suppose that the semigroup Mn(N0(R)) is nilpotent. Let h(Mn(N0(R))) = l. Then
(Mn(N0(R)))
l = {0}. For any B ∈ (UTn(R))n, there exist B(1), B(2), . . . , B(n) ∈ UTn(R) such that
B = B(1)B(2) · · · B(n). For any i, j ∈ n, we have
Bij =
∑
i1,i2,...,in−1∈n
(B(1))ii1(B
(2))i1i2 · · · (B(n))in−1j.
Let T = (B(1))ii1(B(2))i1i2 · · · (B(n))in−1j be any term of Bij . Since i, i1, . . . , in−1, j ∈ n, there exists
an s ∈ {0, 1, . . . , n − 1} such that is  is+1 (taking i0 = i and in = j) and so (B(s+1))isis+1 ∈ N0(S)
(because B(s+1) ∈ UTn(R)). Then T = (B(1))ii1(B(2))i1i2 · · · (B(n))in−1j ∈ N0(S) (by Lemma 2.1(1)) and
so Bij = ∑i1,i2,...,in−1∈n(B(1))ii1(B(2))i1i2 · · · (B(n))in−1j ∈ N0(R) for any i, j ∈ n (by Lemma 2.1(2)). This
means that B ∈ Mn(N0(R)). Then (UTn(R))n ⊆ Mn(N0(R)) and so (UTn(R))nl ⊆ (Mn(N0(R)))l = {0}.
That is, UTn(R) is nilpotent and h(UTn(R))  nh((Mn(N0(R))).
(2) ⇒ (4). It is similar to that of (2) ⇒ (3).
(3) ⇒ (1). Suppose that the semigroupUTn(R) is nilpotent. Leth(UTn(R)) = k. Then (UTn(R))k =
{0} and so A(1)A(2) · · · A(k) = 0 for any A(1), A(2), . . . , A(k) ∈ UTn(R). Let a1, a2, . . . , ak ∈ N0(R). Then
a1In, a2In, . . . , akIn ∈ UTn(R), and so the matrix (a1a2 · · · ak)In = (a1In)(a2In) · · · (akIn) = 0. This
implies that a1a2 · · · ak = 0. Then (N0(R))k = {0}, i.e., the semigroup N0(R) is nilpotent. In the
following we will prove nh(N0(R))  h(UTn(R)).
Let h(N0(R)) = l. Then a1a2 · · · al−1 = 0 for some a1, a2, . . . , al−1 in N0(R). Since E12, E23, . . . ,
En−1,n ∈ UTn(R) and aiEn1 ∈ UTn(R) for all i ∈ {1, 2, . . . , l−1}, we have aiE11 = E12E23 · · · · ·En−1,n ·
(aiEn1) ∈ (UTn(R))n for all i ∈ {1, 2, . . . , l − 1}, and so (a1a2 · · · al−1)E11 = (a1E11)(a2E11) · · · · ·
(al−1E11) ∈ (UTn(R))n(l−1). This implies (a1a2 · · · al−1)E1n = (a1a2 · · · al−1E11)E12E23 · · · · · En−1,n ∈
(UTn(R))
nl−1. But (a1a2 · · · al−1)E1n = 0 (because a1a2 · · · al−1 = 0), we have (UTn(R))nl−1 = {0}.
This means that nh(N0(R))  h(UTn(R)).
(4) ⇒ (1). It is similar to that of (3) ⇒ (1).
Consequently, we have that the statements (1), (2), (3) and (4) are equivalent and that h(UTn(R)) =
h(LTn(R)) = nh(N0(R)) = nh(Mn(N0(R))). 
For a commutative antiring R, if N0(R) = {0} then N0(R) is nilpotent and h(N0(R)) = 1. By
Proposition 3.1, we have
Corollary 3.2. Let R be a commutative antiring with N0(R) = {0}. Then
(1) The semigroup UTn(R) is nilpotent and h(UTn(R)) = n.
(2) The semigroup LTn(R) is nilpotent and h(LTn(R)) = n. 
If S is a subsemigroup of the matrix semigroup Mn(R), then S ⊇ S2 ⊇ S3 ⊇ · · · ⊇ Sn and
S = ⋃1kn Sk . By Theorem 4.1 in [16], we have
Proposition 3.3. Let R be a commutative antiring. If N0(R) is nilpotent, then for any subsemigroup S of
the semigroup Mn(R) the following statements are equivalent.
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(1) S is nilpotent.
(2) Sn ∈ Mn(N0(R)).
(3) A is nilpotent for every matrix A in S.
(4) All main diagonal entries of A are nilpotent for every matrix A in S. 
By Proposition 3.3, we have
Corollary 3.4. Let R be a commutative antiring with N0(R) = {0}. Then for any subsemigroup S of the
semigroup Mn(R) the following statements are equivalent.
(1) S is nilpotent.
(2) Sn = {0}.
(3) A is nilpotent for every matrix A in S.
(4) All main diagonal entries of A are 0 for every matrix A in S. 
The following proposition is one of our main results.
Proposition 3.5. Let R be a commutative antiring with an orthogonal decomposition {e1, e2, . . . , em}
of 1 of the maximal length m. If N0(R) is nilpotent and N0(elR) = Z(elR) for each l ∈ m, then for any
subsemigroup S of Mn(R) the following statements are equivalent.
(1) S is a nilpotent subsemigroup of Mn(R).
(2) There exists U ∈ On(R) such that USUT ⊆ UTn(R).
(3) There exists V ∈ On(R) such that VSVT ⊆ LTn(R).
To prove Proposition 3.5, we need some lemmas.
Lemma 3.6 [16, Theorem 3.4]. Let R be a commutative antiring with N0(R) = Z(R) and A ∈ Mn(R).
Then the following statements are equivalent.
(1) A is nilpotent.
(2) There exists P ∈ Pn(R) such that PAPT ∈ UTn(R).
(3) There exists Q ∈ Pn(R) such that QAQT ∈ LTn(R). 
Lemma 3.7. Let R be a commutative antiring with an orthogonal decomposition {e1, e2, . . . , em} of 1
of the maximal length m. If N0(elR) = Z(elR) for each l ∈ m, then for any A ∈ Mn(R) the following
statements are equivalent.
(1) A is nilpotent.
(2) There exists U ∈ On(R) such that UAUT ∈ UTn(R).
(3) There exists V ∈ On(R) such that VAVT ∈ LTn(R).
Proof. (1) ⇒ (2). Suppose that A is nilpotent. Then elA is nilpotent for each l ∈ m (by Lemma
2.4(3)). Since elA ∈ Mn(elR) and N0(elR) = Z(elR), there exists Pl ∈ Pn(elR) such that Pl(elA)PTl ∈
UTn(elR) ⊆ UTn(R) for each l ∈ m (by Lemma 3.6).
Put U = ∑ml=1 Pl . Since Pl = elP(l) for some P(l) ∈ Pn(R). We have U =
∑m
l=1 elP(l) ∈ On(R) (by
Lemma 2.5(2)). Then
UAUT =
m∑
l=1
el(UAU
T )
=
m∑
l=1
(elU)(elA)(elU)
T
=
m∑
l=1
Pl(elA)P
T
l .
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But Pl(elA)P
T
l ∈ UTn(R) for each l ∈ m, we have UAUT ∈ UTn(R) (by Lemma 2.3(1)).
(2) ⇒ (1). Suppose that there existsU ∈ On(R) such thatUAUT ∈ UTn(R). ThenUAUT is nilpotent
(by Lemma 2.2(1)) and so A is nilpotent.
Similarly, we can prove (1) and (3) are equivalent. This completes the proof. 
Proof of Proposition 3.5. (1)⇒ (2). Suppose that S is a nilpotent subsemigroup ofMn(R). IfUSUT 
UTn(R) for all U ∈ On(R), then for each U ∈ On(R), there must be a matrix A ∈ S such that UAUT ∈
UTn(R). Let U = {A ∈ S | UAUT ∈ UTn(R)} for each U ∈ On(R). Then the set U is nonempty for each
U. Choose one matrix, say AU , from the set U for every U ∈ On(R) and put 0 = {AU | U ∈ On(R)}.
Then the set0 is a finite nonempty subset of S (because |On(R)| = (n!)m). Let h(S) = l. Then Sl = {0}
and so l0 = {0}. Let C =
∑
A∈0 A. Then UCUT ∈ UTn(R) for all U ∈ On(R) (by Lemma 2.3(1)).
On the other hand, we have
Cl =
⎛
⎝∑
A∈0
A
⎞
⎠
l
= ∑
A(1),A(2),...,A(l)∈0
A(1)A(2) · · · A(l).
Sincel0 = {0}, we have A(1)A(2) · · · A(l) = 0 for any A(1), A(2), . . . , A(n) ∈ 0. This implies Cl = 0.
By Lemma 3.7, there exists U0 ∈ On(R) such that U0CUT0 ∈ UTn(R). This is a contradiction. Thus, there
exists U ∈ On(R) such that USUT ⊆ UTn(R).
(2) ⇒ (1) Suppose that there exists U ∈ On(R) such that USUT ⊆ UTn(R). Since N0(R) is
nilpotent, UTn(R) is nilpotent (by Proposition 3.1) and so USU
T is nilpotent, i.e., S is nilpotent.
Similarly, we can prove the statements (1) and (3) are equivalent. 
Remark 3.1. The assumption that N0(elR) = Z(elR) for each l ∈ m in Proposition 3.5 can not be
omitted.
Example 3.1. Consider the distributive lattice R = {0, a, b, c, d, e, f , g, h, 1} whose diagram is as
follows:
Then (R,+, ·) is a commutative antiring with the zero element 0 and the identity element 1, where
+ = ∨ and · = ∧. Clearly, the set {c, g} is the longest orthogonal decomposition of 1, and cR = {0, c}
and gR = {0, a, b, d, g}. Since N0(gR) = {0} and Z(gR) = {0, a, b}, it follows that N0(gR) = Z(gR).
Let S =
⎧⎨
⎩0,
⎛
⎝ 0 b
a 0
⎞
⎠ ,
⎛
⎝ 0 c
a 0
⎞
⎠
⎫⎬
⎭. Then S is a nilpotent subsemigroup ofM2(R).
Put now U1 =
⎛
⎝ 1 0
0 1
⎞
⎠, U2 =
⎛
⎝ 0 1
1 0
⎞
⎠, U3 =
⎛
⎝ g c
c g
⎞
⎠ and U4 =
⎛
⎝ c g
g c
⎞
⎠. Then O2(R) =
{U1,U2,U3,U4}. By a short computation, we have
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U1SU
T
1 = S,U2SUT2 =
⎧⎨
⎩0,
⎛
⎝ 0 a
b 0
⎞
⎠ ,
⎛
⎝ 0 a
c 0
⎞
⎠
⎫⎬
⎭ ,
U3SU
T
3 =
⎧⎨
⎩0,
⎛
⎝ 0 b
a 0
⎞
⎠ ,
⎛
⎝ 0 0
e 0
⎞
⎠
⎫⎬
⎭ and
U4SU
T
4 =
⎧⎨
⎩0,
⎛
⎝ 0 a
b 0
⎞
⎠ ,
⎛
⎝ 0 e
0 0
⎞
⎠
⎫⎬
⎭ .
But UT2(R) =
⎧⎨
⎩
⎛
⎝ 0 x
0 0
⎞
⎠ |x ∈ R
⎫⎬
⎭ and LT2(R) =
⎧⎨
⎩
⎛
⎝ 0 0
y 0
⎞
⎠ |y ∈ R
⎫⎬
⎭, we have USU
T  UT2(R) for
any U ∈ O2(R) and VSVT  LT2(R) for any V ∈ O2(R).
4. Maximal nilpotent subsemigroups of the matrix semigroup
Ganyushkin and Mazorchuk discussed maximal nilpotent subsemigroups in the semigroup Bn of
all n × n matrices over the binary Boolean algebra B0 = {0, 1} in [9] and in the semigroup n of all
n × nmatrices over the antiring R+ in [8] and obtained the following results.
Proposition 4.1 [9, Theorem 6.1(a) and (c)].
(1) The semigroup Bn contains n! maximal nilpotent subsemigroups, each of nilpotency class n;
(2) If S1 and S2 are twomaximal nilpotent subsemigroups of Bn then there exists an n×n permutation P
such that S2 = PTS1P. In particular, all maximal nilpotent subsemigroups of Bn are isomorphic. 
Proposition 4.2 [8, Theorem 3.1(a) and (c) for n].
(1) The semigroup n contains n! maximal nilpotent subsemigroups, each of nilpotency class n;
(2) If S1 and S2 are twomaximal nilpotent subsemigroups ofn then there exists an n×n permutation P
such that S2 = PTS1P. In particular, all maximal nilpotent subsemigroups ofn are isomorphic. 
In this section, we will discuss maximal nilpotent subsemigroups in the matrix semigroup Mn(R)
over a general commutative antiring R and give some equivalent conditions for the semigroupMn(R)
to have a maximal nilpotent semigroup. Also, we will describe all maximal nilpotent subsemigroups
in the matrix semigroup Mn(R) over a commutative antiring R in which N0(R) is nilpotent and the
identity element 1 has an orthogonal decomposition {e1, e2, . . . , em} of the maximal length m and
N0(elR) = Z(elR) for each l ∈ m. Partial results in this section generalize Propositions 4.1 and 4.2.
Theorem 4.3. Let R be a commutative antiring. Then the following statements are equivalent.
(1) N0(R) is a nilpotent subsemigroup of the semigroup (R, ·).
(2) The semigroup Mn(R) contains a maximal nilpotent subsemigroup.
(3) UTn(R) is a maximal nilpotent subsemigroup of the semigroup Mn(R).
Proof. (1) ⇒ (3) Suppose that N0(R) is nilpotent. By Lemma 2.3(3) and Proposition 3.1, UTn(R) is a
nilpotent subsemigroup of Mn(R). In the following we will prove that UTn(R) is a maximal nilpotent
subsemigroup ofMn(R). Let S be any subsemigroup ofMn(R) with UTn(R)  S. Then there must be a
matrix A ∈ S such that A ∈ UTn(R), and so there exist i, j ∈ nwith i  j such that aij ∈ N0(R). If i = j
then A is not nilpotent (by Lemma 2.2(4)) and so S is not nilpotent. If i > j then (AEji)ii = aij ∈ N0(R),
and so AEji is not nilpotent (by Lemma 2.2(4)). Since A, Eji ∈ S and S is a semigroup, we have AEji ∈ S.
Then S is not nilpotent. This implies that UTn(R) is a maximal nilpotent subsemigroup ofMn(R).
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(3) ⇒ (2) It is obvious.
(2)⇒(1). Let T be any maximal nilpotent subsemigroup of Mn(R) and h(T) = m. If N0(R) is not
nilpotent, then (N0(R))
t = {0} for any t ∈ N. Let  = {aIn|a ∈ N0(R)}. Then  is a subsemigroup of
the semigroupMn(R) andt = {0} for any t ∈ N. This implies ⊆ T (because T is nilpotent). Hence
there must be an aIn in such that aIn ∈ T . Let now S be the subsemigroup generated by aIn and T in
Mn(R). It is clear that T  S and that any element in S is of the form C = atA for some t  0 and some
A ∈ T or C = atIn for some t > 0. Let l = h(a). Then h(aIn) = l. Thus for any C1, C2, . . . , Cm+l ∈ S, we
can see that C1C2 · · · Cm+l = 0. This implies that Sm+l = {0}, i.e., S is a nilpotent proper subsemigroup
inMn(R). But T  S. This is a contradiction. Hence, N0(R) is nilpotent. 
Example 4.1. Let R = ([0, 1],∨, ·), where [0, 1] is the unit interval, a ∨ b =max{a, b} and a · b =
(a + b − 1) ∨ 0 for a, b ∈ [0, 1]. It is easy to verify that R is a commutative antiring with the zero
element 0 and the identity element 1. For any a ∈ [0, 1], we can see that ak = (ka − k + 1) ∨ 0.
Obviously, ak = 0 if and only if a  1 − 1
k
. Hence N0(R) = [0, 1). We say the semigroup N0(R) is
not nilpotent. In fact, for any positive integer l, let ai = 1 − 12i , i = 1, 2, . . . , l. Then ai ∈ N0(R)
and
a1a2 · · · al = (a1 + a2 + · · · + al − l + 1) ∨ 0
= ((1 − 1
2
) + (1 − 1
22
) + · · · + (1 − 1
2l
) − l + 1) ∨ 0
= 1
2l
∨ 0
= 1
2l
= 0.
Therefore (N0(R))
l = {0} for any positive integer l, i.e., N0(R) is not nilpotent. By Theorem 4.3, the
semigroupMn(R) does not contain any maximal nilpotent subsemigroup.
Theorem 4.4. Let R be a commutative antiring with an orthogonal decomposition {e1, e2, . . . , em} of 1
of the maximal length m. If N0(R) is nilpotent and N0(elR) = Z(elR) for each l ∈ m, then
(1) The semigroup Mn(R) contains exactly (n!)m maximal nilpotent subsemigroups, and any maximal
nilpotent subsemigroup in Mn(R) is of the form U
T (UTn(R))U for some U ∈ On(R).
(2) If S1 and S2 are two maximal nilpotent subsemigroups of Mn(R) then there exists U ∈ On(R)
such that S2 = UTS1U. In particular, all maximal nilpotent subsemigroups of Mn(R) are isomor-
phic.
(3) All maximal nilpotent subsemigroups in Mn(R) have the nilpotency class nk, where k = h(N0(R)).
Proof. For any U ∈ On(R), we define a map ϕU : Mn(R) −→ Mn(R) such that ϕU(X) = UXUT for any
X ∈ Mn(R). Then, it is easy to verify that ϕU is an automorphism of the semigroupMn(R).
(1) Since N0(R) is a nilpotent, UTn(R) is a maximal nilpotent subsemigroup of the semigroup
Mn(R) (by Theorem 4.3). Let S be any maximal nilpotent subsemigroup of Mn(R). Then there exists
U ∈ On(R) such that USUT ⊆ UTn(R) (by Proposition 3.5), i.e., ϕU(S) = USUT ⊆ UTn(R). By Lemma
2.6(2), ϕU(S) is a maximal nilpotent subsemigroup of Mn(R). Then ϕU(S) = USUT = UTn(R) and so
S = UT (UTn(R))U. In the following we will prove Mn(R) contains exactly (n!)m maximal nilpotent
subsemigroups.
First,UT(UTn(R))U is amaximalnilpotent subsemigroupofMn(R) foreveryU ∈ On(R). IfUT1 (UTn(R))
U1 = UT2 (UTn(R))U2 for some U1,U2 ∈ On(R), then UT (UTn(R))U = UTn(R), where U = U1U−12 ∈
On(R). Since Eij ∈ UTn(R) for any i, j ∈ n with i < j, we have UTEijU ∈ UTn(R) for all i < j.
By Lemma 2.5(2), we have U = e1P1 + e2P2 + · · · + emPm for some P1, P2, . . . , Pm in Pn(R).
Then
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UTEijU =
⎛
⎝
m∑
l=1
elP
T
l
⎞
⎠ Eij
⎛
⎝
m∑
l=1
elPl
⎞
⎠
=
m∑
l,w=1
elewP
T
l EijPw
=
m∑
l=1
elP
T
l EijPl (because e
2
l = el and elew = 0 with l = w).
Since UTEijU ∈ UTn(R) for i < j, we have elPTl EijPl ∈ UTn(R) for i < j and for all l ∈ m (by Lemma
2.3(1)). Since Pl ∈ Pn(R), there exists a permutation σl on the set n such that Pl = ∑nk=1 Ekσl(k).
Therefore elP
T
l EijPl = elEσl(i)σl(j) ∈ UTn(R). Since el is not nilpotent, we have that σl(i) < σl(j) for all
i, j ∈ n with i < j, i.e., σl(1) < σl(2) < · · · < σl(n), and so σl must be the identity map of the set n.
Then Pl = In for each l ∈ m. Thus
U = e1P1 + e2P2 + · · · + emPm
= e1In + e2In + · · · + emIn
= (e1 + e2 + · · · + em)In = In,
i.e., U1U
−1
2 = In. This implies U1 = U2. Then UT1 (UTn(R))U1 = UT2 (UTn(R))U2 for U1,U2 ∈ On(R)
with U1 = U2. Since |On(R)| = (n!)m, the semigroupMn(R) contains at least (n!)m maximal nilpotent
subsemigroups. Since every maximal nilpotent subsemigroup in Mn(R) is of the form U
T (UTn(R))U
for some U ∈ On(R), the semigroupMn(R) contains at most (n!)m maximal nilpotent subsemigroups.
ThenMn(R) contains exactly (n!)m maximal nilpotent subsemigroups. This proves (1).
(2) If S1 and S2 are twomaximal nilpotent subsemigroups ofMn(R), then there existU1,U2 ∈ On(R)
such that S1 = UT1 (UTn(R))U1 and S2 = UT2 (UTn(R))U2. Putting U = UT1U2, we have U ∈ On(R) and
S2 = UTS1U. Clearly, all maximal nilpotent subsemigroups of Mn(R) are isomorphic. This proves
(2).
(3) It follows from (2) and Lemma 2.6(1) and Proposition 3.1. 
Example 4.2. Let R be a finite Boolean lattice with atoms σ1, σ2, . . . , σm. Then (R,+, ·, 0, 1) is a
commutative antiring, where + = ∨ and · = ∧, and 0 and 1 are the least element and the greatest
element of R, respectively. Clearly, N0(R) = {0} is nilpotent with h(N0(R)) = 1 and {σ1, σ2, . . . , σm}
is the orthogonal decomposition of 1 of the maximal length m and σlR = {0, σl} for each l ∈ m. It
is easy to see that N0(σlR) = Z(σlR) = {0}. By Theorem 4.4, the semigroup Mn(R) contains exactly
(n!)m maximal nilpotent subsemigroups and all maximal nilpotent subsemigroups inMn(R) have the
nilpotency class n.
Example 4.3. Let k and m be any given positive integers and R = {(a1, a2, . . . , am)|0  ai 
1 − 1
k
or ai = 1 for i ∈ m}. We define the operations " + " and " · " on R as follows: for any
a = (a1, a2, . . . , am), b = (b1, b2, . . . , bm) ∈ R,
a + b = (max{a1, b1},max{a2, b2}, . . . ,max{am, bm})
and
ab = (max{a1 + b1 − 1, 0},max{a2 + b2 − 1, 0}, . . . ,max{am + bm − 1, 0}).
Then (R,+, ·) is a commutative antiringwith the zero element (0, 0, . . . , 0) and the identity element
(1, 1, . . . , 1). Taking e1 = (1, 0, . . . , 0), e2 = (0, 1, . . . , 0), . . . , em = (0, 0, . . . , 1), we have that
the set {e1, e2, . . . , em} is an orthogonal decomposition of (1, 1, . . . , 1) of the maximal lengthm. For
any a = (a1, a2, . . . , am) ∈ R, we can see that
al = (max{la1 − l + 1, 0},max{la2 − l + 1, 0}, . . . ,max{lam − l + 1, 0}).
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Obviously, al = (0, 0, . . . , 0) if and only if ai  1 − 1l for all i ∈ m. Hence
N0(R) = {(a1, a2, . . . , am)|0  ai  1 − 1
k
, i ∈ m}.
It is easy to verify that N0(R) is nilpotent and h(N0(R)) = k. For any l ∈ m, we can prove that elR =
{(0, . . . , 0, al, 0, . . . , 0)|0  al  1− 1k or al = 1} andN0(elR) = Z(elR) = {(0, . . . , 0, al, 0, . . . , 0)
|0  al  1 − 1k }. By Theorem 4.4, the semigroup Mn(R) contains exactly (n!)m maximal nilpotent
subsemigroups and all maximal nilpotent subsemigroups inMn(R) have the nilpotency class nk.
If R is a commutative entire antiring, then N0(R) = Z(R) = {0} and N0(R) is nilpotent with
h(N0(R)) = 1 and {1} is the orthogonal decomposition of 1 of the maximal length, and in this case,
On(R) = Pn(R). By Theorem 4.4, we have
Corollary 4.5. If R is a commutative entire antiring, then:
(1) The semigroupMn(R) contains exactly n!maximal nilpotent subsemigroups, and anymaximal nilpo-
tent subsemigroup in Mn(R) is of the form P
T (UTn(R))P for some P ∈ Pn(R).
(2) If S1 and S2 are two maximal nilpotent subsemigroups of Mn(R) then there exists P ∈ Pn(R) such
that S2 = PTS1P. In particular, all maximal nilpotent subsemigroups of Mn(R) are isomorphic.
(3) All maximal nilpotent subsemigroups in Mn(R) have the nilpotency class n. 
Remark 4.1. Since the binary Boolean algebra B0 = {0, 1} and the antiring R+ are commutative
entire antirings, Corollary 4.5 generalizes Propositions 4.1 and 4.2.
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