Computational ghost imaging is a technique that enables lensless single-pixel detectors to produce images. By illuminating a scene with a series of patterns from a digital light projector (DLP) and measuring the reflected or transmitted intensity, it is possible to retrieve a two-dimensional (2D) image when using a suitable computer algorithm. An important feature of this approach is that although the light travels from the DLP and is measured by the detector, the images produced reveal that the detector behaves like a source of light and the DLP behaves like a camera. By placing multiple single-pixel detectors in different locations it is possible to obtain multiple ghost images with different shading profiles, which together can be used to accurately calculate the three-dimensional (3D) surface geometry through a photometric stereo techniques. In this work we show that using four photodiodes and a 850nm source of illumination, high quality 3D images of a large toy soldier can be retrieved. The use of simplified lensless detectors in 3D imaging allows different detector materials and architectures to be used whose sensitivity may extend beyond the visible spectrum, at wavelengths where existing camera based technology can become expensive or unsuitable.
INTRODUCTION
Computational ghost imaging (GI) is an alternative technique to conventional imaging and removes the need for a spatially resolving detector. Instead, ghost imaging infers the scene by correlating the known spatial information of a changing incident light field with the reflected (or transmitted) intensity.
The principles of GI were originally demonstrated using spatially entangled photon pairs produced by spontaneous parametric down-conversion, known as quantum GI. 1, 2 The two photons propagate along different paths: in the first path, the photon interacts with the object and if not absorbed is detected by a detector with no spatial resolution, in the second path the photon never interacts with the object, but its transverse position is measured by a scanning imaging system. It is by correlating the coincidence measurements over many photon pairs that enables an image of the object to be deduced.
It was subsequently demonstrated that GI could be performed not only using an entangled light source but also with thermal light, a technique commonly termed classical GI. [3] [4] [5] In classical GI a copy of the light field is usually made with a beam splitter, one copy of the light field interacts with the object and a non spatially resolving detector and the other copy is recorded with a camera. Correlations between the two detectors again yield an image, albeit one with a higher background than in the quantum case. 6 The earlier controversy over the distinction between classical and quantum GI is now largely resolved. 7 Classical GI systems can be simplified by introducing a device capable of generating computer programmable light fields, which negates the requirement for the beam splitter and the camera since knowledge of the light field is held in the computer memory. This type of system, termed computational GI, 8, 9 has previously been performed using a programmable spatial light modulator (SLM) and a laser, but can also be achieved using a presentation-type programmable light projector. 10, 11 We note that in this form computational GI is related to the field of single-pixel cameras, 12 the difference being an interchange of the light source and detector, in other words the programmable component is either used to filter the detected light or to structure the illumination.
In both single-pixel cameras and GI systems, inverting the known patterns and the measured intensities is a significant computational problem. A number of sophisticated algorithms have been developed over the years to improve the signal-to-noise ratio (SNR) for different GI systems 13, 14 but with appropriate normalization 15 a simple iterative algorithm was adopted for this experiment.
All previous GI experiments have been restricted to relatively small 2-dimensional (2D) images, mainly of 2D template objects or 2D outlines of 3-dimensional (3D) objects. In this work we overcome previous limitations of computational GI and capture the 3D spatial form of an object by using several single-pixel detectors in different locations. A spatially identical 2D image is derived from each detector but appears as if it is illuminated from a source located at the detector position. Comparing the shading information in the images allows the surface gradient and hence the 3D form of the surface to be reconstructed.
EXPERIMENTAL SETUP
The experimental setup is shown in Fig. 1 . The source of structured illumination is a DLP (Texas Instruments Light Commander) that has been modified to use a high-power 850nm wavelength LED for providing nearinfrared binary illumination. The light intensity reflected from the scene is measured by two silicon photodiodes (filtered for 850 ± 20 nm), located at different positions and directed towards a common point on the object. An analogue-to-digital converter is used to digitize the photodetector signals before they are processed by a computer which is also used to generate the structured illumination.
The DLP contains a digital micro-mirror device (DMD), which is a 1024 × 768 array of mirrors (10.8µm pitch) that can each be electronically controlled. The glass panel that protects the DMD is coated for optimum transmission at visible wavelengths, however the device itself has a much wider operational bandwidth (300nm − 2µm), enabling the use of this technique at wavelengths potentially unsuitable for existing CCD technology.
The illumination structure comprises of binary patterns having an equal black to white ratio, and which are projected onto the scene using a Nikon 50mm focal length lens. For every pattern that is projected a corresponding intensity is measured by each photodetector, which is used by the computer algorithm for reconstructing a ghost image. left right top bottom Figure 2 . The raw images produced from each photodetector located around the object (as indicated) are reconstructed using an iterative algorithm (described in the text). The spatial information in each image is identical; however, the apparent illumination source is determined by the location of the relevant photodetector.
DMD-based projectors create colour images by displaying 24 binary images (bit planes) per frame in quick succession. By alternating between a binary pattern and its inverse in subsequent bit planes we can demodulate the measured signal at the frequency of the bit plane projection (1440Hz) to isolate the back-reflected signal from light sources at other frequencies such as room lighting. Importantly, the fact that the speckle pattern has equal numbers of black and white pixels enables normalization of the measured differential signals for each pattern, which has been shown to improve the SNR of the final reconstruction. 15 
TWO-DIMENSIONAL IMAGE RECONSTRUCTION
Both iterative and inversion techniques can be applied when reconstructing computational ghost images from a series of M projected binary patterns P (x, y) and measured signals S i . In this experiment we employ an iterative algorithm to avoid storage of large pattern arrays and signals in computer memory. The 2D reconstruction of the image I(x, y) is obtained by averaging the product of the (zero-mean) measured signals and patterns, given by
for M iterations.
In our earlier work, random binary patterns have been used, however any overlap between patterns inherently introduces redundancy and thus the number of patterns, M , required to form a high-quality N -pixel image can be significantly greater than the Nyquist limit (M >> N ). In this work we chose instead to project a complete set of Hadamard patterns, with a resolution set at 96 × 96 super-pixels (where 1 super-pixel is 8 × 8 pixels on the DMD). Each Hadamard pattern is orthogonal, and thus a new piece of spatial information is acquired with each iteration, reducing the number of patterns required to M = N .
Using 1 we obtain a separate 2D reconstruction of the object (toy soldier with approximate dimensions 25 cm × 10 cm × 4 cm) for each photodetector, as shown in Fig. 2 . The ghost images produced with this technique are derived from the same set of patterns projected from a single source at a fixed location, thus the spatial information in both images is identical. However, the intensity distribution in each image is different, because the apparent lighting of the object is dependent on the location of the detector used to record the backscattered light (a consequence of reciprocity in imaging systems). Therefore, computational ghost imaging has two key differences compared to a camera imaging system: the location of structured illumination determines the perspective and the detector position determines the lighting.
THREE-DIMENSIONAL IMAGE RECONSTRUCTION
Depth information of a scene is normally lost in a 2D image, however one well established technique for the retrieval of 3D information, called 'shape from shading' 16, 17 (SFS) uses the shading information in the image caused by geometrical features as an additional degree of freedom from which to infer surface normals. When using only one image the problem is underscontrained since the surface normals represent two degrees of freedom per pixel with respect to the line of sight, and thus many SFS methods make several assumptions, including uniform Lambertian surface reflectance. An extension of this technique called 'photometric stereo' 18, 19 uses multiple images acquired from a fixed perspective with different illumination positions, similar to the images acquired form a computational ghost imaging system with multiple single-pixel detectors.
For our system we consider that the intensity of a pixel (x, y) in an image obtained from the ith detector can be expressed as
where I s is the source intensity, α is the surface reflectivity,d i is the unit detector vector pointing from the object to the detector, andn is the surface normal unit vector for the object. Thus, for P images, we can write Eq. 2 as
where D is an array containing the unit detector vectors and I(x, y) is an array containing the corresponding image intensities for that pixel. Thus for any pixel (x, y), the unit surface normal iŝ
and the surface reflectivity (albedo) is
The surface gradient at each pixel can therefore be calculated by evaluating the change between adjacent pixels in the surface normal map, from which 3D surface information can be obtained by integration. The integration of surface gradients is performed by starting at the centre of the object and working outwards. The relative surface depth at any pixel is therefore estimated from the height of the neighbouring pixel and the surface gradient. Where more than one nearest neighbour exists, the height is estimated based on the mean of those pixels.
A subsequent optimization step is performed on the 3D surface, varying the depth of one pixel at a time for each iteration, where the cost function is the sum of the squared differences between the gradients of the reconstructed surface and the gradients recovered from the photometric stereo measurement. This step helps to improve the overall shape and remove spike features that occur at the edge of the 3D surface.
Our 3D computational GI system has been shown to provide accurate 3D reconstructions of large surfaces with reasonable geometric complexity, demonstrating a root mean square error of less than 4 mm. 11 From the final 2D ghost images shown in Fig. 2 we applied the prescribed method for reconstructing a 3D profile of a large toy soldier, shown in Fig. 3 .
CONCLUSIONS
Utilizing a high power 850 nm LED as the source of illumination within a commercially available digital light projector, we have demonstrated that large objects can be imaged by lensless single-pixel detectors using computational ghost imaging methods. Our system was capable of projecting a series of orthogonal Hadamard patterns, and processing with an iterative algorithm at a rate of approximately 650 Hz, from which an image (96 × 96 pixel resolution) with reasonably high contrast was retrieved after approximately 15 seconds. This time may be reduced by employing a faster DMD or by reducing the image resolution. Spatially separating four single-pixel detectors is shown to produce ghost images with different shading profiles, determined by their respective positions, thus enabling photometric stereo techniques to be applied for retrieval of 3D surface information. This approach, demonstrated at near infrared wavelengths, can be extended for imaging applications at nearly any desired wavelength where light sources and single-pixel detectors exist, potentially in regions where camera based technology is expensive or limited. The deployment of simple, inexpensive, detectors for 2D and 3D imaging may have importance in various military applications, for example in chemical characterization and or use in hazardous environments.
