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1. INTRODUCTION 
Broadly speaking the problem considered in this article is a type of 
“smoothing” or “data fitting” problem involving the approximation of a 
given function by nondecreasing functions. It arises in this context whenever 
it becomes necessary to estimate parameters which display certain monotonic 
characteristics. The results characterize the best approximations and establish 
their properties. The analysis of the problem is presented in an abstract 
measure theoretic setting. 
Let X be a totally (or linearly) ordered set with order < and (X, .Z, p) 
be a complete positive measure space. Let L, = L,(X, 2, CL) be the linear 
space of equivalence classes [f] of p-measurable, p-essentially bounded real 
valued functions f on X. As usual, the symbol f will be used to represent 
a particular function or the equivalence class [f] to which the function 
belongs and in addition, an equivalence class will also be referred to as 
a function. (See Dunford & Schwartz [2], page 121). It is known that L, is 
a normed linear space with norm j( .I) given by 
llfll = tl-ess ;;g IfWl 7 f EL. (l-1) 
Given a function w EL, such that w(x) > 6 > 0 p-a.e. on X, define a 
weighted essential supremum norm /I . /Iw on L, by 
Ilfll, =p--esssupw(x) If(x fEL,. (1.2) 
This weight function w is introduced in (1.2) to take into account the relative 
importance of the values off on X. Let 
S=((x,y)EX x X:x,yEX,X<y}, (1.3) 
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where x < y is understood to mean x < y but x # y. For f E L, define 
4 = {(x9 Y> E s: f(x) > f(Y)). (1.4) 
Suppose that (X x X, Z’, ) v is a complete product measure space obtained 
from (X, Z, cl). Assume S E zl’ and call an f E L, v-almost monotone (non- 
decreasing) if v(S,) = 0. In other words a function fin L, is v-almost mono- 
tone if the set of pairs of points (x, y) on which the monotonicity property off 
fails, has zero v-measure. The reader may easily verify that the property of 
v-almost monotonicity is that of an equivalence class in L, . Let 
IM = &2(X, z1, p) CL, be the set of all v-almost monotone functions. It can 
be easily seen that M is a convex cone. The problem of almost monotone 
approximation considered in this article is: 
Given an j E L, find a g E M, if one exists, such that 
Such a g is called a best approximation to f out of M with respect to 11 . Ilw . 
In this article an attempt is made to present a rather complete investigation 
of the above problem. The general measure theoretic setting allows applica- 
tions of the results to various special cases. It is shown that the infimum of 
11 f - h IIw for h in M equals the supremum of certain expressions involving 
the given functions jand w only. Also established is a characterization theorem 
characterizing the set of all best approximations to the above problem. As may 
be easily shown from (1.5) that the set G(f) of all the best approximations g 
to a given f in L, is a convex set. Under certain conditions on the measure 
spaces it is shown that this set of best approximations is an “interval” in M, 
in other words, there exist g, ge M such that a g E M is a best approximation 
to jif and only if g < g < g CL-a.e. Explicit expressions for g and g are obtained. 
An application of J. von Neumann’s famous minimax principle (see [4, 15, 
181 etc.) is demonstrated while deriving a specific form of a best approxima- 
tion. As was observed above, the set of best approximations, G(j), is a convex 
set. We ask the following “selection” type of question. Is it possible to select 
for each j, a best approximation g’ from this set G(j) such that the nonlinear 
operator & defined by &: f -+g’ satisfies the Lipschitz condition with 
constant unity viz. 
holds for all fi , js EL, ? We show that this is indeed possible when w(x) = 1. 
This, of course, makes the operator .eZ automatically continuous. Problems 
of this type involving selection of elements from sets in abstract spaces so as 
to make the resultant point to point mapping satisfy the continuity require- 
ment rather than the stronger condition (1.6) are known as the “selection 
problems” and are discussed e.g., in Michael [lo] and Parthasarathy [12]. 
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We show that in our setting such a selection problem satisfying the continuity 
requirement alone has a simple solution, however, the solution becomes 
more complex if the condition (1.6) is imposed. 
A special version of this problem on the space of bounded functions 
defined on a partially ordered set is considered in Ubhaya [16] and additional 
results are obtained there. The problem of this article, of course, has a 
different structure than the one in [16]. F or related problems using different 
norms see [16] and other references given there. 
2. PRELIMINARIES 
Recall that for x, y E X, x < y is equivalent to x < y but x # y. We denote 
by (x, y), (x, y], etc. the intervals {z E X: x < z < y}, {z E X: x < z < y}, 
respectively, etc. We also use the obvious notation (-cc, x) = {z E X: x < x}, 
etc. We consider X equipped with the interval topology. This topology is the 
topology which has the subbase of intervals of the form (-03, x), (x, CO) for 
all x E X. See Gaal [5]. Discussions on topological spaces, measures, L, 
spaces etc. may be found in some of the standard treatises listed in the 
references. 
Recall that the product measure space (X x X, Z’, V) is obtained from the 
measure space (X, Z:, II). There are two different ways of defining a product 
measure, the one as in Royden [14] and the other as in Halmos [6]. We adopt 
the approach of Royden since it has its own advantages for our problem. For 
example, a product measure obtained by this approach is automatically 
complete. The product of m-dimensional Lebesgue measure with n-dimen- 
sional Lebesgue measure is (M + n) dimensional Lebesgue measure. For 
further details the reader is referred to Royden’s book. 
We make the following assumptions concerning the measure spaces 
(X, Z, CL) and (X x X, C’, v). 
(1) p is complete (and p(X) > 0). 
(2) (--co, x), (x, co) E Z for all x E X. 
(3) S E Z’ where S is defined by (1.3). 
From (2) it follows that {z} E 2 for all x E X. Let 
Iv = (x E x: p”(x} = O}. (2.1) 
Our last assumption will be: 
(4) NE Z and contains a countable dense subset with respect to the 
interval topology on X. 
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The results of this article are derived for measure spaces satisfying the 
above four conditions. The measure spaces described in (a) and (b) below are 
two examples of spaces which are common and for which the above four 
conditions hold. 
(a) Let X = 1, a finite or infinite interval of the real line and ,LL the 
Lebesgue measure on I. It may be shown (see Royden [I4]) that Y is the 
Lebesgue measure on I x I. Clearly, the assumptions (1) and (2) are satisfied. 
To show that the assumption (3) holds, we let (Y,}~~~ be an enumeration of 
the rational numbers in 1, then the set S, given by (1.3), may be written as: 
s = (j ({xEI:X <Y,} x {ycGI:y >Y,>). 
n=l 
Since for each n the sets {x E I: x < Y,} and (y E I: y > Y,) are in Z by the 
assumption (2), it follows that SE Z’. Clearly N = I and since I contains 
the dense set of rationals, assumption (4) holds. 
(b) Let X be any totally ordered set. Let 2 = .ZO and p = p,, where Z,, 
is the set of all subsets of X and p,, is the counting measure satisfying p,,(x) = 1 
for all x E X. (For any A C X, &A) equals the number of elements in A 
if A is finite, and equals co if A is infinite.) It is easy to see that in this case& 
and M become respectively the space of bounded functions on X and the 
convex cone of nondecreasing real valued functions. The norm jj . jjW given 
by (1.2) becomes the weighted uniform norm (/I . )llzo where 
lllflllw = ;yg 44 If(4l * (2.2) 
Using the approach to the product measure which we have adopted, it is 
easy to show that in this case 2’ = Z,,’ and v = v,, , where Z,,’ is the set of all 
subsets of X x X and Y,, is the counting measure satisfying v,((x, y)) = 1 for 
all (x, y) E X x X. Clearly p,, is complete and N = o . Thus all the assump- 
tions (1) to (4) are satisfied. This case is further analyzed in Ubhaya [16]. 
In Section 4 we examine the property of almost monotonicity and the 
conditions (1) to (4) in further detail. 
3. MAIN RESULTS AND REMARKS 
In this section we state and prove our theorems. Recall with reference to 
(1.5) that our problem is that of finding a best approximation g to a given 
f E L, . For this fixed f, let 
4% Y) = wgy$), cm4 -fba (X,Y)EX x x. 
ALMOST MONOTONE APPROXIMATION IN L, 663 
Let D, and JU be given by (3.6) and (3.7), respectively, and let P = D, U Jw . 
Clearly p(P) = 0. Note that T is well defined and bounded on 
(X - P) x (X - P) and possibly undefined on its complement in X x X 
which has v-measure zero. We show that r measurable in the product space 
(X x X, Z’, v). Let {r,)z=,, b e an enumeration of the rational numbers on 
the real line and 01 be any real number, then we may write: 
{(cc, y) E (X - P) x (X - q: T(X> Y) > 4 
= ((x, y) E (X - P) X (X - P): f(x) - +$x) > f(r) + oclf4YN 
= ;I ((x E x - P: f(x) - a/w(x) > Y?J 
x {y E x - p: f(Y) + Q/W(Y) < rTJ). 
The measurability of f(z) & CW/W(X) implies that the set 
{(x, y) E (X - P) x (X - P): 7(x, y) > a} E 27 
for all real 01. But since X x X - (X - P) x (X - P) has v-measure zero 
and v is complete, we conclude that 7 is measurable in the product measure 
space. Since by assumption (3) the set 5’ given by (1.3) is in 2’ we are justified 
in defining a number 0 by the following expression, 
0 = v-(es;Js;p T(X, y). 
2, E 
(3.1) 
Clearly -CO ,( 0 < co. This number plays a crucial role in the results of this 
article. 
3.1. Characterization of Best Approximations 
Theorem 1 stated below gives an attainable lower bound on llf - h /jw 
for h in M and Theorem 2 completely characterizes the solution of the prob- 
lem. 
THEOREM 1. Assume that the conditions (1) to (4) of Section 2 hold. Let 
CELL - M then 
0 < 8 = v-ess sup (T,Y)ES w$y$‘,) (f(4 -f(Y)) 
= yG$ ilf - h IL, . 
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THEOREM 2 (The Characterization Theorem). Assume that the condi. 
tions (1) to (4) of Section 2 hold. Let f E L, - M. Define functions g and g 6~ 
dx) = P--eyyP(f@) - B/w(z)), XEX, (3.2: 
x E x. (3.3; 
Further, for g E M, 
e=~~Ilf-h/I,=llf--11, 
holds if and only if g < g < g p-a.e. 
We now make some remarks. 
(i) Theorem 1 shows that the attainable lower bound on jl f - h (Iw, 
h E M viz. 0 can be expressed in terms of the given functions f and w only. 
(ii) For f E L, , let G(f) be the set of all best approximations to f out 
of M given by 
G(f) = {g E 1M: If - g IL,, = E& llf - h II& (3.4) 
It can be easily shown that this set is convex. Theorem 2 shows that if 
f E L, - M then G(f) is indeed identical to 
{g E M: g <g <g, p-a.e.}. (3.5) 
IffEMthen clearly G(f) ={f}. 
(iii) The results of the Theorems 1, 2, as well as theorems to follow 
may be applied to the case of the bounded functions described in the example 
(b) of Section 2 merely by replacing p(v)-ess sup and p-ess inf by sup and 
inf, respectively. 
As pointed out in Section 1, the symbol f is used to represent a particular 
function or the equivalence class [f ] to which the function belongs. We adopt 
the following approach in the proofs to follow. We first establish the measure- 
theoretic properties of the representative function f and then extend them to 
the equivalence class to which f belongs, whenever it can be done so. This 
fact, however, will not be explicitly stated each time a proof is presented. 
We prove three lemmas before proceeding to prove Theorems 1 and 2. 
LEMMA 1. 0>Oifando@yiff$M. 
Proof. Recall that S, is given by (1.4). Clearly f E M implies that 
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v(S,) = 0. Since f(z) -f(y) < 0 whenever (x, y) E S - S, we have 0 .< 0. 
Alsof $ M implies that v(S,) > 0 and hence 0 > 0. Q.E.D. 
Before we proceed to the next lemma we introduce some notation that will 
be used in the rest of this article. Recall that the norm 11 . I/ is given by (1.1) 
and that w is a weight function satisfying w(x) 3 6 > 0 p--a.e. We let 
4 = ix E X: If(4l > IlfllI, f~Lc 3 (3.6) 
Jw = {x c X: w(x) > I/ w /I or W(X) < S}. (3.7) 
Obviously 
PW = PG> = 0. 
For EC X x X we denote the cross-sections by 
E”={y~x:(y,x)~E) (3.8) 
and 
E, =(YEX:(X,~)EE}. (3.9) 
For A C X we denote its complement X - A by AC. We let sup a = -co, 
inf m = +co where @ is the empty set. 
LEMMA 2 (Lower bound on IIf - h Ilw, h E M). Let f~ L, then 
0 < IIf-- h jjw, for all h EM and hence 6 < IIf/!, . 
Proof. If f~ M then the lemma clearly holds, hence assume f $ M. Let 
h E M and define 
A={x~X:w(x)/f(x)-h(x)l>llf-h~~,}uJWuDfuD~. 
Then AE~ and p(A)=O. Let T=S-(S,U(AXX)U(XXA)) 
where S is given by (1.3) and S, by (1.4) withf == h. If V(T) = 0 then since 
v(S, u (A x X) u (X x A)) = 0, we have v(S) = 0. (This is possible, e.g., 
consider the case in which there exists some x E X such that p(X - (x}) = 0). 
Hence 0 = -co and 0 < lif - h jlw holds. Suppose v(T) > 0 then T # G. 
Let (x, y) E T. Since h(y) - h(x) > 0 we have 
f(4 -f(Y) Gf(x> -f(Y) + h(Y) - 44 
G I f(4 - 49 + I f(r) - 4Nl . 
Multiplying both sides by w(x) w(y) we have 
44 W(Y) (fc4 -f(Y)) 
Hence 
G W(Y) (44 I f(x) - WI) + 44 (W(Y) I f(r) - hb90. 
44 W(Y) (f(4 -f(r)) G W(Y) Ilf - h I/w + ~(4 llf - h Ilw .
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We therefore have 
Since v(S, u (A x X) u (X x A)) = 0 it follows that 6’ < Ilf - h IIw 
Letting h = h, where h, = 0, p--a.e. on X we have 0 < Ilfll, . The proo. 
of Lemma 2 is now complete. 
LEMMA 3. If conditions (1) to (4) of Section 2 hold then g, g E M and 
Proof. We prove the result for g. The proof for g is similar. 
Clearly g(x) < g(y) w h enever x < y and hence by assumption (2), g is 
measurable. Since f - e/w EL, , it is obvious that g(x) = -CO if and only ii 
p(-co, x] = 0. Let 
U={zEX:g(z) =-a}. 
We show that p(U) = 0. Because of the monotonicity of g, there exists some 
x E X such that either U = (-co, x] or U = (-co, x). If U = (-co, x]! 
then g(x) = --co and hence p(-co, x] = 0. Now suppose thal 
U=(-CD,X)# @.IfxE(--co,X)and&z}>Othen,u(-co,z]>~{z}>O: 
which implies that g(z) > -co, a contradiction. Hence for all z E (-00, xj 
we must have p(z) = 0. From (2.1) we conclude that (-co, 3) C N. By 
assumption (4), N contains a countable dense set, say C. Let 
C’=(-co,x)nC. 
Since (-co, 3) is an open set contained in N, it follows that C’ is not empty. 
Clearly C’ is countable. Each 5 in C’ satisfies E < x and since g(t) = ---CO 
we must have p(- co, fl = 0. Now 
(-co, x)3 (J (-co, if] = Psay. 
EEC’ 
If (-co, x) = P, then since P is the countable union of the sets (-co, 51, 
5 E C’, each of which has p-measure zero, we have p(- co, x) = p(P) = 0. 
On the other hand, if y E (-co, x) - P then 6 < y < x for each 5 E C’. We 
conclude that (y, x) = o , for otherwise (y, x) being open will contain an 
element of C’. It follows that (- co, zc) = (- co, y] and since g(y) = - co we 
must have p(- co, y] = 0 giving p(-co, x) = 0. We have thus established 
that p(U) = 0. 
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Now suppose that g(x) > --oo for some x E X. It follows that 
p(-co, x] > 0. F or convenience let h(z) =f(s) - 0/w(~). We then have 
g(x) = ~----yip 0) 3 P;T~; iif 44 3 P;T~; i;fC- I W4l) 
= - /$s&~;P I &a 3 - II h!l * 
(Note that the first inequality is not true if ~(-a, x] = 0). Again we have 
We conclude that g(x) = ---co on a set U of p-measure zero and 
/ g(x)\ < j/ h /I for all x E X - U. It follows that g is p-essentially bounded 
and II g II < II h II < llfll + 0 II l/w II . Also since g(x) <g(y) whenever x < y, 
we conclude that its equivalence class is in M. 
Proof of Theorem 1. By Lemma 3, g E M. Since by Lemma 2, 
Ii f - h /lu: 2 19 for all h E M, the theorem will be proved if we show that 
11 f - g /jzu = 0 and this is what we do below. 
We first show that w(x) (g(x) -f(x)) < 0 p-a.e. Let 
E = 1 (X,Y)EL% w;y$& (f (4 - f(Y)) > 01 . (3.10) 
Then E E Z’ and v(E) = 0. It follows from the completeness of p (See 
Royden [14, p. 268, Lemma 171) that p(E%) = 0 for all x E A for some A E 2 
such that p(k) = 0. Let F = A - (1, u D,). Then F # % since 
P(F) = PC4 = CL(X) > 0. 
Let x E F and define the set H depending upon x by 
H = (-co, x] - (E” u Jw u I&). (3.11) 
If p(H) = 0, then since p(Jw) = p(Df) = 0, we must have p(--co, x] = 0. 
It follows that g(x) = -co. Hence g(x) < f(x) + e/w(x) holds. If p(H) > 0 
then H # o and using the definition of 0, for each z E H we must have 
f (4 - 444 <f(x) + v4x). (3.12) 
Since p(Ez u Jw u Of) = 0 it follows from (3.11) that p(( - co, x] - H) = 0. 
From (3.12) and (3.2) we conclude that g(x) < f(x) + e/w(x) for all x E F. 
Clearly p(FC) = 0 and hence g(x) <f(x) + 0/w(x) holds I*--a.e. on X. 
Next we show that w(x) (g(x) - f(x)) > -0 CL--a.e. We do this by making 
use of the fact that a bounded monotone function on a totally ordered set has 
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at most a countable number of discontinuity points. By assumption (4), the 
set IV contains a countable dense subset. Let {fn}z=r be an enumeration of this 
dense subset. For each IZ, let 
Also let 
Clearly p(L,) = 0 for all rz and hence p(L) = 0. Define 
It is easy to see that -co < g(x) < go(x) < co for all x E X and 
&lKJ < z&u&-L (f(8 - ww = gc&J. 3” n 
Hence g&J = g&J f or all 71. For convenience let V = 0% as given by (3.6) 
with f = g. Clearly -co < g(x) <g,,(x) < co for all x E Vc. Let Z be the 
set of all points x in YC such that x is a discontinuity point of g or go in the 
topology which is the relativization of the interval topology on X for V 
or x is an extremal (maximal or minimal) element of VC if such a one exists. 
Let x E (Vc - Z) n N. Since x is not an extremal element of Vc there exists u: 
erEVcsuch that u<x<v. SinceforallyEXsuch that uty<vwe 
haveg(u) < g(y) < g(v) it follows that (u, v) C V. We assert that g(x) = g&x). 
If, on the contrary g(x) <g,,(x), then since g and g, are continuous at x in 
the relativized interval topology on X for V”, there exists a subset G of X 
with x E G such that G is open in the interval topology on X and g(t) < go(t: 
for all t E G n Vc. Now x E G n (u, v) C G n Vc, G n (u, v) is open and 
x E N. Therefore there exists a [,, E G n (u, v) and consequently g([,) <g&f,: 
which is a contradiction. Thus g(x) = g,,(x) for all x E ( Vc - Z) n N. Frorr 
the definition of g, it follows that g,,(x) >f(x) - @J(X) for all x E X - L. 
Last two statements imply that 
g(x) af(4 - eb(4 forallxE(P-(LUZ))nN. 
On VC both g and g, are bounded and hence the set of discontinuity points oi 
g or g, is at most countable. There exist at most two extremal elements of Vc 
Consequently Z is at most a countable set. Since p(x) = 0 for all x E N 
we have p(Z nN)=O. Now 
N=[(Vo--(LnZ))nN]u[(LuZ)nN]u(VnN). 
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Since p(V) = p(L) = 0 it follows that g(x) >f(x) - e/w(x), CL-a.e. on N. 
For x E NC we have ~{x} > 0 and hence from the definition (3.2) of g we have 
&> 2f(x) - e44 f or all x E NC. We thus have g(x) >f(x) - B/w(x) 
p-a.e. and therefore jif - g ljw < 8. We conclude from Lemma 2 that 
Ilf-gll, = 0. Th e P roof of the theorem is now complete. 
Proof of Theorem 2. As in the proof of Theorem 1, we may also show that 
6 =: II f - g i/U; where g is defined by (3.3). 
Let now g E M and satisfy 0 = Ilf - g /lw , we show that g <g p-a.e. 
For convenience let E = S, where S, is given by (1.4) with f = g, then 
u(E) = 0. Hence by the completeness of p, p(E2) = 0 for all x E A for some 
A E Z such that p(&) = 0 [14]. Let x E A and let 
K = (-co, x] - ({t E X: w(t) I f(t) - g(t)1 > llf -g !&,} u E” u Jw u Of). 
Note that p((- 00, x] - K) = 0. Hence if p(K) = 0, we must have 
p(( - 00, z]) = 0. Then g(x) = -00 and g(x) < g(x) holds. If p(K) > 0 then 
K f o and for any z E K using the inequality W(Z) /f(z) - g(z)1 < 8 we 
have 
f(4 - Q44 d g(4 G g(x). 
The last inequality follows from the fact that z E (-co, ~1 - Ex. It follows 
that g < g CL-a.e. In a similar manner we may show that g < g p-a.e. Special- 
izing for g = g we have g < g p-a.e. If g E M and satisfies g < g < g p-a.e. 
then it follows at once that 8 = llf - g llzu. The proof of Theorem 2 is 
complete. 
3.2. Alternative Representations for Best Approximations 
In the following we derive two alternative representations for best appro- 
ximation in the form of max-min and min-max expressions. By applying the 
famous minimax theorem of von Neumann we show that they are identical 
for certain measure spaces. 
Define a function K on X x X by 
K(y 9 z) = w(y)f(Y) + w(z)f(z) 
W(Y) + 44 ’ 
(Y,Z)EX x x. (3.13) 
It is easy to show that K(y, x) is measurable in the product measure space. 
Note that K(y, Z) may be undefined on a set of v-measure zero. 
THEOREM 3. Assume conditions (1) to (4) of Section 2 hold. Let f E L, - M. 
Define functions g, , g* on X by 
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Then g, , g* E M and 
Proof. We prove the theorem for g, . The proof for g* is similar. We use 
the notation introduced just before Lemma 2. Clearlyg,(x) <g,(y) whenever 
x < y and hence by assumption (2) g, is measurable. We first show that 
g, 3 g on X. Let x E X. If ~(--a, x] = 0 then from (3.2) we have 
g(x) = -co. If p[ x, co) = 0 then since p(X) > 0, we must have 
p(-co, x] > 0. It f o 11 ows from (3.14) that g*(x) = +co. Thus in either 
caseg,(x) > g(x) holds. Hence suppose that p(- co, x] > 0 and ~[x, co) > 0. 
Let E be defined by (3.10). Then v(E) = 0. It follows from the completeness 
of p [14] that p(Eu) = 0 f or all u E B for some B E Z such that p(Bc) = 0. 
Now letyE(--,x1-((J,uDjuBC) and x~[x,co)-(~,UD~uE~), 
then we have 
and hence 
f(Y) - K(Y? 4 = 44 (f(Y) - f (4 ( 0 w(y) + w(x) ‘w(y)’ 
where K( y, z) is given by (3.13). Thus K(y, a) > f (y) - O/w(y) and since 
p( Jw u Dj U E,) = 0 we have 
Again since p( JW u Df U BC) = 0 we conclude from the expressions (3.14: 
and (3.2) that g*(x) > g(x). Since x is arbitrary it follows that g, 3 g on X. 
In a similar manner we may show that g, <g on X. It follows that g, if 
p-essentially bounded and since g*(x) < g*(y) whenever x < y we conclude 
that its equivalence class is in M. Since g <g, <g p-a.e. on X, by 
Theorem 2 we have (1 f-g, 1) = 8. The proof of the theorem is now 
complete. 
Now consider the measure space introduced in the example (b) of Section 2. 
This is the case of bounded functions defined on the set X with the norm 
given by (2.2). We show in Theorem 4 below that for this case g, = g*. 
(The results of Theorem 4 may be generalized to a partially ordered set as 
in Ubhaya [17]. The proof is similar to that of Theorem 4. See also [16].) 
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THEOREM 4. For the measure space introduced in the example (b) of 
Section 2, 
This theorem will be proved by an application of the J. von Neumann’s 
minimax theorem. To do this we need the concepts of quasiconcave (convex) 
functions. Let 9 and ja;c be two topological vector spaces and let @ and V 
be convex, compact subsets of 3’ and A, respectively. A real valued function 
K(U, V) defined on @ x V is said to be quasiconcave in u if 
4% + (1 - 4 u2, 4 3 min{+, ,v), 4+ ,v)h 
holds for all ur , us E a’, all ZI E V and all X, 0 < h < 1. Equivalently K(u, v) 
is quasiconcave in u if {u E @: K(u, v) >, c} is a convex set for each v E v, 
for all real numbers c. Similarly we define quasiconvexity of K on %! by 
reversing the inequalities in the above definitions and replacing min by max. 
NikaidB [ll] first introduced the terminology quasiconcave (convex) func- 
tions. However, similar ideas have also appeared in Kakutani [7] earlier. 
We now state the well known minimax theorem (see [15]). 
The Minimax Theorem 
Let % and V be compact and convex subsets of 9 and A, respectively, 
K(U, V) be a real valued function on %? x ‘Y, quasiconcave and upper semi- 
continuous in u and quasiconvex and lower semicontinuous in v, then 
inf SUP K(U, V) = Sup inf K(u, V). 
9-4 4 9” 
J. von Neumann [18] first obtained such a theorem in connection with the 
theory of games and mathematical economics. The theorem was subsequently 
generalized or proved by alternative methods by Kakutani [7], Fan [4], 
NikaidB [l 11, Sion [15] and others (see references in [S]). 
Before proceeding to the proof of Theorem 4 we establish a lemma. For 
the definitions and properties of convex sets and convex hulls of sets used in 
the lemma see Dunford and Schwartz [2]. 
LEMMA 4. Let 3 = J&’ = 9-P and e0 , V0 be bounded sets in B2. Denote 
the elements of g2 by u = (ul, u2) OY a = (~9, v”). Suppose that there exists a 
6>Osuchthatu1>Sforallu~~‘,andv1~6forallv&$. Then 
409/49/3-10 
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and 
(ii) inf 
242 + 02 -zzz 
ZIECOWoO) .zgJ u1 + v1 
u2 + v2 
inf sup ___, 
v&-, us~o u1 + 29 
where co(A) denotes the convex hull of A CL@. 
(iii) Also, co(%J and co(V,J in (i) and (ii) may be replaced by E(%O) ana’ 
cO(YJ, respectively, where E(A) denotes the closed convex hull of A CW2. 
Proof. We establish (i). The proof for (ii) is similar. 
The hypothesis of theorem implies that both the sides of (i) are finite. We 
first show that 
inf u2 + v2 = inf u2 + v2 
tEcoWo) ul VSY-, u1 + v1 
for all u E co(%(J. (3.16) 
Suppose v E co(VJ, then there exist vi E V0 , Ai > 0, i = 1,2,..., 71 such that 
v = f A& 
i=l 
and $&=I. 
Then for any fixed u E co(%,,) we must have 
u2 + vi2 > inf u2 + v2 
241 + vi1 ’ 
- = p say 
VEYO ?J1 + v1 
for all i. 
Then 
242 + vi2 > p(ul + Vi’) for all i. 
Multiplying both sides of the above inequality by Ai and summing over i 
we have 
Thus 
U2 + ZAjV$2 > p(Ul + Z&Vil). 
u2 + 412 > 
ul+d ‘p 
for all v E co(Vs) 
and (3.16) is established. It now follows that 
inf 
112 + v2 
u2$&, uscow-o) 22 + v1 
242 + 02 
--->sup inf -. 
USqJ tlsr, 22 + v1 
(3.17) 
Next we show that equality holds in (3.17). Let 01, /3 denote, respectively, 
the left and right sides of (3.17). Note that ar and fl are finite by the hypothesis 
of the lemma. Let E > 0. Then 
CY-•E< inf UQ + 02 
ve2o(v,) ul ’ 
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for some II = (ill, u”) E co(%s). Again u = Cz, qiui for some ui E %,, , 
Q 3 0 such that ~~=, Q = 1. Hence 
From (3.16) and the definition of /3 we must have 
inf 
ui2 + v2 
~ G/T VW, uil + v1 
for all i = 1, 2 ,,,., m. 
Hence there exist vi E co(Q, i = 1, 2,... m such that 
(3.18) 
(3.19) 
From (3.19) applying an argument similar to that used to establish (3.16) 
we conclude that 
Since CL, qpi E co(VJ, the above combined with (3.18) gives (Y - E < ,k? + E 
and the required equality in (3.17) follows establishing part (i). Part (iii) is 
at once evident. This completes the proof of the lemma. 
Proof of Theorem 4. It is simple to establish that g*(x) > g*(x) for all 
x E X. To establish equality fix an x E X. Define %,, and V0 CBa depending 
upon x by 
% = WY), w(y)f(y)): Y f (- 00, xl>, 
%I = {(w(+ w@)f (4): z E LX> co>>, 
since f and w are bounded functions and w(t) 3 6 > 0 for all t E X, %‘. and 
V0 satisfy the hypothesis of Lemma 4. From the definitions of g* and g, it 
follows that 
I2 + 212 g*(x) = inf sup ___ 
OEY, u&2, u1 + v1 ’ 
g*(x) = sup inf -Es-k.?. 
us4, cJEYO u1 + v1 
From the lemma it follows that 
(3.20) 
(3.21) 
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Now we assert that the function K(U, V) = (u2 + ws)/(~l + wl) defined on 
co(q) x co(vJ q is uasiconcave in u and quasiconvex in v. To prove this 
we observe that for each v and any real c 
(24 E q&o): K(U, u) > c} = {u E zq%o): 22 - cd > CT9 - v2}, 
is a convex set. Similarly for each u and any real c 
{v E G(YJ: K(U, v) < c} = {u E co(fJ: v2 - CT9 < cd - u”}, 
is again a convex set. K(U, V) is clearly continuous and f4Y = Z(%,,), 
V” = cO(Ys) are both compact and convex. Thus the hypothesis of the mini- 
max theorem quoted earlier is satisfied. We conclude that 
This equation together with (3.20) and (3.21) shows that g*(x) =g*(~). 
Since x is arbitrary the proof of the theorem is complete. 
3.3. A Selection Theorem 
We now introduce our next result. Define g and g by (3.2) and (3.3), 
respectively, if f E L, - M.Letg=g=fiff~M.Foreachf~L,andany 
fixed h satisfying O<h<l, we defineg,EMbyg,=hg+(l-A)$ 
Clearly g < gA < g, p-a.e. It follows from Theorem 2 that 
Ilf --gAIlto <IIf --hIIwJ for all h E M. 
For each fixed A, the nonlinear operator T,,: L, -+ M given by T,,(f) = g, 
can be easily shown to be continuous in the norm topology generated by 
11 - 1) or /I . jJw. (Note that 6 )I . (1 < (I . Ijw < (1 w 1) 11 . 11 and hence continuity 
in one norm topology implies continuity in the other). Thus Th is a continuous 
operator isolating for each equivalence class f in L, a single equivalence 
class Th( f) from the set G(f) of all best approximations to f. Hence, as was 
observed in Section 1, the “selection problem” satisfying the continuity 
requirement alone has a simple solution. We now inquire as to whether there 
exists an operator ~201: L, + M satisfying the stronger Lipschitz condition 
(1.6) such that .Q’( f) is a best approximation to f. The theorem below shows 
that this indeed can be done when w(x) = 1 for all x E X, however, the solu- 
tion has a more complex form. 
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THEOREM 5. Assume conditions (1) to (4) of Section 2 hold. Let w(x) = 1 
for all x E X so that I/ . Ijw = /I . 11 (see (1.1)). De$ne the operator d: L, + M by 
-4.f) (4 = %-- ZEes;sJJPf(a) + p;Ey:ff(+, XEX, fEL,. 
Then for all f, fi , fi EL, we have, (d(f) E M) 
(i) d(f) =f (CL-a.e.) if f E M and hence d2(f) = d(f) for all 
f EL, , i.e., dz = d. 
(ii) If-d(f)ll <IIf- hll d REM. 
(4 II 4fd - @Tf2>ll G llfi - fi II . 
(iv) d(af) = ad(f), for all veal numbers a > 0. 
(4 4fd 2 d(fi) tL-a.e. if fi >fi p-a.e. 
We remark that the norm reducing property (iii) of Theorem 5 is known to 
hold in a Hilbert space when &’ is the (linear) projection operator mapping 
the space onto a closed linear subspace and Ij . I/ is the Hilbert norm. (See [13]). 
It is remarkable, however, that in the L, setting under consideration such a 
property still holds in spite of the fact that no inner products are involved 
and the operator CQZ is nonlinear. For an analogous result in the case of a 
similar problem involving L, norm see Dykstra [3]. 
Proof of Theorem 5. Let f E L, and define 
As in the proof of Lemma 3, we may show that g, , g, E M. We assert that 
if f E M then g, = g, = f. The arguments of Theorem 1 may be easily 
modified to show that g, >, f CL--a.e. and g, <f p-a.e. In that theorem we 
showed that g(x) > f (x) - O/w(x) p- a.e. on X. Considering g, instead of 
g, f instead off -0 /w and making minor changes in the proof we may estab- 
lish that g, 3 f p-a.e. A similar proof may be used to show that g, < f p-a.e. 
We now show that g, 3 g, p-a.e. Let E = S, , then v(E) = 0, hence by the 
completeness of p we have p(B) = 0 for all x E A, some A E Z such that 
p(AC) = 0 and II(&) = 0 for all x E B, some B E Z such that p(Bc) = 0. Let 
x E X - (AC u Be). Suppose that &-co, x] > 0 and ~[x, co) > 0. Then 
from the definition of S, for all z E (-co, x] - Ex # @ and all 
te[x, ~0) -E, # m wehavef(x> <f(x) <f(t).Henceg,(x) <f(x) <gg,(x). 
If p(- co, x] = 0 then gi(x) = ---co and if p[x, GO) = 0 then gs(x) = + co. 
Hence gr(x) < ga(x) holds. Noting that p(Ae u BC) = 0, we have g, < g, p-a.e. 
and it follows that g, = g, =f p-a.e. Thus d(f) = f CL-a.e. and (i) is 
676 VASANT A. UBHAYA 
established. This also shows that (ii) holds whenever f~ M. If f~ L, - ib 
then fl> 0 by Lemma 1 and we write 
where 0, g(x) and g(x) are given by (3.1), (3.2) and (3.3), respectively, wit1 
W(X) = 1 for all x E X. Hence g < JXZ’( f) <g p--a.e. and it follows fron 
Theorem 2 that (ii) holds. 
We now prove (iii). Suppose first that fi ,f. EL, - M. Let 
These expressions are obtained by letting 0 = et , f = fi , g = gi , g = g 
and w(x) = 1 for all x EX in (3.1), (3.2) and (3.3), respectively. Clearly 
JWJ = Hgi + a, i = 1,2. For convenience write G = D~,-fl) where the 
set Df for f EL, is given by (3.6). Let F = X - (DC, u Dgl). Obviously 
p(F) = /A(X) > 0, hence F # 0. Let x EF. Since gi(~), &(x) are finite 
numbers we must have p(- 00, X] > 0 and P[X, co) > 0. It follows thai 
ga(x) and &(x) are also finite numbers. Let E > 0 and define the following 
sets K, L, P, Q depending upon x by 
Then each of the four sets defined above has a positive p-measure. Since 
&(--co, x] - P) = 0, p(G) = 0 we conclude that 
p(Kn Pn Gc) =p(K) >O. 
HenceKnPnGO# ~.SimilarlyLnQnG~# @.Letu~KnPnG~ 
and veLnQnGC. Then 
glb4 ad4 - 4 + E, 
gzb) xd4 + 4 - <. 
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Hence adding the relevant inequalities, and noting that &(fJ = +(gi + gi) 
we have 
It follows that 
4fd (4 - @Tfz) (4 G HfX4 -f&4) + Q(fiW - f&J)) f E 
d llfl -f2 II + E* 
Interchanging fi and fs we conclude that 
I Jwl> (4 - d(fi> (4 d llfi -f2 II + E. 
Since E is arbitrary, x E F and I = 0 it follows that (iii) holds. When at 
least one of fi and fs is in M, suitable modifications of the above proofs may 
be made. 
(iv) and (v) are at once evident. The proof of Theorem 5 is now complete. 
4. THE PROPERTY OF ALMOST MONOTONICITY 
In Section 1 we defined the property of almost monotonicity of a function 
f E L, in terms of the product measure v which is obtained from p by an 
extension process as discussed in Royden [14]. This process, of course, leads 
to a uniquely determined product measure. However, in general, it is possible 
that there exist two distinct product measures vi and va , i.e., measures vi and 
v2 defined on 2” and satisfying 
%(A x B) = P.(4 P(B) forallA,BEZ, i=l,2. (4-l) 
A natural question that arises in this connection is: How would the property 
of almost monotonicity be affected if a different product measure vi be chosen 
to defme this property instead of V. We observe in Proposition 1 below that 
under certain conditions on X this property is independent of the product 
measure chosen to define it. To do this we need the concept of an order dense 
subset. (See [I]). A subset D of a totally ordered set X is said to be order 
dense in X if and only if for every x, y in X - D, such that x < y, there exists 
an element LJ in D such that x < 5 < y. It is known that [l] a totally ordered 
set X is isomorphic to a subset of real numbers if and only if X contains a 
countable order dense subset. 
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PROPOSITION 1. Suppose that X contains a countable order dense subset, 
(x, CO) and (- co, x) E 2Z for all x E X and V, , i = 1, 2 are product measures 
dejned on Z’ satisfring (4.1). Then 
(i) SEZ’, 
(ii) f E L, is VI-almost monotone if and only if it is v,-almost monotone. 
Proof of Proposition 1. Recall that S is given by (1.3). Let D be countable 
and order dense in X. Then we may write S as 
s = 
F 
(J ({x E x: x < S} x {x E x: I < x}) 
EED 1 
” [ iJ (ix E x: x d 6) x {x E x: 5 < x}) 
. 
CED I 
The above expression in view of the countability of D shows that S can be 
expressed as a countable union of sets as 
s = fi 6% x %a), (4.2) n=1 
where by the hypothesis of the proposition, A, , B, E Z for all n. Hence 
S E 2’ and this proves (i). To prove (ii) let (r,Jc=I be an enumeration of the 
set of rational numbers on the real line. Then the set S, given by (1.4) may be 
written as: 
s, = Sn{(X,y)Ex x x:f@) >f(Y>l 






where A,’ and B,’ have obvious meanings. By measurability off, A,‘, B,’ E .Z 
for all n. Now substituting for S from (4.2) in the expression for S, we have 
1 
= ,YJ, [(Am n A,‘) x (B, n B,‘)]. 
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Hence v~(S,) = 0 implies that 
vl((Am n A,') x (B, n B,')) = p(Am n A,') . p(& n B,') = 0, 
for all m, n and since 
it follows that vz(Sf) = 0. Applying a symmetric argument the converse 
follows. The proof of the proposition is complete. 
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