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An -composition of n is a sequence of length  of positive inte-
gers summing up to n. In this paper, we investigate the number of
-compositions of n satisfying two natural coprimality conditions.
Namely, we ﬁrst give an exact asymptotic formula for the num-
ber of -compositions having the ﬁrst summand coprime to the
others. Then, we estimate the number of -compositions whose
summands are all pairwise coprime.
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1. Introduction
Given a positive integer n ∈ N, in this paper we are interested on the size of two sets of composi-
tions of n both satisfying some natural coprimality conditions. For k  1, the ﬁrst set consists of the
(k + 1)-compositions (x, y1, . . . , yk) of n with x coprime to yi , for each i ∈ {1, . . . ,k}. We denote this
set by Ak(n) and its size by Ak(n), that is,
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{
(x, y1, . . . , yk) ∈Nk+1: n = x+ y1 + · · · + yk, gcd(x, y1 · · · yk) = 1
}
,
Ak(n) = #Ak(n).
Observe that Ak(n) = ∅ when n < k + 1 and that Ak(n) is a singleton if n = k + 1. Thus, we will
assume that n > k + 1. In particular if k 2 we will assume that n 4.
For k 2, the second set consists of the k-compositions (x1, . . . , xk) of n with xi coprime to x j , for
every two distinct elements i, j ∈ {1, . . . ,k}. We denote this set by Bk(n) and its size by Bk(n), that is,
Bk(n) =
{
(x1, . . . , xk) ∈Nk: n = x1 + · · · + xk, gcd(xi, x j) = 1, 1 i < j  k
}
,
Bk(n) = #Bk(n).
Since for n = k, the set Bk(n) a singleton, dealing with Bk(n) we will assume that n > k. Our goal
is to give an exact asymptotic estimate for Ak(n) and Bk(n), as functions of n and k. We clearly
have A1(n) = B2(n) = ϕ(n) (the Euler totient function) and the asymptotic behavior of ϕ(n) is well-
understood. Before stating our main results we need the following deﬁnition. Throughout the paper,
we use p and q for primes.
Deﬁnition 1. For positive integers k and n, deﬁne
ψk(x) = x
k − (x− 1)k + (−1)k
x
, δk(x) = (x− 1)
k + k(x− 1)k−1 + (−1)k(k − 1)
x
,
Ck =
∏
p
(
1− ψk(p)
pk
)
, Dk =
∏
p
δk(p)
pk−1
,
fk(n) =
∏
p|n
(
1+ (−1)
k
pk − ψk(p)
)
, gk(n) =
∏
p|n
(
1+ (−1)
k−1(k − 1)
δk(p)
)
.
Note that for k  2, ψk(x) is a polynomial of degree k − 2 while ψ1(x) = 0. Note also that δk(x) is
a polynomial of degree k − 1.
Our ﬁrst main result is the following.
Theorem 2. For k 1, we have the estimate
∣∣∣∣Ak(n) − Ck fk(n)nkk!
∣∣∣∣ 2+ e√2πk
(
e2 logn
)k
nk−1.
In Theorem 2 and in what follows, we could use the Landau symbol O with its usual meaning.
However, we usually shall avoid the symbol O because we want our estimates to be completely
explicit. Throughout the proofs we shall use θ (with or without subscripts) for a real number with
|θ | 1.
In view of Theorem 2 we have that the leading term of Ak(n) is nk/k! multiplied by Ck (which
depends only on k) and by fk(n) (which depends upon the prime factorization of n).
When k = 1, since ψ1(x) = 0, we have that C1 = 1 and
C1 f1(n)n =
∏
p|n
(
1− 1
p
)
n = ϕ(n).
So, the leading term in Theorem 2 actually equals A1(n).
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unravels the asymptotic behavior of Ak(n).
Theorem 3. For every k 2, Ck is well-deﬁned and 0 < Ck < 1. Furthermore 2/3 < fk(n) < 2.
For Bk(n), we prove the following.
Theorem 4. For k 2 and n ek2k+2 , we have the estimate
∣∣∣∣Bk(n) − Dkgk(n) nk−1(k − 1)!
∣∣∣∣ 707nk−1logn .
Exactly as in Theorem 2, we see that the leading term of Bk(n) is nk−1/(k − 1)! multiplied by Dk
(which depends only on k) and by gk(n) (which depends upon the prime factorization of n).
When k = 2, since δ2(x) = x, we have that D2 = 1 and
D2g2(n)n =
∏
p|n
(
1− 1
p
)
n = ϕ(n).
So the leading term in Theorem 4 actually equals B2(n).
Theorem 5 collects some information on Dk and gk(n), which helps to describe the order of mag-
nitude of Bk(n).
Theorem 5. For every k 3, Dk is well-deﬁned and 0 < Dk < 1. Furthermore 1/2k < gk(n) < 2k.
It is not hard to give intuitive explanations for the main terms in Theorems 2 and 4, although these
will become more obvious after going through the proof of Lemma 8. First of all nk/k! for Theorem 2
and nk−1/(k − 1)! for Theorem 4 are the asymptotics for the number of compositions of n with k + 1
parts (x, y1, . . . , yk) and k parts (y1, . . . , yk), respectively. In Theorem 2, the term Ck fk(n) can be seen
as the “singular series” whose local factor at p encodes the proportion of the number of compositions
(x, y1, . . . , yk) of n such that gcd(x, y1 · · · yk) is coprime to p. A similar interpretation can be given to
Dkgk(n).
We also point out, and thank the referee for this observation, that Theorem 2 counts a subset of
the compositions of n with k + 1 elements, while Theorem 4 counts a subset of the compositions
of n with k elements. Thus, for uniformity reasons it might have made sense to formulate both of our
theorems in terms of the compositions of n with exactly k parts. However in Theorem 2, we preferred,
both for technical reasons related to the actual proofs, as well as for the applicability of such results
to the group theory problems mentioned in Section 1.1, to distinguish the ﬁrst part of a composition
of n with k + 1 variables as x and work with the remaining k variables as y1, . . . , yk .
Similar problems on compositions with restricted arithmetical conditions have been studied in [8]
and [11]. In particular, using the principle of inclusion–exclusion, Gould [8, Theorem 5] has obtained
a formula for the number of k-compositions (x1, . . . , xk) of n with gcd(x1, x2, . . . , xk) = 1.
Finally, in Table 1, we give some approximate values for Ck and Dk (for 1  k  7), which are
obtained with the help of magma [4].
1.1. Applications to group theory and to Galois theory
In [5], the ﬁrst author together with Praeger, investigated the normal coverings of a ﬁnite group G ,
that is, the families H1, . . . , Hr of proper subgroups of G such that each element of G has a conjugate
in Hi , for some i ∈ {1, . . . , r}. The minimum r is usually denoted by γ (G). They ﬁnd that when G is
the symmetric group Sn or the alternating group An , the number γ (G) lies between aϕ(n) and bn
for certain positive constants a and b. More recently, Bubboloni, Spiga and Praeger [6] have developed
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Some values for Ck and Dk .
k Ck Dk
1 1 –
2 0.32263 1
3 0.38159 0.12548
4 0.26778 0.19680
5 0.26328 0.01312
6 0.23051 0.02330
7 0.22123 0.00099
some new research on this topic starting with the idea that primitive subgroups of the symmetric
group are “few and small” (see [2,10,9] and [12]) and therefore cannot play a signiﬁcant role in
normal coverings. With an application of Theorem 2, they show that there exists an absolute constant
c > 0 such that γ (Sn) > cn and γ (An) > cn for every n ∈N, improving notably the previous results in
this area ([5]).
The normal coverings of the symmetric and of the alternating group are relevant for some prob-
lems in Galois theory [5]. Let f (x) ∈ Z[x] be a polynomial which has a root mod p, for all primes p,
and consider its Galois group over the rationals G = GalQ( f ). Let f1(x), . . . , fk(x) ∈ Z[x] be the dis-
tinct irreducible factors of f (x) over Q, and suppose that no f i is linear. By [3, Theorem 2], we have
k γ (G). In other words, for a polynomial f (x) which has a root mod p, for all primes p, but no root
in Q, the number of subgroups involved in a minimal normal covering of its Galois group is a lower
bound for the number of distinct irreducible factors of f (x) over Q. In this context the pertinence of
the results in [5], in this paper and in [6] relies on the fact that the most common Galois groups are
the symmetric and the alternating groups [15].
Finally, we point out that Theorems 2 and 3 are also used in [7], to obtain some bounds on the
diameter of the generating graph of Sn , for n 1 and for a ﬁnite non-abelian simple group S .
1.2. Structure of the paper
Theorems 3 and 5 are proved in Section 3, Theorem 2 is proved in Section 4 and Theorem 4 is
proved in Section 5.
2. En route to the proof of Theorem 2
We denote with
Kk(n) =
{
(x1, x2, . . . , xk+1) ∈Nk+1: n =
k+1∑
i=1
xi
}
and
Uk(n) =
{
(x1, x2, . . . , xk+1) ∈
(
N∪ {0})k+1: n = k+1∑
i=1
xi
}
,
respectively, the set of (k + 1)-compositions and the set of generalized (k + 1)-compositions of n. It is
well known that
Kk(n) = #Kk(n) =
(
n − 1
k
)
= n
k
k! + θKkn
k−1, and
Uk(n) = #Uk(n) =
(
n + k
k
)
= n
k
k! + θUkn
k−1 (1)
(see for instance [8]).
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Notation 6. For a positive integer d 1, write
Kk,d(n) =
{
(x, y1, . . . , yk) ∈Kk(n): d divides gcd
(
x,
k∏
i=1
yi
)}
and
Kk,d(n) = #Kk,d(n).
Note that, if J = {p1, . . . , ps} is a set of primes and d = p1 · · · ps is square-free, then
Kk,d(n) =
s⋂
i=1
Kk,pi (n).
Moreover Kk,1(n) = Kk(n). Clearly Kk,d(n) is empty when d > n.
Our idea to compute Ak(n) is to use the principle of inclusion–exclusion as
Ak(n) =Kk(n) \
⋃
p∈Pn
Kk,p(n),
where
Pn = {p  n}.
Namely,
Ak(n) = #Kk(n) − #
( ⋃
p∈Pn
Kk,p(n)
)
= Kk(n) +
∑
∅= J⊆Pn
(−1)# J#
⋂
p∈ J
Kk,p(n)
=
∑
J⊆Pn
(−1)# J#
⋂
p∈ J
Kk,p(n) =
∑
1dn
μ(d)Kk,d(n), (2)
where μ is the Möbius function.
In light of (2), to prove Theorem 2 we need to estimate the numbers Kk,d(n) when d is a square-
free positive integer. This will be possible thanks to some lemmas on linear equations modulo p
which we give in Section 3. An asymptotic formula for Kk,d(n) is then obtained in Proposition 11.
3. Linear equations modulo p and the proof of Theorems 3 and 5
We start by introducing two auxiliary polynomials φk(x) and ηk(x) which are closely related to
ψk(x) and δk(x) in Deﬁnition 1. These polynomials turn out to be fundamental for understanding the
local aspects of the sets Ak(n) and Bk(n).
Deﬁnition 7. For k 1, deﬁne
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k − (x− 1)k + (−1)k+1(x− 1)
x
,
ηk(x) = (x− 1)
k + k(x− 1)k−1 + (−1)k−1(k − 1)(x− 1)
x
,
Sk(x) = xk−1 − φk(x) = (x− 1)
k + (−1)k(x− 1)
x
,
Wk(x) = xk−1 − ψk(x) = (x− 1)
k + (−1)k+1
x
.
A direct calculation shows immediately that for any k 1, we have:
φk(x) = ψk(x) + (−1)k+1,
ηk(x) = δk(x) + (−1)k−1(k − 1). (3)
When k = 1, we have
ψ1(x) = 0, δ1(x) = 1, φ1(x) = 1, η1(x) = 1.
Lemma 8. Let k and n be integers with k 1 and n 0. Then:
(a) The number of solutions of
y∗1 + · · · + y∗k ≡ n (mod p), (4)
with y∗i ∈ {0, . . . , p − 1} for every i ∈ {1, . . . ,k} and with y∗j = 0 for some j ∈ {1, . . . ,k}, is φk(p) if p | n
and ψk(p) if p  n.
(b) For k 2, the inequality
max
{
φk(x),ψk(x)
}
 kxk−2
holds for all x 2.
(c) The number of solutions of (4), with y∗i ∈ {1, . . . , p − 1} for every i ∈ {1, . . . ,k}, is Sk(p) if p | n, and
Wk(p) if p  n.
(d) The number of solutions of (4), with y∗i ∈ {0, . . . , p − 1} for every i ∈ {1, . . . ,k} and with y∗j = 0 for at
most one j ∈ {1, . . . ,k}, is ηk(p) if p | n, and δk(p) if p  n.
(e) For k 1, we have
max
{
ψk(p), δk(p),φk(p),ηk(p)
}
 pk−1.
Moreover, if k 3, then
(p − 1)k−1  δk(p) < pk−1.
(f) For k 2, we have
min
{
ψk(p), δk(p),φk(p),ηk(p)
}
 1.
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max
{
pk−1
ηk(p)
,
pk−1
δk(p)
}
 1+ k2
k
p2
holds for all p 
√
k2k.
Proof. (a) We prove (a) by induction on k. If k = 1, then the result is obvious because φ1(p) = 1
and ψ1(p) = 0. Assume that k  2. Suppose that p | n. Now (4) has pk−2 solutions with y∗1 = 0. Also,
for any y∗1 = 0, (4) is equivalent to y∗2 + · · · + y∗k ≡ (−y∗1) (mod p) and so, by induction, there exist
ψk−1(p) solutions of (4) having at least one coordinate being zero and with a ﬁxed y∗1 = 0. Summing
up, the number of solutions of (4) with at least one coordinate being zero is
pk−2 + (p − 1)ψk−1(p) = pk−1 + (p − 1) p
k−1 − (p − 1)k−1 + (−1)k−1
p
= p
k − (p − 1)k + (−1)k+1(p − 1)
p
= φk(p).
Suppose that p  n. The number of solutions of (4) with y∗1 = 0 is pk−2. If y∗1 ∈ {0, . . . , p − 1} and
y∗1 ≡ n (mod p), then (4) is equivalent to y∗2 +· · ·+ y∗k ≡ 0 (mod p), which, by induction, has φk−1(p)
solutions with at least one coordinate being zero. Finally, for any y∗1 ≡ 0,n (mod p), (4) is equivalent
to y∗2 + · · · + y∗k ≡ (n − y∗1) (mod p) which, again by induction, has ψk−1(p) solutions with at least
one coordinate being zero. Summing up, the number of solutions of (4) with at least one coordinate
being zero is
pk−2 + φk−1(p) + (p − 2)ψk−1(p) = p
k − (p − 1)k + (−1)k
p
= ψk(p).
(b) If k = 2, we have φ2(x) = 1 < 2 and ψ2(x) = 2 2. Now assume that k 3. From the factoriza-
tion, uk − vk = (u − v)(uk−1 + uk−2v + · · · + uvk−2 + vk−1), we see that
φk(x) = 1x
(
xk−1 + xk−2(x− 1) + · · · + (x− 1)k−1 + (−1)k+1(x− 1)),
ψk(x) = 1x
(
xk−1 + xk−2(x− 1) + · · · + (x− 1)k−1 + (−1)k).
For each i ∈ {0, . . . ,k − 1} with i = k − 2, we have xi(x − 1)k−1−i  xk−1 while xk−2(x − 1) + 1 
xk−2(x− 1) + (x− 1) xk−1, for all x 2. The result now follows.
(c) This part follows directly from (a) and from Deﬁnition 7.
(d) The set of solutions of (4) with at most one coordinate being zero is the disjoint union of the
solutions of (4) with no coordinate being zero and the solutions of (4) with exactly one coordinate
being zero. Thus, by (c), we get that the number of solutions of (4) with at most one coordinate being
zero is
Sk(p) + kSk−1(p) = ηk(p) if p | n;
Wk(p) + kWk−1(p) = δk(p) if p  n.
(e) For any n  0, the linear congruence (4) has exactly pk−1 solutions in {0, . . . , p − 1}, which
are obtained choosing freely the values of k − 1 variables y∗i and computing the last one. Moreover,
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of (4) with n = 1 and φk(p), ηk(p) as counting the number of particular solutions of (4) with n = 0.
This gives for any k 1,
max
{
ψk(p), δk(p),φk(p),ηk(p)
}
 pk−1.
Assume now k  3 and observe that, by (d), δk(p) is the number of solutions of (4) with at most
one y∗j = 0 and with n = 1. Among these solutions we ﬁnd those obtained by selecting arbitrarily
y∗2, . . . , y∗k ∈ {1, . . . , p − 1} and determining the corresponding y∗1, which says δk(p)  (p − 1)k−1.
On the other hand, since we cannot assign 0 in two of the k − 1  2 variables y∗2, . . . , y∗k , we have
δk(p) < pk−1.
(f) To get
min
{
ψk(p), δk(p),φk(p),ηk(p)
}
 1,
observe that there exists at least one solution for the corresponding equations when k 2.
(g) We begin showing that, for all primes p and k 3, the inequality
max
{
pk−1 − δk(p), pk−1 − ηk(p)
}
 k2k−1pk−3 (5)
holds. By expanding the terms in δk(p), we get
δk(p) =
k∑
i=1
(−1)k−i
(
k
i
)
pi−1 + k
k−1∑
i=1
(−1)k−1−i
(
k − 1
i
)
pi−1
= pk−1 −
k−2∑
i=1
(−1)k−i
[
k
(
k − 1
i
)
−
(
k
i
)]
pi−1.
Hence, by (e),
0 pk−1 − δk(p) =
k−2∑
i=1
(−1)k−i
[
k
(
k − 1
i
)
−
(
k
i
)]
pi−1 (6)
and
0 pk−1 − ηk(p) = pk−1 − δk(p) + (−1)k(k − 1). (7)
Note that since
k
(
k − 1
i
)
= (k − i)
(
k
i
)

(
k
i
)
for all i ∈ {1, . . . ,k − 2},
we have
k
(
k − 1
i
)
−
(
k
i
)
 0.
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pk−1 − δk(p)
k−2∑
i=1
k
(
k − 1
i
)
pk−3  k2k−1pk−3.
By (7), we have pk−1 − ηk(p) pk−1 − δk(p), and so the same inequality holds for pk−1 − ηk(p).
If k is even, then k− 1 is odd, so that the term corresponding to the choice i = 1 in the sum in (6)
is negative; moreover, since k − 2  2, there is at least another term in the sum in (6). It follows,
by (7), that
pk−1 − ηk(p) = pk−1 − δk(p) + k − 1
k−2∑
i=2
k
(
k − 1
i
)
pk−3 + k − 1
= k(2k−1 − k − 1)pk−3 + k − 1 k2k−1pk−3,
because k(k + 1)pk−3  k − 1 for any k  3. The same conclusion follows also for pk−1 − δk(p) since
pk−1 − δk(p) pk−1 − ηk(p). So, we have proved (5).
Therefore we can write
δk(p)
pk−1
= 1− δ
′
k(p)
p2
, with 0 δ′k(p) k2k−1,
as well as
ηk(p)
pk−1
= 1− η
′
k(p)
p2
, with 0 η′k(p) k2k−1.
Thus,
pk−1
δk(p)
= 1
1− δ′k(p)/p2
 1
1− k2k−1/p2  1+
k2k
p2
for p2  k2k , using the fact that
1
1− y  1+ 2y, for all 0 y  1/2.
The same argument applies to ηk(p) and gives
max
{
pk−1
ηk(p)
,
pk−1
δk(p)
}
 1+ k2
k
p2
for any k 3 and any prime p 
√
k2k . 
Using Lemma 8, we are now ready to prove Theorems 3 and 5.
Proof of Theorem 3. Let k 2 and consider
Ck =
∏
p
(
1− ψk(p)
pk
)
= exp
{
−
∑
p
− log
(
1− ψk(p)
pk
)}
.
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1ψk(p) pk−1
and therefore 1/pk ψk(p)/pk  1/p, which shows that 0 < 1− ψk(p)/pk < 1. So the series
∑
p
− log
(
1− ψk(p)
pk
)
(8)
has positive terms and Ck is a real number in [0,1). We will show that Ck = 0 by observing that the
series (8) converges. To do that, we expand
1− ψk(p)
pk
= 1− p
k − (p − 1)k + (−1)k
pk+1
= 1− k
p2
+
k−1∑
i=2
(−1)i+1
(
k
i
)
1
pi+1
= 1− k
p2
+ o
(
1
p2
)
as p → ∞,
and therefore we obtain
− log
(
1− ψk(p)
pk
)
∼ k
p2
as p → ∞.
Since
∑
p
k
p2
<
∞∑
n=1
k
n2
= kπ
2
6
converges, also the series (8) converges.
We now turn to the inequalities involving the functions
fk(n) =
∏
p|n
(
1+ (−1)
k
pk − ψk(p)
)
.
By Lemma 8(e), we have
pk − ψk(p) pk − pk−1 > 0
and thus for any n ∈ N we get fk(n) < 1 if k is odd, and fk(n) > 1 if k is even. Observe also that the
function pk − pk−1 is increasing in k. To ﬁnd an upper bound when k is even, note that pk − pk−1 
p2 − p and thus
fk(n)
∏
p
(
1+ 1
p2 − p
)
.
It follows that
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(
fk(n)
)

∑
p
log
(
1+ 1
p2 − p
)
=
∑
p1000
log
(
1+ 1
p2 − p
)
+
∑
p>1000
log
(
1+ 1
p2 − p
)
< 0.665+
∑
n1001
1
n2 − n = 0.665+ 0.001 = 0.666,
which gives
fk(n) < e
0.666 < 2.
Finally, we ﬁnd a lower bound when k is odd starting from pk − pk−1  p3 − p2, which immediately
gives
fk(n)
∏
p
(
1− 1
p3 − p2
)
.
It follows that
log
(
fk(n)
)
−
∑
p
log
((
1− 1
p3 − p2
)−1)
,
Since
∑
p
log
((
1− 1
p3 − p2
)−1)
=
∑
p
log
(
1+ 1
p3 − p2 − 1
)
=
∑
p1001
log
(
1+ 1
p3 − p2 − 1
)
+
∑
p>1001
log
(
1+ 1
p3 − p2 − 1
)
< 0.361+
∑
p>1001
1
p3 − p2 − 1
< 0.361+
∑
p>1001
1
p(p − 1)(p − 2)
< 0.361+
∑
n1002
(
1
2(n − 2) −
1
n − 1 +
1
2n
)
< 0.361+ 0.0005 = 0.3615,
it follows that
fk(n) e−0.3615 >
2
. 3
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1 δk(p) < pk−1 so that 0 <
δk(p)
pk−1
< 1,
and
Dk =
∏
p
δk(p)
pk−1
= exp
{
−
∑
p
log
(
pk−1
δk(p)
)}
,
where the series
∑
p
log
(
pk−1
δk(p)
)
(9)
has positive terms. This gives immediately that Dk ∈ [0,1) and we need only to show that Dk = 0. To
do that we prove that the series (9) converges.
For p 
√
k2k , Lemma 8(g) gives
pk−1
δk(p)
 1+ k2
k
p2
and therefore log
(
pk−1
δk(p)
)
 k2
k
p2
.
Thus,
∑
p
log
(
pk−1
δk(p)
)

∑
p<
√
k2k
log
(
pk−1
δk(p)
)
+ k2k
∞∑
n=1
1
n2
,
where the last series converges.
We now turn to the inequalities involving the functions gk(n) for k  3. First of all, observe that
gk(n) < 1 if k is even, and gk(n) > 1 if k is odd, because (k − 1)/δk(p) > 0. To get some bounds for
gk(n), we begin computing:
δk(2) =
{
1 if k is odd,
k if k is even,
and
δ3(p) = p2 − 3, δ4(p) = p3 − 6p + 8.
Recall that, by Lemma 8(e), for any k  3, we have δk(p)  (p − 1)k−1. Let k be odd. For any p  3,
we have
k − 1
δk(p)
 2
δ3(p)
, that is δk(p)
(k − 1)(p2 − 3)
2
(this is trivial when k = 3 and, for k  5, we have (p − 1)k−1  (k − 1)(p2 − 3)/2). Similarly if k is
even, for any p  3, we have
k − 1  3 , that is δk(p) (k − 1)(p
3 − 6p + 8)δk(p) δ4(p) 3
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when k is odd
gk(n) =
∏
p|n
(
1+ k − 1
δk(p)
)

{
k
∏
p>2(1+ 2p2−3 ) if n is even,∏
p>2(1+ 2p2−3 ) if n is odd.
Similarly, for k even, we obtain
gk(n) =
∏
p|n
(
1− k − 1
δk(p)
)

{ 1
k
∏
p>2(1− 3p3−6p+8 ) if n is even,∏
p>2(1− 3p3−6p+8 ) if n is odd.
It remains to give estimates for the numbers
a =
∏
p>2
(
1+ 2
p2 − 3
)
and b =
∏
p>2
(
1− 3
p3 − 6p + 8
)
.
Note that for p  13 we have
1
p2 − 3 =
p2
p2 − 3 ·
1
p2
 13
2
132 − 3 ·
1
p2
 1.02 · 1
p2
.
So that
loga =
∑
p3
log
(
1+ 2
p2 − 3
)
 2
∑
p3
1
p2 − 3
 2
[
13∑
p=3
1
p2 − 3 +
132
132 − 3
∞∫
13
dx
x2
]
< log2,
and a < 2. Finally, observe that
logb = −
∑
p3
log
(
1+ 3
p3 − 6p + 5
)
and that
∑
p3
log
(
1+ 3
p3 − 6p + 5
)

∑
p3
3
p3 − 6p + 5 
3
14
+ 4
∑
p5
1
p3
 3
14
+ 4
[
1
125
+
∞∫
5
dx
x3
]
< log2.
It follows that b > 1/2. 
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Now we are ready to compute Kk,d(n). We will show in Proposition 11 that the leading term of
Kk,d(n) is (n/d)k/k! multiplied by the correction factor deﬁned below.
Notation 9. For positive integers k, n and d write
Λk,n(d) =
∏
p|d,p|n
φk(p)
∏
p|d,pn
ψk(p),
where for d = 1 the empty product is interpreted as 1.
The function Λk,n(d) is multiplicative; that is, if d1 and d2 are coprime numbers, then Λk,n(d1d2) =
Λk,n(d1)Λk,n(d2). Note also that, by Lemma 8(b) and (f), we have
1Λk,n(d) kω(d)dk−2 for all k 2, (10)
where, for a positive integer m, ω(m) denotes the number of distinct prime divisors of m.
Here and in the next section, to go straight on into computations, we need also this technical
lemma.
Lemma 10. Let x, y, c be real numbers with y  1, c > 0 and let k ∈N. If |x− y| ck, then
∣∣xk − yk∣∣< k!e1/c(ce)k√
2πk
yk−1.
Proof. Let x = y + θck. We then have
xk = yk +
k−1∑
i=0
(
k
i
)
yi(ckθ)k−i
and therefore
∣∣xk − yk∣∣ yk−1 k−1∑
i=0
(
k
i
)
(ck)k−i < yk−1
k∑
i=0
(
k
i
)
(ck)k−i = yk−1(ck + 1)k
where in the ﬁrst inequality we used y  1. As (1+ 1/t)t < e for each t > 0, using c > 0, we obtain
(ck + 1)k = (ck)k
[(
1+ 1
ck
)ck]1/c
< (ck)ke1/c.
By Stirling’s formula,
k! >
(
k
e
)k√
2πk so that kk <
k!ek√
2πk
. (11)
Inserting the inequality from the right-hand side of (11), we get the desired conclusion. 
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∣∣∣∣Kk,d(n) − Λk,n(d) (n/d)kk!
∣∣∣∣Λk,n(d)
(
k + e
k+1
√
2πk
)
(n/d)k−1.
Proof. If d = 1, we have
Kk,1(n) = Kk(n) = n
k
k! + θ1kn
k−1 = n
k
k! + θ2
(
k + e
k+1
√
2πk
)
nk−1.
Suppose that d > 1. Recalling Notation 6, Kk,d = #Kk,d(n) and the elements of Kk,d(n) are the solu-
tions (x, y1, . . . , yk) of the equation
n = x+
k∑
j=1
y j, for which d divides x and y1 · · · yk. (12)
Write x = dX , and y j = y∗j + dY j with X > 0, Y j  0 and y∗j ∈ {0, . . . ,d − 1}, for each j ∈ {1, . . . ,k}.
Note that, as d divides
∏k
j=1 y j , for each prime factor p of d, there exists at least one index
jp ∈ {1, . . . ,k} with p | y∗jp . Clearly, (y∗1, . . . , y∗k ) and (X, Y1, . . . , Yk) are uniquely determined by
(x, y1, . . . , yk), and similarly, the vector (x, y1, . . . , yk) is uniquely determined by both (y∗1, . . . , y∗k )
and (X, Y1, . . . , Yk).
We now determine the number of possible tuples (y∗1, . . . , y∗k ). Reducing (12) modulo d, we get
y∗1 + · · · + y∗k ≡ n (mod d), with y∗1 · · · y∗k ≡ 0 (mod d). (13)
Reducing congruence (13) further modulo p, where p is an arbitrary prime factor of d, we get a
solution to the equation
y∗1,p + · · · + y∗k,p ≡ n (mod p), (14)
with y∗jp ,p ≡ 0 (mod p) for at least one jp ∈ {1, . . . ,k}.
This shows that (y∗1, . . . , y∗k ) determines a solution (y
∗
1,p, . . . , y
∗
k,p) of (14), for each prime factor p
of d.
Conversely, for each prime factor p of d, let (y∗1,p, . . . , y∗k,p) ∈ Zkp be a solution of (14). Fix j ∈
{1, . . . ,n}, consider the system y∗j ≡ y∗j,p (mod p) for p | d and apply the Chinese remainder theorem
to ﬁnd a unique solution modulo d. Looking at the equation related to p in each system, we have
y∗1 + · · · + y∗k ≡ n (mod p) for all p | d and, since d is square-free, it follows that (y∗1, . . . , y∗k ) ∈ Zkd
is a solution of (13). Note that y∗1 · · · y∗k ≡ 0 (mod d) is a consequence of y∗jp ,p ≡ 0 (mod p) for at
least one jp ∈ {1, . . . ,k}, because this implies that p divides y∗jp and consequently d =
∏
p|d p divides
y∗1 · · · y∗k .
Now, by Lemma 8(a), the number of solutions of (14) is either φk(p) (if p | n) or ψk(p) (if p  n).
Hence, the number of possibilities for (y∗1, . . . , y∗k ) is∏
p|d,p|n
φk(p)
∏
p|d,pn
ψk(p) = Λk,n(d).
Fix (y∗1, . . . , y∗k ) and let us determine the number of possible tuples (X, Y1, . . . , Yk). From (12), we get
the equation
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k∑
j=1
Y j =
n −∑kj=1 y∗j
d
, (15)
where the right-hand side is an integer. Recalling that X and Y j are non-negative, it follows that the
number of solutions of (15), with respect to the natural number m := (n −∑kj=1 y∗j )/d, is between
the number of (k + 1)-compositions of m and the number of generalized (k + 1)-compositions of m.
Thus, by (1), its size is
mk
k! + θ3km
k−1.
Since y∗j ∈ {0, . . . ,d − 1}, we have
0
k∑
j=1
y∗j
d

(
1− 1
d
)
k k.
So, |m − n/d| k. Therefore, applying Lemma 10 with c = 1, we get
∣∣∣∣mkk! − (n/d)
k
k!
∣∣∣∣ ek+1√2πk (n/d)k−1.
To estimate kmk−1, we note that m n/d gives kmk−1  k(n/d)k−1. Thus, for a ﬁxed (y∗1, . . . , y∗k ), the
number of acceptable integer solutions (X, Y1, . . . , Yk) to Eq. (15) is
(n/d)k
k! + θ4
[(
k + e
k+1
√
2πk
)
(n/d)k−1
]
.
Except for the value of θ4, this does not depend on (y∗1, . . . , y∗k ). Summing up the above expression
over the possible (y∗1, . . . , y∗k ) ∈ Zkd , we get the desired result. 
The following elementary observation will be used in the proof of Theorem 2.
Lemma 12. For k 0, let
Ik(x) =
∞∫
x
(log t)k
t2
dt
as a function in the real variable x > 0. Then
Ik(x) 2k! (log x)
k
x
for all x e4/3.
Proof. For k = 0, we have
I0(x) =
∞∫
x
dt
t2
= 1
x
and the lemma is trivial. For k 1, we have
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∞∫
x
(log t)k−1
t
dt
t
= (log t)
k
k
1
t
∣∣∣∣
∞
x
+
∞∫
x
(log t)k
k
1
t2
dt
= − (log x)
k
kx
+ 1
k
Ik(x)
which gives
Ik(x) = (log x)
k
x
+ kIk−1(x).
Using this relation, the lemma follows by induction on k 1. In fact,
I1(x) = log x
x
+ 1
x
 2 log x
x
for any x e,
and so, in particular, for all x e4/3. Moreover, by the inductive hypothesis,
Ik+1(x) = (log x)
k+1
x
+ (k + 1)Ik(x) (log x)
k+1
x
[
1+ 2(k + 1)!
log x
]
and, for x e4/3, we get
1+ 2(k + 1)!
log x
 1+ 3(k + 1)!
2
 2(k + 1)!
for all k 1. 
Proof of Theorem 2. Due to the cases discussed in the Introduction, we can assume that k  2 and
n 4. We begin by applying (2) together with Proposition 11 to get
Ak(n) =
∑
1dn
μ(d)Kk,d(n)
=
∑
1dn
μ(d)Λk,n(d)
(
(n/d)k
k! + θd
(
k + e
k+1
√
2πk
)
(n/d)k−1
)
= M + E (16)
where
M =
∑
1dn
μ(d)Λk,n(d)
(n/d)k
k!
is the main term and
E =
∑
1dn
μ(d)Λk,n(d)θd
(
k + e
k+1
√
2πk
)
(n/d)k−1
is the error term.
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E = θ1
(
k + e
k+1
√
2πk
)
nk−1
∑
1dn
μ(d)2
Λk,n(d)
dk−1
= θ2
(
k + e
k+1
√
2πk
)
nk−1
∑
1dn
μ(d)2
kω(d)
d
. (17)
We want to ﬁnd a better estimate for E through an estimate for the function:
Ωk(x) =
∑
1dx
μ(d)2
kω(d)
d
,
deﬁned for any real number x 1. From [13, (3.20)], we have
∑
px
1
p
 log log x+ B + 1
(log x)2
,
for each real number x > 1, where B is the Mertens’ constant [13, (2.10)]. As B  0.27, we have, in
particular, that
∑
px
1
p
 log log x+ 1, for any x 4.
Hence, for any real number x 4, we have also
Ωk(x)
∏
px
(
1+ k
p
)
 exp
(∑
px
k
p
)
 exp
(
k(log log x+ 1))= (e log x)k. (18)
Using (17), we ﬁnd
E = θ3
(
k + e
k+1
√
2πk
)
(e logn)knk−1. (19)
We now look at the main term M . We have
M = n
k
k!
∑
d1
μ(d)
Λk,n(d)
dk
− n
k
k!
∑
d>n
μ(d)
Λk,n(d)
dk
= n
k
k! (M1 − M2). (20)
We ﬁrst compute
M1 =
∑
d1
μ(d)
Λk,n(d)
dk
2940 D. Bubboloni et al. / Journal of Number Theory 132 (2012) 2922–2946and then we estimate
M2 =
∑
d>n
μ(d)
Λk,n(d)
dk
.
For M1 we have, by the multiplicativity of Λk,n(d) as a function of d,
M1 =
∏
p|n
(
1− φk(p)
pk
)∏
pn
(
1− ψk(p)
pk
)
=
∏
p|n
(
1− φk(p)
pk
)(
1− ψk(p)
pk
)−1∏
p
(
1− ψk(p)
pk
)
= Ck fk(n), (21)
where the last equality arises upon observing that, by (3),
(
1− φk(p)
pk
)(
1− ψk(p)
pk
)−1
= p
k − φk(p)
pk − ψk(p) = 1+
(−1)k
pk − ψk(p) .
For M2, we use (10) to conclude that
|M2|
∑
d>n
μ(d)2kω(d)
d2
.
Applying the Abel’s identity (see Theorem 4.2 in [1]) to the arithmetic function a(d) = μ(d)2kω(d)d and
to the smooth real function f (t) = 1/t , we get
∑
x<dX
μ(d)2kω(d)
d2
= Ωk(t)
t
∣∣∣∣
X
x
+
X∫
x
Ωk(t)
t2
dt,
for any X > x. Since (18) implies that Ωk(t) = O ((e log t)k), taking X → ∞, the ﬁrst summand is equal
to −Ωk(x)/x and, in particular, is negative. Therefore, using again (18), we deduce that for x 4:
∑
x<d
μ(d)2kω(d)
d2

∞∫
x
Ωk(t)
t2
dt  ek
∞∫
x
(log t)k
t2
dt.
Hence, from Lemma 12, we obtain
|M2| 2k!e
k(logn)k
n
. (22)
Since, for k 2, we have
(
k + e
k+1
√
2πk
)
ek + 2ek =
(
k + 2+ e
k+1
√
2πk
)
ek <
(2+ e)e2k√
2πk
,
the desired conclusion follows ﬁnally from (16), (19), (20), (21) and (22). 
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We introduce two more notations and prove a proposition. These play roles similar to Nota-
tions 6, 9 and Proposition 11, respectively.
Notation 13. Given positive integers k, n and d, write Bk,d(n) for the set of k-compositions (x1, . . . , xk)
of n such that gcd(xi, x j) is coprime to d, for every distinct i, j ∈ {1, . . . ,k}, that is,
Bk,d(n) =
{
(x1, . . . , xk) ∈Nk: n = x1 + · · · + xk and p  gcd(xi, x j), for each
prime p | d and for distinct i, j ∈ {1, . . . ,k}}
and put Bk,d(n) = #Bk,d(n).
Clearly Bk,1(n) =Kk−1(n) and Bk(n) ⊆ Bk,d(n).
Notation 14. For positive integers k, n and d write
Ξk,n(d) =
∏
p|d,p|n
ηk(p)
∏
p|d,pn
δk(p),
where for d = 1 the empty product is taken to be 1.
Note that, by Lemma 8(e) and (f), we have
1Ξk,n(d) dk−1. (23)
Proposition 15. Let k 3, n > k and d a square-free integer with 1 d n. Then
∣∣∣∣Bk,d(n) − Ξk,n(d) (n/d)k−1(k − 1)!
∣∣∣∣Ξk,n(d)
(
k − 1+ e
2/3(3e/2)k−1√
2π(k − 1)
)
nk−2d.
Proof. The proof of this proposition is very similar to the proof of Proposition 11. For d = 1 the
statement is trivial because, by (1),
Bk,1(n) = Kk−1(n) = n
k−1
(k − 1)! + θ1(k − 1)n
k−2.
Let d > 1. Recalling Notation 13, the elements (x1, . . . , xk) of Bk,d(n) are the solutions of the equation
n = x1 + · · · + xk for which d is coprime to gcd(xi, x j), for every i < j. (24)
Write xi = dXi + x∗i with Xi  0 and x∗i ∈ Zd , for each i ∈ {1, . . . ,k}. First we examine the possible
tuples (x∗1, . . . , x∗k ) ∈ Zkd which can arise.
Reducing (24) modulo d, we get
x∗1 + · · · + x∗k ≡ n (mod d) with p  gcd
(
x∗i , x
∗
j
)
, for each p | d and i = j, (25)
and thus (x∗1, . . . , x∗k ) belongs to the set
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for each p | d and i = j}.
Reducing (25) further modulo p, where p is an arbitrary prime factor of d, we get a unique solu-
tion to the equation
x∗1,p + · · · + x∗k,p ≡ n (mod p) with x∗i,p ∈ Zp and x∗i,p = 0 for at most one i. (26)
Note that, by Lemma 8 d), the number of solutions of (26) is either ηk(p) (if p | n) or δk(p) (if p  n).
Moreover, if we consider a solution (x∗1,p, . . . , x∗k,p) ∈ Zkp of (26) for any prime factor p of d and apply
the Chinese remainder theorem in each one of the k coordinates, since d is square-free, we get a
unique solution (x∗1, . . . , x∗k ) ∈ Zkd of (25) with x∗i ≡ x∗i,p (mod p), for all i ∈ {1, . . . ,k} and all p | d.
Hence,
#S =
∏
p|d,p|n
ηk(p)
∏
p|d,pn
δk(p) = Ξk,n(d). (27)
Now we ﬁx x∗ = (x∗1, . . . , x∗k ) ∈ S and we determine the possible tuples X = (X1, . . . , Xk) which are
compatible with (24), that is, the solutions Tx∗ of
X1 + · · · + Xk =
n −∑ki=1 x∗i
d
,
where the right-hand side m = (n −∑ki=1 x∗i )/d is an integer. Clearly there is a bijection betweenBk,d(n) and
{(
x∗, X
): x∗ ∈ S, X ∈ Tx∗}.
So, to estimate Bk,d(n) we just need to estimate #Tx∗ , for every x∗ ∈ S .
Recalling that Xi is non-negative, it follows from (1) that the number of solutions of (28), with
respect to m, is
#Tx∗ = m
k−1
(k − 1)! + θ2(k − 1)m
k−2.
As m n/d, we have (k − 1)mk−2  (k − 1)(n/d)k−2. Moreover, since x∗i < d, we have also m = n/d +
θ3k. As k  3, we obtain m = n/d + (3/2)θ4(k − 1). Since n/d  1, Lemma 10 applies with c = 3/2
giving:
mk−1
(k − 1)! =
(n/d)k−1
(k − 1)! + θ5
e2/3(3e/2)k−1√
2π(k − 1) (n/d)
k−2.
It follows that
#Tx∗ = (n/d)
k−1
(k − 1)! + θ6
(
k − 1+ e
2/3(3e/2)k−1√
2π(k − 1)
)
(n/d)k−2. (28)
Now, multiplying (27) and (28) together and using (23), we get ﬁnally
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k−1
(k − 1)! + Ξk,n(d)θ7
(
k − 1+ e
2/3(3e/2)k−1√
2π(k − 1)
)
(n/d)k−2
= Ξk,n(d) (n/d)
k−1
(k − 1)! + θ8
(
k − 1+ e
2/3(3e/2)k−1√
2π(k − 1)
)
nk−2d. 
Proof of Theorem 4. Due to the cases discussed in the Introduction, we may assume that k  3. Let
n ek2k+2 and write
q(n) = logn
2
and d(n) =
∏
pq(n)
p.
From [14, Theorem 6], we have
∑
px
log p < 1.001102x for all x > 1.
Therefore
d(n) exp
(
1.001102q(n)
)
 n1.001102/2 < n0.5006. (29)
Let
B′k(n) =
{
(x1, . . . , xk) ∈Kk−1: there exist i, j ∈ {1, . . . ,k} with i = j, and p
with p > q(n) and p | gcd(xi, x j)
}
and B ′k(n) = #B′k(n). Recalling Notation 13, we have
Bk(n) = Bk,d(n)(n) \ B′k(n),
and, in particular,
Bk(n) = Bk,d(n)(n) + θ1B ′k(n). (30)
Estimating both Bk,d(n)(n) and B ′k(n), we will see that the main part of Bk(n) is given by Bk,d(n)(n).
First, we claim that
B ′k(n) = θ2
24nk−1
logn
. (31)
To get an element of B′k(n), the pair {i, j} can be chosen in
(k
2
)
ways. Once the pair {i, j} is chosen
and the prime p > q(n) is ﬁxed, we see that xi and x j are both multiples of p of magnitude at most n.
Thus, the ordered pair (xi, x j) can be chosen in at most (n/p)2 ways. Once the pair (xi, x j) is chosen,
we have ∑
1k,/∈{i, j}
x = n − (xi + x j).
Therefore, the number of choices for the remaining summands x is the number of (k − 2)-
compositions of n − (xi + x j), that is,
2944 D. Bubboloni et al. / Journal of Number Theory 132 (2012) 2922–2946(
n − (xi + x j) − 1
k − 3
)
 n
k−3
(k − 3)! .
Summing up, we obtain
B ′k(n)
∑
p>q(n)
(
k
2
)
n2
p2
nk−3
(k − 3)! 
nk−1k(k − 1)
2(k − 3)!
∑
p>q(n)
1
p2
.
Observe now that
∑
p>q(n)
1
p2
 1
q(n)2
+
∞∫
q(n)
dt
t2
= 1
q(n)2
+
(
−1
t
)∣∣∣∣
∞
q(n)
= 1
q(n)2
+ 1
q(n)
 4
logn
. (32)
This gives
B ′k(n)
4k(k − 1)
2(k − 3)!
nk−1
logn
 24n
k−1
logn
,
where for the last inequality we used the fact that
2k(k − 1)
(k − 3)!  24 for all k 3,
which proves (31).
Next, we estimate Bk,d(n)(n). Using Proposition 15 for the square-free number d(n), we get
Bk,d(n)(n) = Ξk,n
(
d(n)
) (n/d(n))k−1
(k − 1)! + θ3
(
k − 1+ e
2/3(3e/2)k−1√
2π(k − 1)
)
nk−2d(n). (33)
Extending the product from the main term M of (33) to all primes, we get
M = n
k−1
(k − 1)!
Ξk,n(d(n))
d(n)k−1
= n
k−1
(k − 1)!
∏
p|n,pq(n)
ηk(p)
pk−1
∏
pn,pq(n)
δk(p)
pk−1
= n
k−1
(k − 1)!
∏
p|n
ηk(p)
pk−1
∏
p|n,p>q(n)
pk−1
ηk(p)
∏
p
δk(p)
pk−1
∏
p|n
pk−1
δk(p)
∏
pn,p>q(n)
pk−1
δk(p)
= Dkgk(n) n
k−1
(k − 1)!
∏
p|n,p>q(n)
pk−1
ηk(p)
∏
pn,p>q(n)
pk−1
δk(p)
= Dkgk(n) n
k−1
(k − 1)! Ek(n), (34)
where in the third equality we used the relation (3) between ηk and δk .
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Ek(n) =
∏
p|n,p>q(n)
pk−1
ηk(p)
∏
pn,p>q(n)
pk−1
δk(p)
.
Since q(n) k2k+1 >
√
2kk, from Lemma 8(f) and (g), we get that
0max
{
log
(
pk−1
ηk(p)
)
, log
(
pk−1
δk(p)
)}
 log
(
1+ k2
k
p2
)
 k2
k
p2
,
for any p > q(n). In particular, Ek(n) 1 and using (32), we get
0 log
(
Ek(n)
)
 k2k
∑
p>q(n)
1
p2
 2
k+2k
logn
 1.
Recalling that ey  1+ 2y for any 0 y  1, we reach ﬁnally
Ek(n) = 1+ θ4 2
k+3k
logn
. (35)
Now we go back to the main term M . By Theorem 5, 1/(2k) < gk(n) < 2k and Dk < 1. Then, using
(34) and (35), we obtain
M = Dkgk(n) n
k−1
(k − 1)!
(
1+ θ4 2
k+3k
logn
)
= Dkgk(n) n
k−1
(k − 1)! + θ5
2k+4k2
(k − 1)!
nk−1
logn
= Dkgk(n) n
k−1
(k − 1)! + 682.7θ6
nk−1
logn
, (36)
where we used the fact that
2k+4k2
(k − 1)!  682.7 for all k 3.
We now estimate the error in (33). First of all observe that since logn  nα holds for any α  e−1,
we surely have logn n0.3994 and thus, using (29),
nk−2d(n) nk−1n−0.4994 = 1
n0.1
logn
n0.3994
nk−1
logn
 1
n0.1
nk−1
logn
.
Since n ek2k+2 , we have
(
k − 1+ e
2/3(3e/2)k−1√
2π(k − 1)
)
1
n0.1

k − 1+ e2/3(3e/2)k−1√
2π(k−1)
e
k2k+2
10
,
which is a decreasing function of k whose values are always strictly less than 0.002.
2946 D. Bubboloni et al. / Journal of Number Theory 132 (2012) 2922–2946This says that the error in (33) can be written as 0.002θ7nk−1/logn. Summing up, consider-
ing (30), (31) and (36) and noting that 682.7+ 24+ 0.002 < 707, we ﬁnd
Bk(n) = Dkgk(n) n
k−1
(k − 1)! + 707θ8
nk−1
logn
,
which is what we wanted. 
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