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This book contains the proceedings of the 18th International Conference on Enterprise Information Systems
(ICEIS 2016), which was sponsored by the Institute for Systems and Technologies of Information, Control
and Communication (INSTICC), held in cooperation with the Association for the Advancement of Artifi-
cial Intelligence (AAAI), IEICE Special Interest Group on Software Interprise Modelling (SWIM), ACM
SIGMIS - ACM Special Interest Group on Management Information Systems, ACM SIGAI - ACM Special
Interest Group on Artificial Intelligence, ACM SIGCHI - ACM Special Interest Group on Computer Human
Interaction, the Spanish Association for Artificial Intelligence (AEPIA), the Informatics Research Center
(IRC) and technically co-sponsored by IEEE SMC (Systems, Men, and Cybernetics) Technical Committee
on Enterprise Information Systems (TCEIS). This year ICEIS was held in Rome, Italy from 25 - 28 April,
2016.
The purpose of the 18th International Conference on Enterprise Information Systems is to bring together
researchers, engineers and practitioners from the areas of “Databases and Information Systems Integration”,
“Artificial Intelligence and Decision Support Systems”, “Information Systems Analysis and Specification”,
“Software Agents and Internet Computing”, “Human-Computer Interaction” and “Enterprise Architecture”,
interested in the advances and business applications of information systems.
ICEIS 2016 received 257 paper submissions from 42 countries in all continents, which makes it one of the
largest conferences in the World in the area of Information Systems, thus demonstrating the success and
global dimension of this conference. From these, 42 papers were selected for publication and presentation
at the Conference as full papers. These numbers, leading to a full-paper acceptance ratio of 16%, show the
intention of preserving a high quality forum for this conference, a quality that we intend to maintain in the
future, for the next editions of this conference.
The high number and high quality of the received papers imposed difficult choices in the selection process.
To evaluate each submission, a double blind paper review was performed by the Program Committee, whose
members are highly qualified researchers in ICEIS topic areas.
All presented papers will be available at the SCITEPRESS Digital Library and will be submitted for in-
dexation by Thomson Reuters Conference Proceedings Citation Index (ISI), INSPEC, DBLP, EI (Elsevier
Index) and Scopus.
Additionally, a short list of presented papers will be selected to be expanded into a forthcoming book of
ICEIS 2016 Selected Papers to be published by Springer in the LNBIP Series.
The technical program of the conference included a panel and 4 invited talks delivered by internationally
distinguished speakers, namely: Claudia Loebbecke (University of Cologne, Germany), Sergio Gusmeroli
(TXT e-solutions SPA, Italy), Wil Van Der Aalst (Technische Universiteit Eindhoven, Netherlands) and
Jan Vom Brocke (University of Liechtenstein, Liechtenstein). Their participation positively contributes to
reinforce the overall quality of the Conference and to provide a deeper understanding of the fields addressed
by the conference.
Moreover, ICEIS 2016 had a Doctoral Consortium on Enterprise Information Systems and 1 tutorial. We are
thankful to the Conference Co-chairs (Olivier Camp and José Cordeiro) and Program Co-chairs (Slimane
Hammoudi, Leszek Maciaszek and Michele M. Missikoff) for their dedication and hard work in organizing
these events.
We sincerely thank all the authors for their submissions and participation in ICEIS 2016. Furthermore, we
would like to thank all the members of the program committee and reviewers, who helped us with their
expertise, dedication and time. We would also like to thank the invited speakers for their excellent contri-
bution in sharing their knowledge and vision and the workshop/special session chairs whose collaboration
with ICEIS 2015 was much appreciated. Finally, we gratefully acknowledge the professional support of the
ICEIS 2016 team for all organizational processes.
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We hope that all colleagues find this a fruitful and inspiring conference. We hope to contribute to the
development of the Enterprise Information Systems community and look forward to having additional
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Abstract: In the era of so-called big data, analytics for designing and delivering innovative services and actionable 
insights goes beyond dealing faster and smarter with more data. Done well, harnessing big data analytics 
will drive fundamentally transformed approaches to value creation – in business, industry sectors, society, 
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Abstract: The widespread use of “Big Data” is heavily impacting organizations and individuals for which these data are
collected. Sophisticated data science techniques aim to extract as much value from data as possible. Powerful
mixtures of Big Data and analytics are rapidly changing the way we do business, socialize, conduct research,
and govern society. Big Data is considered as the “new oil” and data science aims to transform this into new
forms of “energy”: insights, diagnostics, predictions, and automated decisions. However, the process of trans-
forming “new oil” (data) into “new energy” (analytics) may negatively impact citizens, patients, customers,
and employees. Systematic discrimination based on data, invasions of privacy, non-transparent life-changing
decisions, and inaccurate conclusions illustrate that data science techniques may lead to new forms of “pollu-
tion”. We use the term “Green Data Science” for technological solutions that enable individuals, organizations
and society to reap the benefits from the widespread availability of data while ensuring fairness, confiden-
tiality, accuracy, and transparency. To illustrate the scientific challenges related to “Green Data Science”, we
focus on process mining as a concrete example. Recent breakthroughs in process mining resulted in powerful
techniques to discover the real processes, to detect deviations from normative process models, and to analyze
bottlenecks and waste. Therefore, this paper poses the question: How to benefit from process mining while
avoiding “pollutions” related to unfairness, undesired disclosures, inaccuracies, and non-transparency?
1 INTRODUCTION
In recent years, data science emerged as a new and
important discipline. It can be viewed as an amal-
gamation of classical disciplines like statistics, data
mining, databases, and distributed systems. We use
the following definition: “Data science is an inter-
disciplinary field aiming to turn data into real value.
Data may be structured or unstructured, big or small,
static or streaming. Value may be provided in the form
of predictions, models learned from data, or any type
of data visualization delivering insights. Data science
includes data extraction, data preparation, data ex-
ploration, data transformation, storage and retrieval,
computing infrastructures, various types of mining
and learning, presentation of explanations and pre-
dictions, and the exploitation of results taking into
account ethical, social, legal, and business aspects.”
(Aalst, 2016).
Related to data science is the overhyped term “Big
Data” that is used to refer to the massive amounts
of data collected. Organizations are heavily invest-
ing in Big Data technologies, but at the same time
citizens, patients, customers, and employees are con-
cerned about the use of their data. We live in an
era characterized by unprecedented opportunities to
sense, store, and analyze data related to human ac-
tivities in great detail and resolution. This introduces
new risks and intended or unintended abuse enabled
by powerful analysis techniques. Data may be sensi-
tive and personal, and should not be revealed or used
for proposes different from what was agreed upon.
Moreover, analysis techniques may discriminate mi-
norities even when attributes like gender and race are
removed. Using data science technology as a “black
box” making life-changing decisions (e.g., medical
prioritization or mortgage approvals) triggers a vari-
ety of ethical dilemmas.
Sustainable data science is only possible when
citizens, patients, customers, and employees are pro-
tected against irresponsible uses of data (big or
small). Therefore, we need to separate the “good”
and “bad” of data science. Compare this with envi-
ronmentally friendly forms of green energy (e.g. so-
lar power) that overcome problems related to tradi-
tional forms of energy. Data science may result in
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unfair decision making, undesired disclosures, inac-
curacies, and non-transparency. These irresponsible
uses of data can be viewed as “pollution”. Abandon-
ing the systematic use of data may help to overcome
these problems. However, this would be comparable
to abandoning the use of energy altogether. Data sci-
ence is used to make products and services more reli-
able, convenient, efficient, and cost effective. More-
over, most new products and services depend on the
collection and use of data. Therefore, we argue that
the “prohibition of data (science)” is not a viable so-
lution.
In this paper, we coin the term “Green Data Sci-
ence” (GDS) to refer to the collection of techniques
and approaches trying to reap the benefits of data sci-
ence and Big Data while ensuring fairness, confiden-
tiality, accuracy, and transparency. We believe that
technological solutions can be used to avoid pollution
and protect the environment in which data is collected
and used. Section 2 elaborates on the following four
challenges:
• Fairness – Data Science without prejudice: How
to avoid unfair conclusions even if they are true?
• Confidentiality – Data Science that ensures con-
fidentiality: How to answer questions without re-
vealing secrets?
• Accuracy – Data Science without guesswork:
How to answer questions with a guaranteed level
of accuracy?
• Transparency – Data Science that provides trans-
parency: How to clarify answers such that they
become indisputable?
Concerns related to privacy and personal data protec-
tion triggered legislation like the EU’s Data Protec-
tion Directive. Directive 95/46/EC (“on the protection
of individuals with regard to the processing of per-
sonal data and on the free movement of such data”) of
the European Parliament and the Council was adopted
on 24 October 1995 (European Commission, 1995).
The General Data Protection Regulation (GDPR) is
currently under development and aims to strengthen
and unify data protection for individuals within the
EU (European Commission, 2015). GDPR will re-
place Directive 95/46/EC and is expected to be final-
ized in Spring 2016 and will be much more restrictive
than earlier legislation. Sanctions include fines of up
to 4% of the annual worldwide turnover. GDPR and
other forms of legislation limiting the use of data, may
prevent the use of data science also in situations where
data is used in a positive manner. Prohibiting the col-
lection and systematic use of data is like turning back
the clock. Next to legislation, positive technological
solutions are needed to ensure fairness, confidential-
ity, accuracy, and transparency. By just imposing re-
strictions, individuals, organizations and society can-
not exploit data (science) in a positive way.
The four challenges discussed in Section 2 are
quite general. Therefore, we focus on a concrete
subdiscipline in data science in Section 3: Process
Mining (Aalst, 2011). Process mining seeks the con-
frontation between event data (i.e., observed behav-
ior) and process models (hand-made or discovered au-
tomatically). Event data are related to explicit process
models, e.g., Petri nets or BPMN models. For exam-
ple, process models are discovered from event data or
event data are replayed on models to analyze com-
pliance and performance. Process mining provides
a bridge between data-driven approaches (data min-
ing, machine learning and business intelligence) and
process-centric approaches (business process model-
ing, model-based analysis, and business process man-
agement/reengineering). Process mining results may
drive redesigns, show the need for new controls, trig-
ger interventions, and enable automated decision sup-
port. Individuals inside (e.g., end-users and workers)
and outside (e.g., customers, citizens, or patients) the
organization may be impacted by process mining re-
sults. Therefore, Section 3 lists process mining chal-
lenges related to fairness, confidentiality, accuracy,
and transparency.
In the long run, data science is only sustainable
if we are willing to address the problems discussed
in this paper. Rather than abandoning the use of data
altogether, we should find positive technological ways
to protect individuals.
2 FOUR CHALLENGES
Figure 1 sketches the “data science pipeline”. Individ-
uals interact with a range of hardware/software sys-
tems (information systems, smartphones, websites,
wearables, etc.) Ê. Data related to machine and in-
teraction events are collected Ë and preprocessed
for analysis Ì. During preprocessing data may be
transformed, cleaned, anonymized, de-identified, etc.
Models may be learned from data or made/modified
by hand Í. For compliance checking, models are of-
ten normative and made by hand rather than discov-
ered from data. Analysis results based on data (and
possibly also models) are presented to analysts, man-
agers, etc. Î or used to influence the behavior of in-
formation systems and devices Ï. Based on the data,
decisions are made or recommendations are provided.
Analysis results may also be used to change systems,
laws, procedures, guidelines, responsibilities, etc. Ð.
Figure 1 also lists the four challenges discussed
ICEIS 2016 - 18th International Conference on Enterprise Information Systems
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Figure 1: The “data science pipeline” facing four challenges.
in the remainder of this section. Each of the chal-
lenges requires an understanding of the whole data
pipeline. Flawed analysis results or bad decisions
may be caused by different factors such as a sampling
bias, careless preprocessing, inadequate analysis, or
an opinionated presentation.
2.1 Fairness - Data Science without
Prejudice: How to Avoid Unfair
Conclusions Even if they are True?
Data science techniques need to ensure fairness: Au-
tomated decisions and insights should not be used to
discriminate in ways that are unacceptable from a le-
gal or ethical point of view. Discrimination can be de-
fined as “the harmful treatment of an individual based
on their membership of a specific group or category
(race, gender, nationality, disability, marital status, or
age)”. However, most analysis techniques aim to dis-
criminate among groups. Banks handing out loans
and credit cards try to discriminate between groups
that will pay their debts and groups that will run into
financial problems. Insurance companies try to dis-
criminate between groups that are likely to claim and
groups that are less likely to claim insurance. Hos-
pitals try to discriminate between groups for which
a particular treatment is likely to be effective and
groups for which this is less likely. Hiring employ-
ees, providing scholarships, screening suspects, etc.
can all be seen as classification problems: The goal
is to explain a response variable (e.g., person will pay
back the loan) in terms of predictor variables (e.g.,
credit history, employment status, age, etc.). Ideally,
the learned model explains the response variable as
good as possible without discriminating on the basis
of sensitive attributes (race, gender, etc.).
To explain discrimination discovery and discrimi-
nation prevention, let us consider the set of all (poten-
tial) customers of some insurance company specializ-




• gender (male or female),
• nationality,
• car brand (Alfa, BMW, etc.),
• years of driving experience,
• number of claims in the last year,
• number of claims in the last five years, and
• status (insured, refused, or left).
The status field is used to distinguish current cus-
tomers (status=insured) from customers that were re-
fused (status=refused) or that left the insurance com-
pany during the last year (status=left). Customers that
were refused or that left more than a year ago are re-
moved from the data set.
Techniques for discrimination discovery aim to
identify groups that are discriminated based on sen-
sitive variables, i.e., variables that should not matter.
Green Data Science - Using Big Data in an “Environmentally Friendly” Manner
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For example, we may find that “males have a higher
likelihood to be rejected than females” or that “for-
eigners driving a BMW have a higher likelihood to be
rejected than Dutch BMW drivers”. Discrimination
may be caused by human judgment or by automated
decision algorithms using a predictive model. The
decision algorithms may discriminate due to a sam-
pling bias, incomplete data, or incorrect labels. If ear-
lier rejections are used to learn new rejections, then
prejudices may be reinforced. Similar “self-fulfilling
prophecies” can be caused by sampling or missing
values.
Even when there is no intent to discriminate, dis-
crimination may still occur. Even when the auto-
mated decision algorithm does not use gender and
uses only non-sensitive variables, the actual decisions
may still be such that (fe)males or foreigners have a
much higher probability to be rejected. The decision
algorithm may also favor more frequent values for a
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Figure 2: Tradeoff between fairness and accuracy.
Discrimination prevention aims to create auto-
mated decision algorithms that do not discriminate us-
ing sensitive variables. It is not sufficient to remove
these sensitive variables: Due to correlations and the
handling of outliers, unintentional discrimination may
still take place. One can add constraints to the deci-
sion algorithm to ensure fairness using a predefined
criterion. For example, the constraint “males and fe-
males should have approximately the same probabil-
ity to be rejected” can be added to a decision-tree
learning algorithm. Next to adding algorithm-specific
constraints used during analysis one can also use pre-
processing (modify the input data by resampling or
relabeling) or postprocessing (modify models, e.g.,
relabel mixed leaf nodes in a decision tree). In gen-
eral there is often a trade-off between maximizing ac-
curacy and minimizing discrimination (see Figure 2).
By rejecting fewer males (better fairness), the insur-
ance company may need to pay more claims.
Discrimination prevention often needs to use sen-
sitive variables (gender, age, nationality, etc.) to en-
sure fairness. This creates a paradox, e.g., informa-
tion on gender needs to be used to avoid discrimina-
tion based on gender.
The first paper on discrimination-aware data min-
ing appeared in 2008 (Pedreshi et al., 2008). Since
then, several papers mostly focusing on fair classifica-
tion appeared: (Calders and Verwer, 2010; Kamiran
et al., 2010; Ruggieri et al., 2010). These examples
show that unfairness during analysis can be actively
prevented. However, unfairness is not limited to clas-
sification and more advanced forms of analytics also
need to ensure fairness.
2.2 Confidentiality - Data Science that
Ensures Confidentiality: How to
Answer Questions without
Revealing Secrets?
The application of data science techniques should not
reveal certain types of personal or otherwise sensi-
tive information. Often personal data need to be kept
confidential. The General Data Protection Regula-
tion (GDPR) currently under development (European
Commission, 2015) focuses on personal information:
“The principles of data protection should apply to any
information concerning an identified or identifiable natural
person. Data including pseudonymized data, which could
be attributed to a natural person by the use of additional in-
formation, should be considered as information on an iden-
tifiable natural person. To determine whether a person is
identifiable, account should be taken of all the means rea-
sonably likely to be used either by the controller or by any
other person to identify the individual directly or indirectly.
To ascertain whether means are reasonably likely to be used
to identify the individual, account should be taken of all ob-
jective factors, such as the costs of and the amount of time
required for identification, taking into consideration both
available technology at the time of the processing and tech-
nological development. The principles of data protection
should therefore not apply to anonymous information, that
is information which does not relate to an identified or iden-
tifiable natural person or to data rendered anonymous in
such a way that the data subject is not or no longer identifi-
able.”
Confidentiality is not limited to personal data.
Companies may want to hide sales volumes or pro-
duction times when presenting results to certain stake-
holders. One also needs to bear in mind that few infor-
mation systems hold information that can be shared
or analyzed without limits (e.g., the existence of per-
sonal data cannot be avoided). The “data science
pipeline” depicted in Figure 1 shows that there are dif-
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ferent types of data having different audiences. Here
we focus on: (1) the “raw data” stored in the informa-
tion system Ë, (2) the data used as input for analysis
Ì, and (3) the analysis results interpreted by analysts
and managers Î. Whereas the raw data may refer to
individuals, the data used for analysis is often (partly)
de-identified, and analysis results may refer to aggre-
gate data only. It is important to note that confiden-
tiality may be endangered along the whole pipeline
and includes analysis results.
Consider a data set that contains sensitive infor-
mation. Records in such a data set may have three
types of variables:
• Direct Identifiers: Variables that uniquely identify
a person, house, car, company, or other entity. For
example, a social security number identifies a per-
son.
• Key Variables: Subsets of variables that together
can be used to identify some entity. For example,
it may be possible to identify a person based on
gender, age, and employer. A car may be uniquely
identified based on registration date, model, and
color. Key variables are also referred to as implicit
identifiers or quasi identifiers.
• Non-identifying Variables: Variables that cannot
be used to identify some entity (direct or indirect).
Confidentiality is impaired by unintended or mali-
cious disclosures. We consider three types of such
disclosures:
• Identity Disclosure: Information about an entity
(person, house, etc.) is revealed. This can be done
through direct or implicit identifiers. For exam-
ple, the salaries of employees are disclosed unin-
tentionally or an intruder is able to retrieve patient
data.
• Attribute Disclosure: Information about an entity
can be derived indirectly. If there is only one male
surgeon in the age group 40-45, then aggregate
data for this category reveals information about
this person.
• Partial Disclosure: Information about a group of
entities can be inferred. Aggregate information
on male surgeons in the age group 40-45 may dis-
close an unusual number of medical errors. These
cannot be linked to a particular surgeon. Never-
theless, one may conclude that surgeons in this
group are more likely to make errors.
De-identification of data refers to the process of re-
moving or obscuring variables with the goal to min-
imize unintended disclosures. In many cases re-
identification is possible by linking different data
sources. For example, the combination of wedding
date and birth date may allow for the re-identification
of a particular person. Anonymization of data refers to
de-identification that is irreversible: re-identification
is impossible. A range of de-identification methods is
available: removing variables, randomization, hash-
ing, shuffling, sub-sampling, aggregation, truncation,
generalization, adding noise, etc. Adding some noise
to a continuous variable or the coarsening of values
may have a limited impact on the quality of analysis


























Figure 3: Tradeoff between confidentiality and utility.
There is a trade-off between minimizing the dis-
closure of sensitive information and the usefulness of
analysis results (see Figure 3). Removing variables,
aggregation, and adding noise can make it hard to pro-
duce any meaningful analysis results. Emphasis on
confidentiality (like security) may also reduce conve-
nience. Note that personalization often conflicts with
fairness and confidentiality. Disclosing all data, sup-
ports analysis, but jeopardizes confidentiality.
Access rights to the different types of data and
analysis results in the “data science pipeline” (Fig-
ure 1) vary per group. For example, very few peo-
ple will have access to the “raw data” stored in the
information system Ë. More people will have access
to the data used for analysis and the actual analysis
results. Poor cybersecurity may endanger confiden-
tiality. Good policies ensuring proper authentication
(Are you who you say you are?) and authorization
(What are you allowed to do?) are needed to protect
access to the pipeline in Figure 1. Cybersecurity mea-
sures should not complicate access, data preparation,
and analysis; otherwise people may start using illegal
copies and replicate data.
See (Monreale et al., 2014; Nelson, 2015; Presi-
dent’s Council, 2014) for approaches to ensure confi-
dentiality.
Green Data Science - Using Big Data in an “Environmentally Friendly” Manner
13
2.3 Accuracy - Data Science without
Guesswork: How to Answer
Questions with a Guaranteed Level
of Accuracy?
Increasingly decisions are made using a combina-
tion of algorithms and data rather than human judge-
ment. Hence, analysis results need to be accurate
and should not deceive end-users and decision mak-
ers. Yet, there are several factors endangering accu-
racy.
First of all, there is the problem of overfitting the
data leading to “bogus conclusions”. There are nu-
merous examples of so-called spurious correlations
illustrating the problem. Some examples (taken from
(Vigen, 2015)):
• The per capita cheese consumption strongly cor-
relates with the number of people who died by be-
coming tangled in their bedsheets.
• The number of Japanese passenger cars sold in
the US strongly correlates with the number of sui-
cides by crashing of motor vehicle.
• US spending on science, space and technol-
ogy strongly correlates with suicides by hanging,
strangulation and suffocation.
• The total revenue generated by arcades strongly
correlates with the number of computer science
doctorates awarded in the US.
When using many variables relative to the number of
instances, classification may result in complex rules
overfitting the data. This is often referred to as the
curse of dimensionality: As dimensionality increases,
the number of combinations grows so fast that the
available data become sparse. With a fixed number
of instances, the predictive power reduces as the di-
mensionality increases. Using cross-validation most
findings (e.g., classification rules) will get rejected.
However, if there are many findings, some may sur-
vive cross-validation by sheer luck.
In statistics, Bonferroni’s correction is a method
(named after the Italian mathematician Carlo Emilio
Bonferroni) to compensate for the problem of multi-
ple comparisons. Normally, one rejects the null hy-
pothesis if the likelihood of the observed data under
the null hypothesis is low (Casella and Berger, 2002).
If we test many hypotheses, we also increase the like-
lihood of a rare event. Hence, the likelihood of in-
correctly rejecting a null hypothesis increases (Miller,
1981). If the desired significance level for the whole
collection of null hypotheses is α, then the Bonfer-
roni correction suggests that one should test each in-
dividual hypothesis at a significance level of αk where
k is the number of null hypotheses. For example, if
α= 0.05 and k = 20, then αk = 0.0025 is the required
significance level for testing the individual hypothe-
ses.
Next to overfitting the data and testing multiple
hypotheses, there is the problem of uncertainty in the
input data and the problem of not showing uncer-
tainty in the results.
Uncertainty in the input data is related to the
fourth “V” in the four “V’s of Big Data” (Volume,
Velocity, Variety, and Veracity). Veracity refers to the
trustworthiness of the input data. Sensor data may be
uncertain, multiple users may use the same account,
tweets may be generated by software rather than peo-
ple, etc. These uncertainties are often not taken into
account during analysis assuming that things “even
out” in larger data sets. This does not need to be the
case and the reliability of analysis results is affected
by unreliable or probabilistic input data.
When we say, “we are 95% confident that the
true value of parameter x is in our confidence inter-
val [a,b]”, we mean that 95% of the hypothetically
observed confidence intervals will hold the true value
of parameter x. Averages, sums, standard deviations,
etc. are often based on sample data. Therefore, it is
important to provide a confidence interval. For exam-
ple, given a mean of 35.4 the 95% confidence interval
may be [35.3,35.6], but the 95% confidence interval
may also be [15.3,55.6]. In the latter case, we will
interpret the mean of 35.4 as a “wild guess” rather
than a representative value for true average value. Al-
though we are used to confidence intervals for numer-
ical values, decision makers have problems interpret-
ing the expected accuracy of more complex analysis
results like decision trees, association rules, process
models, etc. Cross-validation techniques like k-fold
checking and confusion matrices give some insights.
However, models and decisions tend to be too “crisp”
(hiding uncertainties). Explicit vagueness or more ex-
plicit confidence diagnostics may help to better inter-
pret analysis results. Parts of models should be kept
deliberately “vague” if analysis is not conclusive.
2.4 Transparency - Data Science that
Provides Transparency: How to
Clarify Answers Such that they
become Indisputable?
Data science techniques are used to make a variety of
decisions. Some of these decisions are made automat-
ically based on rules learned from historic data. For
example, a mortgage application may be rejected au-
tomatically based on a decision tree. Other decisions
ICEIS 2016 - 18th International Conference on Enterprise Information Systems
14
According to Bonferroni’s principle we need to avoid treating random observations as if they are real and sig-
nificant (Rajaraman and Ullman, 2011). The following example, inspired by a similar example in (Rajaraman
and Ullman, 2011), illustrates the risk of treating completely random events as patterns.
A Dutch government agency is searching for terrorists by examining hotel visits of all of its 18 million citizens
(18× 106). The hypothesis is that terrorists meet multiple times at some hotel to plan an attack. Hence, the
agency looks for suspicious “events” {p1, p2} † {d1,d2} where persons p1 and p2 meet on days d1 and d2.
How many of such suspicious events will the agency find if the behavior of people is completely random? To
estimate this number we need to make some additional assumptions. On average, Dutch people go to a hotel
every 100 days and a hotel can accommodate 100 people at the same time. We further assume that there are
18×106
100×100 = 1800 Dutch hotels where potential terrorists can meet.
The probability that two persons (p1 and p2) visit a hotel on a given day d is 1100 × 1100 = 10−4. The probability
that p1 and p2 visit the same hotel on day d is 10−4× 11800 = 5.55×10−8. The probability that p1 and p2 visit
the same hotel on two different days d1 and d2 is (5.55× 10−8)2 = 3.086× 10−15. Note that different hotels
may be used on both days. Hence, the probability of suspicious event {p1, p2}†{d1,d2} is 3.086×10−15.
How many candidate events are there? Assume an observation period of 1000 days. Hence, there are 1000×
(1000−1)/2 = 499,500 combinations of days d1 and d2. Note that the order of days does not matter, but the
days need to be different. There are (18×106)× (18×106−1)/2 = 1.62×1014 combinations of persons p1
and p2. Again the ordering of p1 and p2 does not matter, but p1 6= p2. Hence, there are 499,500×1.62×1014 =
8.09×1019 candidate events {p1, p2}†{d1,d2}.
The expected number of suspicious events is equal to the product of the number of candidate events {p1, p2}†
{d1,d2} and the probability of such events (assuming independence): 8.09×1019×3.086×10−15 = 249,749.
Hence, there will be around a quarter million observed suspicious events {p1, p2} † {d1,d2} in a 1000 day
period!
Suppose that there are only a handful of terrorists and related meetings in hotels. The Dutch government agency
will need to investigate around a quarter million suspicious events involving hundreds of thousands innocent
citizens. Using Bonferroni’s principle, we know beforehand that this is not wise: there will be too many false
positives.
Example: Bonferroni’s principle explained using an example taken from (Aalst, 2016). To apply the principle, compute the
number of observations of some phenomena one is interested in under the assumption that things occur at random. If this
number is significantly larger than the real number of instances one expects, then most of the findings will be false positives.
are based on analysis results (e.g., process models or
frequent patterns). For example, when analysis re-
veals previously unknown bottlenecks, then this may
have consequences for the organization of work and
changes in staffing (or even layoffs). Automated de-
cision rules (Ï in Figure 1) need to be as accurate
as possible (e.g., to reduce costs and delays). Anal-
ysis results (Î in Figure 1) also need to be accurate.
However, accuracy is not sufficient to ensure accep-
tance and proper use of data science techniques. Both
decisions Ï and analysis results Î also need to be
transparent.
Figure 4 illustrates the notion of transparency.
Consider an application submitted by John evaluated
using three data-driven decision systems. The first
system is a black box: It is unclear why John’s appli-
cation is rejected. The second system reveals it’s deci-
sion logic in the form of a decision tree. Applications
from females and younger males are always accepted.
Only applications from older males get rejected. The
third system uses the same decision tree, but also ex-
























and above 50 
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Figure 4: Different levels of transparency.
Clearly, the third system is most transparent. When
governments make decisions for citizens it is often
mandatory to explain the basis for such decisions.
Deep learning techniques (like many-layered neu-
ral networks) use multiple processing layers with
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complex structures or multiple non-linear transforma-
tions. These techniques have been successfully ap-
plied to automatic speech recognition, image recogni-
tion, and various other complex decision tasks. Deep
learning methods are often looked at as a “black box”,
with performance measured empirically and no for-
mal guarantees or explanations. A many-layered neu-
ral network is not as transparent as for example a deci-
sion tree. Such a neural network may make good deci-
sions, but it cannot explain a rule or criterion. There-
fore, such black box approaches are non-transparent
and may be unacceptable in some domains.
Transparency is not restricted to automated deci-
sion making and explaining individual decisions, it
also involves the intelligibility, clearness, and com-
prehensibility of analysis results (e.g., a process
model, decision tree, regression formula). For exam-
ple, a model may reveal bottlenecks in a process, pos-
sible fraudulent behavior, deviations by a small group
of individuals, etc. It needs to be clear for the user
of such models (e.g., a manager) how these findings
where obtained. The link to the data and the analysis
technique used should be clear. For example, filtering
the input data (e.g., removing outliers) or adjusting
parameters of the algorithm may have a dramatic ef-
fect on the model returned.
Storytelling is sometimes referred to as “the last
mile in data science”. The key question is: How to
communicate analysis results with end-users? Story-
telling is about communicating actionable insights to
the right person, at the right time, in the right way.
One needs to know the gist of the story one wants
to tell to successfully communicate analysis results
(rather than presenting the whole model and all data).
One can use natural language generation to transform
selected analysis results into concise, easy-to-read, in-
dividualized reports.
To provide transparency there should be a clear
link between data and analysis results/stories. One
needs to be able to drill-down and inspect the data
from the model’s perspective. Given a bottleneck one
needs to be able to drill down to the instances that
are delayed due to the bottleneck. This related to data
provenance: it should always be possible to reproduce
analysis results from the original data.
The four challenges depicted in Figure 1 are
clearly interrelated. There may be trade-offs between
fairness, confidentiality, accuracy and transparency.
For example, to ensure confidentiality we may add
noise and de-identify data thus possibly compromis-
ing accuracy and transparency.
3 EXAMPLE: GREEN PROCESS
MINING
The goal of process mining is to turn event data into
insights and actions (Aalst, 2016). Process mining is
an integral part of data science, fueled by the avail-
ability of data and the desire to improve processes.
Process mining can be seen as a means to bridge
the gap between data science and process science.
Data science approaches tend to be process agonistic
whereas process science approaches tend to be model-
driven without considering the “evidence” hidden in
the data. This section discusses challenges related to
fairness, confidentiality, accuracy, and transparency in
the context of process mining. The goal is not to pro-
vide solutions, but to illustrate that the more general
challenges discussed before trigger concrete research
questions when considering processes and event data.
3.1 What is Process Mining?
Figure 5 shows the “process mining pipeline” and can
be viewed as a specialization of the Figure 1. Pro-
cess mining focuses on the analysis of event data
and analysis results are often related to process mod-
els. Process mining is a rapidly growing subdiscipline
within both Business Process Management (BPM)
(Aalst, 2013a) and data science (Aalst, 2014). Main-
stream Business Intelligence (BI), data mining and
machine learning tools are not tailored towards the
analysis of event data and the improvement of pro-
cesses. Fortunately, there are dedicated process min-
ing tools able to transform event data into action-
able process-related insights. For example, ProM
(www.processmining.org) is an open-source pro-
cess mining tool supporting process discovery, con-
formance checking, social network analysis, organi-
zational mining, clustering, decision mining, predic-
tion, and recommendation (see Figure 6). Moreover,
in recent years, several vendors released commercial
process mining tools. Examples include: Celonis
Process Mining by Celonis GmbH (www.celonis.
de), Disco by Fluxicon (www.fluxicon.com), Inter-
stage Business Process Manager Analytics by Fu-
jitsu Ltd (www.fujitsu.com), Minit by Gradient
ECM (www.minitlabs.com), myInvenio by Cogni-
tive Technology (www.my-invenio.com), Perceptive
Process Mining by Lexmark (www.lexmark.com),
QPR ProcessAnalyzer by QPR (www.qpr.com), Ri-
alto Process by Exeura (www.exeura.eu), SNP Busi-
ness Process Analysis by SNP Schneider-Neureither
& Partner AG (www.snp-bpa.com), and PPM web-
Methods Process Performance Manager by Software
AG (www.softwareag.com).
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Figure 5: The “process mining pipeline” relates observed and modeled behavior.
3.1.1 Creating and Managing Event Data
Process mining is impossible without proper event
logs (Aalst, 2011). An event log contains event data
related to a particular process. Each event in an event
log refers to one process instance, called case. Events
related to a case are ordered. Events can have at-
tributes. Examples of typical attribute names are ac-
tivity, time, costs, and resource. Not all events need
to have the same set of attributes. However, typically,
events referring to the same activity have the same set
of attributes. Figure 6(a) shows the conversion of an
CSV file with four columns (case, activity, resource,
and timestamp) into an event log.
Most process mining tools support XES (eXten-
sible Event Stream) (IEEE Task Force on Process
Mining, 2013). In September 2010, the format was
adopted by the IEEE Task Force on Process Mining
and became the de facto exchange format for pro-
cess mining. The IEEE Standards Organization is cur-
rently evaluating XES with the aim to turn XES into
an official IEEE standard.
To create event logs we need to extract, load,
transform, anonymize, and de-identify data in a va-
riety of systems (see Ì in Figure 5). Consider for
example the hundreds of tables in a typical HIS (Hos-
pital Information System) like ChipSoft, McKesson
and EPIC or in an ERP (Enterprise Resource Plan-
ning) system like SAP, Oracle, and Microsoft Dynam-
ics. Non-trivial mappings are needed to extract events
and to relate events to cases. Event data needs to be
scoped to focus on a particular process. Moreover, the
data also needs to be scoped with respect to confiden-
tiality issues.
3.1.2 Process Discovery
Process discovery is one of the most challenging pro-
cess mining tasks (Aalst, 2011). Based on an event
log, a process model is constructed thus capturing the
behavior seen in the log. Dozens of process discov-
ery algorithms are available. Figure 6(c) shows a pro-
cess model discovered using ProM’s inductive visual
miner (Leemans et al., 2015). Techniques use Petri
nets, WF-nets, C-nets, process trees, or transition sys-
tems as a representational bias (Aalst, 2016). These
results can always be converted to the desired nota-
tion, for example BPMN (Business Process Model
and Notation), YAWL, or UML activity diagrams.
3.1.3 Conformance Checking
Using conformance checking discrepancies between
the log and the model can be detected and quantified
by replaying the log (Aalst et al., 2012). For exam-
ple, Figure 6(c) shows an activity that was skipped
16 times. Some of the discrepancies found may ex-
pose undesirable deviations, i.e., conformance check-
ing signals the need for a better control of the process.
Other discrepancies may reveal desirable deviations
and can be used for better process support. Input for
conformance checking is a process model having ex-
ecutable semantics and an event log.
3.1.4 Performance Analysis
By replaying event logs on process model, we can
compute frequencies and waiting/service times. Us-
ing alignments (Aalst et al., 2012) we can relate cases
to paths in the model. Since events have timestamps,
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Figure 6: Six screenshots of ProM while analyzing an event log with 208 cases, 5987 events, and 74 different activities. First,
a CSV file is converted into an event log (a). Then, the event data can be explored using a dotted chart (b). A process model
is discovered for the 11 most frequent activities (c). The event log can be replayed on the discovered model. This is used to
show deviations (d), average waiting times (e), and queue lengths (f).
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we can associate the times in-between events along
such a path to delays in the process model. If the
event log records both start and complete events for
activities, we can also monitor activity durations. Fig-
ure 6(d) shows an activity that has an average waiting
time of 18 days and 16 hours. Note that such bottle-
necks are discovered without any modeling.
3.1.5 Operational Support
Figure 6(e) shows the queue length at a particular
point in time. This illustrates that process mining can
be used in an online setting to provide operational
support. Process mining techniques exist to predict
the remaining flow time for a case or the outcome of
a process. This requires the combination of a discov-
ered process model, historic event data, and informa-
tion about running cases. There are also techniques to
recommend the next step in a process, to check con-
formance at run-time, and to provide alerts when cer-
tain Service Level Agreements (SLAs) are violated.
3.2 Challenges in Process Mining
Table 1 maps the four generic challenges identified in
Section 2 onto the six key ingredients of process min-
ing briefly introduced in Section 3.1. Note that both
cases (i.e., process instances) and the resources used
to execute activities may refer to individuals (cus-
tomers, citizens, patients, workers, etc.). Event data
are difficult to fully anonymize. In larger processes,
most cases follow a unique path. In the event log
used in Figure 6, 198 of the 208 cases follow a unique
path (focusing only on the order of activities). Hence,
knowing the order of a few selected activities may
be used to de-anonymize or re-identify cases. The
same holds for (precise) timestamps. For the event
log in Figure 6, several cases can be uniquely iden-
tified based on the day the registration activity (first
activity in process) was executed. If one knows the
timestamps of these initial activities with the preci-
sion of an hour, then almost all cases can be uniquely
identified. This shows that the ordering and times-
tamp data in event logs may reveal confidential infor-
mation unintentionally. Therefore, it is interesting to
investigate what can be done by adding noise (or other
transformations) to event data such that the analysis
results do not change too much. For example, we can
shift all timestamps such that all cases start in “week
0”. Most process discovery techniques will still re-
turn the same process model. Moreover, the average
flow/waiting/service times are not affected by this.
Conformance checking (Aalst et al., 2012) can be
viewed as a classification problem. What kind of
cases deviate at a particular point? Bottleneck analy-
sis can also be formulated as a classification problem.
Which cases get delayed more than 5 days? We may
find out that conformance or performance problems
are caused by characteristics of the case itself or the
people that worked on it. This allows us to discover
patterns such as:
• Doctor Jones often performs an operation without
making a scan and this results in more incidents
later in the process.
• Insurance claims from older customers often get
rejected because they are incomplete.
• Citizens that submit their tax declaration too late
often get rejected by teams having a higher work-
load.
Techniques for discrimination discovery can be used
to find distinctions that are not desirable/acceptable.
Subsequently, techniques for discrimination preven-
tion can be used to avoid such situations. It is impor-
tant to note that discrimination is not just related to
static variables, but also relates to the way cases are
handled.
It is also interesting to use techniques from de-
composed process mining or streaming process min-
ing (see Chapter 12 in (Aalst, 2016)) to make process
mining “greener”.
For streaming process mining one cannot keep
track of all events and all cases due to memory con-
straints and the need to provide answers in real-time
(Burattin et al., 2014; Aalst, 2016; Zelst et al., 2015).
Hence, event data need to be stored in aggregated
form. Aging data structures, queues, time windows,
sampling, hashing, etc. can be used to keep only the
information necessary to instantly provide answers to
selected questions. Such approaches can also be used
to ensure confidentiality, often without a significant
loss of accuracy.
For decomposed/distributed process mining event
data need to be split based on a grouping activities in
the process (Aalst, 2013b; Aalst, 2016). After split-
ting the event log, it is still possible to discover pro-
cess models and to check conformance. Interestingly,
the sublogs can be analyzed separately. This may be
used to break potential harmful correlations. Rather
than storing complete cases, one can also store shorter
episodes of anonymized case fragments. Sometimes
it may even be sufficient to store only direct succes-
sions, i.e., facts of the form “for some unknown case
activity a was followed by activity b with a delay of 8
hours”. Some discovery algorithms only use data on
direct successions and do not require additional, pos-
sibly sensitive, information. Of course certain ques-
tions can no longer be answered in a reliable manner
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(e.g., flow times of cases).
The above examples illustrate that Table 1 iden-
tifies a range of novel research challenges in process
mining. In today’s society, event data are collected
about anything, at any time, and at any place. Today’s
process mining tools are able to analyze such data and
can handle event logs with billions of events. These
amazing capabilities also imply a great responsibility.
Fairness, confidentiality, accuracy and transparency
should be key concerns for any process miner.
4 CONCLUSION
This paper introduced the notion of “Green Data Sci-
ence” (GDS) from four angles: fairness, confidential-
ity, accuracy, and transparency. The possible “pollu-
tion” caused by data science should not be addressed
(only) by legislation. We should aim for positive,
technological solutions to protect individuals, orga-
nizations and society against the negative side-effects
of data. As an example, we discussed “green chal-
lenges” in process mining. Table 1 can be viewed as
a research agenda listing interesting open problems.
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Abstract: This lecture shows how the design and use of Enterprise Information Systems can benefit from text mining 
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audio, image, video); and much of it is expressed in rich and ambiguous natural language. ERP systems 
store, for instance, piles of texts in the form of documents, E-mails, or service tickets. And comments on 
corporate social networks can be used to learn about work practices and preferences of users. We call this 
data naturally occurring data, since it is generated as a by-product of running IT-enabled business processes, 
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Management, Action Research. 
Abstract: Genres of communications significantly influence the evolution of a field of research. In the Information 
Systems (IS) domain, a debate has recently emerged on the chance to implement alternative genres to 
generate unconventional ways of looking at IS-related issues. This study hence proposes to apply allegory 
as an alternative genre to write publications accounting IS research. To exemplify the use of the allegory 
genre, the study tackles the role of the action researcher to enable user engagement and change management 
in the early phases of Information Systems implementation. The allegory is applied to the case of a Small-
Medium-Enterprise undergoing ERP implementation. Reflecting on the allegory and its interpretation, it is 
argued that the action researcher can take a paramount role in IS change management as “user engagement 
enabler”; from a writing genre perspective, it is claimed that allegory is particularly suitable for writing 
action research accounts. 
1 INTRODUCTION 
The evolution of a field of research like that on 
Information Systems (IS) inherently relates not only 
to the content of investigation – in either its 
theoretical or empirical forms –  and to the 
methodologies applied to conduct the research 
endeavor; it is also significantly shaped by the 
writing genre traditionally applied as a vehicle to 
report its content and findings.  
In the last years, an intriguing debate has 
emerged with regards to the genres to be applied 
when writing academic publications (Rowe,2012). 
IS scholars and practitioners are currently discussing 
the opportunity to apply alternative genres in IS 
research representation. According to Mathiassen et 
al (2012), the term “alternative genres” refers to 
unconventional forms of thinking, doing, and 
communicating scholarship and practice. In 
particular, it is related to innovation with respect to 
epistemological perspectives, research methods, 
semantic framing, literary styles, and media of 
expression.  
Provided that alternative genres are not valuable 
per se, but they become significant once they are 
fruitfully applied to writing studies on relevant IS 
issues, propose the adoption of alternative genres to 
tackle a significant problem in IS research: user 
engagement and change management in the early 
phases of Information Systems implementation – 
with specific reference to Enterprise Resource 
Planning (ERP) systems. To address this problem, I 
take the methodological perspective of an action 
researcher directly involved in the problem’s 
observation and solution, and propose to employ the 
alternative genre of “allegory” to allegorically 
describe the role action researchers can play in 
enabling user engagement and change management 
in the early phases of ERP implementation.  
Reflecting on the allegory and its interpretation, 
this study argues that the action researcher can take a 
paramount role in the IS change management 
process as “user engagement enabler”; from a 
writing genre perspective, the study also proposes 
that allegory can be beneficially applied as a genre 
to write action research accounts, due to the genre’s 
peculiar characteristics. 
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2 THEORY: CHANGE 
MANAGEMENT AND USER 
ENGAGEMENT IN IS 
IMPLEMENTATION 
Change is an ever-present feature of organizational 
life both at an operational and strategic level 
(Burnes, 2004), and since information technology 
and organizational change show an inherent strong 
relationship (Markus and Robey, 1988), the issue of 
managing change determined by the introduction of 
new IS within an organizational setting has been a 
core theme in Information Systems (IS) research and 
practice (e.g. Aladwani, 2001; Lim et al., 2005) 
In general terms, change management could be 
defined as “the process of continually renewing an 
organization’s direction, structure, and capabilities 
to serve the ever-changing needs of external and 
internal customers” (Moran and Brightman, 2001). 
Both Organizational and IS theories widely 
recognize how Information Technology (IT) 
influences the nature of work, thus catalysing 
innovation while forcing incremental or radical 
organizational redesign (Thach and Woodman, 
1994).  
Through implementing IT, organizations aim at 
increasing process efficiency and effectiveness (with 
a possible beneficial impact on outward 
performance), although they also trigger inward 
organizational effects that mostly reflect on 
employees’ routines, practices, habits and 
perceptions (Thach and Woodman, 1994): these 
non-trivial, subtle effects require dedicated effort to 
be understood and handled. 
Focusing on the IS field, change management 
hence tackles the problem of how to govern the 
organizational transition determined by the 
introduction of new information technologies and 
systems (Markus and Robey, 1988). 
Several studies have tackled the issue of user 
engagement in IS implementation, finding that such 
engagement is influenced by different factors. In his 
seminal work “Psychology of innovation 
resistance”, Sheth (1981) argued that there are two 
main sources of resistance to IS innovations: 
perceived risk, which refers to one’s perception of 
the risk associated with the decision to adopt the 
innovation; and habit, which refers to current 
practices that one is routinely doing. Joshi (1991) 
applied equity theory to IS implementation and 
found that individuals attempt to evaluate all 
changes on three levels: (i) gain or loss in their 
equity status; (ii) comparison between personal and 
organizational relative outcomes; and (iii) 
comparison between personal and other user’s 
relative outcome in the reference group. They only 
resist to changes they see unfavourable, while 
changes that are favourable are sought after and 
welcomed. Gefen (2002) identified users’ trust as a 
key determinant for their engagement in the complex 
process of ERP system customization: trust was 
increased when the vendor behaved in accordance 
with client expectations by being responsive, and 
decreased when it behaved in a manner that 
contradicted these expectations by not being 
dependable. Lim et al. (2005) investigated user 
adoption behavior and motivation dynamics of ERP 
systems from an expectancy perspective, and 
claimed that managerial actions shall target different 
levels of motivational factors to avoid counter-
productive dissonances. Wang and Chen (2006) 
found that  assistance of outside experts in ERP 
implementation is inevitable: competent consultants 
can facilitate communication and conflict resolution 
in the ERP consulting process and assist in 
improving ERP system quality. 
Beyond identifying the factors behind user 
engagement, particularly relevant to this study are 
also two process models designed to obtain and 
enhance engagement. 
According to organizational theory, change 
management aimed at cognitive redefinition of 
users’ attitude and behaviour should follow a 
process model called the force field model, made of 
three stages (Schein and Bennis, 1965; Schein, 
1999): (i) unfreeze the existing condition and apply 
a force to it in the attempt to motivate users to 
change; (ii) change and movement to a new state, by 
focusing on training and communication; and (iii) 
re-freeze to make new behaviours become habitual 
or institutionalized routines.  
In assessing the complex social problem of 
users’ resistance to ERP implementation, Aladwani 
(2001), elaborates on Sheth’s (1981) model and 
proposed a process-oriented conceptual framework 
consisting of three phases: (i) knowledge 
formulation (where insight is gathered on needs, 
values, beliefs and interests of future IS users); (ii) 
strategy implementation (where change management 
leverages tools such as communication, endorsement 
and training to create  awareness, stimulate feelings 
and drive adoption, by constantly confronting habits 
with perceived risks; and (iii) status evaluation 
(where the progress of ERP change management 
effort is monitored). 
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3 RESEARCH SETTING 
The company this study considers is a Small 
Medium Enterprise (SME) operating as an artistic 
exhibition designer and manufactured, run and 
owned by a Chief Executive Officer who inherited it 
from his father. The company began operations in 
the early fifties and in 2012 it had gained worldwide 
recognition, being involved in several projects with 
renown institutions, such as the British Museum, the 
Tower of London Museum, the Louvre in Paris, the 
Museum of Modern Arts and the Metropolitan 
Museum in New York. 
As the company grew globally, however, it was 
shaped by two diverging thrust: on the one hand, the 
CEO aimed at maintaining the company’s 
inheritance of a SME and its craftsman approach 
towards each activity and work; on the other, a 
compelling need for organic development and 
structuration was perceived by the management. As 
a result, the organizational evolution was to some 
extent convoluted and not fully consistent: while 
some functions (e.g. design and manufacturing) 
operated with a high degree of structuration and 
technology support, others (e.g. administration, 
procurement, project management and marketing) 
were almost completely unstructured. Furthermore, 
Information Technology did not evolve alongside 
the company’s manufacturing technologies. The 
little IT function was largely focusing on 
maintaining the computers used for running 
Computer Aided Design and Computer Aided 
Manufacturing software; data analysis and storing 
was either based on mere spreadsheets, or more 
frequently, on paperwork. 
In late 2012, when the action research process 
began, it was time to make a strategic decision about 
IT. The management team had been consulting a 
shortlist of IT vendors for three months, and the 
most promising solution proposed was that of 
implementing an Enterprise Resource Planning 
(ERP) system to centralize and support information 
management and workflow throughout the 
functions. However, the CEO had profound doubts 
about this change, and his worries were somewhat 
justifiable. The CEO foresaw the introduction of 
such a pervasive system would determine radical 
modifications in several areas, with unpredictable 
results; he also he expected some of his employees 
to eventually resist to or impair the IT project. On 
top of this, he held a Philosophy and Literature 
background, which gave him an anti-conformist and 
original perspective on many strategic or 
organizational issues, including technology: he had 
contrasting feelings concerning IT, which he liked to 
philosophically define as “a robot with huge 
potential to enhance human’s capabilities, but after 
all, a robot with no will and no creative value in 
itself other than that of the human utilizing it”.  
The CEO’s and his top management’s primary 
concern was hence to adequately set and manage 
this IS transition. 
4 ACTION RESEARCH 
METHODOLOGY 
Action Research (AR) was primarily developed 
from the work of Kurt Lewin and his colleagues, and 
is based on a collaborative problem-solving 
relationship between the researcher and the client 
system, aiming at both managing change and 
generating new knowledge (Coghlan, 2000).  
As a form of qualitative research (Myers, 1997), 
AR is described as a setting in which a client is 
involved in the process of data gathering, which is 
prevailingly under the charge of a researcher. 
Avison et al. (1999) define AR as an iterative 
process involving researchers and practitioners 
acting together on a particular cycle of activities, 
including problem diagnosis, action intervention, 
and reflective learning. According to Rapoport 
(1970), “action research aims to contribute both to 
the practical concerns of people in an immediate 
problematic situation and to the goals of social 
science by joint collaboration within a mutually 
acceptable ethical framework”. Indeed, action 
Research is perhaps the most widely discussed 
collaborative research approach (see Baskerville and 
Wood-Harper 1998, Davison et al. 2004).  
The collaboration this study depicts by means of 
the allegory alternative genre is set in an artistic 
exhibition design Small Medium Enterprise (SME) 
and began with the identification of a problem, i.e. 
the need to support the SME’s CEO and Project 
Manager in enabling and managing change from a 
basic and piecemeal approach towards technology to 
the implementation of a broader ERP system. More 
specifically, the CEO and the Project Manager were 
concerned with user engagement, resistance to 
change and communication issues that could burden 
the early implementation phases. 
This complex problem brought together multiple 
participants, all of whom had an interest in solving 
it. The set of participants included: Chief Executive 
Officer; the management team; the internal Project 
Manager; the SME’s employees (also referred to as 
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users); the IT Vendor’s Marketing Manager; and the 
team of three Action Researchers. 
The problem that needed a solution was not 
easily solvable within the current community of 
practice inside of the company, who lacked specific 
IS and change management competencies, and 
furthermore called for the combination of 
knowledge from multiple perspectives, expertise, 
and disciplines (Mohrman et al., 2008). Hence, a 
problem-focused research approach like AR could 
provide a natural home for and evoke a need for 
collaboration that brought together multiple 
perspectives, including those of theory and practice. 
In part, this is because problems represent 
anomalies, and present a need to step outside of the 
daily reality that is driven by implicit theories, and 
to try to achieve a detachment that enables the 
search for new understandings that can guide action 
(Coghlan, 2000). 
In order to solve the previously identified 
problem, from December 2011 to March 2012, the 
researchers who are authoring this study where 
directly involved in the early stages of the 
implementation process of an Enterprise Resource 
Planning system within the SME (thus following the 
direct involvement principle of the action research 
methodology), with the planned overarching 
objective to apply change management and 
organizational communication practices  supporting 
the early phases of ERP implementation – with a 
focus on enhancing user engagement. Although the 
whole implementation project lasted till April, 2013, 
this study focuses on allegorically describing its first 
four months, where change management practices 
and user engagement dynamics where at the heart of 
the discussion. 
The AR process was organized through a series 
of weekly meetings (for a total of 21 meetings, each 
lasting 2 hours 40 minutes on average) that the 
action researchers alternatively held with all the 
actors involved (including users). The content of 
such meetings was previously planned with and 
agreed upon by the CEO and the Project Manager, 
and these actors were open to the researchers’ 
proposed lines of intervention. In the meetings, the 
action researcher set a flexible agenda, checked the 
progress status of previously identified actions, 
gathered insights from the participants, provided 
new content for discussion, set and explained new 
action points and assignments and instructed 
participants on how to act upon them. 
In parallel, action researchers were involved in 
supporting the change management and 
communications activities and observing the user 
engagement process almost of a daily basis, in order 
to gather further information relevant to the 
research; they also operated “shoulder to shoulder” 
with the CEO and the Project Manager, and the 
result of this was that the researchers not only gained 
a deeper understanding of the company, its culture 
and its management’s approach, but also gradually 
became accepted as a non-threatening and legitimate 
presence (Coghlan, 2000). 




An allegory is “the representation of abstract ideas 
or principles by characters, figures, or events in 
narrative, dramatic, or pictorial form”, and “a story, 
picture, or play employing such representation” 
(American Heritage Dictionary, 2011), where “the 
apparent meaning of the characters and events is 
used to symbolize a deeper moral or spiritual 
meaning” (Collins English Dictionary, 2003). 
The term derives from the Greek allēgoría, 
derivative of allēgoreîn, i.e. to speak so as to imply 
something other. As a rhetorical device, an allegory 
is a figure of speech that makes wide use of 
metaphors (i.e. “a figure of speech in which a word 
or phrase is applied to an object or action that it does 
not literally denote in order to imply a resemblance” 
– Collins English Dictionary, 2003) and symbols 
(i.e. “something that represents or stands for 
something else, usually by convention or 
association, especially a material object used to 
represent something abstract” – Collins English 
Dictionary, 2003), though extending them to a 
complete and sense-making piece where complex 
ideas are illustrated by means of text or images that 
can be understood by the reader or viewer. 
The very definition of allegory as a genre may be 
controversial. As the concept of genre represents a 
meaningful pattern of communication which consists 
of a sequence of speech acts (Yetim, 2006), and 
provided that “a genre is a category of art 
distinguished by a definite style, form or content” 
(American Heritage Dictionary, 2011), allegory is 
hard to fix since its convention are less formal or 
external, they are rather informal, skeletal or 
structural. 
However, Quilligan (1979) in her book “The 
language of allegory: Defining the genre” argued 
that allegory is a genre, i.e. “a legitimate critical 
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category of a prescriptive status similar to that of the 
generic term ‘epic’”. Quilligan identifies the four 
main features that define the genre of allegory and 
its structure: 
i. Text – the textual nature of the allegorical 
narrative, which unfolds as a series of punning 
commentaries related to one another; 
ii. Pretext – which addresses the question of 
that source of which always stands outside any 
allegorical narrative and becomes the key to its 
interpretability (though not always to its 
interpretation). The relation between the text and the 
pretext is necessary slippery, yet by gauging its 
dimensions, we can begin to articulate the affinity of 
allegory as literary criticism to allegory as literary 
composition; 
iii. Context – which addresses the question of 
formal evolution by tracking the cultural causes of 
allegory (allegories from different period may differ, 
since linguistic assumptions differed as well); 
iv. Reader – which represents the final focus 
of any allegory, and the real action of any allegory is 
the reader’s learning to read the text properly. 
“Other genres appeal to readers as human beings; 
allegory appeals to readers as readers of a system of 
signs, so it appeals to them in terms of their most 
distinguishing characteristics: as readers of, and 
therefore as creatures finally shaped by, their 
language” (Quilligan, 1979: 21). 
The text and pretext hence focus on what the 
texts themselves say about the genre; the context 
provides the historical milieu out of which the 
author may write an allegory; and the reader is the 
ultimate producer of meaning (Nelson, 1968). 
Considering that the primary characteristic of 
allegory as a genre is to separate the representation 
meaning from the inner and implied meaning, a 
mode of analysis for allegory can rely on 
hermeneutics (Myers, 1997). Hermeneutics is a 
classical discipline primarily concerned with the 
meaning of a text, and provides approaches to 
interpret it. The most common of such approaches is 
known as the “hermeneutic circle”, which refers to 
the dialectic between the understanding of the text as 
a whole (a theory) and the interpretation of its details 
(single words), where the two dimensions are 
reciprocally validating and help deciphering the 
hidden meaning from the apparent meaning of 
narrative (Gadamer, 1976). 
In the allegory this study presents, the whole 
story should be hermeneutically interpreted from the 
theoretical lenses of change management and user 
engagement in ERP implementation, while the 
details refer to specific aspects that influence and 
make sense within such context. 
6 ALTERNATIVE GENRE 
APPLICATION: THE 
ALLEGORY OF THE SMALL 
VILLAGE 
A small village was located in a wood and 
surrounded by a barriers of trees. The barrier was 
so thick nobody could actually see what was beyond 
it, and although it could be trespassed, no one had 
ever been bold enough to make the attempt. Rays of 
light made it through the ceiling of trees’ branches, 
but branches were so many and intricate that the 
village was most of the time dark and surrounded by 
shades. 
In the village lived a small community, who 
gathered to follow the lead of one whose visions 
were so fascinating and original that their heart was 
captured by them: he believed that human beings 
were meant to create works of art, and 
craftsmanship was mankind’s deepest and essential 
virtue. The people from the village called him the 
Father, and once they stopped wandering in the dark 
of the wood to share his vision, the Father welcomed 
them in his community and taught them his idea of 
art as a form of beauty all men should pursue. From 
that time on, the Villagers’ highest aspiration hence 
became to put such beautiful vision into practice. 
They began collecting or even manufacturing 
tools they could use from what the wood offered 
them, and gathered into smaller groups of people 
whose abilities lied in one piece of art or another. As 
time went by, the Father selected a few chosen to 
help him lead his community that was growing, he 
called them the Wise Men and placed them at the 
lead of those smaller groups. The results of all their 
efforts were extraordinary, and notwithstanding the 
hardship they were confronted with, their masterful 
hands created objects of rare beauty. 
Passers-by who were wandering nearby the 
village through the thick woods were fascinated by 
their works of art, and started asking for them: in 
return, they offered rewards coming from outside of 
the village they had been collected, and the village 
grew richer. 
Word of the beauty of the crafts the community 
created spread, and soon many passers-by reached 
to the village to demand for the Villagers’ pieces of 
art. At first, the Father and the Wise Men met these 
requests with joy, but soon they all realized the 
requests could not be met: the tools and instruments 
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their Villagers assembled to craft their art were 
incapable to perform the complex activities passers-
by started asking for; and the wood, with his almost 
perennial darkness, was a difficult place to work in. 
In the long nights in the wood, the Father tried to 
find a solution: however, his wisdom and art lied 
elsewhere, and the problem remained unanswered. 
Then came the Wizard. He wore a cloak who 
concealed his figure, and he spoke a language no 
one in the village could understand. But he brought 
light: a light he could control, he could lit and stop 
at his will; a light Villagers could use to assemble 
new tools, to perform new works of art, and to 
illuminate the gloomy darkness of their village. 
Still, the Wizard’s mysterious light was met with 
doubt, or even fear: Villagers did not know where it 
came from, how to use it, and they were frightened 
by it. The Father perceived an inner power in that 
light, but it was something he could not fully 
comprehend himself: so he decided to host the 
Wizard in the village until he could unveil his 
mystery. 
Some time passed, and a small group of 
Travelers, packed with big rucksacks on their 
shoulders, reached the village. These Travelers had 
seen some of the outer world and visited other 
villages before: but most shockingly, they seemed to 
understand part of what the Wizard was saying. 
While all other passers-by just came and went, the 
Father asked the Travelers to stay and help him 
disclosing the power of light. 
The Travelers spent their days with the Father, 
to learn about the Villagers’ habits; soon, they 
sympathized with them, and began understanding 
their fear for the new source of light, as well as their 
frustrations for the way they had been performing 
their activities till that day. The Travelers also 
attempted to speak with the Wizard, to understand 
his light’s potential.  
Villagers were afraid of relating with the Wizard, 
and were ashamed to talk to their Father about their 
dissatisfaction, but they felt they could confide in the 
Travelers and be open with them: after all, the 
Father introduced them, and it seemed a 
comfortable aura surrounded them. 
Since the Father had many duties to perform as a 
leader of his community, he entitled a Wise Man to 
accompany the Travelers for all the time of their 
stay. The chosen Wise Man made sure all Villagers 
paid attention to the Travelers’ questions and 
requests, and eventually learnt to understand some 
of the things the Wizard said or did. 
It took many days to the Travelers to see, 
understand, reflect and learn; often, they were also 
seen walking around the village with awkward 
objects they pulled out of their rucksacks; but 
eventually they told the Father and his Wise Men 
that there was nothing to be feared about the light, 
although they needed them and all the Villagers to 
see this with their own eyes. And the Father agreed. 
First, the Travelers convinced the Wizard to 
remove his cloak, to show everyone in the village he 
was a man like all the others; then, they helped him 
showing how the light could be used in the village to 
help or change what Villagers currently did. A big 
brazier was placed in the center of the village, and 
the light coming from it was strong and warm; the 
brazier could be a main source of light, but many 
other lights could be lit from it, and they could be 
used by the smaller groups of Villagers to perform 
their specific activities, shining from darkness; also, 
that light could alter forever the way the Villagers 
crafted their beautiful objects. 
The Villagers were indeed impressed, but many 
of them were still frightened. The light could burn, 
they were used to darkness, and they had been using 
their skills in a certain fashion since they first joined 
the community. The Travelers hence knew that 
demonstrating the light’s power was not enough: 
they needed to stay longer. 
Almost each day since the brazier of light was 
brought in the village, the Travelers met with each 
Villagers, and then with the smaller groups of 
Villagers, reminding them of how dark their days 
were before the light came; they once again pulled 
some of their awkward objects out of their rucksacks 
and explained they came from their previous travels 
– many of them they even inherited form Travelers 
who lived in the past – and used them to show how 
the light helped others before the Villagers, and, by 
applying small changes to the objects, they could 
also show how the light could possibly help their 
own village. Then they asked the Villagers to tell 
stories on how the light could change their activities, 
the art they craft, and their lives, exposing their 
fears but also their hopes, and although several 
Villagers and even a few Wise Men were reluctant 
or shy to make up their own story, eventually the 
Father and the Travelers could convince them; and 
all these stories were reported to the Father and the 
Wizard, to make sure no voice would be left 
unheard. The Wizard was himself reluctant, as he 
could not see the reason why he should listen to the 
Villagers stories told in a different language than his 
own, but once again the Travelers were able to 
persuade him to change his perspective of reality 
and see it with the Villagers’ eyes. 
When a Villager complained or seemed to be left 
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apart, the Travelers spent time with her or him to 
understand the reasons, and all were treated the 
same way. The Travelers also got the Wizard to 
share his knowledge, and they translated while he 
taught the Villagers how to employ the light in many 
different ways. Those who proved remarkable skills 
at the new activities were also rewarded and 
indicated as examples to follow; some Villagers even 
passed from one smaller group to another. The 
Father and the Wise Men themselves showed 
passion and interest in these new activities, and took 
part to many of these gatherings. 
Although the Villagers were still afraid of talking 
to the Wizard alone, they trusted the Travelers, since 
they never disguised themselves, they spoke a 
language similar to theirs, they listened to everyone 
and they had always treated everyone equally and 
fairly. 
Once the lights were used everywhere in the 
village, the Father gathered all his community and 
said the dark age was over and would never return. 
A new era had started for those who lived in the 
village: craftsmanship had eventually found a new 
and more sophisticated instrument to be pursued. 
The Travelers could hence leave the village, 
towards another endeavor. 
7 DISCUSSION 
7.1 Contribution to IS Practice 
Applying the hermeneutical mode of text analysis 
(Gadamer, 1967) to the allegorical representation of 
ERP implementation allows to individuate two 
layers of meaning: (i) the apparent meaning, i.e., the 
way the narration is presented and appears as such; 
and (ii) the hidden meaning, i.e., the implied sense 
of the narration in the light of the IS issue tackled.  
Table 1 shows the apparent and hidden meaning 
for each of the allegory’s characters and elements. 
Table 1: Apparent and hidden meanings in the small 
village allegory. 
Apparent meaning Hidden meaning 
Allegory characters 
The Father The CEO 
The Wise Men The Top Management 
The chosen Wise Man The Project Manager 
The Villagers The Employees 
The Passers-by The Customers 
The Wizard The ERP Vendor’s 
Marketing Manager 
The Travelers The Action Researchers 
Allegory elements 
Small village SME 
Wood Environmental complexity 
Barrier of trees Closed approach 
Darkness Lack of technology 
Works of art SMEs products 
Craftsmanship Working skills 
Smaller groups of 
villagers 
SME’s division of 
labor/functions 
Rewards Revenue streams 
Wizard’s language IT language 
Wizard’s cloak IT Professionals’ different 
background 
Villagers’ language Natural language 
Light Technology 
Travelers’ rucksacks Action Researchers’ 
theoretical background 
Travelers’ aura Academic credibility 
Travelers’ objects 
pulled out of the 
rucksack 
Action Researchers’ 
theoretical models  
Father’s community 
duties 
CEO’s managerial tasks 
Big brazier at the 
center of the village 
ERP system 
Smaller sources of 
light springing from 
the brazier 
ERP modules supporting 
SME’s functions 
New instruments New technological 
applications 
Villagers’, Wise 






The action research methodology and the change 
management theory provide the theoretical framing 
to decipher the hidden meaning of the allegory, 
whose implications for IS practice are various. 
The allegory shows how action researchers acted 
in the empirical setting of a SME where the 
introduction of an ERP system was determining 
significant changes in the way users organized and 
performed their work and interpreted their 
organizational self. 
The company was held together by the CEO’s 
passion and eclectic leadership, although it started 
encountering significant issues as demand increased 
and became varied; moreover, the technological 
skills at hand were insufficient to govern a 
growingly complex company, but the CEO and his 
Top Management had little or no knowledge of IT. 
They perceived the opportunity represented by the 
ERP system, but were not capable of grasping it and 
a management-vendor leap appeared: this situation 
was similar to what Wang and Chen (2006) reported, 
where the lack of internal IT skills makes way for 
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external support. However, instead of looking for 
external consultancy firms or vendors to obtain such 
support, the company’s CEO turned to action 
researchers. The involvement of action researchers 
in the project hence came with several advantages, 
and their role was crucial in key stages of the change 
management and user engagement process. 
Action researchers first acted to demystify the 
new IS, by supporting the IT vendor in translating 
the IT language into natural language users could 
understand; by being almost ever-present they were 
responsive, and made sure the IT vendor removed 
his cultural “cloak” to become dependable and 
trustworthy (Gefen, 2002). Because of their 
academic status, an “aura” of credibility surrounded 
them from the management’s and the users’ 
standpoint, so they were seen as a much more 
reliable listeners than the IT vendor himself or any 
external consultancy firm could ever be: this aspect 
paved the way for open discussion, communication 
and sharing, all key elements in change management 
(Schein and Bennis, 1965; Gallivan and Keil, 2003). 
Action researchers also played an intermediate 
role between the CEO, the Project Manager and 
users. They received endorsement from the CEO and 
worked shoulder to shoulder with him and the 
Project Manager to govern the change, so that the 
management could keep indirect control over the IS 
implementation’s early stages without the risk to 
either abandon other managerial tasks supporting the 
business as usual (the “community duties”) or be 
perceived as poorly committed to the innovation 
taking place; the researchers also had the CEO and 
the Top Management be involved in milestone steps 
of the project (e.g. kick-off meeting and regular 
meeting) and play as committed “ERP champions” 
to boost motivation for user adoption (Lim et al., 
2005; Brown and Jones, 1998). Users did not enjoy 
complaining with their managers, and appreciated 
the role of the action researchers as trusted third 
parties they could rely on, as they perceived the 
researchers could collect their thoughts and feelings, 
relate them, add their own expertise and present 
them to the CEO and Project Manager in an 
organized, sound and apparently impartial mode.  
Action researchers performed in a way that 
aimed at closing all the communication leaps and 
lapses (Gallivan and Keil, 2003) at three levels: (i) 
users-management; (ii) users-IT vendor; and (ii) user 
group-user group. In this process, action researchers 
became a sort of central buffer between the “Father” 
and the “Wise Men”, the “Villagers” and the 
“Wizard”, to solve all possible controversies arising. 
Consistently with the tenets of the equity-
implementation model (Joshi, 1991), action 
researchers took the role of “organizational 
equalizers” and used communication devices to 
support the idea that no inequalities or loss of 
equities were perpetrated, so that the transition could 
be accepted and welcomed, rather than resisted. 
User engagement was a priority in the change 
management process, and action researchers acted 
following a contingent approach that mixed 
rationalism (e.g. IS and change management theories 
and models) and experiments (e.g. hands-on 
training, exemplification, learning by doing and 
trial-and error approach) on the basis of their 
acquired knowledge of the specific research setting 
(Saarinen and Vepsäläinen, 1993) to enable it. They 
based their actions on the constant confrontation of 
users’ habits and perceived risks (Sheth, 1981) to 
drive ERP adoption.  
They were eventually the main actors to trigger 
and govern the unfreezing, change, re-freezing 
stages of the force field process model (Schein and 
Bennis, 1965; Schein, 1999), by: (i) sympathetically 
and empathically gathering knowledge on the needs, 
values, beliefs and interests of future IS users 
(Aladwani, 2001), feeding dissatisfaction over the 
“dark days” when IT was not available while clearly 
illustrating the benefits of the new solution; (ii) 
providing constant communication support to the IT 
Vendor as he tangibly started introducing the ERP 
system in the company, while listening to the voices 
of the internal customers and taking an active role on 
training; and (iii) setting the basis for a re-freezing 
of the newly acquired routines into institutionalized 
practices that the top management agreed upon. 
Most originally, this study illustrates how the 
CEO and action researchers made use of 
“storytelling” as a communication device to create 
shared consensus on the IS transition: 
employees/users were requested to express their 
working expectations and feelings related to the new 
IS, and this made for better interiorizing of change 
and reduced long-term resistance. By doing so, the 
CEO and the action researchers performed an 
interesting paradigm shift in the classical approach 
to change management (Kettinger and Grover, 
1995): they created and inflated an initial 
“communication resistance” aimed to lessen the 
impact of any future “user resistance”. As the 
allegory discloses, the process of approaching ERP 
implementation through personal stories created 
early inter and intra-organizational tensions, which, 
however, in the short term eased participation, 
involvement and commitment to use the newly 
introduced system. Storytelling could hence become 
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part of IS change management practice, as a 
valuable communication device to support the early 
unfreezing and knowledge formulation phases where 
information on the users’ habits and perceived risks 
should be gathered. 
7.2 Contribution to IS Publication 
This study also suggests to employ allegory as an 
alternative writing genres in IS publication. 
An allegory can contain several layers of 
meanings, thus making the narration 
multidimensional and flexible and allowing to hide a 
deeper moral behind a literal interpretation of the 
text. The work of the IS action researcher/writer to 
add these layers to the traditional representation of 
her or his studies (as commonly reported in IS case 
studies) certainly requires and additional narrative 
effort: however, such work also forces the writer to 
dialectically move from the meaning to its symbol, 
from the symbol to a whole metaphor and then to the 
extended metaphor represented by the allegory itself. 
In this dialectic and iterative process, the 
researcher/writer has the chance to: deeply elaborate 
and reflect on the field data he collected; resort to a 
combination of expertise, intuition and creativity to 
develop an enlightening sensitivity towards the IS 
problem investigated (e.g. IS change management); 
describe such problem in a lively way where the 
explicit and the implicit perspectives coexist and 
both add to the account; and encourage the reader to 
empathically embark in the same interpretation 
process.  
Thus, the allegory genre stimulates the 
construction of many apparently different though 
integrative narrations that can help the reader in the 
gradual activity of disentangling multifaceted and 
multidimensional IS problems and discover the 
action researcher’s findings. A sense of empathic 
“discovery” will then permeate the allegory and 
accompany the reader during the interpretation 
process, and this will make for better interiorizing of 
the inner meanings – that is, the study’s findings. 
Paradoxically, an allegory could hence tell more 
of a writer’s insight, understanding and perspective 
on a given IS phenomenon than a plain case 
description would: the allegory has the power to 
manage and convey the action researcher’s intended 
meaning and personal insights which would have 
largely been “lost in translation” in traditional 
scientific writings. By properly framing the allegory 
in a methodological and contextual background (like 
this study attempts to do, by presenting the IS 
change management and user engagement theory 
and the action research methodology), the 
researcher/writer could offer an hermeneutical tool, 
a key to help the reader to translate metaphorical 
concept into real-world IS phenomena and elements. 
The theoretical and methodological frame would 
hence serve as the allegory’s pre-text and con-text to 
stimulate a profound understanding of the literal text 
(Quilligan, 1979).  
Due to its peculiarity, the alternative genre of 
allegory could show further characteristics. It could 
provide a narrative language that is appealing for a 
wider range of readers (other than researchers or IS 
specialists), possibly enlarging the target audience of 
IS studies towards different disciplines like 
Management; it could leverage symbolism and 
metaphors to nuance critical messages (e.g. IT 
vendor’s scarce dependability) and convey positive 
or negative messages (e.g. “light” and “darkness” 
equated to the presence or absence of technology) 
that stay with the reader; and it could eventually 
place the reader into a position of self-denying self-
consciousness (Quilligan, 1979), where he is more 
open to discovery and learning of the allegory’s 
moral. 
This study contends that allegory as an 
alternative genre could be most indicated to report 
action research endeavors, considering this research 
methodology’s inner characteristics. Action 
researchers’ activity is inherently multi-layered (as 
the allegory is): action researchers mix observation 
and action, detachment and involvement, description 
and normativity; they need to craft a narrative that 
draws from multiple perspectives and possibly 
unifies them into a single narrative; and their role is 
intimately hermeneutical, as they strive to help 
interpreting details in the light of the whole and 
validate the whole by means of details. The 
“Travelers” undertake journeys not only from 
company to company, but also cross-domain travels 
from theory to practice (and back to theory), from 
literal meaning (i.e. empirical events) to hidden 
revelations (theoretical and practical implications). 
Eventually, they can provide the sound theoretical 
and pragmatic key to read the allegory, always 
keeping in mind that an invisible thread shall relate 
the metaphor and the case they experienced (see 
Table 1). 
Exploiting allegory as an alternative genre would 
constitute a normative breach that enables IS 
publications based on action research cases to 
overcome the limitations of canonical scientific 
writing (i.e. constraints on figures of speech, 
rhetorical devices and styles available; structural 
rigidity; limited accountability of internal responses 
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and motives, and limited perception of the 
intentional state vs. external response dualism; 
limited empathy and involvement evoked in the 
reader), thus providing a truly multifaceted account 
of the “organizational drama” (Avital and 
Vandenbosch, 2000) behind IS adoption. 
8 CONCLUSIONS 
This study’s possible contribution is twofold. 
Concerning IS practice, the allegory shows that a 
contingent approach that combines communication, 
endorsement, cognitive understanding and training 
can enable change management where change is 
caused by IS implementation. The study also 
proposes to include “user storytelling” as a valuable 
communication device to help the management and 
the researchers reveal employees’ habits and 
perceived risks related to technological change, 
while buying them in in an emotional and empathic 
way that helps leapfrogging traditional resistance to 
change. 
The first core claim from this study is that Action 
Researchers can play a paramount role in enabling 
and governing IS change management and users 
engagement. The mediation between theoretical 
detachment and professional involvement that 
characterizes action researchers, together with the 
“aura” springing from their academic background, 
make them a trusted and dependable party users can 
refer to in the often painful change process. Action 
researchers can support the key stages of the change 
management cycle by means of proper instruments 
like communication, managerial endorsement and 
training supervision, combined with their theoretical 
and practical IS endowment, to create a comfort 
zone for users where awareness is increased, 
empathy is stimulated, conflicts are resolved and 
adoption is driven. 
The second core claim this study presents is that 
allegory is an alternative genre that could be 
beneficially employed to account for action research 
endeavors. Allegory as a genre shows similarities 
with the action researcher’s multi-layered and 
multidimensional activity, and could force the 
researcher/writer into a reflection, abstraction and 
transposition cycle that could support his elaboration 
of his study’s findings. The risk action researchers 
run is to be so involved in the project they observe 
and operate in that they eventually become incapable 
to get detached from it and grasp its deeper findings 
(that may be hiding below the surface of the 
operational activities performed). Writing the action 
research account in the form of an allegory demands 
to reinterpret a factual case in the light of symbols 
and metaphors that should connect to reality, while 
offering the reader a set of interpretation lenses 
borrowed from IS theory and practice. The positive 
result of this process is an enhanced ability to 
highlight the story’s findings. And the hidden 
meaning of the allegory, once revealed and made 
apparent to the reader through an hermeneutical text 
analysis, could also allow deeper interiorizing of 
such findings and meanings. 
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Abstract: Global competition in the manufacturing industry is characterized by ever shorter product life cycles, increas-
ing complexity and a turbulent environment. High product quality, continuously improved processes as well 
as changeable organizational structures constitute central success factors for manufacturing companies. With 
the rise of the internet of things and Industrie 4.0, the increasing use of cyber-physical systems as well as the 
digitalization of manufacturing operations lead to massive amounts of heterogeneous industrial data across 
the product life cycle. In order to leverage these big industrial data for competitive advantages, we present the 
concept of the data-driven factory. The data-driven factory enables agile, learning and human-centric manu-
facturing and makes use of a novel IT architecture, the Stuttgart IT Architecture for Manufacturing (SITAM), 
overcoming the insufficiencies of the traditional information pyramid of manufacturing. We introduce the 
SITAM architecture and discuss its conceptual components with respect to service-oriented integration, ad-
vanced analytics and mobile information provisioning in manufacturing. Moreover, for evaluation purposes, 
we present a prototypical implementation of the SITAM architecture as well as a real-world application sce-
nario from the automotive industry to demonstrate the benefits of the data-driven factory. 
1 INTRODUCTION 
Global competition in the manufacturing industry is 
characterized by ever shorter product life cycles, in-
creasing complexity and a turbulent environment. 
High product quality, continuously improved pro-
cesses as well as changeable organizational structures 
constitute critical success factors for manufacturing 
companies (Westkämper, 2014). 
With the rise of the internet of things, initiatives 
like Industrie 4.0 (MacDougall, 2014), respectively 
Smart Manufacturing (Davis et al., 2012), signifi-
cantly foster the use of cyber-physical systems (CPS) 
(Shi et al., 2011) as well as the digitalization of man-
ufacturing operations and promote the vision of de-
centralized self-control and self-optimization of prod-
ucts and processes (Brettel et al., 2014). This leads to 
enormous amounts of heterogeneous industrial data 
across the entire product life cycle, representing big 
industrial data (Kemper et al., 2013). These data are 
both structured and unstructured, ranging, e.g., from 
machine sensor data on the shop floor to data on prod-
uct usage as well as from data on customer complaints 
in social networks to data on failure reports of service 
technicians. Exploiting these data, that is, extracting 
valuable business insights and knowledge from these 
data, is one of the central challenges in Industrie 4.0 
(Gölzer et al., 2015). For example, these data can be 
used for optimization of product design, manufactur-
ing execution and quality management. 
However, the prevailing manufacturing IT archi-
tecture in practice, the information pyramid of manu-
facturing (ISA, 2000), prevents comprehensive data 
exploitation due to the following limitations: 
(1) complex point-to-point integration of heterogene-
ous IT systems limits a flexible integration of new 
data sources; (2) strictly hierarchical aggregation of 
information prevents a holistic view for knowledge 
extraction; (3) isolated information provisioning for 
the manufacturing control level and the enterprise 
control level impedes employee integration on the 
factory shop floor. 
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To address these issues, we present the concept of 
the data-driven factory which is based on the results 
of several research projects we have undertaken at the 
Graduate School of Excellence advanced Manufac-
turing Engineering (GSaME) at the University of 
Stuttgart in cooperation with various industry part-
ners. The data-driven factory leverages big industrial 
data for agile, learning and human-centric manufac-
turing and makes use of a novel IT architecture, the 
Stuttgart IT Architecture for Manufacturing (SITAM), 
overcoming the insufficiencies of the traditional in-
formation pyramid of manufacturing. The data-driven 
factory combines service-oriented integration, ad-
vanced analytics as well as mobile information provi-
sioning in a holistic approach in order to exploit big 
industrial data for competitive advantages. 
The remainder of this paper is organized as fol-
lows: First, we analyze the limitations of the infor-
mation pyramid of manufacturing with respect to big 
industrial data and further discuss related work in 
Section 2. Next, we introduce the concept of the data-
driven factory in Section 3 and derive technical re-
quirements. Section 4 focuses on the SITAM archi-
tecture and its components in order to address these 
requirements and provide a technical framework for 
the data-driven factory. For evaluation purposes, we 
present a prototypical implementation of the SITAM 
architecture and discuss a real-world application sce-
nario in Section 5 demonstrating the benefits of the 
data-driven factory. Finally, we conclude in Section 6 
and highlight future work. 
2 BIG INDUSTRIAL DATA AND 
THE INFORMATION PYRAMID 
OF MANUFACTURING 
In this section, first, we analyze the limitations of the 
traditional information pyramid of manufacturing 
with respect to big industrial data in Section 2.1. 
Next, we discuss related work, especially recent man-
ufacturing IT architectures addressing these limita-
tions in Section 2.2. 
2.1 Limitations of the Information  
Pyramid of Manufacturing 
The information pyramid of manufacturing, also 
called the hierarchy model of manufacturing, repre-
sents the prevailing manufacturing IT architecture in 
practice (Vogel-Heuser et al., 2009). It is used to 
structure data processing and IT systems in manufac-
turing companies and it is standardized in ISA 95 
(ISA, 2000). In a simplified version, the information 
pyramid is comprised of three hierarchical levels (see 
Figure 1): the enterprise control level refers to all 
business-related activities and IT systems, such as en-
terprise resource planning (ERP) systems, the manu-
facturing control level focuses on manufacturing op-
erations management especially with manufacturing 
execution systems (MES) and the manufacturing 
level refers to the machines and automation systems 
on the factory shop floor. 
 
Figure 1: Information pyramid of manufacturing. 
Data processing in the information pyramid is based 
on three fundamental principles (Vogel-Heuser et al., 
2009): 
• Central Automation to control all activities top-
down starting from the enterprise control level 
• Information Aggregation to condense all data bot-
tom-up starting from the manufacturing level 
• System Separation to allow only IT systems at ad-
jacent levels to directly communicate with each 
other 
The digitalization of manufacturing operations as 
well as the massive use of CPS lead to big industrial 
data, i.e., enormous amounts of heterogeneous indus-
trial data at all levels of the information pyramid and 
across the entire product life cycle (Kemper et al., 
2013). For instance, besides huge amounts of struc-
tured machine data and sensor data resulting from the 
shop floor, there are unstructured data on service re-
ports and customer opinions in social networks. Ex-
ploiting these data, that is, extracting valuable busi-
ness insights and knowledge, enables comprehensive 
optimization of products and processes (Gölzer et al., 
2015). For instance, customer satisfaction can be cor-
related with product design parameters using CAD 
data and CRM data or root causes of process quality 
issues can be analyzed using machine data and ERP 
data. 
However, data processing according to the infor- 
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comprehensive data exploitation due to the following 
major technical limitations (Li): 
• L1: Central automation and system separation lead 
to a complex and proprietary point-to-point inte-
gration of IT systems, which significantly limits a 
flexible integration of new data sources across all 
hierarchy levels (Minguez et al., 2010). For exam-
ple, integrating an additional machine typically re-
quires the costly and time-consuming adaptation of 
interfaces for a specific MES. 
• L2: Strictly hierarchical information aggregation 
leads to separated data islands preventing a holis-
tic view for knowledge extraction (Kemper et al., 
2013). For instance, historic machine data at the 
manufacturing level is separated from ERP data at 
the enterprise control level, which prevents a ho-
listic process performance analysis correlating, 
e.g., machine parameters and details on product 
configurations. 
• L3: Central control and information aggregation 
lead to isolated information provisioning focusing 
on the manufacturing control level and the enter-
prise control level and thus impede employee inte-
gration on the manufacturing level (Bracht et al., 
2011). For example, process execution data is typ-
ically aggregated for MES and ERP systems with-
out information provisioning for shop floor work-
ers. 
To conclude, the function-oriented and strictly hier-
archical levels of the information pyramid of manu-
facturing support a clear separation of concerns for 
the development and management of IT systems. 
However, the information pyramid lacks flexibility, 
holistic data integration and cross-hierarchical infor-
mation provisioning. These factors significantly limit 
the exploitation of big industrial data and necessitate 
new manufacturing IT architectures, which are dis-
cussed in the following section. 
2.2 Related Work: Manufacturing IT 
Architectures 
We did a comprehensive literature analysis on recent 
architectural approaches for IT-based manufacturing. 
As result, we identified the following two major 
groups of work: 
• Abstract Frameworks for Industrie 4.0 and Smart 
Manufacturing, which represent meta models and 
roadmaps for standardization issues, especially the 
Reference Architectural Model Industrie 4.0 
(ZVEI, 2015) as well as the SMLC framework for 
Smart Manufacturing (Davis et al., 2012) 
• Concrete Manufacturing IT Architectures, which 
structure IT components and their relations in and 
across manufacturing companies on a conceptual 
level, especially (Vogel-Heuser et al., 2009; 
Minguez et al., 2010; Holtewert et al., 2013; Pa-
pazoglou et al., 2015) 
The above frameworks are defined on a significantly 
higher abstraction level than the information pyramid 
of manufacturing. Hence, we concentrate on existing 
manufacturing IT architectures and analyze them 
with respect to the technical limitations of the infor-
mation pyramid identified in Section 2.1. The com-
mon core of all of the above IT architectures is a ser-
vice-oriented architecture (SOA) (Erl, 2008) in order 
to enable a flexible integration of IT systems – i.e. IT 
services – across all hierarchy levels (Minguez et al., 
2010; Holtewert et al., 2013). In addition, in (Vogel-
Heuser et al., 2009), the need for a common data 
model standardizing the interfaces and the data of the 
IT services is underlined. In (Holtewert et al., 2013; 
Papazoglou et al., 2015), a marketplace with IT ser-
vices is proposed in addition. In (Papazoglou et al., 
2015), a knowledge repository is part of the architec-
ture. However, no concrete concepts for data integra-
tion, data analytics or data quality are presented. 
All in all, these existing manufacturing IT archi-
tectures mainly address the limitation of a complex 
and proprietary point-to-point integration of IT sys-
tems in the information pyramid of manufactur-
ing (L1). Yet, they lack manufacturing-specific ap-
proaches for data analytics and information provi-
sioning to fully address the limitations of separated 
data islands (L2) as well as of isolated information 
provisioning (L3). In contrast, our concept of the data-
driven factory and the SITAM architecture address all 
three limitations in a holistic approach as detailed in 
the following sections. 
3 THE DATA-DRIVEN FACTORY 
The data-driven factory is a holistic concept to exploit 
big industrial data for competitive advantages of man-
ufacturing companies. For this purpose, the data-
driven factory addresses central economic challenges 
of today’s manufacturing (Westkämper, 2014), par-
ticularly agility, learning ability as well as employee 
orientation, and makes use of a novel IT architecture, 
the Stuttgart IT Architecture for Manufacturing 
(SITAM), overcoming the insufficiencies of the tra-
ditional information pyramid of manufacturing. 
The data-driven factory takes a holistic view on 
all data generated across the entire product life cycle, 
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from product design over manufacturing execution 
until service and support, including both structured 
data and unstructured data. Structured data generally 
refers to data in a relational form whereas unstruc-
tured data comprises text, audio and video files as 
well as images. In contrast to earlier integration ap-
proaches, especially Computer Integrated Manufac-
turing (Groover, 2008), the data-driven factory does 
not aim at totally automating all operations and deci-
sion processes but explicitly integrates employees in 
order to benefit from their knowledge, creativity and 
problem-solving skills. 
In the following, we highlight the characteristics 
of the data-driven factory in Section 3.1 and derive 
corresponding technical requirements in Section 3.2 
as a basis for the development of the SITAM archi-
tecture in Section 4. 
3.1 Characteristics 
From a manufacturing point of view, the data-driven 
factory is defined by the following core characteris-
tics (see Figure 2): 
• The data-driven factory enables agile manufactur-
ing (Westkämper, 2014) by exploiting big indus-
trial data for proactive optimization and agile 
adaption of activities. For instance, machine fail-
ures and turbulences can be predicted near real-
time and manufacturing processes can be proac-
tively adapted. 
• The data driven factory enables learning manufac-
turing (Hjelmervik and Wang, 2006) by exploiting 
big industrial data for continuous knowledge ex-
traction. For instance, concrete action recommen-
dations can be learned from historic process exe-
cution data to optimize a specific metric, e.g., qual-
ity rate. 
• The data driven factory enables human-centric 
manufacturing (Zuehlke, 2010) by exploiting big 
industrial data for context-aware information pro-
visioning as well as knowledge integration of em-
ployees to keep the human in the loop. For exam-
ple, shop floor workers are immediately informed 
about performance issues of the machine they are 
currently working at and can digitally create corre-
sponding improvement suggestions, e.g., by re-
cording a video. 
To conclude, the data-driven factory leverages big in-
dustrial data for agile, learning and human-centric 
manufacturing. In this way, it creates new potentials 
for competitive advantages for manufacturing com-
panies, especially with respect to efficient and at the 
same time agile processes, continuous and proactive 
improvement as well as the integration of knowledge 
and creativity of employees across the entire product 
life cycle. 
 
Figure 2: Characteristics and technical requirements  
of the data-driven factory. 
3.2 Technical Requirements 
Based on the above characteristics and taking into ac-
count the limitations of the information pyramid of 
manufacturing (see Section 2.1), we have derived the 
following technical core requirements (Ri) for the re-
alization of the data-driven factory (see Figure 2): 
• R1: Flexible Integration of Heterogeneous IT Sys-
tems to rapidly include new data sources for agile 
manufacturing, e.g., when setting up a new ma-
chine 
• R2: Holistic Data Basis and Advanced Analytics 
for knowledge extraction in learning manufactur-
ing, e.g., to prescriptively extract action recom-
mendation from both structured and unstructured 
data 
• R3: Mobile Information Provisioning to ubiqui-
tously integrate employees across all hierarchy 
levels for human-centric manufacturing, e.g., in-
cluding service technicians in the field as well as 
product designers 
In order to realize these requirements, a variety of IT 
concepts and technologies has to be systematically 
combined in an overall IT architecture. As we ana-
lyzed in Sections 2.1 and 2.2, the information pyra-
mid of manufacturing lacks flexibility, holistic data 
integration and cross-hierarchical information provi-
sioning (R1-R3). Thus, a novel manufacturing IT ar-
chitecture is necessary, which is detailed in the next 
section. 
4 SITAM: STUTTGART 
IT ARCHITECTURE 
FOR MANUFACTURING 
The SITAM architecture is a conceptual IT architec-
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driven factory. The architecture is based on the results 
and insights of several research projects we have un-
dertaken in cooperation with various industry part-
ners, particularly from the automotive and the ma-
chine construction industry. 
In the following, we present an overview of the 
SITAM architecture in Section 4.1 and detail its com-
ponents in Sections 4.2-4.6. 
4.1 Overview 
The SITAM architecture (see Figure 3) encompasses 
the entire product life cycle: Processes, physical re-
sources, e.g., CPS and machines, IT systems as well 
as web data sources provide the foundation for sev-
eral layers of abstracting and value-adding IT.The in-
tegration middleware (see Section 4.2) encapsulates 
these foundations into services and provides corre-
sponding data exchange formats as well as mediation 
and orchestration functionalities. 
The analytics middleware (see Section 4.3) and 
the mobile middleware (see Section 4.4) build upon 
the integration middleware to provide predictive and 
prescriptive analytics for structured and unstructured 
data around the product life cycle and mobile inter-
faces for information provisioning. 
Together, the three middlewares enable the com-
position of value-added services for both human users 
and machines (see Section 4.5). In particular, services 
can be composed ad-hoc and offered as mobile or 
desktop apps on an app marketplace to integrate hu-
man users, e.g., by a mobile manufacturing dashboard 
with prescriptive analytics for workers. The added 
value from these services feeds back into the product 
life cycle for continuous proactive improvement and 
adaptation. 
Cross-architectural topics (see Section 4.6) repre-
sent overarching issues relevant for all components 
and comprise data quality, governance as well as se-
curity and privacy. 
In the following, the components of the SITAM 
architecture are described in greater detail. 
4.2 Integration Middleware: 
Service-oriented Integration 
The SITAM’s integration middleware represents a 
changeable and adaptable integration approach, 
which is based on the SOA paradigm (Erl, 2008). The 
integration middleware is specifically tailored to 
manufacturing companies, providing the much 
needed flexibility and adaptability required in today’s 
aforementioned turbulent environment with a perma-
nent need of change. 
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To enable those benefits, it builds on a concept of 
hierarchically arranged Enterprise Service Busses 
(ESBs) following (Silcher et al., 2013). Each one of 
these ESBs is responsible for the integration of all ap-
plications and services of a specific phase of the prod-
uct life cycle. 
All phase-specific ESBs are connected via a su-
perordinate Product-Lifecycle-Management-Bus 
(PLM Bus). The PLM Bus is responsible for commu-
nication and mediation between phase-specific bus-
ses as well as for the orchestration of services. 
This concept enables, for example, the easier inte-
gration of external suppliers without opening up too 
much of a company’s internal IT systems to them by 
just “plugging” their own ESB into the PLM Bus. Be-
sides, it also reduces the complexity by abstraction 
over the introduced integration hierarchy. 
A dedicated sub-component providing real-time 
capabilities is used in the manufacturing phase to con-
nect CPS and other real-time machine interfaces to 
the overall ESB compound. 
The ESB hierarchy effectively abstracts and de-
couples technical systems and their services into a 
more business-oriented view, which we call value-
added services. Value-added services use the basic 
services providing access to application data, orches-
trate and combine them. 
This decoupling also evens out different speeds in 
the development and change of applications or ser-
vices. Companies often face the problem of having to 
integrate, e.g., legacy mainframe applications with 
modern mobile apps, which inherently have very dif-
ferent development speeds. By decoupling business-
oriented services from the technical systems/services, 
each application can be developed separately and at 
its own pace, while the integration middleware han-
dles all transformations and mediations that might be 
necessary to maintain compatibility. 
Each phase-specific ESB also utilizes its own 
phase-specific data exchange format to handle the 
different requirements of each phase. For example, 
engineering has to be able to exchange large amounts 
of data, e.g., CAD models, whereas manufacturing re-
quires the quick exchange of a large amount of 
smaller data chunks, e.g., MES production data. Af-
tersales on the other hand needs to handle both large 
CAD data as well as small, lightweight data struc-
tures, e.g., live car data. 
The separation into different phase-specific ESBs 
allows each department or business unit to make use 
of specialized data exchange formats tailored to 
phase-specific needs. 
To sum up, the hierarchical composition of phase-
specific ESBs across the entire product life cycle and 
the changeable service-oriented abstraction of IT sys-
tems address requirement R1 (flexible integration of 
heterogeneous IT systems) of the data-driven factory. 
4.3 Analytics Middleware: Advanced 
Analytics 
The analytics middleware is service-oriented and 
comprises several manufacturing-specific analytics 
components which are crucial for a data-driven fac-
tory: The manufacturing knowledge repository for 
storing source data and analytics-derived insights, in-
formation mining on structured and unstructured data, 
management of key performance indicators (KPIs), 
and visual analytics. The analytics middleware in-
cludes functionalities for descriptive, predictive and 
prescriptive analytics, with prescriptive analytics be-
ing a novel introduction which provides actionable 
problem solutions or preventative measures before 
critical conditions lead to losses (Evans and Lindner, 
2012). In providing integrative, holistic and near-real 
time analytics on big industrial data of all data types, 
the SITAM analytics middleware transcends the ana-
lytics capabilities of existing approaches (see Sec-
tion 2). This significantly contributes to the learning 
and agile characteristics of the data-driven factory. 
Source data are extracted using predefined ETL 
functions from the integration middleware. Integrated 
data of structured and unstructured type from around 
the product life cycle are stored in the manufacturing 
knowledge repository along the lines of (Gröger et al., 
2014b) for maximum integration, minimum infor-
mation loss and flexible access. Over the course of the 
product life cycle, this repository is enriched with var-
ious knowledge artefacts, e.g., analytics results like 
data mining models, business rules and free-form 
documents such as improvement suggestions. To 
store structured and unstructured source data in a 
scalable manner, the repository combines SQL and 
NoSQL storage concepts. It also includes the func-
tionality for flexibly creating semantic links between 
source data and knowledge artefacts to support rea-
soning and knowledge management (see (Gröger et 
al., 2014b)). 
The information mining component can be subdi-
vided into classical data mining and machine learning 
tools for structured data on the one hand, and tools for 
various types of unstructured data – text, audio, 
video – on the other hand. 
We will discuss text analytics (Aggarwal and 
Zhai, 2012) in more detail since its use in a frame-
work for integrative data analytics is novel and since 
text data harbor a wealth of hitherto untapped 
knowledge. Typically, text analytics applications 
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have been focused on one isolated unstructured data 
source and one analytical purpose, without integrat-
ing the results with analytics on structured data and 
with the disadvantage of information loss along the 
processing chain (Kassner et al., 2014). 
To secure flexibility of analytics and easy integra-
tion of data from different sources, we propose a set 
of basic and custom text analytics toolboxes, includ-
ing domain-specific resources for the manufacturing 
and engineering domains and on an individual prod-
uct domain level. This type of toolbox is similar to the 
generic and specific text analytics concepts proposed 
in (Kassner et al., 2014). Value-added applications of 
these text analytics tools fall into two main catego-
ries: (1) information extraction tasks and (2) direct 
support of human labor through partial automation. 
For example, presenting the top ten errors for a spe-
cific time span based on text in shop floor documen-
tation is an information extraction task which helps 
workers gain insights into weaknesses of the produc-
tion setup. Using features of text reports, for example 
occurrences of particular domain-specific keywords, 
to predict the likelihood of certain error codes which 
a human expert must manually assign to these text re-
ports, constitutes an example of a direct support ana-
lytics task (see (Kassner and Mitschang, 2016) for an 
implementation and proof of concept of this use case 
within the SITAM architecture). 
Information mining can then be applied to dis-
cover knowledge, which is currently hidden in a com-
bination of structured data and extracts from unstruc-
tured data. For example, process and machine data 
from the shop floor can be matched up with 
timestamps and extracted topics or relations from un-
structured error reports to discover root causes for 
problems which have occurred. Real-time process 
data from the shop floor can be compared to historical 
data to discover indicators for problematic situations 
and prescribe measures for handling them, for exam-
ple speeding up a machine when a delayed process 
has been discovered. 
In order to constitute the backbone of a truly data-
driven factory, information mining has to be con-
ducted near real-time, on a variety of data sources as-
needed, and manufacturing processes, sales, delivery, 
logistics and marketing campaigns have to adjust to 
meet the prescriptions derived from analytics results.  
The management of key performance indicators is 
another important component and can be greatly im-
proved by readily available and flexible analytics on 
a multitude of data sources. Instead of being an off-
line process conducted by the executive layer based 
on aggregated reporting data, KPI management can 
become a continuous and pervasive process, as data 
analytics feedback loops are in place for all processes 
around the product life cycle and at any level of the 
process hierarchy. 
Finally, the analytics middleware also includes 
visual analytics for data exploration through human 
analysts: This type of analytics mainly combines in-
formation mining and visualization techniques to pre-
sent large data sets to human observers in an intuitive 
way, allowing them to make sense of the data beyond 
the capabilities of analytics algorithms. Thus, visual 
analytics keep the human in the loop according to hu-
man-centric manufacturing. 
Thus, the analytics capabilities of our reference 
architecture for the data-driven factory transcend 
those of related conceptual work in several aspects: 
(1) They include prescriptive, not just predictive or 
descriptive analytics, (2) they fully integrate struc-
tured and unstructured data beyond the manufactur-
ing process, (3) they stretch across the entire product 
life cycle and provide a holistic view as well as holis-
tic data storage, and (4) they are decentralized yet in-
tegrative, since analytics services are combined as-
needed to answer questions or supervise processes 
and keep the human in the loop. Advanced analytics 
mostly contribute to the fulfillment of requirement 
R2, but also R3 and R1 of the data-driven factory. 
4.4 Mobile Middleware: Mobile 
Information Provisioning 
The mobile middleware enables mobile information 
provisioning and mobile data acquisition by facilitat-
ing the development and integration of manufactur-
ing-specific mobile apps. Mobile apps (Clevenger, 
2011) are running on smart mobile devices, such as 
smartphones, tablets, and wearables, and integrate hu-
mans into the data-driven factory. Due to their high 
mobility, workers on the shop floor have to have ac-
cess to the services of the factory anywhere and any-
time, e.g., viewing near real-time information or cre-
ating failure reports on-the-go, supported by the mo-
bile devices’ cameras and sensors. Workers can also 
actively participate in the manufacturing process, 
e.g., they can control the order in which products are 
produced. Furthermore, mobile apps offer an intuitive 
task-oriented touch-based design and enable users to 
consume only relevant data. Mobile devices also al-
low for the collection of new kinds of data, e.g., posi-
tion data or photos. This enables new kinds of ser-
vices such as context-aware apps and augmented-re-
ality apps (Hoos et al., 2014). 
However, the development of mobile apps differs 
from the development of stationary applications due 
to screen sizes, varying mobile platforms, unstable 
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network connections and other factors. In addition, 
manufacturing-specific challenges arise (Hoos et al., 
2014), e.g., due to the complex data structures as well 
as the high volume of data. In contrast to existing ap-
proaches (see Section 2.2), the mobile middleware 
addresses these manufacturing-specific needs. 
The mobile middleware comprises three compo-
nents: mobile context-aware data handling, mobile 
synchronization and caching as well as mobile visu-
alization. 
The mobile context-aware data handling compo-
nent provides manufacturing-specific context models 
describing context elements and relations, e.g., on the 
shop floor, as well as efficient data transfer mecha-
nism so that only relevant data in the current context 
is transmitted to the mobile device. For instance, a 
shop floor worker specifically needs information on 
the current machine he is working at. 
The mobile synchronization and caching compo-
nent supports offline usage of mobile apps. This is 
important because a network connection cannot al-
ways be guaranteed, particularly on the factory shop 
floor. The components offers mechanisms to deter-
mine which data should be cached using context in-
formation provided by the context models. 
The mobile visualization component provides tai-
lored visualization schemas for manufacturing data, 
e.g., for CAD product models. For example, it pro-
vides a visualization schema to represent a hierar-
chical product structure and to browse it via touch 
gestures. Various screen sizes and touch-based inter-
action styles are considered. 
To sum up, the mobile middleware enables the in-
tegration of the human by supporting the develop-
ment and integration of mobile apps. This is done by 
offering manufacturing-specific services for data 
handling and visualization. Thus, by addressing re-
quirement R3 (mobile information provisioning), the 
mobile middleware contributes to the human-centric 
characteristic of the data-driven factory, i.e., keeping 
the human in the loop. 
4.5 Service Composition and 
Value-added Services 
The service-based and integrative nature of the 
SITAM architecture allows it to provide value-added 
services in several ways. We define value-added ser-
vices as services which provide novel uses and thus 
create value by transcending the limitations of the in-
formation pyramid of manufacturing (see Section 
2.1): By providing flexible interfaces for data and ser-
vice provisioning (addressing limitation L1), by inte-
grating, analyzing and presenting data from several 
phases around the product life cycle (addressing lim-
itation L2) and by providing access to information in 
all the contexts in which it is needed and in which the 
traditional model may fail to do so (addressing limi-
tation L3). The value-added services offered in the 
SITAM architecture cut across the architectural lay-
ers, packaging and combining functionalities of the 
integration middleware, the analytics middleware and 
the mobile middleware. 
In the SITAM architecture, services are composed 
and adapted on the basis of user roles and the infor-
mation needs and permissions associated with them. 
For example, a shop floor worker receives detailed 
alerts related to the process step he is responsible for, 
whereas his production supervisor is concerned with 
the aggregated state of the entire manufacturing pro-
cess across all process steps. 
Ad-hoc service composition is enabled by the app 
composer. The app composer offers this functionality 
for users in all roles, regardless of their educational 
background or their ability to code. For example, data 
sources and analytics services can be mashed up and 
composed via drag-and-drop in a graphic user inter-
face. Atomic or composed services can then be of-
fered and distributed as apps in the app marketplace 
for all types of devices, both stationary and mobile. 
To sum up, flexible service composition contrib-
utes to the fulfillment of requirement R1 (flexible in-
tegration of heterogeneous IT systems) and the provi-
sioning of composed services as mobile apps helps to 
fulfill requirement R3 (mobile information provision-
ing) of the data-driven factory. 
4.6 Cross-architectural Topics 
Security and privacy, governance and data quality are 
overarching topics which must be considered at all 
layers of the architecture: at the data sources, in ana-
lytics and mobile middleware as well as in the appli-
cations. In the following, we focus on SOA govern-
ance and data quality as they require specific con-
cepts for the data-driven factory. For general security 
and privacy issues in data management, we refer the 
reader to (Whitman and Mattord, 2007). 
The governance of complex service-oriented archi-
tectures is often neglected in existing manufacturing IT 
architectures, such as (Papazoglou et al., 2015), even 
though a lack of governance is one of the main reasons 
for failing SOA initiatives (Meehan, 2014). 
SOA governance covers a wide range of aspects (a 
list of key aspects can be found in (Königsberger et 
al., 2014)). With more and more systems being inte-
grated – especially CPS, but also for example social 
media services – it is becoming difficult to keep track 
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of planned changes to those systems and services. For 
this reason, service change management and service 
life cycle management governance processes track 
and report those changes to service consumers and 
providers, governed for example via consumer and 
stakeholder management processes. 
When setting up those governance processes, it is 
important to keep them as lightweight and unobtru-
sive as possible in order to minimize complexity and 
managerial effort. To support this, the SITAM archi-
tecture contains a central SOA governance repository, 
which is built on a specific SOA governance meta 
model described in (Königsberger et al., 2014). The 
repository uses semantic web technologies that allow 
for example the use of semantic reasoning to detect 
new dependencies or missing information. The SOA 
Governance Repository also contains service data as 
well as operations data, spanning and providing sup-
port during all phases of the service life cycle, and 
therefore also supporting novel software develop-
ment concepts like DevOps. 
Apart from SOA governance, the need for high 
quality data is a direct consequence of the concept of 
the data-driven factory. A data quality framework for 
the data-driven factory needs to enable data quality 
measurement and improvement (1) in near real-time 
(2) at all analysis steps from data source to user (3) 
for all types of data accumulating in the product life 
cycle, especially structured data as well as unstruc-
tured textual, video, audio and image data. 
Existing data quality frameworks, e.g., (Wang and 
Strong, 1996; Sebastian-Coleman, 2013), fail to sat-
isfy these requirements. Hence, we translate these re-
quirements into an extended data quality framework, 
which allows a flexible composition of data quality 
dimensions (e.g., timeliness, accuracy, relevance and 
interpretability) at all levels of the SITAM architec-
ture (see (Wang and Strong, 1996) for an example list 
of data quality dimensions). Furthermore, we define 
sets of concrete indicators considering data consum-
ers at all levels, from data source to user, and we al-
low for near real-time calculation of data quality (e.g., 
the confidence or accuracy of machine learning algo-
rithms, language of text and speech, author of data 
sources and the distribution of data points on a time-
line). This makes the quality of data and of resulting 
analytics results transparent at all levels and therefore 
enables holistic data quality improvement. 
To sum up, we have seen that SOA governance 
and data quality are crucial factors across all layers of 
the SITAM architecture. A flexible composition of IT 
systems and services can be offered using service-ori-
ented architectures. But complex service-oriented ar-
chitectures are prone to fail without systematic SOA 
governance. Besides, a holistic data quality frame-
work forms the basis to measure and improve data 
quality from data source to user, including the gener-
ated analytics results. 
5 IMPLEMENTATION AND 
EVALUATION 
In the following, we present current work on the real-
ization of the SITAM architecture in a prototypical 
implementation in Section 5.1. Moreover, we intro-
duce a real-world application scenario from the auto-
motive industry using the SITAM architecture in Sec-
tion 5.2 and finally evaluate the benefits of the 
SITAM architecture and the concept of the data-
driven factory in Section 5.3. 
5.1 Implementation Strategy 
and Prototype 
Our current prototype covers core components in 
every layer of the SITAM architecture, in particular 
with respect to analytics, governance, mobile and re-
pository aspects. In the following, we sketch major 
solution details and technologies we utilized. The lat-
ter were chosen from the large available pool of free 
and open source software to underline the broad ap-
plicability of the SITAM architecture and make the 
implementation easily adaptable to various industrial 
real-world settings. 
The integration middleware relies on WSO2’s 
Application Server and Business Process Server, to 
realize the hierarchical ESB structure as well as the 
orchestration of basic services and mediation between 
phase-specific ESBs as described in (Silcher et al., 
2013). Services within the prototype are implemented 
as either conventional SOAP web services or REST 
services. Data exchange formats are realized as XSD 
documents and stored in the SOA governance repos-
itory. The repository itself relies, as mentioned in 
Section 4.6, on semantic web technologies, mainly 
the resource description framework (RDF) and pro-
vides a web-accessible as well as a Web Service in-
terface as described in (Königsberger et al., 2014). 
In the analytics middleware, the manufacturing 
knowledge repository is implemented as a federation 
of a relational database and a NoSQL system – we 
used the content management system Alfresco 
CMS – to store structured and unstructured data. 
These systems are integrated by a specific link store 
using a graph database such as Neo4j. The infor-
mation mining component includes tools from the 
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Apache UIMA framework (Ferrucci and Lally, 2004) 
for unstructured data analytics, with the uimaFit ex-
tension (Ogren and Bethard, 2009) for rapidly build-
ing analytics pipelines to allow for on-the-fly analyt-
ics service composition. Structured data mining capa-
bilities are taken for instance from the WEKA data 
mining workbench (Hall et al., 2009). On this basis, 
manufacturing-specific predictive and prescriptive 
analytics are realized using various data mining tech-
niques, especially decision tree induction, as de-
scribed in (Gröger et al., 2014a, 2014b). 
Regarding the mobile middleware, we imple-
mented several mobile apps, e.g., a mobile analytics 
dashboard for shop floor workers (Gröger et al., 
2014b) and a mobile product structure visualizer for 
engineers. We have implemented native apps for An-
droid and for Windows as well as platform independ-
ent web apps using standardized web technology such 
as HTML5. 
An app marketplace and a graphical interface for 
intuitive access to the app composer are currently un-
der development, with inspiration coming from 
mashup platforms (Daniel and Matera, 2014) and app 
generator tools, such as (Francese et al., 2015). 
5.2 Application Scenario: Quality 
Management and Process 
Optimization in the Automotive 
Industry 
To demonstrate the concept of the data-driven factory 
as well as the SITAM architecture, we have cooper-
ated with an OEM to develop a real-world application 
scenario for the automotive industry. The scenario fo-
cuses on quality management and process optimiza-
tion as critical success factors for OEMs especially in 
the automotive premium segment. 
An automotive manufacturer collects big indus-
trial data, including structured sales and machine 
data, sensor and text data around the product life cy-
cle. These data originally reside in isolated databases; 
for instance, text reports about product and part qual-
ity from development, production and aftersales are 
all gathered via different IT systems. To ensure a re-
alistic representation of source data and processes, on 
the one hand, we take advantage of publicly available 
data sources, such as the records of automotive com-
plaints covering the US market and maintained by the 
NHTSA (NHTSA, 2014). On the other hand, we 
make use of anonymized data and internal knowledge 
resources of our industry partner.  
On this basis, the SITAM architecture is applied 
to exploit these data for quality management and pro-
cess optimization. In the following, we give an over-
view of representative value-added services and role-
based apps across the product life cycle which are en-
abled by the SITAM architecture (see Figure 4). We 
focus on car paint quality as a recurring example (all 
data samples in the following are fictitious for reasons 
of confidentiality). 
During product development and testing, quality 
data are collected through the mobile dev Q app by 
engineers and test drivers on the go, including text re-
ports and image material. The aftersales Q app is 
used to collect aftersales quality data for the warranty 
and recovery process of damaged car parts in the form 
of unstructured text reports (e.g., “customer states that 
car paint is coming off after washing”, “flaking paint 
on fender during extreme summer heat”). It has differ-
ent profiles for quality engineers (whose primary task 
is the definition of new error codes), for quality expert 
workers (whose task it is to assign error codes to dam-
aged parts) and for executives (who are interested in 
comparing aggregated error code data over time). In 
addition, quality data come in the form of customer 
complaints and via social media crawling services.  
 
Figure 4: Value-added services and role-based apps  
in the application scenario. 
After aggregating these data into the manufactur-
ing knowledge repository via the integration middle-
ware, topic recognition on the text data is performed 
as an information mining step. The topics (e.g., “paint 
flaking – heat”, “paint damage – washing”) are pre-
sented to a human analyst via visual clustering to pick 
the most pressing ones or perform minor reclassifica-
tion. This constitutes a value-added service of recur-
ring issue identification and is performed via the topic 
visualizer app, which makes use of the mobile graph 
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visualizer from the mobile middleware.  
Next, the problem topics are combined with his-
torical data from the production phase, especially ma-
chine data, shop floor environment data, and struc-
tured error counts for root cause identification (e.g., 
elevated humidity in the paint shop leading to a lower 
quality of paint and a higher risk of flaking when ex-
posed to harsh environmental conditions). This ana-
lytics step is executed in an analytics and data mashup 
dashboard app, where data sources and analytics al-
gorithms are combined ad-hoc, but can also be stored 
for recurring use. 
Identified root causes and condition patterns serve 
as input for proactive process optimization. It makes 
use of prescriptive analytics to automatically identify 
potentially problematic situations (e.g., critical hu-
midity in paint shops) during process execution and 
recommend actions to on-duty workers through a 
shop floor notifier app (e.g., to air the paint shops to 
decrease humidity) or trigger automatic machine re-
configuration (e.g., increasing air conditioning and 
heating to decrease humidity). 
5.3 Evaluation and Benefits 
Taking the above application scenario, we conceptu-
ally evaluate the SITAM architecture by analyzing 
the fulfillment of the technical requirements of the 
data-driven factory and contrasting it with the tradi-
tional information pyramid of manufacturing. More-
over, we summarize the resulting benefits of the data-
driven factory. 
In the application scenario, diverse systems across 
the product life cycle, such as machines, social media 
sources as well as sensors, are encapsulated as ser-
vices and are uniformly represented in the SOA gov-
ernance repository to ease integration and access in 
the integration middleware. By this service-oriented 
abstraction, the SITAM architecture enables a flexible 
integration of heterogeneous data sources as well as a 
flexible service composition fulfilling requirement R1. 
This enables agile manufacturing, the first characteris-
tic of the data-driven factory. Accessible service-based 
and role-based information provisioning also works to-
wards keeping the human in the loop (human-centric 
manufacturing). In contrast, a proprietary point-to-
point integration according to the information pyramid 
of manufacturing would not scale up to the entire prod-
uct life cycle in terms of complexity and costs. 
To merge structured and unstructured data from 
different life cycle phases, e.g., aftersales quality data 
and machine data in the application scenario, all data 
are integrated in the manufacturing knowledge repos-
itory of the analytics middleware. Moreover, predict-
tive and prescriptive analytics are provided, for in-
stance, to derive action recommendations for process 
optimization according to the application scenario. 
Thus, the SITAM architecture provides a holistic data 
basis encompassing the product life cycle as well as 
advanced analytics for knowledge extraction ful-
filling requirement R2. This analytics capability pro-
vides functionalities for learning manufacturing, 
such as learned improvements for the quality-optimal 
design of both processes and products. It also is a pre-
requisite for agile process adaptations (agile manu-
facturing), such as the near real-time adaptation of 
production conditions to prevent known product qual-
ity issues. In contrast, the information pyramid of 
manufacturing is limited by separated data islands 
due to strictly hierarchical information aggregation. 
In the application scenario, various mobile apps 
support seamless integration of employees, e.g., for 
data acquisition by test drivers using the dev Q app or 
for notifications of shop floor workers using the shop 
floor notifier. The mobile middleware facilitates the 
development of such manufacturing-specific apps us-
ing predefined manufacturing context models as well 
as specific visualization components, especially for 
product models. These apps can be easily deployed 
on various devices using the app marketplace. In this 
way, the SITAM architecture enables mobile infor-
mation provisioning and fulfills requirement R3 of the 
data-driven factory to ubiquitously integrate employ-
ees across all hierarchy levels. Thus, it provides the 
framework for human-centric manufacturing in keep-
ing the human expert in the loop through data provi-
sioning and data gathering. In contrast, central control 
and information aggregation lead to isolated infor-
mation provisioning in the information pyramid of 
manufacturing. 
To sum up, the SITAM architecture enables flex-
ible system and data integration, advanced analytics 
and mobile information provisioning and thus fulfills 
all technical requirements (R1-R3) of the data-driven 
factory. In doing so, it exhibits the three characteris-
tics of the data-driven factory, agile manufacturing, 
learning manufacturing and human-centric manufac-
turing. 
6 CONCLUSION AND 
FUTURE WORK 
In this article, we have presented the data-driven fac-
tory, an important contribution on the way to the re-
alization of Industrie 4.0 and Smart Manufacturing. 
This concept completely alters the ways in which IT 
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systems are used and data are processed in manufac-
turing companies, thereby enabling agile, learning 
and human-centric manufacturing by leveraging big 
industrial data. The data-driven factory provides a 
stark contrast to the traditional information pyramid 
of manufacturing, which is fraught with the central 
weaknesses of proprietary point-to-point integration 
of IT systems, separated data islands and isolated in-
formation provisioning. Instead, the data-driven fac-
tory collects, analyzes and uses data holistically 
around the product life cycle and across all hierarchy 
levels of manufacturing. Thus, continuous data-
driven optimization of processes and resources with 
the active participation of the ‘human in the loop’ is 
facilitated. 
To realize the data-driven factory, we have devel-
oped the SITAM architecture which (1) flexibly inte-
grates heterogeneous IT systems, (2) provides holis-
tic data storage and advanced analytics covering the 
entire product life cycle, and (3) enables mobile in-
formation provisioning to empower human workers 
as active participants in manufacturing. We have pro-
totypically implemented core components of the 
SITAM architecture in the context of a real-world ap-
plication scenario concerned with quality and process 
management in the automotive industry. Our concep-
tual evaluation shows that the SITAM architecture 
enables the realization of the data-driven factory and 
the exploitation of big industrial data across the entire 
product life cycle. 
In the future, we will extend our current prototype 
and further investigate the benefits of the data-driven 
factory on the example of additional industrial case 
studies, e.g., to concretize resulting competitive ad-
vantages in specific industries. 
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Abstract: Anticipating resources consumption is essential to project robust database infrastructures able to support trans-
actions to be processed with certain quality levels. In Database-as-a-Service (DBaaS), for example, it could
help to construct Service Level Agreements (SLA) to intermediate service customers and providers. A proper
database resources assessment can avoid mistakes when choosing technology, hardware, network, client pro-
files, etc. However, to be properly evaluated, a database transaction usually requires the physical system to
be measured, which can be expensive an time consuming. As most information about resource consumption
are useful at design time, before developing the whole system, is essential to have mechanisms that partially
open the black box hiding the in-operation system. This motivates the adoption of predictive evaluation mod-
els. In this paper, we propose a simulation model that can be used to estimate performance and availability
of database transactions at design time, when the system is still being conceived. By not requiring real time
inputs to be simulated, the model can provide useful information for resources planning. The accuracy of the
model is checked in the context of a SLA composition process, in which database operations are simulated
and model estimations are compared to measurements collected from a real database system.
1 INTRODUCTION
Transaction processing is a crucial part of the de-
velopment of modern web systems, such as those
based on Service-Oriented Architecture (SOA), a new
paradigm to compose distributed business models. In
SOA, an entire transaction is usually composed by
distinct phases, such as networking, service process-
ing, database processing, third-part processing, etc.
For resources planning, it is usual that each particular
phase is individually approached. In this paper, we
concentrate on evaluating database transaction pro-
cessing, especially for SOA systems (although not
only), complementing previous results focused on the
other phases of SOA (Rud et al., 2007; Bruneo et al.,
2010; Teixeira et al., 2015).
In SOA, transactions are directly related to Qual-
ity of Service (QoS), and Service Level Agreements
(SLAs) are mechanisms used to legally express com-
mitments among service customers and providers
(Sturm et al., 2000). Performance and availability of
database operations are examples of clauses that can
be agreed in SLA, specially when the database itself
is provided as a service (DBaaS).
The effects of not being able to fulfill a database
SLA are many. This kind of transaction commonly
appears in the context of a service composition, as a
particular stage of an SOA application. Therefore, if it
fails to fulfill the metrics accorded in an SLA, this will
probably affect the overall web service behavior and,
as a consequence, the overall service orchestration, in
a ripple effect, breaching one or more SLAs. Thus,
for an entire SOA process, it is important to prevent
a database transaction to fail or, at least, to be able to
anticipate when it is susceptible to happen.
This task may not be so easy, as the ratio of load
variation in web applications can reach the order of
300% (Chase et al., 2001), making it difficult to an-
ticipate QoS. What is observed is that applications
are entirely developed to be then stressed and mea-
sured, which can be quite expensive and time consum-
ing. Recent works have suggested that SOA QoS can
be estimated by modeling (Rud et al., 2007; Bruneo
et al., 2010; Teixeira et al., 2015), but they have ba-
sically focused on networking and processing stages,
assuming that database time consumption is implicit,
which may be a strong assumption, as illustrated in
(Teixeira and Chaves, 2011).
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In this paper, we propose a stochastic model-
ing approach to estimate performance and availability
of database transactions susceptible to intense work-
loads. By adopting Generalized Stochastic Petri Nets
(GSPNs) as modeling formalism, we construct a for-
mal structure that can be simulated and estimations
can be used to anticipate resource consumption of
database operations running under different load pro-
files. Based on these estimations, it is furthermore
shown how to construct, at modeling time, realistic
contracts for database transactions, which can be nat-
urally combined as part of the estimations provided
in works such as in (Rud et al., 2007; Bruneo et al.,
2010; Teixeira et al., 2015).
The main advantage of our approach is not requir-
ing real-time measurements nor the complete system
implementation to be simulated. These information
may not be available at design-time, when resources
allocation is conducted. Instead, the model supports
high level parameters collected from the Data Base
Management System (DBMS) and statistics collected
from samples of database query execution. For this
reason, database technology, infrastructure or particu-
lar type of operation to be simulated, are implicit into
the simulation scheme.
An example of a contract composition process is
presented to illustrate the proposed approach. Using
parts of a real database system and samples of rela-
tional database operations, we collect the input pa-
rameters to the model, which is then simulated and
estimations are collected. Afterwards, we validate
the estimations. This could be done by comparing
them to benchmark data. In this paper, however, we
are more interested on the uncertainty observed in the
real-time behavior of transactions, e.g., how transac-
tions behave when parameters change, or what is the
performance degradation when workload increases,
or what is the rate of requests queueing for a load pro-
file, etc. These informations are not directly available
from benchmarks, since they focus mostly on best and
worst cases, for example. To be possible to check
the accuracy of the proposed model so, we compare
its estimations to measurements collected from a real
database system. Results indicate that it is possible
to trace the real behavior keeping a stochastically-
reasonable average of 80% accuracy.
The paper is organized as follows: Section 2 dis-
cusses the related work; Section 3 introduces the basic
concepts of SOA, SLA and GSPN; Section 4 presents
the proposed GSPN model. Section 5 presents an ex-
ample and some final comments are discussed in Sec-
tion 6.
2 RELATED LITERATURE
Performance of databases has been a concern since
the firstly proposed technologies and relational mod-
els (Elhardt and Bayer, 1984; Adams, 1985). From
the web advent, however, advanced features have
been combined to the existent DBMSs, attempting to
support emergent requirements such as parallelism,
distribution (Dewitt and Gray, 1992), object (Kim
et al., 2002) and service-orientation (Tok and Bres-
san, 2006), etc. Although the interest on new tech-
nologies has recently grown, it has become more and
more difficult to estimate their behavior.
In particular, when a database is part of a service,
or when it is provided as a service itself, it is usu-
ally exposed to a highly variable and data-intensive
environment, which makes it critical to estimate its
QoS levels. In (Ranganathan et al., 1998), it has been
discussed the impact of radically different workload
levels on the database performance and how it be-
comes a concern when the database is immersed in
QoS-aware frameworks that require QoS guarantees
(Lin and Kavi, 2013). In general, the literature tackle
this concern using run-time policies to filter and bal-
ance the database load (Lumb et al., 2003; Schroeder
et al., 2006; Krompass et al., 2008). When connect-
ing business partnerships, however, the negotiation of
QoS criteria starts much earlier, at the service design
phase, as it is necessary to plan and compose SLA
clauses to be agreed.
An option to cover this gap is by adopting analytic
models. For example, in (Tomov et al., 2004) it has
been proposed a queuing network model to estimate
the response time of database transactions. Further-
more, in (Osman and Knottenbelt, 2012) it has been
compared the performance of different database de-
signs via modeling. Queue time is predicted by us-
ing heuristic rules in (Zhou et al., 1997). Besides
not being natively constructed for web environments,
this approaches are also predominantly deterministic,
which often does not match the characteristics of the
real web environments (Teixeira et al., 2011) and can
compromise the accuracy when estimating transac-
tions with variable workloads. In addition, they are
not usually flexible enough to be quickly converted in
practical tools, or to be modified to analyze different
system orchestrations, etc.
Thus, the need for supporting database QoS es-
timation remains. This is a quite challenging task,
as web environments practically lack execution pat-
terns and can present highly variable workloads, mak-
ing it critical for a transaction to be estimated (Nicola
and Jarke, 2000). In the same way, it is conceivably
difficult to ensure that database queries will execute
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quickly enough to keep the process flow, avoiding it to
be delayed more than expected (Reiss and Kanungo,
2005). The modeling approach to be presented in this
paper is an option to face these challenges and imple-
ment database resources planning.
3 RELATED CONCEPTS
SOA comprises a set of principles for software devel-
opment, fundamentally based on the concept of ser-
vice (Josuttis, 2008). A service is a self-contained
component of software that receives a request, pro-
cesses it, and returns an answer. Eventually, a par-
ticular step of a service execution involves to access
a database structure an process a data transaction. It
may happen that a database transaction is itself of-
fered as a service (DBaaS). In this case, the transac-
tion processing is even more critical, as it is suscepti-
ble to a data-intensive environment, and its behavior
becomes difficult to be estimated.
In SOA, legal commitments on services, including
database transactions, are expressed by a mechanism
known as Service Level Agreements (SLA) (Sturm
et al., 2000). An SLA expresses obligations and rights
regarding levels of QoS to be delivered and/or re-
ceived. SLA clauses usually involve metrics such as
response time, availability, cost, etc., and also estab-
lish penalties to be applied when a delivered service
is below the promised standard (Raibulet and Mas-
sarelli, 2008).
In practice, ensuring that a SOA system will be-
have as expected is very difficult, and so it is difficult
to compose, at design time, realistic SLAs. An alter-
native to probabilistically estimate the behavior of a
service is given by modeling approaches. A model
enables to observe the service behavior under “pres-
sure”, without exactly constructing the whole system.
The model described in this paper serves to this
purpose and it is modeled by Petri nets. Petri net
(PN) (Reisig and Rozenberg, 1998) is a formalism
that combines a mathematical foundation to an in-
tuitive modeling interface that allows to model sys-
tems characterized by concurrency, synchronization,
resources sharing, etc. These features appear quite of-
ten in SOA systems, which make PNs a natural mod-
eling choice.
Structurally, a Petri net is composed by places
(modeling states), transitions (modeling state
changes), and directed arcs (connecting places and
transitions). To express the conditions that hold in a
given state, places are marked with tokens.
Extensions of Petri nets have been developed to
include the notion of time (Murata, 1989), which al-
lows to represent time-dependent processes, such as
communication channels, code processing, hardware
designs, system workflows, etc. Generalized Stochas-
tic Petri Nets (GSPNs) (Kartson et al., 1995), for ex-
ample, is an extension that combines timed and non-
timed PNs. In GSPN, time is represented by random
variable, exponentially distributed, which are associ-
ated to timed transitions. When, for a given transi-
tion, the time is irrelevant, then one can simply use
non-timed (or immediate) transitions.
Formally, a GSPN is a 7-tuple GSPN = 〈P,T ,Π ,
I,O ,M ,W〉, where:
• P= {p1, p2, . . . , pn} is a finite set of places;
• T = {t1, t2, . . . , tm} is a finite set of transitions;
• Π : T →N is the priority function, where:
Π(t) =
{ ≥ 1, if t ∈ T is immediate;
0, if t ∈ T is timed.
• I : (T×P)→ N is the input function that defines
the multiplicities of directed arcs from places to
transitions;
• O : (T×P)→N is the output function that defines
the multiplicities of directed arcs from transitions
to places;
• M : P→N is the initial marking function. M indi-
cates the number of tokens1 in each place, i.e., it
defines the state of a GSPN model;
• W : T →R+ is the weight function that represents
either the immediate transitions weights (wt ) or
the timed transitions rates (λt), where:
W(t) =
{
wt ≥ 0, if t ∈ T is immediate;
λt > 0, if t ∈ T is timed.
The relationship between places and transitions is
established by the sets •t and t•, defined as follows.
Definition 1. Given a transition t ∈ T, define:
• •t = {p ∈ P | I(t, p) > 0} as the pre-conditions
of t;
• t• = {p ∈ P |O(t, p) > 0} as the post-conditions
of t.
A state of a GSPN changes when an enabled tran-
sition fires. Only enabled transitions can fire. Imme-
diate transitions fire as soon as they get enabled. The
enabling rule for firing and the firing semantics are
defined in the sequel.
Definition 2 (Enabling Rule). A transition t ∈ T is
said to be enabled in a marking M if and only if:
• ∀p ∈ •t,M(p)≥ I(t, p).
1Black dots are usually used to graphically represent a token
in a place.
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When an enabled transition fires, it removes to-
kens from input to output places (its pre and post con-
ditions).
Definition 3 (Firing Rule). The firing of transition t ∈
T enabled in the marking M leads to a new marking
M′ such that ∀p∈ (•t ∪ t•), M′(p) =M(p)− I(t, p)+
O(t, p).
A GSPN is said to be bounded if there exists a
limit k > 0 for the number of tokens in every place.
Then, one ensures that the state-space resulting from
a bounded GSPN is finite.
When the number of tokens in each input place
p of t is N times the minimum needed to enable t
(∀p ∈ •t, M(p)≥N× I(t, p), where N ∈N and N > 1
), it enables the transition to fire more than once. In
this situation, the transition t is said to be enabled with
degree N > 0. Transition firing may use one of the
following dynamic semantics:
• single-server: N sequential fires;
• infinite-server: N parallel fires;
• k-server: the transition is enabled up to k times
in parallel; tokens that enable the transition to a
degree higher than k are handled after the first k
firings.
It can be shown (Kartson et al., 1995; Marsan
et al., 1984) that GSPNs are isomorphic to
Continuous-Time Markov Chains (CTMC). However,
it is more expressive, as it allows to compute metrics
by both simulation and analysis of the state space. In
the last case, GSPN are indeed converted into CTMC
for analysis. Furthermore, GSPNs allow to combine
exponential arranges to model different time distribu-
tions (Desrochers, 1994), which is useful to capture
specific dynamics of systems.
4 PROPOSED MODEL
The modeling proposed in this paper starts when
a given web service requests a database operation.
When received in the DBMS, this request is buffered,
processed and buffered again, when an answer is
ready to be replied back to requestor. When this
happens, our modeling finishes. For this scenario,
we model the subphases of a database transaction in
GSPN: Buffering and Processing, as shown in Fig. 1.
Table 1 summarizes the model’s notation.
Buffering Structure: The model firstly runs when
the timed transition Tλ fires tokens toward the place
BI . Fired tokens model database requests and BI mod-
els the DBMS buffer. The firing rate is defined by












































IF(#PA = 0) : 0 ELSE 1
Figure 1: GSPN model.
Table 1: Notation of the GSPN model.
Places
Exp expectation of tokens to be processed;
RB resources available for buffering;
BI input buffer;
BO output buffer;
RP resources available for processing;
PI requests stored before processing;
PO requests stored after processing;
PA requests successfully attended;
PF requests that have failed.
Transitions
Tλ requests arrivals (delay dλ);
Td requests processing (delay d);
TSLA requests failing (delay XSLA);
tI processing Input;
tO processing Output;
tend process exit point;
TFail timeout exit point.
of tokens to be received in BI is controlled by the
number of tokens available in the place RB, which
are also shared with the output buffer BO. In order
to count the expectation of tokens into the model, and
consequently to be able to estimate their performance,
we create a place named Exp, that receives a copy of
each token arriving in the system, and loses a token
whenever the transition tend fires.
Processing Structure: From BI , tokens are moved
to the place PI , which models the processing phase.
The place RP controls the number of requests that can
be concurrently processed. Tokens remain in PI as
long as it takes for them to be processed, which is
modeled by the delay d of the transition Td . After
processed, Td fires moving tokens to PO from where
the immediate transition tO transfers them to the out-
put buffer BO. Remark that tokens leave the process-
ing phase if and only if there exist enough resources
in RB. On the contrary they remain in PO, waiting
for buffering resources. From BO, tokens immedi-
ately leave the model (by tend), which represents the
requestor being answered.
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Timeout Structure: When the transition Tλ firstly
fires, besides to send a token to BI (performance
model), it also copies it in the place PA. The idea is to
be able to estimate how many requests delay longer
than a predefined response time. For that purpose, we
assign to XSLA the time we intend to wait until count-
ing a failure. If the performance model reaches tend
first, PA loses the token and the transaction is success-
fully completed. If XSLA fires first, the transaction is
also completed (because the arc Avail gets 0), but a
failure is registered, i.e., a token reaches PF .
Repository of Resources: Two repository com-
prise our model: RB (buffering resources) and RP
(processing resources). From/to RB and RP, we con-
nect arcs representing the number of tokens simulta-
neously moved when a source transition fires. We de-
note by IRB and IRP the resources consumption and
by ORB and ORP the resources refunding from/to RB
and RP, respectively. We assume that the number of
tokens moved from/to the repositories is conservative.
Blocking: By sharing RB with two consumers,
BI and BO, we actually design a possibly blocking
model. In fact if BI consumes all resources in RB,
then tokens cannot leave the processing phase. At the
same time, Tλ cannot fire any more tokens to BI and,
so, the model is deadlocked. We avoid this by assign-
ing two logical conditions ((i) and (ii)) to the arcs that
lead to the place BO, where:
(i) : IF (#RB < IRB) : 0 ELSE IRB;
(ii) : IF (#RB < IRB) : 0 ELSE 1.
The formulas (i) and (ii) are syntactically compli-
ant to the TimeNET tool, adopted in this paper. Essen-
tially, the condition (i) avoids the deadlock by firing
tO even without enough resources in RB. When this
is the case, the condition (ii) assigns 0 to the arc that
leads to BO and the token leaves the system. In prac-
tice, this models a situation when the DBMS rejects
new transactions while the system is completely full,
but as soon as any request is processed, transactions
get to be received again.
4.1 Model Parameters
To be simulated, the GSPN model requires to be set
up with parameters that connect it to the behavior of
the system that has been modeled. We show in the
following how such parameters can be derived.
4.1.1 Buffering Parameters
We first define a marking2 for RB, i.e., the number
of resources available for buffering. This is defined
2
“#” denotes the marking of a place p, for #p ∈ N.
according to the real buffer size, measured in the
DBMS. Remark that each DBMS defines a particu-
lar amount of memory to be used for database opera-
tions and this can be tuned. The parameters we have
to collect from the DBMS are:
• Memory Pages (M P): number of blocks of mem-
ory allocated for database operations;
• Memory Page Size (M Ps ): amount of bytes as-
signed to each M P.
Remark that the greater the number of memory
pages, the faster is the transfer from disk to memory,
but the greater is rate of I/O communication, which is
usually time expensive. On the other hand, the larger
the memory page, the slower the transfer to memory.
As from
AvM = M P ·M Ps
we have the amount of memory available to store
messages from/to the database system, then the mark-
ing of RB is such that
#RB = AvM .
Once RB is marked, we model its resources con-
sumption by assigning weights to the arcs IRB and
ORB. To define those values, we have to collect the
mean size (bytes) of:
• ΩIn: messages received in the database system;
• ΩOut: messages produced by the system as an-
swer.
Thus, IRB = ΩIn and ORB = ΩOut. ΩIn and ΩOut
can be derived from samples of database transactions.
After assigning #RB, IRB and ORB to the GSPN,
it becomes already possible to estimate the database
Buffering Response Time (BRT ), taking into account
the concept of Mean Response Time (MRT ). In Petri
net, MRT results from the expectation (ξ) of marking
in a given place X (ξ(X)), with respect to: (i) the rate




λ or, equivalently,(ii) M
RT = ξ(X) ·d.
Tools like TimeNET syntactically implement these
formulas respectively by
(i) MRT = ξ(X)/λ and (ii) MRT = E{#X} ·d.




Note that λ simply results from 1/dλ, where dλ is
the delay of the timed transition Tλ. In practice, BRT
represents the average of time spent by transactions
before and after processing.
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4.1.2 Processing Parameters
This phase starts when tI fires tokens towards the
place PI , finishing when the transition tO releases
them. There are basically four processing parameters
to be derived: the delay d for the transition Td , the
marking for RP and the weights for the arcs IRP and
ORP, which connect the model from/to the repository
RP of processing resources.
Marking RP requires to measure the system in or-
der to collect the major number of operations simul-
taneously supported by the DBMS, without queueing
requests. This can be done by gradually increasing the
workload of requests until the point where the system
starts to queue. This specific point can be detected
by a sudden increase in the response time, when the
processing resources are at all consumed.
Thus, #RP receives the value of the workload
applied before observing evidences of queue, and 1 is
assigned to the weight of the arcs IRP and ORP.




where, ξ(PI) and ξ(PO) are respectively the expecta-
tion of marking in PI and PO.
4.1.3 Database Mean Response Time




λ or, equivalently, Σ
RT = BRT +PRT .
5 MODEL ASSESSMENT











Figure 2: Evaluated Process.
The process starts when remote users invoke an
orchestration service, via a web browser. Requests
are organized according to the process workflow, and
prepared to access remote services, which may access
other services or interact with databases (dashed cir-
cle). Between a service and its consumer, a SLA reg-
ulates the QoS that is to be offered. Usually, this SLA
is empirically constructed and, as a consequence, it is
not rare to observe services delaying longer than the
minimum necessary to match their contracts, which
can entail legal penalties for providers, bad reputa-
tion for services, money loses for customers, and so
on. Our goal here is to anticipate the behavior of the
database service when it is variably accessed.
5.1 Database Construction
For the experiments that follow, we consider a partial
structure of a relational database system, composed
by the following structures:
• PRODUCT (ProdID, ProdDesc, ProdColor)
• CLIENT (CliID, CliName, CliAddress)
• INVOICE (InvID, InvDate, InvValue, ShipmentDate, DeadlineDate,
FKClient#)
– FKClient references CLIENT
• MOVINVOICE (Quant, Discount, UnitValue, Label, Status, FKInvoice#,
FKProduct#)
– FKInvoice references INVOICE,
– FKProduct references PRODUCT
In order to access the database, we implement the






Π∗ ( σ (I.ShipmentDate <= ′10/08/2015′
∧ I.DeadlineDate <= ′11/05/2015′))
(C⋊⋉ I ⋊⋉M ⋊⋉ P)
Define query 2:
∆ ← Π∗ (σ (M.UnitValue >= 5.000,00
∧ M.FKProduct = 23)) (M)
M ← Π Quant,Discount,UnitValue,Status,
Label ← ′Pro f itable′ (∆)
Define query 3:
Λ ← Π I.InvID, I.InvValue,P.ProdID,′ Delayed′,′ Sold′
(σ (I.DeadlineDate <= ′CurrentDate′
∧ I.ShipmentDate >= ′10/10/2015′
∧ I.InvValue >= 100.000,00))
(I⋊⋉M⋊⋉ P)
M ← M ∪ {Quant,Discount,Λ}.
3Notation ∗ refers to all attributes from a relation.
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Query 1 returns the clients and their respective in-
voices, admitting that: (i) the products had already
been shipped; (ii) the deadline for payment will be in
at most a month. Query 2 updates the status of a finan-
cial transaction (Relation MOVINVOICE), labeling it as
profitable if a given price matches. Finally, Query 3
inserts into a relation results brought from another re-
lation, in a nested instruction.
For simulation, we have considered the respective
query versions in Structured Query Language (SQL).
Optimization and relevance have not been considered
when implementing these queries, as we are actually
more interested on their timed behavior.
5.2 Database Measurements
Now, we feed our GSPN model. We use an Apache
tool called JMeter (Apache, 2014) to build a test plan
that repeatedly executes each query. Then, we gradu-
ally increase the workload of requests to observe the
point when queues start to appear. That is the point
when input parameters are collected. Table 2 presents
the inputs to our GSPN model.
Table 2: GSPN Input Parameters.
GSPN Input Query 1 Query 2 Query 3
Buffering parameters
#RB M P ∗M Ps = 1000 ·4096
IRB∧ORB 1435 12 142
Processing parameters
#RP 2 3 1
IRP∧ORP 1 1 1
d 286 215 122
Buffering parameters assign values for #RB, IRB
and ORB. The marking of RB is defined according
to the DBMS configurations for M P and M Ps . The
impact of each operation when allocating resources
from RB, is modeled by the conservative weight of
the arcs IRB and ORB. By definition, IRB and ORB
are the measured input and output message sizes, ΩIn
and ΩOut, respectively.
Processing parameters assign values for #RP, IRP,
ORP and d. The marking of RP models how many
instances of a given transaction is supported by the
database server. Then, IRP and ORP model the impact
of each transaction on #RP, and d represents the mean
time required to simultaneously process #RP (with no
queue formation).
Remark that d represents the probability function
that bridges the modeled behavior to the structure that
stochastically represents this behavior. Therefore, the
value to be assigned to d is obtained by measuring the
MRT of samples running in the real system. The num-
ber of samples to be considered has to be statistically
relevant, usually evidencing a tendency for a station-
ary behavior. Remark also that every different query
to be evaluated may lead to a different value for d and,
therefore, has to be individually measured.
5.3 Contract Compositions
Now we exemplify our approach in the context of
three challenging questions that are usually faced by
engineers when composing SLA contracts. Then, we
simulate the model to answer them.
5.3.1 Response Time
Consider the following service contract:
Contract 1: Let W = {w1,w2, · · · ,wn} be a set
of workloads (requests per second - req/s) possibly
arriving at a given DBMS. Which contract for mean
response time (MRT ) could be guaranteed for wi, i =
1, · · · ,n? As workload variation is quite common
over a database structure, whenever wi changes it be-
comes more and more difficult to predict the MRT of
a transaction, as the system gets to behave nonde-
terministically, buffering and releasing requests, con-
suming parallel resources, etc. This makes the rate of
performance degradation and recovery unpredictable
a priori. However, independently of this variable en-
vironment, a service provider is required to deliver
his services with MRT no less than the promised stan-
dard. Then, it is valuable to know, for each wi, how
many req/s the application supports before exceeding
its contract.
We use our model to find out this information. Af-
ter feeding the model with the statistical data in Table
2, we simulate it for each wi ∈W , applied over each
proposed query. For the sake of clarity, we cluster
our evaluations in three classes of workloads: wLight ,
wMid and wHeavy, meaning respectively 1, 5 and 10
req/s. TimeNet tool (Zimmermann, 2014) has been
used to perform the simulations, considering a confi-
dence level of 95% and a relative error of 10%. In or-
der to check the accuracy of our estimations, we com-
pare the estimated MRT to the MRT measured from the
real database system, using the same workload levels.
The results are presented in Table 3.
Table 3: Performance evaluation.
MRT under wi
Query Source wLight wMid wHeavy ≡
1 System 260 623 1895
Select Model 329 405 1989 81%
2 System 278 640 1475
Update Model 218 482 1661 73%
3 System 177 815 1995
Insert Model 210 646 2193 92%
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The accuracies of our estimations are respectively
on the order of 81%, 73% and 92%, reaching 82% in
a general case, which certainly is reasonable from a
stochastic point of view.
For query 1, for example, we have estimated a
MRT of 329 ms, when simulating with wLight , while
the measured MRT has been of 260 ms. When increas-
ing the workload to wmid , it has been estimated a MRT
of 405 ms against the measured 623 ms. With wHeavy,
we estimate that a transaction takes 1989 ms to an-
swer, while the real transaction has taken 1895 ms.
As it can be seen, when we increase wi, the system
becomes less deterministic due to presence of queues.
Nevertheless, the estimated MRT keeps tracking the
real system behavior.
Using our estimations, one can construct realistic
contract clauses for services. Two examples are intro-
duced next.
• Suppose, for example, that a service is required to
be delivered in at most 700 ms. In this case, the
model suggests that keeping the system under this
contract requires to admit at most a wMid work-
load of requests.
• Now, suppose that we know the mean rate of
requests arriving in the system. Consider that
wHeavy is expected. In this case, the construction
of a contract for the MRT would be quite easy. For
example, for query 1 it could be defined a MRT
contract of 2000 ms; for query 2 the MRT contract
would be 1700 ms; and, for query 3 the MRT con-
tract would be 2200 ms.
5.3.2 Contracts with Acceptable Violations
Now, consider the following service contract:
Contract 2: For a given workload level wi, which
agreement for the MRT could be guaranteed, in a way
to admit at most 10% of contract violation ?
Now, instead of purely estimating the MRT , we de-
rive a refined version of it, admitting a certain per-
centage of contract violation. This may be a common
clause to be defined by lawyers, but this is a quite
complex decision for engineers. We show next how
to estimate contract 2 by combining our performance
and availability models.
For each workload level wi, i =
Light,Mid,Heavy, we gradually increase the
MRT assigned to the transition TSLA of our availability
model. Intuitively, by increasing the acceptable MRT
we decrease the failure rate. Table 4 presents the
estimations w have obtained for query 1. A similar
proceeding can be naturally adopted for the others.
In the second row, we present a range of possible
SLA for the MRT . Then we individually assign each
Table 4: Failure evaluation for query 1.
Suggested SLA for the MRT (ms)
wi 100 200 300 400 500 600 700
Estimated failure rate (%)
wH 67 45 33 22 17 12 10
wM 52 32 25 18 14 9 7
wL 43 24 21 14 10 8 6
MRT to the delay XSLA of our availability structure.
Afterwards, we simulate the model, variating wi for
each configuration, collecting the percentage of fail-
ure as an answer.
For example, by using the workload wLight , we
have estimated (Table 3) a MRT of 329 ms. Never-
theless, one can observe in Table 4 that 500 ms is the
minimum MRT that ensures a failure rate of at most
10%. For wMid , equivalent condition is reached us-
ing a MRT of 600 ms, while wHeavy requires at least
700 ms to satisfy the contract 2.
5.3.3 Contracts with Acceptable Unavailability
Now, consider the following service contract:
Contract 3: Given a prefixed agreement for the
MRT , which is the highest workload supported by the
system such that the contract is not violated more than
10%?
Contract 3 inversely approaches the problem with
respect to contracts 1 and 2. It supposes that the ser-
vice will be delivered in at most MRT , and the aim
is to discover which workload could break this rule.
Moreover, it considers to accept a failure rate of at
most 10%.
Once again we use query 1 to illustrate the con-
tract 3. We firstly show the contract options for MRT .
As query 1 takes 286 ms to answer under minimum
(Table 2), then we start our simulations by consider-
ing a MRT of 300 ms. Afterwards, we increase this
parameter for eight more scenarios and the results are
shown in Table 5.
Table 5: Workload evaluation for query 1.
SLA Estimated Workload Failure Rate









Consider, for example, that a service has to be de-
livered in at most 700 ms. In this case, we inform
to the service supplier that his system can support, at
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most 2,12 req/sec and, under this workload, the rate
of failure would be stochastically less than 10%.
6 FINAL COMMENTS
In this paper, it has been presented a model to analyze
resources allocation in databases infrastructures. The
model allows to orchestrate and estimate the perfor-
mance of a range scenarios, upon different workload
profiles. Estimations can then be used as a tool to
construct dataafdabase service contracts, besides to
be useful for load balancing and scaling in database
infrastructures, specially in service-oriented environ-
ments.
The approach is illustrated by an example where
the performance of database operations is estimated.
A comparison against measurements collected from
the real database system is conducted to validate the
results. The general accuracy of the estimations has
been on the order of 80%.
In spite of encouraging results, some challenges
remain in the database contracts composition. For
example, it is still difficult to identify, among all
database requests, those delaying longer than accept-
able, which could be helpful to identify advanced
classes of contracts. Moreover, we intend to adapt our
approach to the optimizer-level, where concurrency
could be taken into account. Cache effect analysis is
another topic that compose our prospects of future re-
search.
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Abstract: Process model discovery is a significant research topic in the business process mining area. However, existing
workflow discovery techniques run into a stone wall while dealing with event logs generated from highly flex-
ible environments because the raw models mined from such logs often suffer from the problem of inaccuracy
and high complexity. In this paper, we propose a new process model abstraction technique for solving this
problem. The proposed technique is able to optimise the quality of the potential high level model (abstraction
model) so that a high-quality abstraction model can be acquired and also considers the quality of the sub-
models generated where each sub-model is employed to show the details of its relevant high level activity in
the high level model.
1 INTRODUCTION
Business process mining techniques aim at discover-
ing, monitoring and improving real processes by ex-
tracting knowledge from event logs recorded by enter-
prise information systems (van der Aalst et al., 2003).
The starting point of these techniques is usually an
event log which is a set of cases. A case is an instance
of a business process and has an attribute trace which
is a set of ordered events (each event is an instance
of a specific activity). In the event log both cases and
events are uniquely marked by case id and event id
respectively (van der Aalst, 2011).
As one of the most important learning tasks in
business process mining area, the current process
model discovery techniques encounter great chal-
lenges in the context of real-life event logs. Such
logs that usually contain a tremendous number of
trace behaviors (expressed by the activities and their
precedence relations in the trace) stem from the busi-
ness processes executed in highly flexible environ-
ments, e.g., healthcare, customer relationship man-
agement (CRM) and product development (Weerdt
et al., 2013). As a result, ”spaghetti-like” business
process models are often generated while mining real-
life event logs with existing workflow discovery tech-
niques. Such models are often inaccurate (in the pro-
cess mining area the fitness is utilised to express the
accuracy of a mined model which measures the pro-
portion of behaviors in the event log possible accord-
ing to the model) and difficult to be comprehended
because of their high complexity. Accordingly, two
main pioneering approaches have been developed in
the literature to solve this problem: trace clustering
technique (Weerdt et al., 2013; Bose and van der
Aalst, 2009; Bose and van der Aalst, 2010; Song
et al., 2009; Ferreira et al., 2007) and process model
abstraction-based technique (Bose and van der Aalst,
2009; Baier and Mendling, 2013; Conforti et al.,
2014).
Trace clustering techniques divide the raw event
log into several sub-logs where each sub-log contains
the traces with similar behaviors and helps gener-
ate a more accurate and comprehensible sub-model.
Generally, these techniques perform well for handling
the logs with a moderate amount of trace behaviors.
Nevertheless, the limitation of current trace cluster-
ing techniques will be revealed while dealing with
event logs containing massive trace behaviors. For
instance, the event log of a Dutch academic hospi-
tal from Business Process Intelligence Contest 2011
(BPIC 2011) contains 624 activities among which a
large number of relations are exhibited (the average
out-degree for each activity is 6.2564) and most of
the classical trace clustering methods can not bring a
significant improvement on the mining result for this
hospital log (as shown in Section 4).
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Figure 1: Illustration of the basic ideas of the approach proposed in this paper.
make the assumption that the raw models mined from
real-life logs contain low level sub-processes which
should be discovered in the form of sub-traces in
the original event logs and abstracted into high level
activities so that the insignificant low level process
behaviors can be hidden in the high level activities.
Thus, more accurate and simpler high level process
models can be obtained. However, most of the
present process model abstraction-based techniques
focus mainly on the discovery of sub-processes and
can not ensure the accuracy of the high level process
models generated.
In this paper, we put forward a new method which
inherits the characteristics of the trace clustering tech-
niques and the process model abstraction-based ap-
proaches for solving the problem of ”spaghetti-like”
process models. The proposed technique is able to
optimise the quality of the potential high level pro-
cess model through a new abstraction strategy based
on graph clustering technique (Schaeffer, 2007). As
a result, a high-quality abstraction model can be built.
Furthermore, the quality of the sub-models discov-
ered for showing the details of their related high level
activities (used for building the final high level model)
is also considered by our approach. The structure of
the main contents in this paper is organised as:
- A new strategy for abstracting the raw models
mined from real-life event logs is discussed in
Section 2.
- In Section 3.1, several important concepts that
support the method proposed in this paper are re-
viewed. In Section 3.2, a three-stage model ab-
straction method based on the strategy proposed
in Section 2 is elaborated.
- To test the efficiency of our method, we carry out a
case study in Section 4 by applying our approach
to three event logs: the repair log from (van der
Aalst, 2011), the hospital log from Business Pro-
cess Intelligence Contest (BPIC) 2011 and the log
of the loan and overdraft approvals process from
BPIC 2012.
2 BASIC IDEAS
In the real world, seemingly ”spaghetti-like” busi-
ness process models mined from event logs might still
have some rules to follow. Sometimes, the main rea-
son for the structurelessness of these mined models
is that they contain several extremely complex sub-
structures. However, the relations among these sub-
structures may be straightforward (this is proven in
the case study in Section 4). While turning to a spe-
cific event log, such kind of phenomenon mentioned
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above can be reflected by the existence of several clus-
ters of activities from an event log where the activi-
ties in the same cluster are densely connected and the
activities in different clusters are sparsely connected
(this is also the assumption for our method). For in-
stance, in Figure 1 an event log E contains 22 activi-
ties and a causal activity graph G can be established
by employing the activities from E as vertices and the
casual relations (Hompes et al., 2014) among these
activities as edges. The definitions about casual ac-
tivity graph and casual relations of activities are in-
troduced in detail in Section 3.1. According to Figure
1, the vertices in G can be grouped into three clusters
by considering the edge structure in such a way that
there should be many edges within each cluster and
relatively few edges among the clusters.
With the assumption mentioned above, we put for-
ward a new strategy for solving the problem of com-
plex and inaccurate process models mined from real-
life event logs. The basic idea is to generate the clus-
ters of activities firstly by following the same rule
utilised in the example shown in Figure 1. After-
wards, for each cluster one or several sub-models are
generated where each sub-model only contains the ac-
tivities from its relevant activity cluster. In the exam-
ple from Figure 1, the sub-models for cluster A are
built by using the activities from cluster A. Then, for
a complex and inaccurate sub-model, trace clustering
technique is employed to split it into several simple
and accurate sub-sub-models so that the sub-model
can be well comprehended. Finally, these sub-models
(not including the sub-sub-models) generated are ab-
stracted into high level activities with which a sim-
ple and accurate ultima high level process model is
formed. In this paper the high level process model
together with the sub-models (each sub-model is re-
lated to one high level activity in the high level model
built) are used to show the details of the whole busi-
ness process recorded in event log.
Basically, two major benefits could be acquired
from the strategy proposed above. On one hand, the
original tough problem (deal with the entire model)
met by current trace clustering techniques is trans-
formed into small sub-problems (deal with the sub-
models). Specifically, the raw mined model from
event log may contain too many behaviors which
might be far beyond the abilities of existing trace clus-
tering techniques. However, by distributing the huge
amount of behaviors from the original mined model
to several small sub-models (each sub-model contains
less behaviors but still might be complex and inaccu-
rate) the trace clustering techniques can provide better
results while being applied on these sub-models. On
the other hand, the number of activity relations among
the clusters is kept as small as possible (which means
the relations among the high level activities created
are kept as few as possible). As a result, the quality of
the potential high level process model is optimised to
a large extent because it contains a limited number of
behaviors among its activities.
3 APPROACH DESIGN
In this section, we propose a new approach that
utilises the strategy introduced in Section 2 for solv-
ing the problem of ”spaghetti-like” process models
mined from event logs. In Section 3.1, several impor-
tant basic concepts and notations related to our tech-
nique are discussed. In Section 3.2, the details of our
technique are elaborated.
3.1 Preliminaries
Event logs (van der Aalst, 2011) play the significant
part of data sources for various kinds of process min-
ing techniques. The basic concepts related to event
logs are conveyed by the following definitions.
Definition 1. (Case)
Let C be the set of cases. A case c ∈C is defined as
a tuple c = (Nc,Θc), where Nc = {n1, n2, . . . , nk} is
the set of names of case attributes, Θc : Nc→ Ac is an
attribute-transition function which maps the name of
an attribute into the value of this attribute, where Ac is
the set of attribute values for case c.
A case is an instance of a specific business pro-
cess and uniquely identified by case id. Each case
may have several attributes such as trace, originator,
timestamp and cost, etc. As one of the most important
case attributes, the trace of a case is defined as:
Definition 2. (Trace)
Let AT be the set of activities, EV be the set of events
and each event ev ∈ EV is an instance of a particular
activity at ∈ AT . A trace is a sequence of ordered
events from EV .
Definition 3. (Event Log)
An event log is defined as E ⊆ C, for any c1,c2 ∈ E
such that c1 6= c2.
Take a simple event log E1 = [< a,b,c >15,<
a,c,b>15,<a,b>3,<a,c>5] for example. This log
contains 38 cases (only the case attribute trace is ex-
hibited) and four kinds of trace1. There are totally
1A trace and a kind of trace are two different concepts.
Each trace belongs to a unique case. A kind of trace con-
tains several traces which have the same sequence of events.
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3 ·15+3 ·15+2 ·3+2 ·5 = 106 events and three ac-
tivities (activity a, b and c) in this log.
In (Hompes et al., 2014) the fundamental theory
for activity clustering is developed. Two important
concepts that support this theory are demonstrated:
Causal Activity Relations and Causal Activity Graph.
The technique proposed in this paper will use these
concepts for generating the clusters of activities from
event logs.
Definition 4. (Direct and Casual Activity Relations)
Let AT be the set of activities of an event log E. Sym-
bolE represents a direct relation between two activ-
ities from AT and symbol E represents a causal re-
lation between two activities from AT . Let a,b ∈ AT
be two activities, φ ∈ [−1.0,1.0] be a threshold, aE
b= true if |aE b|> 0, where |aE b| is the number
of times that a is directly followed by b in E. aE
b = true if |aE b| ≥ φ, where |aE b| ∈ [−1.0,1.0]
is the value of casual relation between a and b.
In our approach we utilise the
DependencyMeasure method introduced in (Weijters
et al., 2006) for calculating the value of casual





|aEb|+|bEa|+1 if a 6= b
|aEa|
|aEa|+1 if a= b
(1)
A |aE b| value close to 1.0 implies a high possi-
bility that there exists a direct casual relation between
a and b while a value close to –1.0 signifies a high
possibility that there exists no casual relation between
a and b. A value close to 0 means uncertainty. Take
two activities a and c from event log E1 created above
as an example, |aE1 c|=15+5 = 20, |cE1 a| = 0,
so |aE1 c|=(20− 0)/(20+ 0+ 1) ≈ 0.95. Let the
threshold φ = 0.9, then a casual relation is judged to
exist between a and c because |aE1 c|> φ.
Definition 5. (Casual Activity Graph)
Let AT be a set of activities from event log E, ϒ(AT )
denotes the set of casual activity graphs over AT . A
causal activity graph G ∈ ϒ(AT ) is a tuple G= (V,L)
where V ∈ AT is the set of vertices and L ∈ (V ×V )
is the set of edges. Each edge in G represents a casual
relation between two activities.
In our method we employ an existing graph
clustering technique (based on energy model) from
(Noack, 2007) for mining the casual activity graphs
following the rule that the activities in the same clus-
ter should be densely connected and the activities in
different clusters should be sparsely connected. The
main reason for us to select this graph clustering tech-
nique is that it is able to automatically generate a suit-
able number of clusters of vertices according to the
edge structure of a graph and also has a good perfor-
mance. The basic knowledge related to graph cluster-
ing technique is well introduced in (Schaeffer, 2007).
3.2 A Three-step Algorithm
In this section a process model abstraction algorithm
that consists of three main stages is put forward. This
algorithm applies the strategy mentioned in Section
2 which considers the quality of both the potential
high level model and sub-models generated. Let Π :
(SE,STH) −→ SG be a casual activity graph building
method, where SE is the set of event logs, STH is the
set of values of thresholds for judging casual relations
among activities and SG is the set of casual activity
graphs, Γ : SG −→ SC be the graph clustering algo-
rithm from (Noack, 2007), where SC is the set of all
sets of activity clusters. The details of our method is
described in Algorithm 1.
Algorithm 1: Abstracting the raw models mined (AM).
Input: an event log E, the threshold φ for judging
the causal relations among activities, the
threshold α for judging if a high level activity
generated should be removed or not, the
threshold β for searching for merging modes,
a sub-model complexity threshold τ and a
sub-model accuracy threshold χ, a trace
number threshold κ, cluster number n.
Let G be a casual activity graph.
Let Cac be a set of activity clusters.
1: G← Null
2: Cac← Null
3: G=Π(E,φ) # build the casual activity graph
4: Cac = Γ(G) # mine the activity clusters
5: Stage 1: Find multi-cluster activities and
extract sub-logs.
input: E, Cac.
output: a new set of activity clusters MC−Cac, a
set of sub-logs SSE.
6: Stage 2: Generate high level activities and high
level model.
input: SSE, E, α, β.
output: a high level model HL−M, a set of high
level activities H−SA, a set of sub-logs
H−SSE.
7: Stage 3: Deal with complex and inaccurate
sub-models from H−SSE.
input: H−SSE, τ, χ, κ, n.
output: a set of sub-models SSM.
Output: a high level model HL−M, a set of
sub-models SSM.
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3.2.1 Find Multi-cluster Activities and Extract
Sub-logs
In this subsection we make the assumption that a set
of activity clusters Cac = {c1, c2, . . . , cm} for event
log E has been acquired by Algorithm 1. Sometimes,
an activity a ∈ ck ∈Cac may also have a lot of casual
relations with the activities from other clusters. For
instance, in the casual activity graph G from Figure
1, the activity a that pertains to cluster C is also con-
nected to many activities in cluster A. In the graph
clustering research area most of the classical methods
developed presume that a vertice of a graph only be-
longs to one specific cluster. The graph clustering al-
gorithm utilised in our approach also has the same as-
sumption. However, it is a normal situation that some
activities in a casual activity graph should pertain to
more than one clusters according to the edge struc-
ture of the graph. Based on this fact, we develop a
new concept named Multi-cluster Activity which is
defined as:
Definition 6. (Multi-cluster Activity)
Let Φ : SG −→ SV be a graph density calculation
schema, where SG is the set of casual activity graphs
and SV is the set of values of graph density. Given a
set of activity clustersCac= {c1, c2, . . . , cn}, an activ-
ity a ∈ ck ∈Cac is a multi-cluster activity if ∃cm ∈Cac
such thatΦ(G′m)≥Φ(Gm), where Gm= (Vm,Lm) rep-
resents the casual activity graph built by using the ac-





is a new graph generated by adding the activity a in
Gm.
Given a graph G = (V,L), Φ(G) = |L|/(|V | ×
(|V |−1)), where |L| and |V | stand for the total num-
ber of edges and the total number of vertices in graph
G respectively. The main reason to use graph den-
sity for judging a multi-cluster activity is that densely
connected activities are more likely to cause com-
plex process behaviors that can’t be expressed by the
utilised workflow discovery algorithms (our approach
leave these potential complex behaviors to trace clus-
tering techniques). Our method detects all of the
multi-cluster activities inCac and then distributes each
of them to the eligible activity clusters inCac so that a
new set of activity clusters MC−Cac can be generated.
For example, let C
′
ac = {c1,c2,c3} be a set of activ-
ity clusters mined from event log E
′
, c1 = {a,b,c},
c2 = {d,e} and c3 = { f ,g,h}, pretend that Φ(Gc2) =
0.5, Φ(Gc3) = 0.8, Φ(G
+
c2) = 0.63 and Φ(G
+
c3) = 0.7,
where Gc2 is the casual graph for cluster c2, Gc3 for
cluster c3, G+c2 is the casual graph generated by adding
the activity a∈ c1 in Gc2 and G+c3 generated by adding
the activity a in Gc3 . According to Definition 6, a is a
multi-cluster activity because Φ(G+c2) > Φ(Gc2). Af-
terwards, a new activity cluster c
′
2 = {a,d,e} is gener-
ated by adding a in c2. Activity a should not be added
in c3 because Φ(G+c3)<Φ(Gc3). Let’s presume that a
is the only multi-cluster activity found, then the new




An intuitive proof about the benefit for locating
the multi-cluster activities is shown in the example in
Figure 1. We assume that the activity a in cluster C is
a multi-cluster activity corresponding to cluster A. By
adding a to cluster A the original casual graph G can
be transformed into G
′
as shown in Figure 2. In G
′
,
the interrelations between cluster A and C are further
decomposed which helps improve the quality of the
potential high level model.
Whereafter, the stage 1 of Algorithm 1 creates
a sub-log for each activity cluster in MC−Cac =
{mc1, mc2, . . . , mcn}. For example, for the activ-
ity cluster mck ∈ MC−Cac a new log Emck is built
which contains all of the sub-traces extracted from
the original event log E where each sub-trace only
includes the activities from mck. For instance, let
MC−C′ac = {{a,b,v,c,d},{u,v,x,z}} be a set of ac-
tivity clusters generated by stage 1 of Algorithm 1




tend that v is a multi-cluster activity). For the activity
cluster {a,b,v,c,d} ∈ MC−C′ac a new sub-log SE
′
1 =
{< a,b,c,d,v >80,< a,c,d >150,< a,b,v,c,d >200}
can be created by extracting all the sub-traces in
E
′
where these sub-traces only contain the activities
from {a,b,v,c,d}. Similarly, the sub-log SE ′2 = {<
v,x,z>80,<u,v,x,z>150,<u,v,z>200} can be gener-




















Figure 2: Further decompose the interrelations between
cluster A and cluster C.
3.2.2 Generate High Level Activities and High
Level Process Model
We presume that the set of sub-logs SSE =
{Emc1 , Emc2 , . . . , Emcn} has been output by the stage
1 of Algorithm 1. Let Ψ : SE −→ SS−SE be a method
which splits an event log into several sub-logs where
each sub-log contains the traces with the same start
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activity and end activity, SE represents the set of event
logs and SS−SE represents the set of all set of sub-
logs. Take the simple event log E
′
= {< a,b,c>15
,< a,d,c>15,< a, f >3,< a,e,d>5} as an example,






1 = {< a,b,c>15,<
a,d,c>15}, E ′2 = {<a, f >3} and E
′
3 = {<a,e,d>5}. The high level activity generation method for the
stage 2 of Algorithm 1 is depicted in Algorithm 2.
Algorithm 2: Generate high level activities (GHLA).
Input: the set of sub-logs SSE, the original log E,
a threshold α, a threshold β.
Let Λ be a trace merging technique which is
described in Algorithm 3.
Let H−SSE be a set of sub-logs where each
sub-log HEq ∈ H−SSE is relevant to one
potential high level activity.
Let H−SA be a set of high level activities.





4: for each log Emck ∈ SSE do
5: M−SSE←M−SSE ∪Λ(Emck ,SSE,E,β)
# generate log with merged traces.
6: end for
7: for each log MEp ∈M−SSE do
8: H−SSE← H−SSE ∪Ψ(MEp)
9: end for
10: for each log HEq ∈ H−SSE do
11: H−SA← H−SA∪HL−Activity(q)
# create a high level activity called
# HL−Activity(q) and put it in H−SA.
12: end for
13: for each HL−Activity(p) ∈ H−SA do
14: if |HL−Activity(p)|< α then
15: remove HL−Activity(p) from H−SA
16: remove HEp from H−SSE
# |HL−Activity(p)| represents the
# frequency of occurrence for the
# high level activity HL−Activity(p).
17: end if
18: end for
Output: the set of high level activities H−SA, the set
of sub-logs H−SSE.
To explain Algorithm 2 explicitly, an example
is employed here (for the rest part of this sub-
section). Let MC−C′ac = {{a,b,c,d},{u,v,x,z}}
be a set of activity clusters generated by stage
1 of Algorithm 1 executed on an event log
E
′
= {< a,b,d,u,x,z >100,< a,b,c,d,v,x,z >80
,< a,c,d,u,v,x,z >150,< a,b,v,c,d,u,x,z >8},
SSE
′
= {E ′mc1 ,E
′
mc2} be a set of sub-logs generated
by stage 1 of Algorithm 1 with inputs MC−C′ac
and E
′
, where sub-log E
′
mc1 = {< a,b,d >100,<
a,b,c,d >80,< a,c,d >150,< a,b >8,< c,d >8},
sub-log E
′
mc2 = {< u,x,z >108,< v,x,z >80,<
u,v,x,z>150,< v>8}. A set of sub-logs H−SSE ′ =
{{< a,b,d >100,< a,b,c,d >80,< a,c,d >150}0,{<
a,b>8}1,{< c,d>8}2,{<u,x,z>108,<u,v,x,z>150
}3,{< v,x,z >80}4,{< v >8}5} can be generated
if SSE
′
is directly dealt with by the steps 7−9 of
Algorithm 2 (replace the set M−SSE in step 7 by
using SSE
′
). Afterwards, according to the steps
10−12 of Algorithm 2 a set of high level activities
H−SA′ = {HL−Activity(0)330, HL−Activity(1)8, HL−
Activity(2)8, HL − Activity(3)258, HL −
Activity(4)80, HL − Activity(5)8} is generated
where each high level activity is related to a specific
sub-log in H−SSE ′ . In our method a high level activity
will replace all the sub-traces that exist in its relevant
sub-log in H−SSE ′ in the original event log E ′ . For
instance, the high level activity HL−Activity(0)
will replace all the sub-traces from the sub-log
{< a,b,d >100,< a,b,c,d >80,< a,c,d >150}0
in E
′
. Finally, a high level event log
E
′
h = {< HL− Activity(0),HL− Activity(3) >100
,< HL − Activity(0),HL − Activity(4) >80,<
HL − Activity(0),HL − Activity(3) >150,< HL −
Activity(1),HL−Activity(5),HL−Activity(2),HL−
Activity(3)>8} is acquired. The steps 13−18 of
Algorithm 2 remove all the infrequent high level
activities generated and their relevant sub-logs in
H−SSE ′ either. Removing infrequent activities which
is in accordance with the main idea of most advanced
process model mining techniques can make the
potential model mined concentrate on exhibiting the
most frequent process behaviors. In our example,
given a threshold α = 20, the high level activity
HL−Activity(1), HL−Activity(2) and HL−Activity(5)
are removed from H−SA′ and E ′h because the value
of their frequency is eight which is smaller than
α. At the same time, the sub-logs {< a,b >8},
{<c,d>8} and {<v>8} are removed from H−SSE ′ .
Afterwards, a high level model can be built by mining
the generated high level event log E
′
h with an existing
process model discovery algorithm (this is the way
for our method to generate a high level model). Each
sub-log in H−SSE ′ will be used to build a sub-model
for indicating the details of its relevant high level
activity.
Such a design for generating the high level activ-
ities will help maintain the precision (van der Aalst,
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2011) (precision quantifies the ratio of the behaviors
that can be generated by the mined models which are
also recorded in the event logs) of the potential high
level model together with the sub-models generated
compared with the precision of the model mined by
using the original log E
′
(the interested reader can
think about it more deeply). Furthermore, our method
might generate a huge amount of high level activi-
ties while encountering the event logs that have ca-
sual graphs with uniform structures. So we make the
assumption that the casual graphs of the event logs
processed by our method have structures with natural
clusters.
Three infrequent high level activities ( HL−
Activity(1), HL−Activity(2) and HL−Activity(5)) are
generated in the example mentioned above. This is
because activity v happens between activity b and c
in some traces in E
′
infrequently and v belongs to a
different activity cluster from b and c. As a result,
three kinds of infrequent sub-trace <a,b> , <v> and
<c,d> in H−SSE ′are generated by our method. The
Algorithm 2 will remove all infrequent high level ac-
tivities and also the sub-logs related to these activities.
A lot more activities like activity v might lead to the
situation that a huge amount of process behaviors in
the original event logs will get lost because of being
distributed into many infrequent sub-logs in H−SSE
which then will be removed. In this paper we propose
a trace merging approach (called Λ which appears in
the step 5 of Algorithm 2 and helps preserve the pro-
cess behaviors recorded in the original logs as many
as possible) for fixing this problem by employing the
following definitions:
Definition 7. (merging mode)
Let SSE = {Emc1 , Emc2 , . . . , Emcn} be a set of sub-logs
output by stage 1 of Algorithm 1 executed on an event
log E. Let st1 and st2 be two sub-traces from Emck ∈
SSE, sa1 be the starting activity of st1 and ea2 be the
ending activity of st2. The pair (st1,st2) is called a
merging mode for Emck if (1) |st1| < β× |Emck | and|st2|< β×|Emck | where |st1| represents the total num-
ber of traces in Emck which have the same event se-
quence as st1, |st2| represents the total number of
traces which have the same event sequence as st2 and
|Emck | represents the total number of traces in Emck ,
(2) st1 and st2 appear in the same trace from E in the
way <st1, . . . , st2>, (3) the number of traces in Emck
which have sa1 as starting activity and ea2 as end-
ing activity at the same time is larger than or equal to
β×|Emck |.
Definition 8. (minimum merging mode)
Let (st1,st2) be a merging mode for a sub-log Emck ∈
SSE, sa1 be the starting activity of st1 and ea2 be
the ending activity of st2, < st1, . . . , st2 > be a sub-
trace from the original log E. The merging mode
(st1,st2) is called a minimum merging mode if there
exists no other merging modes in the sub-trace <
st1, . . . |st2> or in the sub-trace <st1 | . . . , st2>, where
<st1, . . . |st2> represents a sub-trace generated by re-
moving st2 from < st1, . . . , st2 > and < st1 | . . . , st2 >
by removing st1 from <st1, . . . , st2>.
For the example mentioned above, given a thresh-
old β = 0.05, the pair (<a,b>,< c,d>) from E ′mc1
is a merging mode (there are eight of such merging
modes) because there are 330 traces in E
′
mc1 that have
activity a as starting activity and activity d as ending
activity which is larger than β×|E ′mc1 |= 17.3. In the
meantime, |<a,b> |= 8< 17.3 and |<c,b> |= 8<
17.3. Furthermore, the way for the sub-traces <a,b>
and <c,d> to appear in the trace <a,b,v,c,d,u,x,z>
from E
′
also satisfies the condition proposed in Defi-
nition 7. The merging mode (<a,b>,<c,d>) is also
a minimum merging mode according to Definition 8.
Algorithm 3: Merging Traces (Λ).
Input: the set of sub-logs SSE, a sub-log Emck ∈ SSE,
a threshold β.
Let SMD be a set of merging modes.
1: SMD← Null
2: for each sub-trace stp ∈ Emck do
3: if stp doesn’t pertain to any merging mode in
SMD then
4: if there exists another sub-trace stq ∈ Emck
and (stp,stq) is a merging mode then
5: put (stp,stq) in SMD
6: put the related sub-trace < stp, . . . , stq >
from E in Emck
7: remove stp and stq from Emck
8: remove the sub-traces that appear be-
tween stp and stq in < stp, . . . , stq> from






Output: the sub-log Emck with merged traces.
With the two definitions created above, the de-
tails of the trace merging technique Λ is described in
Algorithm 3. Here we still use the last example to
explain how Λ works. As is shown that three infre-
quent high level activities are generated by running
the Algorithm 2 directly starting from step 7 in our
example. One intuitive method to solve this prob-
lem is to find all minimum merging modes in SSE
′
and then merge the sub-traces in the same merging
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mode (reflected by the steps 2−13 of Algorithm 3
and the steps 4−9 of Algorithm 2). For example,
eight merging modes (< a,b>,< c,d >)8 for E
′
mc1
can be constituted (given a threshold β = 0.05) and
each pair of the sub-traces should be merged into a
single sub-trace <a,b,v,c,d> (eight of such merged
sub-traces can be generated). Then, a new set of sub-
logs M−SSE ′ = {ME ′1,ME
′




a,b,v,c,d>8} and ME ′2 = {<u,x,z>108,<v,x,z>80
,< u,v,x,z>150} (ME ′2 doesn’t contain the kind of
sub-trace < v> any more because all of them are
merged into the kind of sub-trace < a,b,v,c,d > in
ME
′
1). Afterwards, by using the steps 7−18 of Al-
gorithm 2 to deal with the M−SSE ′ a new set of
sub-logs H−SSE ′ = {{< a,b,d >100,< a,b,c,d >80
,< a,c,d >150,< a,b,v,c,d >8}0,{< u,x,z >108,<
u,v,x,z>150}1,{<v,x,z>80}2} and a new set of high
level activities H−SA′ = {HL−Activity(0)338,HL−
Activity(1)258,HL−Activity(2)80} can be generated.
Now no infrequent high level activities exist in H−SA′
any longer.
3.2.3 Deal With Complex and Inaccurate
Sub-models
In this subsection we presume that a set of sub-logs
H−SSE has been output by the stage 2 of Algorithm
1. For each sub-log in H−SSE a sub-model is mined
with existing workflow discovery technique to depict
the details of the sub-log’s relevant high level activ-
ity. In our approach, the business process recorded in
an event log is expressed by the generated high level
model and the sub-models together. However, the
strategy (mentioned in Section 2) used in our method
try to decrease the number of behaviors in the poten-
tial high level model by hiding most of the original
process behaviors inside the high level activities gen-
erated. As a result, the sub-models for the high level
activities might still be complex and inaccurate. Trace
clustering technique is utilised for solving this prob-
lem.
Let Ω : S−E → S−M be a workflow discovery al-
gorithm, where S−M is the set of process models and
S−E is the set of event logs, Θaccuracy : (S−E,S−
M) → SVaccuracy be a process model accuracy eval-
uation method, where SVaccuracy is the set of accu-
racy values of the mined process models, Θcomplexity :
S−M → SVcomplexity be a process model complexity
evaluation method, where SVcomplexity is the set of
complexity values of the mined process models. Let
Tclustering : (S−E,SVcnumber)→ SS−E be a trace cluster-
ing algorithm, SS−E is the set of all sets of sub-logs
and SVcnumber is the set of numbers of the clusters gen-
erated. The main procedure for dealing with the low-
quality sub-models mined is depicted in Algorithm 4.
Algorithm 4: Deal with low-quality sub-models.
Input: the set of sub-logs H−SSE, a sub-model
complexity threshold τ and a sub-model
accuracy threshold χ, a trace number
threshold κ, cluster number n.
Let SSM, SSMc be two sets of sub-models.
Let S−Ec be a set of sub-logs.
Let m1, m2 be two variants of float type.
Let m3 be a variant of int type.
1: SSM← Null, SSMc← Null
2: S−Ec← Null
3: m1← 0, m2← 0
4: m3← 0
5: for each sub-log SE ∈ H−SSE do
6: if Θaccuracy(Ω(SE),SE)< χ ||
Θcomplexity(Ω(SE),SE)> τ &&
|SE| ≥ κ then
7: S−Ec = Tclustering(SE,n)
8: for each sub-log SEc ∈ S−Ec do
9: SSMc← SSMc∪Ω(SEc)
10: m1← m1+Θaccuracy(Ω(SEc),SEc)|SEc|
11: m3← m3+ |SEc|
12: end for
13: m2← m1/m3 # calculate weighted average
# accuracy
14: if m2 ≥Θaccuracy(Ω(SE),SE) then











Output: the set of sub-models SSM.
According to Algorithm 4, a sub-log SE from
H−SSE that leads to a low-quality sub-model M (the
quality is judged by using the sub-model accuracy and
complexity thresholds χ and τ in the step 6 of Algo-
rithm 4) will be divided into n sub-sub-logs by us-
ing the trace clustering technique if the number of the
traces inside SE is larger than or equal to a threshold
κ. Afterwards, for each sub-sub-log a sub-sub-model
is built (in the step 9 of Algorithm 4). If the weighted
average accuracy of the sub-sub-models generated is
larger than or equal to the accuracy of the original
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sub-model then these sub-sub-models are added to the
set of sub-models SSM which will be finally output
by Algorithm 4 (Algorithm 4 will not use the sub-
sub-models if their weighed average accuracy is lower
than the accuracy of their related original sub-model).
If a sub-log SE
′





in SSM (step 23 of Algo-
rithm 4).
The authors in (Weerdt et al., 2013) develop a met-
ric called Place/Transition Connection Degree (PT-
CD) for quantifying the complexity of a Petri net









In Equation 2, |a| represents the total number of
arcs in the process model, |P| is the number of places
and |T | is the number of transitions. The greater the
PT-CD is, the more complicated the model will be.
In this paper, we utilise the Heuristics Miner
(HM) (Weijters et al., 2006) for generating the process
models. The ICS fitness developed in (de Medeiros,
2006) is utilised for evaluating the accuracy of the
mined heuristic net. Then, the Heuristic Net to Petri
Net plugin in ProM 62 is used for transforming the
heuristic net mined into a Petri net. Afterwards, the
PT-CD is employed for evaluating the complexity of
the Petri net obtained. The trace clustering technique
GED from (Bose and van der Aalst, 2009) is utilised
for dividing the sub-logs in H−SSE into sub-sub-logs
(step 7 of Algorithm 4).
4 CASE STUDY
We tested the effectiveness of our approach on three
event logs: the repair log (Repair) from (van der
Aalst, 2011), the hospital log (Hospital) from BPIC
2011 (in our experiment an artificial start activity and
end activity are added in the traces from the hos-
pital log) and the log of the loan and overdraft ap-
provals process (Loan) from BPIC 2012. The basic
information about the three logs is shown in Table
1. The quality information of the models mined from
the three logs by using HM is listed in Table 2. Ex-
cept for Place/Transition Connection Degree (PT-CD)
mentioned in the last section, another process model
complexity metric is also used for evaluating the com-
plexity of the mined models in our experiment which
is Extended Cardoso Metric (E-Cardoso) (Lassen and
van der Aalst, 2009).
Firstly, six classical trace clustering techniques
are executed on the three logs which are 3-gram
2http://www.promtools.org.
Table 1: Basic information of the evaluated logs.
Log Traces Events Event types
Repair 1000 10827 12
Loan 13087 262200 36
Hospital 1143 150291 624
Table 2: Evaluation results for the models mined by using
the log Repair, Loan and Hospital.
Log ICS E−Cardoso PT −CD
Repair 0.6768 31 2.3656
Loan 0.7878 148 3.1478
Hospital 0.6058 2108 2.703
(Song et al., 2009), MR and MRA (Bose and van der
Aalst, 2010), ATC (Weerdt et al., 2013), GED (Bose
and van der Aalst, 2009) and sequence clustering
(SC) (Ferreira et al., 2007). For each trace cluster-
ing approach six sub-logs are generated for every of
the three logs utilised. The assessment results on
these techniques are shown in Table 3. The metric
Wt − ICS stands for the weighted average ICS fit-
ness based on the number of traces and We − ICS
represents the weighted average ICS fitness based
on the number of events. For example, let S−E =
{E1,E2,E3,E4,E5,E6} be a set of sub-logs output by
a trace clustering technique carried out on event log
E. For a sub-log Ek ∈ S−E, |Ek|t represents the total
number of traces in Ek, |Ek|e represents the total num-
ber of events in Ek and ICSEk represents the value of
ICS fitness for the sub-model mined from sub-log Ek.
Then, theWt− ICS for the sub-logs in S−E is equal to
(∑6k=1 |Ek|t × ICSEk)/∑6k=1 |Ek|t and the We− ICS is
equal to (∑6k=1 |Ek|e× ICSEk)/∑6k=1 |Ek|e. According
to the evaluation results shown in Table 3, most trace
clustering techniques perform well on the log Repair
which contains the least trace behaviors among the
three logs. Nevertheless, for the logs Loan and Hos-
pital which have more trace behaviors most trace clus-
tering techniques employed could not bring a signifi-
cant improvement on the accuracy of the mined mod-
els (especially for the log Hospital).
Whereafter, the approach proposed in this paper
is evaluated by using the three logs mentioned above.
The threshold φ for judging the casual relations is set
to zero (such a setting will help find more complete
activity clusters), the threshold α for judging whether
a high level activity generated should be removed or
not is set to 20, the threshold β for searching for the
merging modes is set to 0.05, the sub-model complex-
ity threshold τ (for PT-CD) is set to 2.5, the sub-model
accuracy threshold χ (for ICS fitness) is set to 0.8, the
trace number threshold κ is set to 100 and the number
of clusters for the trace clustering technique GED is
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Table 3: Evaluation results for the six classical trace cluster-
ing techniques executed on the log Repair, Loan and Hospi-
tal.
Log Method Wt − ICS We− ICS


















set to 6. The quality information of the sub-models
generated is shown in Table 4, the quality informa-
tion of the three high level models (for the log Repair,
Loan and Hospital) output by our technique is shown
in Table 5 and the basic information of the three high
level logs created by our technique is shown in Table
6.
According to Table 6, the generated high level
logs H-Repair and H-Hospital contains fewer activi-
ties than their related raw event logs Repair and Hos-
pital. The main reason is that the activities in the orig-
inal repair log and hospital log can form high qual-
ity activity clusters (more activity relations inside the
cluster and fewer among the clusters). In the exper-
iment about 1% events from log Hospital and 0.5%
events from log Loan are removed together with the
infrequent high level activities generated and for the
log Repair no events are removed (very few events are
removed because of the effects of the trace merging
technique proposed in Section 3).
According to Table 5, all of the three high level
models generated have high accuracy which benefits
from the abstraction strategy put forward in Section
2. For the high level activities in the three built high
level models, the average accuracy of their relevant
sub-models is also generally good.
5 RELATED WORK
Trace clustering technique is one of the most effective
approaches for dealing with the negative impacts from
high variety of behaviors recorded in event logs. Sev-
eral classical trace clustering approaches have been
proposed in the literature. In (Song et al., 2009) the
authors put forward an approach which is able to ab-
stract the features of the traces from event logs into
five profiles that includes activity profile, transition
profile, case attributes profile, event attributes profile
and performance profile. Afterwards, these profiles
are converted into an aggregate vector so that the dis-
tance between any two traces can be measured. The
main advantage of this technique is that it considers
a complete range of metrics for clustering traces. In
(Bose and van der Aalst, 2010) and (Bose and van der
Aalst, 2009) the context-aware trace clustering tech-
niques are proposed which try to improve the output
results of trace clustering by employing the context
knowledge that can be acquired from event logs. In
(Bose and van der Aalst, 2010) the authors point out
that the feature sets based on sub-sequences of traces
are context-aware and can express some process func-
tions. The traces that have many common conserved
features should be put in the same cluster. The authors
in (Bose and van der Aalst, 2009) develop an edit
distance-based trace clustering algorithm. The con-
text knowledge mined from event logs are integrated
in the calculation procedure for the cost of edit opera-
tions. The Markov trace clustering method is put for-
ward in (Ferreira et al., 2007). This method calculates
a potential first-order Markov model for each cluster
based on an expectation-maximization algorithm. A
trace is sent to a cluster which has a Markov model
that can generate this trace with a high probability. In
(Weerdt et al., 2013) a novel technique named active
trace clustering is presented. This technique tries to
optimise the fitness of each cluster’s underlying pro-
cess model during the run time without employing the
vector space model for the clustering process. It sim-
ply distributes the traces to the suitable clusters by
considering the optimization of the combined accu-
racy of the potential models for these clusters. Most
trace clustering techniques perform well for dealing
with the event logs with a moderate amount of trace
behaviors. However, such techniques can not assure
a good result while being executed on the logs with
massive behaviors (as is shown in the case study in
Section 4).
Process model abstraction approach is also effec-
tive for dealing with the ”spaghetti-like” business pro-
cess models mined. In (Bose and van der Aalst, 2009)
the authors develop a two-step approach for mining
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Table 4: The weighted average quality of the sub-models generated by our method.
Log Wt − ICS We− ICS Wt −E−Cardoso We−E−Cardoso Wt −PT−CD We−PT−CD
Repair 0.9738 0.9687 11.57 12.46 2.0688 2.0929
Loan 0.9514 0.9297 21.934 26.4995 2.1729 2.2238
Hospital 0.8891 0.902 467.84 465.2 3.1257 3.0956
Table 5: The quality information of the high level models
generated for each log by our technique.
Log ICS E−Cardoso PT−CD
Repair 0.978 33 2.483
Loan 0.9671 137 3.378
Hospital 0.95 192 2.4328
Table 6: Basic information of the generated high level logs.
H-Log Traces Events Event types
H-Repair 1000 2700 10
H-Loan 13087 40783 44
H-Hospital 1143 37740 65
hierarchical business process models. This approach
searches for the sub-traces that repeatedly happen in
event logs. Two kinds of such sub-traces are defined
which are tandem arrays and maximal repeats. This
approach firstly searches for all the tandem arrays and
the maximal repeats in the event logs and then replace
them in the original event logs by using high level ac-
tivities (each high level activity is an abstraction of a
tandem array or a maximal repeat found) so that the
high level event logs can be generated. Finally, the
high level models (more accurate and simpler) could
be mined by using existing workflow discovery algo-
rithms executed on the high level logs. The authors
in (Baier and Mendling, 2013) indicate that the low
level events recorded in the event logs may be too
granular and should be mapped to the high level ac-
tivities predefined in the enterprise process specifica-
tions. Hence, they put forward a mapping method that
combines the domain knowledge captured from these
specifications. With the high level activities generated
the better models on the higher abstraction level can
be built. The authors in (Conforti et al., 2014) present
an automated technique for mining the BPMN mod-
els with subprocesses. This technique analyses the
dependencies among the data attributes attached to
events. The events that are judged to have high depen-
dencies will be put in the same subprocesses. Most
of the classical process model abstraction approaches
presented focus mainly on searching for the subpro-
cesses and can not assure the quality of the built high
level models. It is possible that the high level activi-
ties in the underlying abstracted models may still have
a large amount of relations among each other.
6 CONCLUSION
In this paper we proposed a new method which com-
bines the characters of the classical model abstrac-
tion techniques and the trace clustering techniques
for solving the problem of inaccurate and complex
process models mined. This method is able to opti-
mise the quality of the underlying high level models
through an efficient abstraction strategy and also con-
siders the quality of the sub-models generated through
trace clustering techniques. Finally, the details of the
business processes recorded in the event logs are re-
vealed by the high level models built together with the
generated sub-models where each sub-model shows
the details of its relevant high level activity. Though
the results of the case study we demonstrated the ef-
fectiveness of our technique.
Our future work will mainly be focused on devel-
oping new trace clustering techniques with higher per-
formance to help deal with the complex and inaccu-
rate sub-models generated for the high level activities.
We will also validate our method on some other real-
life cases.
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Abstract: A critical task in data cleaning and integration is the identification of duplicate records representing the same
real-world entity. A popular approach to duplicate identification employs similarity join to find pairs of similar
records followed by a clustering algorithm to group together records that refer to the same entity. However,
the clustering algorithm is strictly used as a post-processing step, which slows down the overall performance
and only produces results at the end of the whole process. In this paper, we propose SjClust, a framework to
integrate similarity join and clustering into a single operation. Our approach allows to smoothly accommo-
dating a variety of cluster representation and merging strategies into set similarity join algorithms, while fully
leveraging state-of-the-art optimization techniques.
1 INTRODUCTION
The presence of multiple records representing the
same real-world entity plagues practically every large
database. Such records are often referred to as fuzzy
duplicates (duplicates, for short), because they might
not be exact copies of one another. Duplicates arise
due to a variety of reasons, such as typographical er-
rors and misspellings during data entry, different nam-
ing conventions, and as a result of the integration of
data sources storing overlapping information.
Duplicates degrade the quality of the data deliv-
ered to application programs, thereby leading to a
myriad of problems. Some examples are mislead-
ing data mining models owing to erroneously inflated
statistics, inability of correlating information related
to a same entity, and unnecessarily repeated opera-
tions, e.g., mailing, billing, and leasing of equipment.
Duplicate identification is thus of crucial importance
in data cleaning and integration.
Duplicate identification is computationally very
expensive and, therefore, typically done offline. How-
ever, there exist important application scenarios that
demand (near) real-time identification of duplicates.
Prominent examples are data exploration (Idreos
et al., 2015), where new knowledge has to be effi-
ciently extracted from databases without a clear def-
inition of the information need, and virtual data inte-
gration (Doan et al., 2012), where the integrated data
is not materialized and duplicates in the query result
assembled from multiple data sources have to be iden-
tified — and eliminated — on-the-fly. Such scenarios
have fueled the desire to integrate duplicate identifi-
cation with processing of complex queries (Altwaijry
et al., 2015) or even as a general-purpose physical op-
erator within a DBMS (Chaudhuri et al., 2006).
An approach to realize the above endeavor is to
employ similarity join in concert with a clustering al-
gorithm (Hassanzadeh et al., 2009). Specifically, sim-
ilarity join is used to find all pairs of records whose
similarity is not less than a specified threshold; the
similarity between two records is determined by a
similarity function. In a post-processing step, the
clustering algorithm groups together records using the
similarity join results as input.
For data of string type, set similarity join is an ap-
pealing choice for composing a duplicate identifica-
tion operator. Set similarity join views its operands as
sets — strings can be easily mapped to sets. The cor-
responding similarity function assesses the similarity
between two sets in terms of their overlap and a rich
variety of similarity notions can be expressed in this
way (Chaudhuri et al., 2006). Furthermore, a num-
ber of optimization techniques have been proposed
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over the years (Sarawagi and Kirpal, 2004; Chaud-
huri et al., 2006; Bayardo et al., 2007; Xiao et al.,
2008; Ribeiro and Ha¨rder, 2011) yielding highly effi-
cient and scalable algorithms.
The strategy of using a clustering algorithm
strictly for post-processing the results of set similar-
ity join has two serious drawbacks, however. First,
given a group of n, sufficiently similar, duplicates, the





to return the same number of set pairs. While this
is the expected behavior considering a similarity join
in isolation, it also means that repeated computations
are being performed over identical subsets. Even
worse, we may have to perform much more additional
similarity calculations between non-duplicates: low
threshold values are typically required for clustering
algorithms to produce accurate results (Hassanzadeh
et al., 2009). Unfortunately, existing filtering tech-
niques are not effective at low threshold values and,
thus, there is an explosion of the number of the com-
parison at such values. Second, the clustering is a
blocking operator in our context, i.e., it has to con-
sume all the similarity join output before producing
any cluster of duplicates as result element. This fact is
particularly undesirable when duplicate identification
is part of more complex data processing logic, possi-
bly even with human interaction, because it prevents
pipelined execution.
In this paper, we present SJClust, a framework
to integrate set similarity join and clustering into a
single operation, which addresses the above issues.
The main idea behind our framework is to repre-
sent groups of similar sets by a cluster representative,
which is incrementally updated during the set simi-
larity join processing. Besides effectively reducing
the number similarity calculations needed to produce
a cluster of n sets to O(n), we are able to fully lever-
age state-of-the-art optimization techniques at high
threshold values, while still performing well at low
threshold values where such techniques are less ef-
fective. Moreover, we exploit set size information to
identify when no new set can be added to a cluster;
therefore, we can then immediately output this clus-
ter and, thus, avoid the blocking behavior. On the
other hand, improving performance of clustering al-
gorithms is critical for next-generation big data man-
agement and analytics applications (e.g., (Cuzzocrea
et al., 2013b; Cuzzocrea, 2013; Cuzzocrea et al.,
2013a)).
Furthermore, there exists a plethora of clustering
algorithms suitable for duplicate identification and no
single algorithm is overall the best across all scenar-
ios (Hassanzadeh et al., 2009). Thus, versatility in
supporting a variety of clustering methods is essen-
tial. Our framework smoothly accommodates various
cluster representation and merging strategies, thereby
yielding different clustering methods for each combi-
nation thereof.
2 BASIC CONCEPTS AND
DEFINITIONS
In this section, we present important concepts and
definitions related to set similarity joins before
present important optmization techniques.
We map strings to sets of tokens using the popular
concept of q-grams, i.e., sub-strings of length q ob-
tained by “sliding” a window over the characters of
an input string v. We (conceptually) extend v by pre-
fixing and suffixing it with q−1 occurrences of a spe-
cial character “$” not appearing in any string. Thus,
all characters of v participate in exact q q-grams. For
example, the string “token” can be mapped to the set
of 2-gram tokens {$t, to, ok, ke, en, n$}. As the re-
sult can be a multi-set, we simply append the symbol
of a sequential ordinal number to each occurrence of
a token to convert multi-sets into sets, e.g, the multi-
set {a,b,b} is converted to {a◦1, b◦1, b◦2}. In the
following, we assume that all strings in the database
have already been mapped to sets.
We associate a weight with each token to obtain
weighted sets. A widely adopted weighting scheme
is the Inverse Document Frequency (IDF), which as-
sociates a weight idf (tk) to a token tk as follows:
idf (tk)=ln(1+N/df (tk)), where df (tk) is the doc-
ument frequency, i.e., the number of strings a token
tk appears in a database of N strings. The intuition
behind using IDF is that rare tokens are more dis-
criminative and thus more important for similarity as-
sessment. We obtain unweighted sets by associating
the value 1 to each token. The weight of a set r, de-
noted by w(r), is given by the weight summation of
its tokens, i.e., w(r) = ∑tk∈r w(tk); note that we have
w(r) = |r| for unweighted sets.
We consider the general class of set similarity
functions. Given two sets r and s, a set similarity
function sim(r,s) returns a value in [0,1] to represent
their similarity; larger value indicates that r and s have
higher similarity. Popular set similarity functions are
defined as follows.
Definition 1 (Set Similarity Functions). Let r and s
be two sets. We have:
• Jaccard similarity: J (r,s) = w(r∩s)w(r∪s) .
• Dice similarity: D(r,s) = 2·w(r∩s)w(r)+w(s) .
• Cosine similarity: C (r,s) = w(r∩s)√
w(r)·w(s)
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We now formally define the set similarity join op-
eration.
Definition 2 (Set Similarity Join). Given two set col-
lections R and S , a set similarity function sim, and
a threshold τ, the set similarity join between R and
S returns all scored set pairs 〈(r,s),τ′〉 s.t. (r,s) ∈
R ×S and sim(r,s) = τ′ ≥ τ.
In this paper, we focus on self-join, i.e., R = S ;
we discuss the extension for binary inputs in Section
4. For brevity, we use henceforth the term similarity
function (join) to mean set similarity function (join).
Further, we focus on the Jaccard similarity and the
IDF weighting scheme, i.e., unless stated otherwise,
sim(r,s) and w(tk) denotes J (r,s) and idf (tk), re-
spectively.
Example 1. Consider the sets r and s below
x = {A,B,C,D,E}
y = {A,B,D,E,F}
and the following token-IDF association table:
tk A B C D E F
idf (tk) 1.5 2.5 2 3.5 0.5 2
We have w(r) =w(s) = 10 and w(r∩ s) = 8; thus
sim(r,s) = 810+10−8 ≈ 0.66.
3 OPTIMIZATION TECHNIQUES
In this section, we describe a general set similar-
ity join algorithm, which provides the basis for our
framework.
Similarity functions can be equivalently repre-
sented in terms of an overlap bound (Chaudhuri et al.,
2006). Formally, the overlap bound between two sets
r and s, denoted by O(r,s), is a function that maps
a threshold τ and the set weights to a real value, s.t.
sim(r,s) ≥ τ iff w(r∩ s) ≥ O(r,s)1. The similarity
join can then be reduced to the problem of identify-
ing all pairs r and s whose overlap is not less than
O(r,s). For the Jaccard similarity, we have O(r,s) =
τ
1+τ · (w(r)+w(s)).
Further, similar sets have, in general, roughly sim-
ilar weights. We can derive bounds for immedi-
ate pruning of candidate pairs whose weights dif-
fer enough. Formally, the weight bounds of r, de-
noted by min(r) and max(r), are functions that map
τ and w(r) to a real value s.t. ∀s, if sim(r,s) ≥ τ,
then min(r) ≤ w(s) ≤ max(r) (Sarawagi and Kirpal,
2004). Thus, given a set r, we can safely ignore all
1For ease of notation, the parameter τ is omitted.
other sets whose weights do not fall within the in-
terval [min(r) ,max(r)]. For the Jaccard similarity,
we [min(r) ,max(r)] =
[
τ ·w(r) , w(r)τ
]
. We refer the
reader to (Schneider et al., 2015) for definitions of
overlap and weight bounds of several other similarity
functions, including Dice and Cosine.
We can prune a large share of the compari-
son space by exploiting the prefix filtering principle
(Sarawagi and Kirpal, 2004; Chaudhuri et al., 2006).
Prefixes allow selecting or discarding candidate pairs
by examining only a fraction of the original sets. We
first fix a global order O on the universe U from
which all tokens in the sets considered are drawn. A
set r′ ⊆ r is a prefix of r if r′ contains the first |r′| to-
kens of r. Further, prefβ (r) is the shortest prefix of r,
the weights of whose tokens add up to more than β.
The prefix filtering principle is defined as follows.
Definition 3 (Prefix Filtering Principle (Chaudhuri
et al., 2006)). Let r and s be two sets. If w(r∩ s)≥ α,
then prefβr (r)∩ prefβs (r) 6= ∅, where βr = w(r)−α
and βs = w(s)−α, respectively.
We can identify all candidate matches of a given
set r using the prefix prefβ (r), where β = w(r)−
min(r). We denote this prefix simply by pref (r). It
is possible to derive smaller prefixes for r, and thus
obtain more pruning power, when we have informa-
tion about the set weight of the candidate sets, i.e., if
w(s) ≥ w(r) (Bayardo et al., 2007) or w(s) > w(r)
(Ribeiro and Ha¨rder, 2011). Note that prefix overlap
is a condition necessary, but not sufficient to satisfy
the original overlap constraint: an additional verifica-
tion must be performed on the candidate pairs.
Further, the number of candidates can be signif-
icantly reduced by using the inverse document fre-
quency ordering, Oid f , as global token order to obtain
sets ordered by decreasing IDF weight 2. The idea is
to minimize the number of sets agreeing on prefix el-
ements and, in turn, candidate pairs by shifting lower
frequency tokens to the prefix positions.
Example 2. Consider the sets r and s in Example 1
and τ= 0.6. We have O(r,s) = 7.5; [min(r) ,max(r)]
and [min(s) ,max(s)] are both [6,16.7]. By ordering
r and s according to Oid f and the IDF weights in Ex-
ample 1, we obtain:
x = [D,B,C,A,E]
y = [D,B,F,A,E].
We have pref (r) = pref (s) = [D].
2A secondary ordering is used to break ties consistently
(e.g., the lexicographic ordering). Also, note that an equiv-
alent ordering is the document frequency ordering, which
can be used to obtain unweighted sets ordered by increas-
ing token frequency in the collection.
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4 THE SIMILARITY JOIN
ALGORITHM
In this section, we provide the details on the similarity
join algorithm.
Similarity join algorithms based on inverted lists
are effective in exploiting the previous optimizations
(Sarawagi and Kirpal, 2004; Bayardo et al., 2007;
Xiao et al., 2008; Ribeiro and Ha¨rder, 2011). Most
of such algorithms have a common high-level struc-
ture following a filter-and-refine approach.
Algorithm 1 formalizes the steps of a similarity
join algorith. The algorithm receives as input a set
collection sorted in increasing order of set weights,
where each set is sorted according to Oid f . An in-
verted list It stores all sets containing a token t in their
prefix. The input collection R is scanned and, for each
probe set r, its prefix tokens are used to find candidate
sets in the corresponding inverted lists (lines 4–10);
this is the candidate generation phase, where the map
M is used to associate candidates to its accumulated
overlap score os (line 3). Each candidate s is dynam-
ically removed from the inverted list if its weight is
less than min(r) (lines 6–7). Further filters, e.g., filter
based on overlap bound, are used to check whether s
can be a true match for r, and then the overlap score
is accumulated, or not, and s can be safely ignored in
the following processing (lines 8–10). In the verifica-
tion phase, r and its matching candidates are checked
against the similarity predicate and those pairs sat-
isfying the predicate are added to the result set. To
this end, the Verify procedure (not shown) employs
a merge-join-based algorithm exploiting token order
and the overlap bound to define break conditions (line
11). Finally, in the indexing phase, a pointer to set r
is appended to each inverted list It associated with its
prefix tokens (lines 12 and 13).
Algorithm 1 is actually a self-join. Its extension
to binary joins is trivial: we first index the smaller
collection and then go through the larger collection
to identify matching pairs. For simplicity, several fil-
tering strategies such positional filtering (Xiao et al.,
2008) and min-prefixes (Ribeiro and Ha¨rder, 2011),
as well as inverted list reduction techniques (Bayardo
et al., 2007; Ribeiro and Ha¨rder, 2011) were omit-
ted. Nevertheless, these optimizations are based on
bounds and prefixes and, therefore, our discussion in
the following remains valid.
5 THE SJClust FRAMEWORK
We now present SJClust, a general framework to in-
tegrate clustering methods into similarity joins algo-
Algorithm 1: Similarity join algorithm.
Input: A set collection R sorted in increasing order
of the set weight; each set is sorted according
to Oid f ; a threshold τ
Output: A set S containing all pairs (r,s) s.t.
Sim(r,s)≥ τ
1 I1, I2, . . . I|U|←∅,S←∅
2 foreach r ∈ R do
3 M← empty map from set id to overlap score (os)
4 foreach t ∈ pref (r) do // can. gen. phase
5 foreach s ∈ It do
6 if w(s)< min(r)
7 Remove s from It
8 if filter (r,s,M (s))
9 M (s) .os←−∞ // invalidate s
10 else M (s) .os = M (s) .os+w(t)
11 S← S∪Verify(r,M,τ) // verif. phase
12 foreach t ∈ pref (r) do // index. phase
13 It ← It ∪{r}
14 return S
Figure 1: Cluster representation.
rithms. The goals of our framework are threefold: 1)
flexibility and extensibility to accommodate different
clustering methods; 2) efficiency by fully leveraging
existing optimization techniques and by reducing the
number of similarity computations to form clusters;
3) non-blocking behavior by producing results before
having consumed all the input.
The backbone of SJClust is the similarity join al-
gorithm presented in the previous section. In partic-
ular, SJClust operates over the same input of sorted
sets, without requiring any pre-processing, and has
the three execution phases present in Algorithm 1,
namely, candidate generation, verification, and index-
ing phases. Nevertheless, there are, of course, major
differences.
First and foremost, the main objects are now clus-
ter of sets, or simply clusters. Figure 1 illustrates
strategy adopted for cluster representation. The inter-
nal representation contains a list of its set element’s
ids, an (optional) auxiliary structure, and the cluster’s
complete representation, a set containing all tokens
from all set elements. The cluster export its external
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(a) Candidate generation. (b) SJClust course of evaluation.
Figure 2: SJClust framemork components.
representation as the so-called cluster representative
(or simply representative), which is fully comparable
to input sets. Similarity evaluations are always per-
formed on the representatives, either between a probe
set and a cluster or between two clusters. In the fol-
lowing, we use the term cluster and representative
interchangeably whenever the distinction is unimpor-
tant for the discussion.
Figure 2 depicts more details on the SJClust
framework. In the candidate generation phase, prefix
tokens of the current probe set are used to find clus-
ter candidates in the inverted lists (Figure 2(a)). Also,
there is a merging phase between verification and in-
dexing phases (Figure 2(b)). The verification phase
reduces the number of candidates by removing false
positives, i.e., clusters whose similarity to the probe
set is less than the specified threshold. In the merging
phase, a new cluster is generated from the probing
set and the clusters that passed through the verifica-
tion are considered for merging with it according to a
merging strategy. In the indexing phase, references to
the newly generated cluster are stored in the inverted
lists associated with its prefix tokens. Finally, there
is the so-called Output Manager, which is responsi-
ble for maintaining references to all clusters —a ref-
erence to a cluster is added to the Output Manager
right after its generation in the merging phase (Figure
2(b)). Further, the Output Manager sends a cluster to
the output as soon as it is identified that no new prob-
ing set can be similar to this cluster. Clusters in such
situation can be found in the inverted lists during the
candidate generation (Figure 2(a)) as well as identi-
fied using the weight of the probe set (not shown in
Figure 2).
The aforementioned goals of SJClust are met as
follows: flexibility and extensibility are provided by
different combinations of cluster representation and
merging strategies, which can be independently and
transparently plugged into the main algorithm; effi-
ciency is obtained by the general strategy to cluster
representation and indexing; and non-blocking behav-
ior is ensured by the Output Manager.
6 RELATED WORK
The duplicate identification problem has a long his-
tory of investigation conducted by several research
communities spanning databases, machine learning,
and statistics, frequently under different names, in-
cluding record linkage, deduplication, and near-
duplicate identification (Koudas et al., 2006; Elma-
garmid et al., 2007). Over the last years, there is
growing interest in realizing duplicate identification
on-the-fly. In (Altwaijry et al., 2013), a query-driven
approach is proposed to reduce the number of clean-
ing steps in simple selections queries over dirty data.
The same authors presented a framework to answer
complex Select-Project-Join queries (Altwaijry et al.,
2015). Our work is complementary to these proposals
as our framework can be encapsulated into physical
operators to compose query evaluation plans.
There is long line of research on (exact) set sim-
ilarity joins (Sarawagi and Kirpal, 2004; Chaudhuri
et al., 2006; Bayardo et al., 2007; Xiao et al., 2008;
Ribeiro and Ha¨rder, 2009; Ribeiro and Ha¨rder, 2011;
Wang et al., 2012). Aspects most relevant to our work
have already been discussed at length in Section 2.
To the best of our knowledge, integration of cluster-
ing into set similarity joins has not been investigated
in previous work.
In (Mazeika and Bo¨hlen, 2006), the authors em-
ploy the concept of proximity graph to cluster strings
without requiring a predefined threshold value. The
algorithm to automatically detected cluster borders
was improved later in (Kazimianec and Augsten,
2011). However, it is not clear how to leverage state-
of-the-art set similarity joins in these approaches to
improve efficiency and deal with large datasets.
In (Hassanzadeh et al., 2009), a large number of
clustering algorithms are evaluated in the context of
duplicate identification. These algorithms use simi-
larity join to produce their input, but can start only
after the execution of the similarity join.
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7 CONCLUSIONS AND FUTURE
WORK
In this paper, we presented SJClust, a framework to
integrate clustering into set similarity join algorithms.
Our framework provides flexibility and extensibility
to accommodate different clustering methods, while
fully leveraging existing optimization techniques and
avoiding undesirable blocking behavior.
Future work is mainly oriented towards enriching
our framework with advanced features such as un-
certain data management (e.g., (Leung et al., 2013)),
adaptiveness (e.g., (Cannataro et al., 2002)), and exe-
cution time prediction (e.g, (Sidney et al., 2015)).
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Abstract: Crowdsourcing information is being increasingly employed to improve and support decision making in emer-
gency situations. However, the gathered records quickly become too similar among themselves and handling
several similar reports does not add valuable knowledge to assist the helping personnel at the control center
in their decision making tasks. The usual approaches to detect and handle the so-called near-duplicate data
rely on costly twofold processing. Aimed at reducing the cost and also improving the ability of duplication
detection, we developed a framework model based on the similarity wide-join database operator. We extended
the wide-join definition empowering it to surpass its restrictions and accomplish the near-duplicate task too.
In this paper, we also provide an efficient algorithm based on pivots that speeds up the entire process, which
enables retrieving the top similar elements in a single-pass processing. Experiments using real datasets show
that our framework is up to three orders of magnitude faster than the competing techniques in the literature,
whereas also improving the quality of the result in about 35 percent.
1 INTRODUCTION
Emergency situations can threaten life, environment
and properties. Thus, a great effort are being made
to develop systems aimed at reducing injuries and fi-
nancial losses in crises situations. Existing solutions
employ ultraviolet, infrared sensors and surveillance
cameras (Chino et al., 2015). The problem of using
sensors is that they need to be installed near to the
prospected emergency places, and forecasting all the
possible crisis situations in a particular region is not
feasible.
On the other hand, surveillance cameras can pro-
vide visual information of wider spaces. When asso-
ciated the increasing popularity of smartphones with
good quality cameras and other mobile devices, they
may lead to better solutions to map crisis scenarios
and allow speeding up planning emergency actions to
reduce losses. Seizing the opportunity to take such in-
formation into accont, the Rescuer1 Project is devel-
oping an emergency-response system to assist Crisis
Control Committees during a crisis situation. It pro-
vides tools that allow witnesses, victims and the res-
cue staff to gather emergency information based on
1Rescuer: Reliable and Smart Crowdsourcing
Solution for Emergency and Crisis Management -
<http://www.rescuer-project.org>
images and videos sent from the incident place using
a mobile crowdsourcing framework.
Crowdsourcing data can provide a large amount
of information about the emergency scenario, but it
often leads to a large amount of records very simi-
lar among themselves too. For instance, let us con-
sider the occurrence of an event such as a building
on fire or a serious incident in an industrial plant. As
the eyewitnesses register the event with their smart-
phones many and repeatedly times, several pictures
become copies almost identical to others. In the im-
age retrieval context, the images too similar to each
other with only smooth variations imposed by the
devices or the capture conditions (resolution, illumi-
nation, cropping, rotation, framing) are called near-
duplicates (Li et al., 2015; Yao et al., 2015).
For instance, Fig. 1 depicts a 9 days-long fire oc-
curred in an industrial plant at Santos, Brazil, in April
2015. As shown in Fig. 1, eyewitnesses e1, e2 and
e3 took photos from the same perspective of the burn-
ing industrial plant, whereas e4, e5 and e6 took photos
from another side of the scenario and the same hap-
pened to eyewitness e7, e8, e9 and e10. Too much
similar images from the same perspectives (near-
duplicates) may not improve the decision making sup-
port. In this example, each image subset {img1, img2,
img3}, {img4, img5, img6}, {img7, img8, img9} and
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{img10} forms near-duplicates. Thus, it is more use-
ful to remove the near-duplicates, fostering more di-
versified results, which present a holistic vision about
the incident, such as using only the subset {img1,
img6, img8, img10}.
Figure 1: An example of taking photos of an emergency
scenario (industrial plant on fire).
On the other hand, sometimes it is interesting to
retrieve and return the near-duplicate elements. In
the aforestated example (Fig. 1), law enforcement of-
ficers and investigators may be interested on the near-
duplicate images. Although the near-duplicate ele-
ments may be not useful for non-expert people, those
professionals usually see things differently and are
trained to recognize small details among the images
that can contribute to the investigation.
Near-duplicate image detection has attracted con-
siderable attention in multimedia and database com-
munities (Xiao et al., 2011; Wang et al., 2012; Li
et al., 2015; Yao et al., 2015). However, to the best
of our knowledge, the near-duplicate detection is yet
an open problem, with no consolidated technique able
to accomplish such task in terms of both efficiency
and efficacy. Most of the approaches to detect near-
duplicate images rely on executing a twofold process-
ing, described as follows:
1. Building: the first phase aims at retrieving a candi-
date set of near-duplicate elements. It can use ev-
ery individual image in the dataset as a similarity
query center to retrieve the images most similar to
each one (Xiao et al., 2011), or employ clustering-
based techniques (Li et al., 2015).
2. Improvement: the second phase processes the can-
didate set and refines it removing false positives.
The main differences among the distinct meth-
ods are in this phase. Most of them sacrifices the
computational efficiency to enhance the result ef-
ficacy.
Considering the scenario depicted in Fig. 1, it is
reasonable to consider that a crowdsourcing frame-
work can be “flooded” with a large amount of images.
In that case, employing a twofold technique may take
too much time to generate the first perspective about
the incident scene and, when it is achieved, the situa-
tion may already be changed.
As a possible solution, recent approaches (Xiao
et al., 2011; Carvalho et al., 2015) consider us-
ing well-known searching operators from both the
database and information retrieval areas, namely sim-
ilarity joins and wide-joins, to detect near-duplicate
elements. Similarity joins (Silva et al., 2013) obtain
pairs of elements similar among themselves, assum-
ing each pair corresponds to the near-duplicate candi-
dates obtained by the building phase. However, those
retrieval operators were applied only to detect near-
duplicate elements in data represented by strings, as in
(Xiao et al., 2011), but they were not explored in other
domains such as images. In their turn, wide-joins
(Carvalho et al., 2015) are designed to retrieve the
overall most similar pairs, leading to an inherent com-
bination of building and improvement phases in their
processing. However, wide-joins process two distinct
sets, while near-duplicate detection must combine a
set with itself.
Although employing the join-based techniques
may improve the performance, they require comput-
ing the similarity among all possible pairs of image
received. As the amount of elements is usually large,
the situation becomes similar to the first alternative.
Therefore, both alternatives present drawbacks when
applied to emergency control systems.
To detect near-duplicate images for emergency
scenarios efficiently, this paper introduces a frame-
work based on the similarity range wide-join database
operator. We extended the operator definition to en-
able processing a single relation, thus we enlarged its
usability as a unary self wide-join operator. Moreover,
we devised an optimized algorithm based on pivots
to speed up processing similarity wide-join, prioritiz-
ing early result generation, as required by emergency-
based support systems, with no need of further im-
provement steps. Experiments performed on two real
datasets show that our proposal is at least two orders
of magnitude faster than existing techniques, whereas
always returning a high-quality answer.
The remainder of this paper is organized as fol-
lows: Section 2 describes the main concepts and re-
lated work. Section 3 introduces our framework to
detect near-duplicate images, the definition and algo-
rithms for the self wide-join. Section 4 presents ex-
perimental evaluation of our technique and discusses
the main results. Finally, Section 5 summarizes the
main achievements and outlines future steps.
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2 BACKGROUND
This Section overviews the main concepts and the
related work to ours regarding to the image rep-
resentation (Section 2.1), near-duplicates object de-
tection (Section 2.2) and the evaluation of similar-
ity queries, including the types similarity joins (Sec-
tion 2.3). Also, the main symbols employed along the
paper are summarized in Table 1.
2.1 Feature Extraction and Image
Representation
Aiming at enabling retrieval by content and hence
the near-duplicate detection, images are compared ac-
cording to a similarity measure. To evaluate the sim-
ilarity, images are represented by an n-dimensional
array of numerical values, called feature vector, that
describes their content. The features are numerical
measurements of visual properties.
The algorithms responsible for processing images
and obtaining their features are known as feature ex-
tractors methods. For each data domain there are
specific features to be considered and, in the case of
images, the off-the-shelf extractors capture features
based on colors (e.g. histograms), texture (e.g. Har-
alick features) and/or shape (e.g. Zernike Moments)
(Sonka et al., 2014).
The evaluation of the similarity measure between
two feature vectors is performed by a metric. For-
mally, given a feature vector space D (the data do-
main), a distance function d :D×D 7→R+ is called a
metric on D if, for all x,y,z ∈ D, there holds:
• d(x,y)≥ 0 (non-negativity)
• d(x,y) = 0⇒ x = y (identity of indiscernibles)
• d(x,y) = d(y,x) (symmetry)
• d(x,y)≤ d(x,z)+d(z,y) (triangle inequality)
The pair 〈D,d〉 is called metric space (Searco´id,
2007). The metric space is the mathematical model
that enables to perform similarity queries, and hence
to detect the near-duplicate elements.
2.2 Near-duplicate Detection
Several techniques for near-duplicate detection rely
on the Bag-of-Visual Words (BoVW) model (Li et al.,
2015; Yao et al., 2015). That model represents the
features as visual words and the image representation
consists of counting the words to create an histogram.
However, BoVW reliability for duplicate detection is
small, as it does not capture the spatial relationship
existing among the extracted features.
Aimed at surpassing this drawback, studies like
(Yao et al., 2015) combined the spatial information
with the BoVW local descriptors. However, local de-
scriptors yet generate feature vectors of varying di-
mensionality, which is troublesome to represent in
metric spaces, requiring high-costly metrics.
Other approaches considered to spot near-
duplicates are hash functions and the Locality Sen-
sitive Hashing (LSH) (Bangay and Lv, 2012; Wang
et al., 2012). Whereas hash functions fail on rep-
resenting information for similarity retrieval, once
small differences in images leads to distinct hash rep-
resentations, the LSH circumvents this problem by
retrieving approximate result sets. In the same line,
weighted min-Hash functions improve the image rep-
resentation, but once they are usually based on bag-
of-words, they may present the same drawbacks of
the other technique (Chum et al., 2008). Unlike those
techniques, we are interested in accurate answers.
Still worth to mention is the “Adaptive Cluster
with k-means” technique (ACMe) (Li et al., 2015). It
applies clustering algorithms to group near-duplicate
images in a twofold process. First it clusters the
dataset using the k-means algorithm. Subsequently,
the coherences of the obtained clusters are checked
to determine the need of recursively processing each
cluster. The result is then refined using local descrip-
tors. This is a highly expensive technique that re-
quires for the Improvement phase. Moreover, as the
k-means algorithm is sensitive to outliers, our intu-
ition is that better quality result might be achieved
replacing it with the k-medoids algorithm. Surpass-
ing the existing drawbacks in algorithms that have an
improvement phase, our proposal extends similarity
joins to speed up the detection of near duplicates with-
out post-processing the image database.
2.3 Similarity Join
Similarity joins are database operators that combine
the tuples of two relations T1 and T2 so that each
retrieved pair 〈t1 ∈ T1, t2 ∈ T2〉 satisfies a similarity
predicate θs. The similarity conditions most em-
ployed in similarity joins generate the similarity range
join and the k-nearest neighbor join (Silva et al.,
2013).
Assume that each relation has an attribute S1 ⊆T1
and S2 ⊆ T2, both sampled from the same metric
space 〈D,d〉. Given a maximum similarity threshold
ξ, the similarity range join retrieves the pairs 〈t1, t2〉,
t1 ∈ T1 and t2 ∈ T2, such that d(t1[S1], t2[S2]) ≤ ξ.
Given an integer value k ≥ 1, the k-nearest neighbor
join retrieves k ∗ |T1| tuples 〈t1, t2〉 such that t2 is one
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of the k most similar attributes to each t1 (Carvalho
et al., 2015).
A third type of similarity join is often described
in the database literature (Silva et al., 2013): the k-
distance join. It retrieves the k pairs 〈t1, t2〉 having the
most similar values t1[S1] and t2[S2]. This operator is
an instance of the similarity wide-join (Carvalho et al.,
2015). Wide-joins retrieve the most similar pairs in
general, sorting the tuple internally, allowing its pro-
cessing to comply with the relational theory and exe-
cuted efficiently.
Similarity joins can be used to perform several
tasks, including near-duplicate detection. For this last
purpose, however, similarity joins have been explored
only in string-based data represented as tokens, using
metrics such as the Edit or Hamming distance, as in
(Xiao et al., 2011). Our proposal considers other do-
mains but string data and employs more general met-
rics, such as the Minkowski (Lp) family over image
domains. Likewise, similarity wide-joins have been
restricted used to operate on two distinct relations,
loosing optimization opportunities that exists when
processing elements lying in the same set.
3 NEAR-DUPLICATE
DETECTION
Detecting near-duplicates on multimedia repositories
plays an important role in presenting a more use-
ful result, as returning images too much similar not
only poses a negative impact on the retrieval time, but
generally it also reduces the users’ browsing experi-
ence. Imposing users to interactively analyze near-
duplicates until obtaining the desired result is annoy-
ing, and requires a lot of time that would be more
wisely employed specially when handling emergency
Figure 2: The architecture of the framework for near-
duplicate detection.
scenarios. Following, we present a novel framework
to detect near-duplicates (Section 3.1) and an ex-
tension of the similarity wide-join definition, which
greatly reduces such drawbacks (Section 3.2). Last
but not least, Section 3.3 presents the basic approach
to implement our proposed wide-join extension and
also devises an optimized version based on pivots to
achieve an efficient computation.
3.1 The Framework Architecture
The proposed framework is composed of two mod-
ules, organized according to Figure 2. The Fea-
ture Extractor module processes images such as a
content-based image retrieval system, representing
them as n-dimensional arrays. Formally, the Fea-
ture Extractor module receives an image repository
C= {img1, . . . , imgm}with m images, and extracts the
visual features vi = F(imgi) of each image imgi ∈C.
Each vi is a feature vector 〈 f1, . . . , fn〉, where n is the
number of features extracted by the feature extractor
method F. The features depend on the kind of vi-
sual aspect considered, e.g., color, shape, texture, etc,
as discussed in Section 2.1. Its result is m Feature
Vectors stored into the S attribute in relation T such
that T[S] = {v1, . . . ,vm}, and the corresponding im-
ages are stored as another attribute in T.
The second module – Near Duplicate Detection –
is the core module of our framework. It can perform
either a Similarity Join-based or a Clustering-based
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near-duplicate detection. Both compare the feature
vectors according to a distance function. The detec-
tion based on similarity join executes our specialized
similarity join operator (described in Section 3.2) on
T, employing two user-defined parameters that allows
tuning the comparison to follow the user’s perception
of how pairs of images can be considered as near-
duplicates. The Cluster-based detection processes T
executing one of the defined clustering techniques:
the Adaptive Cluster with k-means (ACMe - Section
2) or our Adaptive Cluster with k-medoids variation
(ACMd - Section 4). The framework returns the re-
sulting pairs of images that each algorithm detects as
near-duplicates, allowing comparing the considered
techniques. Thus, our proposal allows users either
removing, preserving or return the near-duplicate ac-
cording to the interest of users.
3.2 Self Similarity Wide-joins
The similarity joins operators, such as the range join
and the k-nearest neighbor join, present shortcomings
when employed to query databases. Both of them re-
turn result sets whose cardinality is often too high,
which leads to many more pairs of elements than
users really need or expect. Hence, that large result
set usually includes pairs truly similar, as well as pairs
holding a low or even questionable degree of similar-
ity. Therefore, to fulfill the near-duplicate task, the
result of a similarity join must be further processed in
order to exclude the pairs whose the similarity mea-
sure is doubtful.
Moreover, the k-nearest neighbor join is also trou-
blesome because it does not assure an equivalent sim-
ilarity among the k-th nearest pairs from distinct el-
ements. Thus, given two vectors vi = ti[S] and v j =
t j[S], the distances ξi and ξ j from vi to its k-nearest
neighbor, let vik, and from v j to its k-nearest neigh-
bor, let v jk, are completely uncorrelated. In this way,
for any given k ≥ 1, a pair 〈vi,vik〉 may be a near-





looking at the range ξ variation in the k-neighbors be-
comes the main focus of our investigation.
Our proposal is that the resulting pairs of a sim-
ilarity range join must have the similarity between
their component elements evaluated and subsequently
ranked so that the top-ranked ones correspond to the
near-duplicate elements. Such kind of processing can
be efficiently achieved by extending the similarity
join operator called range wide-join (Section 2).
Wide-joins are intended to compute the similarity
join between two relations and retain only the global
most similar elements. The near-duplicate detection
requires combining a set with itself, but wide-joins do
not comply with such processing once the most sim-
ilar pairs will include combinations of each element
with itself, distorting the result.
For this purpose, we employ a tailored version of
the wide join operator, namely self range wide-join,
that atomically performs (i) the similarity evaluation
over the same set or relation and (ii) the retrieval of
the most similar elements in general. Those two op-
erations intrinsically coupled as a single operator en-
able retrieving the element pairs considered as near-
duplicates in a single-pass, avoiding further process-
ing of refinement phase.
Formally, let D be a data domain, d : D×D 7→
R+ be a metric over D, T be a relation, S ⊆ T be an
attribute subject to d with values sampled from D, ξ
be a maximum similarity threshold and κ be an upper
bound integer value. The self similarity range wide-
join is given by Definition 1.
Definition 1 (The Self similarity range wide-join).
The self similarity range wide-join no(S,ξ,κ)T is a
similarity range join where both left and right input
relations T1 and T2 are the same relation T, and it re-
turns at most κ pairs 〈t1, t2〉 |t1, t2 ∈T such that t1 6= t2,
d(t1[S1], t2[S2]) ≤ ξ and the returned pairs are the κ
closest to each other. The self range wide-join is ex-













The self similarity range wide-join is a unary op-
erator (it takes one relation) that internally performs a
range join, sorts the intermediate result by the dissim-
ilarity among the tuples and returns the top-κ pairs〈
ti, t j
〉
of most similar elements in T. In (1), F is
a database aggregate function that receives the dis-
tances between the attributes t1[S1] and t2[S2] and
projects the ordinal classification of those dissimilar-
ity values into an attribute ord that exists only during
the operator execution. Further, that transient attribute
is used to select the most similar pairs and discarded.
Following (1), the self similarity range join relies
on the maximum limiar ξ in order to filter the candi-
date pairs to compose the answer. This operation is
related to the building processing phase, where two
images a and b are possible near-duplicates iff the
dissimilarity between them is at most the threshold
ξ, that is, d(a,b)≤ ξ.
The inner similarity join may be influenced by the
data distribution. Each attribute S1 of the pairs 〈t1, t2〉
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Algorithm 1: NLWJ(T,ξ, κ).
1 Q←∅;
2 for i← 1 to |T|−1 do
3 for j← i+1 to |T| do
4 dist← d(ti[S], t j[S]);
5 if dist ≤ ξ then
6 if |Q| ≤ κ then
7 Q← Q∪{〈〈ti, t j〉 ,dist〉};
8 else
9 Let q ∈ Q be the high-priority
element;
10 if dist < d(q[S1],q[S2]) then
11 Q← Q−{q};
12 Q← Q∪{〈〈ti, t j〉 ,dist〉};
13 return Q;
can be combined with varying quantities of values in
S2. Thus, the inner join in (1) retrieves pairs in a large
range of distances, but only the smaller distances truly
correspond to near-duplicate elements. The greater
the distance among S1 and S2, the smaller the confi-
dence that the pair is a near-duplicate.
Sorting the self-similarity of the pairs is related to
the improvement phase of a near-duplicate process.
As it is performed internally by the wide-join, no fur-
ther processing is required. In addition, that step also
solves a frequent issue existing in traditional similar-
ity joins: how to define ξ. Once the self range wide-
join sorts the pairs and filters just the closest, the ξ
parameter can be overestimated without adversely af-
fecting the quality of the final answer. Moreover, it
improves both the query answer quality and the per-
formance of the self similarity range wide-join oper-
ator, as it was confirmed by the experiments reported
in Section 4.
3.3 Algorithmic Issues
Self similarity range wide-joins can be implemented
more efficiently than the sequence expressed in (1),
following a strategy based on a nested-loop (Nested-
Loop Wide-Join - NLWJ), as depicted in Algorithm 1.
Usually, the traditional range wide-join performs n2
distance computations, where n = |T|. However, our
self version of the algorithm (steps 2 and 3) requires
only half of that amount because, as the join condition
is a metric, it meets the symmetry property. There-
fore, a first improvement is that it is necessary to com-
pute the distances d(ti[S], t j[S]) and d(t j[S], ti[S]) only
once, resulting in n(n−1)/2 distance calculations.
Following, the κ most similar pairs qualifying as
near-duplicates (steps 5-6) are added into a priority
𝑑 𝑝2, 𝑠𝑞 + 𝜉 
𝜉 
𝑠𝑞 
𝑑 𝑝1, 𝑠𝑞 − 𝜉 𝑝1 
𝑝2 
Qualifying region 
𝑑 𝑝1, 𝑠𝑞 + 𝜉 
𝑑 𝑝2, 𝑠𝑞 − 𝜉 
𝑠1 
𝑠2 
Figure 3: Pivot-based strategy to prune the search space.
queue Q (step 7). The priority parameter is the sim-
ilarity distance: a greater distance corresponds to a
higher priority for removal. After κ pairs were ob-




replaces the higher pri-
ority element (q - step 9) whenever it is more similar
than q, as tested in step 10. Thus, the second im-
provement is truncating the sorting operation, as F
in (1) can be incrementally performed by the prior-
ity queue, which avoids the cost of sorting the total
whole amount of pairs or overflowing memory with
too many elements. When the procedure finishes, the
priority queue Q already contains the near-duplicate
images.
Finally, we designed a third improvement to com-
pute self-similarity range wide-joins. The trick here is
based on the triangle inequality property of a metric
(Section 2), using pivot elements in order to prune the
in-list search space and further reduce the number of
distance computations.
For an arbitrary and small number p n of pivots
chosen among the available element in the database,
we first compute the distance between each element
ti[S] to each one of the p pivots. In such manner, each
element in the database is filtered by their distances
to each pivot. Notice that, until this step, only p ∗ n
distance computations were performed.
The next step performs the similarity join. Each
element sq is compared to each elements si, and when
they are closer than the similarity threshold ξ, the pair
is part of the answer. To prune comparisons, it is first
verified if si is within the qualifying area of sq regard-
ing to each pivot, assuring that for each pivot pi the
conditions defined in (2) and (3) simultaneously hold.
d(pi,si)≥ d(pi,sq)−ξ (2)
d(pi,si)≤ d(pi,sq)+ξ (3)
For instance, element s2 in Fig. 3 satisfies conditions
(2) and (3) with respect to the pivot p1, i.e., s2 is
within the hyper-ring delimited by the pivot p1. How-
ever, when analyzed in relation to the pivot p2, s2
does not satisfy (3), thus it is guaranteed that s2 is out-
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side the intersection area among the two hyper-rings.
Therefore, the comparison of sq with s2 is pruned.
Still considering Fig. 3, notice that the element s1
holds conditions (2) and (3) with respect to both piv-
ots and should be compared to sq. In this case, al-
though s1 is within the qualifying area defined by the
two pivots, it is not within the range area of sq, which
can be verified with just one distance computation.
For those elements within the qualifying area, the
number of additional distance computations is based
on the data distribution and cannot be predicted be-
forehand. However, the worst and highly improvable
situation occurs when the n elements in the database
lie within the qualifying area. In this case, it is neces-
sary to perform, for each element sq, n distance com-
putations, which leads to a total of np+ n(n− 1)/2
calculations. Similar to the nested-loop case, due to
the symmetry property of the metric (Section 2), at
most a half of all the distance computations are re-
quired.
Nevertheless, it is very uncommon and easy to
avoid to have all the dataset in the qualifying area.
In Fig. 3, notice that making p = 3, thus putting a
third pivot next to the element s2, would substantially
reduce the qualifying area, restricting it to almost the
coverage region of sq.
The opposite situation occurs when no element
qualifies. In that case, there is no distance computa-
tion. In average, the number of distance computations
can be estimated as the arithmetic mean among the
best and worst cases, which leads the required num-
ber of distance calculations to be significantly less
than n(n− 1+ 2p)/4 distance computations, already
including the n∗ p pivot-elements performed calcula-
tions.
Similarity wide-join based on pivots (WJ-P) can
be implemented in external memory following the
block-nested loop approach introduced in Algo-
rithm 2. Similar to Algorithm 1, the WJ-P implemen-
tation also relies on a priority queue Q (step 1) in or-
der to achieve the sorting step of similarity wide-joins.
In step 2, p pivots are chosen at random. Heuristics
on how the pivots should be chosen are out of scope in
this paper. Steps 3-6 iterate over the blocks where the
tuples are stored. The nested-loop of steps 8 and 12 it-
erates over the elements inside the blocks. In order to
avoid combining a element with itself ensuring a self
similarity join, the condition in step 10 increments the
start position of the inner loop.
For each pivot picked in step 2, Equations (2) and
(3) must hold (step 13). Notice that the distance be-
tween the elements and the pivots can be precomputed
and stored when reading the elements in the loops of
steps 8-12. Step 13 means that the analyzed tuple (ty)
Algorithm 2: WJ-P(T,ξ, κ).
1 Q←∅;
2 Choose p pivots at random in T;
3 for i← 1 to number of blocks of T do
4 for j← i+1 to number of blocks of T do
5 load block i to memory;
6 load block j to memory;
7 x← 1;
8 while x < number of elements in block i
do
9 y← x;
10 if i = j then
11 y← y+1;
12 while y < number of elements in
block j do
13 if expressions (2) and (3) hold
∀ pivot p then
14 dist← d(tx[S], ty[S]);
15 if dist ≤ ξ then




19 Let q ∈ Q be the
high-priority
element;







is within the qualifying hyper-ring defined by the piv-
ots. The pertinence of ty to the region convered by tx is
then checked in step 14-15, where an additional dis-
tance computation was performed. The steps 15-22
are similar to those presented in Algorithm 1, where
κ elements are selected so the algorithm checks for
possible replacements of the most similar pairs.
4 EXPERIMENTS
This section reports on experiments using our frame-
work for near-duplicate image detection. The goal
is to evaluate the proposed self range wide-join tech-












































(b) Precision × Recall
Figure 4: Performance and quality analysis: the Fire dataset.
nique in terms of both the computational performance
and the answer quality, targeting prioritizing those as-
pects as required for an emergency monitoring sys-
tem.
4.1 Experiment Setup
We describe the results performed on a real dataset
- Fire - composed of 272 images of fire incidents.
Those images were obtained from an emergency situ-
ation simulation, held in an Industrial Complex. The
dataset was previously labeled by domain experts and
25 distinct incident scenes were recognized. The im-
ages were submitted to the Color Layout (Kasutani
and Yamada, 2001) extractor, which generated 16 fea-
tures. The L2 (Euclidean) metric was employed to
evaluate the vector distances.
We compared our improved pivot-based self range
wide-join (WJ-P, Algorithm 2) using 5 pivots with
three other techniques. The first is the similarity wide-
join with a nested-loop approach (NLWJ), that is the
self version of the baseline found in the literature
(Carvalho et al., 2015). The second method is the
Adaptive Cluster with k-means (ACMe - Section 2)
(Li et al., 2015). Also, once k-means is sensitive to
outliers and often computes “means” that do not cor-
respond to real dataset images, we generated a third
method that is an ACMe variant replacing k-means
with the k-medoids algorithm, calling it ACMd, in or-
der to better analyze the answer quality. When neces-
sary, the parameter ξ was set to retrieve about 1% of
the total number of possible pairs.
The experiments were executed in a computer
with an Intel R© CoreTM i7-4770 processor, running at
3.4 GHz, with 16 GB of RAM under Ubuntu 14.04.
All evaluated methods were implemented in C++.
Each technique was evaluated with respect to both the
total running time (Section 4.2) and the answer qual-
ity (Section 4.3), as follows.
4.2 Performance Experiment
Fig. 4(a) presents the total running time of the four
approaches evaluated. The reported time corresponds
just to the execution of the Near Duplicate Detec-
tion Module, as feature extraction was performed only
once to provide data to the four methods. In this ex-
periment, WJ-P was 44.45% faster than NLWJ. Also,
both techniques based on self wide-join were 2 orders
of magnitude faster than ACMe and 3 orders of mag-
nitude faster than ACMd, whereas returning a high
quality result set.
Such behavior occurs due to the fact that ACMe
and ACMd cluster the dataset and recursively redis-
tribute the elements following a hierarchical approach
for the improvement phase, until the coherence of
each cluster does not exceed a maximum value, com-
puted during the process. In addition, to achieve
the result, an improvement phase is usually required,
which contributes to increase the computational cost
of those approaches. Distinctly, the WJ-P performs
a single pass computation that embodies the build-
ing and the improvement phases into an atomic, op-
timized operation.
Both ACMe and ACMd require a parameter k to
execute their core clustering algorithms, the k-means
and k-medoids, respectively. Nevertheless, they re-
turned a number of clusters greater than k, because
the clusters obtained in the building phase are sub-
divided according to their coherence values. Those
techniques achieved the better results when k is set to
values between 20 and 30. Unlike, the WJ-P method
was able to achieve the result without the need of sev-
eral executions in order to find out the better parame-
ter adjustments.
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Figure 5: Near-duplicates obtained by the three evaluated methods for the query center shown.
4.3 Answer Quality Evaluation
To analyze the answer quality, we evaluated how ac-
curate is the result returned by the proposed frame-
work. In order to enable fair comparisons among the
distinct algorithms, we computed Precision and Re-
call (P×R) curves. Evaluating P×R is a common
technique used for information retrieval evaluation.
Precision is defined as the rate of the number of rele-
vant elements retrieved by the number of retrieved el-
ements. Recall is given as the rate between the num-
ber of relevant elements retrieved by the number of
relevant elements in the database. In P×R plots, the
closer a curve to the top, the better the corresponding
method.
Fig. 4(b) shows the P×R curves achieved by the
three approaches. In this experiment, we did not con-
sider the NLWJ approach because its result is the
same also produced by the WJ-P and therefore both
curves are identical, only varying their runtime. Our
self range wide-join based on pivots achieved the
larger precision for every recall amount. It was, in av-
erage, 35.14% more precise than ACMe and 36.78%
than ACMd. After retrieving all relevant images in the
dataset (recall of 100%), WJ-P consistently obtained
66.00% of precision in the result, whereas the com-
petitor techniques achieved a maximum precision of
12.50%.
In order to show the obtained gain of preci-
sion, Fig. 5 samples the images considered as near-
duplicates by the three techniques. Again, NLWJ is
omitted once it computes the same result of the WJ-P,
but the former is slower than the latter. For an im-
age randomly chosen as query center (Fig. 5(a) - the
10th image with label 13), Fig. 5(b) shows the near-
duplicates retrieved by WJ-P. As it can be seen, they
have the same label and are in fact related to the query,
recognizing even images with zoom and rotations.
Figs. 5(c) and 5(d) show the clusters obtained by
the ACMe and ACMd, respectively. Both are the clus-
ters where the query image (Fig. 5(a)) was allocated
As it can be noted, both methods retrieved false pos-
itives, where the existence of false positives con-
tributed to decrease the precision of ACMe and
ACMd. Although ACMe theoretically leads to worse
clusters than ACMd, as the means are not real im-
ages whereas the medoids are, the precision differ-
ence among both was in average only 1.63% (see
Fig. 4(b)).
The superior quality of the answer of WJ-P when
compared to the cluster-based methods shown in
Fig. 4(b) is explained by the fact that the clusters
are generated based on centroids or medoids seeds,
and the remaining elements are allocated according to
their distances to the seeds. The cluster elements are
analyzed only in relation to the seeds, ignoring the re-
lationship among themselves. This fact leads to some
images that are distinct among them but considered
similar to their seed, as represented in Figs. 5(c) and
5(d). In its turn, the self wide-join method establishes
a “pairing relationship” among the elements, avoiding
such drawback and increasing the answer quality, as
also observed in Fig. 5(b).
Notice that Fig. 5 shows the images spoted as
near-duplicates by each of the three techniques. Ac-
cording to the user interest, those near-duplicates can
be either removed from the final answer of the frame-
work so as to provide a more informative result set, or
returned, allowing to analyze similar occurrences.
4.4 Scalability Analysis
The Fire dataset contains real images from an emer-
gence scenario from the Rescuer Project, but it con-
tains few images. So, we evaluated the scalability of
our technique employing the Aloi dataset2. It con-
tains images of 1,000 objects rotated from 0o to 360o
in steps of 5o(72 images per object, which we assume
to be near-duplicates) giving a total of 72,000 distinct
images. The Color Moment extractor (Stricker and
2<http://aloi.science.uva.nl> Access: Sept. 11, 2015.
















































































Figure 6: Scalability analysis: Aloi dataset.
Orengo, 1995) generates 144 features, which were
compared using the L2 metric.
For the scalability evaluation, we shuffled the
Aloi images and varied the cardinality of the sub-
mitted data in several executions of our framework.
Fig. 6(a) depicts the total runtime of each algorithm.
The pivot-based self range wide-join (WJ-P) was
in average 49.58% faster than NLWJ. Also, it was
96.25% faster than ACMe and 99.59% than ACMd,
that is, it was correspondingly 2 and 3 orders of mag-
nitude faster. For example, for a cardinality of 10,000
objects, WJ-P execution took 1.16 minutes and NLWJ
took 2.20 minutes, while ACMe took 1.18 hours and
AMCd took 6.61 hours.
Finally, Figure 6(b) compares both the similarity
wide-join techniques (NLWJ and WJ-P) with respect
to the number of distance computations performed to
achieve the result. The pivot-based self range wide-
join (WJ-P) executed at least 44.69% less distance
calculations than NLWJ for a cardinality of 40K, but
the greatest reduction of distance computations was
observed for a cardinality of 1K, where WJ-P per-
formed 68.75% less calculations. Nevertheless, it is
important to highlight that both techniques obtained
the same final result, but WJ-P was able to save com-
putational resources in its processing.
Fig. 6 shows that as the cardinality increases, the
cluster-based methods need to process more elements
in the building phase. However, the coherence value
is not used in this phase, so the next one (refinement
phase) requires more iterations to subdivide the clus-
ters and ensure that coherence is maintained. Dis-
tinctly, the wide-join perform a one-pass strategy. The
increased cardinality turns the process more costlier,
but in a less pronounced way as compared to the
cluster-based ones. Moreover, to avoid performing
distance calculations among every pair as occurs in
NLWJ, the WJ-P prunes the number of comparisons,
which also reduces the running time.
4.5 Experiment Highlights
In a general way, there are three main reasons explain-
ing why the introduced self similarity range wide-join
technique overcomes its correlates:
• Single-pass computation: usually, the near-
duplicate detection is divided into two phases.
The wide-join operator surpass the requirement
for a refinement phase. As aforestated, such one-
pass execution allowed to reduce the cost of the
entire process in 2 orders of magnitude.
• Efficient prune technique: a prune technique
based on pivots enables the proposed WJ-P algo-
rithm to perform a reduced amount of element-
to-element comparisons. The pivots delimit small
regions of the space to be analyzed, allowing to
discard several elements that surely will not com-
pose the answer. Also, such strategy reduced the
number of distance computations in about 44% in
relation to the traditional nested-loop approach.
• Similarity relationship between elements: unlike
the cluster methods, that computes the proximity
of an element to a group, the self wide-join oper-
ator establishes a similarity relationship between
each distinct pair of elements. It avoids the diver-
sity found in two elements lying in opposite sides
of a cluster, which increased the answer quality in
about 35% in relation to the existing approaches.
5 CONCLUSIONS
In this paper we presented a framework model to
detect near-duplicates using the similarity wide-join
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database operator as its core. We introduced the self
range wide-join operator: an improved version of the
wide-join that enables computing similarity by com-
bining a relation to itself. We optimized the wide-
join algorithm to scan the search space relying on
pivots and using metric space properties to prune ele-
ments, which enabled achieving a large performance
gain when compared to the existing solutions.
The experiments were executed using two real
datasets. They showed that our proposed wide-join-
based framework is able not only to improve the near-
duplicate detection performance by at least 2 and up
to 3 orders of magnitude, but also to improve the qual-
ity of the results when compared to the previous tech-
niques.
The introduced technique is general enough to be
applied over any dataset in a metric space, but we fo-
cused its application for an emergency-based appli-
cation. When handling an emergency scenario, it is
common that the eyewitnesses capture a large amount
of photos and videos about the incident. Existing
monitoring systems can benefit from those crowd-
sourcing information, aiming at improving decision
making support. However, as the information in-
creases, its elements tend to become too similar, so
it is crucial to provide efficient techniques to properly
handle near-duplicates.
As future work, we are exploring data distribution
statistics and selectivity estimations for join operators
in order to provide accurate definitions of the param-
eters required by the self-similarity range wide-join.
We also intend to combine the images with their as-
sociated meta-data in order to further improve both
the precision and the performance of near-duplicate
detection.
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Abstract: The cloud computing paradigm is transforming the way IT services are provided and consumed by changing 
IT products to services. The migration of in-house IT services to cloud computing must be performed 
carefully so as not to cause high losses in the institution. In this paper, we present the use of the framework 
developed by the same authors, to the migration of services, applications, data and infrastructures to cloud 
computing, M2CCF, compatible with Information Technology Infrastructure Library (ITIL). The work also 
discusses the results gathered from the real implementation of the framework in the migration of IT services 
to a private cloud. 
1 INTRODUCTION 
A growing number of organizations is expected to 
migrate their IT systems to cloud computing (CC) 
(Tušanová, 2012). Conversely, the migration to CC 
has a great growth potential with the current and 
predicted total budget to be spent on its services 
(Nkhoma and Dang, 2013). Indeed, there is few 
literature available on the process and 
methodological guidance on migrating existing 
software systems to cloud computing (Chauhan and 
Babar, 2011), namely because it is a new and 
evolving field (Conway and Curry, 2013).  
The difficulties organizations are faced with 
when migrating their IT to CC, has started to gain 
the attention of the research community with works 
published on the topic such as (Ezzat, et al., 2011; 
Khajeh-Hosseini, et al., 2011; Kumar and Garg, 
2012). However, none of these works has presented 
a systematic process, sufficiently detailed, in order 
to be useful as a guide for IT managers throughout 
the steps and decisions involved in a typical 
migration to CC.  Moreover, this work was also 
triggered by the absolute need to improve research 
in CC as well as in IT Service Management (ITSM) 
identified by Robert Heininger (2012). 
The migration to the CC paradigm by an 
organization requires a deep understanding of the 
institution IT as well as the dynamics of CC. By 
other side, there is already an extensive set of 
recommendations for IT management and IT 
governance in general such as the Information 
Technology Infrastructure Library (ITIL). 
Accordingly, we developed the Migration to Cloud 
Computing Framework (M2CCF) to support the 
migration to CC which utilizes the information 
gathered and the knowledge acquired with the ITIL 
implementation. 
This paper presents the results obtained after a 
real migration, with the M2CCF, of University 
Portucalense IT services to a private cloud. 
The rest of the paper is organized as follows: 
Section 2 presents the overview of the cloud 
computing paradigm, its concerns and governance, 
the ITIL framework and an overview of various 
frameworks developed by other authors to support 
the migration to cloud computing. In Section 3 is 
presented the framework developed (M2CCF) and a 
case study of a real implementation of the M2CC. In 
Section 4 the results of the case study are discusses 
and analysed. Finally, the paper concludes in Section 
5. 
2 BACKGROUND 
In this section is presented an overview of the CC 
paradigm as well as ITIL, since, as we argue, it is a 
companion of the M2CCF in the migration to cloud 
computing. 
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2.1 Cloud Computing 
The term “cloud computing” (CC) was coined in the 
fourth quarter of 2007, in the context of a joint 
project between IBM and Google (S. Zhang, Zhang, 
Chen, and Huo, 2010). One definition recognized by 
several authors, such as, (Foster, et al., 2008; Zhang, 
et al., 2010), considered as being holistic (Swamy, 
2013) and adopting a broad scope is the one 
presented by The National Institute of Standards and 
Technology (NIST). According to that definition the 
CC is classified in four deployment models: public, 
private, hybrid and community. Each of the 
aforementioned deployment models is divided into 
three layers (also known as service models), 
according to the services it provides to the users 
(Mell and Grance, 2011; Vaquero, et al., 2009). 
These layers are, on the first level, Infrastructure as a 
Service (IaaS), where the user can afford, upon 
request, processor resources, storage and 
networking, among others. On a second level, the 
Platform as a Service (PaaS) layer allows users to 
implement their applications in the cloud, by using 
the programming languages and tools provided by 
the cloud service provider. The third layer 
corresponds to Software as a Service (SaaS), where 
the applications, provided by the cloud provider, are 
made available to the costumers. 
The CC paradigm offers various advantages, such 
as the ability to dynamically adjust the resources 
according to the needs, a great scalability in resource 
utilization, a reduced initial investment, an easy 
access, but also has number of challenges that must be 
overcome. Note however, that some of these 
challenges are old but in a new scenario (Jansen, 
2011). Among the challenges are issues such as the 
security (Armbrust et al., 2009), the service 
availability, the lack of knowledge on where is the 
information stored, the retrieval of the information 
(for instance at the end of contract or provider 
bankruptcy), the lack of legislation (it is mandatory to 
obtain appropriate legal advice) and the costs (the 
issues are somehow similar to rent or buy a car).  
2.2 ITIL  
Enterprise activities increasingly rely on the 
fundamental support of IT to sustain the growth of 
the business. Amongst the IT governance 
frameworks, ITIL gains prominence on the 
migration to CC because, as stated by (Sahibudin, et 
al., 2008), implementers should use ITIL to define 
strategies, plans and processes, which are the key 
actions to migrate to CC. Furthermore, ITIL is 
chosen by its acceptance. Indeed ITIL is the most 
widely adopted approach for IT (Mourad and Johari, 
2014), with an acceptance of 28% followed by 
COBIT with 12,9% (ISACA, 2011). 
The ITIL is a de facto standard and the reference 
model for IT management processes. This model was 
developed by the English government for use in IT 
companies, and was quickly adopted across Europe as 
the standard for best practice in service delivery IT.  
Published by the Central Communications and 
Telecommunications Agency (CCTA) and, more 
recently, the Office of Government Commerce 
(OGC), ITIL provides a practical, no-nonsense 
framework for identifying, planning, delivering and 
supporting IT services to the business. Consisting of 
a set of good practices, described over five volumes 
known as Service Strategy, Service Design, Service 
Transition, Service Operation and Continual Service 
Improvement, ITIL is currently in version 3 (known 
as ITILv3 and ITIL 2011 edition). Its last update 
was in 2011, ITILv3 it has been rapidly adopted 
throughout Europe as the de facto standard for best 
practices in IT service delivery.  
2.3 Migration to Cloud Computing, 
Frameworks 
Several authors investigated the migration to CC. 
Accordingly, in this section, we expose a summary 
of these works. More details and a comparative 
study of these works can be found in (Cardoso, 
Moreira, and Simões, 2014).  
Among the works developed for migration to CC 
is the work of Vivek Kundra ( 2011) that proposes a 
decision framework for CC migration. Adela 
Tušanová (2012) suggest a six step framework. Ali 
Khajeh-Hosseini et al., in (Khajeh-Hosseini, et al., 
2010b), describe the challenges that a decision 
maker faces when assessing the feasibility of the CC 
migration in their organizations, and presents the 
Cloud Adoption Toolkit, which has been developed 
to support this process. 
Ezzat et al. in (2011) proposes a framework 
focused to support decision makers, in their 
migration to CC, depending on their own business 
cases and predefined issues. They view the 
migration to CC under three perspectives, the 
business, the technical and the economic ones. In 
(Chauhan and Babar, 2011) the authors summarize 
their practical experience by reporting the 
information gathered when they migrated the 
Hackystat open-source software’s framework, to the 
CC. Patricia V. Beserra et al., in (Beserra, et al., 
2012) present Cloudstep, a step-by-step decision  
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process aimed at  supporting legacy application 
migration to the CC. The process was exemplified 
with the migration of a medical commercial 
application to the CC. The approach followed by 
Frey et al. (2012), CloudMIG for migration to CC, 
aims at supporting SaaS providers in the comparison 
and planning phases to migrate enterprise software 
systems to IaaS or PaaS based clouds. Banerjee in 
(2012) addresses the migration to CC of enterprise 
level workloads without redesigning or re-
engineering the existing applications. The 
Innovation Value Institute (IVI) from the National 
University of Ireland Maynooth (“Innovation Value 
Institute (IVI),” n.d.) consortium to address the 
issues involved in the CC migration developed and 
tested a life cycle for systematically managing cloud 
migration projects, the IVI Cloud Computing Life 
Cycle (Conway and Curry, 2013).  
According to the analysed documents, the 
majority of the studied frameworks do not include 
an initial step to define a strategy for the migration 
of services to CC. Besides that, they do not address 
risk management nor legal issues either, nor 
analyses the impact of migrating services to CC. 
Additionally, the contracts management, the vendor 
lock-in, the testing of the achieved solution, the use 
of good practices and the continual improvement of 
the solution are other issues that are not covered by 
the analysed solutions. 
Notwithstanding each of the studied frameworks 
offer a solution to migrate IT to CC, none of them 
points a way to enforce that the actions developed to 
complete each process (that make up the framework) 
are managed, done appropriately and in an organized 
way. To solve this, an IT governance framework, 
such as ITIL or COBIT, could be used as a reference 
to define each of the framework processes to achieve 
the best solution for the organization.  
3 MIGRATION TO CLOUD 
COMPUTING 
In this section we shortly present our M2CC 
framework (Cardoso, et al. 2015), and discuss its 
application on a real migration of IT services to CC 
scenario. 
3.1 Framework 
In the outsourcing processes there is always an 
interaction between IT’s service provider and the 
customer. Accordingly, we have grouped the 
activities of the M2CCF, into two major groups, the 
on premise and the off premise, both aggregating the 
activities that an organization has to perform when 
migrating services towards the CC. These groups 
match the key’s stakeholders of this process, that is, 
the customers and the CSPs. 
The on premise group embraces the activities 
that the organization must solve on their own to 
migrate services to the CC. Accordingly it consists 
in four steps, “Define a strategy”, “Identify and 
understand”, “Define, select analyse and map” and 
“Migrate and govern”. On its side, the off premise 
group encompasses processes to provide 
“Information about cloud services” and the cloud 
services. Before starting the process of migrating to 
the CC, the organization must at first identify and 
understand the business and technical issues, which 
lead to a migration of services and applications to 
the CC. Among these issues, there are cost savings, 
agility and scalability offered by the CC. At the 
“Define a strategy” process, the organization 
comprehends the CC concept, identifies the reasons 
why to migrate services to the CC and develop a 
strategy plan. In the “Identify and understand” 
process, the customer performs a full assessment of 
the infrastructure, services, applications and data, to 
perceive in full detail its IT, to identify what to 
migrate and to later compare in-house versus CC 
solutions. After comprehending his IT, the customer 
is ready to define a migration’s plan in the “Select 
analyse and map” process. Based on the information 
of the earlier processes, on the migration plan and in 
the information gathered from the CSPs, he chooses 
the most appropriate suppliers for the migration.  
A sub-process analyses and ponders the whole 
information to produce the input to the “Map” sub-
process mapping out services to their cloud 
counterparts or creating new ones. Lastly, in the 
“Migrate and govern” process, the organization 
migrates the selected services and applications to the 
CSPs according to the defined migration’s plan. The 
migration is performed with the joint participation of 
the IT department, business, CSPs and with the 
service integrator (where appropriated). This 
migration may be phased, and there must be a 
validation by the end of each phase, according to the 
customer needs. Finally, the customer collects 
information regarding the performance of the CSPs 
and checks if they are in accordance as specified in 
the contracts and the SLA. 
3.2 Case Study 
Taking into account,  on  the  one  side,  the  benefits 
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that the methodology of the case study expose in 
investigating real life phenomena (Yin, 2003) and 
for the other hand the prescription the same author 
does of it, we consider the case study to be the 
adequate choice of a methodological approach to 
comprehend and validate the problem under the 
research. In the subsequent paragraphs, a case study 
of migrating services and applications to the CC 
(developed at the University Portucalense Infante D. 
Henrique - herein referred to as UPT, a typical 
higher education institution) is presented. The aim of 
this case study is to understand, explore and describe 
the migration’s process to the CC under the 
framework developed in (Cardoso et al., 2015) as 
well as its relationship with ITIL. 
The working methodology towards this case 
study entailed a close monitoring of all stages 
leading to the migration of services to the CC, the 
participation in the decision-making process and the 
intervention in the whole process of installing a 
private cloud and on the migration of services to the 
implemented environment. 
All of the work in this case study took place in 
accordance with the guidelines of the framework 
developed. Thus, the UPT IT’s area starts the whole 
process by defining the initial strategy with broad 
outlines and guidelines for the whole process. This 
phase is followed by the stage of identification and 
understanding of all services, applications and data 
in use by the UPT area of IT. This stage is vital to 
establish a strong foundation of information for 
pursuing the subsequent phases of the framework.  
The next process, “Define, select, analyse and 
map” begins by defining a migration’s plan, which 
delineates all the details of the migration process 
itself. Concomitantly, it runs the “Select providers” 
sub-process where the proposals are analysed and 
the suppliers that best fit the needs identified are 
selected. Following these processes and according to 
the information added so far, the team responsible 
by the migration’s process analyses the aspects of 
the solution and conducts, in collaboration with the 
supplier, a test to the solution. The “Map” sub-
process follows near the end of this process. It is a 
sub-process where the services’ applications and 
data, defined to be migrated to the CC, and the 
corresponding CC services are matched. The 
migration’s process ends with the physical migration 
of the selected services to the CC’s environment. 
This process also includes a pilot test of the entire 
solution as well as the training of actors and the 
beginning of a continuous process of monitoring and 
improvement of the solution as a whole. 
3.3 Results Obtained  
In technical terms the implemented solution 
improved the operating conditions of the services 
migrated to the private cloud. This improvement was 
reflected at the level of management, which became 
centralized and was carried out in a much more 
automated way and the services provided require 
now considerably less time in order to produce 
results. 
Based on the research developed and on the UPT 
IT needs identified it was confirmed that the private 
cloud is the best suitable solution. The tasks of the 
M2CC framework were performed according to 
ITIL. For every process of the M2CC’s framework, 
we found out that ITIL has support, except in what 
relates to the management of the IT’s staff.  
4 DISCUSSION 
To support the validation of the framework 
developed, amongst other actions that are not within 
the scope of this paper, a case study was 
accomplished. 
4.1 Migration Results  
The findings of the case study indicate a close 
relationship between the process identified in the 
M2CC’s framework to migrate IT to the CC and 
ITIL, although some aspects, like the management 
of IT’s human resources and the project 
management, are not covered by ITIL.  All other are 
sufficient to cover the demands of the M2CC’s 
framework. 
The first ITIL book, “Service Strategy”, provides 
guidance on clarification and prioritization of 
service provider investments in services. As such, 
the major usage occurs is in the first two processes 
of the M2CC’s framework – the first defining a 
strategy and the second gathering information 
concerning the current state of the in-house IT’s 
infrastructure. The second book, “Service Design”, 
aims to design appropriate and innovative services to 
meet the business requirements. Hence, its major 
usage is on the gathering information from the 
current IT’s infrastructure and definition of the 
services in the cloud. Hereinafter is the “Service 
Transition” book, and as the name suggests, it takes 
care of the transition of services, that is, builds and 
deploys IT services. Its major usage, is in the 
“Migrate and Govern” M2CC framework’s process, 
which is the process that is responsible for the real 
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migration of services, applications and data to the 
CC. This last process of the M2CC’s framework, is 
also responsible for the services in the cloud 
environment functioning and its improvement. As 
such, the last of the ITIL books, “Service Operation” 
and “Continual Service improvement” provides 
major support to this process. 
Despite the M2CC framework widely benefits 
from ITIL, it is not required that the organization 
previously implements ITIL so that it is able to 
perform the migration to the CC. The team 
responsible for the migration to the cloud may only 
implement the necessary ITIL processes to gather 
the required information or to manage some 
processes. However, it should be pointed out that if 
the organization already follows the ITIL 
framework, the usage of the M2CC framework is 
simplified. 
The case study allowed us to validate the 
framework developed and solve minor issues. For 
example, the task “Test the solution in a controlled 
environment” was added because of a practical 
necessity by the time of the cloud’s implementation. 
According to our study, the use of good practices to 
implement the migration of services to the CC 
benefits the organizations, mainly because they can 
reuse the majority of the work performed by them 
when deploying the good practices’ framework and 
their results in the migration to the CC. Additionally, 
when both the customer and the CSP have 
implemented the same good practices, they have a 
common language facilitating therefore their 
communication.  
To further, validate the results achieved, three 
interviews were conducted with the UPT staff that 
has a direct contact with the services migrated to the 
private cloud. 
4.2 Interviews  
The first interview, done to 16 employees, is 
intended to validate the tests performed in a 
controlled environment to validate the details of the 
achieved solution. The interviews questions and the 
results are depicted on Figure 1 
According to the results, the tests provide the 
expected outcomes - the migration to the CC of the 
selected services and applications was successful 
and the technical difficulties were overcome. 
Interview II was accomplished to evaluate the 
perception of the staff directly affected by the 
migration to the CC (a total of 16 interviews). 
Taking into account the answers to questions, one, 
two and three, of the conducted survey, see Figure 2, 
we can conclude that 100% of the users consider that 
the functionalities of the applications remains 
unchanged and not suffer any access breaks during 
the migration’s period. 
In terms of access, the users also recognize that 
there had been no change in accessing the 
applications they already had. The previous and 
detailed analysis of the applications used and the 
users’ habits led to selecting a period for the 
migration of applications that would have less 
impact to the users.  
This analysis was performed in the process of 
“Identify and Understand” and reinforced in the 
“Define, select, analyse and Map” particularly in 
“Define a Migration Plan" for example in the access 
definition. 
Questions four and five refer to the 
troubleshooting, equated in the initial phase of 
implementation of the framework, in the process 
“Define a strategy” when defining “Why move to 
cloud”. It is widely spread view that the speed of 
access to services has been improved and the 
availability problems were solved. Some of these, 
still felt by some users, are due to intermediate 
servers that have not yet migrated to the new 
solution, such as proxy servers. 
Question six aims to assess the initial study of 
the information that each application uses. 
According to the feedback from the users, all the 




Figure 1: Interview I. 
1. Was the outcome of the tests performed the 
expected? 
2. Has the access speed to the applications has 
been improved? 
3. Were there breaks in the applications 
availability? 
4. Were the accesses to the applications kept 
unchanged? 
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1. Were the applications were migrated with the same 
functionalities? 
2. Were there were breaks in the application accesses at 
migration time? 
3. Were the accesses to the applications kept unchanged? 
4. Has the access speed to the applications has been 
improved? 
5. Have the applications’ availability problems have been 
solved? 
6. Was the information migrated to the new platform was 
complete? 
7. Did your processes, dependent on migrated applications, 
suffer any changes? 
8. Were the applications chosen to be migrated to the cloud 
were appropriate? 
9. Was it important to maintain the existing applications? 
10. Was it important to maintain the applications on the 
premises of UPT? 
Figure 2: Interview II. 
The implemented solution allowed: 
1. To improve the backup process? 
2. To dynamically change the resources allocated to 
machines? 
3. To increase the service’s availability? 
4. To improve the access speed to the applications? 
5. To help you create new machines? 
6. Decreasing the amount of time needed to create a new 
machine and providingnew services? 
7. To reduce the number of physical machines? 
8. To reduce the consumption of electrical energy? 
9. To turn on and off machines according to the 
needs? 
10. To create machines for testing and delete them 
when they are no longer needed? 
11. To generated new machines from a template? 
 
 
Figure 3: Interview III. 
in the new environment. This information was 
collected in connection with the “Identify and 
Understand”. 
According to the answers obtained to questions 
seven, eight and nine, we found out that the 
migration did not cause any disruptions during 
normal day-to-day of the users. These issues resulted 
from the validation of processes “Identify and 
Understand”, “Analyse and test” and “Migrate and 
govern”, for example in gathering information about 
services in the process “Identify and Understand”, in 
analysing the impact on the sub-process “Analyse 
and test” and in selecting applications to migrate 
from sub-process “Define a migration plan”, namely 
“What to move”. 
Question 10 relates to the cloud type chosen in 
the sub-process “Defines the migration plan”. 
However, it also comprehends the security required 
by the institution validated in the sub-process 
“Define a migration plan”, with the risks discussed 
in the sub-process “Analyse and test” and the sub-
process “Select the providers”. 
Interview III, see Figure 3, aims to validate the 
fact that the solution achieved encompasses the CC’s 
technical advantages. This interview has showed that 
the solution achieved includes various CC 
advantages such as, the capacity to dynamically 
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task of creating new machines, activate and 
deactivate machines according to the needs and the 
possibility of having templates to create new 
machines based on a common configuration. 
Moreover, the solution also solves some problems 
found, such as improving the backup processes, 
increase the service’s availability and the speed to 
access these services.  
5 CONCLUSIONS 
IT managers are increasingly concerned in 
minimizing investments; capitalize on investments 
already made and the way the services are 
performed to achieve greater productivity with lesser 
costs. The CC is a paradigm that allows customers to 
start new services or expand already existent ones 
without requiring large upfront investments, 
enabling customers to acquire and release resources 
dynamically according to their needs in a pay-as-
you-go form. One of the main challenges facing the 
migration to this new paradigm is the need to review 
and to adapt the services and IT processes to operate 
in the new paradigm. Another issue arises from the 
difficulty of bringing services back to the 
environment they had before, after they have 
migrated to the cloud. One other issue occurs from 
the costs involved in the migration. Therefore, the 
migration to CC must be carefully planned and 
performed. So, it is important to investigate how the 
organizations can efficiently and effectively migrate 
IT from the conventional model to CC. 
Taking into account, the need to better meet the 
user requirements with lower costs, the advantages 
of the CC, the advantages of ITIL in managing IT 
services (with its major acceptance and adoption’s 
index compared with other service management 
frameworks) and the possibility to use the 
information gathered by ITIL, the work developed 
examined the adequacy of ITIL in the migration of 
traditional IT environments to CC. By creating a 
framework to migrate services to CC and mapping 
the processes of the framework to the ITIL 
processes, we validate the applicability of ITIL to 
the migration to CC. 
Bearing in mind that there are some 
interdependencies among the ITIL processes and 
that implementing the whole ITIL is not an easy 
task, we purpose, as a future work, to develop a 
“mini-ITIL” to support the Small and Medium 
Enterprises (SMEs) that have not implemented ITIL, 
in the migration to the CC.  
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Abstract: While process harmonization is increasingly mentioned and unanimously associated with several benefits, 
there is a need for more understanding of how it contributes to business process redesign and improvement. 
This paper presents the application, in an industrial case study, of a conceptual harmonization model on the 
relationship between drivers and effects of process harmonization. The drivers are called contextual factors 
which influence harmonization. Assessment of these contextual factors in a particular business domain, 
clarifies the extent of harmonization that can be achieved, or that should be strived at. From both qualitative, 
as well as some quantitative, assessment results, insights are being discussed on the extent of harmonization 
that can be achieved, and on action plans regarding business (process) harmonization and (IT) integration. 
1 INTRODUCTION 
The interest in process harmonization by researchers 
and practitioners has increased in the last years 
(Fernandez and Bhat, 2010), (Romero, 2014). The 
process of harmonization is considered as the 
elimination of differences and inconsistencies among 
processes in order to make them uniform or mutually 
compatible (Pardo et al, 2012). Harmonization of 
processes will lead to effective robust business 
processes (Siviy et al, 2008), cycle-time reduction 
and overall operational efficiency (Kumar and 
Harms, 2004). With process harmonization different 
business process domains can be integrated, their 
efficiency and performance can be improved. E.g. the 
reduction in the number of process variants decreases 
the costs of process maintenance and increases the 
agility towards process changes (Manrodt and 
Vitasek, 2004). However, recognizing similarities 
and differences between processes and identifying 
harmonization opportunities is difficult, in particular 
when dealing with processes in a multi-model 
environment. Therefore, a trade-off  has to be 
distinguished between the costs and the benefits of 
striving at totally harmonized business process 
domains or allowing the business domains, and their 
processes, to have local relevant variations (Tregear, 
2010). In (Romero, 2014) a conceptual harmonization 
model is presented on the relationship between 
drivers and effects of process harmonization. These 
drivers are called contextual factors. Assessment in a 
particular business domain, clarifies the extent of 
harmonization of business processes that can be 
achieved. This paper presents the application of the 
mentioned harmonization model in a case study in 
industrial practice, i.e. at DEKRA, an international 
certification body in The Netherlands. DEKRA is 
confronted with challenges regarding performance 
problems and inefficiencies in their testing and 
certification services. In conformance with their 
international business strategy, standardization, 
integration, and improvement are key strategic terms 
on the higher management levels of the multi-national 
company. Currently, one of the main questions is to 
what extent business process domains can, or should 
be, harmonized. Improvement projects in the recent 
past have shown that company-wide or even process 
domain-wide, improvement projects are time-
consuming and limited regarding their effectiveness. 
The objective of the case study is three-fold: first, to 
investigate whether the conceptual harmonization 
model can be made operational in an industrial case 
study; second, to assess the contextual factors, which 
influence the extent of harmonization that can be 
achieved in the particular situation; and third, to 
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derive so-called focus areas for business (process) 
improvement. The structure of this paper is as 
follows. Section 2 introduces the conceptual harmoni-
zation model. In Section 3 the case study 
characteristics will be addressed. Section 4 presents 
the application and the validation of the conceptual 
harmonization model. Sections 5 and 6, i.e. lessons 
learned and discussion, finalize the paper. 
2 THE CONCEPTUAL MODEL 
The first part of the model, see Figure 1, distinguishes 
three different levels in the organizational context: 
external, internal and immediate. Each level includes 
a set of contextual factors. The second part presents 
six aspects of process harmonization which can be 
differentiated when evaluating the level of 
harmonization of business processes. These aspects 
have been derived from a set of indicators, as 
described in literature to measure the level of 
harmonization. Their interrelations with the 
contextual factors have been empirically investigated 
in case studies. The conceptual model suggests that 
when analyzing the effect of contextual factors, one 
should not only consider harmonization of a process 
as a whole, but also consider harmonization of 
particular aspects of a process. The third part 
concerns the elements of business performance that 
are affected by changes in the level of process 
harmonization, but this part is out of scope of this 
paper. See for more details on this part (Romero, 
2014). 
 
Figure 1: A conceptual model on process harmonization. 
In this paper, our focus is on the first and second 
part of the model, which concerns the effect of 
contextual factors on different aspects of process 
harmonization. The external factors characterize the 
business network in which the organization operates 
and that are beyond the control of an individual 
organization.  Three external factors were identified: 
cultural differences, different regulations and power 
distance. (Ang and Massingham, 2007) discussed the 
greater the ‘cultural differences’, the greater the 
difficulty in knowledge transfer across cultures. 
There are mandatory and unavoidable variations that 
come from ‘differences in regulations’ such as 
financial regulations, taxation regimes, import/export 
regulations and employment practices (Tregear, 
2010). ‘Power distance’ refers to differences in the 
relationship among firms in inter-firm collaborations. 
Organizations with low power distance have a higher 
level of integration, i.e. harmonization, of their 
business practices, while those with medium and high 
power distance had a low level of integration. Internal 
factors describe the internal environment of an 
organization. Seven internal factors are included in 
our model. It is expected in literature that a higher 
‘number of locations’ decreases the level of process 
harmonization. However, the effect of multiple 
locations is not straightforward because it is mixed 
with other factors, such as ‘legal requirements’, 
‘personal differences’ among individuals performing 
the same tasks in different locations and ‘cultural 
differences’ (Tregear, 2010). The second internal 
factor is ‘IT governance centralization’. This factor 
leads to a higher level of harmonization, but in some 
cases the initial investment needed to centralize, e.g. 
IT infrastructure, is too high, and savings that can be 
achieved through process harmonization do not 
balance this investment (Buchta et al, 2007). ‘Product 
type’: more differences in products and services may 
require variation in the processes that create, deliver 
and maintain them (Tregear, 2010), suggesting a 
decrease in the expected level of process 
harmonization. ‘Maturity level’: it has been observed 
that organizations which perform better in their 
harmonization initiatives, have at least a moderate 
level of process maturity (Rosenkranz et al, 2010). 
‘Organizational structure’ was also identified as an 
internal factor that exerts an influence in the level of 
harmonization (Girod and Bellin, 2011). Regarding 
the factor ‘organizational structure’, two dimensions 
have been identified from literature, respectively 
centralization and formalization (Romero, 2014).  
The aspects of centralization include: personal 
participation in decision making, hierarchy of 
authority, and departmental participation in decision 
making. Regarding organizational structure 
formalization four aspects are identified, including: 
job codification, job specificity, rule observation and 
written communication. The last internal factor is the 
number of ‘mergers and acquisitions’ that have taken 
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place in the organization. This factor definitely 
decreases the level of harmonization of business 
processes, by increasing the number of process 
variants that coexists. The harmonization of these 
variants consolidates processing volumes and allows 
the organization to exploit economies of scale. 
Finally, the immediate factors define the process 
under study, including: level of structuredness and 
personal differences. "Non routine processes are less 
applicable to harmonization than routine processes” 
(Rosenkranz et al, 2010). An argument to support this 
statement is that different parts of a process need to 
be open for creative decision making, while others 
have to meet legal requirements of different 
countries. There are also unstructured, unmeasured 
and unrepeatable processes that can lead to a low 
level of harmonization (Lillrank, 2003). The potential 
of a process to be successfully harmonized also 
depends on personal differences such as level of 
experience and knowledge of the people involved in 
the process.  The lack of interpretative assessment via 
employees during a process suggests that 
harmonizing this process is possible and leads to a 
successful harmonization process. Regarding the six 
main harmonization aspects of business processes: 
activities refer to the level of harmonization of 
specific steps in the process. Control-flow measures 
the level of harmonization of the sequence of 
activities. Data measures the level of harmonization 
of input and output data used in the process. 
Information technology refers to the level of 
harmonization of IT systems. Management measures 
the harmonization of the process assessment, and 
resources refer to the level of harmonization of 
human resources involved in the process (Tregear, 
2010). 
3 CASE STUDY  
3.1 Case Study Characteristics 
Within the DEKRA business unit of Industrial 
Services, DEKRA Certification is active in three 
business domains, respectively Product Testing & 
Certification (e.g. certification of medical devices, 
consumer goods), Systems Certification (e.g. work 
safety, environmental and quality management 
systems), and Certification of Persons (which focuses 
on the independent testing and certification of 
technical and management staff in various business 
areas.  The scope of the case study is on the business 
process domains of Systems Certification (SC), and 
the Certification of Persons (CP). The main business 
process within the SC domain includes order 
preparation, planning, auditing, corrective ac-tions 
and invoicing. These are carried out for the following 
SC services, respectively: (initial) certification, 
surveillance, recertification and decertification. The 
SC services result e.g. in certification of management 
systems (ISO9001 certificates), certification of 
quality management in hospitals (Dutch HKZ 
certificates) and certification of guidelines for 
construction companies (BRL certificates). CP has on 
a high abstraction level, i.e. the main business 
process, similar activities as SC, but is oriented on 
different types of services. In the CP domain the 
subjects to be tested and certified are not quality 
management systems, but technical and management 
staff in various technical business domains. These 
technical experts need to be assessed periodically, 
with respect to their skills and knowledge on work 
safety, e.g. in the energy supply domain. The basis for 
certification in the CP domain is the independent, 
reliable and fair examination of persons. The 
examinations are based on so-called certification 
schemes which reflect (international) criteria for 
certification. Although DEKRA Certification is 
responsible for the examination, these processes are 
being outsourced to independent examination 
institutes. In the CP domain the services include on 
the one hand the quality insurance of the 
examinations, the knowledge, expertise and behavior 
of examiners, the examination locations, and on the 
other hand the analysis of examination results, and the 
certification of persons. Over the last years the 
number of certified persons in the CP domain has 
increased rapidly, largely due to the energy market 
where safety is becoming an issue of increasing 
importance. Various certification processes for 
persons have been developed under time pressure and 
often independently from each other. Part of the CP 
processes is currently separately managed by 
different product experts and certification managers. 
Although there are similarities between the SC and 
the CP process domains, and also within both 
domains, the differences are increasing. In order to 
investigate directions for improvement, it was 
decided to assess the extent of harmonization that can 
be achieved, or that should be strived at, in the 
particular business domains. 
3.2 Case Study Methodology 
The case study distinguishes a preparation phase, a 
data collection phase and a data analysis phase. In the 
preparation phase the case study scope has been 
determined (i.e. SC and CP), the processes and their 
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differences and similarities have been investigated 
and the information sources have been defined. The 
objective of the preparation is to understand the 
existing processes. Due to the fact that the process 
descriptions of SC and CP differ, it was needed to 
model the current processes into a similar (BPMN) 
format to get a consistent reference frame for the 
interviews.  Regarding data collection two types of 
information sources have been used: documents and 
interviews. The documentation included business 
presentations and process descriptions of the SC and 
CP business processes. Interviews have the benefit to 
specifically focus on the case study topic. The 
interviews were conducted using a pre-defined 
questionnaire (Romero, 2014). The questionnaire 
consists of three parts, respectively questions on 
organizational characteristics, questions to assess the 
contextual factors under study and questions to assess 
the process structuredness. The first part is on 
characteristics such as company type, size and age. 
This information can be used for comparison of data 
from previous or subsequent case studies. The second 
part of the interview assesses the contextual factors. 
Appendix 1 presents as an example the specific close-
ended questions regarding the organizational 
structure (centralization and formalization) that were 
used to assess this factor and the Likert scales used, 
(Romero, 2014). The Appendix shows also the 
calculation of the assessment results of the factor 
organizational structure. The close-ended questions 
facilitate the comparability of data and of the data 
with previous literature. Also combined questions 
have been used, i.e. questions that start with a close-
ended part and based on the choice made, additional 
explanations in an open-ended format are asked. The 
use of semi-structured interviews in this case study is 
motivated by the fact that this type of inquiry is 
exploratory and the interviews should allow for 
unexpected information, e.g. on assessment factor 
interpretations of the interviewees. While choosing 
the right type of interview is crucial, also the selection 
of the proper interviewees is critical. Considering the 
case study’s research questions, we selected as key 
informants respectively experienced managers of the 
certification processes (i.e. product/service 
managers) and experienced operational certification 
experts (i.e. lead auditors). In the data analysis phase 
the assessment results have been analyzed and 
subsequently discussed and validated in workshop 
sessions with the four interviewees. In this phase also 
propositions, from previous case studies (Romero, 
2014), on the interrelations between contextual 
factors and harmonization aspects have been used to 
derive conclusions. Subsequently per contextual 
factor, improvement actions have been defined and 
presented to the general management at DEKRA 
Certification. In the next section the case study results 
are presented and discussed. 
4 THE CASE STUDY RESULTS 
First we will reflect on the business process 
investigation which preceded the assessment of the 
contextual factors influencing harmonization. Then 
we will present the results of the application of the 
harmonization model. Subsequently we will address 
how actions for business process improvement have 
been defined. 
4.1 Investigation of the Business 
Processes 
The SC and CP processes have been analyzed, e.g. 
regarding the modeling languages used, the types of 
documents and their formats. The similarities and 
differences, have been discussed and validated with 
experienced managers in the particular DEKRA 
business domain. In the context of this case study we 
point to the following findings from the investigation. 
In the SC domain, certification services are carried 
out that are slightly different from each other, i.e. the 
different types of quality management system 
certifications (e.g. ISO, HKZ). However, the CP 
domain has emerged over the last five years with 
many new certification services which show many 
differences, both in structure and language. Although 
there exist on a high level of abstraction one main 
process model for certification (with defined 
activities), the SC and CP processes differ with 
respect to modeling language used, levels of detail in 
process elaborations, and document formats (i.e. 
work instructions, procedures). SC and CP also have 
different monitoring and control units. In SC 
monitoring and control is highly centralized (in a so-
called Project Office). In CP this is different with 
many decentralized control units for the distinct 
certification services. Regarding the monitoring and 
control in the SC domain a ‘Plan board’ application is 
being used. However, this application system does 
not support the processes of the CP domain. Further, 
only the SC processes are modeled and visualized by 
process flows in the Quality Management System 
(QMS), an information system that serves as a 
support for the various certification experts (auditors, 
product experts and certification managers). The CP 
domain lacks visualized processes and the QMS only 
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contains CP standard document formats, procedures 
and work instructions. These findings from the 
process investigations were considered as a useful 
process reference framework for the execution of the 
semi-structured interviews. 
4.2 Assessment of the Factors  
Four semi-structured interviews have been carried 
out, i.e. two interviews with product/service 
managers and two with lead auditors. In the following 
we will, for each of the contextual factors, present and 
discuss the results of the assessment. To illustrate the 
analysis and the way we came to our conclusions, we 
will refer in the following for one of the internal 
contextual factors, i.e. organizational structure, in 
more detail to the collection of data and the 
calculation of the results from the close-ended 
interview questions.  
Regarding the external contextual factors, 
‘Cultural differences’ are considered as a factor 
which is of importance in case the scope of 
harmonization covers more countries or regions. 
However, this case study focuses at the particular SC 
and CP domains at DEKRA Certification. Both 
domains are monitored and controlled from one 
central management level at DEKRA Certification. 
Knowledge transfer on systems certification and 
certification of persons mainly takes place within the 
company in The Netherlands. As a consequence the 
contextual factor ‘Cultural differences’ does not 
influence the extent of harmonization that can be 
achieved. Regarding the factor ‘Different 
regulations’, the DEKRA domains SC and CP should 
meet different types of standards and requirements, 
e.g. as specified by the Dutch Council for 
Accreditation. For example, the processes of CP 
should meet the requirements defined in ISO/IEC 
17024:2012, such as the security of examination data 
and the independability of examination processes. SC 
should meet other ISO/IEC standards, such as 
ISO9001 with respect to the quality monitoring and 
control of business processes and management 
systems. As a consequence the SC and CP processes 
show differences, both between and within the 
domains, and there is a danger of ending up with 
multiple variations of both SC and CP certification 
processes. Therefore, the factor ‘Different 
regulations’ influences negatively the extent of 
harmonization that can be achieved. 
Regarding ‘Power distance’ both the SC and CP 
process domains are, at the highest management 
level, being monitored and controlled by the same 
management team. However with respect to the 
management of the SC certification processes the 
differences in customer relations cause differences in 
planning and control. In the SC domain particular 
customer types are allowed, to some extent, to 
determine the planning and the scheduling of the 
certification projects. Auditing and certification, in 
particular the timing aspects, are here to a large extent 
tailored to the needs and the wishes of the customer. 
However in the CP domain, auditing and certification 
processes are planned and scheduled only by the 
management team. These kinds of differences in 
‘Power distance’ influence negatively the extent of 
harmonization that can be achieved at DEKRA 
Certification.  
Regarding the internal contextual factors, both the 
SC and CP process domain are located at the same 
industrial area in The Netherlands. So, the factor 
‘Number of different locations’ is ‘low’. It also 
appeared that both domains are able to exchange 
auditors for particular types of auditing projects. 
Regarding the factor ‘IT governance centralization’ it 
became clear that although decision making 
regarding IT alignment at DEKRA is formally 
centralized, the IT landscape shows a rather scattered 
picture. The SC and CP process domains are partly 
supported by different systems, even in similar 
functional areas. This causes that, although IT-
governance is formally centralized, there is a negative 
influence, from the scattered IT-landscape, on the 
extent of harmonization that can be achieved. 
Regarding the factor ‘Product type’, the domains SC 
and CP have different products (i.e. services) and 
customers in different market segments. E.g. 
certification of business systems only makes use of a 
restricted set of certification schemes, while for the 
certification of persons many (i.e. >50) certification 
schemes are being used. Also product/service 
innovation has different characteristics in both the SC 
(e.g. long-term, generic) and CP domain (e.g. mid-
term, specific). It was concluded that different roles 
in both the SC and the CP domain are not yet 
sufficiently defined and implemented. As a 
consequence the factor ‘Product type’ influences 
negatively the extent of harmonization that can be 
achieved. The ‘Maturity level’, led to different scores 
for the SC and the CP domain. In the SC domain a 
process maturity level 3 was reached, e.g. based on 
the formal and stable system certification procedures 
in this domain. However in the CP domain, the 
process maturity reached is between level 1 and 2. 
This is caused by the fast growth of the domain over 
the last five years, and the large diversity of new 
certification schemes developed. As a consequence it 
was concluded that the restricted ‘Maturity levels’ 
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influence negatively the extent of harmonization that 
can be achieved. Regarding the factor ‘Organizational 
structure’, and its two dimensions centralization and 
formalization, the Appendix reflects some detailed 
assessment results to illustrate the close-ended 
questions as well as the calculation of the scores. The 
factor has been assessed on the basis of 11 sub-
questions on centralization and 14 sub-questions on 
formalization. The 5-point Likert scale scores and the 
4-point Likert scale scores, both derived from 
literature, are normalized in the Appendix. The score 
for centralization is 0.47, which is moderate. It could 
be concluded that there is an average hierarchical 
network that does not influence negatively the extent 
of harmonization. Looking at the score for 
formalization, i.e. 0.59, it was concluded that 
formalization could be classified as above average. In 
total, based on the assessment results of both 
centralization and formalization, the influence of 
Organizational structure centralization on the extent 
of harmonization that can be achieved was concluded 
to be positive. Regarding the factor ‘Number of 
mergers and acquisitions’ DEKRA Certification can 
be considered as a company that has a restricted 
activity in this type of managerial practices. Over the 
last five years, only one small and medium sized 
enterprise has been acquired and merged. This 
indicates that the number of new and different process 
variants, and IT systems, that had to be integrated or 
implemented is limited. Based on the IT governance 
centralization analysis in the foregoing, it was 
concluded that the factor ‘Number of mergers and 
acquisitions’ doesn’t influence the extent of 
harmonization that can be achieved. 
Regarding the immediate contextual factors, the 
‘Level of structuredness’ is based on process aspects 
such as the repeatability of processes and creativity 
needed in decision making. In particular the SC 
domain the processes are, to an above average level, 
standardized. The DEKRA main process model acts 
for SC as a generic model from which specific 
repetitive processes can be derived. The Level of 
structuredness in the SC domain influences positively 
the harmonization of processes. However in the CP 
domain the situation is different. The various domains 
of certification, the variety of certification schemes, 
and the fast increase of certification schemes over the 
last years has led to a rather low ‘Level of 
structuredness’. Because of the quite large differences 
in the two process domains SC and CP it was 
concluded that overall the factor negatively 
influences the extent of harmonization. Regarding 
‘Personal differences’, DEKRA can be considered as 
a company with differences in audit and certification 
experiences and knowledge. In particular in the CP 
domain a particular knowledge regarding the 
examination and certification of persons is required. 
Also the quality assurance of automated examination 
systems requires a specific expertise and qualification 
of the auditors. In the SC domain the required 
expertise and knowledge is oriented at quality 
management and business systems. These ‘Personal 
Differences’ lead to the conclusion that this factor 
negatively influences the extent of harmonization. 
Table 1 gives a summary of the foregoing discussion. 
Table 1: Influences of factors on harmonization. 
Contextual factor Influence 
Cultural differences None 
Different regulations Negative 
Power distance Negative 
Number of locations None 
ITG centralization Negative 
Product type Negative 
Maturity level Negative 
Organizational structure Positive 
#  Mergers and 
acquisitions
None 
Level of structuredness Negative 
Personal differences Negative 
4.3 Assessment  
In this section we will summarize the discussed 
assessment results for each of the factor categories  
and we will present briefly the harmonization actions 
that have been defined at DEKRA Certification, both 
on processes as a whole, as on particular aspects (i.e. 
Activities, Resources, Data, Control-flow, Informa-
tion technology and Management). From the 
interviews it appeared that the external contextual 
factor ‘Different regulations’ has a negative effect on 
the extent of harmonization that can be achieved. For 
DEKRA Certification these standards have to be 
taken as given, and they cannot be adapted or tailored 
by a certification body. In particular the periodically 
upgrade of standards by International Standardization 
Organizations requires extra effort from certification 
bodies to stay compliant. The assessment results lead 
to decisions for two harmonization aspects, 
respectively: Resources and Management. It was 
decided to define a harmonization project in that 
resources, i.e. lead auditors from both the SC and the 
CP domain will start collaboration on the 
interpretation, the implementation and the 
maintenance of the various international certification 
stand-ards. Further, it was decided that in particular 
the management of knowledge sharing and 
standardization of certification activities would be 
implemented to strive towards a more harmonized 
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business situation. From the assessment results on the 
internal contextual factors, the factors ‘Maturity 
level’ and ‘IT Governance centralization’ show clear 
negative influences. Harmonization actions defined 
pointed to the harmonization aspects of respectively 
‘Information technology’ and ‘Management’. A 
project has been defined on the integration and 
standardization of the various IT applications in the 
SC and CP domain, as well as the monitoring and 
control (i.e. management) on the IT Governance 
level. The internal contextual factor ‘Organizational 
structure’, respectively centralization and 
formalization, shows a positive influence regarding 
the extent of harmonization that can be achieved. 
However, the internal contextual factor ‘Product 
type’ influences harmonization negatively and leads 
to warnings regarding a too high ambition level. 
Harmonization actions defined point to the 
harmonization aspects ‘Activities’ and ‘Resources’.    
Based on this a joint-project has been defined in the 
SC and CP domain, to identify criteria for the 
adoption and development of new services, i.e. the 
implementation of new certification schemes. The 
project should lead to a limitation in the variety of the 
certification activities and the skills and knowledge 
that is needed, as well as an improvement of the 
coherence in the resources and the certification 
activities.  
The immediate contextual factors ‘Levels of 
structuredness’ and ‘Personal differences’, internally 
and directly related to the SC and CP processes under 
study, show both negative influences on the extent of 
harmonization that can be achieved. The SC and the 
CP process domains have independently been 
managed and have different growth curves with 
respect to standardization of processes. In particular 
in the CP domain the fast business growth and 
increase in certification schemes, has led to an 
unstructured variety in processes, procedures and 
work-instructions. Harmonization actions defined, 
pointed clearly to the harmonization aspects 
‘Activities’, ‘Control-flow’ and ‘Data’. Consequent-
ly a project has been defined to cover these aspects. 
First, the development of so-called Project Office 
activities in the CP process domain has been defined. 
Project Office activities bundle the expertise and 
streamlines the planning and control-flows of the 
certification services. These process improvements 
will reduce the throughput time, as auditors are 
supported by a Project Office and can focus on their 
job. Next to these new activities in the process 
models, the procedures and the documents of CP are 
also rewritten into the same data format as for SC. 
Advantages include a higher consistency in the 
quality of the process out-comes, e.g. customer 
reports. 
5 LESSONS LEARNED 
The conceptual model on contextual factors and 
harmonization aspects can be made operational in an 
industrial environment, and can be used as a valuable 
assessment tool. An operationalization of this 
conceptual model led to interesting assessment 
results. The influences of the factors on 
harmonization became clear, in particular in the 
discussions with the selected involved practitioners. 
Consequently, agreements with respect to different 
types of improvement actions, in terms of concrete 
projects on different harmonization aspects (e.g. 
resources, activities, etc.), could be defined. Thus, the 
application of the conceptual harmonization model 
has resulted in consensus in the company on a 
concrete action plan, e.g. with respect to information 
systems integration and has proven its value in the 
particular business situation. Further, the understan-
ding of the factors influencing harmonization, could 
be used as a valuable input for trade-off decisions. 
6 CONCLUSIONS 
A single qualitative case study methodology was 
adopted in this study to identify relations between 
contextual factors and the level of harmonization. 
Although interesting and important, the emergent 
findings are idiosyncratic or related to this single case 
study. To strengthen the propositions, it is strongly 
recommended to apply a multiple case study 
methodology. Such a methodology enables 
comparisons between, preferably more quantitative, 
case study results and can identify consistencies in 
factor-harmonization aspect relationships. Although 
the paper points to IT project development the 
implementation of systems are out of scope of this 
paper, since these will only become available on the 
mid- and long-term. However, the implementation 
actions have already become part of the DEKRA 
business development plan and will be evaluated 
periodically. 
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Some Detailed Assessment Results 
Centralization Interviewee 1 Interviewee 2 Interviewee 3 Interviewee 4 Averages
Index of participation in decision making (5-point Likert-scale)
0,50 1,00 0,00 0,25 0,44
0,00 1,00 0,00 0,00 0,25
0,25 0,75 0,50 0,75 0,56
0,75 0,50 0,00 0,25 0,38
0,41
Index of hierarchy of authority (4-point Likert-scale)
0,67 0,67 0,67 0,33 0,58
0,67 0,33 0,33 0,33 0,42
0,67 0,33 0,33 0,33 0,42
0,33 0,00 0,33 0,33 0,25
0,33 0,33 0,67 0,33 0,42
0,42
Departmental participation in decision making (5-point Likert-scale)
0,75 0,25 0,75 0,50 0,56
0,75 0,75 0,75 0,25 0,63
0,59
Group average Centralization 0,47
Formalization
Index of Job codification (4-point Likert-scale)
1,00 0,33 0,33 0,67 0,58
0,33 0,67 0,00 0,67 0,42
0,33 0,33 1,00 0,33 0,50
0,33 0,33 0,67 0,33 0,42
0,00 0,67 0,67 0,33 0,42
0,47
Index of rule observation (4-point Likert-scale)
0,67 0,33 0,33 0,67 0,50
1,00 0,67 0,33 0,33 0,58
0,54
Index of Specificity of job (4-point Likert-scale)
0,67 0,33 0,67 0,67 0,58
0,67 0,67 0,67 0,67 0,67
1,00 0,67 0,67 0,67 0,75
0,67 0,67 0,67 0,67 0,67
0,67 0,67 0,67 0,67 0,67
0,67 0,67 0,67 0,67 0,67
0,67
Written communication (5-point Likert-scale)
0,75 0,75 0,75 0,50 0,69
0,69
Group average Formalization 0,59
Employees participate in decisions involving their work environment.
Employees participate in decisions involving your work.
   The frequency of written communication in your organization is high.
Whenever we have a problem, we are supposed to go to the same person for an answer.
We are to follow strict operating procedures at all times.
The organization keeps a written record of everyone's job performance.
Going through the proper channels is constantly stressed
Everyone has a specific job to do.
Whatever situation arises, we have procedures to follow in dealing with it.
The employees are constantly being checked on for rule violations.
People here make their own rules on the job.
People here are allowed to do almost as they please.
How things are done here is left up to the person doing the work.
A person can make his own decisions without checking with anybody else.
I feel that I am my own boss in most matters. 
People here feel as though they are constantly being watched to see that they obey all the rules.
How frequently do you usually participate in the decision to hire new staff?
How frequently do you usually participate in decisions on the promotion of any of the professional staff?
Any decision I make has to have my boss's approval.
I have to ask my boss before I do almost anything.
Even small matters have to be referred to someone higher up for a final answer.
A person who wants to make his own decisions would be quickly discouraged here.
There can be little action taken here until a supervisor approves a decision.
How frequently do you participate in the decisions on the adoption of new programs?
How frequently do you participate in decisions on the adoption of new policies?
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Abstract: Nowadays, data warehousing and online analytical processing (OLAP) are core technologies in business intel-
ligence and therefore have drawn much interest by researchers in the last decade. However, these technologies
have been mainly developed for relational database systems in centralized environments. In other words, these
technologies have not been designed to be applied in scalable systems such as NoSQL databases. Adapting
a data warehousing environment to NoSQL databases introduces several advantages, such as scalability and
flexibility. This paper investigates three physical data warehouse designs to adapt the Star Schema Benchmark
for its use in NoSQL databases. In particular, our main investigation refers to the OLAP query processing
over column-oriented databases using the MapReduce framework. We analyze the impact of distributing at-
tributes among column-families in HBase on the OLAP query performance. Our experiments showed how
processing time of OLAP queries was impacted by a physical data warehouse design regarding the number of
dimensions accessed and the data volume. We conclude that using distinct distributions of attributes among
column-families can improve OLAP query performance in HBase and consequently make the benchmark
more suitable for OLAP over NoSQL databases.
1 INTRODUCTION
The comparison among different systems that manip-
ulate huge volumes of data is crucial for modern in-
formation systems. Performing analysis over mas-
sive volumes of data is a challenge for traditional
data warehousing approaches (Chevalier et al., 2015).
Data warehouses (DWs) are used for data analysis,
in which the data is modeled in a multidimensional
schema according to the cube metaphor and on-line
analytical processing (OLAP) queries are performed
to help the decision-making process. New solutions
for big data management are usually implemented on
distributed environments, which enables horizontal
scalability. Many enterprises use NoSQL (Not only
SQL) database systems to manage data split in de-
centralized environments. With the advent of NoSQL
systems to store and process data, there is a need to
apply systematic techniques for performance compar-
ison, usually conducted by benchmarks.
Benchmarks of DW are tools aimed at answer-
ing the question “Which is the best database system
for OLAP query processing?” (Folkerts et al., 2012).
These questions are answered by functional and per-
formance tests, based on properties of each evaluated
system. Its goal is to quantify the quality and the per-
formance of a system, in order to make a fair com-
parison. There are four main requisites of a bench-
mark (Bog, 2013): relevance, portability, scalability
and simplicity. In the context of DW and decision
support systems, there are three main benchmarks:
TPC-DS (Poess et al., 2002), TPC-H (Moussa, 2012)
and Star Schema Benchmark (SSB) (O’Neil et al.,
2009). However, they fail in, at least, two requi-
sites. First, they were planned to evaluate relational
databases, which can be very different from NoSQL
systems, failing on portability. Second, their data gen-
eration is centralized and limited, impacting the hori-
zontal scalability of huge data volumes.
There has been a significant amount of work
on column-oriented database systems (Abadi et al.,
2008). Studies revealed that this type of data storage
could support analytical workloads with more than an
order of magnitude faster than row-oriented database
systems. The performance improvement is related
to read-only workload, which reduces the number
of I/O operations since most of the queries have to
read only the targeted attributes. Based on the as-
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sumption that, for some specific queries, not all of
the values are required at the same time, the column-
oriented approach is appropriate for deploying a DW.
HBase (George, 2011) is a distributed, persistent and
strictly consistent column-oriented NoSQL database
system. All data stored in HBase is organized in
column-families, as described in Section 2.2. As pro-
posed by Cai et al. (2013), there are an important
feature that impact the performance of HBase’s read
and write operations: the attributes stored in the same
or among different column-families.
In this paper, we propose the analysis of OLAP
query performance over multiple data organization
strategies on HBase. These different strategies refer
to different physical DW designs. The present inves-
tigation consists in implementing and comparing the
performance of OLAP queries over different column-
families arrangements. We also highlight scenarios
based on different report requirements that could ben-
efit from the designs investigated in the paper. Since
a benchmark encompasses the schema and workload
of a DW, we tackle the problem by exploring different
schemas and analyzing the effects on their workloads.
1.1 Motivating Scenarios
Let a DW storing data related to a shopping corpora-
tion represented by the multidimensional data cube.
This company is interested in reporting the quantity
sold per product per filial per day. OLAP queries is-
sued against this DW depend on the business perspec-
tives of interest. Therefore, we introduce two rep-
resentative scenarios that motivate the investigations
carried out in this paper, as follows:
Scenario 1: The shopping corporation is inter-
ested in reporting the daily profit, based on the total
of products sold in that day. With this information,
the corporation can determine the total income of
each month. Other possibility is that the enterprise is
focused on the daily profit to perform infrastructure
investments. In this scenario, the most frequent
OLAP queries access only one dimension of the
data cube. We call these queries as one-dimensional
queries.
Scenario 2: The corporation is interested in ana-
lyzing the amount of units sold of each product over
time. More specifically, it is focused on reporting the
quantity sold of each product in the last month, or the
quantity sold of each product in each filial. In this
scenario, the most used queries involve two or more
dimensions of the data cube. We call these queries as
two-dimensional and three-dimensional queries.
1.2 Contributions
The relevance of our paper is to point out appropriate
data organization designs to enhance the performance
of OLAP queries in a column-based NoSQL database
for different DW enterprise scenarios. We investigate
the influence of physical design of the DW schema
so that databases administrators can optimize the per-
formance of OLAP queries on distributed column-
oriented NoSQL database systems. This paper intro-
duces the contributions described as follows:
1. It proposes a new physical DW design, called
FactDate, aimed to improve the performance of
one-dimensional queries.
2. It analyses three physical DW designs, each one
providing better performance results according to
a given scenario. This analysis includes a scala-
bility performance evaluation.
3. It extends the SSB workload by proposing two
new OLAP queries, which are used to investigate
two-dimensional queries.
The remaining part of this paper is organized as fol-
lows. Section 2 summarizes the background, Sec-
tion 3 reviews related work, Section 4 describes the
physical DW designs, including the proposed Fact-
Date design, Section 5 details the queries proposed
for SSB, Section 6 addresses the experimental tests,
and Section 7 concludes the paper.
2 BACKGROUND
2.1 Data Warehouse and OLAP
Business Intelligence (BI) can be defined as a set
of technologies and mechanisms to efficiently extract
useful business information from large volumes of
data. Nowadays, DWs are inserted in many business
information technology applications, enabling the ef-
fectively utilization and analysis of information for
business planning and decision making (Ciferri et al.,
2013). A DW stores data used for analytical tasks to
support decision making, such as information about
sales, customers and profit. DWs are typically related
to the day-to-day company’s operations, and can con-
tain millions and even billions of business records.
Following the cube metaphor described in Sec-
tion 1.1, the DW provides a multidimensional orga-
nization of data. When a DW is implemented in re-
lational databases, this organization is usually struc-
tured as a star schema, where the fact table stores
the measures of the business events and the dimen-
sion tables, related to the fact tables, contain the con-
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text of these measures (Kimball and Ross, 2013). Star
schemas provide better query performance by reduc-
ing the number of join operations.
While a DW is considered one of the most used in-
frastructure for BI systems, OLAP can be interpreted
as a front-end analyzing tool. OLAP encompasses
complex queries that frequently aggregate and con-
solidate measures of the fact table, including dimen-
sions perspectives. An example of an OLAP query is:
“How many products were sold by brand and by store
in the last year?”, where the measure is the quantity
of items sold and the dimensions are brand, stores and
date, respectively. In this context, the word analytical
refers to extracting information from the DW that is
useful to the decision making process, focusing on the
analyses of the day-to-day company’s operations.
2.2 Column-oriented NoSQL Databases
Column-oriented databases store their data grouped
by columns, where the values of each column are con-
tiguously stored on disk. This orientation differs from
the row-oriented databases, which store each row en-
tirely and contiguously on disk (George, 2011). As
stated in Section 1, an advantage of column-oriented
organization is the need of reading only the required
attributes of the query, which is the case for OLAP.
In a column-oriented database, inserting a tuple re-
quires to write each attribute value of the record sep-
arately, raising the number of I/O operations. How-
ever, column-oriented storage can improve the perfor-
mance of queries that access only a subset of columns
from a wide table. This occurs because unrequired at-
tributes are not read, reducing the I/O consumption of
read-intensive workloads, such as OLAP queries.
An example of column-oriented NoSQL database
is HBase, which provides access to each tuple using
unique keys called rownum. These keys are stored
lexicographically. For each attribute of each tuple,
HBase stores a cell structure with the following for-
mat: <rownum, cf, column, timestamp, value>. To
retrieve an attribute value, it is required to inform
the rownum, cf (column-family) and column fields.
Column-families group columns that are stored con-
tinuously on disk, in the same file, whose structure
is denominated HFile. If a query processes attributes
from different column-families, the needed HFiles are
joined to reconstruct the query result.
To perform OLAP queries over distributed data,
the HBase tables can be used as input to the MapRe-
duce or the Spark frameworks, which are designed
for parallel processing of massive datasets (Doulk-
eridis and Nørvåg, 2014). Companies can implement
their own queries using these frameworks, or can in-
tegrate HBase with some SQL layers, such as Hive
and Phoenix. Hive (Thusoo et al., 2010) is a SQL
layer that models an infrastructure of DW, allowing
queries to be expressed with a SQL-like language
called HiveQL. Phoenix, on the other hand, offers an-
other SQL interface, boosting HBase performance.
2.3 Benchmarking Technique
A benchmarking technique aims to measure perfor-
mance of an information system and compare it with
others. This evaluation consists of performing a set of
well-defined tests in order to empirically measure the
system’s functionality and performance. Moreover,
the benchmark must contain a set of operations based
on the workload scenario that is going to be tested.
Regarding SQL statements, the OLAP query process-
ing can be classified as a read-only workload, focused
on select transactions (Bog, 2013).
Regarding benchmarks for DWs, they should en-
compass four main steps (Floratou et al., 2014): (i)
schema and workload; (ii) data generation; (iii) met-
rics; and (iv) validation. In step (i), two issues must be
tackled. First, a schema that models a typical applica-
tion in the domain area of the DW. For the workload,
it refers to operations on this schema, represented by
OLAP queries with respect to variations of the selec-
tivity. In step (ii), the benchmark defines rules to gen-
erate synthetic or real data for the schema, allowing
data volumes variations and respecting the selectiv-
ity of the workload. In step (iii), some quantitative
and qualitative metrics are defined for the benchmark,
to report important aspects of the system. Finally, in
step (iv), metrics are collected after the workload is
applied on the generated data. These metrics are com-
pared to others reported by others databases systems.
3 RELATEDWORK
The Star Schema Benchmark (SSB) (O’Neil et al.,
2009) is an extension of the TPC-H (Poess and Floyd,
2000), which is designed to measure the performance
of analytical queries over database products in sup-
port to typical data warehousing applications. SSB
implements a genuine star schema, which previous
work (Kimball and Ross, 2013; O’Neil et al., 2009)
argued that this kind of schema can better repre-
sent real-world scenarios. The central fact table of
SSB is LineOrder, which contains information about
sales transactions of a retailer, and this information is
stored as different types of measures, like profit, units
sold and revenue. Also, SSB defines four dimension
tables: Date, Customer, Supplier and Part. The SSB
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workload is composed of 13 OLAP queries organized
in four classes that provide not only functional cover-
age but also variations of selectivity and hierarchical
level used. The main limitation of SSB is the restric-
tion to relational OLAP environments. Further, it also
defines queries applied over one, three or four dimen-
sion tables, lacking of two-dimensional queries.
The Columnar NoSQL Star Schema Benchmark
(CNSSB) (Dehdouh et al., 2014) extends SSB by
proposing a benchmark adapted to measure the per-
formance of columnar NoSQL DWs. It defines a
schema composed of only one table with several
columns, i.e. it denormalizes the SBB’s star schema
by joining the fact table (LineOrder) with the dimen-
sions tables. The attributes of the schema are grouped
in column-families (CFs) related to their original di-
mension. Although this adaptation has an intuitive
semantic, the physical design of the schema can in-
fluence query performance, and therefore this schema
may not be the only one recommended.
Related to the performance evaluation of colum-
nar NoSQL, the work of Cai et al. (2013) measures
the HBase performance by using two physical DW
designs: (i) only one column-family with multiple
columns; and (ii) multiple column-families, where
every column-family has only one column. In case
(i), reading one row means reading the data of all
columns, even if the user does not need them. As
a consequence, queries using only a few attributes
should consume more I/O and bandwidth. On the
other hand, in case (ii), the user needs to read the
data separately from each CF and combine them to
rebuild the row. When the user request data from a
fixed set of columns, storing these specific columns
in the same CF should provide a better processing
performance than splitting them into several different
CFs. The experiments only performed generic read
and write operations, without evaluating any aspect
of query processing, selectivity, and DW schema.
Another extension of SSB to column-oriented
NoSQL databases is proposed by Dehdouh et al.
(2015). They introduce three approaches to adapt
SSB to HBase, called NLA-SSB, DLA-SSB, and
DLA-CF-SSB. NLA-SSB refers to the normalized ap-
proach of SSB, while DLA-SSB and DLA-CF-SSB
join the fact and the dimension tables. While DLA-
SSB groups all dimensions in the same CF, DLA-
CF-SSB stores each dimension in a distinct CF, such
as CNSSB (Dehdouh et al., 2014). They observed
that both DLA-SSB and DLA-CF-SSB did not impact
query performance when accessing attributes from
different dimensions. However, the experiments only
processed a fixed data volume, not analyzing the be-
havior of query processing as data grow. They also
did not evaluate the performance of all SSB’s queries,
which vary the selectivity and perform aggregations
based on real-case enterprise scenarios.
In this section, we addressed the limitations of
SSB, and its adaptations, to analyze different physical
DW designs on NoSQL databases. In this paper, we
tackle these issues by measuring the impact of the CF
organization on OLAP queries, considering different
data volumes. Further, we propose two new types of
queries, which are very important because they allow
the investigation of two-dimensional queries.
4 PROPOSED INVESTIGATION
We propose an investigation of the physical DW de-
sign on HBase column-oriented NoSQL database, by
considering different strategies to arrange attributes
into column-families (CFs). Our investigation is mo-
tivated by the fact that, as presented in Section 2.2,
each CF on HBase is stored in a separated HFile,
such that when a query accesses data from two or
more CFs, it must read each HFile and join them by
the rownum field to rebuild the tuple. However, rec-
ommendations of HBase state that joining more than
two CFs leads to a low performance. As a conse-
quence, it is important to analyze the attribute dis-
tribution over CFs regarding the OLAP query con-
text. Depending on the analysis, specifically the num-
ber of dimensions aggregated, distinct distributions
can benefit or degenerate query performance. Fur-
ther, different enterprise scenarios may benefit from
different physical DW designs. As described in Sec-
tion 1.1, our work focuses on two enterprise sce-
narios. Figure 1 depicts the three-level architecture
for NoSQL column-oriented databases adopted in our
work, showing the adaptations for the physical level
regarding distributed NoSQL systems.
By adopting this denormalization, we argue that,
at the physical level, the database administrator can
decide among three DW designs, as follows:
• Physically organize all attributes in the same CF,
as proposed by Cai et al. (2013) and presented as
DLA-SSB (Dehdouh et al., 2015). We call this
schema as SameCF.
• Store each dimension in different CFs, re-
garding CNSSB (Dehdouh et al., 2014) and
DLA-CF-SSB (Dehdouh et al., 2015). We call
this schema as CNSSB.
• Group some of the more frequently used dimen-
sions to the fact table, which represents the new
strategy proposed in this paper. We joined dimen-
sion Date and call this schema as FactDate.




























































Figure 1: Three-level DW architecture for NoSQL column-
oriented databases, with specific adaptations on the physical
level that are analyzed in this paper.
First, we implement the CNSSB, which was pro-
posed by Dehdouh et al. (2014) and described in
Section 3. Despite the fact that CNSSB is a user un-
derstandable organization, any OLAP query that in-
volves at least one dimension of the DW will need
to process two CFs, one for the fact’s attributes and
one for the aggregated dimensions. Our second im-
plementation refers to the SameCF design and con-
sists in storing all the attributes in a single CF, based
on the DLA-CF-SSB (Dehdouh et al., 2015) and on
the work of Cai et al. (2013). This configuration aims
to improve the performance of OLAP queries that an-
alyze a greater number of dimensions, such as Sce-
nario 2 (Section 1.1). Although minimizing the quan-
tity of CFs is a good approach, the organization may
decrease the performance of OLAP analysis that uses
just a small set of attributes and dimensions.
Finally, we propose a new physical DW imple-
mentation, called the FactDate design, which repre-
sents an intermediary solution between CNSSB and
SameCF, combining the LineOrder and Date tables.
This design is aimed at improving the performance
of OLAP queries that use both the fact table and the
dimension table Date, as most of analytical queries
relate their measures to time. This physical de-
sign can improve query performance for queries that
use both CFs as those described in Scenario 1, i.e.
one-dimensional queries. It can also benefit two-
dimensional queries, where one of the dimensions
used is the dimension Date, by decreasing the total
number of CFs processed in the query.
5 PROPOSED QUERIES
Another contribution of this paper is the proposal of
two new queries to be added to the SSB workload.
The need for those queries is to test OLAP aggre-
gations over two dimensions since the SSB work-
load lacks this type of query. Therefore, the pro-
posed queries are two-dimensional queries. To elab-
orate queries for a data warehousing benchmark, first
we need to determine and vary the selectivity of the
queries. The predicates used by OLAP queries de-
fined in SSB have an uniform distribution. Through
the cardinality of the attributes, we can define new
queries with specific selectivities, similar to the other
queries defined by SSB, however performing a two-
dimensional analysis. Table 1 defines the cardinality
of the predicates used in the proposed queries.
Table 1: Attribute’s cardinality of the proposed queries.
attribute value attribute value
d_year 7 l_quantity 50
d_yearmonthnum 84 p_category 25
The first proposed query, named Qnew1 (Fig-
ure 2), calculates the maximum and minimum rev-
enue, for a given product’s category and year,
grouped by product’s brand. The predicates of
this query are defined over the attributes d_year,
p_category and lo_quantity, whose combined selec-
tivity is 17 × 125 × 2550 = 2.85×10−3. This value is sim-
ilar by the same order of magnitude to the queries
defined by SSB using other quantities of dimensions,
like Q2.2 (1.60×10−3) and Q3.2 (1.37×10−3).
SELECT p_brand1, max(lo_revenue),
min(lo_revenue)
FROM lineorder, dates, part
WHERE lo_orderdate = d_datekey
AND lo_partkey = p_partkey
AND d_year = 1993
AND p_category = 'MFGR#11'
AND lo_quantity < 25
GROUP BY p_brand1 ORDER BY p_brand1;
Figure 2: The two-dimensional proposed query Qnew1.
The second proposed query is based on a drill-
down operation over the date hierarchy, changing the
analysis from year to month (i.e. attributes d_year to
d_yearmonthnum). This new query, called Qnew2,
calculates the maximum and minimum revenue for
a given product’s category and a month of a year,
grouped by product’s brand. The selectivity of this
query is 2.38×10−4, because of the cardinality of the
predicate over the attribute d_yearmonthnum. Also,
this query has the selectivity near to the SSB’s queries
Q1.2 (6.49×10−4) and Q2.3 (2×10−4).
The two new queries are used in the performance
evaluation to test the designs detailed in Section 4.
6 PERFORMANCE EVALUATION
In this section, we present the performance evaluation
for the three implemented physical designs, CNSSB,
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SameCF and FactDate, regarding the execution of the
queries of the SSB workload and the queries proposed
in Section 5. We also investigate the impact of the
data volume scalability. The tests were performed us-
ing the following configuration setup:
Hardware: A cluster composed of 4 nodes, each
node having a quad-core CPU at 3.0 Ghz (i5-3330),
16 GB RAM, 1 TB SATA disk (7200 RPM) and 1
Gb/s network. One node acts only as a dispatcher (na-
menode) and the other three as workers (datanodes).
Software: All machines run CentOS (version
7.0). Storage and query processing were performed
using HBase (version 0.98.13), Hadoop (version
2.4.1) and ZooKeeper for data partitioning in HBase.
We used the SSB’s data generator to generate the
dataset, in which the tables were joined into a sin-
gle denormalized CSV file. This file was first loaded
in HBase through conversion to HFile format and
then equally distributed among the datanodes using
MapReduce jobs. Table 2 details, for each Scale Fac-
tor (SF), the size of the generated file and the size of
the same data after loading it in HBase. Because of
the HBase’s cell structure, the size of the database is
greater than the CSV file size. Each query was imple-
mented using Java (version 1.8) and executed at least
five times to collect the average elapsed time.
Table 2: Data volumes used in the experiments.
Scale Factor (SF)
10 20 40 80
CSV (GB) 28 55 109 218
FactDate (GB) 58.4 116.9 233.9 468.2
CNSSB (GB) 58.5 117 234.2 469.9
SameCF (GB) 57.9 115.8 231.8 464.0
6.1 Analyzing the Physical Designs
This experiment evaluates the query processing for
the three schemas described in Section 4 using SFs
with values of 10 and 20 (Table 2). We organize
our discussions considering two aspects: low-
dimensional analysis and high-dimensional analysis.
Analysis of Low-dimensional Queries
Regarding Scenario 1, we evaluated OLAP queries in-
volving a few number of dimensions, i.e. we eval-
uated one and two-dimensional queries. The one-
dimensional queries were adapted versions of the SSB
query workload. These queries, named Q1.1, Q1.2
and Q1.3, depend only on the dimension Date and
on the fact table. Their differences consist in the
predicates involved, which provided different values
of selectivity. The two-dimensional queries were the
Qnew1 and Qnew2 proposed in Section 5.
Figure 3 depicts the obtained performance re-
sults. Figures 3(a) and 3(c) show that the proposed
FactDate outperforms the other designs for one-
dimensional queries. FactDate improved the overall
performance from 25% to 33% regarding its best
competitor, CNSSB. This behavior is justified by
the fact that our proposed design processes only one
CF, while CNSSB processes two CFs to perform the
same query. When comparing the SameCF and the
FactDate designs, SameCF contains flatter HFiles
because it stores attributes for all dimensions. As a
consequence, the one-dimensional query processing
requires more time due to larger HFiles. Figures 3(b)
and 3(d) illustrate that CNSSB demanded more
time to process queries Qnew1 and Qnew2, as it
requires accessing three CFs to process them. Also,
our proposed FactDate design still outperformed
the other designs because it uses only two CFs.
Compared to its best competitor, SameCF, FactDate
improved query performance from 6% to 14%.
Analysis of High-dimensional Queries
The second part of our analysis evaluated three and
four-dimensional queries, which were adapted ver-
sions of the SSB workload. These queries are re-
lated to Scenario 2, and adapted from SSB’s work-
load. The three-dimensional queries are named Q2.1
to Q3.4, and the four-dimensional queries, Q4.1, Q4.2
and Q4.3, accessed all four dimensions of the schema.
Figure 4 depicts the obtained processing elapsed
time. Here, we noticed that processing more than
two CFs in the same query provided significant per-
formance losses regarding the FactDate and CNSSB
designs. When a query needs to process three or
more CFs, the overhead for rebuilding a tuple sharply
increased execution time. Figures 4(a) and 4(b)
illustrate that SameCF provided the better perfor-
mance results. They also show that this behavior was
maintained when the data volume was increased by
two times. Regarding the three-dimensional queries,
SameCF improved the overall performance from 14%
to 38% when compared to its best competitor, Fact-
Date. Furthermore, when we added more dimensions
to the query, the processing time for CNSSB and Fact-
Date increased. They become unsuitable for Scenario
2, as depicted in Figures 4(c) and 4(d). Regarding the
four-dimensional queries, the improvement provided
by SameCF over FactDate ranged from 47% to 54%.
Both analysis show strong indications about how
different enterprise scenarios can require distinct
physical DW designs to efficiently attend the most
frequent queries. On our next experiment, we analyze
how this behavior is related to data volume.
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queries with SF = 20.
Figure 4: Processing elapsed time for high-dimensional
queries, which are related to Scenario 2.
6.2 Scalability Evaluation
Here, we evaluate query performance, according to
the designs described in Section 4, analyzing their be-
havior as the data volume increases. In this experi-
ment, we used SFs = 10, 20, 40 and 80 (Table 2).
Figure 5 depicts the average processing time for
the one-dimensional queries. We can observe that
the query performance against SameCF was highly
degenerated and produced higher processing times
when compared to the other designs. The main dif-
ference between FactDate and CNSSB was related to
the quantity of CFs, where the queries against Fact-
Date only accessed one CF while the queries against
CNSSB accessed two CFs. Regarding FactDate, we
observed that reducing the quantity and size of the
CFs related to the most frequent queries improved
query performance, but if all the dimensions were
joined in the same CF, the performance dropped sub-
stantially. Further, FactDate boosted the performance


























Figure 5: Processing time of one-dimensional queries.
Figure 6 depicts the average processing time for
the two-dimensional queries. The three designs
showed a similar behavior when processing these
queries. However, the proposed FactDate design
slightly outperformed the other designs as it pro-
cessed only two CFs for the two-dimensional queries,
while CNSSB design processed three CFs. Compar-
ing FactDate to SameCF, we observed that FactDate
deals with two small CFs while SameCF processes
only one large CF. Therefore, when two small CFs
were joined, FactDate still outperformed the overhead
of processing one flatter HFile. This improvement


























Figure 6: Processing time of two-dimensional queries.
Figure 7(a) shows the average processing time
for the three-dimensional queries. For two or more
CFs, query performance presents an opposite behav-
ior when compared to the results depicted in Figures 5
and 6. We can observe that grouping all attributes
in the same CF boosted the performance of SameCF
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over FactDate from 21% to 31% as the data volume
increased. Moreover, Figure 7(b) depicts that this
improvement, on four-dimensional queries, is up to
54%. We can conclude that, when it comes to pro-
cessing three or four CFs, FactDate and CNSSB are
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(b) Four-dimensional.
Figure 7: Processing time of high-dimensional queries.
7 CONCLUSIONS
In this paper, we analyze three physical DW designs,
called CNSSB, SameCF, and FactDate. We consider
two different enterprise scenarios, determining OLAP
queries with different numbers of dimensions. We ob-
serve how the attribute arrangement over CFs accord-
ing to these designs influences OLAP query perfor-
mance. The results of our experiments showed that
storing all data in one CF provided better performance
for high-dimensional queries. In this scenario, the
SameCF was the most appropriated to be deployed.
On the other hand, storing dimensions in different
CFs benefited low-dimensional queries. In this sce-
nario, the FactDate and the CNSSB were more appro-
priated. Further, when processing one-dimensional
queries that required data from the dimension Date,
the FactDate design provided the best performance
results. Since data warehousing is characterized by
mostly read-only operations, this organization in CFs
is an important issue to take into account when com-
paring NoSQL column-oriented databases.
By using this guideline, the company is able to
provide a schema physical design that best suits the
most frequent OLAP queries issued against its data
warehousing application. Regarding benchmarks, we
can conclude that their workload must model different
physical designs in order to provide a more accurate
evaluation focused on the company interests.
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Abstract: Crowdsourcing solutions can be helpful to extract information from disaster-related data during crisis man-
agement. However, certain information can only be obtained through similarity operations. Some of them
also depend on additional data stored in a Relational Database Management System (RDBMS). In this con-
text, several works focus on crisis management supported by data. Nevertheless, none of them provide a
methodology for employing a similarity-enabled RDBMS in disaster-relief tasks. To fill this gap, we intro-
duce a methodology together with the Data-Centric Crisis Management (DCCM) architecture, which employs
our methods over a similarity-enabled RDBMS. We evaluate our proposal through three tasks: classification
of incoming data regarding current events, identifying relevant information to guide rescue teams; filtering
of incoming data, enhancing the decision support by removing near-duplicate data; and similarity retrieval of
historical data, supporting analytical comprehension of the crisis context. To make it possible, similarity-based
operations were implemented within one popular, open-source RDBMS. Results using real data from Flickr
show that our proposal is feasible for real-time applications. In addition to high performance, accurate results
were obtained with a proper combination of techniques for each task. Hence, we expect our work to provide a
framework for further developments on crisis management solutions.
1 INTRODUCTION
Crisis situations, such as conflagrations, disasters in
crowded events, and workplace accidents in industrial
plants, may endanger human life and lead to finan-
cial losses. A fast response to this kind of situation
is essential to reduce or prevent damage. In this con-
text, software systems aimed at supporting experts in
decision-making can be used to better understand and
manage crises. A promising line of research is the use
of social networks or crowdsourcing (Kudyba, 2014)
to gather information from the crisis site.
Several desirable tasks can be performed by soft-
ware systems designed for aiding in decision-making
during crises. One of such tasks is to detect the evi-
dences that best depict the crisis situation, so that res-
cue teams can be aware of it and prepare themselves
properly. For instance, identifying fire or smoke on
multimedia data, such as images, videos or textual re-
ports, usually points to conflagration. Some relevant
proposals in this direction comprehend fire and smoke
detection based on image processing approaches (Ce-
lik et al., 2007) and techniques for fire detection de-
signed over image descriptors that focus on detecting
fire from social media images (Bedo et al., 2015).
Another important task is to filter the information
received from crowdsourcing solutions dedicated to
collecting data from crises. When reporting incidents,
users might end up sending too much similar informa-
tion, such as pictures from the same angle of the same
object. Such excess of similar data demands a longer
time to be processed. Moreover, it turns the decision-
making process more time-consuming. Therefore, re-
moving duplicates is an essential task in this context.
The task of searching for similar data in historical
databases can support decision-making as well. Take
for instance a database that contains images and tex-
tual descriptions regarding past crisis situations. If the
crowdsourcing system gets, for instance, images de-
picting fire, a query might be posed on the database to
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retrieve similar images and the corresponding textual
descriptions. Then, based on these results, specialists
would potentially infer the kind of material burning in
the crisis, by analyzing the color tone of the smoke in
the retrieved images and their textual descriptions.
For all those tasks, it is desirable that a commodity
system provide functionalities over existing software
infrastructure. Commodity systems that can play this
role are the Relational Database Management Sys-
tems (RDBMS). They are largely available in the cur-
rent computing technology and are able to bring new
functionalities without the need of redesigning the ex-
isting software. Moreover, RDBMS provide efficient
data storage and retrieval. However, they do not read-
ily support similarity operations, which are needed to
address the aforementioned tasks.
Several works in the literature aim at embedding
similarity support in RDBMS. Nevertheless, the liter-
ature lacks a methodology for employing a similarity-
enabled RDBMS in the context of crisis management.
This work aims at filling that gap. Our hypothesis is
that providing similarity support on an RDBMS helps
the decision support in crisis situations.
We contribute with a data-centric architecture for
decision-making during crisis situations by means of
a similarity-enabled RDBMS. Our proposal is evalu-
ated using an image dataset of real crises from Flickr
in performing three tasks:
• Task 1. Classification of incoming data regarding
current events, detecting the most relevant infor-
mation to guide rescue teams in the crisis site;
• Task 2. Filtering of incoming data, enhancing the
decision support of rescue command centers by
removing near-duplicate data;
• Task 3. Similarity retrieval from past crisis situa-
tions, supporting analytical comprehension of the
crisis context.
This work has been conducted to cater to demands
of the project RESCUER: Reliable and Smart Crowd-
sourcing Solution for Emergency and Crisis Manage-
ment1, supported by the European Union’s Research
and Innovation Funding Program FP7.
The results of our experimentation show that the
proposed architecture is effective over crisis scenarios
which rely on multimedia data. In addition to the high
performance achieved, accurate results are obtained
when using a proper combination of techniques.
The rest of the paper is structured as follows. Sec-
tion 2 presents the related work and Section 3 presents
the main concepts for similarity support on RDBMS.
1http://www.rescuer-project.org/
Section 4 describes the new Data-Centric Crisis Man-
agement architecture, on which the proposed method-
ology is based. Section 5 presents our methodology,
describes the experiments and discusses the results.
Finally, the conclusions are presented in Section 6.
2 RELATED WORK
Existing research on crisis management highlights the
importance of computer-assisted systems to support
this task. The approaches may be categorized into dif-
ferent types according to their purpose.
One type refers to localization, whose purpose is
to determine where victims are located during a disas-
ter. There are works that accomplish this task by em-
ploying cell phone localization techniques, such as In-
ternational Mobile Subscriber Identity (IMSI) catch-
ers (Reznik et al., 2015).
Another type regards logistics. Examples compre-
hend an integer programming technique for modeling
multiple-resource emergency responses (Zhang et al.,
2012) and a methodology for routing rescue teams to
multiple communities (Huang et al., 2013).
A different line of work refers to decision-making
based on social media (Gibson et al., 2014). Most of
the work focus on textual data, specially from services
like Twitter (Ghahremanlou et al., 2015).
Although all the aforementioned approaches have
been conceived to cater to different requirements, all
of them share the characteristic of using Information
Communication Technology (ICT) in response to cri-
sis situations. The decision-making systems based on
incoming data have one more characteristic: the par-
ticipation of people somehow involved in the disaster.
Existing work have focused on the importance of
crowdsourcing data for crisis management in the post-
2015 world (Halder, 2014). Therefore, to describe
our methodology, we assume the existence of crowd-
sourcing as a subsystem dedicated to gathering input
data. Additionally, we assume the existence of a com-
mand center, where analysts evaluate the input data in
order to guide the efforts of a rescue team at the crisis
site.
The work of Mehrotra (Mehrotra et al., 2004) is
the closest approach with respect to our methodology.
That work presents an interesting approach, but it fo-
cuses mostly on textual data and spatial-temporal in-
formation, rather than on more kinds of complex data,
such as images. Furthermore, it lacks a methodology
for employing content-based operations. We fill those
gaps by providing a methodology to perform such op-
erations over disaster-related data and provide useful
information to rescue teams.




Complex data is a common term associated with ob-
jects such as images, audio, time series, geographical
data and large texts. Such data do not present order
relation and, therefore, are unable to be compared by
relational operators (<, ≤, ≥, >). Equality operators
(=, 6=) could be used, but they have little or no mean-
ing when employed on such data. Nevertheless, com-
plex data can be compared according to their content
by using similarity concepts (Barioni et al., 2011).
The interaction with a content-based retrieval sys-
tem starts as the user enters a query, providing a com-
plex object as the query example. This complex ob-
ject is submitted to a feature extractor, which extracts
representative characteristics from it and generates a
feature vector. The feature vector is sent to an evalua-
tion function, which compares another feature vector
stored in the database and returns a value representing
the dissimilarity degree (also known as the distance)
between both feature vectors. This comparison is re-
peated over the database, generating the results at the
end of the process and sending them to the user.
Two of the most common queries used in content-
based retrieval are the Range Query and the k Nearest
Neighbor (kNN) Query (Barioni et al., 2011). Range
Query is defined by the function Rq(sq,ξ), where sq
represents an object from data domain S and ξ is the
radius used as distance constraint. The query returns
all objects within a distance ξ from sq. kNN Query
is defined by the function kNNq(sq,k), where sq rep-
resents an object from the data domain S and k is the
number of elements to be returned. The query returns
the k most similar objects to sq. The kNN Queries are
employed in the context of Instance-Based Learning
(IBL) algorithms, such as the kNN Classifier, which is
used in our proposal and thus discussed in Section 3.2.
The feature extraction is usually required because
the original representation of a given complex object
is not prone to useful and efficient computation. Eval-
uation functions are able to compute the dissimilarity
degree of a pair of feature vectors. These subjects are
discussed in Sections 3.3 and 3.4.
The similarity retrieval process can be performed
outside an RDBMS. However, enabling an RDBMS
with similarity is a promising approach and there are
several ways for doing so, as discussed in Section 3.5.
3.2 kNN Classifier
The concept of Instance-Based Learning (IBL) (Aha
et al., 1991) comprehends supervised learning algo-
rithms that make predictions based solely on the in-
stances previously stored in the database. In these al-
gorithms, no model is built. The knowledge is repre-
sented by the data instances already stored and classi-
fied. Then, new instances are classified in relation to
the existing stored instances, according to their sim-
ilarity. One of the main IBL algorithms is the well-
known kNN Classifier (Fix and Hodges Jr., 1951).
For a given unlabeled instance, the kNN Classi-
fier retrieves from the database the k most similar in-
stances. Following, it predicts the label based on the
retrieved instances, according to some predefined cri-
terion. A simple one is to assign the label of the pre-
vailing class in the k nearest neighbors. Another one
is to weigh the retrieved instances by distance, so the
closest ones have a higher influence.
3.3 Feature Extractors
One of the main tasks for retrieving complex data by
content is the feature extraction process, which maps
a high-dimensional input data into a low-dimensional
feature space, extracting useful information from raw
data while reducing their content. Using proper fea-
ture extractors for a complex data domain leads to re-
sults closer to what the users expect (Sikora, 2001).
Several feature extractors have been developed for
different application domains. The main characteris-
tics investigated in the context of images are color,
texture and shape. There are several feature extractors
for such characteristics, some of which are part of the
MPEG-7 standard (MultiMedia, 2002). In this work,
we employ a color-based and a hash-based extractors.
Color-based Extractors. Color-based extractors
are commonly used as a basis for other extractors. For
this reason, they are the most used visual descriptors
in content-based image retrieval. The color-based fea-
ture extractors in the MPEG-7 standard are commonly
employed in the literature. One of them is the Color
Structure Descriptor, which builds a color histogram
based on the local features of the image.
Perceptual Hash. An extractor suitable for near-
duplicate detection is the Perceptual Hash2. It gener-
ates a “fingerprint” of a multimedia file derived from
various features from its content. These “fingerprints”
present the characteristic of being close to one another
if the extracted features are similar.
3.4 Evaluation Functions
The dissimilarity between two objects is usually de-
termined by a numerical value obtained from an eval-
2http://www.phash.org/
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uation function. Objects with smaller values are con-
sidered to be more alike.
The Minkowski Family comprehends evaluation
functions known as Lp metrics that are widely used in
content-based retrieval (Wilson and Martinez, 1997).
The L1 metric corresponds to the Manhattan Distance,
also noted as City-Block Distance. The L2 metric is
the well-known Euclidean Distance. Finally, there is
the L∞ metric, also noted as the Chebyshev Distance.
The Hamming Distance (Hamming, 1950), which
is another well-known evaluation function, counts the
substitutions needed to transform one of the input data
into the other. It can be employed in near-duplicate
detection tasks, since combining it with the Percep-
tual Hash leads to accurate results.
3.5 Similarity Support on RDBMS
SimDB (Silva et al., 2010) is a similarity-enabled
RDBMS, based on PostgreSQL. The similarity oper-
ations and keywords were included in its core. Equiv-
alence rules were also included, which allows alterna-
tive query plans. However, similarity queries are only
available for numerical data, and traditional queries
over other data types are not supported.
SIREN (Barioni et al., 2011) is a middleware be-
tween a client application and the RDBMS. The client
sends SQL commands extended with similarity key-
words, which are checked by SIREN to identify sim-
ilarity predicates. First, SIREN evaluates the similar-
ity predicates, accessing an index of feature vectors,
then uses the RDBMS for traditional predicates.
FMI-SiR (Kaster et al., 2011) is a framework that
operates over the RDBMS Oracle, employing user-
defined functions to extract features and to index data.
MedFMI-SiR is an extension of FMI-SiR for medical
images in the Digital Imaging and Communications
in Medicine (DICOM) format.
SimbA (Bedo et al., 2014) is a framework that ex-
tends the middleware SIREN. SimbA supports the in-
clusion and combination of feature extractors, evalu-
ation functions and indexes on demand. The queries
are processed just like on SIREN.
4 PROPOSED ARCHITECTURE
This section presents our architecture for crisis man-
agement, named as Data-Centric Crisis Management
(DCCM). Section 4.1 describes the scenario of a typ-
ical crisis situation managed by DCCM. Then, Sec-
tion 4.2 describes our architecture.
4.1 Crisis Management Scenario
Figure 1 shows the scenario of a crisis situation sup-
ported by DCCM.
Figure 1: Scenario of a typical crisis situation considering
our architecture for crisis management.
In a Crisis Situation, eyewitnesses can collect data
regarding the event. For instance, they can take pic-
tures, record videos and make textual reports, which
are sent to the Crowdsourcing System. In Figure 1, the
pictures taken by the eyewitnesses are redirected as an
Image Stream to DCCM. Then, the command center
can query DCCM for the Decision-Making process.
Additionally, the crowdsourcing system could re-
ceive other data, such as metadata (e.g. time and GPS
localization) or other data types (e.g. video and text).
4.2 Data-centric Crisis Management
The Data-Centric Crisis Management (DCCM) archi-
tecture is represented in Figure 2. The whole mech-
anism has three processes, each of them depicted in
the figure by arrows marked with the letters A, B and
C, which represent the tasks introduced in Section 1.
In a crisis situation, we consider the existence of
a crowdsourcing system that receives disaster-related
complex objects (A1) and submits them to DCCM.
Each object of the data stream is placed in a Buffer
and analyzed by the Filtering Engine. First, the en-
gine checks whether the object is a near duplicate of
some other object currently within the Buffer. For the
near-duplicate checking, the Filtering Engine uses the
Similarity Engine (A2) to extract a feature vector from
the object and compare it to the feature vectors of the
other objects within the Buffer. The object is marked
as a near duplicate when its distance from at least an-
other object is at most ξ, which is a threshold defined
by specialists according to the application domain.
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Figure 2: The DCCM architecture, consisting of the tasks:
classification (A), filtering (B) and historical retrieval (C).
If the object is not a near duplicate, then it is sub-
mitted to the Classification Engine (A3). The classi-
fication process uses Historical Records in a database
to train classifier methods (A4). Based on such train-
ing, the Classification Engine labels the object regard-
ing the event it represents. For instance, it can be la-
beled as “fire” or “smoke”. Finally, the Classification
Engine notifies the specialists with the now-classified
object for the Decision-Making process (A5).
If the object is a near duplicate, then it is not sub-
mitted to the Classification Engine. Instead, it stays
in the Buffer to be compared to others that come later.
Moreover, it is associated with the event of the object
of which it is a near duplicate. In Figure 2, the objects
from the same event have the same color. The white
objects marked with “?” have not been analyzed yet.
The Buffer may be determined either by a physical
size, such as the number of elements it holds, or by a
time window. In Figure 2, it is delimited by a time
window of length k, beginning at time t and ending
at time t− k. The Buffer is flushed at every k-th time
instant. Before flushing, the Representative Selector
selects the object of each group that best represents its
event (B1) according to a predefined criterion.
If a near-duplicate object is selected as the repre-
sentative, then it gets the label of the classified object
of its group. The already-classified object, in turn, is
marked as near duplicate. On the other hand, if the se-
lected representative is already the classified object of
its group, then no changes are made. Lastly, the clas-
sified objects are stored in the database and the near
duplicates are discarded, flushing the Buffer (B2).
There is another use case for DCCM, which refers
to the historical analyses. The Decision-Making team
may want to provide complex data samples to retrieve
similar events from the past. For this purpose, DCCM
provides the Historical Retrieval Engine (C1). First,
the engine extracts the features from each provided
sample (C2). Then, it compares the extracted features
against the Historical Records and provides its find-
ings to the Decision-Making team (C3).
5 CASE STUDY
In this section, we present the case study for evaluat-
ing the DCCM architecture over the three tasks dis-
cussed earlier. The experiments were carried out over
a real crisis dataset known as Flickr-Fire (Bedo et al.,
2015) containing 2,000 images extracted from Flickr,
1,000 labeled as “fire” and 1,000 as “not fire”.
5.1 Implementation of DCCM
To implement DCCM, we extended the open-source
RDBMS PostgreSQL. Our implementation, named as
Kiara, supports an SQL extension for building simi-
larity queries over complex data (Barioni et al., 2011).
Also through the SQL extension, Kiara allows manag-
ing feature extractors and evaluation functions, which
are dynamically (no recompilation) inserted and up-
dated by user-defined functions written in C++. Kiara
makes use of metatables to keep track of feature ex-
tractors and evaluation functions associated with the
attributes of complex data that a user instantiates.
To support the SQL extension, we built a parser
that works like a proxy in the core of Kiara. It receives
a query and rewrites only the similarity predicates, ex-
pressing them through standard SQL operators. Then,
it sends the rewritten queries to the core of Kiara.
After inserting a new extractor, the features are au-
tomatically extracted from the complex data (e.g. im-
age, video or text) and then stored in user-defined at-
tributes dedicated to representing such data. Similar-
ity queries can be included through PL/pgSQL func-
tions and new indexes can be included through the in-
terface known as Generalized Search Tree (GiST), al-
ready present in PostgreSQL. Moreover, Kiara allows
exploring alternative query plans involving traditional
and similarity predicates.
5.2 Classification of Incoming Data
5.2.1 Methodology
Classifying disaster-related incoming data is helpful
because of two reasons. One of them is to identify the
characteristic that best depicts the crisis situation. The
other is to store data properly labeled, which improves
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further queries on a historical database. To do so, the
DCCM architecture employs the kNN Classifier.
The parameter k can be selected arbitrarily. How-
ever, too small values can be noise-sensitive, whereas
too large values allow including more instances from
other classes, leading to misclassified instances.
5.2.2 Experimentation and Results
In this task, we classified the elements of the Flickr-
Fire dataset. For a robust experimentation, we used
the procedure 10-fold cross-validation for a kNN clas-
sifier using k = 10. We used the Manhattan Distance
and the extractor Color Structure Descriptor because
existing work showed that they allow accurate results
for fire detection (Bedo et al., 2015).
After 10 rounds of evaluation, we took the average
accuracy and the average F1 score. The result was the
same for both measures, which was 0.86. Considering
a real event, this capability would be able to automati-
cally group data according to their content, indicating
the main characteristics of the crisis and thus saving
the command center crucial time for fast response.
5.3 Filtering of Incoming Data
5.3.1 Methodology
In the task of filtering, we are interested in preventing
duplicate information from being classified and sub-
sequently sent to the command center.
To determine whether the incoming data is a near
duplicate of existing data, they must be compared by
their content. For this purpose, we must employ sim-
ilarity queries. In this case, though, we are restricted
to Range Queries. If the new object is a near duplicate
of an object in the buffer, then the distance from each
other is at most ξ, which is supposed to be a small
threshold (range), since we want to detect pairs of ob-
jects that, in essence, represent the same information.
Range Queries allow restricting results based on their
similarity, differently from kNN Queries, which do it
by the number of objects retrieved.
Hence, the DCCM architecture prevents near du-
plicates by using Range Queries. Each object that ar-
rives in the buffer is submitted to a default feature ex-
tractor. Then, a Range Query is performed by using
the extracted features as the sq object. The range value
ξ must be predefined as well, according to the appli-
cation domain. If at least one object from the buffer
is retrieved by the Range Query, then the sq object is
marked as a near duplicate.
5.3.2 Experimentation and Results
For this experiment, we employed the Hamming Dis-
tance with the Perceptual Hash extractor and assumed
a buffer size of 80. We filled the buffer with 80 images
from Flickr, of which 37 depict “small fire” events and
43 depict “big fire” events. Each of the 80 images was
used as the sq to a Range Query with ξ = 10.
The ξ parameter was set to retrieve around half of
the images (40 images approximately), in order to be
able to return an entire class (“big fire” or “small fire”)
of images. This allows evaluating the precision of the
queries with the Precision-Recall method.
Figure 3 shows the Precision-Recall curve for this
set of queries. The curve falls off only after 80% of
retrieval. This late fall-off is characteristic of highly
effective retrieval methods. In this result, one can no-




















Precision-Recall for filtering incoming data
Figure 3: Precision-Recall in the process of filtering incom-
ing data in the buffer.
The results show that DCCM is expected to filter
out 90% of near-duplicate data. This is a strong indi-
cation that such capability can significantly improve
both efficiency and efficacy of a command center. Fil-
tering is the most desirable functionality considered
in this work. This is because crowdsourcing is highly
prone to produce redundant data. Right after a crisis is
installed, if filtering is not possible, the flow of infor-
mation streamed by eyewitnesses may be too high for
the command center to make good use of them. How-
ever, a similarity-enabled RDBMS in DCCM is able
to handle such situation with basic similarity queries.
5.4 Retrieval of Historical Data
5.4.1 Methodology
In the context of crisis management, the experts from
the command center might be willing to analyze data
from past events that are similar to the current ones.
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Such data may lead to decisions about how to proceed
with the current crisis. In these situations, similarity
queries play an important role.
Considering the DCCM architecture, this task can
be performed whenever the Decision-Making experts
want information similar to the current data. For ev-
ery notified data at point A5 of Figure 2, they might
provide it as the sq element to the Historical Retrieval
Engine in order to get similar information.
5.4.2 Experimentation and Results
For this experiment, we combined the Color Structure
Descriptor and the Manhattan Distance.
We performed Range and kNN Queries using each
of the 2,000 elements from the Flickr-Fire dataset as
the sq element. We set the k parameter to 1,000 and




















Precision-Recall for retrieving historical data
Range 7.2
kNN 1000
Figure 4: Precision-Recall for retrieving historical data.
We generated the Precision-Recall curve depicted
in Figure 4. From these results, one can observe the
high precision around 0.8 when fetching 10% of rele-
vant data, roughly 100 images, and around 0.9 when
fetching 5%, nearly 50 images — a more realistic sce-
nario. These results point to an effective retrieval of
images based on their class.
From the point of view of a command center user,
there would be an ample knowledge bank from which
initial considerations could be drawn from the current
crisis. This initial knowledge has the potential of sav-
ing time of rescue actions by preventing past mistakes
and fostering successful decisions.
5.5 Overall Performance
Concerning a computer system, it is important to re-
ceive the correct response in a timely manner. There-
fore, we analyzed the overall performance of DCCM.
For this purpose, we carried out one experiment re-
garding scalability and three regarding the tasks.
Overall Scalability. A solution based on DCCM
spends most of its time receiving, storing and index-
ing data for the sake of similarity retrieval. Therefore,
such processing must be efficient. We carried out an
experiment to evaluate the time spent extracting fea-
tures and inserting them into the database. The aver-
age time of five rounds is presented in Figure 5.
From the results presented in the figure, one can
calculate that the solution is able to process up to 3
images per second — sufficient for most scenarios.
These numbers refer to a machine with a hard disk of
5,400RPM; such results could be improved by using



































Number of instances in the database
Time spent to store one image
Extraction
Insertion
Figure 5: Time to extract features from one image and insert
them into the database.
From Figure 5, one can also observe that the time
spent inserting images is mostly taken by the feature
extraction, while the time for inserting the features re-
mains constant. The extraction time varies according
to the image resolutions, which range from 300x214
to 3,240x4,290 pixels in the Flickr-Fire dataset.
Table 1: Overall performance of DCCM over Flickr-Fire.
Task Average time (sec)
Classification 0.851
Filtering 0.057
Retrieval — Range Query 1.147
Retrieval — kNN Query 0.849
Table 1 presents the performance of DCCM to per-
form the three tasks of our methodology. We ran the
classification and filtering tasks 10 times, whereas the
retrieval tasks were performed 2,000 times, once for
each element in the dataset. For the classification task,
we used the distanced-weighted kNN classifier, with
k = 10 and performing 10-fold cross-validation. For
the filtering task, we used the 80 aforementioned near-
duplicate images and the range value ξ was set to 10.
Finally, in the retrieval tasks, ξ was set to 2.8 for the
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Range Queries, retrieving around 50 tuples, and k was
set to 50 for the kNN Queries. The results, which rep-
resent the average time to perform each task once, in-
dicate that our proposal is feasible in a real-time crisis
management application.
6 CONCLUSIONS
Fast and precise responses are essential characteris-
tics of computational solutions. In this paper, we pro-
posed the architecture of a solution that can achieve
these characteristics in crisis management tasks. In
the course of our work, we described the use of a
similarity-enabled RDBMS in tasks that could assist a
command center in guiding rescue missions. To make
it possible, we implemented similarity-based opera-
tions within one popular, open-source RDBMS.
The core of our work is related to an innovation
project led by the European Union; accordingly, we
applied similarity retrieval concepts in an innovative
manner, putting together relational and retrieval tech-
nologies. To demonstrate our claims, we carried out
experiments to evaluate both the efficacy and the ef-
ficiency of our proposal. More specifically, we intro-
duced the following functionalities:
• Classification of Incoming Data. We proposed
to employ kNN classification to classify incoming
data, aiming at identifying and characterizing cri-
sis situations faster;
• Filtering of Incoming Data. We proposed to em-
ploy Range Queries to filter out redundant infor-
mation, aiming at reducing the data load over the
system and over a command center;
• Retrieval of Historical Data. We proposed to
employ Range and kNN Queries to retrieve data
from past crises that are similar to the current one.
The results we obtained for each of these tasks al-
lowed us to claim that a similarity-enabled RDBMS is
able to assist in the decision support of command cen-
ters when a crisis situation strikes. We conclude by
stating that our work demonstrated the use of cutting-
edge methods and technologies in a critical scenario,
paving the way for similar systems to flourish based
on the experiences that we reported.
ACKNOWLEDGEMENTS
This research has been supported, in part, by FAPESP,
CAPES, CNPq and the RESCUER project, funded by
the European Commission (Grant: 614154).
REFERENCES
Aha, D., Kibler, D., and Albert, M. (1991). Instance-based
learning algorithms. Machine Learning.
Barioni, M., Kaster, D., Razente, H., Traina, A., and Traina
Jr., C. (2011). Querying Multimedia Data by Sim-
ilarity in Relational DBMS. In Advanced Database
Query Systems.
Bedo, M., Blanco, G., Oliveira, W., Cazzolato, M., Costa,
A., Rodrigues Jr., J., Traina, A., and Traina Jr., C.
(2015). Techniques for effective and efficient fire de-
tection from social media images. ICEIS ‘15.
Bedo, M., Traina, A., and Traina Jr., C. (2014). Seamless
integration of distance functions and feature vectors
for similarity-queries processing. JIDM.
Celik, T., Ozkaramanli, H., and Demirel, H. (2007). Fire
and smoke detection without sensors: Image process-
ing based approach. EUSIPCO ‘07.
Fix, E. and Hodges Jr., J. (1951). Discriminatory analysis
— Nonparametric discrimination: Consistency prop-
erties. Technical report, DTIC Document.
Ghahremanlou, L., Sherchan, W., and Thom, J. (2015).
Geotagging Twitter messages in crisis management.
The Computer Journal.
Gibson, H., Andrews, S., Domdouzis, K., Hirsch, L., and
Akhgar, B. (2014). Combining big social media data
and FCA for crisis response. UCC ‘14.
Halder, B. (2014). Crowdsourcing collection of data for
crisis governance in the post-2015 world: Potential of-
fers and crucial challenges. ICEGOV ‘14.
Hamming, R. W. (1950). Error detecting and error correct-
ing codes. Bell System Technical Journal.
Huang, M., Smilowitz, K., and Balcik, B. (2013). A contin-
uous approximation approach for assessment routing
in disaster relief. Transportation Research Part B.
Kaster, D., Bugatti, P., Ponciano-Silva, M., Traina, A.,
Marques, P., Santos, A., and Traina Jr., C. (2011).
MedFMI-SiR: A powerful DBMS solution for large-
scale medical image retrieval. ITBAM ‘11.
Kudyba, S. (2014). Big Data, Mining, and Analytics: Com-
ponents of Strategic Decision Making.
Mehrotra, S., Butts, C., Kalashnikov, D., Venkatasubra-
manian, N., Rao, R., Chockalingam, G., Eguchi, R.,
Adams, B., and Huyck, C. (2004). Project Rescue:
Challenges in responding to the unexpected. EI ‘04.
MultiMedia, I. (2002). MPEG-7: The generic multimedia
content description standard, p. 1. IEEE MultiMedia.
Reznik, T., Horakova, B., and Szturc, R. (2015). Advanced
methods of cell phone localization for crisis and emer-
gency management applications. IJDE.
Sikora, T. (2001). The MPEG-7 visual standard for content
description — An overview. IEEE Trans. Cir. Sys. Vid.
Silva, Y., Aly, A., Aref, W., and Larson, P. (2010). SimDB:
A similarity-aware database system. SIGMOD ‘10.
Wilson, D. and Martinez, T. (1997). Improved heteroge-
neous distance functions. J. Artif. Int. Res.
Zhang, J., Li, J., and Liu, Z. (2012). Multiple-resource and
multiple-depot emergency response problem consid-
ering secondary disasters. Expert Syst. Appl.
ICEIS 2016 - 18th International Conference on Enterprise Information Systems
126
4D-SETL 
A Semantic Data Integration Framework 
Sergio de Cesare1, George Foy2 and Mark Lycett2 
1College of Business, Arts and Social Science, Brunel University London, Uxbridge, U.K. 
2College of Engineering, Design and Physical Sciences, Brunel University London, Uxbridge, U.K. 
{sergio.decesare, george.foy, mark.lycett}@brunel.ac.uk 
Keywords: Foundational Ontology, Perdurantist, 4D, Semantic Data Integration, Modelling, Graph Databases, 
Integration Frameworks. 
Abstract: Although successfully employed as the foundation for a number of large-scale government and energy 
industry projects, foundational ontologies have not been widely adopted within mainstream Enterprise 
Systems (ES) data integration practice. However, as the closed-worlds of ES are opened to Internet scale 
data sources, there is an emerging need to better understand the semantics of such data and how they can be 
integrated. Foundational ontologies can help establish this understanding and therefore, there is a need to 
investigate how such ontologies can be applied to underpin practical ES integration solutions. This paper 
describes research undertaken to assess the effectiveness of such an approach through the development and 
application of the 4D-Semantic Extract Transform Load (4D-SETL) framework. 4D-SETL was employed to 
integrate a number of large scale datasets and to persist the resultant ontology within a prototype warehouse 
based on a graph database. The advantages of the approach included the ability to combine foundational, 
domain and instance level ontological objects within a single coherent system. Furthermore, the approach 
provided a clear means of establishing and maintaining the identity of domain objects as their constituent 
spatiotemporal parts unfolded over time, enabling process and static data to be combined within a single 
model. 
1 INTRODUCTION 
An enterprise may acquire data from many sources 
in many different forms (Zikopoulos and Eaton, 
2011). Key considerations in integrating such data 
include dealing with the diversity of representation 
and the interpretation of the inherent explicit and 
implicit semantics. The latter of these considerations 
is particularly important in the context of ES 
integration as, if left unrecognised, it can lead to the 
things of importance (e.g., domain objects and their 
relationships), their nuances and the state of affairs 
they represent being misinterpreted (Lycett, 2013). 
These considerations are well recognised within 
database integration projects (Arsanjani, 2002; 
Campbell and Shapiro, 1995; Sheth and Larson, 
1990).  
Ontology has emerged as a promising way of 
dealing with such diversity, however many popular 
domain ontologies have no grounding in a consistent 
foundational view of reality (Cregan, 2007) and 
therefore can add further diversity. A foundational 
ontology can be employed to provide this ‘grounded’ 
view of reality and thus provide an explicit theory and 
a common reference through which to interpret, 
model and thus integrate data. Foundational ontology 
“defines a range of top-level domain-independent 
ontological categories, which form a general 
foundation for more elaborated domain-specific 
ontologies” (Guizzardi et al. 2008). From a 
philosophical perspective, foundational ontologies 
provide the criteria for ontological commitments – 
statements on the things believed to exist within the 
context of a particular theory (Bricker, 2014). Several 
foundational ontologies currently exist (Gangemi et 
al., 2002; Grenon and Smith 2004; Partridge 2005; 
Guizzardi, et al., 2008; Herre 2010) which differ in 
the ontological commitments they make but, 
importantly, there is little existing work that examines 
their suitability as an ultimate ‘mediating layer’ 
within a practical data integration context. 
Here, we employ a 4D foundational ontology as 
a means of dealing with the diversity of 
representation and semantics within acquired data. 
We do this in the context of a semantic Extract-
Transform-Load framework (called 4D-SETL from 
Cesare, S., Foy, G. and Lycett, M.
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this point) that uses a 4D foundational ontology to 
harmonise data, then generates a graph database that 
accords with the semantic commitments made by the 
ontology. We examine the effectiveness of the 
framework by applying it to semantically interpret 
and integrate a number of large-scale datasets and to 
instantiate a data warehouse based on a graph 
database to persist the resultant ontology. In doing 
this, the paper is structured as follows. Section 1 
outlines the problem of variety in terms of the 
semantic heterogeneity that exists within systems 
modelling and foundational ontologies and also 
identifies a number of the weaknesses in current 
integration approaches. Section 2 describes the core 
categories and foundational patterns of the BORO 
foundational ontology. Section 3 introduces the 4D-
SETL framework. Section 4 provides details of the 
experimental dataset integrated. Section 5 details the 
outcomes and limitations. 
1.1 Semantic Data Integration 
Data integration is problematic on several counts. 
Firstly, people perceive and conceptualise reality in 
different ways. Even when a set of models is 
developed by the same individual, they can make 
different (and sometimes arbitrary) choices about the 
same reality at different times and in different 
contexts (Kent, 1978).  Secondly, in the course of 
modelling reality, a designer may confuse what is 
being represented with the representation itself 
(Partridge et al., 2013). Thirdly, different structures 
and restrictions are introduced by heterogeneous 
modelling methods and languages (e.g., Entity-
Relationship, OWL etc.). Fourthly, it is common 
practice to develop a number of models in systems 
development – conceptual, logical and physical data 
models for example (Codd, 1970).  This layering can 
have an adverse effect as the original semantic 
structures may be distorted or lost completely as the 
emphasis of the modelling activity moves from 
representing the real world to representing data 
structures.  Consequently, when integrating data that 
originates from different sources, the problem of 
semantic heterogeneity arises – resolution is 
required regarding differences in meaning, 
interpretation or the intended use of related data 
which forms a barrier to coherent semantic data 
integration (Doan, Noy and Halevy, 2004).   
1.2 Heterogeneous Foundational 
Ontologies 
Ontology provides a way of dealing with semantic 
data integration. From a computational standpoint, 
an ontology is generally taken as a ‘specification of 
a conceptualization’ (Gruber, 1995) – that is, a 
description of the concepts and relationships that are 
considered legitimate within a particular system of 
thought. In terms of the concrete implementation of 
software systems, foundational ontologies can be 
used to establish the fundamental ‘meta’ objects and 
relations used to construct more specific domain 
ontologies.  If a common foundational theory is 
extended and specialised to model a number of 
domain ontologies, then objects common to each of 
these domains will have the necessary (common) 
grounding to enable semantic integration.  
Consequently, foundational ontologies are important 
as they provide a standpoint that underpins all the 
domain models to be integrated – providing a 
semantic grounding.  
It is the case, however, that several such 
standpoints (related to foundational ontologies) 
exist, Each provides a criterion for the ontological 
commitments made (implicitly or explicitly), which 
are principally the things believed to exist within the 
context of a particular theory such as four-
dimensionalism (Quine, 1952; Sider, 2003). An 
understanding of ontological commitment, however, 
means that the computational view of ontology 
needs to defer to a philosophical one, which is more 
specifically concerned with the nature of being 
(metaphysics). As metaphysical theories differ on a 
number of dimensions (realism versus idealism, 
endurantism versus perdurantism to name but two) 
differences thus appear in foundational ontologies. 
Furthermore, and perhaps more importantly, the 
degree to which foundational ontologies are actually 
grounded in metaphysics varies. Clearly, a lack of 
consensus at the metaphysical level introduces 
obstacles to semantic integration (Campbell and 
Shapiro, 1995) that result in weaknesses in 
computational applications: 
a) Lack of Grounding. Many current models 
employed within information systems have no 
form of grounding in a more fundamental theory 
(Cregan, 2007). Thus the ontological 
commitments underlying the model are 
unknown. On examination of many Linked Open 
Data ontologies, they are often ungrounded. 
b) Integrating Elements from Models which are 
Founded on Different Theories. There are 
many automatic translation techniques for 
translating RDBMS schema and data to an 
OWL ‘ontology’. However, there is a lack of 
recognition that the expressivity of Description 
Logics (that underlie OWL) and RDBMS are 
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different as are the unique naming and the 
open/closed world-view assumptions. 
c) Model Strata and Translations. As noted earlier, 
the requirement to translate the high-level models 
of reality created at the initial design to structures 
that are focused on the execution environment can 
result in semantic distortion. There is also the 
problem of translating between run-time 
representations; the often cited OO-RDBMS 
impedance mismatch (Ireland et al., 2009). 
d) Over Simplification to Fit a Model of Reality 
to a Tractable First Order Logic (FOL) 
Theory. The simplification of the abstraction of 
reality to fit neatly into a FOL theory, thus 
ignoring the fact that reality is not so simple and 
higher order objects exist (Bailey, 2011). 
e) Dividing Models into Static and Dynamic 
Types. The separation of static and dynamic 
aspects of reality into different structural and 
process models leads to the development of 
incompatible abstractions together with ‘exotic’ 
relations that are employed to bridge these static 
and dynamic worlds. 
f) Naming and Meaning Confusion. There is 
often confusion between an entity’s naming and 
meaning (Bailey and Partridge, 2009). An 
object’s place in reality (and within ontology) 
should define its meaning.  
g)  Establishing Identify. Many modelling and 
information systems use ephemeral means of 
establishing an entity’s identity which do not 
function well over time. 
h) Employing Techniques that do Not Scale. 
Software tools such as OWL tableau calculus-
based reasoners are constrained by memory and 
cannot be easily scaled to inference over 
ontologies containing large instance populations 
(Bock et al., 2008). The alternative is to use 
simplified semantics and rule based reasoning - 
that could in many cases employ standard 
RDBMS techniques. 
i) Semantic Integration Mismatches. For a more 
extensive discussion on the types of semantic 
integration mismatches see Visser et al., (1997) 
who provide an extensive list of e semantic 
mismatches that can occur when integrating 
disparate datasets. 
2 BORO FOUNDATIONAL 
ONTOLOGY 
Having examined several foundational ontologies 
from a philosophical perspective, the research 
described here adopts the Business Object Reference 
Ontology (BORO) (Partridge, 2005) to semantically 
interpret the original datasets and models. We adopt 
BORO on the grounds that the ontology can 
overcome the dichotomy that exists between 
dynamic and static modelling paradigms and its 
metaphysical thoroughness. Hence, the same model 
can represent processes and things that are not 
traditionally considered as processes (e.g., people, 
products, machines, etc.). BORO represents all 
individual elements (e.g. the activity, the person 
assuming a role and the resource consumed) in 
exactly the same way (i.e. as spatiotemporal 
extents). BORO is based on a philosophical (rather 
than computational) definition of ontology because 
it requires more clarity on “the set of things whose 
existence is acknowledged by a particular theory or 
system of thought” (Lowe, 1998, p.634.). Key to 
overcoming the dichotomy noted is the fact that 
BORO is perdurantist (and thus extensionalist) in its 
nature. In perdurantism (or 4D) an individual object 
is never wholly present at one point is time, but only 
partly present (a temporal part). For example, John 
is not fully present in any given phase of his life 
(e.g., childhood), he is fully present from his birth to 
his death only – therefore, John’s childhood is a 
temporal part of John. Identity is thus defined by an 
individual object’s spatiotemporal extension (or 
extent). Figure 1 represents the key part of the 
foundational ontology relevant for the purposes of 
this paper.  
 
Figure 1: BORO Foundational Ontology (top level). 
More in-depth discussions are provided in 
Partridge, 2002; 2005; Bailey and Partridge 2009; 
Bailey, 2011; Partridge et al., 2013). At the top level 
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the BORO foundational ontology represents: 
• Elements, which are individual objects or objects 
with a spatiotemporal extent. For example, the 
person John. 
• Types, which are sets or objects that can have 
instances. The identity of a type is also extensional 
but, in this case, it is defined as the set of its 
instances (i.e. members). For example, the extension 
of the type Persons is the set of all people.  
• Tuples, which are relationships between objects. 
The identity of a tuple is defined by the places in the 
tuple. An example is (Persons, John) in which the 
type Persons and the element John occupy places 1 
and 2 in the tuple respectively. This specific tuple is 
an instance of the tuple type typeInstances in BORO. 
In turn, Elements is subtyped by: 
• Events: An event is an element that does not 
persist through time (i.e. an event has zero 
‘thickness’ along the time dimension). Events 
represent temporal boundaries that either create 
(CreationEvents) or dissolve (DissolutionEvents) 
elements (e.g., a person or a person’s childhood 
state).  
• States: A state is an element that persists through 
time. States (and elements in general) are bounded 
by events. A state (like all elements) can have 
further temporal parts (i.e. states and events). 
Specific TupleTypes (or types whose instance are 
tuples) relevant here are:  
• temporalPartOf: This tuple type relates an 
individual with its temporal parts (states and/or 
events). 
• happensTo: This tuple type relates an event with 
one or more elements affected by the event. 
happensTo has two subtypes: 
- creates: Relates a creation event with the 
element(s) whose creation is triggered by the event. 
- dissolves: Relates a dissolution event with the 
element(s) whose dissolution is triggered by the 
event. 
• happensIn: This tuple type relates an event with a 
time instant or interval (TimeInstantsOrIntervals) 
and it indicates the time in which an event takes 
place. 
As a note of importance for the example shown 
later, names are types in BORO. The instances of the 
name of an individual (e.g. John Smith’s Name) are 
all utterances (written, spoken, etc.) that name that 
individual (e.g., John Smith). Therefore while a 
name, is a type its instances are spatiotemporal 
extents. To provide clarity within the ontology, 
‘names’ as much elements of the ontology as the 
things they name.  A name object will belong to a 
Name Space which holds all names related to a 
particular naming authority or domain. As the 
ontology adopts a theory of utterances – each 
utterance of a name is an individual element and so 
has an extent (Strawson, 1964). Therefore, a name is 
a Type that has as instances all utterances of the 
same name individuals. 
3 4D SEMANTIC EXTRACT 
TRANSFORM AND LOAD 
FRAMEWORK (4D-SETL) 
Given an outline understanding of the foundational 
ontology, we now describe a Semantic Extract-
Transform-Load framework. Given a variety of data 
input, 4D-SETL is designed to output a graph 
database in accordance with the BORO foundational 
ontology. The framework was designed around a 
number of industry standard tools and technologies 
(e.g., a UML design tool and a Graph Database), 
supplemented where necessary with custom software 
implemented in Java. The key technology choices 
made for the initial implementation were threefold. 
First spreadsheets were employed to document each 
dataset. Second, a UML design tool (Enterprise 
Architect) was selected as the graphical design tool 
for the ontological models and a BORO custom 
UML profile created: The advantage is that BORO 
UML enables easy manipulation and design of each 
of the required domain ontologies. Last, the Neo4J 
Graph database was chosen for persistence, for 
several reasons: (a) Primarily due to its flexibility in 
enabling BORO to be used as the foundational 
‘schema’ (both can be seen as graphs); (b) 
scalability in order to handle model and instance 
data volume appropriately; (c) Neo4J's web-based 
interface also provides access to the graph database 
for development testing; and (d) Neo4J Cypher 
provides an appropriate means of querying and 
updating the graph database resident data. 
The Semantic Extract Transform Load (ETL) 
process is shown in Figure 2, the key stages of the 
process are as follows: 
a) Semantic Extraction and Transformation. 
The input data to a semantic integration process 
may be structured in many forms –e.g., as fixed 
record or delimited tabular files, RDF, RDFS, 
OWL etc. – and may consist of both model 
(schema) level and/or instance level data.  Thus 
the first stage in the semantic integration 
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process begins with documenting the dataset 
which can be considered a semantic extraction 
and transformation process. The BORO 
foundation provides a view of reality and the 
patterns that can be employed perform this 
interpretation and transformation. The 
foundational ontology provides the equivalent 
of a canonical data model (Saltor et al., 1991) 
that can be employed to develop domain models 
providing the semantics that are common to all 
datasets that will be integrated.  Thus the 
translation process results in a new schema 
(domain ontology) that extends the ontic 
categories and patterns of the foundation.  
Through this process, schemas are developed to 
represent the entities and relationships that are 
represented by the data. Finally this schema is 
documented using a profile of UML that 
conforms to BORO semantics.  
b) Ontology Model ETL. Once a domain model 
has been created in an ontologically consistent 
form the semantic load and integration process 
can be undertaken.  Firstly the domain 
ontological model, which includes such patterns 
as type and classification taxonomies, is 
translated from the BORO UML model and 
loaded to the graph database. The 4D-SETL 
framework provides a Java application to 
translate the BORO UML and load it to the 
graph database.  
c) Ontology Data ETL. Next, the instance level 
dataset is loaded and integrated. It is through 
this process that the integration of individual 
elements takes place. Integration can be 
considered to take place within vertical and 
horizontal planes. Initially the ‘vertical’ 
relationships between an individual element and 
the domain ontology (and hence the foundation 
ontology) is asserted, which consists of 
establishing the individual relationships (such as 
type instance, etc.). Then the ‘horizontal’ 
relationships that are deemed to hold between 
individual domain level objects are established 
(such as a company being located at a particular 
geographic location). Foundational ontological 
patterns can then be applied to simplify this 
process. This can be a complex process that 
requires both one-to-many and many-to-one 
transformations. The 4D-SETL framework 
provides a Java application to perform this 
process.  
 
Figure 2: 4D-SETL Framework. 
4 EXPERIMENTAL DATA 
As the foundational ontology is an integral part of 
the framework, prior to processing any of the 
domain ontological elements (model and datasets) 
the foundational ontology is transformed to graph 
format and loaded to the database. This is achieved 
via the 4D-SETL framework which extracts the 
BORO UML as XML (XMI), then transforms it to a 
set of nodes and edges that are loaded to the 
database. The graph database ontology also includes 
the UML model identifiers as indexed node and 
edge parameter key-values, these are employed to 
enable the reproduction of the design time UML 
models within the graph database runtime 
environment and to establish the relationships 
between the foundation and other subsequent 
domain model elements that are loaded. The 4D-
SETL framework was applied to Extract, Transform 
and Load (ETL) five datasets of varying scale and 
complexity related to corporate data: 
• Calendar: temporal locations (1856 to present). 
• Location: spatial locations (~2.5M locations). 
• Standard Industrial Classification (taxonomy).  
• UK Companies (~3.5M) 
• UK corporate officers (~12M) 
4D-SETL - A Semantic Data Integration Framework
131
5 OUTCOMES AND 
LIMITATIONS 
Having applied the framework, our experience is 
that BORO provides a coherent lens through which 
to view and model the world together with the 
foundational ontological elements and patterns 
through which the domain ontologies can be 
developed to represent the datasets to be 
semantically integrated (Partridge, 2002). In terms 
of domain ontology development, this work concurs 
with the work of Keet (2011), who stated that 
employing foundational ontologies provides 
advantages in terms of the quality and 
interoperability of domain ontologies. Developing 
such domain ontologies provided the means of 
semantically integrating data conforming to different 
models and theories – a necessary evil in dealing 
with variety in big data.  
Employing a graph database provided the means 
of importing and restructuring data in a manner that 
directly reflects the ontological model patterns 
without the normal translation to tabular RDBMS or 
Object Oriented form and not introducing the  
‘impedance mismatch’ problem (Ireland et al., 
2009). Dispensing with RDBMS storage in favour of 
a property graph data model removed the 
partitioning of the storage structures between data 
and schema and allows both ‘schema’ ontological 
model objects and instance level objects to be 
updated at run time. This supports the work related 
to graph databases by Webber (2012). Related to this 
finding, it was also demonstrated in this study that 
patterns could be established within the warehouse 
that directly reflected the physical or socially 
constructed patterns of reality such as taxonomies 
and taxonomic ranks, the latter of which employed 
the powertype pattern (equivalent to the set theoretic 
powerset) to more accurately reflect the nature of 
such classification systems. These aspects of 4D 
ontologies (along with others) provide a greater level 
of flexibility and reusability when evolving the 
warehouse system and therefore concur and take 
forward the initial findings of Partridge (2002). 
In practical terms, we propose that the data 
structures resulting from the 4D-SETL process are 
more suitable for discovering relationships within 
data rather than for example processing aggregate 
data (Vicknair et al., 2010). It is relatively easy, for 
example, to discover all relationships that exist 
between two elements using a standard algorithm 
from the Neo4J library (designed to find all 
available paths or the shortest path between two 
nodes). Further, the Cypher graph database query 
facilities provide the means of discovering more 
complex patterns of relationships between the 
people, company officers, company activities, events 
and physical location. Finally, it was found through 
the evaluation and empirical experiment on the 
prototype warehouse (graph database) that data load 
and information retrieval response times that the 
prototype could be developed into a practical 
information system. This was confirmed by 
performing test data query (graph traversal) 
experiments that for example, performed graph 
traversals to retrieve all companies within a postcode 
location (61 milliseconds) and all officers for a 
specific business organisation (37 milliseconds) thus 
the prototype produced indicative response times 
within bounds that would support interactive 
applications (Bhatti et al., 2000). Testing also 
confirmed the graph database performance 
evaluation undertaken by Vicknair et al. (2010). 
Thus using a graph database and the parameter 
graph model to store the ontology, alongside query 
information via graph traversal, circumvents the 
issues that limit the ability of systems built using 
triple stores and tableau calculus-based reasoner 
technology to deal with ontologies that are both 
expressive and have with very large instance level 
elements (arguably exactly what one would want 
from big data). Neo4J is highly scalable and 
provides capacities for Nodes/Edges of ~34 billion 
and properties at least ∼ 68 billion respectively.  
With the issue of disparate data sources in mind, 
the work here has: (a) Examined the potential 
contribution of foundational ontology; and (b) 
described an implementation of a Semantic Extract-
Transform-Load framework (4D-SETL) based on 
BORO, a 4D foundational ontology. Foundational 
ontologies provide a ‘grounding’ for our view of 
reality and thus provide a common reference through 
which to model and integrate heterogeneous data. 
The 4D-SETL framework uses the BORO 
foundational ontology to harmonise data and then 
generates a graph database that accords with the 
semantic commitments made by that ontology. The 
effectiveness of the framework was examined 
applying it to large-scale open datasets related to 
company information to semantically interpret and 
integrate the datasets and to instantiate a prototype 
graph database warehouse to persist the resultant 
ontology. Our implementation is a prototype at this 
stage and the use of foundational ontologies is not 
without challenge (e.g., automation in the context of 
real-time data streams). Accepting such limitations, 
however, the potential utility of the 4D-SETL 
framework can be seen in its ability to model and 
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instantiate a number of complex ontological 
structures, such as higher order taxonomic ranks. 
The patterns specialised from the core foundational 
BORO ontology patterns offer a high degree of 
flexibility and reusability when evolving the graph-
based warehouse system. We have thus 
demonstrated how a 4D (perdurantist) foundational 
ontology can be employed to semantically interpret 
and structure data, showing that a single coherent 
ontology can be developed and loaded to a graph 
database without the problems associated with 
current approaches – e.g., model distortion, over 
simplification or scalability problems. 
Understandably, the work here is not without its 
limitations, which may be summarised as follows. 
First, and at the outset, the interpretation process is 
manual. BORO encourages the development of 
patterns (for ontological reuse), which allow for 
partial automisation but skills in ontological 
modelling are necessary throughout. In the context 
of dealing with variety in big data automatic 
translation of data is of particular importance. As a 
consequence, pattern development and the extraction 
of the rules associated with that are also of 
importance for ongoing research.  Second, as 
previously noted, BORO is one of several 
foundational ontologies and further work is required 
to understand their relative comparative advantages 
and disadvantages. 
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Abstract: It is popular to use real-world data to evaluate or teach data mining techniques. However, there are some 
disadvantages to use real-world data for such purposes. Firstly, real-world data in most domains is difficult to 
obtain for several reasons, such as budget, technical or ethical. Secondly, the use of many of the real-world 
data is restricted or in the case of data mining, those data sets do either not contain specific patterns that are 
easy to mine for teaching purposes or the data needs special preparation and the algorithm needs very specific 
settings in order to find patterns in it. The solution to this could be the generation of synthetic, “meaningful 
data” (data with intrinsic patterns). This paper presents a framework for such a data generator, which is able 
to generate datasets with intrinsic patterns, such as decision trees. A preliminary run of the prototype proves 
that the generation of such “meaningful data” is possible. Also the proposed approach could be extended to a 
further development for generating synthetic data with other intrinsic patterns. 
1 INTRODUCTION 
In our modern society in the internet age, collections 
of data and even more important making use of 
existing available data gain more and more importance. 
Especially in the domain of teaching data mining or 
data mining research, investigators often come across 
some main problems. Firstly, in order to research or 
teach a certain problem, most of the techniques and 
methods in this domain rely on having relevant, big 
collections of data. It is very common to use real-world 
data for such purposes. However, real-world data in 
most domains is difficult to obtain for several reasons, 
such as budget, technical or ethical (Rachkovskij and 
Kussul, 1998). Secondly, the use of many of the real-
world data is restricted or in the case of data mining, 
those data sets do either not contain specific patterns 
that are easy to mine for teaching purposes or the data 
needs special preparation and the algorithm needs very 
specific settings in order to find patterns in it. For 
example, it is also very likely that real data may contain 
sensible data (be it personal or confidential) which 
makes it necessary to hide or obscure those parts, 
resulting in a huge effort to carry out this task because 
of the sheer size of these data collections. The third 
problem is that in case of teaching data mining 
techniques, learners may encounter the same “standard 
datasets” (e.g. the IRIS dataset or the Cleveland Heart 
Disease dataset) multiple times during their studies and 
mining them becomes “less exciting” . This can lower 
their motivation and as a consequence their learning 
success.  
A solution to these problems could be using 
synthetic generated data with intrinsic patterns. There 
are a number of approaches and techniques that have 
been developed for generating synthetic data (Coyle 
et al., 2013, Frasch et al., 2011, van der Walt and 
Bernard, 2007, Sanchez-Monedero et al., 2013, Jeske 
et al., 2005, Lin et al., 2006, and Pei and Zaiane, 
2006). However, since each of the previous research 
was either focused on a particular category, such as 
clustering, or using some special techniques, there are 
still spaces for further research. There is also a survey 
paper that provides current development about 
general test data generation tools (Galler and 
Aichernig, 2014). 
This paper presents a novel approach to a 
synthetic data generator for matching data mining 
patterns, such as decision trees, by developing a novel 
decision tree pattern generating algorithm. A 
preliminary run of the prototype proves that the 
generation of such big size of “meaningful data” is 
possible. Also the proposed approach could be 
extended to a further development for generating 
synthetic data with other intrinsic patterns.   
The rest of this paper is structured as follows. 
Related works are described in next section. The main 
contribution of this paper is presented in section 3, 
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 which introduces the novel approach, the 
architecture, the algorithm, the design and 
implementation of the generator. The testing and 
evaluation are discussed in section 4. Finally, this 
paper is concluded and future work pointed out in 
section 5. 
2 RELATED WORK 
Sanchez-Monedero et al (2013) proposed a 
framework for synthetic data generation, by adopting 
a n-spheres based approach. The method allows 
variables such as position, width and overlapping of 
data distributions in the n–dimensional space can be 
controlled by considering their n-spheres. However, 
this approach only focuses on cases dealing with 
topics specially in the context of ordinal 
classifications.   
Coyle et al (2014) presented a method for 
estimating data clusters at operating conditions where 
data has been collected to estimate data at other 
operating conditions, enabling classification. This 
can be used in machine learning algorithms when real 
data cannot be collected. This method uses the earlier 
mean interpolation along with a method of 
interpolating all of the matrices comprising the 
singular value decomposition (SVD) of the 
covariance matrix to perform data cluster 
interpolation, based on a methodology termed as 
Singular Value Decomposition Interpolation (SVDI). 
It is claimed that the method can be used to yield 
intuitive data cluster estimates with acceptable 
distribution, orientation and location in the feature 
space. However, as authors admitted the method 
“assumes a uni-model distribution, which may or may 
not true for classification and regression problems”.  
Motivated by research work on data 
characteristics (van der Wlat and Bernard, 2007, 
Wolpert snd Macready, 1997), Frasch et al (2011) 
proposed a method for generating synthetic data with 
controlled statistical data characteristics, like means, 
covariance, intrinsic dimensionality and the Bayes 
errors. It is claimed that synthetic data generator 
which can control the statistic properties are 
important tools for experimental inquiries performed 
in context of machine learning and pattern 
recognition. The proposed data generator is suitable 
for modelling simple problems with fully known 
statistical characteristics. 
Pei and Zaiane (2006) developed a distribution-
based and transformation-based approach to synthetic 
data generation for clustering and outlier analysis. 
There are a set of parameters that are considered as 
user’s requirements, such as the number of points, the 
number of clusters, the size, shapes and locations, and 
the density level of either cluster data or noise/outliers 
in a dataset. The generator can handle two-
dimensional data. However, it was claimed that based 
on the heuristic devised, the system could be extended 
to handle three or higher dimensional data. 
Jeske et al. (2005) proposed an architecture for an 
information discovery analysis system data and 
scenario generator that generates synthetic datasets 
on a to-be-decided semantic graph. Based on this 
architecture, Lin et al. (2006) developed a prototype 
of this system, which is capable of generating 
synthetic data for a particular scenario, such as credit 
card transactions.  
The work probably most closely related to the one 
proposed in this paper is the one by Eno and Thompson 
(2008). The authors proposed an approach toward 
determining whether patters found by data mining 
models could be used and reverse map them back into 
synthetic data sets of any size that would exhibit the 
same patterns, by developing an algorithm to map and 
reverse a decision tree. Their approach was based on 
two technologies: Predictive Model Markup Language 
(PMML) and Synthetic Data Definition Language 
(SDDL). The algorithm would scan a decision tree 
stored as PMML to create an SDDL file that described 
the data to be generated. It was claimed that their 
method confirmed the viability of using data mining 
models and inverse mapping to inject realistic patterns 
into synthetic data sets. However, their work is limited 
to the two techniques used.  
3 THE APPROACH 
This section describes the proposed framework, 
including the architecture, the pattern generating 
algorithm, the design and implementation of the 
approach.  
3.1 Architecture  
Figure 1 illustrates the relationship of all modules in 
the framework. These modules can be implemented 
to run in separate threads or even on separate systems 
to create a distributed system which would optimise 
the performance of the whole application. The 
architecture is a modified version of the one proposed 
by Houkjær et al. (2006). 
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Figure 1: The Architecture. 
Main components in this architecture are described as 
below: 
 GUI:  This   package   contains   all   the   classes  
necessary for the graphical user interface. The 
GUI classes enable the user 
- to set parameters and inputs; 
- to choose and set up the connection to the 
database; 
- to view the meta data connected to the tables in 
the database; 
- to choose from a list of available data generation 
algorithms/methods; 
- to set the desired output formats. 
 Data Generation Module: This package contains 
the classes needed to generate data, e.g. different 
number generators (such as zero bitmap number 
generators, shuffle number generators or 
specialised number generators), classes that can 
produce addresses or names and so on; 
 The Core Module: This package contains three 
sub packages:  
- Graph Builder: This sub package contains all 
classes necessary to generate a directed graph 
which represents the database/table structures 
retrieved from the database through the Metadata 
Interface; 
- Graph: The graph sub package holds a 
representation of the database in memory. This is 
necessary in order to generate consistent data that 
fulfils constraints as well as intra- and inter-table 
relations; 
- Interfaces: This sub package contains the 
interfaces and their class implementations which 
are used by the graph, graph builder and data 
generation module classes and provide the 
different ways of input (different DBMS, e.g. 
MySQL, Oracle, etc.; inputs for name/address 
generation), output (e.g. into flat files) and the 
interfaces used for the different data generation 
algorithms or number distributions. One of the 
most important interfaces in this design is the 
pattern interface. This interface can be used 
together with the new approach to pattern 
generation in data to form a really unique data 
generator. 
3.2 A Decision Tree Algorithm: ID3 
This new approach employs the idea of “Backwards 
Engineering”: an existing well established 
classification algorithm (in this case ID3) is used as 
the basis to discover the patterns; then an algorithm is 
developed that produces data in way such that this 
basis algorithm is able to discover a structure in the 
data. 
In this framework, the well-known ID3 algorithm, 
originated by Quinlan (1979, 1986) was used 
following the description of Berthold et al (2010): 
 
Figure 2: The ID3 algorithm as described by Berthold et al. 
(Berthold et al., 2010, p. 211). 
Figure 2 shows a general algorithm to build 
decision trees. ID3 in particular uses a concept called 
the Shannon Entropy H: 
 
Here, D indicates the training data set, C the target 
(class) attribute, i.e. the attribute towards which the 
entropy is calculated, and A the set of attributes. The 
entropy ranges from 0 to 1 and reaches the maximal 
value of 1 for the case of two classes and an even 
50:50 distribution of patterns of those classes. On the 
other hand, an entropy value of 0 would tell us that 
only one of these classes would exist in the given 
subset of data. The entropy H therefor provides us 
with a measure of the diversity of a given data set. 
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 The ID3 algorithm tries to reach the leaves of a 
decision tree (i.e. nodes that only hold a single class 
of attributes) as fast as possible, meaning that the 
entropy of each subset of data after the split of the 
values should have the least possible entropy. 





and DA=a indicates the subset of D for which attribute 
A has value a. HD(C, A) denotes the entropy that is left 
in the subsets of the original data after they have been 
split according to their values of A. 
This Information Gain makes it possible to split 
the classes in D into subsets with each having the least 
possible remaining entropy within. Using this 
Information Gain as measurement in the split 
condition for the Class attribute of the algorithm 
outlined in figure 2, the ID3 algorithm is complete. 
3.3 The Algorithm 
With the ID3 algorithm and its underlying concepts 
defined, the pattern generating algorithm can be 
described. 
The requirements for this algorithm are a 
classification decision tree with a table in a database 
having at least columns for each of the attributes that 
are present in the nodes of the tree and the Class 
attribute. In contrast to the ID3 algorithm that will 
later be used to find the same tree again, the proposed 
pattern generating algorithm does not start from the 
root of the tree, working its way “downwards” over 
nodes with the highest Information Gain to the leave 
nodes, but it starts from the leave nodes in an 
“upward” way. 
The basic idea of the algorithm can be described 
as follows. The leave nodes L have to be the nodes 
with the least Information Gain of the whole data set. 
This can be ensured by maximally distributing the 
values of the Class attribute C on this level (this will 
of course result in a very inaccurate classification 
tree; in the implementation different distribution 
levels can be used to make it more accurate). To do 
this, a minimum number of entries in the database 
table has to be specified; according to this number, 
the table is then populated with maximal distribution 
in C (which means all possible value c in C appears 
with the same frequency), leaving all other columns 
blank with the exception of the values in L (noted as 
l in future). These are then chosen such that each 
combination of l and c appears equally. 
Now, when c is maximally distributed among l, 
the entropy of L in respect to C is 1 and since the 
Information Gain can never be negative and the range 
of entropy is between 0 and 1, the Information Gain 
for L is 0 and ID3 will use L as the leave nodes when 
the other attributes have a higher Information Gain. 
For the next level of nodes N1 in the given 
classification tree, all that has to be done is to make 
sure the entropy for this level is a little lower than the 
previous one, the easiest way to ensure this is to add 
one more combination of a specific value of c and a 
specific value n1 of N1; the rest of the combinations 
should stay maximally distributed (again, in the 
implementation this “step width” can be set to 
different values). To achieve this, a number of rows 
depending on the number of different values of c rows 
have to be added. Only the distribution among the 
combinations of n1 and c must be altered, not the 
distribution of combinations of l and c. This will 
result in an entropy value slightly lower than 1 for the 
attribute N1 in respect to C thus this attribute N1 will 
be used in the node level just above the leaves. 
For the next node level N2 (again having the 
different values n2) in the classification tree, not only 
one specific combination of n2 and c has to be added 
but two, therefore two times the number of values c 
of rows have to be added to keep the combinations of 
c and l maximally distributed and the combinations of 
c and n1 slightly less distributed. 
This means again the entropy H(N2|C) < H(N1|C) 
< H(L|C) and in that way, L will be found as leaves 
by ID3, N1 as the node level above the leaves, N2 as 
the node level above N1 and if this procedure is 
repeated until the root of the classification tree. The 
database table will grow with each step. But the 
entropy of each attribute higher to the top of the input 
classification tree will be lower than the entropy to 
the attributes closer to the leave nodes, which means 
their Information Gain is higher. Thus ID3 will place 
them into the right position. 
3.4 Implementation 
This section describes the implementation of the 
algorithm outlined above.   
3.4.1 Overview of the Implementation 
Figure 3 shows the complete class diagram of the 
prototype. The implementation of the pattern 
generating algorithm is split among three main classes:  
ICEIS 2016 - 18th International Conference on Enterprise Information Systems
138
  the “Tree” class provides the framework for the 
classification tree data structure required for 
the algorithm; 
 the “Node” class provides all the methods and 
functions necessary to traverse the tree, get 
certain nodes and update the entropy values 
accordingly; 
 the “TestMain” class makes the use of this data 
structure, sets the entropy values of the 
different Node levels and finally also deals with 
the data generation; 
In addition to the three main classes, there are two 
helper classes, “BSGTree” and “BSGTreeBean”:  
 “BSGTree” class defines and builds the tree 
data structure utilising the “Tree” and “Node” 
classes; 
 the “BSGTreeBean” class is a simple Java 
Bean with private members and Getters and 
Setters for them. It is used by the “TestMain” 
class in order to generate the data. 
 
Figure 3: Class diagram. 
3.4.2 The Implementation 
The prototype only includes the implementation of 
the pattern generating algorithm, which can be 
described as the following steps: 
 first of all, conclusion lists containing the 
values of the class attribute are generated with 
different entropy values; 
 then, each of these lists is used to set the 
conclusion lists of the nodes in one level. 
Hence, these lists define the starting entropy for 
level 0 and the “step width” as described in the 
“description of the algorithm” section; 
 the next step is the generation of the predefined 
tree data structure followed by getting node 
lists for the different types and levels. With 
these node lists, each level can be populated 
with conclusion lists with increasing entropy 
values; 
 further, after the above are all done, each row 
of data has to be generated. As stated before, 
each entry in the conclusion lists of the leaf 
nodes represents a complete data set to be 
generated. Consequently in order to generate 
the data rows, all of the leaf nodes can be 
retrieved by the tree and then their conclusion 
lists can be looped through; the parent nodes of 
the leaf nodes recursively contain the values of 
other attributes. Of course, some attributes 
might be missing in the chain from a leaf node 
to the root node. These missing values are 
replaced by a placeholder value and handled 
later. All of these row data is collected in a list 
of beans of the corresponding tree. 
 finally, the placeholder values have to be 
replaced with real attribute values. It is of high 
importance that the entropy values for the 
different attributes are not altered in this step. 
This could happen easily if the placeholder 
vales are not replaced carefully. 
The generated data then can be exported after 
optionally shuffling the resulting rows. 
4 TESTING AND EVALUATION 
4.1 Testing  
The proposed pattern generator was tested by 
arbitrarily generating three datasets with three 
different types of classification trees constructed in, 
and then finding the patterns in each of the dataset by 
the J48 classification algorithm of WEKA.  
Testing results are shown in figures 4, 5 and 6. 
 
Figure 4: Left: Test tree 1. Right: Tree found by WEKA 
J48. 
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Figure 5: Left: Test tree 2. Right: Tree found by WEKA 
J48. 
 
Figure 6: Left: Test tree 3. Right: Tree found by WEKA 
J48. 
Figure 4 shows a simple tree with only 6 notes 
constructed in a generated dataset at the left hand side 
and the tree found by the J48 algorithm in Weka at 
the right hand side. Figure 5 and 6 shows the similar 
practice with a little bit more complicated tree 
structures in generated datasets. In all of the testing 
cases, the designed tree structures were found 
successfully in the generated datasets, respectively. 
4.2 Evaluation 
The test cases show that it is definitely possible to 
generate data that matches a data mining pattern. In 
some cases, the entropy step width had to be altered 
or additional “hidden nodes” had to be introduced to 
the tree in order to make some splits. But this is most 
likely due to the fact that the pattern generator 
algorithm’s implementation is not technically mature 
yet and can be improved in further versions. 
Furthermore, a module should be developed that 
reads trees as XML files (or similar) and generates the 
tree structure necessary to generate the data 
automatically. This would greatly increase the 
versatility of the synthetic data generator. 
In summary, the testing results prove that the 
proposed synthetic data generator is able to generate 
datasets with intrinsic patterns, such as decision trees. 
Additionally, the performance of the data generator 
was surprisingly good. It was possible to create 
almost a million rows in a few seconds with a laptop 
with basic specifications. 
 
 
5 CONCLUSIONS AND FUTURE 
WORK 
In this paper, a novel approach for developing a 
synthetic data generator for matching decision trees 
has been proposed. A prototype of such a generator 
has been implemented. The results of the test run 
prove that a large dataset with patterns like decision 
trees can be generated automatically within seconds.  
While the prototype meets all requirements set out 
within the aims of the project, the work introduces a 
number of further investigations, including: a) to add 
more classification algorithms into the generator; b) 
to add more algorithms into the generator, which 
allow patterns of association rules, clustering and 
repression to be created; c) to develop a 
comprehensive, user-friendly interface, which allows 
users to select algorithms from different categories, 
define the number of attributes, and other parameters.  
The successful outcome of such future work would 
result in a comprehensive synthetic data generator, 
which is able to generate big datasets with patterns for 
data mining research and training.  
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Abstract: There is an increasing interest in NoSQL (Not Only SQL) systems developed in the area of Big Data as 
candidates for implementing multidimensional data warehouses due to the capabilities of data 
structuration/storage they offer. In this paper, we study implementation and modeling issues for data 
warehousing with document-oriented systems, a class of NoSQL systems. We study four different mappings 
of the multidimensional conceptual model to document data models. We focus on formalization and cross-
model comparison. Experiments go through important features of data warehouses including data loading, 
OLAP cuboid computation and querying. Document-oriented systems are also compared to relational 
systems. 
1 INTRODUCTION 
In the area of Big Data, NoSQL systems have 
attracted interest as mean for implementing 
multidimensional data warehouses (Chevalier et al, 
2015a), (Chevalier et al, 2015b), (Mior, 2014), (Dede 
et al, 2013), (Schindler, 2012). The proposed 
approaches mainly rely on two specific classes of 
NoSQL systems, namely document-oriented systems 
(Chevalier et al, 2015a) and column oriented systems 
(Chevalier et al, 2015b), (Dede et al, 2013). In this 
paper, we study further document-oriented systems in 
the context of data warehousing.  
In contrast to Relational Database Management 
Systems (RDBMS), document-oriented systems,and 
many other NoSQL systems, are famous for 
horizontal scaling, elasticity, data availability, and 
schema flexibility. They can accommodate 
heterogeneous data (not all conforming to one data 
model); they provide richer structures (arrays, 
nesting…) and they offer different options for data 
processing including map-reduce and aggregation 
pipelines. In these settings, it becomes interesting to 
investigate for new opportunities for data 
warehousing. On one hand, we can exploit scalability 
and flexibility for large-scale deployment. On the 
other hand, we can accommodate heterogeneous data 
and consider mapping to new data models. In this 
setting, document-oriented systems become natural 
candidates for implementing data warehouses.  
In this paper, we consider four possible mappings 
of the multidimensional conceptual model into 
document logical models. This includes simple 
models that are analogous to relational database 
models using normalization and denormalization. We 
also consider models that use specific features of the 
document-oriented system such as nesting and 
schema flexibility. We instantiate a data warehouse 
using each of the models and we compare each 
instantiation with each other on different axes 
including: data loading, querying, and OLAP cuboid 
computation. 
2 RELATED WORK 
Multidimensional databases are mostly implemented 
using RDBMS technologies (Chaudhuri et al, 1997), 
(Kimball, 2013). Considerable research has focused 
on the translation of data warehousing concepts into 
relational logical level (Bosworth et al, 1995), 
(Colliat et al, 1996), (called R-OLAP). Mapping rules 
are used to convert structures of the conceptual level 
(facts, dimensions and hierarchies) into a logical 
model based on relations (Ravat, et al, 2006). 
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 There is an increasing attention towards the 
implementation of data warehouses with NoSQL 
systems (Chevalier et al, 2015a), (Zhao et al, 2014), 
(Dehdouh et al, 2014), (Cuzzocrea et al, 2013). In 
(Zhao et al, 2014), the authors implement a data 
warehouse into a column-oriented store (HBase). They 
show how to instantiate efficiently OLAP cuboids with 
MapReduce-like functions. In (Floratou et al, 2012), 
the authors compare a column-oriented system (Hive 
on Hadoop) with a distributed version of a relational 
system (SQL server PDW) on OLAP queries.  
Document-oriented systems offer particular data 
structures such as nested sub-documents and arrays. 
These features are also met in object-oriented and 
XML like systems. However, none of the above has 
met success as RDBMS for implementing data 
warehouses and in particular for implementing OLAP 
cuboids as we do is this paper. In (Kanade et al, 2014), 
different document logical models are compared to 
each other: data denormalization, normalized data; 
and models that use nesting. However, this study is in 
a “non-OLAP” setting. 
In our previous work (Chevalier et al, 2015a), 
(Chevalier et al, 2015b) we have studied 3 column-
oriented models and 3-document-oriented models for 
multidimensional data warehouses. We have focused 
on direct translation of the multidimensional model to 
NoSQL logical models. However, we have 
considered simple models (models with few 
document-oriented specific features) and the 
experiments were at an early stage. In this paper, we 
focus on more powerful models and our experiments 
cover most of data warehouse issues.  
3 DOCUMENT DATA MODEL 
FOR DATA WAREHOUSES 
We distinguish three abstraction levels: conceptual 
model (Golfarelli et al, 1998), (Annoni, et al, 2006) 
that is independent of technologies, logical model that 
corresponds to one specific technology but software 
independent, physical model that corresponds to one 
specific software. The multidimensional schema is 
the reference conceptual model for data warehousing. 
We will map this model to document-oriented data 
models.  
3.1 Multidimensional Conceptual 
Model 
Definition 1. A multidimensional schema, namely E, 
is defined by (FE, DE, StarE) where: FE = {F1,…, Fn} 
is a finite set of facts, DE = {D1,…, Dm} is a finite set 
of dimensions, and StarE: FE → 2஽ಶ is a function that 
associates facts of FE to sets of dimensions along 
which it can be analyzed (2஽ಶ is the power set of DE).  
Definition 2. A dimension, denoted Di∈DE 
(abusively noted as D), is defined by (ND, AD, HD) 
where: ND is the name of the dimension; ܣ	஽ =
{ܽଵ஽,… , ܽ௨஽}	U	{݅݀஽,… , ܣ݈݈஽}  is a set of dimension 
attributes; and ܪ஽ = {ܪଵ஽,…ܪ௩஽} is a set of 
hierarchies. A hierarchy can be as simple as the 
example {“day, month, year”}.  
Definition 3. A fact, F∈FE, is defined by (NF, MF) 
where: NF is the name of the fact, and ܯி =
{݉ଵி,… ,݉௩ி} is a set of measures. Typically, we apply 
aggregation functions on measures. A combination of 
dimensions represents the analysis axis, while the 
measures and their aggregations represent the 
analysis values.  
3.2 Document-oriented Logical Model 
Here, we provide key definitions and notation we will 
use to formalize documents. Documents are grouped 
in collections. We refer to such a document as C(id).  
Definition 4. A document corresponds to a set of 
key-values. A unique key identifies every document; 
we call it identifier. Keys define the structure of the 
document; they act as meta-data. Each value can be 
an atomic value (number, string, date…) or a sub-
document or array. Documents within documents are 
called sub-documents or nested documents. 
Definition 5. The document structure/schema 
corresponds to a generic document without atomic 
values i.e. only keys.  
We use the colon symbol “:” to separate keys 
from values, “[]” to denote arrays, “{}” to denote 
documents and a comma “,” to separate key-value 
pairs from each other.  
With the above notation, we can provide an 
example of a document instance. It belongs to the 
“Persons” collection, it has 30001 as identifier and it 
contains keys such as “name”, “addresses”, “phone”. 
The addresses value corresponds to an array and the 
phone value corresponds to a sub-document.  
Persons(30001): 
{name:“John Smith”,  
 addresses:  
 [{city:“London”, country:“UK”}, 
  {city:“Paris”, country:“France”}], 
 phone: 
 {prefix:“0033”, number:“61234567”}} 
The above document has a document schema: 
 {name, addresses: [{city, country}], 
phone: {prefix, number}} 
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 Another way to represent a document is through 
all the paths within the document that reach the 
atomic values. A path p of a document instance with 
identifier id is described as p=C(id):k1:k2:…kn:a 
where k1, k2,… kn:a are keys within the same path 
ending at an atomic value a.  
In a same collection it is possible to have 
documents with different structures: the schema is 
specific at the document level. We define the 
collection model as the union of all schemas of all 
documents. A collection C that accepts two sub-
models S1 and S2, can be written as SC={S1, S2}. This 
formalism will be enough for our purposes.  
3.3 Document-oriented Models for 
Data Warehousing 
In this section, we present document models that we 
will use to map the multidimensional data model. We 
refer here to the multidimensional conceptual model as 
described in section 3 and we describe and illustrate 
four logical data models. Each time we describe the 
model for a fact F (with name NF) and its dimensions 
D∈StarE(F) (each dimension has a name ND).  
We will illustrate each model with a simple 
example. We consider the fact “LineOrder” and only 
one dimension “Customer”. For “LineOrder”, we 
have three measures “l_quantity”, “l_shipmode” and 
“l_price”. For “Customer”, we have three attributes 
“c_name”, “c_city” and “c_nation_name”.  
The chosen models are diverse each one with 
strengths and weaknesses. They are also useful to 
illustrate the modeling issues in document-oriented 
systems. Models M0 and M2 are equivalent to data 
denormalization and normalization in RDBMS. 
Model M1 is similar to M0, but it adds some more 
structure (meta-data) to documents. This model is 
interesting to see if extra meta data is penalizing (in 
terms of memory usage, query execution, etc.). Model 
M3 is similar to M2, but everything is stored in one 
collection. M3 exploits schema flexibility i.e. it stores 
in one collection documents of different schema. 
Each model is defined, formalized and illustrated 
below: 
Model M0, Flat: It corresponds to a denormalized 
flat model. Every fact from F is stored in a collection 
CF with all attributes of its dimensions StarE(F). It 
corresponds to denormalized data (in RDBMS). 
Documents are flat (no nesting), all attributes are at 
the same level. The schema SF of the collection CF is: 
ܵி = {id,݉ଵ,݉ଶ, …݉หெಷห, ܽଵ஽భ, ܽଶ஽భ, … ܽห஺ವభห஽భ , ܽଵ஽మ, ܽଶ஽మ	






 c_name:“John”,  
 c_city:“Rome”, 
 c_nation_name:“Italy”} 
Model M1, Deco: It corresponds to a denormalized 
model with more structure (meta-data). It is similar to 
M0, because every fact F is stored in a collection CF 
with all attributes of its dimensions StarE(F). In each 
document, we group measures together in a sub-
document with key NF. Attributes of one dimension 
are also grouped together in a sub-document with key 
ND. This model is simple, but it illustrates the 
existence of non-flat documents. The schema SF of 
the CF is:   
ܵி = ቄ݅݀ி, Nி: ቄ݉ଵ,݉ଶ, . . ݉หெಷหቅ , 	ܰ஽భ: {ܽଵ஽భ, ܽଶ஽భ, … ܽห஺ವభห஽భ ቅ, 
          	ܰ஽మ: {ܽଵ஽మ, ܽଶ஽మ, … ܽห஺ವభห஽మ },… } 
e.g. 
{id:1,  
 LineOrder:  
  {l_quantity:4, 
   l_shipmode:“mail”, 
   l_price:400.0}, 
 Customer:  
  {c_name:“John”, 
   c_city:“Rome”,  
   c_nation_name:“Italy”}} 
Model M2, Shattered: It corresponds to a data model 
where fact records are stored separately from 
dimension records to avoid redundancy, equivalent to 
normalization. The fact F is stored in a collection CF 
and each dimension D∈StarE(F) is stored in a 
collection CD. The fact documents contain foreign 
keys towards the dimension collections. The schema 
SF of CF and the schema ܵ஽ of a dimension collection 
CD are as follows:   
			ܵி = {݅݀ி,݉ଵ,݉ଶ,…݉หெಷห, ݅݀஽భ, ݅݀஽మ, … } 






 c_id:4} ∈ C୊ 
{id:4, 
 c_name:“John”, 
 c_city:“Rome”,  
 c_nation_name:“Italy”} ∈ Cେ୳ୱ୲୭୫ୣ୰ 
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 Model M3, Hybrid: It corresponds to a hybrid model 
where we store documents of different schema in one 
collection. We store everything in one collection, say 
CF. We store the fact entries with a schema SF. 
Dimensions are stored within the same collection, but 
each with its complete schema SD.  
We need to keep references from fact entries 
towards the corresponding dimension entries. This 
model is similar to M2, at the difference of storing 
everything in one collection. 
This model is interesting, because if we use 
indexes properly, we can access quickly the 
dimension attributes and all corresponding facts e.g. 
with an index on c_custkey, we access quickly all 
sales of a given customer.  
The schemas SF and SD are:  
ܵி = {݅݀	, ݉ଵ,݉ଶ,…݉หெಷห, ݅݀஽భ, ݅݀஽మ, … } ; 







 c_datekey:3} ∈ C୊ 
{id:2, 
 custkey: 4, 
 c_name: “John”, 
 c_city: “Rome”, 
 c_nation_name:“Italy”, 
 c_region_name:“Europe”} ∈ C୊ 
{id:3, 
 date_key:1,  
 d_date:10, 
 d_month:“January”, 
 d_year:2014} ∈ C୊ 
In Table 1, we summarize the mapping of the 
multidimensional model to our logical models. For 
every dimension attribute or fact measure, we show 
the corresponding collection and path within a 
document structure.  
Table 1: Mapping of the multidimensional schema to the 
logical data models. 
 ∀D∈DO ∀a∈AD ∀m∈MF 
 collection path collection path 
M0 CF a CF m
M1 CF ND:a CF NF:m
M2 CD a CF m
M3 CF a CF m
4 EXPERIMENTS 
4.1 Experimental Setup 
The experimental setup is briefly introduced and then 
detailed in the next paragraphs. We generate 4 
datasets according to the SSB+, Star schema 
benchmark (Chevalier et al, 2015c), (Oneil et al, 
2009), which is itself a derived from the TPC-H 
benchmark. TPC-H is a reference benchmark for 
decision support systems. The benchmark is extended 
to generate data compatible to our document models 
(M0, M1, M2, M3). Data is loaded in MongoDB v2.6, 
a popular document-oriented system. On each 
dataset, we issue sets of OLAP queries and we 
compute OLAP cuboids on different combinations of 
dimensions. Experiments are done in single-node and 
a distributed 3-nodes cluster setting.  
For comparative reasons, we also load two 
datasets in PostgresSQL v8.4, a popular RDBMS. In 
this case, dataset data corresponds to a flat model 
(M0) and a star-like normalized model (M2), that we 
name respectively R0 and R2. Experiments in 
PostgreSQL are done in a singlenode setting.  
Data. We generate data using an extended version 
of the Start Schema Benchmark denoted SSB+ 
(Chevalier et al, 2015c), (Oneil et al, 2009). The 
benchmark models a simple product retail reality. The 
SSB+ benchmark models a simple product retail 
reality. It contains one fact “LineOrder” and 4 
dimensions “Customer”, “Supplier”, “Part” and 
“Date”.  
We generate data using an extended version of the 
Start Schema Benchmark SSB (Oneil et al, 2009) 
because it is the only data warehousing benchmark that 
has been adapted to NoSQL systems. The extended 
version is part of our previous work (Blind3). It makes 
possible to generates raw data directly as JSON which 
is the preferable data format for data loading in 
MongoDB. We use improve scaling factor issues that 
have been reported. In our experiments we use 
different scale factors (sf) such as sf=1, sf=10 and 
sf=25 in our experiments. In the extended version, the 
scale factor sf=1 corresponds to approximately 107 
records for the LineOrder fact, for sf=10 we have 
approximately 10x107 records and so on.  
Settings/Hardware/Software. The experiments 
have been done in two different settings: single-node 
architecture and a cluster of 3 physical nodes. Each 
node is a Unix machine (CentOs) with 4 core-i5 CPU, 
8GB RAM, 2TB disks, 1Gb/s network. The cluster is 
composed of 3 nodes, each being a worker node and 
one node acts also as dispatcher. Each node has a 
MongoDB v.3.0 running. In MongoDB terminology, 
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 this setup corresponds to 3 shards (one per machine). 
One machine also acts as configuration server and 
client. 
4.2 Document-oriented Data 
Warehouses by Model 
Data Loading. We report first the observations on 
data loading. Data with model M0 and M1 occupy 
about 4 times less space than data with models M2 
and M3. For instance, at scale factor sf=1 (107 line 
order records) we need about 4.2GB for storing 
models M2 and M3, while we need about 15GB for 
models M0 and M1. The above observations are 
explained by the fact that data in M2 or M3 has less 
redundancy. In M2 and M3 dimension data is 
repeated just once.  
Figure 1 shows data loading times by model and 
scale factor (sf=1, sf=10, sf=25) on a singlenode 
setting. Loading times are as expected higher for the 
data models that require more memory (M0 and M1). 
In Figure 2, we compare loading times for sf=1 on 
singlenode setting with the distributed setting. We 
observe data loading is significantly slower in a 
distributed setting than on a single machine. For 
instance, model M0 data (sf=1) loads for 1306s on a 
single cluster, while it needs 4246s in a distributed 
setting. This is mainly due to penalization related to 
network data transfer. Indeed, MongoDB balances 
data load i.e. it tries to distribute equally data across 
all shards implying more network communication. 
 
Figure 1: Loading times by data models. 
Querying. We test each instantiation (on 4 data 
models) on 3 sets of OLAP queries (QS1, QS2, QS3). 
To do so, we use the SSB benchmark query generator 
that generates 3 query variants per set. The query 
complexity increases from QS1 to QS3. QS1 queries 
filter on one dimension and aggregate all data; QS2 
queries filter data on 2 dimensions and group data on 
one dimension; and QS3 queries filter data on 3 
dimensions and group data on 2 dimensions.  
 
Figure 2: Loading time comparisons on single node and 
cluster. 
In Table 3 and 4, we show query execution times 
on all query variants with scale factor sf=1, all 
models, in two settings (single node and cluster). For 
the queries with 3 variants, results are averaged 
(arithmetic mean). In Table 3, we can compare 
averaged execution times per query and model in the 
single node setting. In Table 4, we can compare 
execution times in the distributed (cluster) setting.  
We observe that for some queries some models 
work better and for others some other models work 
better. We would have expected queries to run faster 
on models M0 and M1 because data is in a 
denormalized fashion (no joins needed). This is 
surprisingly not the case. Query execution times are 
comparable across all models and sometimes queries 
run faster for models M2 and M3. This is partly 
because we could optimize queries choosing from the 
MongoDB rich palette: aggregation pipeline, 
map/reduce, simple queries and procedures. For M2 
and M3, we need to join data from more than one 
document at a time. When we do not write the most 
efficient MongoDB query and/or when we join all 
data needed for the query before any filtering, 
execution times can be significantly higher. Instead 
we apply filters before joins and then we use the 
aggregation pipeline , map/reduce functions, simple 
queries or procedures. We also observed the SSB 
queries had high selectivity. We could filter most 
records before needing any join. To test selectivity 
impact, we tested querying performance on another 
query Q4 that is obtained by modifying one of the 
queries from QS1 to be more selective. On this new 
query set we have about 500000 facts  after filtering. 
We observe that query execution on data with models 
M0 and M1 is lower about 20-30%. Meanwhile, on 
data with models M2 and M3 query execution is 
respectively about 5-15 times slower. This is purely 
due to the impact of joins that are not supported by 
document-oriented systems in general.  
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 To fully understand the impact of joins on data 
with models M2 and M3, we conducted another 
experiment when we join all data i.e. we basically 
generate data with model M0 starting from data with 
model M2 and M3. In the most performant 
approaches we could produce, we observed 1010 
minutes for M2 and 632 minutes for M3 on sf=1. This 
is a huge delay. We can conclude that data joins can 
be a major limitation for document-oriented system. 
When joins are poorly supported, data models such as 
M2 and M3 are not interesting.  
In Table 3 and Table 4, we can also compare 
query execution times in singlenode setting with 
respect to distributed setting. We observe that query 
execution times are generally better in a distributed 
setting. For many queries, execution times improve 2 
to 3 times depending on the cases. In a distributed 
setting, query execution is penalized by network data 
transfer, but it is improved by parallel computation. 
When queries are executed on data with models M2 
and M3, improvement on the distributed setting is less 
important (less than 1.5 times).  
4.3 OLAP Cuboids with Documents 
OLAP Cuboid. It is common in OLAP applications 
to pre-compute analysis cuboids that aggregate fact 
measures on different dimension combinations. In our 
example (SSB dataset), there are 4 dimensions C: 
Customer, S: Supplier, D: Date and P: Part. In Figure 
3, we show all possible dimension combinations. 
Data can be analyzed on no dimension (all), 1 
dimension, 2 dimensions or 3 dimensions or 4 
dimensions. Cuboid names are given with dimension 
initials, e.g. CSP stands for cuboid on Customer, 
Supplier and Part. In Figure 3, we show for 
illustration purposes the computation time for a 
complete lattice in M0. In this case, we compute 
lower level cuboids from the cuboid just on top to 
make things faster.  
In Table 2 we show the average time needed to 
compute an OLAP cuboid of x dimensions (x can be 
3, 2, 1, 0, i.e. group on 3 dimensions, 2 dimensions 
and so on). Cuboids are produced starting from data 
on any of the models M0, M1, M2, or M3. 
Table 2: Average aggregation time per lattice level on 
single node setting. 
 M0 M1 M2 M3 
3D 423s 460s 303s 308s 
2D 271s 292s 157s 244s
1D 196s 201s 37s 44s
all 185s 191s 37s 27s
We observe that we need less time to compute the 
OLAP cuboid with M2 and M3. This is because we 
do not denormalize data, i.e. we group only on foreign 
keys. If we need cuboids that use other dimension 
attributes, the computation time is significantly 
higher. 
 
Figure 3: Computation time for each OLAP cuboid with M0 
on single node (letters are dimension names: C=Customer, 
S=Supplier, D=Date, P=Part). 
4.4 Document-oriented Data 
Warehouses versus Relational  
Data Warehouses  
In this section, we compare loading times and 
querying between data warehouse instantiations on 
document-oriented and relational databases. In 
document-oriented systems, we consider the data 
model M0, because it performs better than the others. 
In the relational database, we consider two models R0 
and R2 mentioned earlier. For R0, data is 
denormalized, everything is stored in one table: fact 
and dimension data. For R2, data is stored in a star-
like schema i.e. the fact data is stored in one table and 
each dimension data is stored in a separate table.  
Loading. First of all, we observe that relational 
databases demand for much less memory than 
document-oriented systems. Precisely, for scale 
factor sf=1, we need 15GB for data model M0 in 
MongoDB. Instead we need respectively 4.2GB and 
1.2GB for data models R0 and R2 in PostgreSQL. 
This is easily explained. Document-oriented systems 
repeat field names on every document and 
specifically in MongoDB data types are also stored. 
To store data with flat models we need about 4 times 
more space, due to data redundancy. The same 
proportions are also observed on loading times.  
Querying. We first compare query performance 
on the 4 query sets defined earlier (QS1, QS2, QS3, 
Q4) on a single node. We observe immmediately that 
queries run significantly faster on PostgreSQL (20 to 
100 times). This is partly due to the relatively high 
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 selectivity of the considered queries. Almost all data 
fits in memory.  
Table 3: Query execution time per model, single node 
setting. 
sf=1 M0 M1 M2 M3 
Q1.1 62s 62s 37s 94s 
Q1.2 59s 61s 33s 91s 
Q1.3 58s 58s 33s 86s 
Q1 avg 60s 61s 34s✓ 90s 
Q2.1 36s 39s 85s 105s 
Q2.2 37s 41s 83s 109s 
Q2.3 37s 40s 83s 109s 
Q2 avg 37s✓ 40s 84s 108s 
Q3.1 36s 36s 89s 100s 
Q3.2 40s 40s 89s 104s 
Q3.3 38s 38s 92s 104s 
Q3 avg 38s✓ 38s 90s 103s 
Q4 74s✓ 77s 689s 701s 
Table 4: Query execution time per model, cluster setting. 
















































Q3 avg 139s 141s 98s 106s 
Q4 173s ✓ 180s 747s 637s 
In addition, we considered OLAP queries that 
correspond to the computation of OLAP cuboids. 
These queries are computationally more expensive 
than the queries considered previously (QS1, QS2, 
QS3, Q4). More precisely, we consider here the 
generation of OLAP cuboids on combinations of 3 
dimensions. We call this query set QS5.  
Average execution times on all query sets are 
shown in Table 5. We observe that the situation is 
reversed on this query set. Query execution times are 
comparable to each other. Queries run faster on 
MongoDB with data model R0 (singlenode) than on 
PostgresSQL. Queries run fastest on PostgreSQL 
with data model R2. MongoDB is faster if we 
consider the distributed setting.  
Table 5: Average querying times by query set and approach. 
single node sf=1 M0 R0 R2 
QS1   144s 7s 1s 
QS2 140s 3s 2s  
QS3 139s 3s 2s 
Q4 173s 3s 1s 
QS5 423s 549s 247s 
On these queries we have to keep in memory 
much more data than for queries in QS1, QS2, QS3 
and QS4. Indeed, on the query sets QS1, QS2, QS3 
and QS4 the amount of data to be processed is 
reduced by filters (equivalent of SQL where 
instructions). Then data is grouped on fewer 
dimensions (0 to 2). The result is fewer data to be kept 
in memory and fewer output records. Instead for 
computing 3 dimensional cuboids, we have to process 
all data and the output has more records. Data will not 
fit in main memory in MongoDB or PostgreSQL. 
Nonetheless MongoDB seems suffering less this 
aspect than PostgreSQL.  
We can conclude that MongoDB scales better 
when the amount of data to be processed increases 
significantly. It can also take advantage of 
distribution. Instead, PostgresSQL performs very 
well when all data fits in main memory.  
5 CONCLUSIONS 
In this paper, we have studied the instantiation of data 
warehouses with document-oriented systems. For this 
purpose, we formalized and analyzed four logical 
models. Our study shows weaknesses and strengths 
across the models. We also compare the best 
performing data warehouse instantiation in 
document-oriented systems with 2 instantiations in 
relational database.  
Depending on queries and data warehouse usage, 
we observe that the ideal model differs. Some models 
require less disk space, more precisely M2 and M3. 
This is due to the redundancy of data in models M0 
and M1 that is avoided with models M2 and M3. For 
highly selective queries, we observe no ideal model. 
Queries run sometimes faster on one model and 
sometimes on another. The situation changes fast 
when queries are less selective. On data with models 
M2 and M3, we observe that querying suffers from 
joins. For queries that are poorly selective, we 
observe a significant impact on query execution times 
making these models non-recommendable.  
We also compare instantiations of data 
warehouses on a document-oriented system with a 
relational system. Results show that RDBMS is faster 
on querying raw data. But performance slows down 
quickly when data does not fit on main memory. 
Instead, the analysed document-oriented system is 
shown more robust i.e. it does not have significant 
performance drop-off with scale increase. As well, it 
is shown to benefit from distribution. This is a clear 
advantage with respect to RDBMS that do not scale 
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 well horizontally; they have a lower maximum 
database size than NoSQL systems. 
In the near future, we are currently studying 
another document-oriented system and some column-
oriented systems with the same objective.  
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Abstract: The aim of using ontology-based data integration is to provide users with a unified view, in a form of a global
application domain ontology, over a multitude of data sources. The terminological component of this ontology
is then presented as the global schema of the system and is used as the reference model for formulating queries.
The extensional knowledge consists of RDF data sets (graphs) stored in local databases. In such scenario, a
faceted query interface is a desired solution for end-user data access. Then there is a need for effective query
answering utilizing both extensional and intentional knowledge representation. In this paper, we propose and
discuss a possible solution to this issue. We show how a class of deductive rules, in particular Datalog rules
and rules defining functionality, can be incorporated in the process of ontology-enhanced query answering in
ontology-based data integration systems.
1 INTRODUCTION
Data integration systems provide users with a uni-
form view over a multitude of heterogeneous data
sources. This uniform view has a form of a
global schema, which realize so called global-as-
view (GAV) paradigm (Lenzerini, 2002), (Ullman,
1997). The data is stored in data sources in their own
schemas. The global schema frees users from having
to locate the sources relevant to their queries. In or-
der to answer queries formulated against the global
schema, the system provides the semantic mappings
between the global schema and the local (source)
schemas (Halevy et al., 2006), (Calı` et al., 2004), (Fa-
gin et al., 2009), (Bernstein and Haas, 2008).
Currently, a broad class of data integration sys-
tems uses ontologies as global schemas, which led
to emergence of ontology-based data integration
(OBDI) and to ontology-based data access (OBDA)
(Cruz and Xiao, 2009), (Calvanese et al., 2010), (Das
et al., 2004), (Eklund et al., 2004), (Calvanese et al.,
2007a), (Skjæveland et al., 2015).
Now, the most popular means to specify and query
ontologies are OWL (OWL 2 Web Ontology Lan-
guage Profiles, 2009), RDF (Resource Description
Framework (RDF) Model and Syntax Specification,
1999) and SPARQL (SPARQL Query Language for
RDF, 2008). OWL provides a method to formalize
a domain by defining classes and properties of those
classes (by means of rules or axioms), and to de-
fine individuals and assert properties about them (by
means of facts or assertions). OWL is based on de-
scription logic (Baader et al., 2003). In practice, on-
tology rules are usually written in a form of first or-
der language (FOL) formulas, and facts are usually
defined by means of RDF graphs or FOL sentences.
A standard language to formulate queries over on-
tologies is SPARQL. SPARQL, however, is not suit-
able query language for end-users. Instead, so called
faceted search is used for end-user data access (Yee
et al., 2003), (Oren et al., 2006), (Hahn et al., 2010).
In OBDI systems, an ontology is divided into two
components: terminological component (TBox) con-
sisting of signature (a set of unary predicate names
(classes) and binary predicate names (properties)),
and rules (axioms); and assertional component con-
sisting of a set of facts (assertions). The terminolog-
ical component forms the global schema of OBDI,
and the assertional component consists of a set of
local databases. Any local database state is a set
of RDF data, which can be represented as an RDF
graph, so we call it a graph database. The set of RDF
graphs forms extensional knowledge. The set of rules
in global schema constitutes the intentional knowl-
edge about the application domain, and substantially
enrich the extensional knowledge. The challenging
issue in OBDI is to take into account both the ex-
tensional and intentional knowledge while answering
queries. Data in different local databases can comple-
ment each other and can overlap. However, we as-
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sume that they are consistent with the global schema
and do not contradict one another.
In this paper, we propose a method for query
answering in OBDI systems in the situation when
queries are formulated against the global schema as
faceted queries. To create the answer, the service uses
relevant data from all local databases as well as data
necessary in reasoning procedures implied by ontol-
ogy rules.
The main contribution of the paper, is the proposal
of an algorithm for extending the query graph (created
from a faceted query) with edges implied by relevant
deductive rules. The set of considered ontology rules
includes so called Datalog rules and rules specifying
functionality of binary predicates and their inversions
(key properties). We also show how the extended
query graph (a global query pattern) can be used to
merge local answers by means of a chase procedure.
The structure of the paper is as follows. Some
preliminaries concerning graph databases, ontologies
and queries, are reviewed in Section 2. Faceted
queries are defined in Section 3, and their formal se-
mantics, understood as first order open formulas, is
given. In Section 4 we characterize ontology-based
data integration, and describe architecture of an OBDI
system. Also the running example is introduced. The
process of answering faceted queries is described in
Section 5. We propose an algorithm for creating
global, ontology-enhanced query graph, and its usage
in merging local answers and obtaining the final re-
sult. Section 6 concludes the paper.
2 PRELIMINARIES
A graph database is a finite, edge-labeled and di-
rected graph (Barcelo´ and Fontaine, 2015). Formally,
let the following sets be infinite and pairwise disjoint:
Const – a set of constants, LabNull – a set of labeled
nulls (treated as variables), UP – a set of unary pred-
icates, BP – set of binary predicates. Additionally,
we assume that type and ≈ are distinguished binary
predicates in BP. A signature Σ is a finite subset of
UP∪BP.
A graph database (or RDF graph) G = (V,E)
with signature Σ consists of a finite set V ⊆ Const∪
LabNull∪UP of node identifiers (or nodes for short)
and a finite set of labeled edges (or facts) E ⊆V×Σ×
V , such that:
• if (v1, p,v2)∈E and p∈BP\{type}, then v1,v2 ∈
Const∪LabNull,
• if (v1, type,v2) ∈ E then v1 ∈ Const ∪ LabNull,
and v2 ∈ UP.
In first order logic (FOL), we use the following
notation for edges:
• for (v, type,C), where C ∈ UP, we use C(v),
• for (v1,≈,v2) we use v1 ≈ v2,
• for (v1,P,v2, where P ∈ BP, we use P(v1,v2).
A rule is a FOL sentence (implication) of the form
∀x∀y(ϕ(x,y)→∃zψ(x,z)), where x,y,z are tuples of
variables. Formulas ϕ (the body) and ψ (the head) are
conjunctions of atoms of the form C(v), P(v1,v2), and
v1 ≈ v2, where v,v1,v2 ranges over Const∪LabNull.
If the tuple z of existentially quantified variables is
empty, the rule is Datalog rule. By G∪R we denote
all facts belonging to G and deduced from G using
rules in R.
An ontology (or a knowledge base) is a triple
O = (Σ,R,G), where Σ is a signature, R is a finite set
of rules, and G is a database graph (a set of facts). A
kind of ontology depends on the form of rules. For
example, OWL 2 defines three profiles with differ-
ent computational properties (OWL 2 Web Ontology
Language Profiles, 2009).
A query is a FOL open formula. If the formula
is constructed only with: (a) atoms of the form C(v),
P(v1,v2) and v ≈ a, where v,v1,v2 are variables, and
a is a constant or labeled null; (b) symbols of con-
junction (∧), disjunction (∨), and existential quan-
tification (∃), then the query is a positive existential
query (PEQ). A PEQ is monadic if has exactly one
free variable, and is conjunctive query (CQ) if dis-
junction does not occur in this query.
A query Q(x), where x is a tuple of free variables,
is satisfiable in O = (Σ,R,G), denoted O |= Q(x) if
Q is built from predicates in Σ, and there is a tuple a
of elements from Const∪LabNull such that G∪R |=
Q(a). Then a is an answer to Q(x) with respect to O.
Set of answers will be denoted by Ans(Q).
3 FACETED QUERIES
There is an increasing number of data centered sys-
tems based on RDF and OWL 2. A standard query
languages in such systems is SPARQL. This lan-
guage, however, is not a convenient to end-users.
As a more suitable interface for end-user data access
have been developed approaches based on so-called
faceted search. Now, we will define faceted queries
for search over RDF graphs, and we will consider an-
swering such queries when a database is additionally
enhanced with an ontology. The considered system
is a data integration system, where the graph data
must be composed from data graphs stored in local
databases.
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In (Arenas et al., 2014), a facet is defined as a pair:
F = (X ,∧Γ) (conjunctive facet), or F = (X ,∨Γ) (dis-
junctive facet), where:
• X ∈ BP is the facet name, denoted by F |1,
• Γ defines a set of facet values and is denoted F |2,
• if X = type, then Γ⊆ UP,
• if X ∈ BP \ {type}, then Γ ⊆ Const∪ {any} or
Γ⊆ UP∪{any}.
Any faceted query can be represented by a user-
friendly graphical interface. A graphical form of
faceted query in Figure 1, searches for ACM authors
from NY university who have written a publication in
year 2014.
Figure 1: A graphical form of a faceted query.
Example 3.1. For the considered example, the fol-
lowing facets can be defined:
F1 = (type,∨{ACMAuthor,Paper}),




Note, that F5 is a conjunctive facet and denotes indi-
viduals which are simultaneously from two universi-
ties – NY and LA.
Definition 3.2. Let F = (X ,◦Γ), ◦ ∈ {∧,∨}, be a
facet. A basic faceted query determined by F is a pair
of the form Q = (X ,S), where S ⊆ Γ. A basic faceted
query will be denoted by Qt , if X = type, and by Qb
when X ∈ BP\{type}. A faceted query (or query for
short) is an expression Q conforming to the following
grammar:
Q ::= q | (q∧q) | (q∨q)
q ::= Qt | Qb | (Qb/Q)
Example 3.3. The faceted query corresponding to
this in Figure 1 is:
Q = ((F1,{ACMAuthor})∧ (F4,{NY}))
∧((F2,{any})/(F3,{2014})) (1)
In Definition 3.4, we define semantics for faceted
queries. The semantics JQ(x)K assigns to each query
Q and a given variable x, a monadic PEQ with one
free variable x.
Definition 3.4. Let Qt be a basic faceted query over
Ft = (type,◦Γ), Qb be a basic faceted query over
FP = (P,◦Γ), P ∈ BP\{type}, and Q be an arbitrary
faceted query. Then semantics of faceted queries is
defined as follows:
1. Qt = (Ft ,S), S⊆ UP:JQt(x)K= ◦
C∈S
C(x).
2. Qb = (FP,{any}):JQb(x)K= ∃y P(x,y),J(Qb/Q)(x)K= ∃y P(x,y)∧ JQ(y)K.
3. Qb = (FP,S), S⊆ Const∪LabNull:JQb(x)K= ◦
ai∈S










5. Qb = (FP,{any}∪S), :JQb(x)K= J(FP,{any})(x)K◦ J(FP,S)(x)K,J(Qb/Q)(x)K= J((FP,{any})/Q)(x)K
◦J((FP,S)/Q)(x)K.
6. Let q1 and q2 be queries, then:J(q1∧q2)(x)K= Jq1(x)K∧ Jq2(x)K,J(q1∨q2)(x)K= Jq1(x)K∨ Jq2(x)K.

The semantics of basic type-faceted queries of the
form (F,S) is the conjunction (disjunction) of atoms
of the form C(x) over the same variable, where C ∈ S.
If the facet name is a binary predicate P, then the
query is translated to: (a) an atom whose second argu-
ment is existentially quantified (if any occurs); (b) a
conjunction (disjunction) of binary atoms whose sec-
ond argument must be equal to a constant or a labeled
null, or must satisfy an unary predicate. In the case
of nesting, a variable from the parent is shifted to the
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child. Finally, conjunction (disjunction) of queries is
interpreted as the conjunction (disjunction) of the cor-
responding formulas.
The first order interpretation (the PEQ) of faceted








Ontology Based Data Integration (OBDI), or Ontol-
ogy Based Data Access (OBDA) involves the use of
ontology to effectively combine data or information
from multiple heterogeneous sources (Wache et al.,
2001). In this paper we will follow so called single
ontology approach, i.e., an approach when a single
ontology is used as a global reference model in the
system. We assume that the data integration system
is based on a global schema (Ullman, 1997), (Halevy
et al., 2006), (Lenzerini, 2002) (another approaches
assume P2P data integration, see for example (Cal-
vanese et al., 2004)).
On the conceptual level, a user perceives contents
of the system as a large single ontology O= (Σ,R,G),
and formulates faceted queries against this ontology.
On the implementation level, we assume that (see Fig-
ure 2):
1. The (global) schema of the system consists of the
signature and the set of rules of the ontology, i.e.,
Sch = (Σ,R).
2. Facts, represented by means of RDF graphs, are
stored in local databases, DBi = (Σi,Gi), where
Σi ⊆ Σ consists of symbols, i.e., unary and binary
predicates, occurring in RDF graph Gi.
3. Data in different local databases complement each
other and can overlap. We assume, however, that
databases are consistent and do not contradict one
another.
4. Local databases are created by local users and the
global schema is used as the reference in introduc-
ing new facts.
A user query is rewritten and sent to each database
in a form understandable and executable to this
database management system. Next, partial answers
are sent back, merged accordingly and finally re-
turned to the user.Answering queries requires some
data inferring processes implied by ontology deduc-
tive rules. The architecture of such a system is given
in Figure 2.
Figure 2: Architecture of an ontology-based data integra-
tion.
The system works as follows:
(1) The user formulates a faceted query Q.
(2) Q is translated to a FOL formula J(Qx)K and its
graph representation is created. This graph is ex-
tended to E with elements corresponding to rel-
evant deductive rules in the schema. Graph E is
sent to local database management systems.
(3) E is reduced to Ei using information from signa-
ture Σi.
(4) A set of edges is selected from Gi, which are rel-
evant to query answering.
(5) Selected subgraphs are merged into graph G′.
(6) The user query Q is evaluated over G′, and the
answer A is obtained.
(7) A is returned to the user.
Example 4.1. The global schema, O = (Σ,R), rele-
vant to our example can contain the following set of
deductive rules:
(R1) atCon f (x,y)∧ y≈ ACMCon f
→ ACMPaper(x),
(R2) authorO f (x,y)∧ACMPaper(y)
→ ACMAuthor(x),
(R3) atCon f (x,y)∧ cyear(y,z)→ pyear(x,z),
(R4) univ(x,y1)∧univ(x,y2)→ y1 ≈ y2,
(R5) title(x1,y)∧ title(x2,y)→ x1 ≈ x2,
(R6) Author(x)→∃y(authorO f (x,y)∧Paper(y)).
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Sample RDF graphs, G1 and G2, of two local
databases are given in, respectively, Figure 3 and Fig-
ure 4. These graphs are built over signatures, respec-
tively, Σ1 and Σ2, being subsets of Σ, and over a set of
constants, Const, and a set of labeled nulls LabNull.
In this case John,Ann,2014,2013,KB,AI,NY,LA,
ACMCon f , and IEEECon f are in Const, and
p1,a1,a2 are in LabNull. Labeled nulls are used as
identifiers of anonymous nodes and can be replaced
with other labeled nulls or with constants. So, they
















Figure 3: RDF graph G1 of a local database DB1.
The FOL form of G1:
Paper(p1), title(p1,KB),Author(John),
Author(Ann),authorO f (John, p1),
authorO f (Ann, p1),univ(John,NY ),univ(Ann,LA),
and of G2:
Paper(a1),Paper(a2), title(a1,KB),
atCon f (a1,ACMCon f ),cyear(ACMCon f ,2014),
title(a2,AI),atCon f (a2, IEEECon f ),
cyear(IEEECon f ,2013),Author(Ann),
authorO f (Ann,a1),authorO f (Ann,a2).
If we evaluate query (2) against G1 or/and G2, then
the answer is empty (in particular, the binary relation
ACMAuthor does not even exist). However, if we con-
sider also the set of rules in the ontology and apply
them to infer new facts, we see that (2) is satisfied by
John. So John is the answer to the query under con-
sideration. Thus, to obtain the answer we have to:
• merge database states,
• take into account deductive rules from the ontol-
ogy,
• apply deductive rules to infer new facts from the
result of merging,
• evaluate the query over the set of all facts.
Note, however, that a naive performance of these























Figure 4: RDF graph G2 of a local database DB2.
can merge whole database states – which is rather
very inefficient, or we can take into consideration only
such subgraphes which are relevant to obtain the an-
swer. Further on in the paper, we will discuss how
these relevant subgraphs can be chosen.
5 ANSWERING FACETED
QUERIES
5.1 Creating Global Query Patterns
Now, we will discuss the problem of selecting some
facts (edges) from RDF graphs (step (4) in Figure 2)
which should be sent to the merge stage (step (5) in
Figure 2). The general assumption about the selection
is that there must be justification to select an edge.
The selection of an edge (x,P,y) is justified if:
• predicate P occurs in the query;
• predicate P occurs in the left hand site of an on-
tology rule, and there is a justification to select a
predicate P′ occurring on the right hand site of this
rule;
• P is functional or a key (P− is functional) and can
be used to infer an equality between some data
involved in the answer to the query.
A facet graph G for a facet query Q represented by a
FOL formula JQ(x)K, is the graph G = (V,E), where:
1. V is a set of unary predicate names, variable
names, constants and labeled nulls, occurring in

























Figure 5: Extended query graph E .
JQ(x)K.
2. The set E of edges is defined as follows:
• if C(v) is in JQ(x)K, then (v, type,C) is in E,
• if P(v1,v2) is in JQ(x)K, then (v1,P,v2) is in E,
• if v≈ a is in JQ(x)K, then (v, ≈, a) is in E.
In Figure 5, the subgraph with greyed nodes con-
stitutes the query graph for the faceted query in Figure
1 and its FOL interpretation (2). Additionally, in Fig-
ure 5 some edges are qualified with: [ f ], to denote that
the corresponding binary predicate is a function (rule
(R4)), and [key], to denote that the corresponding bi-
nary predicate is a key, i.e., its inversion is a function
(rule (R5)).
Next, the query graph G is extended to an ex-
tended query graph (or global query pattern), E =
(VE ,EE ), by adding some edges implied by ontology
rules. We take into account rules which are adjacent
to the current form of the extended query graph. We
proceed as follows:
1. We start with assuming E = (VE ,EE ) equal to
G = (V,E).
2. Let ϕ→C(v) be a rule and (x, type,C) be in EE ,
for some variable x. Then:
• rename all variables occurring in ϕ, with the ex-
ception of variable v, in such a way that new
names are different from those occurring in VE ;
• rename v to x,
• match the renamed form of ϕ to edges in EE ,
and rename variables accordingly. The result
denote by ϕ′,
• extend EE as follows:
– if C(w) is in ϕ′ and not in EE , then add the
edge (w, type,C) to EE ,
– if P(w1,w2) is in ϕ′ and not in EE , then add
(w1,P,w2) to EE ,
– if w≈ a is in ϕ′ and not in EE , add (w, ≈, a)
to EE .
3. Let ϕ→ P(v1,v2) be a rule and (x,P,y) be in EE ,
for some variables x and y. Then:
• rename all variables occurring in ϕ, with the ex-
ception of variables v1 and v2, in such a way
that new names are different from those occur-
ring in VE ;
• rename v1 to x, and v2 to y,
• match the renamed form of ϕ to edges in EE ,
and rename variables accordingly. The result
denote by ϕ′,
• extend EE analogously to the extension de-
scribed in (2).
4. Let ϕ be a rule defining functionality of a binary
predicate P(v1,v2). Let x be a variable in VE de-
fined over the range of P. Then rename v2 to x,
and v1 to an appropriate name w, and add (w,P,x)
to EE .
5. Let ϕ be a rule defining functionality of inversion
of a binary predicate P(v1,v2), i.e., determining
that P is a key. Let x be a variable in VE defined
over the domain of P. Then rename v1 to x, and v2
to an appropriate name w, and add (x,P,w) to EE .
In Figure 5, edges with white nodes were added
according to the above procedure. Dashed arrows
indicate which edges are needed to infer another
edges. In particular, (y, type,ACMPaper) is neces-
sary to infer (x, type,ACMAuthor) (rule (R2)). To in-
fer (y, type,ACMPaper), we need (y,atCon f ,u) and
(u, ≈, ACMCon f ) (rule (R1)). To infer (y, pyear,z),
the edge (u,cyear, t) is needed, (rule (R3)). Finally,
(y, title,v) is added since title is a key, i.e., its inver-
sion, title−, is a function (rule (R5)).
5.2 Local Answers to Graph Patterns
Restrictions of graph E (Figure 5) to DB1 and DB2
are extended graphs (local query patterns), E1 and






Figure 6: Extended query graph E1 = τΣ1(E).











Figure 7: Extended query graph E2 = τΣ2(E).
Subgraphs G′1 =E1(G1) and G′2 =E2(G2), which
are answers to pattern queriesE1 andE2, respectively,

















Figure 9: Answer G′2 = E2(G2).
Next, RDF subgraphs G′1 and G
′
2, are sent to the
merging service.
5.3 Merging Local Answers
Partial answers, like G′1 and G
′
2, must be merged to
produce a RDF graph over which the user query Q can
be evaluated. Now, we propose a method to perform
the merging. The merge is done by means of map-
ping rules produced from the extended query graph
E and from the set R of ontology rules belonging to
the global schema. These rules are used to define the
chase procedure as it was proposed in data exchange
theory (Fagin et al., 2005), (Calvanese et al., 2007b).
Predicates prefixed by s refer to source data, i.e., to
G′1 and G
′
2. Predicates without prefixes, refer to tar-
get data, i.e., to the result of the merge, and are un-
derstood as targed constraints. In our case, the set of
generated mapping rules used for merging is given in
Figure 10.
s.authorO f (x,y)→ authorO f (x,y),
s.univ(x,y)→ univ(x,y),
s.title(x,y)→ title(x,y),
s.atCon f (x,y)∧ y≈ ACMCon f → ACMPaper(x),
authorO f (x,y)∧ACMPaper(y)→ ACMAuthor(x),
s.atCon f (x,y)∧ s.cyear(y,z)→ pyear(x,z),
title(x1,y)∧ title(x2,y)→ x1 ≈ x2.
Figure 10: Mapping rules used in merging.
In particular, the last rule enforces a1 ≈ p1. So,
in the result RDF graph all occurrences of a1 are re-













Figure 11: Result of merging, G′ = Merge(G′1,G
′
2), by
means of mapping rules from Figure 10.
5.4 Obtaining Final Answers
The result of merging of local answers to local graph
patterns, as G′ = Merge(G′1,G
′
2) in Figure 11, consti-
tutes a dataset which is the object to evaluate a faceted
query under consideration. The first order representa-
tion of the query, in our case (2), is a monadic PEQ
resulting from a faceted query. So, the answer can be
found in polynomial time. It is easily seen that the
answer is John.
So called refocussing functionality in faceted
queries allows for changing the free variable of the
query Q. In consequence, the answer consists of
all valuations of this free variable. In our example,
if we want to now information about papers written
by ACM authors, we should refocus our attention to
the variable being the second argument of authorO f
predicate.
6 CONCLUSION
In this paper, we have discussed an ontology-based
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data integration system with faceted query interface.
In such a system we have both, extensional and in-
tentional knowledge. The extensional knowledge is
stored as RDF graphs in local databases, and the in-
tentional knowledge is given as a set of rules consti-
tuting a set of axioms of a global ontology. A user
formulates faceted queries in a user-friendly way us-
ing a simple graphical interface. Next, local databases
are queried about data which is indirectly or directly
(to infer new facts by means of ontology rules) neces-
sary to answer the query. The set of local answers are
merged and finally the expected answer is obtained.
The proposed method is a base to introduce new func-
tionality into our system of data integration.
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Abstract: Since the 1970’s, Distributed Systems have been turning into a more viable and reliable option for the 
implementation of information systems. This evolution continued ever since, and now they are applicable to 
a variety of purposes, such as online games, cloud computational solutions, etc. It is possible then to assume 
that today, Distributed Systems are found everywhere, and that there is a great probability for any given in-
progress software development project to be using this paradigm as part of its delivery. Thus, it is relevant to 
study the impacts that Distributed Systems bring to Project Management. In this paper we discuss those 
impacts and challenges, as well as propose a Software Development Lifecycle and some associated practices 
that are to be used for software development projects involving Distributed Systems. Such practices are 
optimized for implementation under a Waterfall model, but are also adaptable for use with well known agile 
framework Scrum. The preliminary validation with industry professionals suggests that our proposals do 
support more appropriate management and execution of projects involving Distributed Systems solutions.  
1 INTRODUCTION 
A project is defined by PMI (2015) as being “a 
temporary endeavour in that it has a defined 
beginning and end in time, and therefore defined 
scope and resources”. According to PMBoK (2013), 
“Project Management is the application of 
knowledge, skills, tools and techniques to project 
activities to meet the project requirements”.  
By 1970, the wide adoption of Distributed 
Systems (DS) became a fact, and Information 
Technology (IT) Project Managers around the world 
were forced to deal with it. DS, according to Couloris 
et al (2012), “are the ones in which hardware or 
software components, located at networked 
computers, communicate and coordinate their actions 
only by passing messages”.  
Couloris et al (2012) also provides some examples 
that fit this definition, such as web search, multiplayer 
online games, and financial trading systems, thus 
stating that DS includes “many of the most significant 
technological developments of recent years”, 
“ranging from a small intranet to the Internet”. This 
obviously turns the intersection between PM and DS 
into a relevant research area.  
Our hypothesis though is that system distribution 
in a project may be regularly “abstracted” by IT 
project teams, with decisions regarding it becoming 
delegated to development teams only. The rest of the 
project team  would focus on supposedly “attention-
worthy, value-driven requirements”, such as screens, 
reports, and other “tangible” features, thus, greatly 
increasing the risk of project failure. 
This abstraction culture would also reflect upon 
academia, with small attention from researches on the 
intersection of DS and PM. In order to shed some 
light into our hypothesis, we performed a Systematic 
Mapping Study (SMS) (Section 2.1), seeking to 
understand how the intersection between DS and PM 
has been studied in academia. We also performed an 
interview-based field study (Section 2.2) to 
understand industry’s perception about the topic.  
The results from the SMS and field-based study 
led us to propose a Software Devolopment Life Cycle 
(SDLC) and some practices associated with it, both 
tailored for Software Develpment Projects involving 
DS (Section 3). These proposals were preliminarily 
validated through the process of member checking 
(Section 3.2). The limitations and future work are 
described in Section 3.2 and Section 4, respectively. 
2 RESEARCH BACKGROUND 
In this section we present the methodologies used in 
our Systematic Mapping Study (SMS) and interview-
based field study, as well as their results.  
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2.1 Systematic Mapping Study 
As a comparison measure for the volume of  research 
on DS PM, we have used PM involving Distributed 
Teams (DT). Since DT has been adopted by many 
organizations distributing their software development 
projects worldwide, seeking cost and quality 
advantages (Herbsleb,2001), DT PM became a 
popular research topic. 
Although DS and DT are two distinct subjects, 
with no direct relation between them, both topics are 
present in a great number of today’s IT projects, 
having the research on each of them the same 
characteristic of being able to intersect with PM. The 
SMS, thus, was performed for confirming the level of 
attention provided to DS PM when compared to the 
volume of studies focusing on DT PM. 
The number of papers selected as a result of 
systematic search was 37 out of 127. Out of these, 28 
focused on PM intersection with DT, 8 focused on 
PM intersection with DS and only 1 focused on PM 
intersecting both DT and DS at the same time.  These 
results demonstrate an imbalance in the academic 
interest towards both DT and DS. Another imbalance 
indicator is that out of the 8 DS PM papers, 50% of 
them were published before year 2000.  
2.2 Interview-based Field Study 
Due to the SMS results, we designed an interview-
based field study with IT industry professionals. Our 
intent was to better understand the practical relation 
of the DS and PM areas, what are today’s challenges 
of projects involving DS, as well as what could be 
used as possible countermeasures for such challenges.  
Semi-structured interviews were conducted with 
16 professionals from Brazil (14) and United States 
(2). The selection criteria was based on their IT 
industry experience (at least 10 years) and ability to 
be critical (as perceived by the researchers).  
Their role distribution was: 9 project managers, 2 
development leaders, 2 test leaders, 1 business 
analyst, 1 architect, and 1 IT Manager. In average, 
they had: 17.2 years of work experience, 12.5 years 
of technical work experience, 6.7 years of managerial 
experience, and 5.8 years of experience with the 
current exployer. Next, we briefly present the 
findings of our field-based study. 
2.2.1 Technical Project Managers  
The perception of 68.75% of our interviewees is that 
project managers usually are not involved with 
technical aspects in the projects they manage. Still, 
62.5% considered beneficial, project delivery wise, to 
have project managers with technical knowledge.  
2.2.2 Awareness of System Distribution 
Regarding awareness of what DS is, 62.5% of the 
interviewees were not even familiar with the concept. 
After Section 1 definition was provided, all 
interviewees confirmed they now understood the 
concept, having 84% of them claimed to have 
participated in DS projects in the past 5 years.  
Therefore, the high volume of today’s software 
development projects involving DS does make it 
difficult even for experienced professionals to realize 
how frequently they are inserted in such context. For 
them, these are “just regular projects”, where DS is a 
almost a mandatory solution aspect. This constitutes 
evidence of an “abstraction trend” of the DS feature.  
2.2.3 The Challenges from DS Projects 
The discussed challenges of DS projects were either 
technical or managerial aspects of software 
development. Each interviewee was allowed to 
provide as many challenges as they wanted, including 
ones for a same item. The challenges were then 
grouped into categories. 
The list of categorized main technical challenges 
and their individual occurences is as follows: Testing 
(14), IT infrastructure (17), integrations (6), fidelity 
of non-production to production environments (4), 
system security (3), system architecture (6), 
requirements (7), deployments (7), existence of too 
many implementation options (3) and others (8). 
We also discussed managerial challenges related 
to DS projects. The list of categorized main 
managerial challenges and their individual 
occurences is as follows: obtain a skilled team (5), 
risk management (9), knowledge management (5), 
team management (4), communication (8), vendor 
management (5), project planning (6) and others (7). 
After the interviews, the main definition of 
“system distribution” of our study was restricted to 
solutions that are: (i) distributed regarding their IT 
infrastructure, e.g. a software distributed between an 
application server and a database server; and (ii) 
distributed among different softwares, integrated with 
each other through interfaces or other mechanisms 
that allow exchanges, such as of data, tokens, etc. 
2.2.4 Failed DS Projects 
From the DS projects that the interviewees 
participated in the last 5 years, an average project 
failure of 38,44% was reported, having 81,25% of the 
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interviewees claimed, based solely on their 
perceptions, to see failure reasons that could be linked 
to the system distribution aspect and the 
aforementioned technical and managerial challenges. 
The interviewees then provided a set of 
countermeasure choices they would like to have for 
dealing with DS projects challenges. The most 
recurring one was a Software Development Life 
Cycle (SDLC) specialized in DS (9 occurrences). The 
other choices were a development framework (2), PM 
framework (1), diverse tools (3) and others (1). 
According to Taylor (2004), “an SDLC is  a subset 
of the project life cycle”, “focused on accomplishing 
the product requirements”. The main difference from 
Project Life Cycle (PLC) activities is that SDLC 
activities focus on technical aspects of project 
deliverables while PLC ones are more related to 
management and leadership (Taylor, 2004). 
3 AN APPROACH FOR DS SDLC  
Given the discussed results, we propose an SDLC 
optimized for running Software Development 
Projects involving DS. The top-level structure of our 
SDLC contains its key phases, activities, and 
deliverables, all adherent to the generic SDLC 
process defined by Taylor (2004). 
Because of this generic nature, our main 
contribution is thereby on the differentiated practices 
we are proposing, and that should be used in 
association with the organized structure of the SDLC. 
These practices are adaptations on well-known and 
disseminated items, such as a Project Architecture 
Document or a System Requirements Document for 
example, tailoring  them for use within DS Projects. 
Our Phase-Activity-Deliverable structure has to 
be viewed then as a non-prescriptionary guide. It can 
be used as is, but it also is easily mappable against 
different SDLC versions in use by IT companies 
around the world, which means they could keep using 
their own processes while simply adding our 
proposals to them, as they see fit.  
3.1 Overall View of Our DS SDLC 
The proposed SDLC is designed for an optimal 
implementation with Waterfall (Pressman, 2001).  
Adaptations are also proposed for use with Scrum, 
since one cannot ignore its growing use in today’s 
industry, as demonstrated by VersionOne (2015).  
We present our DS SDLC and its associated 
practices next, all in high-level detail due to space 
restrictions. We have represented the activitiy flows 
of each phase through activity diagrams, compliant 
with Unified Modeling Language (UML) notations. 
One customization to the notations was made, related 
to the representation in the diagrams of inputs and 
outputs for each activity. Inputs are represented on 
top left and outputs on bottom right of each activity.  
Our suggested SDLC practices and some 
examples related to them are textually described. For 
the software integration proposals (type of solution 
‘ii’ as defined in Section 2.2.3), examples are based 
on software integrated data-wise (exchange of data 
through data interfaces, for example).  
3.1.1 Vision Phase 
In the Vision Phase, the Project is initiated through 
the assignment of a Project Manager and initial 
project team. Preliminary project planning is made by 
obtaining high-level time and cost estimates. 
Visibility on DS Project challenges should exist, so 
that due countermeasures can be planned and 
implemented, as early as possible in the project. An 
overall view of the Vision Phase activities, with its 
inputs and outputs can be seen in Figure 1.  
 
Figure 1: Vision phase of proposed Waterfall cycle. 
Our Recommended Practices for Waterfall 
? Business Requirements Document (BRD) should 
have a section for “Business Integrations”, which 
is filled in with key details of all identifiable 
integrations at a business level (business process, 
data flow, integration class, etc.); 
? DS Non-Functional Requirements (NFR) should 
be documented in the BRD for the application 
being developed and for each of its integrations 
(level of availability needed, number of 
simultaneous connections, data volume and data 
periodicity, etc); 
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? Project Architecture Document (PAD) should 
have a DS Section, containing visual, incremental 
architecture information.  Business requirements 
are mapped against integration / infrastructure 
requirements;  
? PAD should include applicable 
integration/infrastructure technical information, 
such as data format, data contract, security 
measures, error handling and logging etc; 
? Due care is provided for Project Management 
Plan (PMP) auxiliary plans, such as Stakeholder 
and Communication Plans. A customer, a 
technical and a management liaisons are 
appointed for each integration; 
? Risk Register (RR) should start with a default list 
of  DS risks. The list is continually refined by 
Project Management Office (PMO) through 
feedback coming from live projects. It becomes 
available for upcoming projects;  
? All documents above are protential inputs for the 
Project Schedule and Budget (PSB); 
? PMP, BRD and PSB are baselined.  
How These Practices Support Waterfall? 
? Provision of visibility around  integrations / 
infrastructure demands, as early as possible; 
? Better stakeholder identification, reducing the 
chances of late engagement and Change Requests; 
? Helps all stakeholders in setting up their new 
mindset about the true complexities of their 
project, as early as possible; 
? Schedule and budget are more realistic, as the 
distribution characteristic is now considered. 
Adapting These Practices for Scrum 
? Product Owner identifies integration needs before 
Project start; 
? Integration / infrastructure needs are discussed 
during the first project meeting, usually the 
Release Planning one; 
? Infrastructure and support teams are encouraged 
to be on-board the discussion already in this 
phase, early in the project; 
? Integration / infrastructure requirements should be 
treated as user stories, added to the Product 
Backlog and prioritized according to their value;  
? Definition Of Ready (DOR) should take in 
consideration the DS characteristics of the project 
in question. For example, it could include 
“complete data contract being available” and/or 
“data sample being available”. 
How These Practices Support Scrum? 
? “All”  project  aspects  really  become  visible  to 
everyone at all times, including the ones related to 
system distribution, which tended to be 
“suppressed” before; 
? Delivered functionalities will tend to be more 
stable, as DS key characteristics receive proper 
attention. Value delivered and perceived increase. 
3.1.2 Planning Phase 
In this Phase, one executes final project planning 
based on information now available. Full architecture 
and infrastructure requirements assessments are now 
possible, and any gaps before execution should be 
addressed. System design is complete. An overall 
view of the Planning activities, with its inputs and 
outputs can be seen in Figure 2. 
 
Figure 2: Planning phase of proposed Waterfall cycle. 
Our Recommended Practices for Waterfall 
? PAD registers the detailed business process flows 
that will support the solution; 
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? The Infrastructure Document (IFR) should 
register detailed information on required 
infrastructure. Hardware, software and 
networking needs are mapped, especially the ones 
affecting system distribution, such as servers’ 
latencies and locations, ports and protocols, etc; 
? RR is updated with new risks, including DS ones;  
? System Requirement Specification (SRS) must be 
created and kept in close alignment with BRD and 
PAD, thus making sure no previoulsy raised 
system distribution key definitons are lost. These 
should instead only be incremented in the SRS, 
thus making the work to create this artifact easier;  
? Test Plan (TP) must include detailed information 
about  the needed environments, data masses, log 
testing etc. It also could include the plan for test 
environment redundancy, in case part of tests are 
in the Project’s critical path; 
? Test specification must be created and kept in 
close alignment with SRS, thus making sure no 
previoulsy raised system distribution key 
definitons are lost; 
? System Design Specification (SDS) must be 
created and kept in close alignment with the SRS, 
thus making sure no previoulsy raised system 
distribution key definitons are lost. They should 
instead only be incremented in the SDS; 
? SRS, PMP and PSB are updated and re-baselined. 
How These Practices Support Waterfall? 
? End of Planning phase has all major solution 
specifications and a complete design, all 
considering the DS characteristics of the project; 
? Improved visibility acquired regarding what are 
the main technical constraints and risks for the rest 
of the project, before execution. 
Adapting These Practices for Scrum 
? There should be acceptance criterion created for 
each infrastructure / integration story, such as:  
? What should be the systems’ behavior when 
the integrations are and are not available? 
? What should be the systems’ behavior when 
the data contract is or is not being respected, 
regarding for example, data consumption and 
data transformation? 
? Integration / infrastructure scope are treated as 
user stories and are added into a Sprint Planning 
scope, if Ready criteria is met. 
How These Practices Support Scrum? 
? Clear prioritization of Integration and 
Infrastructure aspects in relation to regular 
software  requirements,  all  based  on  their  now 
perceived value for the solution; 
? Raised DS acceptance criterion will later be used 
during development and testing cycles. Due 
importance is provided to the validation of the 
system distribution key characteristic. 
3.1.3 Building Phase 
In the Building Phase, one assembles the required 
Non-Production and Production infrastructures, as 
well as creates the software product through 
codification and developer´s level testing. Finished 
Test Cases are also an output of this phase. An overall 
view of the Building phase activities, with its inputs 
and outputs can be seen in Figure 3. 
 
Figure 3: Building phase of proposed Waterfall cycle. 
Our Recommended Practices for Waterfall 
? IT Infrastructure, non-production (and production 
if possible), is raised during this phase. Attention 
to all needs mapped in the infrastructure 
document is essential; 
? Logging and monitoring functionalities must be 
implemented according to the strategy previously 
mapped in the PAD. This allows easier 
traceability of defects  in non-production 
environment, as it will be possible to quickly 
identify from which application the defect comes. 
Also, when in production, traceability of incidents 
will also be benefited by the same approach; 
? Developer Integration Test (DIT) first includes 
only mocked integrations, but in a second 
moment, if possible, will be done with all 
integrations in the non-production environment, 
thus simulating what will be found in production. 
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How These Practices Support Waterfall? 
? Completion of the development step with a much 
more stable code, mainly due to attention given to 
key distribution details.  
Adapting These Practices for Scrum 
? Sprint Zero includes the assembly of non-
production infrastructure; 
? Sprint Zero includes test analysis for test 
scenarios generation. Next sprints have the same 
approach. This generates better coverage during 
test execution.  
How These Practices Support Scrum? 
? System analysis team is one step ahead of the rest 
of the team, thus making sure requirements are 
well understood before actual implementation. 
Same happens to test team, and now the project 
benefits from the “planned in advance” testing. 
3.1.4 Testing Phase 
In this phase one performs detailed integrated testing 
from both the test team’s and user’s perspectives. 
Defect management and handling happen during the 
entire phase. Performance testing, when applicable, is 
also carried out on this phase. An overall view of the 
Testing Phase activities, with its inputs and outputs 
can be seen in Figure 4. 
 
Figure 4: Testing phase of proposed Waterfall cycle. 
Our Recommended Practices for Waterfall 
? Testing should provide an important focus on the 
Non-Functional Requirements (NFRs), 
considering they highly influence the system 
distribution decisions; 
? Mocked data should be avoided at this stage. The 
use of data masses that are the closest possible to 
production is encouraged; 
? Mocked integrations should be avoided at this 
stage. It is ideal to have all systems integrated in 
the testing non-production environment; 
? Test infrastructure and overall environment in use 
must be the closest possible to production; 
? Sign-offs should be received from who is 
performing the tests by the end of System 
Integration Testing (SIT) and User Acceptance 
Testing (UAT). 
How These Practices Support Waterfall? 
? An independent test team will validate what was 
built and delivered; 
? Stabilization of defects prior to handing the 
system over to users for UAT testing; 
? Realistic testing will help in preventing many 
incidents in production. 
Adapting These Practices for Scrum 
? Production environment can be raised and be 
continuously refined at this point; 
? Proposed waterfall test practices can be used 
equally in Scrum, without adaptations. 
How These Practices Support Scrum? 
? The benefits are the same coming from the 
proposed practices in Waterfall Testing phase. 
3.1.5 Releasing Phase 
In this phase one provides the support team and users 
with the application training. Application is made 
available for use in production. Provision of warranty 
for the application, through the solution of production 
incidents. Project closure is executed. An overall 
view of the Releasing Phase activities, with its inputs 
and outputs can be seen in Figure 5. 
Our Recommended Practices for Waterfall 
? A deployment and rollback plans should be 
available for tracking of all the deployment tasks 
and their impacts to each integration; 
? A post-deployment plan should be available in 
order to help validating if all core functionalities 
from the deployed / integrated systems are 
unnafected and available; 
? A “System Profile” Document (SPD) describes, in 
business terms, the implemented system, its 
purpose, integration points, data flowing in and 
out, etc. This is the base of the Knowledge 
Transfer (KT) for the support team and users;  
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? Lessons learned document captures learned items 
that will be inputs to upcoming projects. A DS 
section exists in the document. 
How These Practices Support Waterfall? 
? Project closure occurs when the system is fully 
transitioned to production and accepted by users; 
? System transition to the support team is also 
needed for closing out the project. 
Adapting These Practices for Scrum 
? If there is not enough time in last sprint, then 
create a “Sprint-F” (for Final), for carrying out KT 
and the remaining documentation, including SPD; 
? Lessons learned are filled out as part of final 
Sprint Review and Sprint Restrospective, using 
Sprint-F for that as well, if needed. 
How These Practices Support Scrum? 
? Documentation is generated only until it generates 
value for the users / customers; 
? Project closure happens when expected product 
value has been delivered; 
? System maintenance is considered, as there is the 
foment of KT for that purpose; 
? Continuous improvement of projects through the 
raise of lessons learned.  
 
Figure 5: Releasing phase of proposed Waterfall cycle. 
3.1.6 Monitoring and Controlling Phase 
This  phase   happens   in   parallel   to   the   project, 
providing oversight for all phases. Change impacts 
are monitored, action being taken when needed  and 
status being reported. An overall view of the 
Monitoring and Controlling (M&C) Phase activities, 
with its inputs and outputs can be seen in Figure 6. 
 
Figure 6: M&C phase of proposed Waterfall cycle. 
Our Recommended Practices for Waterfall 
? Status reports addresses the DS aspect, describing 
what is the status on infrastructure as well as on 
each integration. Items such as difficulties faced, 
steps completed, opportunities, risks, teams 
engagement, etc should be on the report. 
How These Practices Support Waterfall? 
? Synchronization of all stakeholders’ visibility on 
all key project aspects, including the DS one; 
? Foment of the whole team’s participation on all 
project issues and decisions. 
Adapting These Practices for Scrum 
? Daily Scrums, Sprint Plannings and Release 
Plannings may have part of their time dedicated 
for the review of the teams’ accomplishments 
regarding infrastructure / integrations items. 
How These Practices Support Scrum? 
? “All” project aspects become visible to 
everyone, including the ones related to DS. 
3.2 Validation and Limitations 
We define this research as an empirical, qualitative 
one. As such, our DS SDLC and practices, after 
created, went through the process of “member 
checking”, a traditional validation technique  used  in 
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empirical work (Singer, 2007).  
We invited 5 participants from the 16 IT 
professionals, who had previously participated on our 
interview-based field study, to participate again in the 
validation session. They were chosen due to the 
authors’ perception of their highly critical opinions as 
well as the importance of their previous contibutions.  
We also invited 2 additional professionals that had 
no previous contact whatsoever with this research. 
They were selected based on their seniority as IT 
professionals, each one having more than 15 years of 
work experience in IT. Both were from Brazil.  
The feedback obtained was encouraging. These 
professionals all agreed that many practical benefits 
should come from the implementation of our 
proposed SDLC and practices. All of them also had 
their own inputs with improvements, which in turn 
led to the version of our model discussed in this paper.  
We did not include in preliminary validation the 
application of the SDLC in real-life projects given 
time constraints. However, the field study provided 
us with an initial rich data set that suffices before we 
continue our work. Our next step is, then, to observe 
how the SDLC is welcomed in real-life projects and 
what suggestions industry professionals will make to 
improve and further its scope, if any. For now, the 
current limitations of our study are as follows: 
? No practical experiments with real projects 
and/or companies conducted so far; 
? Field study participants were from Brazil and 
the United States only while member checking 
participants were from Brazil only; 
? Small diversity of companies, (one American 
company providing 9 out of 16 participants); 
? Our SDLC currently does not drill down to 
task-step structure; 
? The SDLC has some generic management 
activities and deliverables. These will migrate 
into an independent PLC in the future. 
4 CONCLUSIONS  
In this work we discussed the many challenges 
brought by DS to Software Development Projects. 
Little research exists though on the intersection of 
Distributed Systems and Project Management.  
As presented in our results, professionals from the 
IT industry do recognize the importance of 
understanding those challenges and taking systematic 
actions in order to mitigate or eliminate most of them. 
We believe that our SDLC and related practices 
are in line with the industry needs for an effective 
countermeasure for the identified challenges, 
addressing them by broadening project teams´ 
awareness about the importance of properly handling 
the System Distribution aspect on the projects they 
are inserted in.  
The SDLC will also provide elements to facilitate 
communication with users and customers, allowing 
them to realize how complex a software truly is, not 
only from a regular requirements perspective, but 
from technical and infrastructure perspectives as well.  
More research is still needed for verifying the 
effectiveness of our proposals, as well as their 
easiness of use, both when used by themselves as well 
as when simply coupled to other SDLCs. This is the 
cornerstone of our research’s next step. 
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Abstract: In current world, organizations need to adapt to the changing business environment. They decide to conduct 
projects that result with new business processes, new products or services. Very often the goal of the project 
is to streamline specific area of company or a whole business. The projects become a very complex set of 
activities that require a sophisticated IT tools to support the efficiency of all the actions. Probably none single 
software application is able to handle every aspect of the project. That is why the authors decided to identify 
the kinds of software necessary for supporting the project and choose the applications that from their 
perspective can aid specific project activities. We have to remember that projects can generate a significant 
amount of data. If we are able to transform data into relevant information, we can maximize the possibility of 
success (both project and organization). In this paper authors propose the foundation of a complex platform 
supporting project management and execution with an emphasis on the analytical and reporting part by usage 
of Business Intelligence and Big Data technologies. Evaluation of such a platform is the subject for the future 
work. 
1 INTRODUCTION 
Nowadays organizations are facing new challenges. 
They run multiple project simultaneously to achieve 
various business goals. They also gain the experience 
from completed project that finished with a success, 
partial success or a failure. Enterprises require 
software applications to support every aspect of 
project management and execution. All those 
applications generate a significant amount of data. 
The data is stored in various IT systems in 
miscellaneous formats and very often in different 
locations. The effectiveness of the project decision-
making is not resulting only from the amount of data 
collected, but also depends on the ability to the proper 
choice of sources of information. The speed of 
extracting the information is also crucial if we want 
to make the most successful decisions and limit the 
risks appearing in projects or regular business 
activities. The usage of advanced tools supporting the 
project management and reporting application very 
often based on the artificial intelligence seems 
essential to run a business, particularly in area of a 
project management. 
2 PROJECT MANAGEMENT 
Organizations decide to run projects when they want 
to (see (Burke, 2013)): 
 deliver products or services to outside 
customers, 
 increase internal efficiency by introducing the 
internal change. 
Projects are activities in companies that have little 
(usually none) repeatability but a very high degree of 
complexity. Typically, those undertaken actions are 
related to the new (unique) activities that bring 
solutions for a new business situation or a problem. 
To achieve the effect, we must specify, among others, 
its duration and costs. We usually assign the author / 
owner / manager for those actions who is responsible 
for achieving the final result of the project. 
The international organization consisting of 
companies and individuals interested in managing 
projects - Project Management Institute defines a 
project as a temporary activity that is undertaken to 
provide a unique product / service or achieve unique 
results (Kerzner, 2013). Z. Szyjewski believes that 
the project is a unique, non-routine process meeting 
specific targets in a given time by means of specific 
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 measures (Szyjewski, 2004) (see (Pondel and Pondel, 
2011)). 
Project can be also defined by indicating its 
individual characteristics. Various authors claim that 
a project is non-repetitive, time-limited and it has 
defined objectives. It includes various management 
methods and techniques. It solves new and previously 
unknown problems and it is associated with certain 
risks. Project must have a corresponding budget and 
during the performance of work, the project 
participants are under pressure (Kellner, 2001). 
The basic attributes of the project include: 
location in time, uniqueness, complexity, 
purposefulness. 
Project management can be defined as a set of 
managerial activities related to the implementation of 
projects and a set of used in these operations 
principles, methods and tools (Guide, 2001). Project 
management involves the application of knowledge, 
experience, tools, methods and techniques during the 
project activities, to achieve or even surpass the needs 
and expectations of stakeholders. Implementation of 
the project requires meeting many aspects, such as: 
scope, time and quality, various needs and 
expectations of stakeholders, identified and 
anticipated requirements, risks and their 
neutralisation plans. 
Modern organizations to streamline their 
operations and project management, use the access to 
various electronic information resources. Multitude 
of available information and the diversity of sources 
make the decision-making more complex. We should 
take into account such factors as: reduction / 
extension / asymmetry of time and information and 
the responsibility of many people for making 
decisions (various locations of the company). At each 
stage of project in companies we can identify many 
of the key elements that influence the success of the 
whole project execution. All this encourages 
companies to investigate and use different types of IT 
tools that allow to facilitate efficient decision-making 
process. 
Managing the project, we have to be aware that it 
requires the efficient communication and proper 
relationships management. Those relationships exist 
(Kerzner, 2013): 
 within the project team, 
 between the project team and the functional 
organizations, 
 between the project team and senior 
management, 
 between the project team and the customer’s 
organization, whether an internal or external 
organization. 
3  SOFTWARE SUPPORTING 
PROJECT MANAGEMENT 
According to many sources we can divide the 
software supporting project management into the 
following groups (see (Rus and Lindvall, 2002), 
(Wikipedia, 2015)): 
 Collaborative software, 
 Issue tracking system (ITS), 
 Planning / Scheduling, 
 Project Portfolio Management, 
 Resource Management, 
 Document Management, 
 Workflow system, 
 Reporting and Analyses. 
Team collaboration is essential for the success of 
projects. When team members are spread across 
different locations, individual awareness of the 
activity of others drops due to communication 
barriers (Hattori, Lanza, 2010). 
Collaboration software is designed to improve 
productivity of individuals, teams and organizations. 
This is achieved through the following capabilities of 
collaboration software (see (Hildenbrand and 
Rothlauf and Geisser and Heinzl and Kude, 2008)): 
 informing,  
 coordinating,  
 actually collaborating,  
 cooperating.  
Issues are common part of every project. They may 
appear on every stage and requires the actions leading 
to its successful resolution. 
An issue tracking system (ITS) is a software 
application that allows an enterprise to record and 
follow the progress of every problem or "issue" that a 
team member identifies until the problem is resolved. 
With an ITS, an “issue”, which can be anything from 
a simple customer question to a detailed technical 
report of an error or bug, can be tracked by priority 
status, owner, or some other customized criteria. 
An ITS provides the user with a way to report an 
issue, track progression towards its resolution, and 
know who is responsible for resolving the issue. It 
also allows the manager of the system to customize 
the tracking procedure so that unnecessary 
documentation on the part of the problem solvers 
does not become a waste of time. Many kinds of 
enterprises use ITS applications, including software 
developers, manufacturers, IT help desks, and other 
service providers (Techtarget, 2015). 
Planning is determining what is necessary to be 
done, who should be responsible for the task, and 
when the task should be completed to fulfil defined 
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 requirements. We have to consider the following 
element of planning (see (Kerzner, 2013)): 
 Objective – a goal to be achieved. 
 Schedule – a plan defining in what point in time 
the activities will be started and when they will 
be completed. It shows also the resources 
assigned to the task and people responsible for 
task successful execution. In the schedule the 
references and dependencies between activities 
must be also presented. 
 Budget – planned expenditures required to 
achieve objectives. 
 Forecast – a projection of what will happen in 
a certain moment in time. 
 Organization – a list of position of team 
members with corresponding duties and 
responsibilities required to complete defined 
tasks. 
 Standard – a level of individual or group 
performance defined as adequate or acceptable. 
We have to be aware that planning is based on 
forecasting and the uncertainty is involved with 
planning in an inseparable way. That is why planning 
is a continuous process of making decisions and 
organizing the effort needed to carry out these 
decisions. Planning must be based on monitoring the 
completed tasks and designing the future in order to 
achieve goals. If the systematic planning is not 
effected, it ends up with reactive management leading 
to crisis management, conflict management and 
firefighting.  
Software supporting planning and scheduling 
often use a project structure to describe a given 
project. A project structure maps real-world aspects 
of a project, such as timelines and tasks, into an 
electronically accessible format. For example, many 
project development systems describe a start, finish, 
and other schedule dates of a project, the tasks that 
are performed and the results that are achieved during 
the project, and the data objects that are generated by 
the project or used to complete the project. A Gantt 
Chart is an example of a project structure that can be 
used to describe a given project. A Gantt Chart is a 
graphical representation that shows the time 
dependency of several tasks of a project within a 
calendar. A Gantt Chart provides a graphical 
illustration of a schedule that helps to plan, 
coordinate, and track specific tasks in a project 
(Meyringer, 2006). Gantt Chart is most commonly 
used in a software supporting project planning.  
The ultimate goal of Project Portfolio 
Management is to maximize the contribution of 
projects to corporate success. Thus, PPM can be 
considered as the simultaneous management of the 
collection of projects that make up an investment 
strategy of a company (Heising, 2012). Project 
Portfolio Management is about more than running 
multiple projects. Each portfolio of projects needs to 
be assessed by its business value and adherence to 
strategy. The portfolio should be designed to achieve 
a defined business objective or benefit. Project 
management guru Bob Buttrick summarised it when 
he said; Directing the individual project correctly will 
ensure it is done right. Directing 'all the projects' 
successfully will ensure we are doing the right 
projects (Projectsmart, 2015). 
The most important features of Project Portfolio 
Management Software are: 
 project evaluation process or methodology, 
 cost and benefits measurement, 
 progress reporting, 
 communication of key project data, for 
example executive dashboard, 
 resource and capacity planning, 
 cost and benefits tracking. 
Resource management software is supporting 
users in following tasks (see (Kerzner, 2013)): 
 Resource levelling is an attempt to avoid the 
manpower peaks and valleys by smoothing out 
the period-to-period resource requirements.  
 Resource allocation which is an attempt to find 
the shortest possible critical path based upon 
the available resources.  
During every project execution a number of 
documents appear. Document management systems 
are essential to store, share, search and protect the 
documents. Some of the key features in document 
management include: 
 Check-in/check-out and locking, to coordinate 
the simultaneous editing of a document so one 
person’s changes don’t overwrite another’s. 
 Version control, so tabs can be kept on how the 
current document came to be, and how it differs 
from the versions that came before. 
 Roll-back, to “activate” a prior version in case 
of an error or premature release. 
 Audit trail, to permit the reconstruction of who 
did what to a document during the course of its 
life in the system. 
 Annotation and Stamps. 
Workflow systems are considered mainly as 
tools supporting business processes. A workflow 
application implements a business process model. 
The model describes the process steps to be 
performed to achieve a specific business goal, 
business rules for coordination of those steps and 
responsibilities of process participants (Schmidt, 
1998). The steps include tasks that should be 
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 performed by agents that can be human, computer 
systems or combination of both (Demeyer, 2010). 
Workflow systems, with the benefits of efficient and 
flexible process modelling and process automation, 
have been widely used for managing business 
processes. Although the business process and project 
are two different subjects (business process is 
repetitive and project goal is always to create the 
individual deliverable) the stages or tasks in projects 
can be treated as a small process that should be 
executed according to the business rules defined in a 
workflow tool eg: 
 Document approvals - business rules define 
who is responsible for creation and approval of 
documents. Every kind of document can have 
individual list of approvers. 
 Change management – the workflow can 
define how the change should be identified, 
described, estimated and who should be 
responsible for its approval and execution. 
 Risk management – the workflow can enforce 
the specified risk description by a project 
manager and can lead the process of execution 
of preventive actions. 
 And many more. 
Reporting and analyses are essential when we 
would like to control and monitor all aspects of the 
project execution. We can rely on a reporting modules 
of mentioned software to prepare simple analysis 
(usually as tables or charts) presenting the 
information from one area of project management and 
execution field. We can also use Business 
Intelligence tools that could integrate the data from all 
the systems used during project and present the 
holistic reports. Regarding Business Intelligence 
tools we can distinguish 2 main approaches: 
 traditional BI based on ETL Process, data 
warehouses, data marts, OLAP, dashboards, 
scorecards and analytics, 
 Self Sevice BI where Power Users connect to 
various data sources and create their data 
models on which they build visualisation layer. 
Authors believe that for more sophisticated 
purposes also the techniques called Big Data can be 
useful in a project management. 
4 THE CONCEPT OF SOFTWARE 
PLATFORM SUPPORTING 
PROJECT MANAGEMENT 
As it was mentioned in the previous chapter we can 
distinguish several roles that PM software can play 
and there is a number of software applications 
between which we can choose the most efficient and 
convenient tools. 
Depending on the project specifics, we can define 
different criteria of PM tools selection. For a purpose 
of this paper we will take the following assumptions: 
 we will focus on IT projects, 
 a platform must support not only individual 
project but a number of projects that are 
conducted in the organization, 
 a majority of project team members are office 
workers, but we can meet also handworkers 
dealing with hardware installation, computer 
network construction, inventory delivery, 
 a significant portion of project members and 
stakeholders are mobile workers who travel a 
lot and use mobile devices for professional 
purposes. 
Taking into account those conditions authors will try 
to choose the list of IT systems that will meet the 
following criteria: 
 They have an open API to allow integration 
with other items of the platform. 
 They are portal solutions – allow access 
through the Internet Browser. 
 They are can be hosted in cloud environment. 
 They should provide the mobile access to their 
features. 
 They should support the world wide standards 
(eg. most common files formats, ways of data 
presentations). 
The proposed solution is aimed to be a 
comprehensive platform that can support every single 
aspect of project management and execution.  
While choosing the software tools authors 
followed previously defined criteria, their own 
experience, popularity of software tools, ability to 
integration with previously selected tool and 
available description of chosen tools. Authors do not 
claim that every chosen software product is the best 
in its category. For sure the discussion about better 
selection of tools could be initiated. 
For collaboration and document management 
platform authors chose the services being a part of 
Microsoft Office 365 Platform. Those are cloud 
services that contain: Yammer – the world leader of 
social software, MS SharePoint – the platform for 
document management, MS Exchange that provide 
the features for business email, calendars and task 
management, Skype for business that is unified 
communication platform providing such features as: 
IM, audio and video calls, online meetings and 
sharing. Authors decided to use those software tools, 
because they are compatible with MS Office which is 
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 the most common tool for document creation. This 
platform is also considered as a world leader in Social  
Software (Gartner 2015). It also includes a number of 
features that together constitute the unified platform 
for collaboration, communication, information 
management and document management. It is 
possible that we could find in every single area some 
specified product that could be in some criteria better 
that those chosen, but in would require integration 
with the rest of tools. In case of Office 365 those tools 
are already integrated.  
Table 1: The list of software tools constituting the holistic 
Project Management Platform. 
Type of software Chosen IT system 
Collaborative software Yammer,  
MS SharePoint Online 
available in  
MS Qffice 365,  
MS Exchange online, 




MS SharePoint Online 
with Nintex Workflow 
and Nintex Forms for 
Office 365 
Issue tracking system (ITS) Atlassian Jira 
Scheduling MS Project 
Project Portfolio 
Management 
MS Project Online 
Resource Management 
Reporting and Analyses 
 
Data Warehouse: 
MS SQL Server 
Business Intelligence, 
 









Authors decided to build the workflow platform 
also on SharePoint to keep the consistency of tools. 
Microsoft platform contains the Workflow engine 
available to SharePoint. Unfortunately, in its original 
form it is difficult to be applied so authors chose the 
application for modelling and maintaining the 
processes called Nintex for Office 365. That include 
the tool for process automation (Nintex Workflow) 
and a forms designer application (Nintex Forms).  
For issue tracking and task management in project 
authors chose the Atlassian Jira Software that allow: 
 Planning tasks and assigning them to project 
members. 
 Tracking the work of team members. 
 Collaboration and communication in terms of 
assigned tasks and issues. 
 Creating workflows automating tasks and 
issues execution. 
Jira was chosen because its large functionality and 
existence in many rankings on top positions eg. 
Gartner considers Atlassian products as one of the 
leders in his Magic Quadrant for Application 
Development Life Cycle Management together with 
IBM and Microsoft Products (Atlassian, 2015). We 
must add that Jira is used not only in software 
development projects but also in many more types of 
projects. 
We can observe that some features in Jira exist 
also in Microsoft Office 365 Platform. Authors 
assume that the collaboration and information 
management on a management level will be 
performed in the Microsoft Office 365 platform. The 
task management on a project execution level will be 
performed in Jira. Moreover, in the specific areas 
those platforms must be integrated to provide a 
consistent tool useful for both managers and project 
team members. 
Regarding the Scheduling on a managerial level 
and also project portfolio management authors 
propose to use the Microsoft platform that consist: 
MS Project Professional Application for scheduling 
purposes and MS Project Online which is an EPM 
(Enterprise Project Management) tool allowing the 
management of whole Project Portfolio. Together 
with portfolio management this platform includes the 
resource management capabilities. It is directed to 
project managers, project stakeholders and the 
management personnel involved in the project. This 
platform requires integration with task and issue 
tracking system (Jira) which is directed to project 
executors. The integration has the following aims: 
 Convey the information about scheduled 
actions to Jira and assign specific tasks to the 
team members. 
 Inform back the Project Management Platform 
about a current state of assigned tasks. 
The diagram visualizing the concept of the 
platform is presented on the Figure 1. It doesn’t 
include the reporting and analytical platform that will 
be described in the next chapter. 
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Figure 1: The concept of Project Management Platform. 
4.1  Reporting and Analyses 
In a project management processes and portfolio 
management decision making is an immanent activity 
of managers, project owners, stakeholders and 
sometimes also project executors. That is why 
analytical platform can have a crucial meaning in 
making decision regarding Project and Project 
Portfolio. Those decisions regard among others: 
 scheduling, 
 resources utilisation, 
 risk management, 
 approvals, 
 technological decisions. 
Fundamental assumption of an analytical system 
in a Project Management Platform should be 
provision of targeted information for every layer of 
its users. That is why we propose to build the 
analytical tool based on a 3 pillars: 
 Data warehouse with a regular BI system, 
 Self-Service BI platform, 
 Big Data platform. 
 Authors decided to base a data warehouse on a 
Microsoft SQL Server capabilities that can used as 
on-premises solution and also the cloud service 
hosted in MS Azure can be used. The presentation 
layer for the Business Intelligence system can be the 
MS Power BI application that is part of Office 365 so 
it is consistent with the other components of platform. 
However, authors recommend using also other ways 
of information presentation like QlikView which is 
the leading tool for data analytics and visualisation.  
In the BI platform we would gather data from 
every component of our Project Management 
Platform and allow to analyse the following 
characteristics: 
 Project Portfolio Management - Data regarding 
project characteristics, timelines, objectives 
and deliverables. 
 Scheduling - Data describing the timelines and 
the progress of the project and influence of the 
materialised risks on the project schedule. Also 
the changes in project timelines. They include 
also financial data and the project efficiency. 
 Resource management - The estimations and 
real resources utilisation. The resource 
characteristics. The references between 
resource skills and their efficiency. 
 Document Management - Document metadata 
(dates of creation, authors, dates of 
modifications, etc.). 
 Issues and Tasks Tracking - The amount of 
issues and tasks at specific stage of the project, 
the resource consumption during tasks 
execution and issues solving, the types of 
issues. 
 Workflow - The current progress of every 
process, planned dates of process completion. 
 Collaboration support - The number of topics 
discussed during project planning and 
execution. 
The analysis available on this layer would be 
directed mainly to the portfolio managers, project 
managers and whole management personnel. 
Sometimes the specific analysis describing specific 
project of specific resource efficiency would be 
useful for the team members. 
Self-Service BI platform would be directed 
mainly to project managers. As mentioned earlier the 
aim of the project is to deliver a unique product or a 
service that is why every project has its own 
individual specifics and characteristics. Looking from 
this perspective we should be aware that it may be 
impossible to build a universal data warehouse that 
can cover every specific information requirement. 
That is why the BI tool that enables creation of 
specific and individual reports would be very useful 
in such case. It can be based on the same tools 
mentioned above. 
 Regarding the Big Data platform, it can bring the 
benefits mainly to project managers and team 
members. We assume that Big Data mechanisms can 
store mainly the information about all events in the 
Project Management Platform which can be: 
 The statistics about accesses of every team 
member to every component of the platform. 
Such analysis can confirm if the project 
executors possess the sufficient information 
about the project characteristics, decisions, 
assumptions and boundaries. 
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  The changes in documentation and the 
influence of document lifecycle on the project. 
 The issues descriptions and comments of 
employees providing resolutions can give us 
knowledge helping risk management. 
 Data describing events appearing during 
process execution. Natural language comments 
analysis may give us valuable knowledge. 
 Media appearing during collaboration, text 
content of discussions, findings, commitments, 
conclusions and their influence on the project 
execution. 
Those events should be gathered by event hub 
mechanism and feed Dig Data repository and trigger 
user notification if applicable. As described the Big 
Data platform store mainly unstructured data and we 
can expect that the amount of the data can exceed the 
abilities of relational databases to efficient processing 
(especially in the organisation where a number of 
projects are executed at the same time and there is a 
significant number of historical projects that also 
consist a valuable data). Analysis of events happening 
in historical project together with the findings and 
observations relating to the corresponding projects 
bounds to bring managers the valuable knowledge 
allowing: 
 streamlining the projects efficiency, 
 avoiding or minimalizing the risks, 
 improving the quality of deliverables. 
Being aware of the assumptions and expectations 
directed to the Big Data platform authors propose to 
build it using the common technologies like: 
Hadoop - framework that allows for the distributed 
processing of large data sets across clusters of 
computers using simple programming models. It is 
designed to scale up from single servers to thousands 
of machines, each offering local computation and 
storage (Hadoop, 2015). In our case Hadoop will 
improve the performance of the system storing a large 
dataset from a number of projects. 
MongoDB - it is an open-source, document database 
designed for ease of development and scaling. It is 
one of the most popular and appreciated NoSQL 
Databases management system and it is positioned by 
Gartner Magic Quadrant as a Challenger (Mongodb, 
2015). MongoDB is equipped with MongoDB 
Connector for Hadoop what allows to pull MongoDB 
data into Hadoop Map-Reduce jobs, process the data 
and return results back to a MongoDB collection. 
Pentaho Big Data analytics tools allow to extract, 
prepare and blend the data. It includes the 
visualizations and analytics capabilities. It contains: 
data ingestion manipulation integration, enterprise 
and ad hoc reporting, Data Discovery and 
visualisation and predictive analysis. Pentaho Big 
Data is capable to communicate directly with 























Figure 2: The concept of Project Management Platform. 
Presented on a Figure 2 concept of BI / Big Data 
analysis is a general level considerations of authors 
and needs to be verified and evaluated during the next 
stages of research. The highest benefits that authors 
predict of such approach are: 
 Management information visualisation 
 
 Event analysis related to project team 
communication, collaboration or documentation 
lifecycle resulting with real time alerts that warn 
against possible risks and possible project 
issues. Those alerts are based on data mining 
based analysis that recommend undertaking of 
specified actions to avoid predicted problems 
that may impact the project’s success 
 
 Large text sets analysis allowing to search for 
sufficient project information across all 
heterogenic systems and applications  
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 5 CONCLUSIONS 
The Project Management processes require adequate 
software applications that together should act as a 
seamless platform supporting all the actions that can 
be undertaken. It is essential those applications to 
communicate and together bring the value to the final 
users and project stakeholders. It is also crucial to 
have experienced people that manage and execute the 
project. In the modern enterprise environment, where 
a number of projects are executing at the same time a 
proper data collection and processing seems also 
essential. Modern techniques of collecting and 
processing data can benefit for the decision making 
during the project especially in areas of risks 
identification, better resource workload estimations, 
more adequate planning and information and 
knowledge sharing. The experience gained during 
project execution is also helpful for improving 
efficiency of the future projects. Authors of the paper 
claim that the Business Intelligence tools and Big 
Data analysis can provide Project Managers, 
stakeholder and regular team members with a very 
valuable information and knowledge. Authors 
proposed the list of software applications that can 
support the project management processes with a 
special emphasis on a reporting and analytical 
capabilities. The future research will contain 
identification of more detailed Project Management 
use cases that can be improved by proposed platform. 
Authors will also focus on empirical verification of 
effectiveness of proposed platform. Authors are going 
to investigate every single item of the platform but 
also want to focus on the evaluation from the holistic 
perspective. 
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Abstract: Sometimes, data belonging to Relational databases need to be transferred to NoSQL ones. However, the 
data conversion process between Relational to NoSQL databases is considered as not trivial, since it is 
necessary to have considerable knowledge about the data models at hand. Regarding the structural 
heterogeneity underlying this problem, we propose an approach, named as R2NoSQL, which defines 
conceptual mappings to enhance the data conversion process. In this paper, we present our approach and 
some implementation and experimental results, which show that, by using the defined conceptual mappings, 
we obtain a consistent target NoSQL database with respect to a source Relational one. 
1 INTRODUCTION 
Due to the increasing amount of data generated by 
user interactions on the Web or by big data 
requirements, some companies are focusing on using 
non-relational databases, usually referred to as 
NoSQL systems, standing for ’Not only SQL’ (Han 
et al., 2011). This term has been used to categorize 
databases characterized by horizontal scalability, 
less constrained structure or schema-less, and faster 
access compared to traditional relational databases 
(RDBMS) (McMurtry et al., 2013). 
Experts comment that despite the rise of NoSQL 
databases during the past years, NoSQL is not 
necessarily a replacement for relational databases 
(McMurtry et al., 2013). Instead, NoSQL databases 
comply with big or social data demands or specific 
projects which strain Relational ones. Nevertheless, 
sometimes, data belonging to Relational databases 
need to be transferred to NoSQL ones in order to be 
used in specific projects. However, the data 
conversion process is not trivial, since it is necessary 
to have considerable knowledge about the data 
models at hand.  
In this scenario of structural heterogeneity, we 
define our research problem as follows: 
Let RDB be a Relational database and NSDB = 
{NSDB1, ..., NSDBn} a set of databases belonging  
to NoSQL models, where each NSDBi uses one 
of the following NoSQL approaches A = {Key-
value, Column, Document, Graph}. We need to 
establish conceptual mappings between RDB 
elements and the different data structures 
underlying NSDBi in such a way that RDB can be 
converted to NSDBi. 
With this in mind, and considering the structural 
heterogeneity between Relational and NoSQL 
models, this paper presents the R2NoSQL approach 
for converting data between the referred models. To 
this end, it compares the data structures belonging to 
the Relational model with the four main NoSQL 
approaches (key-value, columns, documents and 
graphs), identifying a set of possible conceptual 
mappings between RDB and a NSDBi. Also, it 
provides a tool prototype, which implements a case 
study with a Relational database and a Document 
based NoSQL system. Experiments have been done 
to evaluate the consistency of the generated 
mappings by analysing the results obtained from the 
same set of queries executed on both systems. 
This paper is organized as follows: Section 2 
introduces some concepts; Section 3 presents the 
approach; Section 4 describes some obtained results. 
Related work is discussed in Section 5. Section 6 
draws our conclusions and points out future work. 
2 NoSQL MODELS   
NoSQL systems are a category of databases that do 
not follow principles of the Relational Model (Han 
et al., 2011). The term “NoSQL” does not relate to a 
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specific data model, but to a group of data models 
that differ from the relational approach and may 
have in common some features such as: they are 
usually open-source, distributed and horizontally 
scalable, and they present schema flexibility or even 
no schema (Han et al., 2011).  NoSQL systems are 
classified in some categories in which the four main 
are: Key-value, Columns, Documents, and Graph. 
Indeed, their implementations may differ from each 
other, even when the systems belong to a similar 
category. In order to base our descriptions, we have 
chosen one example of each NoSQL category. They 
are briefly discussed in the following. 
2.1 Key-value Model 
The Key-value Model is the one with the simplest 
representation. Its structure consists of a list of pairs 
composed by a key and a value (Istvan et al., 2013). 
Usually, Key-value NoSQL implemented 
systems allow, besides simple data types (e.g., 
numerals and strings), the use of lists and sets of 
values of simple types. This is what happens, for 
instance, in Redis (Redis, 2015), our example of 
Key-value system. A Key-value system such as 
Redis tends to support large volumes of data. Since 
it does not present data schemas, the developer may, 
by hand, introduce some metadata by naming the 
keys. On the other hand, it does not support queries 
to be performed on the data, but only on the search 
keys. Thus, all access is done through the search 
keys and only with the key it is possible to access 
the value. This access usually is accomplished with 
lower response times, one of its main benefits. This 
model does not support relationships in terms of 
reference keys and no referential integrity constraint. 
2.2 Column Model 
At a first sight, this model may be considered as 
similar to the Relational one, since it is also 
organized in terms of rows and columns. However, 
this approach deals with data in a non normalized 
way, i.e., by allowing nesting of tables inside tables 
(Lakshman and Malik, 2010). In this approach, rows 
do not store a tuple, but a set of attributes of the 
same type, while the set of attributes of a column 
contains the information from a given instance. Such 
feature allows queries to be performed more 
efficiently, although when recovering a complete 
instance it may become more costly.  
Another important concept regards a “family of 
columns”, which means a set of instances of a given 
entity. In this structure, it is possible to have non-
atomic attributes through the representation of value 
lists. Instances may have a different number of 
attributes, since there is no need to book storage 
space for null values. Also, there is no need to use 
join operations in order to query diverse entities.  
2.3 Document Model 
In Document Model, the data entities are grouped in 
documents as objects, which are composed by keys 
(properties) and values. These documents are usually 
serialized in JSON syntax (McMurtry et al., 2013).  
A document is a collection of objects that are 
related to a data instance. The various documents 
belonging to the same data domain are stored in a 
collection of documents.Considering the MongoDB 
document system (Mongo, 2015), an instance key 
(called as an “objectId”) can be set at persistence 
time, or may have its value generated randomly by 
the database.  It can provide uniqueness values for 
other fields by the specification of an index. 
This model allows more complex queries 
involving different collections of documents. To this 
end, it is necessary that a document has a DBRef 
(Database Reference) to another related document or 
establish a reference. Despite allowing references, 
DBRef does not guarantee referential integrity 
constraint. A query may consider these references or 
use data embedded within the same document. 
2.4 Graph Model 
The Graph model is mainly concerned with 
representation and access, where data items are 
connected by relationships by means of a graph 
structure (McMurtry et al., 2013). The elements 
underlying a graph are, namely (McMurtry et al., 
2013): nodes, edges and properties. Nodes 
correspond to data instances, edges refer to 
maintained relationships among node instances, and 
properties relate to data values. Some systems of 
such category allow the definition of their properties 
with the guarantee of unique values. One example 
regards the Neo4j system (Neo4j, 2015).  
Nodes and edges can contain labels (terms which 
indicate a category) that classify them into more 
specific groups. For the nodes, these labels can be 
used to differentiate instances. On edges, labels may 
also be used to determine the type of relationship 
that is occurring.  
An edge has an input node and an output node 
linking them. This feature, besides supporting 
references, also guarantees referential integrity by 
ensuring that the input node always makes reference 
Conceptual Mappings to Convert Relational into NoSQL Databases
175
to the output node. The access keys to the nodes are 
automatically set by the system. However, it is 
possible to establish unique constraints for other 
node properties.   
3 THE R2NoSQL APPROACH 
In this section, we present some definitions along 
with the proposed approach.  
3.1 Some Definitions 
At first, we provide some definitions regarding the 
concepts underlying E-R and Relational models that 
we consider in our approach.   Since we need to 
think about mappings between concepts, we define 
what we consider by “Concept” in each one of the 
working data models. Regarding the E-R Model, we 
may summarize a Concept as follows.  
Definition 1 – E-R Concept. The set of 
concepts of an E-R conceptual model we are dealing 
with are CE = {Entity, Simple Attribute, Multi-valued 
Attribute, Composed Attribute, Relationship, 
Specialization}.  
In the light of the Relational Model, we define a 
Concept as follows.  
Definition 2 – Relational Concept. Concepts of 
a relational structure are CR = {Table, Simple 
Attribute, Primary Key (PK), Foreign Key (FK)}. 
As discussed in Section 2, we observe that each 
NoSQL database model has specific data structures. 
Thereby, we provide the definition of the main 
Concepts of the four categories of NoSQL systems 
described previously.  
Definition 3 – Key-value NoSQL Concept. A 
concept in a Key-value Model may be CK = {Search 
Key, Value, Value List, Value Set}.  
Definition 4 – Column NoSQL Concept. In a 
Column Model, a concept may be CC = {Column 
Family, Line, Column, Value Set, Value List, 
Primary Key (PK)}.   
Definition 5 – Document NoSQL Concept. In a 
Document Model, a concept may be CD = 
{Document Collection, Document, Field, Embedded 
Field, Field List, ObjectId, DBRef}.  
Definition 6 – Graph NoSQL Concept. A 
Graph model concept CG = {Label, Data Node, 
Property, Property Set, Id, Edge, Value Set, Value 
List}. 
Data indeed are instantiated differently in each 
one of the referred databases. Nevertheless, we can 
think about a data item or a data instance, in a 
general way, as follows.  
Definition 7 - Data Item. A data item is an 
instance or an individual of a real entity in the data 
set at hand.  
In the Relational Model, a data item is a tuple. In 
NoSQL approaches, it can be a data node, a data 
document, a column of a column family or simply a 
value from the key value model. 
3.2 Our Proposal 
As discussed in the previous sections, each database 
model has specific data structures and concepts, 
what provides structural heterogeneity conflicts 
among them. These conflicts occur because different 
choices of construct representation or integrity 
constraints are adopted in accordance with the 
options underlying each data model. Thereby, in this 
work, the task we are dealing with is concerned with 
what is necessary to convert concepts of a given 
RDB (a Relational database) to a NSDBi (a NoSQL 
one). Thus, it becomes necessary to specify 
conceptual mappings between concepts Cr ∈ RDB 
and concepts Cn ∈ NSDBi. 
Our proposal, named as R2NoSQL approach, is 
based on three aspects: (i) defining conceptual 
mappings between RDB and NSDBi; (ii) using these 
conceptual mappings to allow metadata and data 
conversion between the referred databases, and (iii) 
classifying source tables to help understanding their 
meaning in the database design. In the following, we 
provide the definitions underlying these issues.  
3.2.1 Conceptual Mappings 
Our approach deals with the structural heterogeneity 
of the data models and some aspects of database 
design.  In order to cope with these issues, our 
mapping language handles the different existing 
concepts, which belong to the data models, but as a 
design reference, we consider some concepts not 
only from the Relational model but also from the E-
R conceptual model. Thereby, we consider concepts 
from the Conceptual E-R model, which are not 
directly implemented in a Relational database, but 
they are close to real world and can be implemented 
in NoSQL systems. This conceptual mapping is the 
base for our conversion solution and without it, the 
process could not happen. These concepts regard 
particularly the composed and multi-valued 
attributes, and also specializations. By establishing 
that, we deal with a source model and a target model 
and we define the set of possible source Concepts, to 
be considered in a Mapping, as the following: 
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Definition 8 – Source Concept. A source concept 
Cs is the set of possible E-R or Relational concepts 
which may be used to compose a Mapping. Thus, CS 
= CE U CR. Proceeding with the union operation, the 
final set results in CS = {Entity, Simple Attribute, 
Multi-valued Attribute, Composed Attribute, 
Relationships, Specialization, Table, Primary key 
(PK), Foreign key (FK)}. Since a conceptual Entity 
always results in a relational Table, we abstract both 
ones only in the concept Table.  
In the same way, we establish a target Concept, 
as the following. 
Definition 9 – Target Concept. A target concept 
CT is the set of possible NoSQL concepts which may 
be used to compose a Mapping. CT = CK | CC | CD | 
CG. 
Thus, the set of target concepts is composed by 
the possible concepts which belong to one of the 
NoSQL systems instantiated by a specific model. 
With these definitions in mind, we define, firstly, 
in a general way, a Conceptual Mapping, as follows.  
Definition 10 – Conceptual Mapping. A 
conceptual mapping M represents an association 
between a concept CS and a concept CT of a given 
NSDSi, where NSDSi ∈ A, and A = {Key-value, 
Column, Document, Graph}.  M defines a level of 
similarity between CS and CT.  
A conceptual mapping M may be understood as a 
way of converting a given CS into a CT. Depending 
on the target NSDSi, to a given CS, there may be no 
corresponding CT, i.e., there may be no concept in 
the target model that can be used for data 
conversion. When this fact happens, we point it as 
an empty or non existing target concept (∄).  
Based on the previous definitions, we establish 
specific conceptual mappings between CS and CT, 
according to the NSDSi at hand. To this end, we 
consider the possibility of employing a table 
denormalization technique, which is the process of 
adding redundant data or grouping data, previously 
fragmented in a number of relational tables. 
Thereby, we may have nested tables or multi-valued 
attributes in one or more target structures, which 
may be sets, lists, documents or other ones, 
depending on the data model.  
Let RDB be a source database composed by CS 
and NSDBK, a Key-value NoSQL system, composed 
by CK. Specific structural conceptual mappings 
between CS and CK may be defined, as follows. 
RDB:Table ≡ NSDBK: ∄ 
RDB:SimpleAttribute ≡ NSDBK:Value 
RDB:ComposedAttribute ≡ NSDBK:ValueList  
RDB:Multi-valuedAttribute ≡  NSDBK:ValueList 
RDB:PK ≡ NSDBK:SearchKey 
RDB:FK ≡ NSDBK: ∄ 
RDB:Specialization ≡ NSDBK:ValueSet 
Regarding data items, we may establish a 
mapping in the following way: 
RDB:DataItem ≡ NSDBK:Value | 
NSDBK:ValueList 
Although there is no corresponding concept to a 
Table, it is possible to simulate such concept by 
using composed search keys. In this case, keys are 
composed by a prefix together with the name of a 
given property, in such a way that we may identify 
to which entity it is associated. Indeed, it is not a 
defined standard, but one of our proposals.   
The representation of relationships occurs with the 
storage of the search key values of a given data item 
inside another one. In many-to-many relationships, 
this happens in both sides of the data items at hand.  
Now let RDB be a source database composed by 
CS and NSDBC, a Column NoSQL system, composed 
by CC. Specific structural conceptual mappings 
between CS and CC are defined, as follows. 
RDB:Table ≡ NSDBC:ColumnFamily 
RDB:SimpleAttribute ≡ NSDBC:Column 
RDB:ComposedAttribute ≡ NSDBC:ValueSet 
RDB:Multi-valuedAttribute ≡ NSDBC:ValueList 
RDB:PK ≡ NSDBC:PK 
RDB:FK ≡ NSDBC: ∄ 
RDB:Specialization ≡ NSDBK: ValueSet 
Regarding data items, we may establish a 
mapping in the following way: 
RDB:DataItem ≡ NSDBC:Line 
In terms of relationships, a NSDBC allows their 
implementation by two options: (i) a column family 
may compose information from different but related 
tables; or (ii) data items may have a reference to 
other data items by storing the target primary key. 
The former is the most common option, since it 
allows a better response time. 
Now let RDB be a source database composed by 
CS and NSDBD, a Document NoSQL system, 
composed by CD. Structural conceptual mappings 
between CS and CD are defined, as follows. 
RDB:Table ≡ NSDBD:DocumentCollection 
RDB:SimpleAttribute ≡ NSDBD:Field 
RDB:ComposedAttribute ≡ 
NSDBD:EmbeddedField 
RDB:Multi-valuedAttribute ≡ NSDBD:FieldList 
RDB:PK ≡ NSDBD:ObjectId 
RDB:FK ≡ NSDBD:DBRef | 
NSDBD:EmbeddedField 
RDB:Specialization ≡ NSDBD: EmbeddedField 
Regarding data items, we may establish a 
mapping in the following way: 
RDB:DataItem ≡ NSDBD:Document  
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Relationships are implemented by defining 
object references between objects belonging to 
documents. Thereby, queries may take into account 
these references to get related objects information. 
Now let RDB be a source database composed by 
CS and NSDBG, a Graph NoSQL system, composed 
by CG. Specific structural conceptual mappings 
between CS and CG are defined, as follows. 
RDB:Table ≡ NSDBG:LabelNode 
RDB:SimpleAttribute ≡ NSDBG:Property 
RDB:ComposedAttribute ≡ NSDBG:ValueSet 
RDB:Multi-valuedAttribute ≡ NSDBG:ValueList 
RDB:PK ≡ NSDBG:Id 
RDB:FK ≡ NSDBG:Edge 
RDB:Specialization ≡ NSDBK:ValueList 
Regarding data items, we may establish a 
mapping in the following way: 
RDB:DataItem ≡ NSDBG:Node 
In the next section, we provide the way we 
classify identified tables in a given RDB.  
3.2.2 Table Classification 
Regarding the set of concepts CR ∈ RDB, the main 
one is always a Table. Since a table may be the 
result of E-R conceptual entities, relationships, 
specializations, multi-valued or composed attributes, 
we need to understand what a Table means, and its 
importance, to the RDB at hand. We have defined a 
classification of the source Tables as follows. 
? Main Tables: These are the main tables in a 
RDB design. They usually correspond to 
entities found in the conceptual model. 
? Subclasses: These tables are a complement to 
the definition of a main table. They represent 
specializations of the main tables, but do not 
exist independently. 
? Relationships: This classification typifies a 
specific kind of table, which implements a 
many-to-many (N:N) relationship in the 
conceptual model. 
? Common Tables: The other types of tables are 
defined as common in a source RDB schema.  
Our proposed algorithms take into account such 
table classification in order to identify the 
conceptual mappings to be used.  
3.2.3 Conversion Algorithm 
Based on the specified conceptual mappings 
between CS and CT, and on the table classification, 
some algorithms have been developed to allow data 
conversion. A main algorithm, named as 
Algorithm1-Data Conversion, receives a RDB 
enriched with a Table Classification as input and 
generates a NSDBi as output. 
-------------------------------------------- 
Algorithm1: Data Conversion. 
-------------------------------------------- 
Input: RDB rel; 
Output: NSDSi ns; 
Begin 
    //Looks for main tables 
1:  For Each table of rel Do 
2:  If (table.classification() is “main”) 
    Then 
3:      get all table attributes to object 
4:      For Each table referencing table Do 
          //looks for related tables 
5:        goDeep(table, object); 
  //persists object on ns  
6:        persist(object) ; 
7:      End For; 
8:    End If; 
9:  End For; 
End Data_Conversion; 
-------------------------------------------- 
In our approach, the input RDB is composed by 
its metadata and data. Tables were already classified 
and this classification is also used as input. Based on 
that, the algorithm verifies the kinds of existing 
tables and, for each type, extracts the set of data 
items. Through references (FKs), data tables are 
traversed and analyzed. At such verification time, 




Input: table, object; 
Output: table, object; 
Begin 
    //Looks for tables that reference table 
1:  table2 := findTableDeep(table); 
    2:  Do Switch table2.classification 
3:    case “common”: 
4:      get all table2 attributes to object; 
5:      goDeep(table2); 
6:    case “subclass”: 
7:      get all table2 attributes to object; 
8:      goDeep(table2); 
11: End Switch; 
    //looks for related tables 
10: goUp(table, object); 
End goDeep; 
-------------------------------------------- 
Main tables constitute the basis for the analysis. 
With a main table at hand, the algorithm verifies if it 
is related with other ones. In this case, it calls 
another algorithm (Algorithm2–goDeep) where 
existing relating tables are identified. Regarding 
these selected tables, some options may be taken, 
namely: (i) If the table is another main table, no 
other procedure is accomplished because, later, the 
opposite direction of the relationship will be 
considered. At this later time, the second table will 
refer to the first one; (ii) If the table is a relationship 
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table, no action is taken because, only when all the 
data items are persisted, relationships can be 
analyzed; (iii) If the table is a common one, it is 
possible to add its attributes in that main table as 
part of its structure; (iv) If the table is a subclass, 
then its attributes are added to the main table. It is 
understood that it is a specialization of the main one. 
Each time a new table is found in-depth analysis, 
the algorithm selects this table and repeats the 
process until there are no more tables, or a stop 
condition happens. This process is responsible for 
the denormalization of the data, in which the data 




Input: table, object; 
Output: object, reference_list, 
referenced_list; 
Begin 
    //Looks for tables that reference table 
1:  table2 := findTableUp(table); 
2:  Do Switch table2.classification 
3:    case “common”: 
4:      get all table2 attributes to object; 
5:      goUp(table2); 
6:    case “subclass”: 
   //saves data items to set relationship  
7:      reference_list.add(table); 
8:      referenced_list.add(table2); 
8:      goDeep(table2); 
9:    case “relationship”: break; 
10:   case “main”: 
11:     reference_list.add(table); 
12:     referenced_list.add(table2); 
13:  End Switch; 
End goUp; 
-------------------------------------------- 
After the identification of in-depth relationships, 
the tables that the main table refers are searched up 
(Algorithm3 – goUp). According to the identified 
relationships, one of the following options will be 
considered: (i) to capture the attributes and move up 
or (ii) to save identified instances in a list. This 
function separates tables in which there could be 
composed or multi-valued attributes. It may also 
show that a new entity has been found, and a 
relationship should happen. The procedure is 
repeated until a stop condition is reached. 
After the main table and its related tables of a 
data item are analyzed, the whole set of attributes is 
persisted as an entity in the target database 
(Algorithm1, line 6). Just after all instances have 
been persisted, the algorithm must define the 
relationships among them. 
To establish the one-to-one or one-to-many 
relationships, generated lists (when a main table 
mentioned another one) are used. These lists are 
included in the data items that have references, and 
the data items that are referenced. For each type of 
implemented target database, the algorithm must 
implement a specific procedure. In this work, we 
show one regarding the MongoDB system. This 
algorithm, named as oneTo, was implemented to 
provide DBRef storage. It stores in the 
corresponding document of Table 1 a reference to 
list2, and in the one corresponding to Table 2, a 
reference to list1. In terms of many-to-many 
relationships, it is necessary to identify the double 
meaning of these references (manyToMany 
algorithm). In MongoDB case, a DBRef of each 
document involved in the corresponding document 
is stored. For instance, the student Bill Gates held a 
publication. Thus there is a publication document 
reference in the student's document, and there is a 
student document reference in the publication 
document. Other solution would be to embed all 
related data into one document. However, this 
approach can let the execution of queries harder. For 
instance, if student documents contain publication 
information, more effort would be necessary to 
retrieve people involved in a specific publication. 
4 RESULTS AND EXPERIMENTS 
In this section, we present some implementation and 
experimental results.  
4.1 Implementation and Example of use 
We have developed the R2NoSQL approach in the 
Java language. The main functional requirements 
underlying the tool’s development are the following:  
? Set Source Database: it includes the definition 
of the relational DBMS to be used as well as 
the metadata and data extraction step.   
? Classify Table: The tables extracted from the 
Relational database will be classified by the user.  
? Set Target Database: The user chooses the 
target NoSQL database. 
? Execute Data Conversion: It analyzes the 
extracted metadata and data from the source 
database, verifies tables’ classification and 
possible conceptual mappings, identifies the 
target NoSQL concepts and persists 
corresponding data in the target database. 
In this current version, we have developed a 
prototype which deals with a RDB (e.g., MySQL) as 
a source database and a NSDBD as a target one. To 
the latter, we have used the MongoDB system.  
We provide an example in the following. As 
source RDB, we have used a database with 15 tables 
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(e.g., Person, Publication, Student). Among them, 
there are some relationships (e.g., between Person 
and Publication), and some specializations (e.g., 
Student is a specialization of Person). 
The Table classification is accomplished by the 
user, since, in this version, we have a semi-
automated tool with respect to this functionality. 
Thus, after extracting the source RDB metadata, the 
tool asks the user to classify the extracted tables.  
After table classification, the R2NoSQL tool is 
able to proceed with the data conversion, in 
accordance with the defined algorithms (Section 
3.2.3). The tool selects instances of each table 
classified as main, storing the table attributes and 
their associated values. This happens according to 
the existing mappings. When this process finishes, 
the tool looks for instances related to what was 
analyzed as a complement to the main tables. These 
related tables can be a representation of a complex 
value as a composed attribute, a multi-valued 
attribute or even a specialization.  
Considering a fragment of the source database at 
hand, we show some instances belonging to tables 
Person and Student in Table 1 and Table 2, 
respectively.  Taking into account the data presented 
in Table 1 and Table 2, the tool produces a 
document as depicted in Figure 1. The resulting 
collection of documents is named by using the name 
of the main table of that entity. The attributes and 
values of the tables were converted into document 
fields. However, new fields were introduced as 
depicted in Figure 1: AR_master regards the key 
attribute of table Master, a specialization of Student; 
Person_X_Publication represents the many-to-many 
relationship between Person and Publication. 
4.2 Experiments 
We have conducted some experiments to verify the 
effectiveness of our approach. The goal of our 
experiments was twofold: (i) to check whether a set 
of queries formulated and executed in a RDB may be 
either formulated and executed in a generated 
NSDBD, and (ii) to verify if the query results 
obtained from both databases are similar, i.e., if the 
used mappings and algorithms have generated a 
consistent target NSDBD.  In order to verify the latter 
goal, we checked both obtained query results and 
compared the ones obtained in a NSDBD with respect 
to the corresponding ones from a RDB. 
 
Figure 1: Document obtained after data conversion. 
The working data scenario was the same 
presented in the example of Section 4.1. This 
database was populated with 45 tuples, and queries 
were specified to be executed over them. Table 3 
shows an examples of query used in our 
experiments, which shows all professor attributes 
according to his name. It is presented in SQL and in 
MongoDB query language.  
The first experiment goal was accomplished, 
since, by using the tool, we could submit and 
execute the same set of queries in both source and 
target databases.  
Regarding the latter goal, we have compared the 
obtained query results in terms of data items 
(instances) and their properties. For each query 
submitted and executed in MongoDB, we measured 
the degree of similarity of the answers with respect 
to the set of answers obtained in the relational 
database (which acted as a gold standard).  
All queries returned similar instances with 
identical property values  (100%).  Differences  were 
Table 1: Table Person with a tuple. 
CPF RG name Bdate Natural From  nationality e_mail url user pword profile 








com gates gates U 
Table 2: Table Student with a tuple. 
AR CPF Additional_info Adm_semester Adm_year Egressiondate 
790099 74852963214 Co author of 19 articles. 1 1981 03-19-1981 
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obtained only in terms of query results presentation, 
but not regarding the set of obtained data items.  
Therefore, we can see that the goals of this 
experiment were achieved. It was possible to require 
the same information from both source and target 
databases. In addition, it was possible to obtain the 
same set of query results from both ones.  
Table 3: A query example used in the experiment. 
SQL MongoDB query language 
select pe.*, pf.* 
from Person pe inner join Professor 
pf on pe.cpf=pf.cpf 
inner join IC_Professor i on 
pf.cpf=i.cpf 
where pe.cpf = '95175368429' 
union 
select pe.*, pf.* 
from Person pe inner join Professor 
pf on pe.cpf=pf.cpf 
inner join Invited_Professor ip on 
pf.cpf= ip.cpf 













5 RELATED WORK 
Data conversion approaches regarding Relational and 
NoSQL models have been tackled. Zhao et al. (2014) 
propose an automatic approach for converting 
relational database schemas to NoSQL ones, which 
establishes conceptual rules for the denormalization of 
the original data. Potey et al. (2015) provide a tool to 
perform data conversion, in which the target database is 
an equivalent relational schema in a Document 
structure. Karnitis and Arnicans (2015) instead provide 
a semi-automatic approach, which allows a 
comprehension of the relationships that the tables carry 
one over the other by a classification strategy. Mpinda 
et al. (2015) present a data conversion process that 
aggregates data tables, which are analyzed along with 
the established relationships.   
Our proposal extends some of these concepts. 
We provide a denormalization technique and we 
deal with some kinds of conceptual relationships, by 
producing references when possible. We have a 
table classification strategy to enrich the overall 
process. Finally, our approach may be applied to any 
of the target NoSQL models.  
6 CONCLUSIONS   
We presented the R2NoSQL approach, which allows 
data conversion between relational and NoSQL 
databases. This approach is based on conceptual 
mappings defined between structural concepts from 
relational and NoSQL ones.  
Experiments have shown that obtained NoSQL 
database is consisted with the source relational one, 
by executing the same set of queries in both source 
and target databases. In fact, they produced similar 
query results.  
As future work, some enhancements will be 
done: (i) the tool will be extended to accomplish 
data conversion by considering other categories of 
NoSQL systems, and (ii) an automated query 
conversion process will also be taken into account. 
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Abstract: This research describes a general method to automatically clean organizational and business names variants 
within large databases, such as: patent databases, bibliographic databases, databases in business information 
systems, or any other database containing organisational name variants. The method clusters name variants 
of organizations based on similarities of their associated meta-data, like, for example, postal code and email 
domain data. The method is divided into a rule-based scoring system and a clustering system. The method is 
tested on the cleaning of research organisations in the Web of Science database for the purpose of bibliometric 
analysis and scientific performance evaluation. The results of the clustering are evaluated with metrics such 
as precision and recall analysis on a verified data set. The evaluation shows that our method performs well 
and is conservative, it values precision over recall, with on average 95% precision and 80% recall for clusters.  
1 INTRODUCTION 
In many databases, one organisational entity is listed 
in the records with many associated name variants. 
For example, the Leiden University (2015) has many 
name variants in the Web of Science (WoS) database, 
like: University Leiden, Leiden Universiteit, Leiden 
State University, State University Leiden, Leiden 
University Hospital, State University Leiden 
Hospital, Leiden Universitair Medisch Centrum, 
LUMC, and so on. Large companies often have many 
name variants, e.g. the technology company Royal 
Philips has several hundreds of name variants in the 
Patstat (2015) database, which is a statistical database 
filled with patent information. Obviously, manual 
normalisation of organisation names is not feasible in 
large databases, which might list millions of 
companies and organisations. 
The research problem that is addressed here is: 
“How can organization name variants be identified 
automatically in large databases?”. The answer to this 
problem is given by a general method for the 
identification of organization name variants using 
rule-based scoring and clustering proposed in this 
paper. The method is able to cluster name variants in 
large databases with millions of records in an efficient 
way. The emphasis of the method is on the cleaning 
of names not on unification. The results of this 
method are useful for any analysis involving correct 
and unified organisation names, such as: company 
patent analysis, evaluative bibliometrics and the 
ranking of scientific institutes, the assessment of 
cooperation and communication between 
organizations, and the creation of linkages, based on 
company names, between Customer Relationship 
Management databases. 
Data cleaning is often the necessary step prior to 
knowledge discovery and business analytics. 
Automatic data cleaning methods can be categorised 
in several groups (Maletic and Marcus, 2010): 
transformational rules, statistical methods for 
numeric data, and data mining methods, such as 
cluster and pattern matching techniques (Cohen et al., 
2003, Koudas et al., 2004, Morillo et al., 2013), for 
categorical data. Data mining methods for the 
identification of organisation name variants and 
person name disambiguation are divided into 
supervised and unsupervised learning approaches. In 
supervised learning approaches, a classifier is trained 
on a data set with pairs of records, where organisation 
with similar names are classified as being the same 
entity or a different entity. The problem with 
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supervised approaches in this context, is that a large, 
manually checked, representative, data set is required 
for training. Such a data set is usually not available, 
which makes supervised approaches for our problem 
hard to use. In unsupervised learning, a metric of 
similarity is defined between pairs of records, that 
describe an organisational entity, and after that a 
clustering algorithm is applied (Levin et al., 2012, 
Song et al., 2007). The method described in this paper 
is based on unsupervised rule-based clustering, in 
combination with approximate string pattern 
matching. A clear advantage of our method is that the 
matching rules are easy to understand and combine.  
The organization of this paper is as follows. In the 
next section, the phases of the method for the 
clustering of organisation names are explained in 
detail. After that the method is evaluated, with 
precision-recall analysis, on the WoS database for the 
clustering of scientific organisation names. We close 
the paper with some concluding remarks and 
proposals for further research.  
2 METHODOLOGY  
A visual summary of the process for the identification 
of organisation name variants is provided by Figure 1 
in the Appendix. The method is composed out of 
three stages: 
1. Pre-processing; 
2. Rule-based scoring and clustering; 
3. Post-processing. 
 
Organisational meta-data from a source database is 
taken as input in the process and clusters of 
organisation name variants are produced as output. 
Typical examples of important meta-data available 
for organisation name matching are: country, city, 
postal code, street, organisation type, email domain, 
etc. The method is designed to cluster all organisation 
name variants in the whole database. In the case study 
the method is applied on the WoS database (version 
April 2013) with roughly 124 million publication 
records. Moreover, the method is implemented with a 
combination of Microsoft SQL Server and Visual 
Studio, where SQL server is used for the data 
handling and Visual Studio for the implementation of 
the cluster algorithm. 
2.1 Pre-processing 
In the pre-processing stage the relevant meta-data 
items are cleaned and harmonized to improve the data 
quality, and helper tables are created for the 
subsequent clustering stage.  
Postal code data is cleaned an put into a consistent 
format. Besides, postal codes are classified into 
groups, indicating the number of different 
organisations present in a postal code area. Groups 
with a relative high number of organisations are 
treated under a stricter regime, e.g. with a higher 
threshold. 
From the available data, the organisational types 
are determined, such as ‘company’, ‘bank’, 
‘university’, ‘hospital’, ‘institute’, etc., with string 
extraction patterns and regular expressions.  
An important data element for clustering, when it 
is available, is the email domain address that is linked 
with an organisation, because it is very 
discriminative. Usually, multiple email domains are 
connect to large organisations, e.g. Leiden University 
uses ‘leidenuniv.nl’, but also ‘liacs.nl’ and ‘lumc.nl’. 
In the pre-processing stage, the email domains are 
replaced by their most popular or recent variant. 
Email domains that cannot be directly linked to an 
organisation, e.g. ‘gmail.com’ or ‘hotmail.com’, are 
removed, because they cannot be used in an 
meaningful way. 
2.2 Rule-based Scoring and Clustering 
In this stage, the clusters are created that identify 
likely name variations of the same organization, in the 
following steps (see Figure 1): 
a. A set of rules is created that produces pairs of 
organizational names with common 
characteristics and string name similarity. 
These rules target specific elements of the 
organizations’ characteristics such as 
combinations of the country, city, postal code, 
email address, organisation type. 
b. A scoring system is applied on the rules and 
scores are computed for created record pairs.  
c. Pairs above the threshold are clustered with an 
algorithm, taking linear time, that searches for 
connected components. 
2.2.1 Apply Rules (Step 2a) 
In step 2a, the objective is to create pairs of 
organisation name variants by self-joining the tables 
that result from the pre-processing stage. For this 
purpose scoring rules are used that are depicted in 
Table 1, where rules 1-4 are the basic rules and rules 
5-9 are combinations of the basic elements. The score 
for a rule increases when it contains more meta-data 
elements, indicating that there is more proof that a 
record pair is a name variant of each other. Therefore 
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rule 9 is considered a stronger rule than rule 1. The 
number of rules and scores can easily be adapted if 
more relevant meta-data is available. The rule score 
values and the threshold values are based on domain 
expert knowledge about the database under 
consideration. The values are fine-tuned in the initial 
evaluation of the method on a verified data set.  
The scoring system assigns scores to record pairs 
from the strongest to the weakest rules. If a record 
pair is scored on a strong rule, the pair is not 
considered for the weaker rules, to prevent additional 
scoring. Not listed in Table 1, is that there are 
additional constraints for each rule, like the size of the 
city, the type of postal code (general or specific), and 
so on, that are configured very strict for strong rules 
but are given more degrees of freedom for weak rules. 
Table 1: Example rules with associated meta-data, organi-
sation name similarity, and rule scores. The threshold value 
is 4 in the example.  
  
Notice that rules always only hold in a specific 
country and city, because organisation names might 
not be unique in the whole world or even in a specific 
country. The rules use the meta-date: postal code 
information (rule 1), email domain (rule 2), 
organisation type (rule 3), and organisation name 
similarity (rule 4). For example, rule 1 matches 
organisation names records in a specific postal code 
area in The Netherlands for the city of Amsterdam.   
Rule 1 specifies record pairs with postal codes that 
match exactly within a country and city. In this rule,  
the number of records an organizational name variant 
has in correlation with a specific postal code, is taken 
into account. This measure is important because an 
organization with only a few records assigned to a 
specific postal code area is suspected to be a false 
positive result. Another measure in this rule, is the 
percentage of records an organization name label has 
in a specific postal code, in relation to the total 
number of records associated with a certain 
organisation name. This percentage is also used to 
filter out organization name variants with low values 
on this measure.  
Rule 2 is defined as record pairs with email 
domains that match exactly. The email domain labels 
should have a minimum count in the database.  
Records coupled by rule 3 share the same 
organisation type in a city. Organisation names that 
could not be typed in the pre-cleaning are excluded.  
Rule 4 scores the level of string similarity of two 
organisation names within a city with the Levenshtein 
distance. The intuitive definition of Levenshtein 
distance is the amount of edits one needs to perform 
to change one organisation name into another 
organisation name. The implementation of 
Levenshtein distance described here uses the edit 
distance to calculate (in %) how similar is one string 
to another string. The use of the Levenshtein distance 
is based on the premise that organisational names that 
score above a certain threshold value, say 95% or so, 
can be considered as similar, and are therefore paired. 
Rules 5-9 are combinations of rules 1-4. The 
combined rules have stricter thresholds than the basic 
rules, so the rules could match on different records. 
2.2.2 Score Record Pairs (Step 2b) 
Pairs of records are scored in step 2b. A record pair is 
described as two records that have scored on at least 
one rule and therefore share meta-data. Records can 
score on multiple rules, i.e. the scoring is additive. 
Therefore, the total score for record pairs has to be 
determined.  
An example with 5 records, their active rules, and 
their total scores is presented in Figure 2. A line 
between two circles indicates a record pair. For 
example, the two records for ‘Vrije Univ Amsterdam’ 
and ‘VU Amsterdam’ share the same postal code, 
email domain, and organisation type, within the same 
country and city. Rule 4 does not fire, the string 
similarity is considered too low. Therefore, this 
record pair receives 4 points (see Table 1). The other 
records in the example are scored in the same way and 
are represented with a connecting line.  
In step 2c, record pairs above the threshold value, 
total scores ≥ 4 in Figure 2, are included for the 
clustering algorithm. The threshold value is increased 
for geographical areas with a high number of 
organisations, to prevent the potential erroneous 
coupling of records pairs. The rules scores express the 
strength of a certain rule. Furthermore, the more rules 
that are active for a publication pair, the more 
evidence there is that two different organisation 
names are indeed variants of each other. In the 
example scoring system, only rules 8 and 9 are strong 
enough to solely pass the threshold value. However, 
for a pair of records often combinations of rules are 
required to exceed the threshold value., e.g. see the 
link between ‘Univ Amsterdam’ and ‘Univ Hosp 
Amsterdam’ in Figure 2.  
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2.2.3 Cluster Records (Step 2c) 
Matched records pairs, i.e. record pairs with a score  
above the threshold, are clustered by means of single-
linkage, hierarchical, clustering in step 2c. In Figure 
2, for example, the records ‘Univ Amsterdam’ and 
‘Univ Hosp Amsterdam’ are a matched pair, and the 
records ‘Univ Amsterdam’ and ‘Emma Childrens 
Hosp’ are a matched pair. The clustering algorithm  
makes a link between these two initial clusters via the 
joint record ‘Univ Amsterdam’, by merging the two 
clusters into a new cluster with three records,  
depicted by ‘Cluster 2’ in Figure 2, and so on. The 
final cluster will represent the (partial) history of 
name variants of an organisation. In the figure, there 
is not enough proof for the clustering of ‘VU 
Amsterdam’ with ‘Univ Hosp Amsterdam’, this is 
indicated by a dotted line. Therefore, two clusters are 
created by the algorithm, representing the two 
different universities in the city of Amsterdam. 
Notice that, if the threshold is increased, e.g. more 
clustering is induced, resulting in on average smaller 
cluster sizes. 
2.3 Post-processing 
In the post-processing stage, non-clustered records 
are labelled as separate clusters and added to the 
results to give a complete overview. Finally, tables 
are created that provide detailed summary 
information about the clusters. An example of such a 
table, which gives a cluster description, is given in 
Table 2. A combination of relational support tables, 
provide a good basis to work with the results of the 
clustering in practical data analysis. 
3 CASE STUDY  
In this case study, the method is used for the cleaning 
of scientific organizations present in the Web of 
Science (2015) bibliographic database.  Bibliometric 
databases are large databases that are used to study 
the growth of scientific publications, patterns of 
collaboration, the impacts of science, and evidence-
based performance assessment. For most of these 
analyses, it is necessary to increase the data quality 
by cleaning the relevant tables.  
Cleaned organizational names are important for 
the Leiden Ranking (2015), produced by the Centre 
for Science and Technology Studies (CWTS, 2015). 
The CWTS Leiden Ranking 2015 offers insights into 
the scientific performance of 750 major universities 
worldwide, based on indexed research publications 
obtained from the Web of Science. This university 
name identification process is carried out manually 
and is therefore time-consuming and cumbersome. In 
the manual process, organizational labels are 
clustered and after that unified. This method can be 
trusted as very accurate because every organizational 
label that is under investigation, is verified with the 
help of the Internet and with other means, in order to 
be concluded as a name affiliation of a certain 
scientific organization. These cluster are a ‘golden 
set’, and used as a benchmark for the clusters 
produced by the automatic method in a precision-
recall analysis.  
In Table 2, the partial cluster for Leiden 
University in The Netherlands is depicted to show the 
end product of the clustering method. Each cluster is 
identified by a ‘cluster_id’ and is composed out of 
one or more records, that show supportive meta-data. 
Table 2: Example cluster with id ‘3717’ with name variants 
for ‘Leiden University’, ordered by the number of scientific 
publications, labelled by ‘n_pubs’. 
  
The precision and recall performance values for 
the best clusters per scientific organisation in the 
golden set are depicted in Figure 3, where the 
organisation names on the x-axis are ranked based on 
precision-recall values. The cluster with the highest 
value for the F1 measure, defined as the harmonic 
mean of precision and recall, is taken as the best 
cluster. In addition, the numbers in Table 3 show on 
average a precision of 0.95 and a recall of 0.80 for the 
best cluster.  
Table 3: Average values of evaluation metrics for the best 
cluster in the Leiden ranking data set. 
 Precision Recall F1 
Best cluster (mean) 0.95 0.80 0.84 
Best cluster (median) 1.00 0.89 0.98 
Best 3 clusters (mean) 0.91 0.86 0.83 
 
This shows that the clustering method is conservative, 
it chooses precision above recall. If the 3 best clusters 
for an organization are used in the evaluation the 
average recall is pushed to 0.86, with a slightly lower 
average precision. This indicated that for a number of 
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organisations the name variants are spread over a 
number of accurate clusters. Clusters with a lower 
precision are, in general, clusters belonging to very 
large cities, where multiple research institutes can be 
found in a relatively small area, which makes name 
normalisation more difficult. 
4 CONCLUSIONS 
In this research we have presented an efficient general 
rule-based scoring method for the clustering of name 
variants of organizations in large databases. The rules 
are based on organisation name similarity and meta 
data in the context of the organisation, like: country, 
postal code, email domains, organization type, etc. 
Basically, the method can work with any piece of 
relevant meta-data, as long as it is shared between 
records. Multiple rules can be combined to link 
organization names, because of the scoring system. 
The more rules that hold for a pair of organisation 
names, the more evidence there is that the 
organisation names are indeed valid name variants of 
each other. In other words, the rules in the system 
strengthen each other. Moreover, the rules are easy to 
understand and combine. Incorrect matching of 
organisation names is partly prevented by lowering 
the scores for certain sensitive rules and by increasing 
the threshold values, for example, for geographic 
locations with a high number of organisations.  
Based on the results of the case study, it can be 
stated that the clustering method is careful, it values 
precision (on average 95%) over recall (on average 
80%).  In general, precision and recall are lower for 
areas with a high number of scientific organisations. 
Name variants of organizations might be split over 
multiple clusters, if there is not enough evidence for 
coupling names variants together. However, these 
alternative clusters do have a high precision and are 
therefore useful for analysis.  
In conclusion, the method can be viewed as a 
general method for data cleaning, because it can be 
used to other types of data, e.g. person or author  name 
disambiguation (Caron and Van Eck, 2014), as long 
as there is relevant meta data available. In future 
research, the cleaning method should be tested on 
multiple databases with name variants to find optimal 
values for scores and thresholds, and to improve the 
quality of the method for very large cities. In addition, 
we want to push  recall performance forwards by 
further integrating string similarity measures (Cohen 
et al., 2003) in the method.  
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Figure 1: Stages in the identification process of organization name variants. 
 
Figure 2: Scoring and clustering example for the city of Amsterdam (with threshold ≥ 4). Amsterdam has two universities the 
Vrije University Amsterdam (Cluster 1) and the University of Amsterdam (Cluster 2). 
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Abstract: In recent years, the implementation of ERP is as a lever for development and inter-organizational 
collaboration. Despite the benefits of ERP, the success of their implementation is not always assured. The 
introduction of an ERP in a company requires organizational changes that may provoke resistance to cause 
adverse effects on the success of these projects. This article proposes a model and tests to evaluate the 
success of a system "Enterprise Resource Planning "(ERP) based on a measure of user satisfaction. 
Referring to the model DeLone & McLean and the work of Seddon & Kiew The criteria that can influence 
user satisfaction, to ensure the successful implementation of the ERP system are identified. The results of 
the exploratory study, carried out on 60 users in 40 Moroccan companies, shows that user satisfaction of 
ERP is explained by the quality of the ERP system, perceived usefulness and quality of information 
provided by this type of system. The study also found that the quality engineering change is a predictor of 
satisfaction measured by user involvement in the implementation of ERP, the quality of communication 
within such a project and the quality of training given to users. 
1 INTRODUCTION 
The current context of global economic activity is 
characterized by a large and permanent competition 
as well as a large customer requirement for immediate 
and complex solutions. In this context, process control 
and continuous improvement become prerequisites 
for success. As a result, numerous companies around 
the world are trying to take advantage of an overhaul, 
using software packages, their information systems, 
and hundreds of them have opted for systems 
integrated management ERP (Enterprise Resource 
Planning) as a basis for the integration of their 
industrial management (Marbert, Soni & 
Venkataramanan, 2000). 
Companies operate in an environment 
increasingly complex and changing. They now 
confront several problems: saturated markets, 
increased competitiveness, customers more 
demanding and less loyal, etc. In such an 
environment, business competitiveness depends 
increasingly on their flexibility and their ability to 
innovate, both in their organizational structure, their 
production as in their mode of exchange with 
customers and suppliers. However, in their search 
for competitiveness, the main obstacle faced by 
companies is the difficulty of obtaining data and 
accurate information and appropriate interfaces 
between the various business functions.  
This study is interesting on two levels: 
- The objective of this article is therefore to 
identify the drivers of satisfaction of users of ERP 
systems. On a finer way, we try to determine the 
satisfaction and enhance the need for good conduct 
ERP projects to increase the degree of the 
satisfaction. To do this, it was reduced to build a 
model for the explanation of this satisfaction. 
- In what follows, we will try to review the state 
of the art in measurement of user satisfaction of IT 
before submitting the research model and the results 
of an exploratory study conducted with a sample of 
'Moroccan companies. 
2 ERP AND ITS 
CONTRIBUTIONS FOR USERS 
The evolution of computing, which is progressing 
towards greater information sharing and flexibility is 
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a key factor explaining the growing success of ERP 
to companies. Despite the unquestionable progress 
they make today, ERP do not fully meet 
satisfactorily the needs of companies. 
2.1 The Emergence of Integrity 
Management Software 
Historically, functional systems businesses were 
developed on different materials following different 
methodologies: the achievements are generally 
heterogeneous both in terms of data representation at 
the level of processing modes. It follows multiple 
disadvantages: 
- Communication problems between areas expected 
to share common data; 
- Process control challenges due to the multiple 
treatments required to obtain synthetic statements; 
- Students maintenance costs in the absence of 
modularity resulting low scalability; 
- Complexity of the training was the use of very 
varied software; 
- Difficulties for many controllers, in the collection 
and re-keying data from different systems and 
serving to consolidate budgets, develop reporting 
tables, etc. 
2.2 What is an ERP? 
Acronym of American origin, ERP (Enterprise 
Resource Planning) is commonly used to designate 
the integrity management software. The term "ERP" 
is not totally adequate because it puts only evidence 
planning appearance. However the French 
translation "ERP" does not include the planning 
dimension and its use is problematic. 
As defined by Robert Reix (1999), an ERP is a 
computer application that incorporated the following 
general characteristics: 
- An ERP is a software package: according 
CXP4, a software package is "a coherent and 
independent set is service programs, supports, or 
handling of information and documentation, 
designed to perform standard IT processes, including 
the distribution is of a commercial nature and that a 
user can independently use after installation and 
limited training. 
- An ERP is customizable: standardized product, 
the ERP is designed originally to meet the needs of 
various businesses. II usually are different versions 
by sector (automotive, banking, etc.) and prolonged 
use. In addition, the adaptation of the product to the 
needs of a particular business is by setting (choice of 
management rules, choice of treatment options, 
choice of data format, etc.). The setting may be 
accompanied by an appeal has additions of specific 
programs articulated around standard programs. 
- An ERP is modular: it is not a monolithic 
structure but a set of programs or separable modules 
each corresponding to a management process: 
installation and operation can realize autonomously. 
The division into modules allows you to dial a 
specific solution for assembly and extend the 
implementation has different areas of management. 
- An ERP is integrated: the various modules are 
not designed independently they can exchange 
information according to patterns provided. The PGI 
guarantees at all times a perfect integrity and data 
consistency for all users, allowing DC to end 
interfacing problems, synchronization and double 
entries. 
- An ERP is a management application: it 
captures the company's transactions (accounting, 
stock management, order tracking and production 
program ...) and propagates the information 
collected to the appropriate levels. However, it 
contains no optimization program or automatic 
decision. 
2.3 Why Moroccan Businesses They 
Opt for ERP? 
The term ERP comes from the name of the method 
MRP (Manufacturing Resource Planning), industrial 
method used since the 1970s for the needs of 
management and planning of industrial production 
and computer-aided production management. 
As to migration patterns, some companies opt for 
highly problematic solution to migrate their IT 
systems through process redesign while others opt 
for outright deportation of the existing. 
Now this type of establishment "Big Bang" is 
desirable, particularly in the following cases: 
 Existence of bottlenecks and sticking points of 
information between services; the implementation of 
ERP will provide an opportunity to everyone to 
overhaul their procedures. 
 Excessive heterogeneity of the applications 
used and abundance of interfaces between business 
and auxiliary applications with the central 
accounting system. 
 Great difficulty for employees to adapt to new 
applications when they change service within the 
company. 
In general, it should return to the main benefits 
and difficulties of ERP to determine whether the 
context of implementation of ERP is favourable or 
not. 
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2.3.1 Organizational Factors 
In view of concentration transactions (mergers and 
acquisitions) facing most industries and growth 
marked at several international groups, many 
companies are forced to include in their calendars 
projects migration to ERP, and, just as the parent 
company or other subsidiaries. 
Moreover, partnership agreements and often 
require their contractors to implement the same 
management systems that their reference customers, 
and to ensure the exchange of data, transparency and 
reliability of information financial communicated to 
the third party. 
2.3.2 Technical Factors 
The evolution of information systems to more 
sharing, more integration and flexibility are key 
factors behind the growing success of ERP to 
companies. Today, as we will examine later, they do 
not yet fully satisfactory answer to the expectations 
of the latter. 
Nevertheless, they represent the most promising 
path towards a more comprehensive computer. 
2.3.3 Prudential and Internal Control 
Factors 
Indeed, in accounting and financial reporting and 
management, ERP also provides an audit trail and 
traceability data, the ability to set up multiple 
quantitative and qualitative controls to increase 
assurance of the device internal control during the 
course of the various transactions through the 
"workflows" of validation and execution of manual 
data processing, semi-automatic or automatic. 
2.4 The Measurement Models of 
Successful ERP System 
Many models have been developed to evaluate the 
systems and the success of technology (Davis, 
1989b; DeLone and McLean, 2003 1992 Gable et 
all., 2003; Ifinedo and Nahar, 2006; Sedera and 
Gable, 2010; Shang Seddon, 2002). These models 
have been validated empirically by numerous studies 
in the information system. The results show that 
many case studies are studied by applying the 
DeLone & McLean model success using a modeling 
approach structural equation (Dörr et all., 2013). 
 
Figure 1: D&M IS Success Model (Delone& 
McLean.1992). 
2.5 Evaluation Approaches 
Many researchers have tried to understand the 
relationship between IT investments and 
performance, focusing on five main approaches for 
evaluating IT projects (Bellaaj, 2010). These 
approaches are: 
- Evaluation Approach economic theory 
(Brynjolfsson): the main objective of this approach 
is to understand the gap between IT investment and 
productivity of the organization according to certain 
economic criteria. 
- Evaluation Approach Social Psychology 
(Davis, 1989a, 1989b; Venkatesh et all., 2003): 
beyond the economic approach, it incorporates the 
human factor as a key factor in the process of IT 
investment and impact assessment. 
- Evaluation Approach Based on the analysis of 
competition: this approach is developed by (Porter 
and Millar, 1985) explains how technology affects 
all business. The authors outline the information 
technology needs to be understood more than just 
computers, it must be broadly conceived to 
encompass information that companies create and 
use as well as a wide range of technologies more 
increasingly convergent and linked this process the 
information in their perception of IT they adopt the 
concept of the value chain to explain the competitive 
advantages of IT investments. 
- Evaluation Method based on strategic 
alignment: This approach is developed by 
(Henderson and Venkatraman, 1993), it is widely 
used by researchers in the information to understand 
two key concepts system; the first is the adequacy of 
the information technology goals and strategic 
objectives of the organization; the second is the 
functional integration (integration between business 
and functional areas). This approach suggests that 
the IT strategy must be consistent with the business 
strategy to improve organizational performance. 
- Evaluation Process Approach: a new 
conception of assessment is success was brought by 
this approach based on the theory developed by 
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emerging process (Markus and Tanis, 2000). This 
approach highlights the failure of the economic 
model to assess the success, and proposes a new 
vision of evaluation not only on the input evaluation 
on the base, but also based on the use and impacts of 
IT, by virtue of a valuable creative process. 
In this section, we present two examples of 
evaluation approaches that synthesize the different 
perspectives of assessment mentioned above. First, 
we will propose an AHP approach to assessing 
performance measures ERP (Tsai et all., 2006). 
Second, we will introduce the Balanced Scorecard 
approach widely adopted by many researchers to 
assess the benefits of the ERP system (Chand et all., 
2005). 
2.6 The Theoretical Foundations 
First, we present our conceptual model which is 
based on both theoretical and empirical background. 
This framework will be considered a success 
evaluation model of ERP system that combine 
causal processes and considerations for evaluating 
the success of the ERP project in three performance 
levels: The individual performance, the performance 
of the task force and performance Organizational 
(Ifinedo Nahar et al, 2011).  
2.6.1 Mathematical Theory of Communication 
The mathematical theory of communication (Mason, 
1978; Weaver and Shannon, 1949) explains the 
interaction of three factors: the information system, 
information such as a product and the impact of 
information on individual performance and 
organizationall. This approach is used by (DeLone 
and McLean, 1992) in their model of success for 
developing sexual constructions considered the main 
variable to evaluate the success of the information 
system. 
2.6.2 Innovation Diffusion Theory 
Based on the theory of diffusion of innovation, 
mainly paradigm variables determining the adoption 
of innovation (Rogers, 1983), three main factors 
emerged: Innovation /Technological factors, 
environmental factors and factors Organization. In 
this taxonomy, each of these factors can be 
explained in the context of the ERP system. These 
factors are extremely important in the adoption of 
ERP phase and they must be integrated in the 
process of successful ERP system (no success 
without adopting one hand technologies). 
2.6.3 Structuring Theory (AST Approach) 
Structuration theory associated with institutional 
theory Giddens social assessment has been widely 
applied to understand and explain organizational 
technology adoption (DeSanctis and Poole, 1994).      
We focus solely on the AST proposed by DeSanctis 
and Poole, 1994 to explain how technology brings 
productivity, efficiency and satisfaction to both 
individuals and organizations. This approach is 
based on the school of technology was applied and 
explained by DeSanctis and Poole, 1994 in their 
approach to the theory Adaptive Structuring. The 
ASP is considered a framework to study the 
variation in the change of the organization and 
illustrating the impact of advanced technology on 
organizations. It has been tested on a GDSS (Group 
Support System to the decision) to answer questions 
about how technology affects people and 
organizations that use it, and how it improves the 
performance of the working group. 
3 DEVELOPMENT OF A MODEL 
SEARCH  
Therefore, if a company wants to incorporate an 
ERP system, even though its operations are not 
integrated, it should not, alone, buy a software 
package and associated computer equipment but it is 
called, also, to acquire know-how and establish a 
suitable organization of work. 
Therefore, methods of effective use of ERP 
systems require something other than a good 
computer. Moreover, several companies say they 
face serious difficulties in the implementation of an 
ERP system without the technical aspects are 
actually involved: this is due, in fact, to disregard 
and neglect human and organizational factors. 
Thus, and in support of some researchers the 
factors considered can be classified keys to the 
success of an engineering change under the under 
the following dimensions: the involvement of 
management Generally, user involvement, 
communication management, training and the 
implementation strategy that includes both 
reengineering business processes (BPR) that the 
same approach of implementation of these systems. 
At the basis of this reasoning, it is assumed that 
an ERP system is effective at the individual level 
where its users are satisfied. This level of 
satisfaction is determined by the quality system 
implemented in the company, a good quality of the 
information it provides, high value perceived by 
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users and good engineering changes necessary for its 
implementation. 
Thus, the various built the model proposed for 
measuring user satisfaction of an ERP system, 
detailed below, may be diagrammed as in Figure 2. 
 
Figure 2: The conceptual model of measuring user 
satisfaction of an ERP system. 
4 DEVELOPMENT 
HYPOTHESES 
This dimension has been used extensively in the 
literature as the dependent variable success SI. 
DeLone & McLean (1992) fall within a number of 
33 empirical studies published between 1981 and 
1987 who enjoy success in terms of user satisfaction 
(Bailey and Pearson, 1983). 
In general, this satisfaction was defined by the 
attitudes and perceptions. In specifically, this 
satisfaction was defined as the result of the 
evaluation that individuals are on continuum 
"content - dissatisfied"; or the sum of feelings and 
attitudes towards each of a variety of factors 
affecting the situation. 
4.1 Quality System ERP 
This dimension is widely used in the literature (Doll 
& Torkzadeh, 1988; Davis, 1989; DeLone & 
McLean, 1992; McGill et all., 1999; etc.). It is a 
powerful determinant of the effectiveness of IT as 
well as user satisfaction. The quality of the system 
relates to the quality of application itself (the 
different system functionality, ease of use and 
learning). In addition, it summarizes some issues 
such as the lack of "bugs" in the system, the user-
friendly interface, etc. 
Therefore, the hypothesis H1 states: "The better 
the quality of the system (ERP) is good, more 
satisfaction is high." 
4.2 Quality of Information Provided by 
the System ERP 
The concept of quality of information has been widely 
used as a key success factor in research in SI. In fact, 
this construct has been measured primarily by Bailey 
& Pearson (1983) and Doll & Torkzadeh (1988) as a 
measure among other satisfaction. This dimension 
usually includes attributes related to the quality of the 
information provided by the ERP system, such as the 
format of the information, clarity of information, 
accuracy of information, availability of necessary 
information in real time, the information content, etc. 
Therefore, the second hypothesis H2 states: "The 
better the quality of information provided by the 
system (ERP) is good, more user satisfaction is high." 
4.3 Perceived Utility 
This construct is defined by Davis (1989) as the 
degree to which a person believes that the use of a 
particular system would increase the work 
performance. This dimension has been considered as 
a factor affecting the satisfaction of users that it 
comprises, on the one hand, items related to the 
perceived ease of use and, on the other hand, those 
related to the perceived usefulness. Moreover, Davis 
(1989) shows that the acceptance of a technology 
depends on perceptions of users of this technology. 
Indeed, the Technology Acceptance Model (MAT) 
assumes two types of beliefs, perceived ease of use 
and perceived usefulness, determine the intent of the 
individual who influences the use of technology. 
This allows, therefore, bringing forward the third 
hypothesis H3 namely: "The greater the perceived 
usefulness by users, the greater their satisfaction is high." 
4.4 Quality Engineering Change 
As   shown   above,   this   new   dimension   can   be 
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understood by the five under following detailed 
dimensions. 
4.4.1 Involvement 
To drive change caused by the implementation of an 
ERP system, it is essential that this project will 
become the project of the entire company: from top 
management to operational: 
• The Involvement of Senior Management 
Indeed, the leaders are not called, only to finance the 
project but also to take an active role in managing 
change. This role is mainly to guide the overall 
operation, encourage local initiative, indicate very 
clearly the kind of organization that wishes to establish, 
define the corresponding steps of achievements, etc. 
• The Involvement of Users 
Added to the commitment of senior management 
and middle management, the implementation of an 
ERP system can be conducted only by the 
involvement of the community of operational users 
and a user project manager full time representing the 
whole of this community. 
However, it is important to note that the 
involvement of users could not be, in itself, a 
prerequisite for the proper conduct of change. The 
latter requires, in addition, good communication 
management. 
4.4.2 Communication 
Certainly, the quality of communication within work 
groups plays an important role in employee attitudes 
towards change. Where communication and 
atmosphere were good, new technologies were 
generally welcomed with enthusiasm, while in 
groups where members felt compelled to comply 
with the new rules, reactions were much less 
favourable. In fact, communication is essential not 
only to create an understanding and approval of the 
establishment, but also to win the agreement of 
users. This communication should begin early, be 
consistent and continuous. 
In addition to good communication during an 
implementation project of an ERP system, it is 
inevitable to provide training to users. 
4.4.3 Training 
Training is seen as an important factor to facilitate 
change in the organization and introduction of new 
technologies .This training aims mainly to prepare 
staff and help them adapt to their new tasks in order 
to be successful organizational change. It is not 
intended; only use new systems but also the 
understanding of new processes and their integration 
into the system. Hence, training is an ongoing 
process and updating a challenge. 
4.4.4 The Implementation Strategy of an 
ERP System 
The implementation of an ERP system means a 
continuous learning cycle in which the organizational 
process supported by ERP systems is aligned 
gradually with the company's goals. Lequeux (1999) 
says: "Far from leading a purely IT project, the 
adoption of ERP should be an opportunity to 
reconsider the mechanisms and improve the flow 
participating in the operation of the business, even to 
consider a business process reengineering". 
• The Business Process Reengineering  
Moreover, the re-engineering of business processes 
and implementation of ERP systems are inseparable. 
They should be carried out simultaneously in order to 
obtain the best fit between the technologies and 
processes. This adjustment requires considering the 
role of ERP systems such as infrastructure, which 
now support the process and no longer functions and, 
therefore, improve their organizational effectiveness. 
• The ERP System Implementation 
Approach 
Akkermans and Helden (2001) have focused on ERP 
systems implementation approach while trying to 
show that the incremental approach, scalable, based 
on continuous improvement is a key success factor in 
the implementation of a project ERP. They add that 
users of an ERP system are less satisfied if there was 
a radical approach (Revolutionary) that this approach 
results in a rigid management style based on a high 
degree of control and command, Intensive use of 
external experts, even non staff involvement and 
therefore a loss of skills and know-how internally. 
Thus, and from the previous development on 
engineering changes, it was agreed to present the 
hypothesis H4 on this new dimension, "the higher 
the quality of engineering change is good, more user 
satisfaction is better ". 
This hypothesis derived secondary hypotheses 
for sub dimensions of engineering change. They are 
formulated as follows: 
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- H4a "More DG is involved in the project 
implementation of an ERP system, more user 
satisfaction has increased." 
- H4b: "More user involvement, the greater their 
satisfaction is high." 
- H4c: "More communication is good, most users are 
well satisfied." 
- H4d: "More training is good; more user satisfaction 
is very high." 
- H4e "The incremental implementation approach 
can increase user satisfaction more than the radical 
approach." 
5 RESEARCH METHODOLOGY 
Once part of the research is defined and the variables 
of the research are identified, it is important to 
conduct data collection. For this, a questionnaire, 
multi-scale, was built and tested with users 
belonging to both different hierarchical levels as 
various services, and finally administered face to 
face in Moroccan companies. 
Given that companies have adopted ERP 
systems are not numerous, it was not possible to 
focus on a specific industry. The selection of the 
study population was guided by a single criterion, 
namely: the existence of an ERP system that is 
already operating at all levels (all modules are 
already functional) or at least a good part of the 
system east. 
Data collection has collected a sample of 40 
companies surveyed; representing an effective 
response rate (60.45%). However, it should be noted 
that the unit of this study is defined as the user of an 
ERP system. Therefore, the respondent is either the 
project leader or the leader or one of the senior or 
middle managers, or one of the last entry clerks. 
What mattered was the use of the ERP system. 
6 RESULTS AND 
INTERPRETATION 
It is important to note that the measurement scales 
were either adopted from previous work or created 
for the need of this research. 
6.1 Descriptive Analyzes of Research 
Variables: Evaluation of Measures 
After proposing measures to the various concepts 
identified in the model and collected the data from 
the selected population, it is appropriate now to 
ensure the quality of these measures before making 
adequate statistical treatment. To do this, we made 
two types of tests for evaluating the measures 
namely: tests 
The dimensionality and reliability test (Cronbach's 
alpha) (Evrard, Pras & Roux, 1997). Through these 
purification tests, which are based on principal 
component analysis ACP was determined for each 
building its KMO MSA and each of its items. 
So we tried to conclude whether built or not is 
one dimensional and to specify the contribution of 
each item to the formation of the factor. Finally, we 
calculated, for each cleared factor, Cronbach's alpha. 
6.2 Explanatory Analyzes of Research 
Once the measures have been evaluated and the new 
structures are identified, we proceeded to test 
hypotheses. This part, devoted to the 
operationalization of the model and test hypotheses, 
has identified the following results. 
Results thus obtained confirmed the work of 
DeLone & McLean and those Seddon & Kiew. 
These results have shown that this satisfaction is 
explained: 
- Primarily by the quality of the system, the 
quality of information provided by this system and 
the utility perceived by the users; 
- Partially by the quality of engineering changes 
needed to implement the ERP system. It is true that 
the data analysis performed could provide only 
partial verification of this dimension engineering 
change because, firstly, user involvement, 
communication and training partially affect that 
satisfaction on the other hand, the other two sub-
dimensions i.e., the involvement of the DG and the 
implementation strategy does not seem to affect the 
satisfaction. 
Notwithstanding, the results presented are 
limited to the sample of enterprises and should be 
interpreted with caution given the nature and sample 
structure, but also methods of data collection used. 
So it will be wise to take this model while 
increasing the sample size to allow better analysis to 
improve results. This should be possible since the 
number of Tunisian companies that are in the 
process of implementing ERP systems is increasing. 
7 CONCLUSIONS 
In conclusion, it should be noted that in our time, the 
information system has become the cornerstone of 
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consolidating the company's strategy .Thus, the IS 
manager is asked to provide future solutions 
enabling the company to be more competitive. It is 
no longer to increase productivity but to provide the 
general direction the technological know-how 
through which the company will be able to adapt its 
service to the needs of its customers while 
controlling costs. 
Through this article, it is important to note the 
prominence that ERP systems are currently in 
Moroccan companies. In fact, these integrated 
management systems, which are increasingly 
"backbone" of the SI of the company, need special 
attention, including in their implementation and 
evaluation. 
Closer to the work of the "Management 
Information Systems" relating to the determinants of 
success of IF including the determinants of user 
satisfaction, the results of this research show that the 
dimensions outlined in previous studies (Quality 
System, quality of information and usefulness) 
remain well determinants of user satisfaction of an 
ERP system. 
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Abstract: In this paper we discuss Business Intelligence and define what is meant by support for Multilingualism in a 
Business Intelligence reporting context. We identify support for Multilingualism as a challenging issue which 
has implications for data warehouse design and reporting performance. Data warehouses are a core component 
of most Business Intelligence systems and the star schema is the approach most widely used to develop data 
warehouses and dimensional Data Marts. We discuss the way in which Multilingualism can be supported in 
the Star Schema and identify that current approaches have serious limitations which include data redundancy 
and data manipulation, performance and maintenance issues. We propose a new approach to enable the 
optimal application of multilingualism in Business Intelligence. The proposed approach was found to produce 
satisfactory results when used in a proof-of-concept environment. Future work will include testing the 
approach in an enterprise environment. 
1 INTRODUCTION 
Users today expect to access relevant information in 
the semantic web in their own language (Gracia et al, 
2011). This is also the case when accessing analytical 
data relevant for decision making using Business 
Intelligence (BI) applications, such as reports or 
dashboards. In this paper, we discuss the application 
of BI in an international context focusing the issue of 
Multilingualism (ML).  Multilingualism is defined 
further in section two but can be understood as data 
manipulation and reporting in more than one 
language. Understanding the issues presented by ML 
requires discussion of the Data Warehouse (DW), 
which is a core component of BI (Olszak and Ziemba, 
2007). We also discuss data marts and focus on the 
star schema as the most accepted form of dimensional 
modelling. We evaluate current solutions and 
approaches to the implementation of ML using the 
star schema in BI environment and propose an 
improved approach.  
The rest of this paper is structured as follows: 
section 2 defines BI and ML and the requirement to 
support ML in a BI context; section 3 discusses ML 
in a Data Warehouse environment, outlining DW 
concepts and design approaches, the role of the star 
schema and the issues presented when implementing 
ML in a star schema; section 4 presents the 
conclusions and evaluation, proposing a revised 
approach to supporting ML. 
2 PROBLEM CONTEXT: 
BUSINESS INTELLIGENCE 
AND MULTILINGUALISM 
To survive in today’s business a company has to 
continuously improve productivity and efficiency, 
while management and executives have to make 
decisions almost immediately to ensure 
competitiveness (Huff, 2013). Information is used to 
enable improved decision making and efficiency 
(Yrjö-Koskinen, 2013; Hannula and Pirttimäki, 
2003). This process is supported by activities, 
processes and applications which are collectively 
known as Business Intelligence. Business 
Intelligence was initially used to describe activities 
and tools associated with the reporting and analysis 
of data stored in data warehouses (Kimball et al, 
2008). Dekkers et al., (2007) define BI as a 
continuous activity of gathering, processing and 
analysing data. BI helps companies to out-think the 
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competition through better understanding of the 
customer base (Brannon, 2010) and can provide 
competitive advantage (Marchand and Raymond, 
2008), and support for strategic decision-making 
(Popovič et al., 2010). From the early days of 
computing, computer technology and software has 
been associated with development in the English 
language (Hensch, 2005) and Business Intelligence is 
no exception.  
BI is a fast evolving field (Obeidat et al, 2015; 
Chaudhuri et al., 2011) and although traditional BI 
focussed on activities such as data warehousing and 
reporting, the new generation of BI has an additional 
focus on data exploration and visualisation 
(Anadiotis, 2013; Obeidat et al, 2015), which 
increases the demand for ML. The business and legal 
context of BI is also evolving. With emerging markets 
and expanding international cooperation, especially 
in the case of European Union, there is a requirement 
to support BI in languages other than English. Users 
today expect to access information in the semantic 
web in their own language (Gracia et al, 2011). Based 
on the online profiles of the biggest European 
companies (Forbes, 2015), most of these companies 
are international in their nature. Business users expect 
to be able to use software and applications, including 
Business Intelligence, in their own language for the 
purpose of better productivity (Hau and Aparício, 
2008). Thus, when expanding their business to new 
countries, companies need to extend and adopt their 
BI infrastructure to support optimal use of local 
languages.  In a European context, the requirement 
for multilingualism has legal underpinnings in some 
countries. Most European countries have laws on the 
official use of their respective languages in public 
communication (Italian Law No. 482, 1999; 
Constitution of France, 1958; Constitution of Croatia, 
1990; Federation Constitution, 1994; Spanish 
Constitution, 1978).  For international companies, 
this means a requirement to support the use of several 
languages to obey local laws. Where there is a need 
to support multiple languages, there is an imperative 
to enable transfer and processing of textual 
accessibilities for localization purposes (Vazquez, 
2013). This also applies in a Business Intelligence 
environment. 
Multilingualism is complex phenomenon which 
can be seen from different perspectives and has many 
definitions (Cenoz, 2013). The European 
Commission (2008, p.6.) defines it as “the ability of 
societies, institutions, groups and individuals to 
engage, on a regular basis, with more than one 
language in their day-to-day lives”. In the Business 
Intelligence DW and presentation context, we define 
multilingualism as the ability to store descriptive 
information and to use this information in a semantic 
layer in more than one language. The changing 
attitudes of business users, the importance of 
emerging and international markets and ever-growing 
local data warehousing communities are additional 
issues that justify the application of multilingualism 
in Business Intelligence. Multilingualism, however, 
presents challenges for design and reporting in data 
warehouses. 
3 MUTILINGUALISM IN A DATA 
WAREHOUSE ENVIRONMENT 
3.1 Data Warehouse Concepts 
Data warehouses are seen as core in the development 
of BI systems (Olszak and Ziemba, 2007).  A widely 
accepted definition of the Data Warehouse is 
provided by Inmon (2005) who defined a Data 
Warehouse as a collection of integrated databases 
designed to support the DSS (decision support 
system) function. In this definition, the data 
warehouse from the architectural point should be 
almost the same as the source system and may also 
have data marts, or aggregated tables that are used for 
reporting and querying purposes. Linstedt et al (2010) 
propose very similar concept known as the Data Vault 
approach. Differentiation is only in the context of 
modelling and storing information inside the Data 
Warehouse. In the Data Vault approach data is loaded 
from the source system in its original format (Linstedt 
et. al, 2010). The Data Vault approach is built around 
Hubs, Links and Satellites (Jovanović et al., 2014). 
Hubs represent source system business keys in a 
master table, links are associations between hubs with 
validity period, and satellites point to the links 
containing attributes of transaction with validity 
period (Orlov, 2014). As the structure of the data is 
highly normalized (4NF+), this approach for the 
implementation of a data warehouse is not adequate 
for direct reporting and requires additional 
dimensional data marts to enable reporting or 
querying (Orlov, 2014).   
Kimball et al (2008) presented an alternative view 
of the data warehouse, arguing that a data warehouse 
should be seen as a collection of data marts, which are 
used for querying and reporting and connected using 
conformed dimensions. In this approach, there is no 
requirement to replicate all the data from the source 
system, just the data needed by the business. 
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3.2 The Star Schema 
Much of the literature on the development of data 
warehouses, and particularly the seminal works by 
Inmon and Kimball, dates from the end of the 20th 
century/the first decade of the current century. There 
has been comparatively little recent work on data 
warehouse design and schema development although 
there is a significant literature on data warehouse 
development and optimisation (Cravero and 
Sepulveda, 2015; Dokeroglu et al., 2014; Sano, 2014; 
Graefe et al., 2013). Inmon and Kimball are the two 
seminal figures in this field and although their data 
warehouse design philosophies, as discussed in 
section 3.1, are opposed, both propose dimensional 
modelling and the use of data marts (star or snowflake 
schema) for reporting   (Orlov, 2014). The Data Vault 
approach introduced by Linstedt (2010) also proposes 
the use of data marts (in the form of star or snowflake) 
for reporting. Inmon (1995), Kimball (2008) and 
Linstedt (2010) all recommend the use of the star 
schema as the most appropriate design strategy for the 
development of data marts. Additionally, a survey 
paper by Sen and Sinha (2005) examined the 
approaches used by 15 data warehouse vendors and 
found that 12 of the 15 vendors supported the star 
schema (alone or in combination with others star 
schema based approaches).  
A star schema is a collection of dimension tables 
and one or more fact tables (Cios, Pedrycz, Winiarski 
et al, 2007). Dimensions have a key field and one 
additional field for every attribute (Kimball et al, 
2008; Jensen et al, 2010). The fact table is a central 
table that contains transactional information and 
foreign keys to dimensional tables, while dimensional 
tables contain only master data (Kimball et al, 2008; 
Jensen et al, 2010; Cios, Pedrycz, Winiarski et al, 
2007). In visual model representation, the dimension 
model resembles a star, thus the name (Jensen, 2010).   
The main benefits of the star schema design are ease 
of understanding and a reduction in the number of 
joins needed to retrieve the data (Cios, Pedrycz, 
Winiarski et al, 2007).  
In dimension tables, the primary key is used to 
identify the dimensional value, while hierarchy is 
defined through attributes. Dimension tables do not 
confirm to the relational model strategy of 
normalisation and may contain redundancy (Jensen et 
al, 2010). The Fact table, on the other hand, holds the 
foreign key to dimensional table values and as there 
is no redundancy it could be considered to be in 3NF 
(Jensen et al, 2010). All foreign keys to the 
dimensional tables build together the primary key for 
the fact table. 
There are other schemas used for the purpose of 
dimensional modelling, such as snowflake or galaxy. 
Cios, Pedrycz, Winiarski et al (2007) consider the 
snowflake and the galaxy schemas as the variations 
of the star schema, while Inmon (1995), Kimball 
(2008), Linstedt (2010), Corr and Stagnittno (2014) 
and Jensen et al (2010) consider it as a separate 
dimensional modelling philosophy and not as a 
variation of the star schema.  
The star schema is the dimensional modelling 
concept most used by the industry (Sen and Sinha, 
2005). It is recommended as the most appropriate 
design strategy for development of data marts and is 
considered as a general dimensional modelling 
approach in the data warehouse (Inmon, 1995; 
Kimball, 2008; Linstedt, 2010). Thus, in this paper 
we focus on the issues of multilingualism exclusively 
within star schema. Although the accepted design 
approach for DW development, and regarded as a 
good fit for business requirements (Purba, 1999), star 
schemas present issues when handling multilingual 
systems. 
3.3 Multilingualism Issues in Data 
Warehouse Design 
Conventional Business Intelligence uses a process 
known as ETL [Extract-Transform- Load] (Kimball 
et al, 2008; Inmon, 2005) in which data is extracted 
from data source applications, transformed and 
loaded into a data storage medium, typically a data 
warehouse or data mart and then analysed to enable 
meaningful reporting usually via web or desktop 
applications. However, this process is most effective 
in a single language environment. Language, 
including multilingualism, is a difficult issue in 
software localization (Collins, 2002) especially in a 
multidimensional context; and the expansion of BI 
systems to enable reporting in different languages is 
not trivial.  In the context of multilingual websites, 
several factors have been identified when presenting 
to  different  range  of  audience  in  different countries 
Table 1: Simple Product dimension. 
Key Description Code Category Subcategory From_Date To_Date 
123 Apples FA Fruits vegetables Fruits 01.01.2014 31012014 
124 Beer DB Drinks Alcoholic 01.01.2014 31012014 
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(Hillier 2003).  The most important are cultural 
context and accessibility of applications in local 
language. Creating and maintaining a web 
environment in a multilingual perspective creates 
special challenges, both cultural and technical (Huang 
and Tilley, 2001).  Besides the standard issues that 
arise during translation process from one to other 
language (such as meaning of words, terminology, 
phrases, text direction, date formats, etc.) we face 
additional technical issues when translating texts in 
computer-based environment (Hillier, 2003).  
These problems may range from different 
application environments to different implementation 
standards. To optimally apply multilingualism to 
existing Business Intelligence environment it is 
necessary to identify the issues in a BI environment. 
The next section examines three possible 
workarounds based on amendments to the star 
schema: including additional attributes, extending the 
primary key and providing additional dimension 
tables. All these solutions, as discussed below 
introduce problems such as extreme data 
redundancies leading to performance issues, and 
implementation and maintenance difficulties. 
3.3.1 Adding Additional Attributes for New 
Languages to Dimension 
One approach, derived from Kimball’s method for 
delivering country-specific calendars (Kimball and 
Ross, 2011), recommends that where there are new 
values for the dimension tables in star schema, we 
simply add new attributes to the dimension. This 
approach is also proposed by Imhoff et al (2003) as a 
solution for simultaneous bilingual reporting. Imhoff 
et al (2003) state that if we need to provide the ability 
to report in two or more languages within the same 
query, we need to publish the data with multiple 
languages in the same row. When implementing 
dimensions using this approach, attributes should be 
descriptive, added in the form of textual labels that 
consist full words, without missing values, discreetly 
valued and quality assured (Kimball et al 2008). This 
is illustrated by the simple Product dimension shown 
Table 1. As we see, attributes in the Product 
dimension (Description, Code, Category and 
Subcategory) are textual fields and at this point, the 
star schema would be sufficient for the most 
companies to implement functional and optimal data 
marts. The limitation of this approach in a 
multilingual environment would be extremely large 
dimension tables. For example, if there are ten 
descriptive attributes for “product” dimension, in the 
case   of  the   five   languages,   there   would   be   an 
additional forty columns.  
To demonstrate the problem, we convert the 
product dimension table (Table 1) to a conceptual 
view (Table 2a). The sample Product dimension, 
based on Table 2a, which additionally includes 
German, Italian and Bosnian language besides 
English would look like Table 2b.  
Table 2a: Conceptual view of the Product dimension. 







Table 2b: Product dimension in English, German, Italian 
and Bosnian language. 




















As we see, new attribute columns for German, Italian 
and Bosnian language are added for every possible 
textual description. They have suffix _DE, _IT and 
_BA (Table 2b).This simplified example does not 
fully convey the scale of the problem. In 
implementation practice, the Product dimension 
might contain more than 20 of textual attributes and 
the problem would be replicated for all dimensions. 
A real-world example of a Product dimension would 
include descriptive attributes to be used as reporting 
aggregates, for example, description, category, 
subcategory, assortment, assortment area, buying 
department, brand, brand origin, country, 
international categorization, product level, season 
information, product state, class and type.  
As  they   require   large    amounts  of maintenance 
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time and CPU (Poolet, 2008), large and wide 
dimension tables can be problematic, especially for 
rapidly changing dimensions such as a Customer 
dimension (Ponniah, 2004). Rapidly changing 
dimensions are those dimensions where attribute or 
hierarchical values change frequently (Boakye, 
2012). As an example, consider a Customer 
dimension with several million rows of data intended 
to be used in five languages. In this example, the 
Customer dimension has descriptive attributes such 
as “buying category”, “buying frequency” and 
“monetary value” in all five languages. These 
categories are intended to be updated on a daily basis. 
This and similar scenarios could lead to system 
overhead on a daily basis. In addition, wide 
dimension tables require duplicate storage for 
descriptive attributes and make ETL transformation 
complex as the language-based columns must be 
taken into account.  More complex SQL/MDX 
statements are required with different language-based 
columns to change the language of data previews at 
the semantic level (reports, queries or dashboards). 
Moreover, queries that return data sets must be re-
executed in the required language. There are other 
external, but related problems caused by using this 
approach. For example, updating or changing some 
descriptive hierarchical attributes that are used as 
basis for tables containing aggregated data. Suppose 
a specific group of products change their category 
from non-alcoholic drinks to energy drinks, affecting 
also subcategories. It is necessary to update the 
dimension table to change the descriptive records for 
every language and also to re-aggregate the data in 
tables holding aggregated data. In this scenario, we 
would have to delete all data in tables that hold 
aggregate data according to category and re-
aggregate. The process of re-aggregation could take 
several days if we have billions of records in fact 
tables, which is not unusual; Wallmart.com sells more 
than 4.000.000 and Amazon.com more than 
350.000.000 different products (Scrapehero.com, 
2015). The situation is more critical with wide 
dimension tables that represent rapidly changing 
dimensions. The overhead would also increase as the 
company needs to store more languages. 
3.3.2 Extending a Primary Key to Include 
Language Identifier 
The second approach, discussed by Imhoff (2003), 
proposes extending a primary key to include a 
language identifier. As we can see from Table 3, the 
limitation in this case is duplication of the records 
with every new language. With five languages for the 
product dimension, which for example holds one 
million of data, there would be five million records.  
Larger dimension tables slow the process of query 
execution and make it harder to manage updates 
according to the slowly changing dimension rules. 
Slowly changing dimensions are dimensions whose 
attribute or hierarchical values change over time, but 
unlike rapidly changing dimensions, values are 
changed unpredictably and less frequently (Kimball 
et al, 2008). This approach to multilingualism is 
problematic also for rapidly changing dimensions 
(Ponniah, 2004), and as with the additional attributes 
approach, makes heavy increased demands in terms 
of maintenance time and CPU (Poolet, 2008). From a 
memory perspective this approach is less efficient 
than that discussed in 3.3.1 as it doubles storage 
requirements with every additional language.  This 
approach also suffers from the semantic 
layerproblems previously discussed: to change the 
language of data preview on semantic layer (reports, 
dashboards), query statements that return data sets 
must be re-executed. This approach, unlike the 
additional attributes approach, does not lead to more 
complex ETL transformations and SQL/MDX 
statements but the same problems exist with regard to 
rapidly changing dimensions and changing the 
structure of externally aggregated tables. For 
companies using several languages and holding 
millions of records in their dimensions, re-executing 
queries and re-aggregating data according to a 
specific language can be time, memory and CPU 
demanding. 
3.3.3 Schema and Multiple Dimensional 
Tables Solution 
A third approach discussed by Kimball (2001), 
Imhoff et al (2003) and Corr and Stagnittno (2014), 
proposes implementing one fact table and multiple 
dimensional tables – depending on the number of 
languages required. Different languages are saved in 
different database schema and/or in different tables. 
For example, for five different languages, we would 
have five “product” dimension tables - one for every 
language. For the same example, if there are one 
hundred initial dimensions in data warehouse, five 
hundred dimension tables would be required to satisfy 
the MLrequirements for five languages. This 
approach has numerous limitations. As additional 
tables and possibly additional schemas are needed in 
the data warehouse, this approach makes ETL 
processes more complex as the language-based tables 
must be planned for. It requires additional 
transformations  to  every  table  for   every   additional 
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Table 3: Product dimension with extended primary key. 
Key Lang Description Code Category Subcategory From Date To Date 
123 EN Apples FA Fruits  vegetables Fruits 01.01.2014 31.01.2014 
124 EN Beer DB Drinks Alcoholic 01.01.2014 31.01.2014 
123 DE Äpfel FA Obst und Gemüse Obst 01.01.2014 31.01.2014 
124 DE Bier DB Getränke Alcoholisch 01.01.2014 31.01.2014 
123 IT Mele FA Frutta e Verdura Frutta 01.01.2014 31.01.2014 
124 IT Birra DB Beve Alcolico 01.01.2014 31.01.2014 
123 SI Jabloka FA Sadje in Zelenjava Sadje 01.01.2014 31.01.2014 
124 SI Pivo DB Pijače Alkoholna 01.01.2014 31.01.2014 
123 BA Jabuka FA Voće i povrće Voće 01.01.2014 31.01.2014 
124 BA Pivo DB Pića Alkoholna 01.01.2014 31.01.2014 
 
language. The data to be used for aggregation and 
reporting is doubled and so is the metadata for tables 
and schemas. This approach requires more complex 
SQL/MDX statements than two previous approaches, 
and changing the language of data preview at the 
semantic level requires the query to be re-executed. 
Changing any descriptive data in dimensions requires 
re-aggregation of relevant tables holding aggregated 
data, which can be critical considering the ETL and 
SQL/MDX complexity of this approach. If one part 
of the business (country), for example, changes the ID 
for a specific dimension value, this could lead to 
consistency problems. Having different IDs for the 
same data category in different languages disables 
consolidated reporting for that aspect at the enterprise 
level. Other subtle problems that might arise when 
using this approach as discussed by Kimball (2001) 
include: the possibility of translating two distinct 
attributes as the same word in a new language causing 
ETL and reporting problems; reports cannot preserve 
sort orders easily across different languages. To 
overcome these problems, this concept requires 
additional programming or the application of 
additional or surrogate keys as actual keys in fact 
table. 
3.3.4 Discussion 
Besides data redundancy, sub-optimal memory usage 
and complex management, the common limitation of 
the all three approaches is the fact that the business 
users need to re-execute the query or report to change 
the interface language. As BI-based reports and 
queries do complex calculations besides querying 
huge amounts of data from the data warehouse, this is 
problematic and introduces performance issues. 
Further, in the case of translation corrections for 
master data, corrections have to go through the whole 
ETL process. For example, to change an attribute 
description for a specific language, it is necessary to 
change the value in the source system, then wait for 
the execution of the process for the respective master 
data. Other options, such as normalizing star schema 
dimensions for the purpose of multilingualism could 
lead to the Star schema developing into a snowflake 
schema. A snowflake schema is not an optimal design 
solution for data marts with large amounts of data. 
Issues include: the execution of the main query needs 
to consider all joins between tables in the same 
dimension; multi-level dimension tables inside one 
dimension have to be joined during query execution; 
the structure of the snowflake is complex and 
includes large number of database tables per 
dimension; harder implementation and maintenance 
of ETL processes; greater complexity in  
reorganization than the star schema; changes in the 
semantic model could lead to the extensive 
reorganization which would use additional resources. 
3.4 Vendor Specific Approaches: SAP 
Extended Star Schema 
We reviewed the data warehouse and BI software 
market and found that the biggest vendors, such as 
Oracle, IBM and Microsoft, support one or more of 
three approaches explained above. However, one of 
the biggest vendors in Business Intelligence, SAP 
proposes a specific solution for ML, using the concept 
of an extended star schema, which also includes 
language as part of the key.  In this approach the 
dimensions and the fact table are linked to one 
another using abstract identification numbers 
(dimension IDs), which are contained in the key part 
of the respective database table (SAP, 2015). 
Dimensions are not represented as one table with 
redundant data as in classical star schema. Values 
from the tables that hold information about a specific 
dimension attribute text or value are mapped to an 
abstract dimension key.  
This is an implementation driven approach which 
is only supported by SAP BW.  This means it cannot 
be seen as a general design solution as it is a vendor 
An Evaluation of the Challenges of Multilingualism in Data Warehouse Development
201
specific proprietary solution which relies on complex 
joins to retrieve content for reporting purposes.  
4 PROPOSED SOLUTION AND 
FUTURE WORK 
4.1 Conclusions 
We have reviewed the problems presented by ML in 
a BI context and discussed the limitations of current 
solutions to the design challenge of supporting ML in 
the star schema. Existing solutions propose design 
workarounds based on extensions of the star schema 
but lack theoretical underpinnings and introduce data 
redundancy and data manipulation and performance 
and maintenance issues.  The challenge of ML in a 
data warehouse environment is to develop an 
approach that can support ML without introducing 
inefficiencies into the star schema. 
4.2 Proposed Solution 
Imhoff et al (2003) propose that language-based 
values should be generated during the delivery 
process. Corr and Stagnittno (2014) suggest a similar 
approach and propose attribute name translation 
handled by the BI tool semantic layer. The main 
challenge to providing support for ML in the context 
of the Star Schema is that attribute and hierarchy 
descriptions are saved inside the dimensional tables. 
We therefore propose an alternative approach that 
would regard the Star Schema as a higher level entity 
and save textual descriptions from attributes and 
hierarchies elsewhere as language files.  
Figure 1 shows the concept of proposed approach 
based on a three-layered BI architecture idea. We 
describe more detailed technical functionality of the 
proposed solution in Figure 2. Figure 1 shows that the 
master and transactional data are extracted from 
source layer applications into a staging area. From the 
staging area data can be extracted directly into 
reporting Data Marts, following the philosophy of 
Kimball (dashed arrows), or to Data Warehouse and 
then to reporting Data Marts, following the Data 
Vault and Inmon philosophies (full line arrows). 
Before storing data into reporting Data Marts, 
attributes and hierarchical descriptions are extracted, 
together with their IDs, to language files elsewhere on 
the server. As we extract attributes and hierarchical 
descriptions and their IDs to separate language files, 
we store only integer values to dimensional tables. 
Descriptions of attributes and hierarchies would be 
associated with relevant IDs from the dimensional 
tables during report or query execution (on the fly), 
depending on the default language or language 
selected.  This concept has numerous benefits 
compared with conventional methods of enabling 
multilingualism in Business Intelligence 
environment. Working only with integers makes 
SQL/MDX queries faster, reduces table size and 
storage requirements (Heflin and Pan, 2010; Smith, 
2012). 
Initially, the end user sees an Initial Filter Page 
(ivp.file) that enables filtering of the content from 
data marts to be presented in the Reporting Page 
(rep.file). Initial Filter Page uses a default language 
set-up via Global Variables and Language Content 
Pages (steps a, b, c and d). The application sends an 
SQL/MDX request defined using Initial Filter Page 
to the data mart (step 1). The first results set is than 
sent to Check and Define Page (cdp.file), which takes 
it and defines attribute and hierarchical numerical 
values from dimensions as language variables (step 
2). The second result with variabilized values is then 
sent to Reporting Page (rep.file) (step 3). Reporting 
Page communicate with Global Variables and 
Language Content Page using header (steps 4 and b), 
thus it reads the relevant configuration settings for the 
language before taking the second result set. After 
taking the second result set, Reporting Page reads 
language values for attributes and hierarchies from 
Language Content files, assigns them and displays 
final Result Set in the form of business readable 
report (steps 5 and c). 
Using this approach, there is no need to re-execute 
the SQL/MDX query to change the preview language 
– we need only to read new language values from the 
Language Content files. As there is no need for new 
query execution, switching between languages would 
be easy and fast.  
The manipulation of the language content would 
be easier for business users, as this could be supported 
by additional tools or modulesthat enable 
manipulation of textual descriptions saved in textual 
files. In this context, we consider the idea from 
Arefin, Marimoto and Yasmin (2011) that efficient 
Content Management System (CMS), or better 
Multilingual CMS (MCMS), would help us to 
overcome the technical limitations of multilingual 
content in semantic web. In the proposed solution, 
language files are part of the Warehousing layer, but 
content is manageable by MCSM.  
Adding new languages for semantic web interface 
would not be dependent on the languages that exist in 
the source system. If MCSM is implemented  so that 
it has a backend and a frontend for example, we could 
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Figure 1: The concept underlying the proposed approach based on three-layered BI architecture. 
define new languages through the MCSM backend. 
This would allow the business user to change 
descriptions for languages as required. 
As it would be possible for business users to 
change descriptive content directly and by 
themselves, the ETL process required to perform 
language changes would be simplified or in some 
cases eliminated. In conventional solutions, the whole 
ETL process may be performed just to change a small 
descriptive value for the specified master data. This is 
unnecessary in our proposed solution although it 
would be highly recommended that values should be 
changed in source systems as well to reflect 
corrections made in language files. Otherwise, if there 
is a future need to load whole master data for specific 
dimension, it would overwrite the corrections made. 
We recommend using language files only for smaller 
language corrections and executing standard ETL 
process when dealing with three or more corrections 
at the same time.  
This approach simplifies the manipulation of 
textual changes which would be performed outside 
the values stored in dimensions. This is especially 
important with dimensions which are typically large 
such as Article, Product or Customer as there would 
be no need to re-aggregate existing data according to 
textual descriptions of attributes or hierarchies. This 
would allow a more optimal use of database memory 
as there would be no duplicated data descriptions in 
dimensions.  
Our proposed approach was implemented in a 
proof-of-concept (PoC) artefact. We had one fact 
table for Sales data, one dimension table for Product 
Categories data, and one language file holding 
Product Categories data.The fact table had Product 
Category ID as primary key and Price and Amount as 
measures.  Product Category dimension had Product 
Category ID used for relation with fact table and a 
Description field holding descriptions of categories. 
The language file had the same descriptive data as the 
Product Category dimension. The PoC was tested 
with 107.768 records in the fact table, 97 records in 
Product Category dimension table and 97 records for 
Product categories as language file. For testing 
purposes, we wanted to show total price per category 
in our report. In our first PoC method, we multiplied 
Amount and Price from fact table per Product 
Category ID and assigned descriptions from language 
file during report execution - to present the names 
(descriptions) of categories shown.  Using a second 
method we made the same multiplication, however, 
we used the names (descriptions) of categories from 
Product Category dimension and assigned them result 
set using SQL JOIN. 
Results from the PoC showed enviable 
improvement in performance when using language  
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Figure 2: Detailed description of technical functionality of the proposed approach. 
files. The average execution time for a report that 
sums the product sales for 97 different categories 
using language files method was seven times faster 
than using conventional methods of implementing 
star schema. We executed PoC report 228 times: 139 
times for method based on language files and 89 times 
for other method. Using the language files approach 
we could perform smaller descriptive language 
changes quickly (simultaneously in data mart and 
language files). The approach was also less expensive 
in terms of memory. As this approach can be 
implemented in the form of add-on to existing 
monolingual DW structure, it would be optimal way 
to enable multilingualism in existing BI environment. 
4.3 Future Work 
The findings from the PoC artefact were encouraging 
and provide the basis for our future work which will 
test our solution in a real world environment, as part 
of a MCSM.  Future challenges include integrating 
multilingualism into the Business Intelligence 
framework and addressing migration issues as 
businesses move from single language to multilingual 
business intelligence systems. 
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Abstract: Due to the high availability of data, users are frequently overloaded with a huge amount of alternatives when
they need to choose a particular item. This has motivated an increased interest in research on recommendation
systems, which filter the options and provide users with suggestions about specific elements (e.g., movies,
restaurants, hotels, books, etc.) that are estimated to be potentially relevant for the user.
In this paper, we describe and evaluate two possible solutions to the problem of identification of the type
of item (e.g., music, movie, book, etc.) that the user specifies in a pull-based recommendation (i.e., recom-
mendation about certain types of items that are explicitly requested by the user). We evaluate two alternative
solutions: one based on the use of the Hidden Markov Model and another one exploiting Information Re-
trieval techniques. Comparing both proposals experimentally, we can observe that the Hidden Markov Model
performs generally better than the Information Retrieval technique in our preliminary experimental setup.
1 INTRODUCTION
Recommender systems (Jannach et al., 2010; Kantor
et al., 2011; Adomavicius and Tuzhilin, 2005) suggest
(relevant) items to users. The suggestions can help
to solve certain decision-making problems which are
presented to the users, such as which books to buy,
which movies to watch, or which online news to read.
They try to adapt the suggestions to each user individ-
ually, based on his/her preferences.
Existing pull-based (reactive) recommendation
approaches usually assume that the type of item
needed by the user is accurately determined by us-
ing some external procedure. For example, the user
could select an option from a list of predefined types
of items. Although this direct selection is very precise
and it may be practical in some contexts, we argue
that this approach lacks generality and is quite rigid
for the user. For example, in a dynamic environment
where new data sources could appear or disappear at
any time, it may be inconvenient or difficult to have a
predefined set of available types of items collected in
a static list of options. Moreover, a solution based on a
selection among a list of options could be tedious and
uncomfortable for the user, who may be forced to use
a specific vocabulary and patiently navigate menus.
Therefore, we advocate offering a keyword-based
interface to allow users to freely express their needs.
For the detection of the type of item requested by a
user we consider the existence of a database that con-
tains information about the different types of items
available, according to the Entity-Relationship (E/R)
schema shown in Figure 1. A part of the schema
(“item datasets”) focuses on the items available: an
item may have a type and can be described through
a list of features (name-value pairs). Another part
of the schema (“ratings”) stores information about
the ratings of the items: for each combination user-
context-item we may have a specific rating (if avail-
able), and each context is characterized by a set of
variables. By associating context information to each
rating, the E/R schema acknowledges that the con-
text of the user has an impact on the user’s per-
ception of the usefulness of different items, as ad-
vocated by the so-called Context-Aware Recommen-
dation Systems (CARS) (Adomavicius and Tuzhilin,
2011); a typical influential context variable is the lo-
cation of the user (Levandoski et al., 2012). The dou-
ble rectangles in the E/R diagram indicate weak en-
tity types (Teorey et al., 1986) and the diamonds are
oriented towards the regular entity type/s they depend
on. In this paper, we focus only on the “item datasets”
fragment of the E/R schema.
While intensive research has been performed in
the area of keyword-based searching, the use of
keyword-based systems as a support for recommen-
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Figure 1: Entity-Relationship diagram modeling data for a pull-based context-aware recommendation system.
dation systems is rather scarce. We believe that
keyword-based searching approaches for relational
databases cannot be directly applied to help users
define their interests for a recommendation system.
The reason is that those approaches focus on a differ-
ent problem; for example, techniques such as those
proposed in (Bergamaschi et al., 2010; Bergamaschi
et al., 2013) are specialized in queries that retrieve in-
formation from several tables at the same time (i.e.,
join queries), and therefore their adaptation or direct
application in scenarios where simpler queries are of-
ten needed may result in inefficient solutions. In or-
der to understand the recommendation needs of the
user by using keywords, the recommendation system
must be able to interpret the semantic meaning of the
keywords typed by the user and identify the type of
item to recommend. For this purpose, it might need
to take into account semantic relations such as syn-
onyms, similar or related keywords (e.g., restaurant –
hungry, coffee shop – bar – sleepy), etc.
The current goal of this paper is to start exploring
possible approaches for the identification of the type
of item requested by a user in a pull-based recommen-
dation process (del Carmen Rodrı´guez-Herna´ndez
and Ilarri, 2015), by using keywords in the user re-
quest. For example, if a user introduces in the sys-
tem the keywords “place to eat” the system must be
able to interpret that the user is searching items of
the type “restaurant” (or similar types of items, like
“bars”, if available) without the need to choose the
item type from a list previously defined in the sys-
tem. In this paper, two alternative methods are consid-
ered: a solution based on the Hidden Markov Model
(HMM) (Rabiner, 1989) and a solution based on the
application of traditional Information Retrieval (IR)
techniques (Salton and McGill, 1986).
The structure of the rest of this paper is as follows.
Section 2 discusses some related work. In Section 3
and 4, we present the HMM and IR approaches, re-
spectively. In Section 5, a set of experiments is con-
ducted to evaluate both proposals. Finally, we con-
clude the paper and present some lines of future work
in Section 6.
2 RELATEDWORK
In the area of Information Retrieval (IR) (Salton
and McGill, 1986), where generally the data are
unstructured (e.g., searching relevant documents
in the Web), the problem of keyword-based query
answering by using an inverted index (Zobel and
Moffat, 2006) has been studied. For structured data,
the field of keyword-based search has started to
emerge more recently (Chakrabarti et al., 2010).
There are several systems that support keyword-
based searching over structured data sources, such as
BANKS (Aditya et al., 2002), DBXplorer (Agrawal
et al., 2002), DISCOVER (Hristidis and Papakon-
stantinou, 2002), KEYRY (Bergamaschi et al.,
2011), QUEST (Bergamaschi et al., 2013), and
KEYMANTIC (Bergamaschi et al., 2010). As
an example, EASE (Li et al., 2008) is a generic
keyword search method which allows to index
and query large collections of heterogeneous data
(unstructured, semi-structured, and structured data).
The authors of EASE extended the tradi-tional
inverted index in order to provide keyword-based
search, and additionally they proposed a novel
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ranking mechanism to improve the search effectiveness.
Recommendation Systems (RS) (Jannach et al.,
2010; Kantor et al., 2011; Adomavicius and Tuzhilin,
2005) have been a main focus of research, as these
systems gradually reduce the existing information
overload (information available on the Internet, data
provided by devices/sensors of different types or other
users, etc.), by recommending to the users person-
alized items of interest (e.g., movies, music, books,
news, images, etc.) based on their preferences.
However, in the field of RS, only a few works are
marginally related to keyword-based searching. For
example, two methods were studied for personaliz-
ing and improving the results of a social search en-
gine (Shapira and Zabar, 2011), by using collabo-
rative users’ knowledge and integrating information
from the user’s social network; the proposed engine
provides traditional keyword-based search function-
alities. That work belongs to the field of IR, thus
considering unstructured data sources, and applies
recommendations to improve and customize the user
experience. For movie recommendations, a hybrid
system that alleviates the noise and semantic ambi-
guity problems present in keyword and tag repre-
sentations of movies and user preferences was pro-
posed (Stanescu et al., 2013). That proposal combines
collaborative filtering and content-based recommen-
dation techniques. As a final example, a study has
been developed focused on improving the scalability
and efficiency of a Big Data environment (Singam and
Srinivasan, 2015). Specifically, the authors exploit
keywords to indicate the preferences of users from a
keyword candidate list, in order to generate appropri-
ate recommendations based on a hybrid filtering algo-
rithm.
As opposed to previous works, we specifically fo-
cus on the problem of correctly identifying the type
of item required by a user when using a standard pull-
based recommendation system. This first study in that
direction represents a preliminary step forward for the
development of complete and generic recommenda-
tion frameworks (del Carmen Rodrı´guez-Herna´ndez
and Ilarri, 2015).
3 HMM APPROACH
A Hidden Markov Model (Rabiner, 1989) can be de-
fined as a triple A, B, pi, where:
• A = ai j are the state transition probabilities.
• B = [b j(T )] are the observation probabilities (for
each observation symbol T) at each state j.
• pi= [pii] are the initial state probabilities.
There are mainly two basic problems associated
to a Hidden Markov Model (Rabiner, 1989) which are
relevant for the problem tackled in this paper:
1. Problem 1. Given the observation sequence
O = O1,O2, . . . ,OT , and the model λ, how
do we choose a corresponding state sequence
Q = q1,q2, . . . ,qT with the highest probability
P(Q|O,λ) (i.e., which best “explains” the obser-
vations)?
2. Problem 2. How do we adjust the model parame-
ters λ= (A,B,pi) to maximize P(O|λ)?
According to the existing literature, the first prob-
lem (i.e., the problem of finding the most likely ex-
planation for an observation sequence) can be solved
efficiently using the Viterbi algorithm (Forney, 1973;
Lou, 1995). To adapt that algorithm for our purposes,
we have to define the following structures:
• Q is the set of states, which will be composed of
the feature names (that characterize the items) and
the item type.
• O is the set of observations, which will be the item
types, as well the names and values of the item
features.
As an example, we show in Figure 2 a fragment
of the HMM proposed for a dataset InCarMusic (Bal-
trunas et al., 2011). The idea is the same for any other
dataset.
Figure 2: HMM model for the InCarMusic database.
From a reference database containing data on the
domain (“item datasets” fragment in Figure 1), we ex-
tract a file “observations.txt” that contains the values
and the names of the item features (e.g., title, artist
and category in the case of Figure 2) and the item
types (e.g., music in the case of Figure 2). More-
over, we extract a file “hmm model.dat” with a spe-
cific structure. Considering the example of Figure 2,
the structure of the file for three states (e.g., music-
title, music-artist and music-category) and several ob-
servations (e.g., title, t1, t2, artist, a1, a2, a3, category,
c1, c2, music) is displayed in Figure 3.
In the model λ, each state contains the state tran-
sition probabilities A, the observation probabilities B,
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Figure 3: Example of a “hmm model.dat” file structure.
and the initial state probabilities pi. At the moment,
by default, the probability values by state of the vec-
tor B are equally distributed on all the observations,
dividing one by the number of terms related to the
current state. Similarly, the state transition probabili-
ties A have the same values for all the states, obtained
by dividing one by the number of states. The initial
state probabilities pi are determined similarly. Never-
theless, our system supports the manual modification
of the otherwise-equal values: the developer of a rec-
ommendation system can provide higher weights for
certain elements that he/she considers more relevant,
and the weights of the remaining elements will be re-
adjusted to ensure that the sum of all the probabilities
is still equal to one.
The keyword-based pull recommendation process
proposed is presented in Figure 4, which summarizes
the following sequence of steps:
Figure 4: Keyword-based recommendations using HMM.
1. Input of the query: the user introduces the key-
words as the input query in the Graphical User
Interface (GUI).
2. Query pre-processing: the keywords are prepro-
cessed by using the extension of an analyzer of
Lucene, which applies the following filters:
• Quotation tokenizer: it parses the query re-
specting the numbers and the double quotes.
• Standard filter: it applies a standard tokenizer
that parses the query into different types based
on a grammar; for example, it splits words at
punctuation characters, it removes punctuation,
it splits words at hyphens (unless there is a
number in the token), and it recognizes email
addresses and internet host names as a single
token.
• Lower case filter: it normalizes the text of the
token by converting it to lower case.
• Stop filter: it removes stop words from the to-
ken streams, by using an input file containing
stop words.
• Snowball filter: it applies a filter that stems
words using a Snowball-generated stemmer.
3. Application of the Viterbi algorithm: given the
keywords as the observation sequence O and
the HMM model λ, it allows determining the
state sequence Q with the highest probability
(e.g., music-title, music-artist, music-category,
book isbn, book title, book author, book year,
book publisher, etc.).
4. Selection of the type of item: the type of item
that the user needs would be determined by the
highest-frequency state sequence (obtained in the
previous step).
5. Filtering of the database: the database containing
the different datasets is filtered by considering the
type of item identified in the previous step (e.g.,
film, music, book, or concert). The data filtered
will be used by the pull recommendation algo-
rithm.
6. Application of the pull recommendation algo-
rithm: it allows obtaining items of interest as an
answer to the query submitted by the user, by
applying any existing recommendation algorithm
desired.
7. Display of the items recommended: a list of items
recommended are provided to the user.
4 INFORMATION RETRIEVAL
APPROACH
A second solution to consider to solve our general
problem is the use of Information Retrieval (IR) tech-
niques (Salton and McGill, 1986). In this case, the
index of the retrieval engine contains a certain num-
ber of documents, whose content is automatically ob-
tained from the databases that store the datasets (see
Figure 1). Each document is named with the item type
and the feature names. For example, for the dataset
InCarMusic (Baltrunas et al., 2011), the document
names to index are “music title”, “music artist”, and
“music category”. The content of each document is
composed of the values of the features (e.g., the artist
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names, the music categories, and the music titles), the
item type (e.g., music), and the names of the features
(e.g., title, artist, and category). The structure of the
documents to index is displayed in Figure 5.
Figure 5: Example of the structure of the documents to in-
dex with the IR approach.
In general, the keyword-based pull recommenda-
tion process performs the following steps (see Fig-
ure 6):
Figure 6: Keyword-based recommendations using IR.
1. Input of the query: the user introduces the key-
words as the input query in the Graphical User
Interface (GUI).
2. Query pre-processing: the keywords are prepro-
cessed by using the same procedure described in
Section 3.
3. Application of the Information Retrieval algo-
rithm: given the input keywords, the system
searches in the index the k documents that are
most relevant to the query.
4. Selection of the type of item: the item type that the
user needs would be the item type corresponding
to the most relevant document (of the ranked list
obtained).
5. Filtering of the database: the database containing
the different datasets is filtered by considering the
type of item identified in the previous step (e.g.,
film, music, book, or concert). The data filtered
will be used by the pull recommendation algo-
rithm.
6. Application of the pull recommendation algo-
rithm: it allows obtaining items of interest as an
answer to the query submitted by the user, by
applying any existing recommendation algorithm
desired.
7. Display of the items recommended: a list of items
recommended are provided to the user.
5 EXPERIMENTAL EVALUATION
In this section, we present the experimental evaluation
that we have performed to evaluate the two methods
proposed. In Section 5.1, we describe the datasets that
we use for the evaluation. In Section 5.2, we present
the keyword-based queries that are evaluated. Then,
we present the experimental settings and the evalua-
tion results.
5.1 Datasets
We consider the following six datasets: LDOS-
CoMoDa (Kosˇir et al., 2011), InCarMusic (Baltrunas
et al., 2011), Book-crossing (Ziegler et al., 2005),
ConcertTweets (Adamopoulos and Tuzhilin, 2014),
RCdata (Vargas-Govea et al., 2011) and Frappe (Bal-
trunas et al., 2015). In Table 1, some statistics related
to the items of these datasets are described.
Table 1: Basic statistics of the datasets.
LDOS-CoMoDa InCarMusic Book-crossing ConcertTweets RCdata Frappe
Number of items 2513 139 271084 50971 130 4082
Number of attributes 8 7 7 8 25 10
In order to represent the HMM model, we used
the item types, the feature names, and the feature
values of the six datasets considered. However, we
only chose the most appropriate features. Specif-
ically, we ignored some features (name and val-
ues) of the following datasets: InCarMusic (e.g.,
album, mp3url, description, and imageurl), Book-
crossing (e.g., image-URL-S, image-URL-M, and
image-URL-L), ConcertTweets (e.g., URL), RCdata
(e.g., fax, URL, and the-geom-meter), and Frappe
(e.g., icon, description, and short description). We de-
cided to ignore these features because they do not pro-
vide useful information. To experiment with datasets
of equal size, we limit the number of instances con-
sidered from each dataset to 1000.
Considering the six datasets mentioned, the
HMM model λ is composed of 52 states (e.g.,
film director, music artist, book title, concert date,
restaurant address, application category, etc.). These
states are the combination of the item types (e.g., film,
music, book, concert, restaurant, application) and the
feature names (e.g., director, artist, title, date, address,
category) of the six datasets.
5.2 Queries
The two methods proposed (the one based on HMM
and the one based on traditional IR) were evaluated
by using 45 queries (see Table 2). Notice that some
queries actually correspond to item types that are
not available in the datasets considered. For those
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queries, the best possible output is “other”, that rep-
resents a type of item not identified. For example,
queries with identifiers from 30 to 35 explicitly in-
clude elements that are not part of the contents of the
datasets.
Table 2: List of queries for evaluation.
Query Id Original query
1 films similar to “toy story”
2 a romantic movie of the year 2009
3 videos of the director “walter lang”
4 the english film titled monkeys
5 a movie of the actor “diane ladd”
6 a music of the singer giovanni
7 rock song
8 music titled “fu¨r immer”
9 song of a rock artist
10 songs like “potato head blues” by “louis armstrong”
11 books about “seabiscuit”
12 books similar to ”fast women” by the author “jennifer crusie”
13 publications with an isbn number similar to 195153448
14 documents by the publisher scholastic
15 books with title “urban etiquette” and publisher ”wildcat canyon
16 concert of the band “iron maiden”
17 musical group that will play on ”02/04/2014” in Madrid
18 concerts in the venue “twickenham stadium”
19 the band direction in the state germany
20 concerts like “cattle decapitation” in ”cellular center”
21 publications with an isbn
22 place to eat
23 lodging in Modena
24 romantic melody
25 upcoming soccer matches in Barcelona
26 a recent horror movie
27 songs of movies
28 readings about movies
29 books about singers
30 self-help documents
31 romantic movie in 1949
32 policy documents of 1930
33 festivals in the region of the Holguin
34 movies that were premiered in 1927
35 documents of the Antarctica of 1908
36 restaurant with bar and permit smoking
37 place for dinner with an ambience familiar and low price
38 places opened in the hours of “12-00-22-00” to have lunch
39 restaurants with the name “taqueria el amigo”
40 french food and with “MasterCard Eurocard” payment
41 applications of photography
42 mobile applications developed by yahoo
43 chats similars to “whatsapp messenger”
44 “sport game” with many downloads
45 an apk similar to “Angry Birds” and language es
5.3 Implementation and Hardware
For the implementation of the HMM-based method,
we used the Hidden Markov Model function-
alities provided by the popular library Apache
Mahout (http://mahout.apache.org/). Similarly,
for the indexing of the documents for the IR-
based method, we used Apache Lucene 2.4.0
(https://lucene.apache.org/). As explained in Sec-
tions 4 and 4, Lucene is also used for preprocessing
(of input keywords and/or documents) in both meth-
ods.
Regarding the hardware, we used a standard stan-
dalone computer with the following features: Intel
Core i5-2320 processor with 3 GHz and 16 GB of
RAM, running Windows 7. We evaluated the perfor-
mance of the proposals, although we omit the details
due to space constraints. The latency is on the or-
der of a few milliseconds (slightly higher for the IR
approach) and the average memory consumption is
around 9.5 MB (HMM) or 2.85 MB (IR).
5.4 Accuracy
The first proposed solution (based on HMM) com-
putes the most likely state sequence matching an ob-
servation sequence given an HMM model. The sec-
ond proposal (based on IR) searches the keywords
in the query in the index of documents and returns
a ranked list of hits. According to the values obtained
of precision, recall and F1 measure in Tables 3 and 4,
the HMM model performs better than the IR model in
the experimental setup considered.
Nevertheless, it should be noticed that the IR ap-
proach is able to retrieve a ranked list of possible item
types, but the HMM approach is only able to return
one. Retrieving a top-K list could be interesting, as
the user could quickly correct the item type identified
as the most likely one if it is not correct. Although
the Viterbi algorithm allows querying the probability
of the most-likely sequence of states, it is not possible
to retrieve the probability of all the possible sequences
of states (which would be required in order to obtain
a ranking).
Table 3: Evaluation of the HMM model.
Item type Precision Recall F1
film 1.0 0.75 0.86
music 1.0 0.86 0.92
book 1.0 0.64 0.78
concert 0.71 0.83 0.77
restaurant 0.83 1.0 0.91
application 1.0 1.0 1.0
other 0.25 0.67 0.36
Average 0.83 0.82 0.80
Table 4: Evaluation of the IR model.
Item type Precision Recall F1
film 0.67 0.75 0.71
music 1.0 0.43 0.6
book 0.78 0.64 0.7
concert 0.83 0.83 0.83
restaurant 0.71 1.0 0.71
application 0.56 1.0 0.86
other 0.0 0.0 0.0
Average 0.65 0.66 0.63
A possible problem with the HMM model is how
to determine suitable probability values when the ob-
servation vector size is very large; potentially, it could
happen that very small probabilities could be rounded
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to zero if the global probability values are shared
among many different possible values. Besides, bet-
ter methods to assign the probabilities (by default we
consider a proportional distribution/sharing) could be
considered. Despite these concerns, the performance
results obtained in the datasets evaluated so far are
quite good.
5.5 Impact of the Number of Instances
We conducted another experiment with the aim of an-
alyzing the impact of increasing the number of in-
stances in the datasets on the performance of the two
methods analyzed. For this experiment, we specif-
ically selected the datasets Book-crossing, Concert-
Tweets, and Frappe, which contain the larger number
of instances (see Table 1). For each dataset, we con-
sidered four different versions (subsets of the origi-
nal datasets) with an increasing number of instances
(1000, 2000, 3000, and 4000 instances, respectively).
Then, we evaluated the performance (precision,
recall, and F1-measure) of both models, as shown in
Figures 7, 8, and 9. As shown in the figures, increas-
ing the number of instances in the datasets in general
leads to a decrease in the performance of both meth-
ods, but it is quite moderate and not very significant
beyond 2000 instances per dataset. Again, in general
the HMM-based method performs better than the IR-
based approach.
Figure 7: Average precision of both approaches.
Figure 8: Average recall of both approaches.
Figure 9: Average F1-measure of both approaches.
6 CONCLUSIONS AND FUTURE
WORK
In this paper, we have presented two methods for the
identification of the type of item required by a user
in a pull-based recommendation process. Up to the
authors’ knowledge, this is the first work that focuses
on the problem of explicitly applying keyword-based
techniques in a recommendation system scenario.
Despite the interest of the results obtained, this
study is still preliminary and we can therefore envi-
sion several avenues of improvement. For example,
a thesaurus can be used to obtain synonyms of key-
words provided by the user. Similarly, key-phrases
could be considered rather than only keywords. Be-
sides, more experiments should be performed with a
larger number of datasets (types of items) and a larger
number of items. In particular, the problem that may
arise if the sizes of the datasets are very different from
each other should be analyzed, as a bias in favor of
larger datasets may appear in the identification of the
type of item.
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Abstract: Buses, equipped with active GPS devices that continuously transmit their positions, can be understood as 
mobile traffic sensors. Indeed, bus trajectories provide a useful data source for analyzing traffic, if the city is 
served by a dense bus network and the city traffic authority makes the bus trajectories available openly, timely 
and in a continuous way. This paper explores the design of a traffic observatory application based on bus 
trajectories, defined as an application developed to detect when the traffic patterns of selected streets of a city, 
observed during certain periods of time, deviate from the typical traffic patterns. The major contributions of 
the paper are a list of requirements for traffic observatory applications, a detailed discussion of key operations 
on bus trajectories and a description of experiments with a traffic observatory prototype using bus trajectories 
made available by the traffic authority of the City of Rio de Janeiro. 
1 INTRODUCTION 
An intelligent control and management system, that 
has a data-driven approach for modelling, analysis, 
and decision-making (Zhang et al. 2013), may help 
achieve better traffic control and create mobility 
plans. As their main input data, such systems adopt 
trajectories, generated by GPS devices installed in 
vehicles (Shi et al. 2008), such as taxis (Zhu and Xu 
2015) and buses (Sunil et al. 2014). 
Indeed, buses, equipped with active GPS devices 
that continuously transmit their position, can be 
understood as mobile traffic sensors. A raw bus 
trajectory is a continuous data stream acquired from 
such a GPS device. 
Bus trajectories provide a useful data source for 
analyzing traffic, if the city is served by a dense bus 
network and the city traffic authority makes the bus 
trajectories available openly, timely and in a 
continuous way. Under such conditions, bus 
trajectories are a better data source to analyze traffic 
than data generated by proprietary traffic applications 
that acquire the position of private cars and that 
depend on drivers’ volunteered traffic feedback. 
Indeed, bus trajectories are a stable data source, in the 
sense that they cover the same set of streets, at 
predictable regular intervals, if traffic conditions 
permit. In fact, this is the point: if the buses in a given 
area are not running according to the usual schedule, 
then a traffic perturbation is the most probable cause. 
Furthermore, if stored in an adequate way, bus 
trajectories will provide, over time, a historical 
picture of how the city evolved, much in the same 
way as satellite imagery gives a historical picture of 
how an urban area grew. 
This paper explores the design of a traffic 
observatory application based on bus trajectories, 
defined as an application developed to detect when 
the traffic patterns of selected streets of a city, 
observed during certain periods of time, deviate from 
the typical traffic patterns. The design of such 
application poses at least the following challenges: 
(1) How to analyze the bus network (served by GPS-
equipped buses) to select streets whose traffic can be 
monitored with the help of the bus trajectories; (2) 
How to mine a bus trajectory dataset to uncover 
traffic patterns; (3) How to detect traffic anomalies, 
estimate their impact and provide explanations, using 
data sources other than the bus trajectories; (4) How 
to maintain and compare different versions of the 
street network, the bus network and the traffic 
patterns, to help city planners assess changes. 
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The major contributions of this paper are three-
fold: (1) a list of requirements for traffic observatory 
applications; (2) a detailed discussion of key 
operations on bus trajectories; (3) a description of 
experiments with a traffic observatory prototype 
using raw bus trajectories made available by the 
traffic authority of the City of Rio de Janeiro, which 
corroborate the usefulness of the proposed approach 
to monitor traffic.  
The rest of this paper is organized as follows. 
Section 2 lists the basic requirements for a traffic 
observatory application. Section 3 introduces the 
main concepts related to street networks, bus 
networks and trajectories. Section 4 discusses some 
key operations on bus trajectories. Section 5 describes 
experiments with real data. Section 6 covers related 
work. Finally, Section 7 contains the conclusions. 
2 REQUIREMENTS FOR 
A TRAFFIC OBSERVATORY 
APPLICATION 
In this section, we enumerate the major requirements 
that a traffic observatory application, based on bus 
trajectories, must meet.  
(1) Select Streets Whose Traffic can be Monitored 
with the Help of Bus Trajectories. 
The first requirement quite simply reflects the fact 
that the traffic sensors are the buses equipped with 
GPS. The application must be able to analyze the bus 
network and select those streets that are frequently 
crossed by buses and whose traffic can, therefore, be 
monitored by analyzing the bus trajectories.  
This requirement depends on a clear definition of the 
concepts of street network, bus network and monitored 
street network, the subset of the street network that can 
monitored by analyzing the bus trajectories. 
(2) Discover Traffic Patterns.  
The second requirement refers to the basic question 
of defining what should be considered normal versus 
abnormal traffic behavior. Thus, the application must 
be able to mine a bus trajectory dataset to discover 
traffic patterns for select street segments, over a given 
period of time. 
In addition to the definition of street network and 
bus network, this requirement depends on the 
concepts of traffic patterns, in the form of traffic flow 
patterns and travel time patterns. 
(3) Detect and Explain Traffic Anomalies, and 
Estimate their Impact. 
The third requirement covers the core of a traffic 
observatory application. It refers to monitoring the 
traffic for select street segments, over a given period 
of time, to uncover the observed traffic patterns, 
compare them with typical traffic patterns and, 
finally, mark the observed traffic patterns that deviate 
from the typical patterns above a given threshold.  
Furthermore, this requirement includes 
identifying traffic events from additional data sources 
that might cause the deviations. 
(4) Maintain and Compare Different Versions of the 
Street Network, the bus Network and the Traffic 
Patterns. 
The last requirement imposes that the application 
must maintain versions of the street network, the bus 
network, the monitored street network and the traffic 
patterns. The application must also support 
comparing different versions of the street and bus 
networks to assess the impact of changes on select 
street segments, which provide a useful tool for city 
planners.  
3 STREET NETWORKS AND 
TRAJECTORIES 
In this section, we define the concepts identified in 
Section 2 and introduce the concept of trajectory.  
3.1 Street Networks 
For the purposes of this paper, a geo-referenced street 
network is modelled as a labelled, directed graph 
G=(V,E,nl,el), where the node labelling function nl 
associates a geo-referenced point (in an appropriate 
geographic coordinate system) with each node in V 
and the edge labelling function el assigns a geo-
referenced line segment (in the same the geographic 
coordinate system used by the node labelling 
function) to each edge in E. Intuitively, the edges 
represent street segments and the nodes indicate the 
start and end points of the street segments; these 
labelling functions must therefore be consistent with 
each-other. A street network may have other labelling 
functions, such as the street name to which the 
segment belongs. 
The familiar notions of (directed) path and circuit 
from graph theory directly apply to street networks. 
A street route is simply a path in G. 
A flow pattern for a node n in V is pair ϕ = (δ,π), 
where δ is a representation of the distribution of the 
flow of vehicles that pass by n and π is a specification 
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of the domain of δ (to facilitate comparing patterns). 
Likewise, a travel time pattern for a path p of G is a 
pair τ = (γ,π), where γ is a representation of the time 
distribution of the travel time of vehicles that traverse 
p and π is a specification of the domain of γ. Figure 2 
at the end of the paper presents an example of travel 
time patterns. 
Given a street network G=(V,E,nl,el), a bus line 
of G is a set l of paths in G; each path in l is called a 
bus route of l. That is, a bus line may have several 
alternative routes, which depend on the time of the 
day, for example. A geo-referenced bus stop, or 
simply a bus stop, of a bus route r is a point of a line 
segment that labels an edge in r. Given a street 
network G=(V,E,nl,el), a bus network of G is a pair 
N=(L,S), where L is a set of bus lines of G and S is a 
set of bus stops of the bus routes of the bus lines in L. 
Finally, a monitored street network for a street 
network G=(V,E,nl,el) and a bus network N=(L,S) of 
G is a quadruple M=(W,F,wl,fl) such that:  
• W ⊆ V  
• If (m,n) is in F then there is a bus route of a bus 
line in N that connects m and n 
• wl is a function that labels each node n in W with 
the bus routes that pass through n  
• fl is a function that labels each edge f=(m,n) in F 
with the bus routes that that connects m and n 
3.2 Trajectories 
A trajectory is the representation of the position 
evolution of a moving object. We can have different 
representation levels: at the raw trajectory level, the 
sequence of sample points is represented as collected 
by the mobile device whereas, at the segmented 
trajectory level, homogeneous parts of a raw 
trajectory are identified based on some criterion. 
More precisely, a geo-referenced spatio-temporal 
point is a pair ((x,y),t), where (x,y) is a geo-referenced 
point and t is a timestamp. A raw trajectory of a 
moving object is a sequence of geo-referenced spatio-
temporal points, s=((p1,t1),(p2,t2),...,(pn,tn)), such that 
ti is less than ti+1, for i=1,...,n-1. A segment c of a raw 
trajectory s is a subsequence of s. Finally, a 
segmented trajectory of a raw trajectory s is sequence 
g=(g1,...,gh) of segments of s such that s is the 
concatenation of g1,...,gh.  
Since a bus is a moving object b, a raw bus 
trajectory s of b is simply a raw trajectory generated 
by b. Useful strategies to segment s would be based 
on the bus stops of a route of the bus line, the nodes 
of the monitored street network, or other control 
points. The next section discusses this last 
segmentation criterion in detail.  
4 SOME KEY OPERATIONS OF 
A TRAFFIC OBSERVATORY 
This section briefly discusses the following 
operations: segmentation of raw bus trajectories; 
detection of travel time anomalies; estimation of 
travel time delays; and finding explanations for travel 
time anomalies. These operations are at the heart of 
the traffic observatory prototype illustrated in Section 
5. Other equally important operations, such as mining 
traffic patterns, will not be covered due to space 
limitations.  
4.1 Segmentation of Raw Bus 
Trajectories 
The real-time control points segmentation problem is 
defined as follows: 
• Let R be a bus route and n1,….,nk be a list of 
control points that succeed each other along R. 
Given a raw trajectory s, generated by a bus b 
which follows bus route R, segment s into 
g=(g1,...,gk-1), in real-time, so that gi corresponds 
to the segment of s that starts in a point qi closest 
to ni and ends in a point qi+1 closest to ni+1, for 
i=1,…,k-1. 
The control points may be arbitrarily chosen along 
the bus route R, they may be the bus stops of R or they 
may correspond to points pre-defined in a monitored 
street network. However, we assume that ni 
immediately precedes ni+1 in R, for i=1,…,k-1. 
By segmenting s in real-time we mean that the 
spatial-temporal points of s are processed as a data 
stream, that is, at time t, the segmentation algorithm 
has access only to the prefix of s up to t.  
There are several practical problems to take into 
account, such as: 
(1) The bus route associated with s may be incorrect. 
(2) GPS devices introduce errors. 
(3) The sampling interval at which the GPS points are 
acquired may be too long. 
We assume that Problems (1) and (2) have been 
solved by a pre-processing step so that the bus route 
R is correct and all points in s fall over R. 
Problem (3) deserves a separate discussion. If the 
sampling interval at which the GPS points are 
acquired is too long, or the bus is running too fast, no 
point in the trajectory s may correspond exactly to any 
of the control points. Given a control point ni, there 
are at least three possible solutions: (1) select the last 
point qi in s that occurs before ni along R; (2) select 
the first point ri in s after ni; (3) use the timestamps of 
qi and ri to generate a timestamp ui by interpolation 
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and artificially add (ni , ui) to s. Any of these solutions 
actually use route R to impose a linear order on the 
trajectory points together with the control points.  
In the rest of this section, we briefly discuss a real-
time control points segmentation strategy based on 
the first option, for the sake of simplicity. 
Let s = ((p1 , t1), (p2 , t2) ,..., (pn , tn)) be a raw bus 
trajectory generated by a bus that follows bus route R. 
Assume that the points in s correctly fall over R. 
Suppose that we have already processed the prefix 
((p1 , t1), (p2 , t2) ,..., (pi , ti )) of s and that (pi , ti ) is such 
that pi is the last point in s before ni . We must discover 
(pj , tj ) in s such that pj is the last (spatial) point before 
ni+1 along R. We will then have found the desired 
segment gi , which is ((pi , ti ) ,..., (pj , tj )). 
To discover one such point, we associate with  
(ni , ni+1) a variable C, which is initially Null, and 
which will hold a pair (ph , th), where (ph , th) is the last 
known point of s. 
Let (pk , tk) be a new spatial-temporal point of s, 
that is, (pk , tk) is added at the end of the current prefix 
of s. There are two cases to consider: 
1. pk lies before ni+1 along R. Then, update C to  
(pk ,tk). 
2. pk lies after ni+1 along R. Then, (pk , tk) is the first 
point in s after ni+1 and the current value of C is 
used as the end-point of the segment that started 
on (pi , ti). 
A few comments are worth at this point. As 
already indicated, this segmentation strategy depends 
on a pre-processing step so that the bus route R that is 
correct and all points in s fall over R.  
The real-time control points segmentation 
strategy can be modified to simultaneously segment a 
set of raw trajectories that traverse the same control 
points (see examples in Section 5.3) simply by 
replacing variable C by a hash table whose key is the 
bus ID.  
Also, the strategy can be used to (off-line) 
segment a set of raw trajectories stored in a trajectory 
dataset. Furthermore, with minor modifications, the 
segmentation strategy can be transformed into a 
strategy to monitor buses whose routes cover a given 
set of control points. 
4.2 Detecting Travel Time Anomalies 
The real-time travel time anomaly detection problem 
is defined as follows: 
• Given a street route S and a time interval T, detect 
in real-time if the travel time to traverse S during 
T is deviating from the average travel time. 
An  example  of  a   time   interval   T   would   be 
“Monday, August 17th, from 6:00 AM to 10:00 AM”. 
We also say that a time interval U, such as “Monday, 
August 10th from 6:00 AM to 10:00 AM”, is 
consistent with T. 
We recall that both a street route S and a bus route 
R are paths of the street network. We say that a bus 
route R matches S iff S is a sub-path of R (this notion 
is needed to select bus trajectories that cross S). 
Let S be a street route and assume that S starts on 
a node labelled with point ni and ends on a node 
labelled with point ni+1. Let T be a time interval. Let 
π be a set of trajectories that are being generated, 
during the time interval T, by buses that follow routes 
that match S.  
A real-time traffic anomaly detection strategy, 
similar to the segmentation strategy described in 
Section 4.1, would go as follows: 
1. Off-line, as a preparation step, obtain an 
estimation for the average travel time to traverse 
S, denoted  ߬̅[S , α , T , P], using the travel times 
to traverse S observed in a set α of archived 
trajectories, for time intervals consistent with T, 
over a period of time P. 
2. In real-time, given a trajectory s in π, suppose that 
the prefix ((p1 , t1), (p2 , t2) ,..., (pi , ti )) of s has 
already been processed and that (pi , ti ) is such that 
pi is the spatial point in s closest to ni . When a 
point (pk , tk) of s is received, if  
tk - ti > ߬̅[S , α , T , P], then the bus that is 
generating s is running late to reach ni+1, that is, to 
traverse S.  
3. If more than one bus, but less than Y buses are 
running late to traverse S, raise a yellow 
semaphore where Y is a given constant. 
4. If more than Y buses are running late, raise a red 
semaphore. 
The use of semaphores is justified since buses 
might be delayed for a number of reasons and, hence, 
one cannot signal that there is a travel time anomaly 
to traverse S at T if just one bus is running late. 
4.3 Estimating Travel Time Delays 
The travel time delay estimation problem is defined 
as follows: 
• Given a street route S and two periods of time P1 
and P2, estimate the differences between the travel 
times to traverse S at P1 and at P2. 
A quite simple travel time delay estimation 
strategy would go as follows: 
1. Select a set αk of trajectories from a set of 
archived trajectories such that the trajectories 
match S and cover Pk, for k=1,2. 
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2. Obtain an estimation for the distribution of travel 
times to traverse S, denoted τk[S , αk , Pk], using the 
travel times to traverse S at Pk observed in the 
trajectories in αk, for k=1,2. 
3. Compare τ1[S , α1 , P1] and τ2[S , α2 , P2]. 
Section 5.3 provides examples of travel time 
delay estimations.  
Finally, using travel time delay estimations, it 
would also be possible to estimate the number of bus 
passengers affected, or the total loss of time (incurred 
by bus passengers), if bus passenger data were 
available. 
4.4 Finding Explanations for Travel 
Time Anomalies 
The explanation of travel time anomalies problem is 
defined as follows: 
• Given a street route S and a time interval T such 
that a travel time anomaly has been detected, find 
a traffic event that can explain the anomaly. 
A strategy to address this problem involves 
interpreting tweets that describe traffic-related events 
and that are distributed by government agencies or by 
news agencies (blind1). Briefly, the strategy would go 
as follows:  
1. Suppose that a travel time anomaly has been 
detected for a given street route S and a time 
interval T. 
2. Use the labelling functions of the street network 
to find the street names of the edges that compose 
the street route S. 
3. Search the appropriate Twitter channels to find 
tweets that refer to traffic events that occurred in 
such streets during T; the search requires 
interpreting the tweets to identify street names and 
other traffic event details (blind1). 
4. If no such tweets are found, use the street network 
to find the neighboring streets along street route S, 
up to a certain distance, and repeat Step (3). 
5. Output any tweet found. 
Section 5.3 provide an example of a traffic event 
that caused a considerable traffic time anomaly. 
5 EXPERIMENTS 
This section describes experiments with the traffic 
observatory prototype developed to test the concepts 
introduced in previous sections.  
5.1 The Bus Network of the City of Rio 
De Janeiro, Brazil 
The public transportation system of the City of Rio de 
Janeiro is largely based on buses. The statistics 
published for the year 2014 are the following: 
• Bus lines: 716 
• Number of buses: 8,916 
• Number of trips:18.5 million 
• Number of passengers transported: 1,263 million  
• Kilometers travelled: 760 million  
• Number of companies: 44 
• Number of employees: 41,375 
• Average bus age: 4.06 years  
• Average no. of passengers per kilometer: 1.39  
• Average no. of kilometers travelled per bus per 
month: 7,094  
Yet more expressive is the fact that buses 
accounted for nearly 60% of all passengers 
transported over the past three years. 
5.2 Data Collection and Visualization 
The traffic observatory prototype offers a basic data 
collection service that:  
1. Captures the bus lines, bus routes and bus stops 
from the traffic authority Web site. 
2. Captures, at regular interval, the raw bus GPS 
points from the traffic authority Web site.  
3. Keeps in core the last 5 positions of each bus.  
4. Stores in secondary storage all points captured, 
organized by day.  
From June 12th, 2014 until December 1st, 2015, 
the service collected more than 2 billion records. 
The traffic observatory prototype also offers 
simple visualization services that allow users to 
overlay bus trajectory data on top of a street map of 
the city:  
1. The last known position of each (operational) bus. 
2. The last known position of each bus, up to a 10-
minute delay. 
3. The last known position of each bus of a given bus 
line, together with the actual bus route (forward 
and return). 
4. The last 5 positions of a specific bus, together with 
the actual bus route (forward and return).  
In all cases, the user may obtain the data 
associated with a bus by passing the mouse over the 
icon that represents the bus. 
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5.3 An Example of Travel Time Delay 
Estimation 
To illustrate what one can expect from the traffic 
observatory prototype, we estimate the travel time 
delays caused by a traffic accident that occurred in the 
metropolitan area of the City of Rio de Janeiro.  
The accident was a fatal collision that caused the 
death of a motorcyclist at the Zuzu Angel Tunnel, 
which is part of an expressway that connects the south 
and the west zones of Rio. As shown in Figure 1, the 
accident occurred on Monday, August 17th, 2015 and 
took place at, approximately, latitude -22.992342 and 
longitude -43.249278 (near the Rocinha community 
in the São Conrado area). 
To evaluate the impact of this event in term of 
travel time delays, the road segments analyzed were: 
Zuzu Angel Tunnel, Jardim Botânico Street and 
Bartolomeu Mitre Avenue, identified in Figure 1 in 
blue, green and red, respectively. These segments 
were chosen based on the (crucial) nodes, shown in 
Figure 1, of the monitored street network of Rio de 
Janeiro.  
Figure 2 shows the travel time spent to traverse 
the Zuzu Angel Tunnel on the day of the accident 
versus the typical travel time pattern for the segment, 
mined from the archived bus trajectories, for the same 
day of the week (i.e., Mondays). As the graph in this 
figure reveals, this event caused considerable travel 
time delays for a crucial period of the day. The travel 
time delays reached a peek of nearly 30 minutes at 
8:00 AM and were observed for nearly four hours, 
from 6:00 AM to 10:00 AM. Travel time delays were 
also observed throughout the Jardim Botânico Street 
up to the Rebouças Tunnel (indicated by top most dot 
in Figure 1), located 10 km from the accident site. 
To conclude, this example illustrates the ability of 
the traffic observatory prototype to mine a trajectory 
dataset to uncover typical and abnormal traffic 
patterns for selected road segments and time periods 
and to compare the patterns to assess travel time 
delays (Figure 2 shows typical patterns in green, or 
light grey, and abnormal patterns in red, or dark grey).  
6 RELATED WORK 
The segmentation of raw trajectories may use 
different criteria, ranging from the transportation 
means used (Biljecki et al., 2013; Biljecki, 2010), 
potential-transition locations (e.g. bus stops) (Liao, 
2006), geo-spatiotemporal information (Buchin et al., 
2015; Yoon et al., 2008), detection of similar sub-
trajectories (Sankararaman et al., 2013) and 
movement analysis (Alewijnse et al., 2014; Buchin et 
al., 2012). Section 4.1 specifically discussed how to 
segment row trajectories based on the passing of 
buses by control points.  
Estimating traffic patterns from GPS data streams 
is an important task to improve the efficiency of 
traffic systems. According to (Zhang et al., 2013), 
traffic applications using GPS data streams can be 
divided into two main groups: centralized and 
distributed. The first group uses traffic data from 
multiple GPS devices simultaneously, while the 
second group of applications uses individual GPS 
data. Traffic state estimation (Geisler et al., 2012), 
queue profile estimation (Ramezani and Geroliminis, 
2015), detection of traffic anomalies (Kuang et al., 
2015) are examples of applications of the centralized 
applications. Applications of the second group 
include: vehicle performance analysis (Kargupta et 
al., 2010), vehicle monitoring (Jose et al., 2015), and 
vehicle anomaly detection (Chen et al., 2012). This 
paper could be classified in the first group of 
applications, as it analyses traffic based on multiple 
GPS-enabled vehicles. 
Kumar et al. (2005) presented a real-time 
surveillance system with a rule-based behavior and 
event-recognition module for traffic videos. Lu et al. 
(2008) developed HOLMES, which is a system for 
highway operation monitoring and evaluation. 
Concerning bus transportation, several works 
addressed the problem of determining the estimated 
time of arrival (Bullock, Jiang and Stopher, 2005; Sun 
et al., 2007). Kormaksson et al. (2014) presented a 
specific study about the City of Rio de Janeiro. 
7 CONCLUSIONS 
We argued that buses, equipped with active GPS 
devices that continuously transmit their position, can 
be understood as mobile traffic sensors. Indeed, bus 
trajectories provide a useful data source for analyzing 
traffic, if the city is served by a dense bus network 
and the city traffic authority makes the bus 
trajectories available openly, timely and in a 
continuous way.  
We briefly listed the fundamental requirements 
for traffic observatory applications. Then, we 
discussed some key operations on bus trajectories. 
Finally, we described experiments with a traffic 
observatory prototype using bus trajectories made 
available by the traffic authority of the City of Rio de 
Janeiro. The results obtained corroborate the 
usefulness of using bus trajectories to monitor traffic. 
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As for future work, we are gradually increasing 
the functionality of the traffic observatory prototype 
to cover all requirements listed in Section 2. 
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Figure 1: Place of the accident. 
 
Figure 2: Travel Time Pattern vs Travel Time at the day of accident – Zuzu Angel Tunnel. 
ICEIS 2016 - 18th International Conference on Enterprise Information Systems
222
Adaptation Services-oriented Systems LifeCycle 
I. Elmagrouni1, A. Kenzi2, M. Lethrech1 and A. Kriouile1 
1SIME Laboratory, ENSIAS, Mohammed V University, Rabat, Morocco 
2Sidi Mohamed Ben Abdellah University, Fes, Morocco 
{issam.elmagrouni, adil.kenzi}@gmail.com, mohammed.lethrech@um5s.net.ma, kriouile@ensias.ma 
Keywords: Development Process, SOC, CAC, SOA / Web Services, MDA. 
Abstract: This work presents the approach of the Development of adaptable Services-oriented Systems. Not the only 
adaptability is important for the survival and success of Services-oriented Systems, but it is also important 
for the rapid changes in technology, organizational structure, human perception and needs. This paper 
discusses the shortcomings of current solutions for adaptive service-oriented System. To address those 
shortcomings, some techniques are used to build and evolve proactive Services-oriented Systems. Using 
those techniques in an integrated way is described along the phases of the service lifecycle. 
1 INTRODUCTION 
The service-oriented computing (SOC) uses services 
as basic constructs to support the rapid development 
of low cost, and easy composition of distributed 
applications even in heterogeneouscomputing 
environments.SOCperspectiveis to join services in a 
network of loosely coupled services, create flexible 
business processes and agile applications that can 
span different organizations and computing 
platforms.Besides, CAC (Context-Aware 
Computing) has been proposed to adapt applications 
and software systems to different useful contexts. 
These cover all the information that characterizes the 
situation of an entity. An entity can be a person, 
place, or object that may be relevant to the 
interaction between the user and the application. 
One of the challenges oflifecycleservicesis the stage 
that identifies the services that support the business 
activities of the organization.There are many 
objectives of this paper. Firstly,is the definition of a 
development process to guide the development of 
adaptable SOS from business requirements. 
Secondly, is the definition of phases, activities, and 
artifacts that allow the identification, specification 
and implementation of adaptive services.The life-
cycle models; for Service-Based applications that 
have been presented in the literature (examples 
include SLDC, RUP for SOA, SOMA, and SOAD) 
are mainly focused on the phases that precede the 
release of software; and even in the cases in which 
they focus on the operation phases, they usually do 
not consider the possibility for to adapt dynamically 
to new situations, contexts, requirement needs, 
service faults, etc.Specifically, the following aspects 
have not been yet considered in those life-cycle 
models: Requirements elicitation, design for 
adaptation. 
The first section briefly presents the work and 
the approaches that are related to the study. The 
second section describes the case study to illustrate 
the approach. The Third section focuses on the 
process definition which will enable the 
development of adaptive services. Last but not least, 
the article will be summed up with a conclusion and 
outlook. 
2 RELATED WORK 
(S.Lane et al., 2011).conducted identified adaptation 
activities that could be used to adapt Service 
oriented system (SOS). These activities combined 
with a skeleton life-cycle model; proposed by the S-
Cube consortium, formed the basis of reference 
process model’ frame for adapting Service-Based 
applications (SBA). This frame of reference was 
used to guide interviews with development 
practitioners who had experience and could provide 
expert’ opinion Service-Based applications’ 
adaptation. Thecollected data of these interviews 
was transcribed and analyzed by using qualified 
content analysis techniques. The result of adaptation 
activities and tasks were constructed into a detailed 
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process model identifying the relevant stakeholders 
and development artifacts for each stage of the 
process. The model’s transfer and ability were 
demonstrated during an evaluation process where 
the model was systematically compared to a 
component-based application adaptation model and 
an empirically based SBA development life-cycle. 
The approach’s advantages are over similar 
approaches because it focused and based on input 
provided by experts from the field. 
A method  proposed by Azevedo et al. [14]  with 
activities to guide the  designer  to  identify  the  
most  suitable set  of  services  to  support  the  
business  activities  of  the organization. The method 
consists of the following steps: (1) Selection of 
activities subject to automation - this stage selects 
process activities TO-BE where can be identified 
candidate services, (2) Process models are 
represented using the   Event-driven   Process   
Chains   (EPC)   and   Function Allocation    
Diagram    (FAD),    (3)    Candidate    services 
identification  and  classification  -  activities  
identified  in  the previous  step  are  analyzed  
within  their  contexts  in  process models according 
to a set of heuristics, and (4) Consolidation of 
candidate services supported by the use of heuristics.  
A guideline  is  proposed  by  Shirazi et  al. [15]  
for  the service  identification  using  two  
approaches:  top-down  and bottom-up. The  bottom-
up  approach is used  to identify  applications  and  
entities  services;  while  top-down approach’s goal 
is to  recognize  the  business  services  and  services 
oriented  tasks.  The  method  consists  of  the  
following  steps: identifying  business  processes,  
making  business  use-case model,   identifying   
entity-centric   services,   recognizing application  
services,  identifying  task-centric  services  and 
recognizing process centric services. Marks and Bell 
proposed a Service Lifecycle; this cycle includes the 
service evolution from conception to maturity along 
its execution. The identification of business services 
is performed using a top-down and bottom-up 
approach in iterative cycles. In order to identify new 
candidate business services,  the  author  proposes  
an  analysis  of  the  following sources:  business  
process,  entities  (interest  and  principal), budgeted 
projects, business experience, preexisting services 
and existing business applications. Arsanjani et al. 
[8] presented a method for service-oriented solutions 
developing called Service-Oriented Modeling and 
Architecture (SOMA). Specifically for services 
identification phase, the paper points out that a good 
practice uses a set of  complementary  techniques  to  
identify  services  and  cites three   service   
identification   techniques:   (1)   Goal-Service 
Modelling (GSM), treats the services aligned to the 
business goals,  (2)  Domain  decomposition  is  
performed  through  a top-down   analysis   of   
business   domains   and   business processes 
modelling that are identified services, components 
and flows. The aim is to consider the static and 
dynamic view of the business including information 
rules and variations. 
(3) Analysis of the existing asset is performed by 
bottom-upanalysis of the existing application 
portfolio and other assets and patterns that can be 
used to identify candidate services. After the 
application of the described techniques, the method 
also    comprises    the    following    step:    
refactoring    and rationalization of the service 
whose service granularity is determined.   Finally,   a   
series   of   criteria   are   applied   to determine   
which service   is   appropriate for candidates’ 
publication.  
3 E-TOURIST MOTIVATING 
SCENARIOS  
Let us consider the following scenarios. Assume that 
a user would like to use a mobile device (e.g., PDA, 
iPhone, Smartphone, BlackBerry, etc.) with 
thedifferent operating system (IOS, Android, etc.) 
which is equipped with a GPS (Global Positioning 
System) to find relevant restaurants with/without 
open gardens. Figure 1 shows a model of application 
mobile “Restaurant Finder”. Customers want to 
browse available restaurants to view offered food 
items and their cost. To this aim they must search a 
set of potential restaurants and select one among 
them. This application also aims to collect the 
customers’ feedbacks regarding selected restaurants. 
Finally, the average satisfaction of all customers 
must be high.  It can utilize various other services, 
such as the Reverse Geocoding for mapping GPS 
information to addresses, the Google Map for 
finding businesses close to an address, the 
Restaurant Data Service for searching restaurants 
based on the user preferences, and the Weather 
Information Service for obtaining weather 
information. The service also offers graphical 
information to the user with a reasonable delay 
(Wifi, 3G, and text/image). 
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Figure 1: The Restaurant Finder. 
4 ADAPTABLE SOS 
DEVELOPMENT PROCESS 
The proposed method described in Figure 2 is based 
on MDA (Model driven architecture). It is composed 
of three abstraction layers: the CIM (Computation 
Independent model) which describes the system’s 
requirements, the PIM (Platform independent 
Model) which specifies the system independently of 
any platform and the PSM (platform specific model) 
which contains the service models related to a 
specific platform. 
 
Figure 2: Development Process of adaptable Service 
Oriented System. 
The first phase “Global analysis" is interested in 
the feasibility study. 
Furthermore, the method is composed of two 
sub-processes:  
An Evolution Process composed of the following 
activities: analysis and design service identify 
business requirement and implementation service. 
An Adaptability Process which the main 
activities is: analysis and design Adaptation 
concerns the adaptation where system processes 
should adapt to certain conditions and 
implementation Adaptation.  
4.1 Preparation 
This phase is the preliminary study of the 
complicated organization that identifies two points: 
(1) business motivation model (2), Legacy system 
analysis. 
4.1.1 Business Motivation Model  
We define business requirements for business 
processes as the overall set ofrequirements that 
relate to business processes as given by the Business 
Motivation Model (BMM) of OMG, such as vision, 
mission, goal, strategy, objective andtactic. More 
specifically, a vision describes the future state of the 
application, withoutregard to how it is to be 
achieved, and mission indicates the ongoing activity 
thatmakes the vision a reality. A goal indicates what 
must be satisfied on a continuingbasis to effectively 
attain the vision, and a strategy is a long-term 
activity designed toachieve a goal. An objective is a 
specific and measurable statement of intent 
whoseachievement supports a goal, and a tactic is a 
short-term action designed to achieve anobjective. 
 
Figure 3: Business Model Motivation of Restaurant 
provider. 
4.1.2 Legacy System Analysis  
In this step, the decomposition of existing systems in 
the form of application modules is used to provide 
an implementation for business services that were 
previously identified. Then, we apply a bottom-up 
approach, i.e. starting from the existing system to the 
business services and business processes. 
4.2 Services Analysis and Design  
Business service identification is critical. Identifying 
appropriate services with the right level of 
granularity can have a major influence on the whole 
system. It is agreed that all business services should 
be identified to meet a business goal. Goals can be 
formulated at different levels of abstraction; ranging 
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from ahigh level and strategic to low level and 
operational. 
4.2.1 Business Process Design with Goal 
Models 
A goal model is used to capture why a business 
process is needed – its purpose or goal – and the 
different ways from which a goal can be attained. 
The goal model has been designed based on the 
design principle of Object-oriented Design, namely 
Decomposition and Abstraction. Decomposition 
principle is used to decompose a large problem into 
subproblems. Each sub problem is at the same level 
of detail, can be solved independently and can be 
combined to solve the original problem. Based on 
the above definition the goal model is designed to 
specify a high-level goal which is decomposed into 
subgoals and a hierarchical ordering of the subgoals 
is done. Goal tree structure is used to represent the 
model. In this, the high-level goal (problem) is 
decomposed into one or more subgoals 
(subproblems) and each subgoal is decomposed 
further into one or lower level subgoals. This goal 
becomes the root of the goal model. It is refined 
using AND/OR decompositions until the resultant 
subgoals can be delegated to either human actors or 
software services. 
Figure 4 shows the goal of Restaurant Provider 
by tool OpenOME is an Eclipse-based tool designed 
to support goal-oriented, agent-oriented and aspect-
orientedmodeling and analysis. 
 
Figure 4: A goal model for the “Tourist System 
Management” business process. 
The general goal is to provide Restaurants that 
AND-refined into the following sub-goals: Find 
Restaurant withhigh quality service and which 
provide both textual and graphical mode.  
4.2.2 Enriching Goal Models for BP 
Modeling 
Since we are interested in the automated execution 
of business processes, we needto capture more 
information about BPs than the basic goal models 
allow. A few annotationsare introduced for this 
purpose. Note that the annotations presented here 
arenot required to be formal. We use the following 
control flow annotations when employinggoal 
models to represent business processes: 
• Parallel (“Para”) and sequence (“Seq”) annotations 
can be used with ANDdecomposedgoals to specify 
whether or not their subgoals are to be achievedin a 
temporal order. For example, billing customers and 
shipping goods are doneconcurrently in the process. 
• Sel (“if(condition)”) indicate the necessary 
conditions for achievingsubgoals. For example, in 
Fig. 2 the goal Order Out Of Stock Product 
isachieved only if the item is not already in stock. 
•Loops (“while(condition)” or “for(setOfItems)”). 
For instance, the goal Add OrderItem must be 
achieved for all items in the order. 
Table 1: Annotation for Business Processes.  
Annotation Meaning 
Seq Sequential execution of activities 
Loop Repeated execution of activities in a 
loop 
Sel Conditional selection of activities 
Para Parallel execution of activities with 
complete synchronization 
4.2.3 Modeling of Input/Output 
Modeling of input/output parameters of goals is also 
important for BP modeling. Identifying inputs and 
outputs during the analysis of a business domain 
help in determining resource requirements for 
achieving goals as well as for the sequencing of the 
goals. The types of inputs and outputs can also be 
specified. While optional, the input/output types can 
be used to generate detailed specifications for 
messages and service interfaces in a BP 
implementation.  
Name: Collect Requests 
Input/Output:r: ReceiveRequest; rc :RestaurantsCollection 
DomainPrecondition:rc:state = default 
DomainPostcondition:rc:state = req initialized 
RequiredPrecondition:rc:keyword = “” ^ rc:date = null 
^rc:distance = “”  (r:keyword ≠ “”˅ r:date ≠ null˅ r:distance≠  “”) 
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RequiredPostcondition:rc:keyword = r:keyword ^ rc:date 
= r:date ^ rc.distance=r:distance^Collect(rc:keyword;rc:date) 
User: Tourist 
Context: Device, Location, Time, Profile, Resturants 
Preference, Weather  
 
Name: Find Graphical Content 
Input/Output:rc :RestaurantsCollection 
DomainPrecondition:rc:state = req_initialized 
DomainPostcondition:rc:state = restaurants received 
RequiredPrecondition:rc:keyword = “” ^ rc:date = null ^ 
rc:distance=“” ^ (r:keyword≠ “”˅ r:date ≠ null˅r.distance≠ “”) 
RequiredPostcondition: ∈∀n rc:restaurants: n:keyword 
= rc:keyword˅rc:date n:date˅ rc:distance= n:distance  ^n:text≠ 
null ^ n:images ≠ null 
User: Tourist 
Context: Device, Location, Time, Profile, Resturants 
Preference, Weather  
An operation is defined through name, input and 
output values and pre- and post-conditions. Required 
preconditions (ReqPre) define when the 
operationcan be executed.Required post-conditions 
(ReqPost) define additional conditions that mustbe 
true after execution. Domain pre- (DomPre) and 
post-conditions (DomPost) define the effects of the 
operation on the domain.The definition of operation 
Find Text Content is similar to operation Find 
Graphical Content except for the required post 
condition that is specified as follows: 
ReqPost: ∈∀n rc:restaurants: n:keyword = rc:keyword ˅ 
rc:date n:date˅ rc:distance= n:distance  ^n:text ≠ null ^ n:images 
= null 
4.3 Adaptation Analysis and Design 
It is interested in capturingspecific adaptation 
requirement for SOS. To control service Adaptation, 
a designer needs to knowwhy a change was made, 
what are the implications, and whether the change is 
consistent or not. Eliminating spuriousresults and 
inconsistencies; that occur due to uncontrolled 
changes, is a necessary condition for services 
toevolve gracefully, ensure stability and handle 
variety on their behavior. 
4.3.1 Typology of Adaptation 
The nature of service Adaptations can be 
classifieddepending on their causal effects as 
follows: 
• Minor Adaptations: these are small-scale 
incremental changes that are localized to a service or 
arerestricted to the clients of that service. 
• Major Adaptation: these are large-scale 
transformational changes cascading beyond the 
clients of aservice, possibly to entire value chains. 
Typical Minor Adaptation focuses on structural level 
changes (service types, messages, 
interfaces,andoperations) and business protocol 
changes (the conversations in which the service 
participates). TypicalMajor adaptation 
includespolicy-induced (pertaining to business 
agreements between service providers 
andconsumers. 
 
Figure 5: Minor and Major Adaptation. 
4.3.2 Dealing with Adaptations 
Service Adaptation requires an adaptation-oriented 
service lifecycle methodology to provide a sound 
foundation for spreading changes in an organized 
fashion that impacted services in a servicechain are 
appropriately configured, aligned and controlled as 
thechanges occur. 
The purpose of the adaptation-oriented service life 
cycle is to ensure that standardized methods 
andprocedures are used for efficient and prompt 
handling of all servicechanges in order to minimize 
theimpact of change-related incidents upon service 
operation and quality. This means that in addition 
tofunctional (structural and behavioral) changes, 
adaptation-oriented service life cycle must deal with 
policy-induced operational behavior and non-
functional changes. Figure 6 illustrates an adaptation-
oriented service life cycle that comprises a set of 
inter-related phases, activities, and tasks that define 
the change process from the start through to 
completion. Each phaseproduces a deliveredmajor 
that contributes towards achieving change objectives. 
Logical breaks arealso provided in the change process 
and are associated with key decision points. The 
phases of the lifecycle are discussed in the next part. 
 
Figure 6: adaptation-oriented service life cycle. 
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The initial phase Figure 6 “Define Adaptation 
Requirement” focuses on identifying the need for 
adaptation and   scoping its extent. One of the major 
elements of this phase is understanding the causes of 
the need for adaptation and their potential 
implications.  
The secondin Figure 6 (“Analyze impact of 
Adaptation”) focuses on the actual analysis, re-
designor improvement of existing services. The 
ultimate objective of service adaptation analysis is to 
provide an in-depth understanding of function, 
scope, reuse, and granularity of services that are 
identified for adaptation. The problem lies in 
determining the difference between existing and 
future service function.To analyze and assess the 
impact of changes, organizations rely on the 
existence of an “as-is” and a “tobe”service model 
rather than applying the changes directly to 
operational services. Analysts rely on an“as-is” 
service model tounderstandthe portfolio of available 
services. This model is used as thebasis 
forconducting a thorough re-engineering analysis of 
the current portfolio of available services that need 
toevolve. The “to-be” service model is used as 
thebasis for describing the target service 
functionandperformance levels after applying the 
requiredadaptation.To determine the differences 
between these two models, a gap analysis model is 
used to help prioritize, improve and measure the 
impact of service adaptation.  
During the third and final phase “Identify 
adaptation strategy and trigger” in Figure 6, In 
order to select the adaptation strategy which should 
be applied, it is necessary to consider that adaptation 
maybe associated with a set of conditions and a 
trigger that are important for designing and 
performing adaptation. The trigger states when the 
adaptation Service must be activated. Each 
adaptation Service is operated through adaptation 
actions as explained in Table 2. 




Substitution The Possibility of configuration with a 
dynamic substitution of the service with 
another one 
Performance The possibility of going back in the 
process for performing an alternative 
path or redoing the same set of tasks
4.4 Service Implementation 
It is based on the following step: Generating 
Business Processes 
4.4.1 Generating Executive Business 
Processes 
A method has been devised for using goal models to 
assist with the development and configuration of 
high- adaptability (flexible) BPEL processes. This 
makes it possible to generate BPEL processes that are 
easily readable by humans and are structured after the 
respective goal models. The BPEL code generation is 
semi-automatic. The generated code is not 
immediately executive so it needs to be completed. 
Nevertheless, provides valuable help in producing an 
executable BP based on the source goal model, the 
code is to be further developed by integration 
developers, who will also be selecting/designing Web 
services to be used by the process.  
 
Figure 7: Example of WS-BPEL 2.0 code generation. 
We start BPEL generation from the root goal and 
recursively through  the goal tree until we reach leaf 
goals.  Some of the goal models are presented to 
BPEL mappings through the example in Fig. 5, 
which shows a generic annotated goal model 
fragment. The root goal G has a sequential AND 
refinement, so it corresponds to the sequence 
operator in BPEL. G1 has a similar AND 
refinement, so it maps to the flow construct. G2 has 
a data-driven OR refinement, so it generates the if-
elseif(BPEL 2.0) or the switch (BPEL 1.1) operator. 
Note that the conditions c1 and c2, which 
areinformal descriptions in the goal model, will be 
replaced with the appropriate conditions by a BPEL 
developer. While we abstract from some of the low-
level BPEL details such as correlations, with the 
information captured in the annotated goal models, 
we also generate the following aspects of 
BPEL/WSDL specifications. 
• We do an initial setup by defining the appropriate 
interface (portType), etc. for the process. A special 
portType for invoking the process and providing it 
with the (initial) configuration is also defined. 
• A conditional/loop annotation for a goal G is 
mapped to the appropriate BPEL construct (e.g., if-
elseif or switch, while, etc.) with the activity to be 
executed being the result of mapping the goal model 
subtree   rooted   at   G   into   BPEL.    The    formal 
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conditions currently have to be specified manually. 
• Leaf-level goals map into Web service invocations. 
The information in the goal model helps in defining 
the interface for the Web services invoked by the 
BP. We define appropriate WSDL messages based 
on input/output parameters of these goals. If data 
types are omitted from the goal model, they have to 
be supplied by a developer. 
• Softgoals are used as the evaluation criteria in the 
configuration process and thus do not map into the 
resulting BPEL specification. 
4.5 Adaptation Implementation 
This activity involves in the implementation of the 
adaptation Mechanisms that were described in the 
phase analyze and design adaptation. Each 
conventional goal, which represents a functional 
requirement (i.e., it is operationalized),is mapped onto 
the corresponding sequence activity in the BPEL 
process. If the goal represents a non-functional 
requirement, but its nearest ancestor goal is 
operationalized, it is associated with the same sequence 
of its parent goal. This activity must represent an 
interaction of the process with its partner services (e.g., 
invoke, pick, and receive).Each adaptation goal is 
associated with a set of actions that must be performed 
at theprocess level.A triggering rule activates the 
evaluation of the trigger associated with the goal. A 
condition rule evaluates the conditions linked to the 
goal. If the two previous rules provide positive 
feedback, an activation rule is in charge of the actual 
execution of the adaptation actions. Performed when an 
adaptation goal can potentially fire (i.e., the 
corresponding Activation fact is available in the 
working memory) and is selected by the rule engine to 
be performed, among the other adaptation goals that 
can be performed as well. It executes the actions 
associated with that adaptation goal. For example, the 
triggering rule associated with ABG1 is the following: 
when 




5 ADAPTATION ASPECTS 
WEAVER 
The adaptation Implementation follows a three-step 
process (see Figure 10): 
1. Context detection consists of checking the 
runtime context information, in order to detect 
possible context changes. These tasks are performed 
by the Context Manager Service which is developed 
as a Web service in the BPEL process.  
2. Aspect Activation is responsible for the plug-in 
and the removal of pre-defined Aspects into the 
BPEL process using the Aspect Activator 
Module.The Aspect Activator Module is conceived 
as an extension to the BPEL engine when running a 
process instance; the Aspect Activator receives the 
context change information from the Context 
Manager Service.  
3. Updating original BPEL Process by activating the 
right Aspect which is executed in the BPEL process. 
 
Figure 8: The adaptation process. 
5.1 Adaptation Tools 
We propose an evolved adaptationtool, based on the 
context manager and aspect, this tool allows 
selectingwhich services to invoke, and adapt them. 
These toolsare divided into three distinct layers, 
namely (see Figure 9): Application layer, Adaptation 
layer, and a Resource layer. These different layers 
are described as follows in the following. 
 
Figure 9: Technical architecture of adaptation. 
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Application Layer: It is the top layer of the 
technical architecture, including application platform 
which we implement our approach to adaptation. 
The central element of this layer application server.  
Typically, an application server is a server that Are 
installed applications used by customers.  
Adaptation Layer: This is the second layer of this 
architecture. Placed between the application layer 
and resource, it contains components which will 
ensure the processing context information and any 
other operations required to carry out the adaptation 
of invoking services. Essentially, this layer contains 
two modules: 
The context manager is charged to collect the 
information in context and to detect the possible 
changes of this information. The context manager 
will be called upon by process BPEL like any other 
web service. 
The second module is the activation of aspect. 
Just like the context manager, the activation of 
aspect is implemented under the form of a Web 
service to interact better with the other elements of 
the architecture. This module is always placed after 
the context Manager in the process BPEL. 
 
Figure 10: Aspect ExtraFes. 
Resource Layer: It represents the third layer of this 
technical architecture. The resource layer includes 
all the resources needed for the other two layers. It 
interacts essentially with the matching layer at the 
two matching modules: the context manager and the 
aspect activation module. The resource layer 
includes the following: 
- Repository Process: it lists all processes deployed 
to the BPEL engine.  
-Repository Service: this case represents the 
functional service implemented as Web services.  
-Repository Aspect: contains all aspects represented 
as an XML tree. Every aspect is a node in the tree 
characterized by an identifier and condition that 
represents a value of a context parameter. 
-Repository Context: is supplied and updated by the 
context manager, the repository stores the context 
parameters  related to the client and to the 
opportunity of cooperation.  
6 CONCLUSIONS 
In the previous sections, an approach is proposed to 
develop service-oriented systems that can be adapted 
to different contexts that deal with the effects of both 
major and minor. An adaptable-oriented service life 
cycle methodology is used to address and describe 
its phases. In particular, it discussed when a change 
in a service is triggered, how to analyze its impact 
and what are the possible implications of the 
implementation of the change for the service 
provider and consumers. A formal model for minor 
and majoradaptation,on the basis of the one, is the 
main goal of our future work.  
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Abstract: We present in this paper a system for textual aggregation from scientific documents in the online analytical
processing (OLAP) context. The system extracts keywords automatically from a set of documents according
to the lists compiled in the Microsoft Academia Search web site. It gives the user the possibility to choose
their methods of aggregation among the implemented ones. That is TOP-Keywords, TOPIC, TUBE, TAG,
BienCube and GOTA. The performance of the chosen methods, in terms of recall, precision, F-measure and
runtime, is investigated with two real corpora ITINNOVATION and OHSUMED with 600 and 13,000 scientific
articles respectively, other corpora can be integrated to the system by users.
1 INTRODUCTION
The huge increasing amount of complex data such as
text available in different web sites, e-mails, local net-
works in business company, electronic news and else-
where is overwhelming. This uncontrolled increase
of information in the different fields, makes difficult
to exploit the useful ones from the rest of data. This
situation starts switching the information from useful
to troublesome. The capability of OLAP tools avail-
able especially the text OLAP is not growing in the
same way and the same speed the amount of textual
documents is increasing. This problem is dramati-
cally exacerbated by the big quantity of textual docu-
ments indexed by Search engines every moment. This
makes the task of text OLAP and knowledge extrac-
tion from textual documents very limited and reduces
the competitive advantage we can gain. Recently, a
large number of systems have been developed over
the years to solve this kind of problems and perform
tasks in Information Retrieval; many of these systems
perform specific tasks such as word counter and text
summarization, however they are not in the level to
satisfy the growing need of users to extract the use-
ful information from documents using Text OLAP ap-
proaches.
In this paper we describe a software platform for
keywords extraction and aggregation in an OLAP
context. The platform implements a new way for ex-
tracting keywords from a corpus of document based
on the Microsoft academia research web site and six
algorithms for keyword aggregation which process
a corpus of textual data to discover aggregated key-
words.
The rest of the paper is organized as follows: Sec-
tion 2 introduces related works in keywords extrac-
tion and aggregation in OLAP context. Section 3 de-
scribes the main components of the software proto-
type along with their functionalities. Whereas section
4 is devoted to numerical experiments. Finally, Sec-
tion 5 presents conclusions and discusses further de-
velopments.
2 EXISTING APPROACHES AND
TOOLS
Many approaches are proposed for keyword extrac-
tion but only a few for aggregation keywords. On the
other hand, the majority of the existing work is based
on information retrieval, and only some of them are
in the OLAP context, where textual documents are
stored in a data warehouse. In this section we make
an inventory of the existing approaches in OLAP con-
text, which describes a corpus of documents through
the most representative aggregated keywords. There
is a classical classification that includes the super-
vised and unsupervised approaches for keywords ex-
traction, meanwhile in our case we introduce a new
classification for textual extraction and aggregation
approaches proposed in the OLAP context. We clas-
sify the previous works found in the literature into
four categories. The first one uses statistical meth-
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ods; the second one is based on linguistic knowledge;
the third one is based on graphs; while the last uses
external knowledge.
The approaches based on statistical methods use
the occurrence frequencies of terms and the correla-
tion between terms to extract the keywords. Hady
et al. (Hady et al., 2007) proposed an approach
called TUBE (Text-cUBE). They adopted a relational
database to textual data based on the cube design,
each cell contains keywords, and they attached to
each keyword an interestingness value. Zhang et
al. (Zhang et al., 2009) proposed an approach called
Topic Cube. The main idea of a Topic Cube is to
use the hierarchical topic tree as the hierarchy for
the text dimension. This structure allows users to
drill-down and roll-up along this tree. users discover
also the content of the text documents in order to
view the different granularities and levels of topics
in the cube. The first level in the tree contains the
detail of topics, the second level contains more gen-
eral types and the last level contains the aggregation
of all topics. A textual measure is needed to aggre-
gate the textual data. The authors proposed two types
of textual measures, word distribution and topic cov-
erage. The topic coverage computes the probability
that a document contains the topic. These measures
allow user to know which topic is dominant in the set
of documents by aggregating the coverage over the
corpus. Ravat et al. (Ravat et al., 2008) proposed
an aggregation function called TOP-Keywords to ag-
gregate keywords extracted from documents. They
used the t f .id f measure, then they selected the first
k most frequent terms. Bringay et al. in (Bringay
et al., 2011) proposed an aggregation function, based
on a new adaptive measure of t f .id f . It takes into
account the hierarchies associated to the dimensions.
Wartena et al. (Wartena and Brussee, 2008) proposed
another method we called TOPIC in which they used
the k-bisecting clustering algorithm and based on the
Jensen-Shannon divergence for the probability dis-
tributions as described in (Archetti and Campanelli,
2006). Their method starts with the selection of two
elements for the two first clusters. are assigned to the
cluster of the closest of the two selected elements.
Once all the terms are assigned, the process will be
repeated for each cluster with a diameter larger than a
specified threshold value. Bouakkz et al. (Bouakkaz
et al., 2015) proposed a textual aggregation based
on keywords. When a user wants to obtain a more
aggregate view of data, he does a roll-up operation
which needs an adapted aggregation function. their
approach entitled GOTA is composed of three main
parts, including: (1) extraction of keywords with their
frequencies; (2) construction of the distance matrix
between words using the Google similarity distance;
(3) applying the k-means algorithm to distribute key-
words according to their distances, and finally (4) se-
lection the k aggregated keywords.
The approaches based on linguistic knowledge
consider a corpus as a set of the vocabulary men-
tioned in the documents; but the results in this case
are sometimes ambiguous. However, to overcome this
obstacle, techniques based on lexical knowledge and
syntactic knowledge previews have been introduced.
In (Poudat et al., 2006; Kohomban and Lee, 2007)
the authors described a classification of textual doc-
uments based on scientific lexical variables of dis-
course. Among these lexical variables, they chose
nouns because they are more likely to emphasize the
scientific concepts, rather than adverbs, verbs or ad-
jectives.
The approaches based on the use of external
knowledge select certain keywords that represent a
domain. These approaches often use models of
knowledge such as ontology. Ravat et al. proposed an
other aggregation function that takes as input a set of
keywords extracted from documents of a corpus and
that outputs another set of aggregated keywords (Ra-
vat et al., 2007). They assumed that both the ontol-
ogy and the corpus of documents belong to the same
domain. Oukid et al. proposed an aggregation opera-
tor Orank (OLAP rank) that aggregated a set of docu-
ments by ranking them in a descending order using a
vector space representation (Oukid et al., 2013).
The approaches based on graphs use keywords to
construct a keyword graph. The nodes represent the
keywords obtained after pre-processing, candidate se-
lection and edge representation. After the graph rep-
resentation step, different types of keyword ranking
approaches have been applied. The first approach pro-
posed in (Mihalcea and Tarau, 2004) is called Tex-
tRank, where graph nodes are the keywords and edges
represent the co-occurrence relations between key-
words. The idea is that, if a keyword gets link to a
large number of other keywords, this keyword will be
considered as important. Bouakkaz et al. (Bouakkaz
et al., 2014) propose a new method which performs
aggregation of keywords of documents based on the
graph theory. This function produces the main ag-
gregated keywords out of a set of terms representing
a corpus. Their aggregation approach is called TAG
(Textual Aggregation by Graph). It aims at extracting
from a set of terms a set of the most representative
keywords for the corpus of textual document using a
graph. The function takes as input the set of all ex-
tracted terms from a corpus, and outputs an ordered
set, containing the aggregated keywords. The process
of aggregation goes through three steps: (1) Extrac-
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tion of keywords with their frequencies, (2) Construc-
tion of the affinity matrix and the affinity graph, and
(3) Cycle construction and aggregated keywords se-
lection.
The software system developed in this domain
consists of two main components; Text Pre-processor
and Topics Extractor. Text pre-processor, offers learn-
ing and inference functionalities. The learning func-
tionality pre-processes a document collection by ex-
ploiting a stop words list and a general purpose to ob-
tain the word-document matrix according to the bag-
of-words model. The user can choose the number of
words to be used for document indexing. The infer-
ence functionality processes a document to obtain one
of the following bag-of-words representations; binary,
term frequencies and the inverse term document fre-
quency. Topic extractor implements a customized ver-
sion of the Latent Dirichlet Allocation (LDA) model
(Blei and Andrew, 2003). The solution of the LDA
learning is obtained by using the Expected Maximiza-
tion and the Gibbs Sampling algorithms which have
been implemented in the C++ programming language
on a single processor machine. Each topic is sum-
marized through the estimate of its prior probability,
a sorted list of its most frequent words together with
the estimate of their conditional probabilities. Seman-
tria 1 is a text analytical tool that offers an API that
performs sentiment analysis and analytic text. Users
can be integrated in the service to quickly yield ac-
tionable data from their unstructured text data, from
review sites, blogs, or other sources. Additionally,
users can download trial version and use Semantria
for Excel, which installs directly into Office Excel to
set up an environment for analyses.
3 THE SOFTWARE SYSTEM
DESCRIPTION
In order to create a suitable environment for the online
analysis of textual data, we intend to propose a new
software which performs aggregation of keywords.
The system described in this paper consists of three
main components; namely Text Pre-processor, Key-
words Extractor and Keywords Aggregator. These
components have been integrated into a software sys-
tem developed with Java programming language.
3.1 Text Pre-processor
This software component implements functionalities
devoted to document pre-processing and document
1https://semantria.com/
corpus representation. It offers words counter, and
represents the documents of the corpus as a list of
words with their frequencies (Figure1). Furthermore,
binary and term frequency representations are al-
lowed. The system takes the pdf, Microsoft Word and
txt formats as valid inputs as shown in figure 1.
3.2 Keywords Extractor
This component is for keywords extraction. The key-
word extraction function is based on the Microsoft
Academic Search web site (MAS). MAS is a service
provided by Microsoft to the public and it is free of
charge. MAS classifies scientific articles into fifteen
categories according to their fields. In each category
it extracts the scientific keywords from articles and re-
orders them according to their frequencies. Our key-
words extractor component uses this list of keywords
and takes form each field the 2000 most frequent key-
words, which are saved in separate text files. After
that, Keywords Extractor process starts to compare
MAS keywords with whole words extracted by the
Text Pre-processor component. When a MAS key-
word exists in the list, the extractor component saves
it in a text file with its frequency and the name of the
document in which it occurs.
Once our process is finished, we will get the right
useful keywords validated by MAS. The output of this
component is a two fold Matrix of document and key-
words (MDKW). which is used by the third compo-
nent to aggregate keywords.
3.3 Keywords Aggregation
The keywords aggregation component uses a set
of textual aggregation algorithms TOP-Keywords,
TOPIC, TUBE, TAG, BienCube and GOTA to aggre-
gate keywords obtained in the previous step. it also
produces the recall, precision, F-measure and the run
time for each algorithm.
3.4 Graphical User Interface
The graphical user interface (GUI) is a necessary el-
ement in our system (OLAP-TAS) we take into con-
sideration the ergonomical aspect to add an interac-
tivity between the user and the machine when using
our platform. The aim of the graphical user interface
is to give the user a simple access to OLAP-TAS al-
gorithms by a number of windows that help him to
navigate in the system and test the different imple-
mented algorithms without any need of previous Java
programming experience or knowledge.
It is also helpful to assist students and researchers
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Figure 1: System architecture.
to do their scientific works and research experiments
in a visual platform. It is obvious that the use of an
interactive tool facilitates understanding and makes
learning more beneficial task for many learners.
The GUI consists of two components: the first
one is devoted to the preprocessing and keywords
extraction and the second one is for Keywords ag-
gregation. The Text Pre-processor and Keywords
extraction components allow the user to create the
Documents x keywords matrix based on Microsoft
Academic Search web site (MAS) as shown in Fig-
ure 2. This interface gives users different possibil-
ities to choose and configure the different parame-
ters such as T hreshold level and select the type of
corpus (computer science, medicine, chemistry or all
field of study). For the second interface which is de-
voted for Keywords Aggregation, it allows the user 1-
to run, tests and compare the results obtained by the
different implemented algorithms. 2- to visualize the
aggregated keywords obtained by the different key-
words aggregation approaches. 3- to compute differ-
ent statistics for different approaches such as recall,
precision, F-measure and run time, and save the dif-
ferent obtained results in various format .xls, .txt or
.doc . 4- to change the corpus and run the Text Pre-
Figure 2: The Text Pre-processor and Keywords Extraction
component interface.
Figure 3: Keywords Aggregation component interface.
processor besides Keywords extraction components
to load an other Documents x keywords Matrix, as
shown in Figure 3.
4 RESULTS AND USAGES
4.1 Test and Results
In this subsection, we present an example to show
how OLAP-TAS has been used. We compiled two
real corpora, the first is from the IIT conference
2 (conference and workshop papers) from the years
2008 to 2012. It consists of 600 papers ranging from
7 to 8 pages in IEEE format, including tables and fig-
ures. The keywords are extracted from the full words
according to the Microsoft Academia Search 3 key-
words. The second corpus is used by many authors
to test their works such as (Sebastiani, 2002) (Mos-
chitti, 2003) (Moschitti and Basili, 2004), this cor-
pus is called Ohsumed collection 4, it includes medi-
cal abstracts from the MeSH (Medical Subject Head-
ings) 5, it contains 20,000 documents. In our case we
selected 13,000 medical abstracts to test the perfor-
mance of the implemented algorithm in our OLAP-
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have been proposed to evaluate keywords aggregation
approaches, the majority of them insist on three mea-
sures, which are known as recall, precision, and F-
measure. these measures are defined as fallows: The
recall is the ratio of the number of documents to the
total number of retrieved documents.
Recall =
| {RelevantDoc}∩{RetrievedDoc} |
| {RelevantDoc} | (1)
The precision is the ratio of the number of rele-






The F-measure or balanced F-score, which com-
bines precision and recall, is the harmonic mean of
precision and recall.
To show the kind of results and statistics obtained
by OLAP-TAS after the execution, we take the first
corpus as an example to illustrate the different graphs
obtained for different algorithms in Figures 4, 5, 6 and
7.
Figure 4: Comparaison of the Recall.
Figure 5: Comparaison of the Precision.
4.2 Uses of OLAP-TAS
In this section we will illustrate the use of the devel-
oped tool in both education and research.
Figure 6: Comparaison of the F-measur.
Figure 7: Comparaison of the Runtime.
Education: OLAP-TAS is a visual tool that instruc-
tors can use to help their students understand the ba-
sic concepts and the algorithms they face during their
study. For example, it can be used to teach the stu-
dents how the k-bisecting clustering algorithm based
on the Jensen-Shannon divergence for the probabil-
ity distribution works (Wartena and Brussee, 2008).
As well as the T F ∗ IDF and their variation in Top-
keyword (Ravat et al., 2008) and Biencube (Bringay
et al., 2011). It can also help students to understand
how to use graphs for textual by the selection of cycles
in TAG (Bouakkaz et al., 2014) and the use of Google
similarity distance (Cilibrasi and Vitanyi, 2007). In
addition it shows the students how the recall, preci-
sion and F-measure change their values according to
number of aggregated keywords k introduced by the
user. Instructors may ask their students to do experi-
ments with a real corpus using OLAP-TAS, write ap-
plications that use the Java classes, extend an existing
approaches, or contribute in implementing a new al-
gorithm to integrate in OLAP-TAS.
Research: OLAP-TAS contains implementations for
several algorithms and approaches that solve common
problems, such as textual aggregation in an OLAP
context. It also comes with two corpora and annotated
datasets. The implementation of other algorithms as
well as other corpora, can be integrated into the plat-
ICEIS 2016 - 18th International Conference on Enterprise Information Systems
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form. This makes it a good resource for researchers to
build systems and conduct experiments. OLAP-TAS
was successfully used in several research projects as
shown in (Bouakkaz et al., 2014).
5 CONCLUSIONS
In this paper a system for textual aggregation in text
OLAP (OLAP-TAS) has been described. The soft-
ware assists the user to discover the main aggregated
keywords that best represent in a document collection.
It is important to note that each approach is coded in a
separate Java class to allow users to extend it or export
it to another system. The use of OLAP-TAS reduces
the amount of repeated code; it simplifies common
tasks, and provides a graphical interface for textual
aggregation approaches without requiring the knowl-
edge in Java programming language.
REFERENCES
Archetti, F. and Campanelli, P. (2006). A hierarchical
document clustering environment based on the in-
duced bisecting k-means. International Conference
on Database and Expert Systems Applications, pages
257–269.
Blei, D. and Andrew, Y. (2003). Latent dirichlet allocation.
Journal of Machine Learning Research, 42:993–1022.
Bouakkaz, M., Loudcher, S., and Ouinten, Y. (2014). Au-
tomatic textual aggregation approach of scientific ar-
ticles in olap context. 10th International Conference
on Innovations in Information Technology.
Bouakkaz, M., Loudcher, S., and Ouiten, Y. (2015). Gota:
Using the google similarity distance for olap textual
aggregation. 17th International Conference on Enter-
prise Information Systems (ICEIS).
Bringay, S., Laurent, A., and Poncelet, P. (2011). Towards
an on-line analysis of tweets processing. Database
and Expert Systems Applications, pages 154–161.
Cilibrasi, R. and Vitanyi, P. (2007). The google similarity
distance. IEEE Transactions on Knowledge and Data
Engineering, pages 370–383.
Hady, W., Ecpeng, L., and HweeHua, P. (2007). Tube (text-
cube) for discovering documentary evidence of asso-
ciations among entities. Symposium on Applied Com-
puting, pages 824–828.
Kohomban, U. and Lee, W. S. (2007). Optimizing classifier
performance in word sense disambiguation by redefin-
ing sense classes. International Joint Conference on
Artificial Intelligence, pages 1635–1640.
Mihalcea, R. and Tarau, P. (2004). Textrank: Bringing order
into texts. Empirical Methods in Natural Language
Processing, pages 26–31.
Moschitti, A. (2003). Natural language processing and text
categorization: a study on the reciprocal beneficial in-
teractions. PhD thesis, University of Rome Tor Ver-
gata, Rome, Italy, pages 34–47.
Moschitti, A. and Basili, R. (2004). Complex linguistic fea-
tures for text classification: a comprehensive study.
The 26th European Conference on Information Re-
trieval Research, pages 34–47.
Oukid, L., Asfari, O., and Bentayeb, F. (2013). Cxt-cube:
Contextual text cube model and aggregation operator
for text olap. International Workshop On Data Ware-
housing and OLAP, pages 56–61.
Poudat, C., Cleuziou, G., and Clavier, V. (2006). Cleuziou
g., and clavier v., categorisation de textes en domaines
et genres. complementarite des indexations lexicale et
morpho syntaxique. Lexique et morphosyntaxe en RI,
9:61–76.
Ravat, F., Teste, O., and Tournier, R. (2007). Olap aggrega-
tion function for textual data warehouse. In Interna-
tional Conference on Enterprise Information Systems,
pages 151–156.
Ravat, F., Teste, O., and Tournier, R. (2008). Top keyword
extraction method for olap document. In Interna-
tional Conference on Data Warehousing and Knowl-
edge Discovery, pages 257–269.
Sebastiani, F. (2002). Machine learning in automated text
categorization. ACM Computing Surveys, pages 34–
47.
Wartena, C. and Brussee, R. (2008). Topic detection by
clustering keywords. International Conference on
Database and Expert Systems Applications, pages 54–
58.
Zhang, D., Zhai, C., and Han, J. (2009). Topic cube:
Topic modeling for olap on multidimensional text
databases. International Conference on Data Mining,
pages 1124–1135.
A New Tool for Textual Aggregation In Information Retrieval
237
Semantic Integration between Context-awareness and Domain Data 
to Bring Personalized Queries to Legacy Relational Databases 
Vinícius Maran1,4, Alencar Machado2, Iara Augustin3 and José Palazzo M. de Oliveira4 
1Coordination Office, Federal University of Santa Maria, Av. Presidente Vargas, 1958, Cachoeira do Sul, Brazil 
2Polytechnic School, Federal University of Santa Maria, Santa Maria, Brazil 
3Center of Technology, Federal University of Santa Maria, Santa Maria, Brazil 
4Institute of Informatics, Federal University of Rio Grande do Sul, Porto Alegre, Brazil 
{vmaran, palazzo}@inf.ufrgs.br, alencar.comp@gmail.com, august@inf.ufsm.br 
Keywords: Database, Context-awareness, Ubiquitous Computing, Query, Semantic Web, Ontology. 
Abstract: Context-awareness is a key feature in ubiquitous middleware. Mainly, it is applied to adapt services and 
interfaces of applications that use ubiquitous features. The application of context information to personalize 
data queries is a recent topic in computing and still presents a large number of challenges. One of the main 
gaps evidenced by this research field is the lack of integration between context information, which is designed 
and used by ubiquitous middleware, and domain data, which are frequently persisted in relational databases. 
This integration is necessary because context can be used as a filter for content query. This position paper 
presents a motivational scenario that clarifies the necessity of the integration between context, used by 
ubiquitous middleware, and relational data, a comparison between the state of the art of the field, a list of 
research opportunities in the field, and a proposal of a framework that uses ontologies to integrate context and 
domain data, modeled and stored in relational databases.  
1 INTRODUCTION 
Mark Weiser (1991) presented a series of scenarios 
where computing acts to help users in their daily 
tasks, without even they are able to notice the use of 
computers in these tasks. These scenarios originated 
the ubiquitous computing research field. Recently, 
ubiquitous computing area involves a set of 
technologies and methodologies of implementation.  
One of the key concepts used in ubiquitous 
computing is called context-awareness. In recent 
definitions (Makris et al., 2013) (Perera et al., 2014), 
context information is defined as a measured and 
inferred data about current state of entities present in 
the environment. This information can be used in 
systems for adaptation in query of content and 
execution of services. Context is modeled and used in 
many forms by ubiquitous systems. Recent surveys 
(Bettini et al., 2010) (Strang; Popien, 2004) show that 
the representation of context based on ontologies 
presents a series of benefits over other forms of 
representation, like the existence of patterns to define 
ontologies and high expressiveness of them. 
Ontology can be defined as a formal and explicit 
specification of a shared conceptualization (Borst, 
1997) and it can be represented in several languages. 
These languages are classified as: (i) based on logic, or 
(ii) serialized in XML languages. The second group is 
the most currently used because there are standards for 
representation, managed by W3C (2016). 
Context information can also be applied in many 
forms in ubiquitous systems. The most frequent usage 
of context are (Dey et al., 2001): (i) dynamic 
adaptation of services, (ii) personalization of user 
interfaces, (iii) search of resources, and (iv) content 
and data querying. Content and data, related to the 
domain of the application, must be queried in a 
personalized form in ubiquitous systems, mainly 
using context information to filter it. This feature 
differs from the process of querying data in traditional 
systems in two ways. First, ubiquitous systems must 
query heterogeneous sources of data, including 
legacy relational databases. Second, the filtering 
information that is used in the query is not informed 
by the user explicitly, because the context 
information is automatically collected and inferred by 
ubiquitous middleware and then it is used in the query 
(Maran et al., 2015a). So for these domain data, 
persisted in relational databases, to be recovered in a 
contextualized manner, it is necessary to create forms 
of interconnection between context information, 
which are often represented in ontologies and domain 
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information, persisted in relational databases 
(Bolchini et al., 2013). This paper presents a 
motivational scenario of the data access based on 
context, an overview of the state of the art in the data 
access based on context research area, a list of 
research opportunities in the area, and a proposal of a 
framework to link legacy relational databases and 
context models, used in ubiquitous middleware. 
The paper is organized as follows: In Section 2 a 
motivating scenario and the main concepts related 
areas of context-awareness, ontologies, and 
contextualized data querying are presented. In 
Section 3 a qualitative comparison between recent 
research and a list of research opportunities are 
presented. In Section 4 a framework to integrate 
legacy relational databases and context models based 
on ontologies is presented. In Section 5 the 
conclusions and future work are presented. 
2 WHY UBIQUITOUS 
COMPUTING NEEDS TO GET 
CLOSER TO RDBMS? 
Relational Database Management Systems 
(RDBMSs) traditionally support SQL queries. For a 
system make a query in the database, it is necessary 
that this system and the user inform in an explicit 
form the terms and conditions that will filter the 
results over the relations. This works well with 
traditional system and database design process, 
mainly because the database schema is designed to fit 
the application and domain information. But with 
recent advances in systems and the large increase of 
the information size in databases, some well-known 
problems became relevant about queries in RDBMSs 
field: (i) To perform a query is required to system and 
user to inform filtering criteria (the selection and 
projection criteria). A known problem is that often a 
few users report, or do not report filtering criteria. So 
the amount of information retrieved is large and users 
need to filter the information manually (Bolchini et 
al., 2013); (ii) The same instance of the database must 
be accessed by multiple systems, modelled in 
different manner, although of being designed for the 
same domain. This fact induces a known problem 
about semantics of the data, frequently supported by 
the use of ontologies (Dey et al., 2001). 
Ubiquitous middleware frequently use ontologies 
to describe context models (Bettini et al., 2010). This 
way, applications that use ubiquitous features must 
use these context models to perform actions in a 
personalized form. These context information, 
previously measured and inferred by ubiquitous 
middleware, can be informed to the application or the 
database at the moment of the query (Perera et al., 
2014). However, context information is not informed 
all in the same way every time. For example, in a 
specific moment, a body sensor can send some 
important information, but in other moment, this 
sensor cannot be available, and the context associated 
to this sensor cannot be used (Makris et al., 2013). 
This problem is related to the two previously 
mentioned problems in RDBMS queries (i and ii), 
mainly because the context information is not 
informed in a complete and in the same form in every 
query, and because the context is frequently modelled 
in ontologies. Furthermore, the design process of a 
relational database and context modeling occur in 
isolation from each other. 
2.1 Motivational Scenario 
Ubiquitous middleware have been designed and 
applied in several fields. Figure 1 presents an 
overview of the motivational scenario, described 
below. Recent researches (Stavropoulos et al., 2013) 
(Machado et al., 2014) describe smart university 
environments, which have a wide variety of 
educational resources that are managed by a 
ubiquitous middleware. Some of these resources can 
be recommended to students, which study in these 
universities (Stavropoulos et al., 2013).  
 
Figure 1: Motivational Scenario. 
Let us imagine that a university campus (a) uses 
an university administration system (b), and a content 
management system (c), which allows teachers to 
provide supplementary materials, exercises and 
activities for students, which in turn access the system 
to get the materials. These systems store and retrieve 
information from a relational database (d), using SQL 
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queries. In a determined moment, the university starts 
to use a ubiquitous middleware (e) with an adaptive 
Virtual Learning System (VLE) (Maran et al., 2015) 
(f) to show content and resources of the university to 
students. To adapt its execution and content to the 
user, the middleware manages the context 
information, captured from the environment (g). To 
represent the context, the middleware uses an 
ontology, which represents the context after it being 
measured and inferred, and stores and retrieves this 
context from a database (h). 
Peter is a student (i) in an Electrical Engineering 
course in this smart campus. Currently, Peter is on the 
2nd semester of the course and is attending the 
AL101EE discipline, called Algorithms and Data 
Structures 1. In a particular class, the context 
management middleware informs the context 
information about the user (1), about the educational 
context (2), information about location of the user (3), 
information about the device used by the user, and 
temporal and activity context information (5) to the 
adaptive VLE: 
Context_User = {Peter, Student, 2ndSem, EEngineering} (1)
Context_Educational = {Peter,AL101EE,Class4,CBranch} (2)
Context_Location = {Country, City, SmartUniv} (3)
Context_Device = {AndroidBasedPhone} (4)
Context_Activity = {in_class, Init_time, End_time} (5)
This context information is modelled in the 
ontology, and it is used by the ubiquitous middleware. 
Currently, Massive Open Online Courses (MOOC) 
are offered in VLE (f) to an audience of the university 
as an opportunity to expand their knowledge. In a 
class of Algorithms and Data Structures 1, the teacher 
introduced the concept of Conditional Branch. At the 
end of the lesson, the recommender system showed to 
Peter in his smartphone the recommendation of the 
MOOC about algorithms. Peter is interested in more 
information about this topic, as recorded in MOOC.  
By the time, the student enrols in MOOC, the 
ubiquitous middleware transfers context information 
(with the permission of the student) to the VLE 
system, and this information is used by the MOOC. 
Thus, profile and devices information associated with 
the student can be used by MOOC to filter course 
information to the student. The MOOC about 
Algorithms that Peter signed up presents algorithms 
and questions to assess student understanding on the 
basic algorithm structures applied to the student’s 
course. Currently, the completion rate MOOCs varies 
between 5 and 10% (Pretz, 2014). Recent work 
(Pretz, 2014) (Quinn et al., 2014) attributed as a cause 
for this low completion rate the fact that the 
information related to courses are presented in the 
same way to all students, regardless of context 
information and information related to the student's 
profile. Originally, the MOOC platform was designed 
to use a relational database, with a pre-defined 
structure (EDX, 2015). As the context model is 
represented in ontologies and is managed by the 
ubiquitous middleware, it can not be informed 
explicitly at query time. Thus, there is a need to use 
up a framework (j) that implements a model that 
allows that context information used by the 
ubiquitous middleware to be used in information 
filtering. This scenario presents two relevant features 
regarding to recent research related to context: 
• There is an exchange of context information 
between the middleware that manages context 
information on university campus and an external 
system (represented by the VLE). This is a research 
problem addressed in recent work (Makris et alk., 
2013) (Perera et al., 2014); 
• There is a gap for binding between context 
information and field data regarding persistence and 
recovery of data using context information in the 
query process. This gap is directly related to two 
characteristics: (i) information relating to the scope 
are usually modeled relationally and persisted in 
relational databases. This is evidenced by the wide 
adoption of RDBMS (DBEngines, 2016) and (ii) 
information related to context used by ubiquitous 
systems are often modeled on ontologies (Bettini et 
al., 2010). In recent work related to ubiquitous 
middleware, application independent ontologies were 
used as the basis for context modeling. 
2.2 Context-awareness and Ontologies 
Context is a broad term and has a set of definitions, 
according to specific fields. Context can be defined as 
"any information that might be used to characterize 
the situation of entities that are considered relevant 
to the interaction between a user and an application" 
(Dey et al., 2001). Context can be modeled in various 
ways. Some of the most common forms to represent 
context are: key-value pairs, object orientation model, 
logic based model, ontologies, and mark-up 
languages. According to Bettini et al. (2010), 
ontological models have greater capacity for 
representation and inference. Spatial models are more 
efficient if compared to ontologies and object 
oriented modeling, but they do not have as much 
representation capacity compared to the ontological 
models. This way, ontologies are the most used form 
to represent context information in ubiquitous 
architectures. Context-Aware Data Query states that 
the data retrieval and filtering operations should be 
based on context information reported to the system 
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time of information query. Thus, stored information, 
whether in structured or unstructured form, can be 
adapted according to the given context. As the context 
involves large sets of information, defined in fields, it 
can also be considered a document in a collection. 
Thus, contexts should be available for query in the 
same way that a common document related to the 
domain. Therefore, the context can be used in two 
ways in information retrieval (Bolchini et al., 2013): 
(a) To derive a query that returns the documents that 
best fit the required context; (b) To treat context as a 
document, i.e., the context becomes the source of 
information being queried. 
Ontology is defined as a formal and explicit 
specification of a group of concepts in a shared form 
(Borst, 1997). As context model is a type of 
knowledge about the environment and the entities that 
composes the environment of the user and system, it 
can be represented in ontologies. Research have 
modeled context ontologies. These ontologies vary in 
multiple aspects, for example the number of defined 
concepts, domain of application, validation methods 
and language of representation. Rodríguez et al. 
(2014) conducted a comparison between ontologies 
that represent context information and activities. It 
was found that PiVOn Ontology (Hervás et al., 2010) 
was the ontology that better attends the comparison 
criteria. This ontology has been used in a set of works 
related to ubiquitous computing (Rodriguez et al., 
2014). Context information are essential for 
ubiquitous systems because the treatment of this 
information and its use allows that ubiquitous system 
be able to adapt itself to the needs of users and other 
systems. These adjustments must be made in real time 
and can result in both application behaviour change 
and in information retrieval. 
3 STATE OF THE ART 
Recent research propose models and extensions of 
existing tools and models  to integrate context models 
and domain data querying. HyConSC (Anderson et 
al., 2006) is a framework that allows context-based 
consultations to be integrated to applications that use 
relational databases. To realize the extension of 
queries, the framework uses its own context model, 
represented in graphical model. The context 
information are persisted as notes in documents. The 
Context-Relational Algebra was proposed as an 
extension of relational algebra, which supports a 
logical model that allows to integrate contextual 
information to relational databases (Martinenghi et 
al., 2009). A photo recommendation based on context 
tool was proposed by Viana et al. (2011). This tool 
uses semantic context information to recommend 
photos based on similarity calculation.  
The CARVE methodology (Context-Aware 
Automatic View Definition over Relational 
Databases) was defined as a proposal for integration 
between relational databases and context information 
in the form of a process of automatic generation of 
views based on context (Bolchini et al., 2013). The 
implementation of the methodology is performed in a 
number of phases, some of which must be manually 
set. The context information is modelled in Context 
Dimension Trees. HARE (Time-Aware Location-
Aware and Health-Aware Recommender) is a content 
recommendation application that uses time, location 
and health data of the patient to perform 
recommendations (López-Nores et al., 2013). To 
perform the content recommendation, ontologies 
were previously used to describe the metadata about 
that content. An architecture was proposed by Hahm 
et al. (2014) to perform the custom recovery of 
engineering documents based on analysis of user 
profile. To conduct a qualitative analysis on the state 
of the art in data query based on context, it was made 
a list of important features for analysis: 
Context Model: The way that context 
information are modeled. It can be modeled in 
relational form (BDR), object-oriented (OO), based 
on logic (BL), graphical models (G) or ontologies 
(Onto); Domain Model: The way the domain 
information are modeled and integrated with context 
information. It can be modeled in relational form 
(BDR), as documents with semantic annotations 
(DAS), or as domain ontologies (Onto); Integration 
Mode: The way the integration of context 
information and domain data is made. It can be based 
on ontologies alignment (Alin), relational-algebra 
expressions (RA), or integration by algorithms by 
property analysis (Alg); Query Language: Data 
recovery can be defined by relational algebra 
expressions (AR), defined in SQL, SPARQL or 
SQWRL; Database Model: Some researches do not 
specify (NE) using DBMS, others use models like 
Triple Stores (TS) or Relational databases (BDR). 
Some researches do not use databases (NU). Based on 
the list set up to carry out analysis of related work. 
The result of the features analysis is shown in Table 
1. As can be seen, none of the research models context 
based on a generic context ontology. This contributes 
to the context share issue (Makris et al., 2013) (Perera 
et al., 2014) between ubiquitous systems. Generic 
ontologies are often used in ubiquitous systems 
generally to adapt the execution of services and to 
infer contexts. However, there is  the  existence  of  a 
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Table 1: Qualitative analysis of state-of-the-art. 
Features / Work (Anderson 
et al., 2006)
(Martinenghi 






et al., 2013)  
(Hahm et 
al., 2014) 
Context Modeling BDR BDR Onto G Onto Onto 
Context Modeling based on a generic ontology  - - - - - - 
Domain Modeling BDR BDR Onto / DAS BDR Onto Onto / DAS
Integration Mode Alg AR Alin AR Alin Alin 
Query Language SQL AR SPARQL AR SPARQL SPARQL 
Specific for a Domain No No Yes No Yes Yes 
Database Model NE BDR NE BDR TS NU 
 
 
gap for binding contexts and ubiquitous systems 
domain data (Perera et al., 2014). 
Another important feature that was observed in 
relation to the related work is that none of the tools 
modeled context information in ontologies - to be the 
most complete and extensible, and integrated it with 
relational databases - the most widely used format for 
domain data, and persisted only in a database format. 
Thus, it is proposed in this paper a framework of 
integration and recovery of domain information based 
on context, modeled in ontologies, and relational 
databases, which represent domain information. 
4 A FRAMEWORK TO 
INTEGRATE CONTEXT AND 
RDBMS 
This paper presents a framework for domain 
information query. This information is modeled and 
persisted in relational databases, and context 
information are modeled on ontologies. This way, the 
model uses an ontology-based model to perform 
information filtering based on context information. 
So even without changing the structure of the 
database that represents the application domain 
information, systems can use context information 
modeled with high expressiveness for querying this 
information. Figure 2 presents a high-level view of 
the proposed model to integrate context modeling 
with relational data querying. The framework is 
divided in five main levels, named:  
(a) External Entities: Ubiquitous middleware 
perform management of context and environmental 
resources. Even in these environments, external 
systems can use resources from middleware. As 
ubiquitous middleware manages context information, 
they may be required to inform the current context of 
the environment when performing a query. External 
systems in turn hold queries to data using the model, 
which returns a data set that comply with the filters 
informed by external systems, and context informed 
by ubiquitous middleware; 
(b) Interfaces: To communicate with the 
framework, ubiquitous middleware use REST 
interfaces, informing the context through 
representations in JSON-LD language. The process of 
serialization of context ontologies in JSON-LD was 
previously presented in (Maran et al., 2015). External 
systems in turn carry the information query using 
SQL language; 
 
Figure 2: Overview of the framework. 
(c)  Query Extension: The query carried out by 
systems through SQL format is extended through a 
process. This process performs the query in association 
with rules that define links between context and domain 
data and checks for relationships that can be used to 
query. In this process, the definitions of ontologies are 
used to describe context, domain database schema, and 
the alignment of definitions of concepts;  
(d) Conceptual Layer: This layer represent 
conceptual schemas and ontologies used by the 
model. In this paper, conceptual model is a modeling 
on a specific area, where this model was the basis for 
the logic model for a database that stores data about 
the domain. Some authors classify this type of 
conceptual modeling as a lightweight ontology 
(Maran et al., 2015a). To perform context-based 
information query, the model uses three distinct sets 
of settings: (i) an ontology that describes context 
based on PiVOn (Hervás et al., 2010), a context 
ontology independent of application, (ii) A conceptual 
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model that describes the domain database., and (iii) An 
ontology defining generic concepts and relationships to 
allow the alignment of context and domain 
information. The alignment of the ontologies was 
previously presented in (Maran et al., 2015);  
(e) Persistence: Instances of conceptual models 
and ontologies used by the proposed model are 
persisted in a relational database. An initial 
implementation of the serialization of the definitions 
was presented in (Maran et al., 2015a). 
5 CONCLUSIONS 
Ontologies have been used by ubiquitous 
architectures for representing context information. 
Furthermore, inference rules have been used for 
making inferences about the context, which according 
to current definitions is measured and inferred 
knowledge about the status of entities. 
Relational databases are used in most applications. 
As shown by motivating scenario, the context of use in 
the structured information retrieval in relational 
databases is relevant. In this work, an overview of the 
field was presented, as an study about the state of the 
art and the proposal of a model of integration between 
context, modeled on ontologies and domain 
information, modeled in relational databases. The 
framework is in implementation phase. As the future 
work, we pretend to evaluate it in a scenario based in 
the motivational scenario presented in this work. 
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Abstract: Knowledge Management (KM) has emerged as a tool which enables the efficient creation, use, distribution 
and transfer of knowledge in organizations. In the core of KM there are three dimensions of analysis: 
people, processes and technology. KM Frameworks presented in the past have had a strong theoretical 
background, but they have not been well explained in terms of how to implement them in practice to cover 
all KM dimensions. In this paper, a novel KM framework is presented. This framework was designed as a 
practical guide to implement KM endeavours in organizations. To accomplish our research objective, two 
management practices are incorporated in the framework: Enterprise Architecture and Business Intelligence. 
Enterprise Architecture allows companies to visualize organizational objects in different areas (business, 
applications and technology) through the use of models. Moreover, Business Intelligence technologies as 
data warehouses, data mining and visualization can enable the capture, transfer and the creation of new and 
purposeful knowledge. This work is intended to be a good resource for companies or individuals that want 
to implement a KM initiative. 
1 INTRODUCTION 
Knowledge Management (KM) has emerged as a 
discipline which enables the efficient creation, use, 
distribution and transfer of knowledge in 
organizations (Campbell, 2006). Innovations in 
science and technology have led to the emergence of 
intensively information-based organizations. These 
organizations need to transform this information into 
knowledge to secure competitiveness and improve 
decision making. 
The core dimensions that need to be examined in 
a KM project are: people, processes and technology 
(Edwards, 2011). Knowledge derived from these 
dimensions should be analyzed and stored using 
different information repositories. A Knowledge 
Management Framework (KMF) enables 
organizations to conduct and implement KM 
initiatives. KMFs are the foundation for developing 
information infrastructure and information systems 
to manage knowledge properly. Karemente, Aduwo, 
Mugejjera, and Lubega (2009), describes different 
KMFs; however, none of these integrates and 
analyzes the three knowledge dimensions as a whole 
and are difficult to use in practice. 
As a result of a university research project, a 
KMF was developed. This framework details how a 
KM implementation should be done in order to 
capture explicit and implicit knowledge derived 
from the three knowledge dimensions previously 
mentioned. Moreover, two management practices 
are included in the framework to accomplish our 
objective: Enterprise Architecture (EA) and 
Business Intelligence (BI). 
EA is defined as “a coherent set of principles, 
methods and models that are used in the design, 
realization and maintenance of an enterprise’s 
business architecture, organizational structure, 
information architecture and technology architecture 
with respect to the corporate strategy” (Lankhorst, 
2009). The purpose of EA is to optimize the 
processes of an organization into a cohesive 
environment that is open to change and supportive to 
the business strategy (The Open Group, 2011). 
On the other hand, BI is “the conversion of 
organizations resources to knowledge. It is the data 
mining and the integration of information from 
corporate data warehouses to produce large amounts 
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of information needed for effective decision making 
process and for planning strategically to achieve a 
competitive advantage in its industry” (Barakat, Al-
Zu’bi, and Al-Zegaier, 2013). In this paper, a KMF 
supported by EA and BI is presented. The 
framework was designed as a practical guide to 
implement KM in organizations. 
The rest of the paper is structured as follows: 
Section 2 presents the theoretical background; Section 
3 explains how the KM framework was developed; 
and Section 4 provides conclusions of the work. 
2 BACKGROUND 
The research objective of this work is to present a KM 
framework which can be used in practice to capture, 
use and transfer knowledge. In this section, the 
literature research made for this work is presented. 
2.1 Knowledge Management 
Knowledge is one of the key resources that can 
strengthen the positioning of an organization 
(Curado, 2006). In order to sustain a competitive 
advantage, a resource should be valuable, rare and 
imperfectly imitable (Wernerfelt, 1984). 
Organizational knowledge meets these 
characteristics; therefore, it must be captured and 
managed appropriately. Knowledge can be defined 
as experience, facts, know-how, processes, beliefs, 
that increase an organizational or individual’s 
capability (Karemente et al., 2009).  
KM is “a process of identifying, capturing and 
leveraging  the collective knowledge in an 
organization to help the organization compete” 
(Alavi and Leidner, 2001). Moreover, KM is 
“concerned with the exploitation and development 
of the knowledge assets of an organization with a 
view to furthering the organization’s objectives” 
(Rowley, 2000). The reasons for KM include staff 
turnover, information overload, increasing need of 
expert staff, improved decision making and 
digitalization of organizational knowledge. 
From the definitions, two important tasks are 
necessary to implement KM. Firstly, it is necessary 
to develop the technological infrastructure for 
facilitating knowledge capturing and sharing; and 
secondly, to establish mechanisms and procedures 
for retaining knowledge from people and processes. 
In order to accomplish these objectives, researchers 
have developed KMFs with different approaches. 
Nevertheless, a generally accepted framework has 
not been established (Heisig, 2009).   
2.2 Enterprise Architecture 
Enterprise Architecture (EA) supports in describing 
the current state (as-is situation) of an organization 
and proposes the best alternative solutions for the 
desired outcome (to-be situation). EA can be seen as 
a map that incorporates methods and techniques to 
create architectures in different layers of an 
organization. US Federal Enterprise Architecture 
Management Office defines EA as “a management 
practice to maximize the contribution of an agency’s 
resources, IT investments, and system development 
activities to achieve its performance goals” (FEA 
Program Management Office, 2007).  
EA addresses the need to manage increasing 
complexity and deal with continuous change by 
providing a holistic view of the organization, 
including their organizational components and their 
relations. EA is often viewed as a management 
practice that supports digitalization of knowledge to 
improve the performance of organizations (de Vries 
and van Rensburg, 2008).   
Figure 1 shows a pyramid with the 
organizational architecture layers as: people, 
business, applications and technology. The circular 
arrows sequentially depict the process for 
implementing EA in an organization:  getting the 
stakeholders involved, establishing management and 
control, defining the architecture process, the 
creation of the as-is and to-be scenario, development 
of a sequencing plan, using and maintaining the EA. 
 
Figure 1: Enterprise Architecture Based on: (Tucker and 
Debrosse, 2003). 
2.3 Business Intelligence 
The term Business Intelligence (BI) was coined and 
became popular in the 1990s (Chen, Chiang, and 
Storey, 2012). According to (Gartner Inc., 2013), BI 
builds upon a set of tools and applications that 
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enable the analysis of vast amounts of information 
(Big Data) to improve decision making and 
performance of organizations.  To accomplish this 
objective, decision makers require having access to 
all organization´s data, to analyze the business, its 
requirements and its trends.  
The main technology in a BI project is a data 
warehouse. The data warehouse is a data repository 
which is populated from the integration of different 
operational data sources maintained in different 
units of the organization.  An efficient analysis of 
data requires powerful analysis tools. Two main 
types of analysis tools exist: Online Analytical 
Processing (OLAP) and Data mining tools. OLAP 
tools use multidimensional views of aggregate data 
to provide access to corporate information for the 
purpose of improving decision making. Data mining 
uses software techniques for finding hidden patterns 
and trends in large databases to support strategic 
decisions  (Connolly and Begg, 2005).  
3 PROPOSAL OF KNOWLEDGE 
MANAGEMENT FRAMEWORK 
As mentioned previously, in the core of KM there 
are three dimensions of analysis: technology, people 
and processes. Hence, a successful implementation 
of a KM initiative in organizations must take into 
account mechanisms to effective capture, use and 
transfer knowledge acquired from the three stated 
dimensions. The design of the framework is 
intended to put order in the KM process. Moreover, 
a practical framework can support managers in the 
creation, capture, digitalization of knowledge and 
decision making. 
3.1 Technology 
The first dimension of analysis in a KM process is 
technology. Technology is defined by 
(BusinessDictionary, 2015) as “The purposeful 
application of information in the design, production, 
and utilization of goods and services, and in the 
organization of human activities”. In this paper, 
technology is referred to as objects used by humans 
(tools, software, hardware, machines) for KM. 
Information repositories for EA and databases are 
the core technologies that support KM.  
EA repositories store the objects and processes 
modeled from the different architectural layers in an 
organization. On the other hand, databases store data 
generated from different applications. There are two 
main sources in which information can be found 
Online Transaction Processing (OLTP) and Online 
Analytical Processing (OLAP). The source of data 
for OLTP databases is operational data. The main 
purpose of OLTP databases is to run and to control 
fundamental business data with a highly normalized 
design. Data for OLAP databases is integrated and 
loaded from different operational sources into a 
multidimensional database namely a data 
warehouse. The purpose of OLAP databases is to 
improve business analysis and decision making. In a 
KM implementation, information can be extracted 
and processed from these two repositories. Many 
methods and techniques can be used to extract useful 
knowledge from databases. Some of the most used 
techniques in a knowledge discovery process are 
data mining and machine learning. 
3.2 People 
People dimension is one of the pillars for the 
exploration and exploitation of knowledge in 
organizations. According to Churchman (1975) 
“knowledge resides in the user and not in the 
collection of data”. Thus, a mechanism should be 
designed within the proposed framework in order to 
capture and to transfer knowledge from people in 
organizations. It is important to note that the staff 
turnover rate in the United States in 2014 was 11% 
in all industries (Compensation Force, 2014). This is 
an indicator that strategies should be implemented to 
maintain and transfer knowledge from these and 
other groups of employees that are leaving 
organizations.  
The cost of training of new employees without 
the efficient capture of people’s knowledge can 
increase exponentially. According to the Association 
for Talent Development, the average of spending on 
employee training within US is around $1208 per 
year and per employee (Association for Talent 
Development, 2015). We believe that this value can 
be decreased if we plan staff turnover accordingly 
and establish mechanisms for the capture of 
knowledge with existing technology, for example by 
using learning management systems (Sanchez-
Gordon, Calle-Jiménez, and Luján-Mora, 2015).  
3.3 Processes 
Processes are described by (Edwards, 2011) as “the 
way people, organizations and even technology 
actually do things”. The importance of processes in 
KM initiatives are described in different papers (Bou 
and Sauquet, 2004) (Newell, Robertson, Scarbrough, 
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and Swan, 2002). Identification and digitalization of 
the core processes of an organization is an important 
step in a KM initiative. It facilitates the transfer of 
knowledge of tasks performed by staff since 
processes are divided into activities and procedures 
are created for easier interpretation.  Processes are 
modeled normally in a Business Process 
Management (BPM) software or in an EA tool.  The 
process models and architectures created in this 
software become an essential part of the knowledge 
base of the organization.  
3.4 Proposed Knowledge Management 
Framework 
A successful implementation of a KM initiative 
greatly depends on a well-defined method that 
supports the creation, capturing, use, distribution and 
transfer of knowledge. Organizational knowledge is 
created from different interdependent objects in 
different domains: strategy, product, services, 
information technology, applications, business 
processes and people (Lankhorst, 2009). Explicit 
and implicit knowledge can be derived from these 
domains. Explicit knowledge is knowledge that can 
be formulated, documented and reproduced.  
Implicit knowledge also known as tacit knowledge is 
knowledge that is difficult to document or formulate, 
and is normally associated with human knowledge.  
Thus, the proposed framework intends to 
comprehensively create mechanisms to guide the 
KM process to capture knowledge from all the 
organizational dimensions.  This framework was 
conceived as a part of a research project in a private 
university. The main goal of the research project is 
the design of a knowledge management framework 
(KMF) and the development of a web application 
prototype supported by databases, data mining and 
business intelligence tools for the planning process 
in the university.  
One of the main objectives of the university is to 
position itself as a research and teaching institution, 
through the production, management and transfer of 
new knowledge based on institutional research lines. 
One of the projects implemented in the past year was 
the establishment of an institutional diagnosis in 
order to create a new model of corporate 
governance.  
After analyzing the raised processes and the 
outputs of this project a need was identified. The 
identified need was to create a KMF for the planning 
area of the university to ensure the efficient 
management of knowledge and knowledge related 
activities. The purpose of the framework is to 
support planning, implementation and control of 
knowledge related projects and programs required 
for the effective management of intellectual capital. 
Before the design of the framework started, a 
series of interviews was realized with different 
stakeholders in order to discover their knowledge 
requirements and to structure the framework.  The 
importance of the three dimensions of knowledge 
was confirmed in the interviews. Moreover, certain 
activities to include in the framework were 
identified. Some of these activities were: discovering 
of knowledge in existing databases, digitalization of 
existing processes and the definition of mechanisms 
to convert tacit knowledge from different people in 
the organization into explicit knowledge. The 
novelty of the framework resides in the use of EA 
and BI to cover all the stated dimensions. Figure 2 
depicts the designed framework.  
The component in the right presents an analysis 
on how explicit knowledge is produced by using BI 
and EA tools. This box receives implicit knowledge 
as an input. The implicit knowledge is produced by 
people and processes in the organization. The 
knowledge discovery process inside the box has the 
following steps: analysis of existing databases and 
files, extraction of useful information, 
transformation to the target database format and 
loading. This process known as ETL (Extraction, 
Transformation, Loading) prepares data into a 
customizable format, cleans data with errors and 
eliminates duplicates. The purpose of this step is to 
load quality data into the target database in order to 
improve the analysis processes. 
A data warehouse is the best target database for 
analysis. A data warehouse conceptual design 
consists of a set of dimension tables, fact tables and 
their relations. The populated data warehouse can be 
analyzed using BI and data mining tools to discover 
knowledge. Data mining and machine learning are 
popular methodologies for the knowledge discovery 
process. There are different methods and techniques 
that can be used. 
On the other hand, digitalization of knowledge 
can be captured in an EA tool. An EA tool supports 
the creation of architectures to translate implicit 
knowledge into models which describe 
organizational structures (people), business 
processes, applications and technological 
infrastructure.  
Most EA tools are based on the Archimate 
standard (Schekkerman, 2011). Archimate language 
allows the design of architectures in different 
domains and the creation of relations between the 
different    objects     of     the     organization.     The 
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Figure 2: Proposed Knowledge Management Framework. 
digitalization process includes an analysis of the 
different units and departments of the organization. 
Interviews must be realized with all the staff in order 
to document and model the different activities and 
processes realized in all architecture layers. The 
modeling of EA projects enables the capture and 
collection of implicit knowledge from the employees 
and the transformation to explicit knowledge in the 
forms of views and viewpoints of the architectures.  
EA and BI are the main methodologies of creation 
of explicit knowledge. It is important to present 
explicit knowledge in an easy and understandable 
way. The framework suggests the presentation of 
knowledge by using a KM system which can be 
developed in a web environment. The results of the BI 
and EA process can be visualized and analyzed in this 
KM system. The output of the component in the right 
is explicit knowledge in the form of reports and 
dashboards that are presented to be used by people in 
all levels of the organization and can support in the 
design or redesign of new and existing processes. The 
explicit knowledge is the main input of the box in the 
left of the framework. Explicit knowledge can support 
and enhance decision making activities and can 
increase knowledge levels of the people in the 
organization. It supports as well the transfer of 
knowledge to new employees. As seen in the 
framework the KM process is a cycle in which 
knowledge is produced in a daily basis. 
4 CONCLUSIONS 
KM is a practice that organizations are incorporating 
to improve the creation, use, distribution and transfer 
of knowledge. The implementation of KM must be 
guided by a KMF. Many KMFs exist in the 
literature. However, these frameworks do not 
present practical mechanisms to gather and analyze 
all the knowledge dimensions: people, processes and 
technology.  
The use of BI and EA tools bridges the gap of 
capturing all the knowledge dimensions. On the one 
hand, BI allows the transformation of simple 
information in valuable knowledge by applying data 
mining methods and techniques. On the other hand, 
EA supports the digitalization of implicit knowledge 
from people and processes by creating architectures in 
different domains. These architectures facilitate the 
transfer and distribution of knowledge to different 
levels of people in the organization. Some benefits of 
using this framework are: reduced training costs of 
staff turnover, improved decision making processes 
and the creation of a knowledge repository.  
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Abstract: Modern enterprise information systems are characterized by large amounts of data issued from various 
internal and external business applications, often stored and archived in different supports (databases, 
documents, etc. The nature of this data (voluminous, unstructured, heterogeneous, inconsistent, etc.) makes 
them difficult to use for analysis. In fact, it is typically an issue of big data analytics. 
The main objective of our research project is to design a solution to detect opportunities (projects, new 
markets, skills, tenders, etc.) in the continually growing data, while adapting to its constraints. The extracted 
information should help users to take proactive actions to improve their business (e.g., identify a consultant 
skill that can be aligned with a given tender). 
In this project we are interested in text data. There are two main reasons. The first reason is that text data is 
the most difficult to analyse by humans, especially when it is voluminous. The second reason is that we are 
convinced that valuable information is usually textual. Therefore, we define six research axes:  
• Intelligent Information Sensing 
• Text Mining  
• Knowledge Representation (semantics) 
• Querying the knowledge 
• Results Interpretation 
• Self-learning. 
1 INTRODUCTION 
Big Data mining is a recent and actual research trend 
(Diebold, 2012). Several approaches were 
experimented in several domains like: mobile 
communications (Laurila, et al., 2012), biology 
(Howe, et al. 2008), economics (World Economic 
Forum, 2012), (Letouzé, 2012), marketing (Fan, et 
al., 2015), decision making (Probst, et al., 2013), etc. 
In Big Data mining, it is usual to deal with 3V 
problems: Volume, Variety, and Velocity. Recently, 
two more Vs were proposed: Variability and Value 
(Fan and Bifet, 2012). This last V is very important in 
a business-oriented mining, which has for objective 
to valuate internal and/or external data through 
mining. 
In our case, the values we want to highlight are: 
• Fast answer to customer’s requests 
• Understand customer’s problems and 
determine new proposals to help solving it 
• Find new business opportunities through new 
projects, new markets, skills, tenders, etc. 
Some papers propose to use graph-oriented 
databases (Lin, 2014), which allow much faster 
responses than classical relational databases, due to 
local dependencies of data. A particular model of 
graph based on RDF (Resource Description 
Framework) retained our attention. RDF based model 
consists of “triples” [subject] -> [predicate] -> 
[object], which define conceptually a labelled graph 
(Bönström, 2003). That allows representing data 
dependencies in a clear, simple and efficient way, and 
allows fast access to data in graph-oriented databases.  
One of the main problems is: how to build this 
graph? I.e. what are the data sources and how is 
extracted pertinent information. Some documents are 
relatively structured, like competencies records, but 
the most are non-structured and thus need to be 
threated specifically. Research axes to answer this 
question are crawling and text mining. 
Another problem leads in graphs gathering: the 
objective is to build a global graph by combination of 
graphs extracted from documents. This problem is not 
trivial, as simply gathering graphs on their common 
nodes and links could lead to mistakes, mainly false 
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 positive answers. This is a new research axe: the 
knowledge representation using graphs. 
The interest of such a representation is to 
efficiently querying it. The issue of query formulation 
and searching in a global graph is not trivial. The 
objective is to propose a friendly-user interface for 
query building, and to give an understandable result: 
obviously, answer a sub-graph based on triple is not 
allowed for non-expert users; this becomes a problem 
of Human Machine Interface. This topic is covered by 
the axe of querying the knowledge.  
After a query session, results have to be 
interpreted. A graphical representation with nodes 
and edges of the resulting graph is not adapted for a 
non-expert user. To allow a more efficient 
interpretation of the result it is needed to transform 
the resulting graph to a more user friendly 
representation. The research axe of result 
interpretation addresses this topic. 
Last but not least, the results may be judged by the 
requestor more or less suitable. This feedback is 
necessary to increase efficiency of queries and 
accuracy of results. The last research axe called self-
learning has the subject to consider how self-learning 
can be implemented in the query engine. 
We choose to support this research a test case 
taken from an Altran’s1 need: how to match a business 
opportunity with the suitable consultant and in 
reverse, how to match a given consultant with a 
business opportunity. 
When a customer asks our company for some 
skills, it is important to be able to find consultants that 
can answer its wishes in the best time. Internal data 
are very useful to retrieve consultants in the field of 
required qualifications: well-structured consultant 
skills and knowledge records, database of CVs that 
are also relatively well structured documents. But 
several external data sources are also very useful in 
skills search, like viadeo, linkedin, etc. 
Matching request with the global graph will give 
us the possibility to have a look on nodes close to the 
request in order to retrieve additional information that 
can help to describe a context like new markets, skills, 
tenders, etc.  
2 SYSTEM ARCHITECTURE 
The main objective of Big Data technology is to 
integrate all data, then to analyze and represent this 
____________________________________ 
1 Altran Technologies, SA is a global innovation and 
engineering consulting firm 
data in the unified schema. To reach this objective, 
we propose the following architecture (cf. Figure 1): 
This architecture is composed of three Parts: 
Data Sources  
It contains all data provided by Altran's tools. Data 
are extracted either from the enterprise databases or 
from flat files which can be structured or not 
structured.  
These data were sorted and collected exhaustively 
to obtain relevant information that can be used to 
manage the Big Data System. The idea is to study and 
find a solution that allows to:  
- Identify opportunities (projects, markets, 
skills, etc.) 
- Improve transparency of existing data flow in 
the internal tools Altran 
- Centralize existing information 
Big Data Engine 
The challenge of big data is to manage a large volume 
of data with optimal processing time. 
We propose a big data engine based on Hadoop. 
Its HDFS file system allows the processing of very 
large amounts of data over several discs multiple 
machines as if it was a single storage volume. 
In addition, the use of tools such as Storm can 
perform calculations and processing on graphs.  
Implementing these two packages in Hadoop will 
reduce the time to treatment and process large 
volumes of data. 
Other tools can also improve performance of 
process. For example, Kafka tool is used to enable the 
processing of queued messages. 
Representation / Analyse / Compute: 
The use of graphs databases (for example: Giraph, 
Neo4j) to represent the big data provides a unifying 
representation. 
This offers a visual representation, easy to 
understand by the business. In addition, the use of 
graphs gives much better performance than relational 
databases, whether for the graph traversal or to 
load/import large data volumes. 
3 OUR RESEARCH AXES 
The objective of this section is to present the global 
framework of the solution to opportunity detection 
and its components which are the next research axis 
(cf. figure 2). 
Business Opportunity Detection in the Big Data
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Figure 1: Representation of system architecture. 
 
Figure 2: The Components of a Framework for Opportunity Detection.
3.1 Crawling 
A crawler is software that explores recursively links 
found within a web page, from a pivot page, in order 
to collect and index the resources (web pages, images, 
videos, documents, etc.). 
To enable the crawler to do its job correctly, one 
must define: 
• A selection policy that identify the pages to 
download; 
• A re-visit policy that defines when to check 
changes in the pages; 
• A politeness policy that defines how to avoid 
overloads pages; 
• A Parallelization policy that defines how to 
coordinate the crawlers in a distributed indexing. 
With the introduction of the new Semantic Web 
research principles have been defined to allow 
crawlers to operate indexing methods involving more 
intelligent human-computer combinations as are 
practiced today. 
The goal of this research axis is mainly to catch 
relevant pages in an intelligent manner. The ideal 
crawler should allow identifying pertinent data 
without drilling down the sources. 
3.2 Text Mining 
The crawling allows extracting from the WEB a set of 
sources which may have pertinent information. The 
second step is to inspect these sources to extract the 
information. It is the purpose of the text mining axis.  
There are various types of sources that can be 
processed, but the large majority of them are textual: 
it is why we focus on text mining in this work. 
 Text mining is a complex process which deals 
with natural languages. The main difficulty is that a 
natural language is ambiguous, redundant and 
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 implicit. Identifying new keywords and semantic 
links in a text need to use ontologies, heuristics and 
other sophisticated algorithms. 
We choose to represent textual information as a 
global graph, where nodes are keywords, and edges 
are property links between these nodes. Edges are 
wearing semantic. 
The nodes are found by keyword mining in the 
various structured and non-structured documents 
available in the company, like CVs, skill’s records, 
etc. Using ontology based on business rules, enables 
us to categorize the identified keywords into different 
abstract levels, and to discover the semantic links 
existing between them. For example, the global graph 
should contain the consultants and their respective 
skills. This allows, for instance, retrieving the 
consultants that match a client request. 
New keywords can be identified using a count of 
words and retaining only those which have a real 
sense. However for some structured documents like 
competency files, it is affordable to use the structure 
of the document to extract the relevant information. 
Anyway it is important that keyword extraction 
algorithms be able to adapt to the type of document. 
Semantic links needs in many cases a certain 
degree of understanding of the analyzed document. 
This involves language treatments, using language 
tools enabling a more or less detailed analysis of the 
document content through content analysis techniques. 
3.3 Graph based Knowledge 
Representation 
As previously introduced, we choose to represent the 
extracted knowledge as an oriented and labeled graph 
where nodes are extracted keywords and links are 
semantic links between keywords. 
Each analyzed document is resulting in a small 
graph representing the semantics extracted from the 
document. At this point we use RDF language to 
represent semantic graphs and to operate on them. 
In order to form the global graph, we need to gather 
the different graphs coming from each analyzed 
document. As said before, this point is not trivial, 
because of the need to keep data dependencies from each 
to other; for example, assume A related to E related to 
B, and X related to E related to Y: a basic gathering will 
give A and X related to E related to B and Y, leading 
potentially to false positive answers A related to E 
related to Y, and X related to E related to B. 
In order to deal with this constraint, we add an 
instance number in nodes: when such confusion may 
happen, the node is duplicated and a new instance 
number is given for each created node. In previous 
example, the node E is duplicated in two instances 
E[1] and E[2], thus we have A related to E[1] related 
to B and X related to E[2] related to Y; even if 
graphically the nodes are gathered, they are 
differentiated while analyzing the graph. 
Another way may be to consider transitivity 
between links of different semantics, where A related 
to E and E related to B involves a potential transitive 
link A to B with a more precise meaning.  
The global graph will first be built using well-
structured documents like skills reports and CVs. It will 
be improved next by client requests and ontologies. 
Indeed, requests can enlarge application domains, add 
and refine skills, while ontologies will give abstraction 
levels that can extend or refine contexts. 
3.4 Knowledge Graph Querying 
Queries are given as small graphs similar to the global 
graph. A user interface will help to build queries in an 
understandable way, proposing refinements or 
contextual information that can give more precise 
formulations. 
The graph of a query can be used, in active way, 
to quickly retrieve consultant that can satisfy a client 
request. It can be used also in a proactive way by 
augmenting the answer with neighborhood states or 
taking into account more general points of view, 
giving an extended view on client’s needs, and thus 
allowing proposing complementary services. In a 
general active way, the sub-graph can be also used to 
determine market’s trends, and identifying new 
relevant proposals of collaboration with new 
customers. 
Some nodes of the query shall be “asking nodes”: 
it will match any node of the global graph satisfying 
its relation links; thus, the entire query can match all 
the solutions of the need: for example, building a 
query on competencies with a “consultant asking 
node” will return all the consultants having these 
competencies. 
An answer is thus a sub-graph deduced from 
global graph by matching query’s nodes and links, 
with potentially several nodes for each “asking node”. 
Practically, the query graph construction could be 
not trivial: asking nodes could cover different 
information. For example, we could have consultants 
and enterprises skilled in programming languages: 
searching with an “empty asking node” will keep 
back consultants and enterprises. In order to reduce 
the field of answer, we decided to add a type to nodes; 
in such an example, consultants could be typed as 
person and enterprises as society. The query graph 
could then have a “typed empty asking node” in order  
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 to retrieve only consultants. 
Types are very important for query building, as 
we can propose to the user the list of types in which 
he can pick to refine its query. 
Extracting the answer is not trivial too, as user 
could skip several intermediary nodes, because of not 
knowing it or simply to have a simpler query. Thus 
asking for a consultant skilled in java programming 
language could return a graph containing a node 
“object languages” that gather several languages like 
java, c++, c#, etc. More generally, simple queries 
could return complex chains of dependencies: the 
graph matching algorithm has to deal with this. 
3.5 Result Interpretation 
The query’s result is a set of sub-graphs extracted 
from the global graph and matching the query graph. 
Representing this result in a human readable manner 
is not so trivial. It is easy to use a graphical 
representation where nodes are boxes and links are 
arrows. This form is acceptable for a human reading 
as long as the result set is not too big, but becomes 
unusable if there are hundreds or thousands of nodes.  
Addressing this issue is not quite simple. Many 
studies have been done to try to solve it and many 
approaches exist (Shengqi et al., 2014), (Bergmann et 
al., 2014) with different approaches. However there is 
not any universal good approach. Each need may 
have own adapted representation. The goal is here to 
determine a good representation in existing tools, and 
if needed (and possible), adapt it to closely cover the 
specific need of our project. 
3.6 Self-learning 
Automatic learning concerns the design, analysis, 
development and implementation of methods 
allowing to a machine to evolve in a systematic 
process, and so fulfill the tasks difficult or impossible 
to fill by more conventional algorithmic means. 
There are some kinds of self-learning algorithms. 
In our project we develop a self-learning method 
based on the user feedback. This method refers to a 
class of automatic learning problems, where the aim 
is to learn from experience, to optimize a quantitative 
reward over time. 
The user feedback acts as a reward, and is used to 
improve the search algorithm, which in turn will be 
able to provide more accurate results. 
4 CONCLUSION 
Most of the techniques described above to achieve the 
goal of opportunity detection are recent research 
subjects. Some partial answers already exist, but it 
remains a lot of issues, difficulties and weakness in 
the big data mining and in the graph based knowledge 
representation. This research will try, using a test case 
of business opportunity detection, to address some of 
them and to propose original solutions to increase the 
efficiency and accuracy of the knowledge mining and 
restitution in the big data. 
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Abstract: Metamodelling is a practical yet rigorous formalism for modelling language definition with a metamodel being
its pivotal engineering artifact. A multitude of domain-specific modelling languages (DSML) are engineered
to cover various modelling domains. Metamodels of such languages evolve over time by introducing changes
and extensions and are further customised to suite project-specific needs. While majority of DSML develop-
ment techniques provide concepts for creating metamodels from scratch, composition concepts for metamodel
customisation beyond class inheritance are sought towards more flexibility and reuse. In this paper, we in-
troduce a modular approach for metamodel customisation based on the idea of mixins and extenders. While
mixins allow for defining self-contained metamodel modules for reuse, extenders enable non-intrusive compo-
sition of such reusable modules on top of existing metamodels. We show how this approach can be applied in a
metamodelling tool such as ADOxx and demonstrate its usefulness by customising the BPMN language. The
benefit of the modular metamodel customisation is twofold. On the language engineering level, our approach
significantly promotes reuse, flexibility and overall efficiency in language definition and customisation. On
the modelling level, the approach leverages engineering flexibility to provide custom modelling languages that
better suits enterprise modelling needs.
1 INTRODUCTION
Model-based engineering approaches encourage the
usage of modelling languages to analyse, design and
develop increasingly complex systems and software.
A multitude of standard and domain-specific lan-
guages are being engineered to cover various mod-
elling domains. Independently of an application do-
main, modelling languages, like other software deliv-
erables, evolve over time. New versions are released
that introduce various changes and extensions (com-
pare UML versions from 1.0 to 2.4.1 or BPMN ver-
sions from 1.0 to 2.0.2). Furthermore, released lan-
guage versions are further adapted and customised
to suite problem and project-specific needs. For ex-
ample, a company may adopt BPMN 2.0 (OMG,
2013) as a standard for business process modelling,
but it further requires company-specific extensions for
process-based risk management. Such customisation
may involve introduction of additional risk-related
properties to existing language entities, creation of
new entities or even integration with proprietary lan-
guages to build a custom hybrid solution. Ideally,
such custom extensions should be portable to the up-
coming version of the base language. The evolv-
ing nature of languages, the need for customised lan-
guages and the complexity that arises when combin-
ing evolution and customisation phenomena together,
call for systematic, flexible and modular approaches
for language design and customisation.
Metamodelling has been recognised as a practi-
cal yet rigorous formalism for modelling language de-
velopment. In metamodel-based approaches, a meta-
model is used to define the abstract syntax of the
language. As a pivotal element in language defini-
tion, metamodel defines language concepts for which
precise semantics and one or more concrete syntaxes
may be defined (Selic, 2011). Nowadays, a multi-
tude of mature metamodelling languages exist such
as the standard MOF (OMG, 2014), or tool-specific
meta-languages such as Eclipse EMF Ecore (Stein-
berg et al., 2008), MetaEdit+ GOPPRR (Kelly et al.,
1996), ADOxx Meta2-Model (Junginger et al., 2000;
Kühn, 2010), or GME MetaGME (Ledeczi et al.,
2001). In metamodelling languages, we may dis-
tinguish between core and supporting metamodelling
capabilities. Core constructs are used to define fun-
damental elements of a metamodel. Constructs such
as class, property or reference are examples of core
constructs as they contribute to the core expressive
power of a metamodelling language. Complemen-
tary, supporting constructs contribute to the efficiency
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Table 1: Overview of core and supporting capabilities of selected metamodelling languages.
Capability ADOxx Meta2-
Model




Class Class EClass Atom Object Type Class
Attribute Attribute EProperty Attribute Property Property
Relation Relation Class EReference Connection Relationship Association
Relation End Endpoint - Connection Role Role, Port Property



























of metamodelling. They provide support for better
structuring of metamodel artefacts and promote reuse
of core metamodel artefacts. Modularisation con-
structs such as packages that are used to encapsulate
metamodel elements, or composition constructs such
as class inheritance which enables reuse of structural
features of classes, are examples of such constructs.
While comprehensive support for the core meta-
modelling concepts is common to all metamodelling
languages, the opposite is true for the supporting
metamodelling constructs (see Table 1). Here, a
positive exception, however, is the metamodelling
standard MOF. Through the common UML2 infras-
tructure, MOF provides a set of mature mechanisms
for metamodel customisation and incremental meta-
model refinement such as the Profile mechanism and
the packageMerge. Nevertheless, profiles have been,
until now, exclusively used to refine only metamod-
els based on UML. In (Langer et al., 2012) the idea
of UML profiles has been applied to Ecore, in or-
der to enable profiles more broadly for DSMLs. Fur-
thermore, while the package merge supports modu-
lar and incremental metamodel customisation, it op-
erates on the level of packages and relies on the name-
based element matching to apply merge, which is not
always a desired approach for metamodel composi-
tion and customisation. Finally, the inheritance, in
some of its forms as a single, multiple, interface or
implementation-like, is supported by all metamod-
elling languages. Inheritance is most widely used
technique for metamodel composition and customisa-
tion. However, while reusability of structural features
by subclassing is one of the main advantages of in-
heritance, it may, at the same time, be its major draw-
back. Sublcassing as a way to extend a parent class
with additional structural features may often end in
complex class hierarchies and over-engineered meta-
models. Furthermore, extending a class by subclass-
ing may in some cases not be possible (single inheri-
tance restriction, “sealed” base classes) or not desired
(the base class is already in use, i.e. instances exist
that would require tool recompilation and model mi-
gration).
Modular, incremental development has been one
of the major drivers for the shaping of object-orient
programming languages (OOPL). Single and multi-
ple inheritance, mixins, traits, extension methods and
templates in OOPLs are some of the key mechanisms
that boost efficiency and flexibility in programming.
In this paper, inspired by some of the known
extensibility concepts from OOPLs, we introduce a
modular approach for metamodel customisation. In
particular, the approach introduces the notions of mix-
ins and extenders with appropriate composition oper-
ators that complement existing techniques for meta-
model composition and customisation. Mixins allow
for defining reusable self-contained metamodel exten-
sions that can be combined by arbitrary modules with-
out the creation of multiple class hierarchies. On the
other hand, extensions allow for non-intrusive injec-
tion of custom metamodel extensions on top of ex-
isting metamodels eliminating the need for creating
derived types. This way, with mixins we increase
the overall potential for reuse in metamodelling be-
yond inheritance, whereas with extensions, we con-
tribute to greater flexibility when extending metamod-
els. The paper is structured as follows. In Section 2,
we introduce a running example related to the cus-
tomisation of the BPMN metamodel. In Section 3,
after we’ve revisited the limitations of inheritance, we
introduce Mixins and Extenders and two new meta-
model composition operators, Mixin Inclusion and
Extension. Section 4 elaborates on the application
of the approach based on the ADOxx metamodelling
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Figure 1: Customisation of the BPMN metamodel using reusable RM and DM modules.
language. In Section 5 we discuss the related work.
Finally, Section 6 concludes the paper.
2 RUNNING EXAMPLE:
CUSTOMISATION OF BPMN
Let us consider the previously mentioned example
of metamodel customisation, in which, the industry
standard business process modelling language BPMN
2.0 is extended by a business-oriented extension for
process-based risk management (RM) and by a pro-
cess simulation extension (PS) for business process
simulation (Herbst et al., 1997). The necessity of ex-
tending the BPMN with further business aspects for
enterprise modelling and analysis has been discussed
in (Rausch et al., 2011).
Let us suppose we follow a modular approach to
metamodel development, where metamodels are en-
capsulated into reusable, stand-alone modules, focus-
ing on single aspects and concerns. In that case, we
will have three metamodel modules, BPMN, RM and
PS as depicted in Figure 1. In module BPMN, the
class Task is the central entity for modelling busi-
ness process flows, which we aim at extending with
other related concepts. In module RM, the class Risk
is used to model company risks. A risk may be as-
signed to various business entities, which is repre-
sented by the abstract class RiskHolder. In the PS
module, the abstract class SimulationActivity repre-
sents an abstract activity containing attributes Time
and Costs necessary to run the process simulation al-
gorithm. Note that this is a very simplified view of
the simulation aspect. Such activity may have an as-
signed performer (Performer) that executes the activ-
ity during the simulation. Our goal is to customise
BPMN in a way that the task becomes connectable to
risks, and that it contains simulation features. In other
words, we want from class Task to have characteris-
tics of both classes, RiskHolder and SimulationActiv-
ity. Furthermore, metamodel composition should be
non-intrusive, i.e. both BPMN as well as RM and
PS modules must not be modified. In addition, no
new derived entities should be defined, in order to re-
tain the compatibility with existing mechanisms and
model bases.
3 METAMODEL COMPOSITION
BASED ON MIXINS AND
EXTENDERS
In this section, we first discuss current limitations of
the inheritance in metamodelling languages based on
the running example, since inheritance, in some of its
variants, is commonly supported composition mech-
anism by all metamodelling languages (see Table 1).
Afterwards, we introduce the concepts of Mixin and
Extension, two new metamodel composition opera-
tors for flexible, modular metamodel customisation.
3.1 Inheritance is Not Enough
In a nutshell, the intention of inheritance is to reuse
structural features of classes such as properties and
references by creating parent-child class hierarchies.
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A subclass inherits all features of either one super
class (single inheritance) or of more than one super
class (multiple inheritance). While metamodelling
languages such as Ecore, MetaGME and MOF sup-
port multiple inheritance, languages such as ADOxx
and GOPPRR are restricted to single inheritance.
Multiple inheritance has been discussed controver-
sially since its introduction in programming lan-
guages (Bracha, 1992), as well as, more recently, in
metamodelling (Selic, 2011). Multiple inheritance
is criticised for an increased unanticipated complex-
ity and ambiguity in class design, allowing for anti-
patterns such as “diamond inheritance problem” and
over-generalisation.
Figure 1 illustrates how both single and multiple
inheritance can be applied to extend the BPMN mod-
ule with RM and DM modules. We summarise ma-
jor deficiencies in the context of customisation in two
categories, singleness and subclass imperative.
Singleness. Given the single inheritance restric-
tion by a metamodelling language, we introduce new
extension module extBPMNa which contains one de-
rived class DerivedTask as a subclass of Task from
module BPMN. Since multiple inheritance is not al-
lowed, we cannot inherit additionally from classes
RiskHolder and SimulationActivity, but need to de-
fine two new references assignedRisks’ and assigned-
Performer’ to classes Risk and Performer and to re-
model properties from the class SimulationActivity
such that the class DerivedTask includes the seman-
tics of classes Risk and Performer. Obviously, this
approach is not flexible enough as it doesn’t allow
for reuse of additional structural features other than
those that are inherited from the single super class. If
a metamodelling language allows for multiple inher-
itance, the class DerivedTask in module extBPMNb
may specialise the class Task and also inherit from
the abstract classes RiskHolder and SimulationActiv-
ity to accompany all required features. This solution
appears to be more elegant, as it allows for reuse by
inheritance from multiple superclasses.
Subclass imperative. Although multiple inheri-
tance overcomes the problems of singleness, in both
inheritance-based solutions, however, we are forced
to introduce an explicit derived type in order to extend
a class without directly modifying it. In our case, the
class DerivedTask inherits in both cases from the class
Task and must be used if extended process modelling
with risks and simulation is desired. This kind of cus-
tomising by subclassing may be an undesirable when
applying metamodel customisation. It forces the in-
troduction of a new modelling class in the language,
even though, conceptually, only an adaptation of an
existing class was required. Furthermore, as an effect
of a new derived type, both functionality and models
conforming to the base BPMN metamodel have to be
upgraded to the new metamodel version, i.e. the in-
stances of class Task need to be converted to the sub-
class DerivedTask, in order to apply the extension. We
call this problem the subclass imperative deficiency.
3.2 Mixin-based Metamodel
Composition
In order to mitigate the singleness problem of inher-
itance and complex and potentially ambiguous mul-
tiple inheritance hierarchies, while increasing the po-
tential of reuse, we propose the usage of mixins in
metamodelling. Adopting the general idea of mixin-
based inheritance (Bracha and Cook, 1990) in meta-
model composition, mixins are said to allow for the
definition of independent metamodel element parts
(Mixins) that may be reused, i.e. mixed, by other el-
ements. Mixins usually bundle some common set of
features that may be shared among other metamodel
elements. To allow for the mixin-based metamodel
composition, a parent element, a mixin metamodel el-
ement and a mixin inclusion composition operator are
needed.
• Parent element. A parent element in the mixin
composition may be any element of a compound
type, i.e. an element that contains other elements.
For instance, a class is a compound metaclass that
may contain structural features such as properties
and references.
• Mixin element. A mixin element is a compound
element type that contains features to be shared
among other elements. We define mixin element
as a non-instantiable, abstract element, in order to
denote its pure supporting metamodelling capa-
bility. The mixin element must be of the same
type as the base element. For example, an ab-
stract element of type Class may be defined that
contains a set of common properties and/or refer-
ences that may be shared between various other
classes. In our case, appropriate candidates for
mixin classes are RiskHolder and SimulationAc-
tivity.
• Mixin inclusion. Mixin inclusion operator is a re-
lation that takes a parent element and a mixin el-
ement as an input, and includes (“mixes in”) the
child elements of the mixin element to the par-
ent element. A parent element may mix in many
mixin elements. In turn, a mixin element may
be reused by arbitrary parent elements. Hence,
mixin operator allows for an increased flexibility
in appending features to an element without dis-
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Figure 2: Metamodel customisation based on mixin inclusion and extension composition operators.
tracting the inheritance hierarchy. On the other
side, it enables the definition of self-contained as-
pectual modules which can be flexibly combined,
thus fostering reuse and clear separation of con-
cerns. In our example, the class DerivedTask may
now include mixin classes RiskHolder and Simu-
lationActivity, in order to obtain their features.
3.3 Extension-based Metamodel
Composition
While mixins solve the problem of inheritance sin-
gleness and complex inheritance hierarchies, mixins
do not tackle the issue of the subclass imperative,
when it comes to extending an already existing base
metamodel. We still need to create a derived type,
when extending the very base element (in our exam-
ple, class Task). In order to address this issue, we
introduce the concept of extension and extender-like
elements. The extenders may be thought of as in-
verse mixins. They allow for extensively injecting the
features into a parent element without creating a de-
rived element. The extension mimics the semantics of
the inheritance, however without a need for a derived
type.
The extension-based metamodel composition
picks up on the initial idea of invasive software com-
position (Aßmann, 2003), in which program frag-
ments such as methods and properties may invasively
be injected into existing program code by operating
on their implicit interfaces using transformative tech-
niques. However, instead of intrusively changing the
code, we introduce a native metamodelling language
operator that allows to add features to an existing el-
ement without the need to modify it. Applied on
metamodels, implicit interfaces allow for controlled
variation points where metamodel elements may be
extended. An implicit interface represents an exten-
sion point of a metamodel element, which is implic-
itly defined by the inherent semantics of the underly-
ing metamodelling language. Each element type may
have different implicit interfaces. For example, im-
plicit interfaces of the metaclass Class are its struc-
tural feature sets. Using the extension operator, an-
other element may access such an implicit interface
and extend that particular class by injecting e.g. addi-
tional member attributes or references. Implicit inter-
faces are crucial in metamodel customisation, where
extensional composition should take place on previ-
ously not explicitly defined extension points, or on
non-modifiable elements. To combine elements based
on extension, a base element, an extender element and
an extension operator are required.
• Base element. A base element may be any com-
pound metamodel element, for which at least one
implicit interface exists. For example, it doesn’t
make sense to extend elements such as attribute
types that do not aggregate other elements and
features. In our case, the base element is the class
Task.
• Extender element. An extender element is a com-
pound element, that holds extensions that should
be injected to the base element. Since it is a pure
supporting metamodelling construct, it is a non-
instantiable, abstract element. In addition, the ex-
tender element must be of the same type as the
base element. This is required to implicitly con-
strain only extensions that are possible for that
specific element type.
• Extension composition operator. Extension op-
erator is a relation that takes a base element and
an extender element as input and extends the base
element by injecting extensions based on well-
defined implicit interfaces. Like in inheritance,
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but inversely, the structural features of the exten-
der element are propagated to the base element
without any syntactic modification of the base el-
ement. An extender element may extend many
base elements. In turn, a base element may be ex-
tended by arbitrary extender elements. Hence, the
extension operator diminishes the necessity of the
subclassing imperative, since base elements may
be extended via direct feature injection.
Figure 2 illustrates the revisited customisation of
the BPMN module now using the mixin inclusion and
extension operators. The modules RM and PS be-
come self-contained, reusable “mixin" modules, hav-
ing classes RiskHolderMixin and SimulationActivi-
tyMixin as their central mixin elements. Instead of
having the explicit derived class DerivedTask, the ex-
tension module extBPMNc defines the extender class
TaskExtender, which, on the one side, includes the
mixin classes, and, on the other side, extends the class
Task by injecting its structural features, that of mixins.
Mixin and extension operators, when used in combi-
nation, allow for flexible, non-intrusive, and modu-
lar metamodel customisation by composition. While
mixins can be used to define self-contained, reusable
modules applicable for arbitrary metamodels, exten-
ders play the role of the composition glue logic, i.e.
they allow for injecting mixins into existing meta-
model fragments.
4 APPLICATION IN ADOxx
This section elaborates on the application of the in-
troduced metamodel composition concepts within the
metamodelling language of the metamodelling tool
ADOxx (Junginger et al., 2000; Kühn, 2010; OMI-
Lab, 2015). Even though the concepts introduced
in the following are defined considering the charac-
teristics of ADOxx metamodelling language, we be-
lieve that ideas presented may be translated to other
metamodelling languages due to comparable meta-
modelling expressiveness (see Section 1, Table 1).
4.1 ADOxx Metamodelling Language
ADOxx Meta2-Model is the meta-metamodel of
ADOxx. In the following, we explain its main con-
cepts that will serve as a basis for the further dis-
cussion regarding the introduced compositional ex-
tensions. Figure 3 illustrates the ADOxx meta-
metamodel. In ADOxx, all metamodel constructs
are identified by IDs and names. This is repre-
sented by the top-level abstract metaclass AObject and
its subclass ANamedObject. Further, various meta-
constructs in ADOxx may have attributes. The meta-
class AttributeDefinition represent an attribute con-
struct that may have a default value, a set of con-
straints and may be of some simple or complex at-
tribute type. Attributable constructs are generalised
by an abstract metaclass AObjectWithAttributes. A
ALibrary is an attributable construct which consists
of model types and implicitly of other constructs such
as classes and relations. As such, a library represents
a bundle of different diagram types. To define dia-
gram types, the concept of model type is used. A
AModelType is an attributable construct that typifies
models and consists of classes and relations. In ad-
dition, a model type may have AModes, which fur-
ther subset a model type with respect to available
classes and relations. A AClassDefinition is an ab-
stract metaclass that can hold attributes, and can be
contained by model types. Class definitions may be
classes or relations. A AClass is the central meta-
modelling construct used to specify entities of a mod-
elling language. ADOxx supports single inheritance
for classes. The construct ARelationClass connects
classes and/or model types. A relation class con-
nects to other elements indirectly using the concept
of endpoint definition. An AEndpointDefinition al-
lows classes and model types to be target types of
a relation. The number of endpoints defines the ar-
ity of the relation, however ADOxx restricts relations
to be binary. To be directed, a relation must have
at least one endpoint of type From and one of type
To. Hence, an endpoint specifies which elements may
participate in the relation and how (multiplicity). Fur-
thermore, ADOxx features an additional reuse mech-
anism by aggregation to increase the support for intra-
level reuse. Reuse by aggregation is a Cartesian prod-
uct aggregation function, such that any allowed child
element may be aggregated by any allowed parent el-
ement. For example, a globally defined attribute defi-
nition may be reused by any attributable element and
vice versa. Similarly, classes and relations may be
reused by model types and modes, endpoints by rela-
tions etc. Finally, the central modularisation construct
for encapsulating metamodel elements into reusable,
modular units is a AFragment. A fragment may con-
tain owned or imported elements. Owned elements
are existential members of that fragment. Imported
elements are those referenced from other fragments.
Imported elements contribute to inter-fragment reuse
and provide a basis for the application of arbitrary
composition operators.
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Figure 3: Meta-metamodel of ADOxx featuring Mixins and Extensions.
4.2 Mixins and Extenders in ADOxx
While introducing the idea of mixins and extenders
for metamodelling in Section 3, we also defined on
which type of metamodelling constructs mixin inclu-
sion and extension composition operators can be ap-
plied. In particular, we defined what the parent ele-
ment, the base element, as well as, what the mixin and
the extender elements may be. For all elements ap-
plies that they must be of the compound type, i.e. that
they must contain an extensible set of child elements.
Furthermore, mixin and extender elements must be
abstract elements. Therefore, in ADOxx we define
both mixin inclusion and extension operator as rela-
tionships on the most general level of attributable con-
structs, i.e. at the metaclass AObjectWithAttributes
(see Figure 3). By saying that an attributable con-
struct may mixin and/or extend another attributable
construct, we allow for the application of these oper-
ators for all compound subtypes such as the class, the
model type, the relation class, the endpoint, and the
library. This is desirable as all of the compound ele-
ments have at least attributes as child elements and, in
addition, other contained elements, too. For example,
an endpoint has attributes, and a set of target classes
or target model types. However, there is a number of
constraints that need to be obeyed. In the following,
we mention the most important ones:
• Constraint 1: Same type mixin composition.
Mixin inclusion relationship can only connect el-
ements of the same metatype. For example, a
class can mix in another class, but cannot mix in
a model type.
• Constraint 2: Same type extension composition.
Extension relationship can only connect elements
of the same metatype. For example, a model type
can extend another model type, but cannot extend
a class.
• Constraint 3: Abstract mixin element. The target
element of the mixin inclusion relationship must
be declared as abstract.
• Constraint 4: Abstract extender element. The
source element of the extension relationship must
be declared as abstract.
• Constraint 5: Acyclic mixin dependency. The
mixin element cannot mix in itself, neither di-
rectly nor indirectly.
• Constraint 6: Acyclic extender dependency. The
extender element cannot extend itself, neither di-
rectly nor indirectly.
Mixins and Extenders for Modular Metamodel Customisation
265
• Constraint 7: Acyclic mixin/extender depen-
dency. A parent element cannot mix in a mixin
element, if it at the same time extends it, neither
directly nor indirectly.
The semantics of both operators are common for
each instantiable compound metaclass (class, relation
class, endpoint definition, model type, mode, library),
with regard to inclusion and extension of attributes.
Moreover, the semantics of the inclusion operator is
very similar to the inheritance of attributes, whereas
for extension, it acts as a kind of inverse inheritance
of attributes. Hence, in ADOxx, we implement the
semantics for mixin inclusion and extension relation-
ship based on the following definitions. First, we
introduce the common semantics for all metaclasses
that are attributable elements (all subclasses of the
metaclass AObjectWithAttributes).
• Definition 1: Inclusion of Objects with Attributes.
Given the parent element E p with the set of at-
tributes Sp, and the mixin element Em with a set
of attributes Sm, E p includes Em by aggregating
all attributes of Sm into Sp.
• Definition 2: Extension of Objects with At-
tributes. Given the base element Eb with the set of
attributes Sb, and the extender element Ee with a
set of attributes Se, Ee extends Eb by aggregating
all attributes of Se into Sb.
However, since each metaclass (subclass of ob-
jects with attributes) has a different compound struc-
ture, i.e. the set of containable structural features on
which the operators are applied, the semantics of op-
erators vary for each such metaclass. For example,
model type mixin inclusion aggregates all classes of
a model type to the parent model type. Inversely, a
model type extender inserts all its class members into
the base model type. Since listing of all additional
definitions for each construct would exceed the lim-
its of the underlying work, we focus only on those
elements which, as we will see, we also use in our
running example - classes and endpoint definitions.
While for classes no further structural containment
exists, for the endpoint we define mixin inclusion and
extension as follows:
• Definition 3: Inclusion of Endpoint Definitions.
Given the parent endpoint EPp with the set of tar-
get classes Sc1 and the set of target model types
Sm1, and the endpoint mixin EPm with a set of
target classes Sc2 and the set of target model types
Sm2, EPp includes EPm by aggregating all target
classes of Sc2 into Sc1 and all target model types
of Sm2 into Sm1.
• Definition 4: Extension of Endpoint Definitions.
Given the base endpoint EPb with the set of target
classes Sc1 and the set of target model types Sm1,
and the endpoint extender EPe with the set of tar-
get classes Sc2 and the set of target model types
Sm2, EPe extends EPb by aggregating all target
classes of Sc2 into Sc1 and all target model types
of Sm2 into Sm1.
Finally, both inclusion and extension relationships
are applied transitively.
4.3 Applying Mixins and Extenders
In the following, we revisit the running example from
Section 2 and the conceptual solution from Section 3,
in order to exemplify the application of mixins and
extenders in ADOxx. Figure 4 illustrates the revis-
ited solution. We now apply ADOxx metaclasses to
implement metamodel fragments BPMN, RM, PS and
extBPMNc. In doing so, we use UML stereotypes
to denote corresponding metaclasses from ADOxx.
Note that we explicitly model cross-package relation-
ships, instead of re-modelling the imported classes, in
order to save the space in the diagram. We define the
abstract class TaskExtender, which, on the one side,
includes the mixin class SimulationActivityMixin, and
on the other side, extends the class Task by insert-
ing the structural features (that of the included mixin).
Note that in ADOxx, only attributes Time and Costs
will be propagated as the only member features of
the class SimulationActivityMixin. Since relations be-
tween classes in ADOxx are defined over endpoints as
first-order constructs, a relation of a class is syntacti-
cally not an inherent feature of that class. Instead, a
class is a target, a structural feature of a relation end-
point. Hence, to extend the class Task with the rela-
tion AssignedPerformer, we define the endpoint ex-
tender FromAPExtender, which, on the one side, tar-
gets the class Task, and on the other side, extends the
corresponding endpoint FromAP of the relation As-
signedPerformer. Similarly, we define the endpoint
extender FromARExtender for the endpoint FromAR
of the relation AssignedRisks, in order to allow for
tasks to connect to performers. As a result of com-
position, the class Task contains both risk-related and
simulation features.
4.4 Application Evaluation
One may argue that introduced concepts such as mix-
ins, extenders and, in general, modular thinking, al-
though powerful, bring an additional level of com-
plexity in metamodelling. While this argument is true
for a one-time metamodel customisation project, the
true benefit of modular customisation with mixins and
extenders becomes visible with repeated use. In order
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Figure 4: Application of mixin inclusion and extension composition operators in ADOxx.
Table 2: Comparison of customisation effort with basic
metamodelling constructs and with mixins and extenders










3 SP 3.5 SP
Migration of
customisation
2 SP 0.5 SP
Reuse of cus-
tomisation
2 SP 0.5 SP
to evaluate this thesis, we conducted a survey among
experienced ADOxx language and metamodel engi-
neers. As part of the survey, we asked engineers to
provide two effort estimations for the sample meta-
model customisation project from the introduced run-
ning example. Given the introduction of the new
modular customisation concepts in ADOxx, they pro-
vided effort estimations to conduct the work 1) based
on basic metamodelling constructs, 2) based on new
modular metamodel customisation constructs. The
following customising tasks have been considered: 1)
initial (from scratch) customisation, 2) migration of
the customisation to a new base metamodel version,
3) reuse of customisation for another metamodel. The
results are summarised in the Table 2.
As expected, the initial customisation effort es-
timation in average was slightly higher when using
new constructs (mixins and extenders). This was ex-
plained by the fact, that this kind of customisation
required upfront design in modules for future reuse.
However, the estimated effort for the migration was
significantly lower when using mixins and extenders.
This was mainly due to the fact that the extension
could be ported as a mixin module to the new version
and injected via extenders without needing to migrate
data (refer to the subclassing imperative issue of in-
heritance). Regarding the reuse of customisation in
another project, the effort was clearly lower, since the
mixin extension module could be reused as-is, with
the only effort of defining new extender class.
5 RELATED WORK
In the area of programming languages, the idea of
mixins has been around for years. The term was
coined in the language Flavors (Moon, 1986), how-
ever, mixins have been initially defined as a for-
mal language construct for language CLOS (Bracha
and Cook, 1990). Mixins found usage in OOPLs
such as Smalltalk (Bracha and Griswold, 1996), and
Scala (Odersky et al., 2004). GPLs such as C++, that
do not support mixins natively, aim at emulating the
behaviour of mixins based on parameterised inheri-
tance and template classes (Smaragdakis and Batory,
2001). Similarly, in (Ancona et al., 2000) an exten-
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sion for Java has been proposed called Jam, to al-
low for mixin-based class composition. As for ex-
tensions, the initial idea of an Extend operator that
injects program code fragments into an existing pro-
gram code at implicit interfaces was proposed in (Aß-
mann, 2003) as a part of the broader approach of in-
vasive software composition. Similar approach to ex-
tend existing types exists in C#, in which so-called
Extension Methods allow for injecting methods into
an existing base type without the need to create a new
derived type, recompile, or otherwise modify the base
type (MSDN, 2015).
In modelling language engineering, several tech-
niques for metamodel and DSML composition have
been proposed (Vallecillo, 2010). We focus on those
that allow for metamodel customisation beyond in-
heritance. UML 2 provides the profile mechanism
for metamodel customising, particularly applicable
for UML 2 family of languages. In UML Profiles,
selected concepts of the UML metamodel may be
extended using stereotypes. With UML 2, profiles
have been improved from a lightweight customisa-
tion approach to a sound mechanism for both meta-
model customisation and for the design of new lan-
guages (Selic, 2007). In the current UML version
2.4.1 (OMG, 2011), the concept of the Stereotype
is a full metaclass that specialises the Class concept
and extends it through the explicit association Exten-
sion. As a subclass of the Class, a stereotype may
own properties that extend the base class. Further-
more, stereotypes allow for the creation of new as-
sociations between stereotypes and other metamodel
elements. The notion of a stereotype is comparable
to our extender element, and the extension associa-
tion with our extension operator. However, instead
of introducing a separate metaclass for it, we add ex-
tensibility capability to the corresponding metaclass
itself, with the only constraint that such extender ele-
ment must be abstract. Hence, our extender element
is simply a supporting metamodelling construct that
extends an existing element while not being instan-
tiable on the model-level. Since the extension occurs
in design and compile time, no further model-level
mechanisms are required to correlate the instances of
a stereotype with instances of a base element. Al-
though, it is claimed that profiles are made generic
and compatible for any MOF-based language (Selic,
2007; OMG, 2011), to our best knowledge, we are not
aware of any other profile applications than those for
UML.
In (Langer et al., 2012), the idea of profiles is ap-
plied on Ecore, however, not on the meta-metamodel
level but on the metamodel level through metalevel
lifting. The so-called EMF Profiles help to customise
arbitrary DSMLs that are based on EMF Ecore. Since
the same idea of UML Profiles is applied, similari-
ties and differences to our approach apply as men-
tioned before for UML profiles. Furthermore, two
additional mechanisms are added that increase profile
reuse, Generic Profiles and Meta Profiles. Generic
profiles are based on generic types. This is inher-
ently supported in our approach through the usage of
abstract elements when defining mixin and extender
modules. Meta Profiles aim at applying extensions to
the constructs of the meta-metalevel, such that exten-
sions are applicable for all DSMLs. This is an inter-
esting approach for massive extensions, we do not yet
support.
In (Braun and Esswein, 2015) a similar idea
of adapting the UML Stereotype concept towards a
mechanism for generic metamodel extensions, how-
ever only on the conceptual level, is proposed. Un-
like in (Langer et al., 2012) and similar to our ap-
proach, the authors, propose an extension on the
meta-metamodel level, with an application focus on
enterprise modelling languages. As in the UML/MOF
stereotype mechanism, the stereotype construct is de-
fined as a separate metaclass, however not only for
the Class construct, but multiplied for each metaclass
type (model type, property etc.). Each stereotype con-
struct has a limited set of extension possibilities. In
our approach, we fully reuse existing metaclasses as
abstract constructs to capture extensions, and, instead,
define precise extension semantics on the extension
operator.
Another metamodel extensibility concept com-
mon to UML and MOF is the PackageMerge. Pack-
age merge is used to merge elements and the content
of two packages. As noted in (Selic, 2011), pack-
age merge allows for incremental metamodel refine-
ment, because one can define an extending element
(increment) with the same name as the base element,
add additional properties to it and merge it with the
base. The semantics of the package merge is sim-
ilar to that of generalisation, with a difference that
the derived element has the same name as the base.
In comparison to our work, package merge has sim-
ilarities to both mixin and extension. However, the
difference is that we do not rely on name match-
ing algorithm but on explicit relationships defined by
language engineer, which contributes to an increased
soundness in metamodel composition. Furthermore,
both mixins and extensions are applied on the level of
metamodel elements to allow for a fine-grained and
precise extension definition, whereas package merge
operates on the level of packages, which potentially
opens the door for uncontrolled reuse and the need for
metamodel pruning techniques such as Package Un-
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merge (Fondement, Frédéric and Muller, Pierre-Alain
and Thiry, Laurent and Wittmann, Brice and Forestier,
Germain, 2013). Another MOF extensibility capabil-
ity is the Extension, a lightweight approach to anno-
tate existing metamodel elements with Tags that, how-
ever, solely represent simple name-value pairs.
Apart from the mainstream metamodelling ap-
proaches, in (de Lara and Guerra, 2013), generic pro-
gramming techniques such as concepts, templates and
mixin layers are applied for metamodelling in order
to increase the support for abstraction, modularity,
reusability and extensibility of (meta)models and cor-
responding model management operations. Focusing
on the usage of mixins, mixin layers rely on templat-
ing technique that allows for defining templated meta-
model extensions (mixin layers), that can be applied
on metamodels that conform to template parameters.
The basic idea is to use the parameterised inheritance
to realise a generic mixin. The “instantiation” of the
template binds the mixin layer to a concrete meta-
model that is the subject to extension and that con-
forms to the structure defined by the parameter type
(concept). While the authors introduce templates and
template instantiation to realise generic mixins and
their application, we rely on the abstract metaclasses,
and mixin and extension operators. Instead of ap-
plying the parameterised inheritance to achieve the
flexibility of mixin applications, we define extenders
that insert mixins into arbitrary elements. However,
we believe that the two approaches are complemen-
tary. While acknowledging the power of templates for
specifying the generic concepts that promote abstrac-
tion, modularity and reuse, our mixin inclusion, and,
in particular, extension operator may be applied on the
level of templates to allow for mixing and extending
of template definitions themselves.
Finally, in (Jézéquel et al., 2013) an approach to
design domain-specific languages based on multiple
meta-languages within the Kermeta language work-
bench is proposed. The composition operators aspect
and require are introduced that allow for the compo-
sition of language elements such as abstract syntax,
static semantics, and behavioral semantics. Inspired
from the open class concept, the aspect allows to re-
open a previously created class and to add features.
In what it does, the aspect is similar to our extension
operator. Differently to our approach, the focus is on
modular composition of language concerns, whereas
we concentrate on the pivotal language aspect, the
metamodel. The authors state that the modularisation
does not apply for the metamodel aspect (for which
definition the EMOF is used).
6 CONCLUSIONS
This work represents a contribution to the field of
metamodel composition and customisation, in the
context of metamodel-based modelling language en-
gineering. Our approach is based on the notions of
Mixins and Extenders and appropriate composition
operators, that allow for flexible, modular metamodel
customisation. Mixin and extension-based meta-
model composition facilitate reuse and contribute to
more flexibility and overall efficiency in metamodel
definition. Mixins allow for the creation of reusable
aspectual metamodel element extensions that can be
combined by arbitrary metamodel elements using the
mixin inclusion operator. Furthermore, the extension
operator allows for the injection of structural features
into otherwise non-modifiable base metamodel ele-
ments in a non-intrusive way by relying on their im-
plicit interfaces. While mixin inclusion complements
single inheritance, and, at the same time, represents
a lightweight alternative to multiple inheritance, ex-
tension resolves the issue of subclass imperative, an
important issue in metamodel customisation. We il-
lustrated the usefulness of the approach based on a
running example of the simplified BPMN metamodel
customisation. We also elaborated on the applica-
tion of our approach within the metamodelling tool
ADOxx. Although we explained the syntax and se-
mantics of the operators based on ADOxx, the con-
cepts may be mapped to other metamodelling lan-
guages and tools, as well.
In this work, we focused primarily on the meta-
model as a pivotal part of language definition. A part
of our future work at OMILab 1 will focus on in-
vestigating how modular approach based on mixins
and extensions may be applied on the composition of
other language elements such notation and semantics.
Furthermore, with an increased usage of mixins and
extenders in metamodel composition, we will work
on identifying common patterns for modular meta-
model engineering.
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Abstract: The International Cartographic Association (ICA) has proposed a formal model to describe Spatial Data 
Infrastructure (SDI) using three of the five viewpoints of the RM-ODP (Reference Model for Open 
Distributed Processing) framework, which was later adapted by other researchers. However, the adapted 
ICA model has not been validated for corporate-level SDI. The Companhia Energética de Minas Gerais 
(Minas Gerais Power Company - Cemig) seeks to develop an SDI to aid in discovering and reutilizing 
spatial data within and outside the corporation. The present study aimed to assess the use of the model 
proposed by the ICA to specify corporate-level SDI using SDI-Cemig as a case study by describing the 
viewpoints Enterprise and Information. These viewpoints from the adapted ICA model have proved 
appropriate to describe SDI-Cemig, whose differences are due to the SDI’s peculiarities. Although a single 
study cannot validate the ICA model for a whole SDI level, this research shows that the adapted ICA model 
can be used to describe the viewpoints Enterprise and Information in corporate SDI. 
1 INTRODUCTION 
Geospatial data are those referenced in relation to 
the ground surface and are essential to aid in an 
organization’s decision-making and planning. 
However, according to Nebert (2004) and Rajabifard 
and Williamson (2001), geospatial data are a costly 
resource both in time and money involved in 
surveying them. In order to cut down the costs 
associated with using and obtaining geospatial data, 
the Spatial Data Infrastructure (SDI) concept was 
created.  
There are several definitions for SDI. Rajabifard 
and Williamson (2001) define SDI as an 
environment in which the users reach their goals by 
using technologies and collaboration. Harvey et al. 
(2012) consider the SDI a concept that aids in 
sharing data and geospatial services among different 
users of a given community.  
In order to help share and discover geospatial 
data and services, the SDIs are organized 
hierarchically. Figure 1 presents the SDI hierarchy 
and the nomenclatures used in the present study. 
According to Hjelmager et al. (2008), the SDI 
concept is very broad and leads to different forms of 
development both at the organizational and technical 
level, as pointed out by Cooper et al. (2013). Thus, 
the International Cartographic Association (ICA) has 
developed a model to describe SDI regardless of the 
technologies or implementations (Hjelmager et al., 
2008), a concept that was later extended by Cooper 
et al. (2011); Béjar et al. (2012); Cooper et al. 
(2013); and Oliveira and Lisboa-Filho (2015). 
However, the use of ICA’s formal model for SDI 
has not been evaluated to develop corporate-level 
SDI yet. The Companhia Energética de Minas 
Gerais (Cemig) is a mixed-economy company 
acting in the electricity sector composed of over 200 
partners and controlled by the government of the  
 
 
Figure 1: SDI hierarchy – Adapted from Rajabifard and 
Williamson (2001) and Crompvoet (2001). 
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state of Minas Gerais (Brazil). Cemig seeks to 
develop an SDI, named SDI-Cemig, to standardize 
the processes that use the company’s geospatial data, 
thus helping such data be shared and surveyed. 
The present study presents the use of ICA’s 
formal SDI model under SDI-Cemig’s specification 
while detailing the viewpoints Enterprise and 
Information and verifying whether this model allows 
a corporate SDI to be appropriately described. 
The remaining of the paper is structured as 
follows. Section 2 describes ICA’s formal SDI 
model, detailing the viewpoints Enterprise and 
Information of an SDI. Section 3 presents the 
specification of the viewpoints Enterprise and 
Information for SDI-Cemig. Section 4 discusses the 
results found in the present research, while Section 5 
presents some final considerations of the study. 
2 ICA’S FORMAL MODEL 
According to Hjelmager et al. (2008), ICA’s formal 
SDI model (henceforth called only formal model) is 
a model that describes SDI regardless of 
technologies, policies, or implementations. In order 
to describe SDI, the ICA chose to use the RM-ODP 
(Reference Model for Open Distributed Processing) 
framework.  
RM-ODP is an architectural framework 
standardized by the International Organization for 
Standardization/International Electrotechnical Co-
mmission (ISO/IEC) that is able to describe 
heterogeneous distributed processing systems by 
using viewpoints (Farooqui et al., 1995). 
According to Raymond (1995), the use of the 
viewpoint concept allows describing complex 
distributed systems as smaller models, each of which 
describes different relevant issues to different users 
of the system. RM-ODP uses the following 
viewpoints: Enterprise, Information, Computation, 
Engineering, and Technology. Figure 2 presents the 
five viewpoints and the relationship among them. 
 
Figure 2: RM-ODP framework viewpoints – Adapted 
from Hjelmager et al. (2008). 
The viewpoint Enterprise describes the system’s 
policies, scope, goal, and requirements for the 
organization. The viewpoint Information details the 
data semantics and the behavior in the system, 
whose behavior will be restricted/determined by the 
policies defined in the viewpoint Enterprise 
(Farooqui, Logrippo and de Meer, 1995) (Hjelmager 
et al., 2008). According to Cooper et al. (2013), the 
viewpoint Computation describes the components 
that make up the system and their interactions 
through the interface with no concern about the 
components’ physical distribution. The viewpoint 
Engineering, according to Farooqui, Logrippo and 
de Meer (1995), “identifies the requirements and 
features needed for the system to support the model 
described in the viewpoint Computation.” Finally, 
the viewpoint Technology details the technological 
devices used by the system.  
ICA’s formal model describes only the 
viewpoints Enterprise, Information, and 
Computation. According to Hjelmager et al. (2008), 
the viewpoints Engineering and Technology heavily 
depend on the implementation and are not 
considered in ICA’s model. The viewpoints 
Enterprise and Information will be described in the 
sub-sections below. The viewpoint Computation will 
not be described since it is not relevant for this 
study. 
2.1 Enterprise Viewpoint 
The viewpoint Enterprise, according to Hjelmager et 
al. (2008), describes the actors and the relation 
among the different parts of the system.  
Figure 3 shows the relationship among the 
different compounds that make up the SDI through a 
diagram of UML classes. In the diagram, the SDI is 
the central compound and its attributes are the scope 
and a plan for its implementation. An SDI is formed 
by products, which are in turn formed by geospatial 
data and services from the SDI. The acquisition and 
use of these products is the reason why a user will 
use the SDI. Hence, the Product can be considered 
the core part of the SDI (Hjelmager et al., 2008).  
The Metadata will describe and be used by the 
Product, and will be managed by the Processing 
Tools to aid in the discovery and use of geospatial 
data and services. The component Processing Tools 
represents the systems that carry out some sort of 
geospatial data processing and will connect to the 
SDI through the component Connectivity, which will 
use a certain Technology to perform its role. 
According to Hjelmager et al. (2008), the 
component Policies is  responsible  for  defining  the 
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Figure 3: Components that make up an SDI – Hjelmager et al. (2008).
policies that will restrict and determine the SDI’s 
functioning and evolution. Although this component 
is represented by a single class, the component 
Policies may be specialized into several other 
classes, which will be shown ahead. 
The actors are individuals with a stake on the 
SDI’s success and may use it or contribute to it. 
Hjelmager et al. (2008) defined five main actors for 
the SDI, which were expanded by Cooper et al. 
(2011) and Béjar et al. (2012). However, there are 
differences in semantics and terminology between 
the actors by Hjelmager et al. (2008) and Cooper et 
al. (2001) and those proposed by Béjar et al. (2012). 
This same characteristic holds true regarding the 
SDI’s policies. 
Oliveira and Lisboa-Filho (2015) unified the 
actors and policies proposed by the ICA with those 
proposed by Béjar et al. (2012). This way, the 
designers that may use ICA’s model will have a 
single set of possible actors and policies, which 
facilitates communication and knowledge exchange 
among designers. 
Figure 4 presents the six main actors an SDI may 
have: User; Producer; Operational Body; Governing 
Body; Broker; Value-Added Reseller; and Provider. 
According to Oliveira and Lisboa-Filho (2015), 
the User is the actor that will use the resources 
offered by the SDI to reach his or her goals. The 
Producer is responsible for producing the SDI’s data 
and services while the Provider makes these data 
and services available. The Governing Body is 
responsible for the SDI’s administration and its 
attributions include creating, changing, and 
removing policies. The Broker’s role is to aid in the 
negotiations between providers and users. The 
Value-Added Reseller (VAR) modifies an existing 
product and makes it available in the SDI as a new 
product. Finally, the Operational Body is 
responsible for all the technical side of the SDI’s 
functioning. All actors are specialized to describe 
their attributions in more details. The specializations 
can be found in Oliveira and Lisboa-Filho (2015). 
Table 1 presents the policies unified by Oliveira 
and Lisboa-Filho (2015). The policies were 
specialized into: Business Model, Promotion, 
Standards, Education, and Constraints. The 
descriptions and specializations of each type are 
shown in Table 1. 
2.2 Viewpoint Information 
According to Hjelmager et al. (2008), the viewpoint 
Information in the RM-ODP framework describes 
the system data, from their semantics to their 
behavior, which are regulated by the policies defined 
in the viewpoint Enterprise. In the case of an SDI, 
Hjelmager et al. (2008) consider as data the products 
offered by the SDI, i.e., the geospatial data and 
services. 
Figure 5 describes the relationship of the 
products with the other SDI components using the 
UML class diagram. The class Product, for being 
the most relevant object in the viewpoint 
Information, is the center of the  diagram.  The  class 
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Determines the decision-making process 
Regulates the policy-creation process 
Membership Determines the relationships among the SDI members 
Quality Defines the quality levels established in the SDI 
Access Determines how the SDI products can be accessed and who can do it 
Role Assignment Defines the responsibilities (actor roles) of the SDI users 
Funding Defines how the resources will be forwarded to develop and maintain the SDI 
Promotion - How the SDI will be advertised 
Standards 
- Defines the standards adopted by the SDI 
Foundation Defines the main SDI products 
Education 
- Determines the trainings the SDI users may take part in  
Best Practices Practices that must be adopted by the users member of the SDI 
Constraints 
Legal Constraints Restrictions imposed by local laws of where the SDI is located 
Business 
Agreements Restrictions existing due to contract between companies 
 
Figure 5: Class diagram for the viewpoint information – Hjelmager et al. (2008). 
Policies represents the policies defined in the 
viewpoint Enterprise, which will restrict and target 
the product specifications, which are represented by 
the class Product Specification (Hjelmager et al., 
2008). 
The Products are described by the metadata 
(class Metadata) and both are recorded in catalogs 
(class Catalog), which may contain other catalogs to 
allow for a hierarchy to be created. The products can 
be classified into ervices and data (either geospatial 
or not). The data are used, aided by previous 
knowledge, as a source of information, which may 
generate new knowledge (Hjelmager et al., 2008). 
 
Figure 4: Main actors of an SDI after the unification – 
Oliveira and Lisboa-Filho (2015). 
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3 SDI-CEMIG 
As specified in Section 1, Cemig seeks to develop an 
SDI to help share and use geospatial data in the 
companies that make up the conglomerate. The 
model adapted from the ICA was used to specify the 
SDI-Cemig so as to guarantee that the basic SDI 
concepts in the literature would be contemplated 
during the specification phase. The sub-sections 
below describe the viewpoints Enterprise and 
Information of SDI-Cemig. 
3.1 Viewpoint Enterprise 
As described in sub-section 2.1, the ICA has 
described the parts that make up the SDI and the 
possible actors that may interact with it. The 
components and actors were identified in SDI-
Cemig to check whether they properly describe 
corporate SDI. 
3.1.1 Components of SDI-Cemig 
The SDI is considered the central element in Figure 
3 and has a scope and implementation plan 
(Hjelmager et al., 2008). The scope of SDI-Cemig is 
to make available online a set of geospatial layers 
considered essential to the companies in the electric 
sector and that may be used by Cemig’s employees 
and clients, besides offering services to visualize and 
discover geospatial data. The implementation plan of 
SDI-Cemig will be publicized by the end of the 
SDI’s development. 
The component Product is made up of the SDI’s 
geospatial data and services. SDI-Cemig has the data 
of the geospatial layers considered basic for Cemig, 
i.e., they are essential layers to the working of the 
processes that involve geospatial data and are 
described by the Foundation policies and detailed in 
the conceptual model in sub-section 3.2.1. 
SDI-Cemig must provide services for the 
discovery, visualization, and recovery of geospatial 
data, which must be compatible with the OGC 
standards. The use of services based on the OGC 
standards allows SDI-Cemig to interact with other 
SDIs at different levels, such as the INDE 
(Infraestrutura Nacional de Dados Espaciais – 
National Spatial Data Infrastructure), the INSPIRE 
(Infrastructure for Spatial Information in the 
European Community), and the CGDI (Canadian 
Geospatial Data Infrastructure). For a new service to 
be considered compatible with the OGC standard, its 
operations must follow the specifications proposed 
in the documents provided by the OGC. 
Although Figure 3 shows that the component 
Product is self-related, since a service may generate 
new data, SDI-Cemig has no processing service able 
to produce new geospatial data at first. 
The SDI products will be described by Metadata, 
which are specified according to the Metadata 
Geospatial do Brasil (Geospatial Metadata of Brazil 
- MGB) profile (CONCAR, 2009). The MGB profile 
defines the elements existing in the metadata that 
describe the geospatial data to be introduced into the 
INDE. 
The metadata may be used by the Processing 
Tools to help discover new geospatial data and 
services and to obtain relevant information on them, 
e.g., which features are offered by the services and 
in which format the geospatial data is being made 
available. In SDI-Cemig, the Processing Tools are 
the legacy systems and desktop applications that use 
the SDI’s geospatial data and services. Cemig has 
several applications and legacy systems to process 
geospatial data that are very important in the 
company’s processes. 
The component Connectivity specifies how the 
Processing Tools interact with the SDI, which is 
possible by using a Technology. Cemig’s legacy 
systems and desktop applications interact with SDI-
Cemig by exchanging files in the XML format using 
the GML standard as schema. Besides using files, the 
desktop applications can interact with SDI-Cemig 
through web services in case they are supported. 
SDI-Cemig specifies at least one policy for each 
type present in Table 1, except for Governance and 
Business Agreements, which have no policy defined 
yet. The policies will not be presented due to space 
constraints. However, some policies will be pointed 
out along the text. 
3.1.2 Communities and Roles in SDI-Cemig 
Besides the components in SDI-Cemig, the 
viewpoint Enterprise specifies the communities that 
make up the SDI and the possible roles they may 
play to reach their goals. 
A community is a concept of RM-ODP and is a 
set of one or more entities that have similar behavior 
and seek to reach a given common goal (Linington 
et al., 2011). The behavior the communities may 
take on are described through roles to facilitate them 
being reused. In the case of SDI-Cemig, the possible 
roles the communities may take on were described 
by Hjelmager et al. (2008), Cooper et al. (2011), and 
Béjar et al. (2012), were adapted and unified by 
Oliveira and Lisboa-Filho (2015), and are used to 
specify the communities. 
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Figure 6: Community Committee and its respective roles.
According to Linington et al. (2011), a 
community is specified by the roles it can take on, 
its possible behaviors, the enterprise objects it uses, 
and the goal it must reach. This sub-section, 
however, details only the roles they may take on and 
whether these roles match the roles unified by 
Oliveira and Lisboa-Filho (2015). 
Figures 6, 7, 8, and 9 present the communities 
identified in Cemig’s environment and the roles they 
may take on when interacting with SDI-Cemig. In 
Figure 6, the community Committee is formed by 
members of different sectors at Cemig, represented 
by the communities Representative, such as 
Information Technology (IT) and the sectors 
Generation, Transmission, and Distribution, and its 
attribution is to define the working of certain 
processes carried out by these sectors. Hence, the 
Committee takes on the roles of Legislator, 
Secretariat, and Policy Maker and is responsible for 
all of SDI-Cemig’s administrative area. 
The community GIS Analyst (Figure 7) 
represents the IT individuals with positions 
homonymous to the community, who are responsible 
for carrying out and analyzing the procedures 
performed in a Geographic Information System 
(GIS) to manipulate geospatial data. 
As shown in Figure 7, the Geoprocessing Analyst 
may take on the roles of Data/Service Distributor, 
Data and Metadata Aggregator/Integrator, and 
Négociant. The community is responsible for 
providing the geospatial data and services produced 
by the Producers in SDI-Cemig. 
The community is also responsible for 
purchasing the geospatial data the users require, then 
acting as a Négociant. Finally, the Geoprocessing 
Analyst, when carrying out procedures on the 
geospatial data in a GIS, is able to generate new 
geospatial data or to expand existing data, thus 
taking on the role of Data and Metadata 
Aggregator/Integrator. Moreover, the IT will be in 
charge of creating and maintaining the catalogs of 
data and services made available by SDI-Cemig by 
using user-produced metadata. 
Cemig has several sectors that act in the processes 
of electric energy generation, transmission, and 
distribution. The generation process consists in the 
generation of electricity through power plants and 
Cemig has hydroelectric, thermal, wind, and solar 
plants. Transmission consists in a network that carries 
the energy produced by the power plants to the large 
consuming centers. Finally, distribution is the 
network that serves energy to small- and medium-
sized companies and to residential consumers (Leão, 
2009). 
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The generation, transmission, and distribution 
groups are represented in Figure 8 by packages 
comprising all the sectors related to each group. 
Since there is a large number of sectors related to 
each group, they are represented by the communities 
Generation, Transmission, and Distribution. Besides 
these communities, each group has a Geospatial 
Data Manager and a Representative. 
Each group has its Spatial Data Manager 
community, which is responsible for guaranteeing 
data consistency for each group, hence it takes on 
the role of Database Administrator. However, it 
must be pointed out that Cemig has a position called 
Database Administrator, although its role is different 
from the one defined by Cooper et al. (2011). At 
Cemig, the position Database Administrator is in 
charge of guaranteeing that the database and the 
hardware supporting it are in order. 
The community Representative is a generic 
community used to illustrate the individuals that 
represent the interests of each group in the community 
Committee. Finally, each group has a homonymous 
community (Generation, Transmission, and 
Distribution) that represents the different sectors at 
Cemig that work directly or indirectly with the data of 
that group. The communities Generation, 
Transmission, and Distribution are considered 
Official Production Agencies since they are the main 
data producers in SDI-Cemig and since their sectors 
belong to Cemig. These communities are also 
responsible for publicizing the data they produce in 
the SDI, thus taking on the role of A Producer that is 
its own Data/Service Provider. 
SDI-Cemig interacts with other communities 
besides those within Cemig itself by interacting with 
other SDIs and organizations, as shown in Figure 9. 
The community of the Instituto Brasileiro de 
Geografia e Estatística (Brazilian Institute of 
Geography and Statistics - IBGE) is the federal 
public organ that produces nationwide geospatial 
data, besides being responsible for defining the 
standards to be used by the other geospatial-data-
producing organizations, thus taking on the role of 
Producer. The data produced by the IBGE are 
publicized through the INDE. SDI-Cemig interacts 
with the INDE and recovers the data available 
through web services, which makes the INDE a 
Provider of SDI-Cemig. 
Besides the INDE, SDI-Cemig will obtain and 
publicize information to the Sistema de Informações 
Geográficas do Setor Elétrico (Geographic 
Information System of the Power Sector - SIGEL) 
belonging to the Agência Nacional de Energia 
Elétrica (National Electric Energy Agency - 
ANEEL). ANEEL is responsible for regulating and 
overseeing the Brazilian electric energy market to 
guarantee that the companies working in the country 
follow the regulations in effect. The SIGEL is a 
system that allows the visualization and obtention of 
some geospatial data made available by the utility 
companies to ANEEL. Therefore, ANEEL takes on 
the role  of  User  in  SDI-Cemig  by  recovering  the 
 
Figure 7: Geoprocesing Analyst Community and its respective roles. 
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data through the GeoPortal or through web services, 
while the SIGEL takes on the role of Data Provider 
by making available to SDI-Cemig the data provided 
to ANEEL by the other utility companies. 
3.2 Viewpoint Information 
As well as in the viewpoint Enterprise, the 
components defined by Hjelmager et al. (2008) for 
the viewpoint Information, shown in Figure 5 in sub-
section 2.2, are identified in SDI-Cemig.  
According to Linington et al. (2011), the 
viewpoint Information is responsible for “modeling 
the shared information that is handled by the 
system.” Therefore, the invariant scheme of the 
geospatial database used in SDI-Cemig is modeled. 
The dynamic and static schemes are not modeled 
because SDI-Cemig, having only geospatial data, 
contains little or no dynamically generated data due 
to an action. When geospatial data are represented in 
alphanumeric format, comparing them to the original 
data to check whether the representation is 
consistent becomes difficult. 
According to Hjelmager et al. (2008), the model 
presented in Figure 5 begins with the component 
Policies, which defines the basic geospatial data 
(layers) the SDI must have, besides allowing the link 
with the viewpoint Enterprise. The basic data SDI-
Cemig has are described in the policies Foundation. 
It must be pointed out that much of the data in SDI-
Cemig are related to the electricity generation, 
transmission, and distribution. 
The members of SDI-Cemig may request new 
products (data and services) by opening a ticket with 
Cemig’s helpdesk, being limited by the policies. 
Such tickets are considered the products’ 
specifications (component Product Specification). 
The Products are described by Metadata, which 
allows the users to assess whether the product meets 
their needs, besides facilitating searching for them. 
According to the policy Legal Constraints “Adoção 
do Decreto de Lei Nº 6.666 – Uso do perfil MGB 
para a documentação de metadados geoespaciais 
produzidos em território nacional,” the products in 
SDI-Cemig will be described using metadata 
documented following the specification of the MGB 
profile (CONCAR, 2009).  
 
Figure 8: Groups Generation, Transmission, and Distribution with their respective communities and roles. 
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Both Metadata and Products will be recorded in 
a Catalog to aid in their discovery. The catalogs will 
be created according to the topics of the geospatial 
data offered by SDI-Cemig such as hydrography, 
generation, transmission, distribution, infrastructure, 
etc. According to the model in Figure 5, the data 
generate information based on pre-established 
knowledge. In SDI-Cemig, the data are used to 
generate information used by the different sectors at 
Cemig through reports and maps. Such information 
is generated based on the knowledge of employees 
specialized in geoprocessing, usually Geoprocessing 
Analysts. 
3.2.1 Conceptual Database Modeling 
According to Béjar et al. (2012), the policies of the 
type Foundation define the basic data and services 
the SDI must have. However, only the database 
description is not able to show the relationship 
among the data or how they will behave in the 
system, which is one of the goals the viewpoint 
Information aims to represent. 
Figure 10 presents the conceptual scheme of the 
database adopted by SDI-Cemig. Due to space 
constraints, only the layers related to electricity 
generation, transmission, and distribution will be 
represented. 
The UML class diagram extended with 
geographical and topological builders of the OMT-G 
(Borges, Davis Jr. and Laender, 2001) was used to 
create the scheme. 
The package Distribution Grid has layers related 
to Cemig’s regional distribution grid and layers that 
help manage this grid. The layer 
Malha_Regional_Distribuicao represents the limit 
of the distribution areas, which contain a 
headquarters (Malha_Regional_Sede) inside them. 
The business units (Unidades_Negocio) are areas 
defined according to the type of business Cemig 
intends to establish in a given region, which aids in 
planning and in the decision-making process. As 
well as the regional grid, the business units have a 
headquarters (Unidades-Negocio_Sede). 
The area where Cemig can work in the state of 
Minas Gerais, negotiated with the state’s 
government, is represented by the class 
Areas_Concessao_Distribuicao, while the class 
Local_Cemig_Concessao represents the area where 
Cemig is currently working. To help in the decision-
making process, Cemig has divided the state of 
Minas Gerais into several regions called 
transmission regions (Regionais_Transmissao). As 
well as the distribution grid, the transmission regions 
are divided according to criteria that meet the 
company’s business rules.  
The packages Generation, Transmission, and 
Distribution contain the classes that represent the 
elements that make up the electric grid administered 
by Cemig. Cemig’s electric grid nodes comprise 
structures, namely Estruturas_LT for Generation, 
Estrutura_LT_230-500 for Transmission, and 
Estrutura_LT_34-161 for Distribution. The classes 
 
Figure 9: External communities that interact with SDI-Cemig. 
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Vao_LT, Vao_LT_230-500, and Vao_LT_34-161 
represent, respectively, the arcs of Generation, 
Transmission, and Distribution. 
The structures that make up the Generation 
nodes comprise power plants, which can be 
hydroelectric, wind, or solar (Usinas_Hidreletricas, 
Usinas_Eolicas, Usinas_Solares, respectively), and 
by Centrais_Geradoras_Hidreletricas, 
Subestacoes_Geracao, and 
Pequenas_Centrais_Hidreletricas. Although it is 
said in the subsection 3.1.2 that Cemig owns thermal 
power plants, they are not considered, at the first 
moment, in the conceptual model. 
In Transmission, the only structures that make up 
the network are the transmission sub-stations 
(Subestacoes_Transmissao). In Distribution, the 
structures comprise Postes (poles) and 
Subestacoes_Distribuição. The poles may have a 
transformer. Generation, Transmission, and 
Distribution have, respectively, the classes 
Linhas_Transmissao, Linhas_Transmissao_230-500, 
and Linhas_Transmissao_34-161. These classes are 
used to identify a portion of the network, which 
must comprise at least an arc and its respectively 
beginning and end nodes. 
4 DISCUSSION OF RESULTS 
The adapted ICA model proved appropriate to 
describe the viewpoints Enterprise and Information 
of SDI-Cemig. The differences found between the 
model and the specification are due to the specific 
characteristics of SDI-Cemig. 
One such difference is that there are no 
geoprocessing services. In the viewpoint Enterprise, 
the lack of geoprocessing services impacts the 
component Product, which cannot be self-related. 
In addition, the existence of the component 
Technology in ICA’s formal model contradicts the 
goal of the viewpoint Enterprise in the RM-ODP 
framework, which is to describe the system’s scope, 
policies, and requirements. This contradiction can be 
extended to the component Connectivity, however, 
further studies are needed to state that. 
Also regarding the viewpoint Enterprise, during 
the specification of the actors in SDI-Cemig, the 
concentration of positions in the IT community 
becomes visible, which are responsible for providing 
data to SDI-Cemig, performing maintenance in 
smaller systems, negotiating new geospatial data, 
and creating new policies. Many of these 
responsibilities are beyond the scope IT should take 
on in SDI-Cemig. 
Regarding the policies, the ones related to the 
type Governance have not been defined yet. 
Moreover, other types of policies have a small 
number of policies specified (usually a single policy 
has been specified for each type). 
The viewpoint Information of SDI-Cemig has all 
the components specified by the adapted ICA model, 
with no need to change their behavior or semantics.  
Although the adapted ICA formal model 
describes SDI at all levels and, thus, guarantees the 
basic concepts in the literature are contemplated in 
the specification phase, there is no description of 
how the model should be used. For instance, how 
many details are required to describe the 
components of the viewpoint Enterprise, or what 
could be considered a product specification?  
5 FINAL CONSIDERATIONS 
Using the adapted ICA formal model allows the key 
components of an SDI to be contemplated in the 
design phase, besides allowing a better 
understanding of the basic concepts such as the SDI 
structure, who the users will be and what roles they 
will take on when using an SDI, how the policies 
will impact the SDI development, etc. 
The viewpoints Enterprise and Information in 
ICA’s formal model properly describe these 
viewpoints in SDI-Cemig and, although the 
specification of a single corporate SDI does not 
ensure the model will be applicable at any corporate 
level, it does indicate the viewpoints Enterprise and 
Information in ICA’s formal model can be applied to 
other corporate SDIs. Moreover, the present study 
may help other designers wanting to use ICA’s 
model to specify new SDIs regardless of their level. 
As future works, we intend to specify the 
viewpoint Computation in SDI-Cemig to verify 
whether it is in accordance with the viewpoint 
Computation specified in the adapted ICA model. 
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Figure 10: Layers related to the electric system and the distribution grid of the state of Minas Gerais from the conceptual 
scheme of SDI-Cemig’s database. 
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Abstract: Nowadays, organizations are increasingly seeking to customize their software processes according to the mar-
ket needs and projects experiences. Therefore, a systematic way to achieve such an objective is the Software
Process Line (SPrL) technique, in which each member is a customized software process derived from a set
of similarities and variabilities of process elements. Compositional and annotative approaches are most refer-
enced for variability management. In this sense, the objective of this paper is to present a comparison between
compositional and annotative approaches targeting variability representation capabilities from the point of
view of practitioners and academic experts. The Eclipse Process Framework by means of the EPF Composer
tool represents compositional approach, whereas SMartySPEM represents the annotative approach. The ob-
tained results provided initial evidence that the annotative approach (SMartySPEM) takes advantage over the
compositional approach (EPF).
1 INTRODUCTION
Software development companies need to quickly de-
velop software with quality, which makes them adopt
software reuse techniques (Aleixo et al., 2013). Such
a reuse aims at improving productivity, reducing cod-
ing effort and increasing quality as the software has
been already verified and validated.
The current scenario of competitiveness has led
software companies to seek solutions beyond soft-
ware reuse in order to reduce time-to-market and in-
crease return on investment (ROI). Thus, software de-
velopment projects need to be tailored according to
the needs of a company and its development domain
(Garcia-Borgonon et al., 2014). Therefore, the Soft-
ware Process Line (SPrL) technique (Rombach, 2005)
is an alternative for process customization based on
similar and variable process elements. Such ele-
ments can be defined based on the concept of variabil-
ity, from the Software Product Line (SPL) technique
(Linden et al., 2007).
Currently, there are several tools and languages
for software process modeling (Garcia-Borgonon
et al., 2014), as well as approaches that guide such
modeling, as for instance, compositional, annotative,
transformational and model-driven (Ka¨stner, 2010;
Ka¨stner et al., 2008; Ka¨stner and Apel, 2008). Each
approach is used in specific ways to represent vari-
ability among process elements (Aleixo et al., 2013).
Therefore, this work presents a qualitative empiri-
cal study comparing the compositional approach, rep-
resented by the Eclipse Process Framework (EPF)
and its Composer tool, and the annotative approach,
represented by the SMartySPEM (OliveiraJr et al.,
2013) approach for variability representation in soft-
ware process elements.
2 BACKGROUND
This section presents essential concepts of soft-
ware process lines, variability and the OpenUP-based
SPrL, used in our qualitative study.
2.1 Software Processes and Process
Lines
A software process can be defined as a set of tech-
niques and technologies to support, evaluate and im-
prove software development activities. The need to
specifying software processes arises from the fact that
the products quality can be directly influenced by the
process adopted for their productions (Chemuturi and
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Cagley, 2010). The ISO/IEC 15504 standard (ISO,
2012) defines a process as a set of activities that are
interrelated or interacting to transforming inputs into
outputs. This set of activities serves as a guide for
those who will be responsible for the process execu-
tion and monitoring.
A software development process has four basic
steps (Sommerville, 2015): specification of the soft-
ware features and premises for its development; de-
sign for constructing the software according to its
specifications; validation to ensure that the software
meets the users needs; and evolution in order to ac-
commodate prospective necessary modifications.
Modeling of such steps are essential for a com-
plete understanding of the process (Garcia-Borgonon
et al., 2014). Basic elements and concepts are essen-
tial for software process modeling: Role, which de-
scribes how people act in the process and their respon-
sibilities; Task, which is an action performed by a role
for executing or monitoring a project; Activity, which
is a set of tasks that lead to produce/consume one or
more controlled quality artifacts; Artifact, which rep-
resents the result of a task; and Process, which is an
organized collection of activities.
Basic elements of a software process are essen-
tial to enable process tailoring and customization,
which is currently an important research topic from
the academic and industrial point of view (Martı´nez-
Ruiz et al., 2012; Kalus and Kuhrmann, 2013; Car-
valho et al., 2014). Therefore, the term Software Pro-
cess Line (SPrL), proposed by Rombach (Rombach,
2005), has been considered in the last years, sug-
gesting the adoption of important concepts from soft-
ware product lines, such as similarities and variabil-
ities. An SPrL provides techniques and mechanisms
for modeling existing similarities and variabilities in a
family of software processes, as well as the derivation
of customized software processes that meet the spe-
cific needs of a given software development project
(Rombach, 2005; Aleixo et al., 2011).
SPrLs may contain variation points, which are
process elements that can be instantiated in differ-
ent ways. For each variation point there are vari-
ant elements, which can be selected to resolve a spe-
cific variation point (OliveiraJr et al., 2013). Fig-
ure 1 illustrates an excerpt of an SPrL, in which
the similar (mandatory) part is composed of the role
Developer and two tasks: Design the solution
and Implement solution. Such a figure also il-
lustrates two variabilities: (i) the inclusion of devel-
oper tests practices (Implement developer tests
and Run developer tests), and (ii) the inclusion of
integration and creating of a build (Integrate and
create build). This excerpt can generate four dis-
tinct process instances: (i) with common elements
only by discarding the variabilities, keeping manda-
tory process elements, (ii) only resolving the variabil-
ity concerned with Developer test, (iii) only re-
solving the variability concerned with Integration
continues, and (iv) resolving both variabilities con-
sidering all the elements.
2.2 The OpenUP-based SPrL
The OpenUP process complies with the principles of
the Agile Software Development Manifest, thus it can
be taken as an agile version of the Unified Process
(UP), meeting UP good practices. OpenUP is an itera-
tive and incremental approach, with no specific tools.
Several activities of the OpenUP are optional,
however, it does not define which elements of the pro-
cesses vary from the SPrL point of view. Thus, in the
work of (Aleixo et al., 2011), Aleixo et al. presents
excerpts of the OpenUP modeled as an SPrL, defining
similar features and variabilities. To do so, three real
research and development projects based on OpenUP
in addition to experienced practitioners were involved
in the definition of such an SPrL. The first project
dealt with the development of a software system to
audit telephone networks, the second project involved
the development of a module of a distributed system
and the third project involved the implementation of
an integrated academic and administrative manage-
ment. As a result of this analysis it was identified 586
features, from which: 273 mandatory features, 239
optional features and 74 alternative features.




The success of an SPrL depends on the accuracy of
its variability management activity (Rombach, 2005).
Thus, such a management is a key requirement in the
development of SPrLs to provide support to specifica-
tion, implementation, variability resolution and cus-
tomized processes generation. Variability manage-
ment defines how common and variable artifacts are
represented and treated in order to generate process
instances from an SPrL.
There are different approaches and techniques for
variability management in the literature. They can
be classified as (Galster et al., 2013): compositional,
annotative, transformational, and model-driven. This
study concerns on compositional and annotative ap-
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Figure 1: Excerpt of an SPrL (Aleixo et al., 2013).
proaches as they are highly referenced in the litera-
ture.
3.1 Compositional Approach
The compositional approach supports modularity of
physical features, thus generation of products occurs
by means of selecting and composing modules that
implement features of desired products (Galster et al.,
2013). Therefore, development techniques are high-
lighted: Feature-Oriented Programming (FOP) (Lee
and Kang, 2013) and Aspect-Oriented Programming
(AOP) (Kiczales et al., 1997). FOP provides support
to the similarities and variabilities be modularized and
each feature implemented in a distinct module. Such
a module is an increment in the functionality of a base
system (step-wise refinement).
An example of software process modeling using
the compositional approach is the Eclipse Process
Framework (EPF), which allows editing, configuring
and publishing of software processes. EPF persists
process information according to the Unified Method
Architecture (UMA) meta-model, developed based on
the SPEM 1.0. Subsequently, UMA inspired the cre-
ation of the SPEM 2.0.
Figure 2 presents the EPF framework main parts
using the EPF Composer, a process modeling tool
based on the EPF framework, as follows:
• Method Content: standardizes representation and
manages reusable component libraries. It defines
roles, tasks, work products and their relationships;
• Process: determines the sequence of phases, iter-
ations and activities, and defines when tasks are
performed;
Figure 2: EPF Excerpt Illustrating Method Content, Pro-
cess, Plug-ins and Configurations using the EPF Composer
Tool.
• Plug-ins: represent a set of Method Content and
process packages, allowing process customiza-
tion;
• Configurations: selects a subset of Method Con-
tents to form a specific process by publishing it in
HTML or exporting it to MS Project or XML.
The EPF framework allows representing artifacts
variability in order to control the evolution and reuse
of software processes. There are four possible types
of variability in EPF, which are:
• Contributes - contributing (variability) element
adds to a base element;
• Replaces - replacing (variability) element replaces
parts of the base element;
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• Extends - extending (variability) element inherits
characteristics of the base element. The base ele-
ment is unchanged; and
• Extends-Replaces - combines the effects of ex-
tends and replaces variability, allowing one to se-
lectively replace specific attributes and relation-
ships of the base element. Extending-replacing
(variability) element replaces values in the base
element that have been redefined in the extending-
replacing element.
3.2 Annotative Approach
The annotative approach provides the use of prepro-
cessor directives to annotate code snippets associated
with a particular feature (Ka¨stner et al., 2008). The C
and C++ languages already support preprocessor di-
rectives. Products generation occurs by defining the
value of the symbolic constant of pre-processing di-
rectives associated with selected features, before pre-
building, in order to define the presence of the features
snippets selected in the generated product. Just as in
Java annotations, which provide the option of using
metadata over code that can be later interpreted by
a compiler or pre-compiler that performs predefined
tasks. Another way of annotation is the UML stereo-
types that add semantics to existing elements with no
changes in their meta-model.
Stereotype-based Management of Variability for
the SPEM meta-model (SMartySPEM) (OliveiraJr
et al., 2013) is an approach that provides the separa-
tion of elements and their management by using a vi-
sual annotation that associates notes and stereotypes
to each type of process elements variability.
The SMartySPEM approach aims at supporting
the identification and representation of variability
in processes elements modeled with SPEM. To do
so, SMartySPEM introduces the profiling mecha-
nism based on the SMarty approach (OliveiraJr et al.,
2010) for representing variability in SPEM modeled
elements with specific stereotypes. SMartySPEM
is composed of a UML 2.0 compliant profile, the
SMartySPEMProfile, with the following stereotypes
(OliveiraJr et al., 2013):
• variability - represents the concept of vari-
ability (UML note);
• variationPoint - represents the concept of
variation point (VP icon), in which a variable pro-
cess element provides a set of choices for cus-
tomizing a software process;
• mandatory - represents compulsory pro-
cess elements (MDT icon), present in every cus-
tomized software process;
• optional - represents an optional variant;
• alternative OR - represents inclusive vari-
ants (OR icon) to resolve a variation point;
• alternative XOR - represents mutually ex-
clusive variants (XOR icon) to resolve a variation
point;
• mutex - represents mutual exclusion con-
straint (dependency relationship) among variants;
and
• requires - represents that a given variant re-
quires the presence of another variant (depen-
dency relationship).
Figure 3 presents an excerpt of an
Architectural Analysis activity modeled
according to SMartySPEM. It contains the vari-
ation point Analysis Class with three related
inclusive variants: Control Class, Entity
Class and Boundary Class. Another variation
point is Architectural Analysis with three
variants: Identifying Common and Special
Requirements, Identifying Obvious Entity
Classes and Develop Business Type Model.
Architect is a mandatory element for performing
the Architectural Analysis activity. There are
optional variants, such as, Use-Case Model and
Architecture Description, which may or may
not be present in derived processes (OliveiraJr et al.,
2013).
4 EPF COMPOSER VS.
SMartySPEM: A QUALITATIVE
STUDY
This study aims at comparing compositional and
annotative approaches represented, respectively, by
EPF Composer and SMartySPEM. The comparison
criteria to be adopted were proposed in the works
(Ka¨stner, 2010; Ka¨stner et al., 2008; Ka¨stner and
Apel, 2008), namely: modularity, traceability, error
detection, granularity, adoption and systematic vari-
ability management. These criteria were also used in
the qualitative study of Aleixo et al. (Aleixo et al.,
2012).
The criterion of modularity aims at analyzing
the modularization degree of processes elements as-
sociated with specific features, enabling a better un-
derstanding and facilitating the maintenance and evo-
lution of SPrLs. Traceability allows one to analyze
how difficult is viewing and mapping of all process
elements along with their associated features. The
error detection criterion analyzes how efficient is
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Figure 3: An Excerpt of Architectural Analysis Modeled with SMartySPEM (OliveiraJr et al., 2013).
an approach for identifying cohesion errors in the def-
inition of an SPrL and its elements, as well as its
derived processes. Granularity evaluates the ap-
proach support for representing variability in coarse
and fine granularity, considering the division of the
process in small or large parties. The adoption crite-
rion discusses the difficulty of adopting an approach,
analyzing necessary pre-knowledge to be taken to ap-
plying such an approach. Systematic variability
management analyzes the mechanisms provided by an
approach for specifying variability.
4.1 Objective
The aim of this study is to obtain experts’ feedback
with regard to the criteria for each approach. Then,
compare such approaches in order to be able to draw
initial evidence based on each criterion.
4.2 Planning
As study object we used the OpenUP-based SPrL
from Section 2.2. As such an SPrL is too large
with hundreds of features, we chose only the
Requirements Specification feature.
Participants were given eight documents: a study
consent stating the confidentiality of the responses;
a characterization questionnaire to measure the par-
ticipant’s experience; a document with main con-
cepts of SPrL; a document about the compositional
approach using the EPF framework; a document
about the annotative approach using SMartySPEM; a
document with the modeling of the Requirements
Specification feature in EPF (Figure 4); and a
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document with the modeling of the Requirements
Specification feature in SMartySPEM (Figure 5).
After the trainning session, each participant was given
two questionnaires containing six questions. Each
question with regard to each criterion for each ap-
proach. Then, participants should answer the follow-
ing questions, replacing TYPE OF APPROACH with
“Compositional” or “Annotative”:
1. The modularity criterion measures the quan-
tity of modules (groups of process elements)
necessary for representing an SPrL, thus is
it possible to measure the modularity of the
TYPE OF APPROACH approach?
2. The traceability criterion allows analyzing the
visualization and mapping difficulty of all pro-
cess elements along with their features, thus is
it possible to visualize the traceability of the
TYPE OF APPROACH approach?
3. The error detection criterion analyzes how ef-
ficient is an approach to identify cohesion errors
in the definition of an SPrL and its elements,
as well as the derived processes from the SPrL.
Is it possible to detect cohesion errors in the
TYPE OF APPROACH approach?
4. The granularity criterion aims at evaluating the
approach support for representing variability in
coarse and fine granularities (level of abstraction),
thus considering the process division in small or
large parts, is it possible to evaluate the granular-
ity at the TYPE OF APPROACH approach?
5. The adoption criterion discusses the difficulty
of adopting an approach, analyzing the amount
of previous knowledge for applying an approach,
thus have you experienced any difficulties for
understanding the TYPE OF APPROACH ap-
proach?
6. The systematic variability management
analyzes the provided mechanisms of an ap-
proach for specifying variability. Do you consider
sufficient the variability mechanisms of the
TYPE OF APPROACH approach?
Participants of this study were carefully selected
based on their experience with software process. In
average, each participant had ten years of experience
working with software processes. Thus, twelve par-
ticipants were invited for this study, from which one
participant was invited for a pilot study for evaluat-
ing our instrumentation, thus his/her results were dis-
carded. Amongst the participants are researchers and
practitioners from the State University of Maringa´
(UEM), Federal University of Sa˜o Carlos (UFSCar),
Federal Technological University of Parana´ (UTFPR)
Figure 4: The OpenUP-based SPrL Requirements Specifi-
cation Using the EPF Composer.
and University of York, all of them with masters or
Ph.D.
The realization of a pilot study led us to changes in
the study planning as, for instance, in the study dura-
tion time. At first, we distributed all the materials and
asked the pilot study participant to answer the two sets
of six questions. This whole process took about two
hours and forty minutes, making the participant tired
and bored. Thus, we decided two divide it into two
parts, each part in different days: the first one involv-
ing only one of the approaches and the second one the
other approach. Therefore, each part of the study took
no longer than 50 minutes.
Another necessary change based on the pilot
project results was removing the uniformity criterion
that aimed at assessing the technology or indepen-
dent meta-model. As the two approaches depend on
specific tools (EPF Composer and a UML Tool), we
understand that such a criterion could be a potential
threat to our study as the participants do not have
enough experience with these tools, especially EPF
Composer.
ICEIS 2016 - 18th International Conference on Enterprise Information Systems
288
Figure 5: The OpenUP-based SPrL Requirements Specification According to SMartySPEM.
For reducing the threats to validity of the study, for
each participant we changed the order of the evaluated
approach. Then, five participants firstly received the
annotative approach (SMartySPEM), whereas six par-
ticipants firstly received the compositional approach
(EPF Composer).
Responses from the experts were qualitatively
analyzed using Grounded Theory (GT) procedures
(Corbin and Strauss, 2008). The GT approach is
based on coding concepts. Coding allows one to as-
sign codes or labels for text snippets (Open Coding),
which can be grouped and classified (Axial Coding)
according to an idea expressed in order to elucidate
a given phenomenon (Corbin and Strauss, 2008). As
a result, such codings enabled the creation of a con-
ceptual model. During the encoding process two cat-
egories were created “Feasible Criteria” and “Non-
Feasible Criteria”, thus grouping answers with re-
spect to each criterion. An assistance tool for qual-
itative analysis was used, named Dedoose. Such a
tool allows one to import a spreadsheet with results,
then creating codings in specific excerpts of the an-
swers. The created codings can relate to one another
in a significant level. Then, after creating all codings
one can produce graphical representations, such as,
charts with different results visualizations.
4.3 Results
Figure 6 presents the results of this study as a com-
parison of the answers for each criterion of EPF
Composer and SMatySPEM. The more centralized
the line is (red or blue) in the chart the worse is
the evaluation of a given criterion. As a result, the
compositional approach was better evaluated for cri-
teria Modularity and Error Detection, whereas
the annotative approach was better evaluated for cri-
teria Traceability, Granularity, Adoption and
Systematic Variability Management.
Modularity in the annotative approach obtained
nine positive evaluations, for example, expert #3 an-
swered that “...it is possible to measure such a modu-
larity, as well as presenting the relationship between
process elements in a module. Such a view contributes
to the comprehension of what happens in each process
module and, consequently, enables better understand-
ing the tasks of a given derived process...”. However,
it took two negative answers. Expert #5 stated that
“...SMartySPEM does not appear to enable an effec-
tive organization of the process elements of an SPrL.
It is possible to establish the relations, but not dis-
tribute them so efficiently...”. Expert #4 answered that
“...as the process model grows, measuring modular-
ity becomes more complex as it depends on the vi-
sualization (annotations) of all process elements in a
diagram...”. In fact, for large SPrLs, visualization of
the modules is jeopardized due to the amount of el-
ements and annotations in a same diagram. On the
other hand, the compositional approach took 100% of
positive answers as it allows grouping the SPrL com-
















Figure 6: Spider Chart for Evaluating Compositional and Annotative Approaches based on the Defined Criteria.
ponents in hierarchical packages, with a better visu-
alization of the modules as, for instance, reported by
the expert #5 “...EPF Composer is able to encapsu-
late the compositional elements in a satisfactory way.
The use of plugins, method contents and configura-
tions enables reusing such modules in an agile and
intuitive way...”.
The error detection criterion was not satisfactory
for both compositional and annotative approaches, as
none of them provides verification activities. How-
ever, the compositional approach took a subtle ad-
vantage as the EPF Composer checks models at spe-
cific process publication (derivation) time as stated
by expert #11 “...it has some kind of support mech-
anisms for error detection. Some filters, as in the
association with variabilities avoid wrong contri-
butions/replacements/extensions of incompatible pro-
cess elements...”. On the other hand, in the annota-
tive approach, as it is an UML extension and it allows
the relationship among several different elements, it
is difficult to detect errors, as said by expert #8 “...Be-
cause there is no automation of the approach, the
only way to detect errors would be based on reviews
and in-depth analysis comparing the process model-
ing with the description of the SPrLs elements...”.
Traceability obtained all the positive ratings for
the annotative approach as it has a very visual ap-
peal, facilitating the identification and traceability
among process elements, as well as the realizes
meta-attribute of the stereotypes variability and
variationPoint, which represents a collection of
low-level models that realizes a given variability. An
example is the statement from expert #8 ”...traceabil-
ity is perceived by means of dependencies among
process elements, as well as the realizes meta-
attribute from variabilities or optional and variation
point elements...”. For the compositional approach
eight positive answers were given as such an approach
allows relationships among process elements. How-
ever, various negative aspects were pointed out as the
difficulty of graphically visualization of the relations
between elements, and hiding of variability elements
as stated by the expert #5 ”...The user accessing the
published process, in html format, generated by the
EPF Composer can not visualize inherited packages
and configurations of a given element, when its vari-
ability allows such a visualization...”.
The granularity criterion had much more positive
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evaluations for the annotative approach than the com-
positional due to the possibility of modeling differ-
ent types of diagrams representing different abstrac-
tion levels of SPrLs. For instance, flow of activities
with Activity elements for coarse-grained granularity
and diagram description of a process with activities
as fine-grained granularity. We can observe these ex-
amples from the expert #2 answer excerpt as follows:
“...the annotative approach clearly presents two lev-
els of abstraction encompassing both fine and coarse-
grained granularity, as the Activity process element
provides such an abstraction. Abstraction levels al-
low and facilitate the visualization of the whole pro-
cess, as well as make it easier identifying the vari-
ation of each of the process elements in lower-level
abstraction levels...”. In the compositional approach
this criterion obtained seven negative evaluations, be-
cause of the approach consider only one low abstrac-
tion level, not allowing a wide view of the SPrL. Ex-
amples of this characteristic are the expert #5 answer
“...the compositional approach has fine-grained gran-
ularity as the EPF Composer is aimed at configuring
all aspects of the process by structuring it in detail...”
and the expert #1 answer “...There is no higher ab-
straction level in order to compare variabilities of an
SPrL...”.
The adoption criterion obtained nine positive eval-
uations for the annotative approach against seven for
the compositional approach. We understand that this
is straightforwardly related to the influence that the
annotative approach because of the UML standard no-
tation as we can see in the statements of expert #4
“...the level of difficulty on applying the approach
is low...”, expert #10 “...I had no difficulty at under-
standing the approach as the number of elements to be
learned for adopting the approach is not very large. I
would adopt the approach without much effort...” and
expert #11 “...I believe that the difficulty of adopting
this approach is low, as its stereotypes, comments and
elements are quite similar to UML representations...”.
On the other hand, in the compositional approach, be-
havior complexity and use of variability types influ-
ences the adoption of such an approach, as well as
difficulties in using the EPF Composer tool to manip-
ulate the SPrL elements, as reported by the expert #2
“...I had difficulties mainly in the elements that define
variability. Also, such a tool needs extra effort on cre-
ating and maintaining process elements...”.
For systematic variability management the
compositional approach was highly unsatisfactory,
according to the experts evaluation, because of its
variability mechanisms, because of the visualization
of the applied variabilities to process elements. In
addition, the experts judged that the four variabil-
ity types are not enough. It can be noted in the
expert #10 statement “...as I have knowledge of other
approaches for variability representation in software
product lines, I understand that different variabil-
ity mechanisms could be added to the EPF Com-
poser. Thus, I judge such a set of mechanisms insuffi-
cient...”, and in the statement of the expert #9 “...some
new mechanisms of variability types are necessary
as, once there is the extend mechanism, it must ex-
ist include, mandatory and optional mechanisms...”.
In the annotative approach variability mechanisms
had more positive evaluations as such an approach
has specific stereotypes for representing variability
of each process element type. Exemplary statements
excerpts from experts are: expert #1 stated that “...I
believe the variability mechanisms are sufficient as
stereotypes allow the specification of different vari-
ability types...”; expert #3 said “...I understand the
SMartySPEM variability mechanisms are sufficient
to significantly demonstrate the types of relation-
ships between a variation point and variants...”; and
expert #10 said “...I consider the variability mecha-
nisms adequate for representing mandatory, alterna-
tive and optional elements. Furthermore, the mech-
anisms allow clearly visualize where variation points
and variants take place in a non-ambiguous basis for
those who use process models...”.
4.4 Validity Evaluation
Results validity evaluation is an essential issue of em-
pirical studies (Wohlin et al., 2000). We discuss the
main threats relevant to our study, as follows:
Internal Validity. Tasks performed by experts
were conducted in a similar manner except the order
of the application of the study objects and question-
naires, which were random. Experts were trained on
the basics of SPrLS and variability in compositional
and annotative approaches using EPF Composer and
SMartySPEM. We reduced the fatigue effects allow-
ing the experts to answer the questionnaires in at most
fifteen days;
External Validity. Features related to Require-
ment Specification of the OpenUP-based SPrL were
used during both the training sessions and the empiri-
cal study. This could jeopardize the external validity,
thus we tried to use original and technical documents
of the OpenUP;
Conclusion Validity. The major threat to con-
clusion is related to the sample size, eleven experts.
However, prior knowledge of such experts is signifi-
cant. Therefore, we understand that for a qualitative
study in which grounded theory procedures, such as
Coding, were established eleven experts is a satisfac-
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tory number;
Contruct Validity. This study was planned based
on a pilot project carried out for evaluating the instru-
mentation and its duration time for the application of
questionnaire. Although the knowledge level required
on software process and variability is essential, partic-
ipants presented a high level of expertise.
5 RELATEDWORK
Compositional and annotative integration and/or com-
parative studies have been carried out in the litera-
ture for several different domains, such as embed-
ded systems and software product lines (Ka¨stner and
Apel, 2008; Ferreira Filho et al., 2013; Behringer,
2014). For software process lines or process tailor-
ing/customization there is a lack of such a study type.
The study of Aleixo et al. (Aleixo et al., 012a) is
the most direct related work to ours in the literature,
in which they empirically compare variability capa-
bilities in compositional and annotative approaches
for SPrL based on EPF Composer and GenArch-P.
GenArch-P is a model-driven approach to managing
and customizing software process variabilities pro-
posed in (Aleixo et al., 2010). The comparison is
based on the same criteria adopted in our study, ex-
cept that we discarded the uniformity criterion. As in
our study, Aleixo et al. come up with better results for
the annotative approach.
6 CONCLUSION
This paper presented an empirical qualitative study
comparing the representation of variability in com-
positional and annotative approaches. Such a study
provided, although initial, evidence that the anno-
tative approach, in this study represented by SMar-
tySPEM, has more advantages over the compositional
approach, represented by EPF Composer. Although
the criteria of modularity and detection errors had
lower results in the annotative approach, they might
be improved by using UML packages for modularity
and applying inspection activities for error detection
such as in (Geraldi et al., 2015).
As future work, we intend to plan and conduct
empirical quantitative studies in order to compare our
annotative approach, the SMartySPEM, to other com-
positional and annotative approaches. In addition, we
are working on the establishment of a Scrum-based
SPrL by taking real projects experience from indus-
try as well as practitioners as Scrum Masters exper-
tise as there is no real SPrL available in the literature
for carrying out empirical studies and evaluating our
SPrL-related theories and tools.
As a potential future work, we are considering
studying the granularity criterion on the specification
of lower-level software process activities, such as, in
business process models, allowing one to customize
the steps of the activities as, for instance, in multite-
nancy architectures of Software as a System (SaaS).
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Abstract: Due to the increasing popularity of Agile Software Development (ASD), more software development teams 
are planning to transit to ASD. As ASD substantially differs from the traditional Software Development 
(TSD), there are a number of issues and challenges that needs to be overcome when transiting to ASD. One 
of the most difficult challenges here is acquiring an agile “mindset”. The question arises whether it is possible 
to acquire this mindset with the minimum disruption of an already established TSD process. The paper tries 
to answer this question by developing a non-disruptive method of transition to ASD, while using a knowledge 
transformation perspective to identify the main features of ASD mindset and how it differs from the one of 
TSD. To map the current mindset and plan the movement to the mindset that is more agile, the paper suggests 
using a process modelling technique that considers the development process as a socio-technical system with 
components that correspond to the phases of the development process. The method suggested in the paper has 
been designed in connection to a business case of a development team interested to transit to agility in a non-
disruptive manner. 
1 INTRODUCTION 
1.1 Formulating a Problem 
Agile Software Development (ASD) has appeared as 
a reaction on the increasing rate of changes in system 
requirements, e.g. see (Highsmith et al., 2000): 
“requirements change at rates that swamp traditional 
methods”. Since 15 years from its inception, ASD 
from a niched development methodology, mainly 
used in the web development, made its way to 
becoming one of the mainstream methodologies. This 
leads to organizations that use a phase-based 
methodology become more willing to move to ASD.  
Due to the essential differences between the 
Traditional Software Development (TSD) and ASD, 
a transition from one to another is quite difficult and 
includes a number of challenges and pitfalls that are 
reported in research papers (Conboy et al., 2011; 
Hajjdiab and Taleb, 2011), books (Smith and Sidky, 
2009), and practitioners blogs (Hunt, 2015). The main 
difficulty here is that an ASD team requires having a 
“mindset” that differs from the one of a TSD team. 
There are a number of books, such as, (Hajjdiab 
and Taleb, 2011), that suggest methods for transiting 
from TSD to ASD. However, following these 
methods presumes that the decision to complete such 
a transition has been made, and risks attached to the 
transition understood. In addition, a decision on 
which brand of Agile, e.g. XP, or SCRUM, to try 
needs to be taken quite early in the transition process. 
Understanding the transition risks and making a 
right for the given situation choice of the agile 
practice requires experience. Thus, such a transition 
has better chances for success if it is led by an 
experienced person, e.g. an agile coach. Even in this 
case, there is no guarantee of success. What is more, 
even if the transition was successful in the end, it 
could cause a disruption of the existing development 
process for quite long time.  If the existing process 
does not work, taking the risk and introducing the 
disruption are fully justified. However, if the process 
works satisfactory, there could be doubts whether it 
make sense to jump into the unknown taking the risks 
and going through the disturbances without knowing 
whether a better development process will emerge 
after the transition has been completed. 
In connection to the deliberations above, a 
question arises whether it is possible to gradually 
transit from TSD to ASD with the minimum 
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disruption of the existing development process? In 
other words, the question is whether there already 
exists a method of non-disruptive transition to ASD, 
and if not, whether such method can be devised. 
Ideally, such a method should improve the existing 
development process even before the full transition 
cycle has been completed. It should be also possible 
to delay taking the decision on which brand of ASD 
to use, and even stop the transition at some point 
being satisfied with what has been achieved, and not 
taking risks of going farther. 
1.2 Overview of a Solution 
This paper is a report on the research aimed at 
answering this question. To the best of our 
knowledge, there is no non-disruptive method of 
transition to ASD described in the research or 
practical literature. Therefore, we use Design Science 
(DS) approach (Peffers et al., 2007) to answer the 
question posed above, i.e. we aim to answer it by 
designing such a method and testing it in practice. 
According to the case studies reported in the 
literature, e.g. (Hajjdiab and Taleb, 2011; Conboy et 
al., 2011), the biggest issue when transiting to ASD is 
acquiring the agile mindset by the development team. 
The latter requires all team to acquire a number of 
skills, which might not be necessary in the existing 
TSD. For example, social and communication skills 
are mandatory for all members, so that they can meet 
and talk to stakeholders. Therefore, the main focus of 
our design work is directed to acquiring the agile 
mindset and a set of skills that is included in it. 
To design a method that leads to changing the 
mindset of the team to the agile mindset, we need to: 
1. Find a basis on which to identify the main 
features of the agile mindset and in what way it 
differs from the mindset of a more traditional 
team. 
2. Find a way of mapping (modelling) the mindset 
of the current team so that the difference 
between the current mindset and the targeted 
one (agile) can be measured and a plan of 
action aimed to shorten this distance can be 
developed. 
As far as the first item on the list is concerned, the 
most commonly used framework for this kind of goal 
is Agile Manifesto (Agile Alliance, 2001). However, 
we consider it too vague and allowing multiple 
interpretations, which leads to misunderstandings and 
heated arguments in the agile community (Weaver, 
2011); see also critique of Agile Manifesto in 
(Conboy and Fitzgerald, 2004). We needed a more 
“scientific” basis for developing a non-disruptive 
method of transition to agile. For this end, we have 
chosen an approach suggested in (Bider, 2014) that is 
based on considering TSD and ASD projects from the 
knowledge transformation perspective. Based on this 
consideration, (Bider, 2014) defines the essence of 
ASD in difference from TSD and set some 
requirements on the structure of the agile project, its 
team, relations with the customer and techniques used 
in the project. The results from (Bider, 2014) do not 
contradict Agile Manifesto, but rather more clearly 
underline the main features of ASD and the difference 
between ASD and TSD. 
As far as the second item on the list above is 
concerned, there are a number of methods for 
evaluating and measuring the current level of agility, 
see for example (Sidky, 2007). However, mostly, 
these works rely on Agile Manifesto when 
determining what the agile mindset is. Furthermore, 
they are based on the decision of transition to agile 
being already taken. In addition, these are general 
methods not connected to the current structure of the 
development process accepted in the given 
organization. In other ways, we consider that the 
existing methods of evaluation of the level of agility 
do not fit the task of creating a method of non-
disruptive transition to agile.  
In this work, we have created our own approach 
to maping (modelling) the mindset of the 
development team that is suitable for planning steps 
for advancing the current mindset towards the agile 
one. This approach is based on the business process 
modelling technics suggested in (Bider and Perjons, 
2015; Bider and Otto, 2015) and called step-
relationship modelling in (Bider and Perjons, 2015). 
The technique uses a system view on the business 
process considering it as a number of components (or 
steps) connected with each other via various 
relationships. The model built according to this 
technique focuses on depicting these relationships 
and their properties. When adopting step-relationship 
modelling technique for our purpose, we concentrated 
on relationships between the teams that man the 
components/steps of the given system development 
process. 
One of the main activities in a Design Science 
(DS) research project is testing the new 
artefact/solution, which is a method in our case, in at 
least one real situation. DS does not set a restriction 
on when in the course of the research project such test 
needs to be started, e.g. after the design has been 
finished or in parallel with the design. In our case, the 
research was conducted in parallel with investigating 
a business case in the IT department of an insurance 
company. This department was interested in adopting 
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a non-disruptive approach of moving towards agility, 
and it was also used as a test bed for the method. The 
test is far from being completed, but it was run up-to 
the department management understood enough of 
the suggested method and became prepared for 
completing the first step on the way to agility.  
The rest of the paper is structured in the following 
manner. Section 2 gives a brief overview of the 
research methodology and knowledge base used in 
this research and the research background. Section 3 
describes the proposed method. Section 4 discusses 
testing.  Finally, in Section 5, we summarize the 
results achieved and draw plans for the future. 
2 RESEARCH BACKGROUND 
2.1 The Project History and 
Methodology 
This research has been initiated by the management 
of an IT department in a large insurance company 
expressing their interest in transition to a more agile 
development process. The management did not 
possess much knowledge on the essence of ASD, or 
its various brands. They were interested in an 
approach that included minimum risks and gave a 
possibility to learn the essence of ASD on the way, 
while allowing to delay the decision of which 
particular brand/practice of ASD to adopt.  The 
literary study, part of which is presented in Section 1, 
has shown that there are a number of practical 
methods of transition to agile. Nevertheless, none of 
them was particularly suitable for the requirements 
that came from the IT department. These 
requirements were reformulated into the question of 
“whether it is possible to gradually transit from TSD 
to ASD with the minimum disruption of the existing 
development process?” posed in Section 1.1 To 
answer this question, we decided to develop a “non-
disruptive” method of transition to agile. 
The development of our method follows the 
pattern of Design Science (DS) research (Peffers et 
al., 2007; Baskerville et al., 2009), which is related to 
finding new solutions for problems known or 
unknown. To count as a design science solution, it 
should be of a generic nature, i.e. applicable not only 
to one unique situation, but to a class of similar 
situations. DS research can be considered as an 
activity aimed at generating and testing hypotheses 
for future adoption by practice (Bider et al., 2013).  
Our method development ran in parallel with the 
investigation of the business case of the IT 
department in the insurance company. More exactly, 
we investigated and modelled the structure of the 
development process in the department including the 
skill-sets of the process participants and the ways they 
communicated with each other. The activities were 
carried out through interviews with representatives of 
various phases in the process, and studying the 
internal documentation.  
One of the key activity in a DS project is 
implementation and verification of a generic solution, 
or artefact in terms of (Peffers et al., 2007), in at least 
one situation. This activity is also referred to as 
demonstration or proof of concept in the literature 
devoted to methodology of DS (Peffers et al., 2007). 
The demonstration phase in this research is a 
continuation of our case study. More exactly, we 
worked out a suggestion on the first steps of the 
transition to agility for the IT department; and it was 
accepted by the management. More details on this 
activity are presented in Section 5.  
As already has been mentioned in Section 1, we 
used some existing theoretical frameworks as a 
knowledge base when developing our method. As we 
do not expect that these frameworks are known to the 
reader, in the next sub-sections, we give a short 
overview of them before presenting our method. 
2.2 Agility from the Knowledge 
Transformation Perspective 
In this section, we give a short summary of TSD and 
ASD models built based on the knowledge 
transformation perspective presented in (Bider, 
2014). These models, in their own turn, are built 
based on the SECI model (Nonaka, 1994). SECI stays 
for Socialization – Externalization – Combination – 
Internalization, and it explains the ways of how 
knowledge is created in an organization while being 
transformed from the tacit form (in the heads of the 
people) to the explicit one (e.g. on the paper) and 
back, see Figure 1. The cycle of knowledge creation 
consists of the following four steps or phases: 
1. The cycle starts with Socialization, where tacit 
knowledge is transferred from the heads of one 
group of people to others via informal means, 
such as conversations during the coffee breaks, 
meetings, observations, working together, etc.  
2. The next phase is Externalization, which is the 
conversion of knowledge from the tacit form 
into the explicit one, e.g. a model of situation.  
3. The third phase is Combination, which is 
transforming the externalized (explicit) 
knowledge in a new form using existing 
knowledge, e.g. solution design principles.  
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4. The last phase is Internalization, which is 
converting the explicit knowledge, e.g. a 
solution, in the tacit knowledge of people who 
will apply this knowledge to any situation that 
warrants it.  
 
 
Figure 1: SECI diagram of knowledge creation. 
Applying ideas from SECI to software development, 
(Bider, 2014) designed two models of knowledge 
transformation in software development projects, one 
- for Traditional Software Development (TSD), and 
another - for Agile Software Development (ASD). 
Both are presented in Figure 2. In both cases, the 
knowledge transformation cycles starts with tacit 
knowledge possessed by stakeholders on 
problems/needs to be solved/satisfied by a new 
software system. The next step common for both 
models is embedment when the knowledge on a 
solution becomes embedded in the system that is 
considered by its users as a whole possessing its own 
behaviour. The last step in the knowledge 
transformation in both models is adoption – 
transforming the knowledge embedded in the system 
into the tacit knowledge of the system’s users on how 
to use this system in various working situations. 
The models for TSD and ASD in Figure 2 
substantially differ in the following aspects: 
1. The nature of the first phase in ASD differs 
from that of TSD. It consists in transferring 
tacit knowledge on the problem and needs from 
the stakeholders to the development team. This 
phase corresponds to Socialization in Figure 2. 
Also, Design and Coding are merged into one 
phase Embedment. This can be defined as the 
first motto of agility: “Avoid or delay 
explication of knowledge as much as possible. 
Ideally go from tacit knowledge directly to the 
embedded one.” 
2. In addition, one big cycle is substituted by 
many smaller and shorter ones.  The system is 
built iteratively starting with the basic 
functionality. During the exploitation of the 
basic system, better understanding of the needs 
is acquired, which is converted in adding 
details to the system in the next iterations. In 
other words, the second motto of agility can be 
defined as: “Develop and introduce in practice 
as little as possible as soon as possible, and 
build upon it in the following iterations”. 
Based on the analysis of the knowledge 
transformation models for TSD and ASD, (Bider, 
2014) identifies 6 properties of the development 
process that differentiate TSD and ASD; these are 
presented in Table 1. The first three properties, team, 
user involvement and agreement, belong to the social
 
Figure 2: Left – ECEA model (Externalization-Combination-Embedment-Adoption) for TSD. 






















































































































Becoming Agile in a Non-disruptive Way - Is It Possible?
297
perspective of system development, while the second 
three properties, core system, architecture and tools, 
belong to the technical perspective of system 
development. We will be using these differentiating 
properties when developing our non-disruptive 
method later in Section 4. 
Table 1: Properties that differentiate ASD from TSD. 
# ASD TSD 







the duration of the 
project 
Stakeholders 




agreement based on 
trust 
Contractual agreement is 
possible 
4 Possibility to identify 
and agree on a core 
system that can be 
expanded in 
consequent iterations 
Not mandatory, but can 
be employed. 
5 Architecture aimed at 
expansion 
Architecture aimed at 
fulfilling the identified 
requirements 





Not mandatory – low 
level, and universal tools 
can be employed 
2.3 Step-relationship Model 
A step-relationship model represents a business 
process as a (relatively) small number of steps (Bider 
and Perjons, 2015), or functional components (Bider 
and Otto, 2015), connected with each other through 
various types of relationships. Each type of 
relationships, i.e. a relation in a mathematical sense, 
represents a separate view of the model.  
There are two ways of representing a relationships 
type, graphical and matrix. In the graphical form, the 
steps/components are presented as rectangles (boxes), 
while arrows between the rectangles show 
relationships between the corresponding 
steps/functional components. Labels inside the 
rectangles name the steps, while labels on the arrows 
give additional characteristics to the relationships. As 
an example, Figure 3 represents output-input 
relationships in a sample software development 
process. Each arrow shows formalized output of one 
step/component serving as an input to another 
step/component.  
 
Figure 3: Graphical presentation of relationships. 
In the matrix form, a relationships type is represented 
as a square matrix where both columns and rows 
correspond to steps/components of the process. A sell 
(a,b) where a is a column and b is a row is reserved 
for describing a relationship of the given type 
between step a and step b, if any exists.   As an 
example, Table 2 presents the same output-input 
relationships type as Figure 3, but in the matrix form. 
More examples of relationships in the graphical and 
matrix forms are presented in Section 3. 
Table 2: An example of presenting relationships in the 
matrix form. 
 BM RE AD Impl Test 
BM      
RE Model    Bugs 
AD  Reqs    
Impl   Design  Bugs 
Test    Software  
3 DESIGNING A METHOD 
3.1 Creating a Single Team 
There are several essential properties of ASD that 
need to be achieved in order to successfully transit to 
agile. When developing our method, we assume that 
at least some of them can be achieved without 
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assume that it is possible to somehow measure the 
progress achieved on the way. 
According to the first row in Table 1, ASD has a 
single development team of members that could do 
all kind of work in the process, including talking to 
the stakeholders and programming. This is not 
mandatory for TSD, where separate specialized 
nonintersecting teams can complete the job. Also, in 
a single ASD team, all members communicate with 
each other frequently, which is not required in TSD. 
In TSD, informal communication in the frame of the 
development process may concentrate inside each 
specialized team, while the formal output-input 
channels are used for passing over the job between 
the teams, as is represented in Figure 3, and Table 2. 
The two properties of (a) having specialized teams 
and (b) lack of communication between the teams are 
related to each other. A narrow specialization may 
create a hinder for communication due to differences 
in professional jargons and culture. 
Based on the deliberation above, we have 
identified two properties of the development process 
that need to be measured and improved, in the first 
hand, when transiting to the agile approach. These 
are: (a) intensity of communication between the 
teams, and (b) ability of members of one specialized 
team to do the job assigned to the other teams. These 
two properties can be represented via relationships 
between the teams manning the steps. Technically, 
these relationships can be represented with the help 
of two matrixes: (a) the communication intensity 
matrix, and (b) the cross-competency matrix, as is 
discussed in the next subsections. 
3.1.1 Increasing Communication Intensity 
An example of the communication intensity matrix 
for the model in Figure 1 is presented in Table 3. A 
cell (a,b) in the communication intensity matrix, 
where a stays for a column and b for a row, defines 
the intensity of communication between teams of 
steps a and b initiated by team a. Interpretation of the 
values in the cells depends on the level of separation 
between the teams, e.g. one site or multiple sites. In 
the example presented in Table 3, communication are 
supposed to take place in the form of meetings, were 
High means daily communications meetings. 
Average means 3 times a week, Low means once a 
week. Empty cells outside the diagonal mean that no 
communication happens between the corresponding 
teams. 
Note that the communication intensity matrix is 
aimed at characterizing the intensity of 
communication between the specialized teams, 
assumption being that inside the teams their members 
communicate/collaborate in a natural way. If this is 
not true, the diagonal of the matrix can be used for 
representing communication intensity inside the 
teams. 
Table 3: An example of a communication intensity matrix. 
 BM RE AD Impl Test 
BM  High Average  Low 
RE High  Average High Low 
AD High High  High  
Impl Low  Average  High 
Test Low Low Average High  
The communication intensity matrix can be used for 
both depicting the communication intensity in the 
current state and planning for increasing the 
communication intensity. The latter can be done by 
changing values of some cells in the matrix to reflect 
the goal of increasing communication intensity. To 
facilitate the planning work, we have transferred 
some information from the output-input matrix, see 
Table 2, to the communication intensity matrix in 
Figure 3. More specifically, we make the borders of 
cell (a,b) thick in all cases where cell (a,b) is not 
empty in the output-input matrix. The latter means 
that the column step a produces a formalized input for 
the row step b, e.g. design specification. In addition, 
we made the background of cell (a,b) grey in case cell 
(b,a) is nonempty in the output-input matrix (Table 
2). The later means that the column step b receives 
formalized output from the row step b. 
Formally, the result of adding thick borders and 
grey background means that the matrix presented in 
Table 3 is a merger of a “pure” intensity 
communication matrix (without thick borders and 
grey background) with the simplified output/input 
matrix (the content of the cells in the latter is not 
represented in the merger) and a transposition of the 
latter. The merged communication extensity matrix is 
more convenient for planning the next step of 
transition to agile as described below. 
One can expect that communication should be 
more extensive between the steps that are connected 
with an output-input relationship. Formalized 
outputs, like requirements or a design specification, 
in a software development process cannot be made 
totally formal, and they need interpretation from the 
receiving team. Misinterpretation can lead to a wrong 
system being delivered to the customer. The thick 
border represents the needs of informal explanation 
of the formalized output when it is being transferred 
to the receiving team. The grey background 
represents the need for communication between the 
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receiving team and the producing team while the 
former is doing their part of work. Even when the 
receiving team get the informal explanations on their 
formalized input, there can be a need to verify their 
understanding from the originator of the input. For 
example, the designers may need to contact the 
requirements engineers later on when they start 
converting certain requirements into design. In (Bider 
and Perjons, 2015), this type of backward 
communication is called week dependencies, while 
(Bider and Otto, 2015) refer to them as to feedback 
links. 
Summarizing the above, when planning the next 
goal in intensifying the communication between the 
teams, it is worthwhile to start intensification that 
corresponds to cells with thick borders or grey 
background. For example, the next goal for the 
situation presented in Table 3, could be the one 
described in Table 4, where the difference is 
presented in bold. The difference consists of 
intensifying forward communication between 
Analysis & Design and Implementation, and 
backward communication between Analysis & 
Design and Requirements Engineering. Such measure 
makes sense even for improving the already existing 
process. 
Table 4: Next step in communication intensity. 
 BM RE AD Impl Test 
BM  High Average  Low 
RE High  High High Low 
AD High High  High  
Impl Low  High  High 
Test Low Low Average High  
3.1.2 Increasing Cross-Competency 
While the communication intensity matrix can be 
considered as a tool of intensifying internal 
communication in the future single team, the cross-
competency matrix can be considered as a tool for 
achieving “universality” of its members (see the first 
row in Table 1). An example of such a matrix is 
presented in Table 5. In this matrix a cell (a,b), where 
a stays for a column and b for a row, defines the 
percentage of the team a members that have working 
knowledge on the tasks completed in the step b. An 
empty non-diagonal cell means 0%. Here, having 
working knowledge on a specific task means that a 
person in question has some practical experience of 
this task. 
As with the communication intensity matrix, we 
add to this matrix some information from the output-
input matrix in the form of thick borders around cells 
and grey background. This information is aimed at 
helping to plan the next step of transition to agile. 
Marked cells should be targeted for increasing cross-
competence in the first place, as this can decrease the 
risks of misinterpretation of the formalized inputs and 
misunderstanding in communications. Such measure 
might be helpful even for improving the existing 
process. 
Table 5: An example of cross-competency matrix. 
 BM RE AD Impl. Test 
BM  50% 75%   
RE 75%  75%  50% 
AD 75%     
Impl. 50% 50% 75%  50% 
Test 50%     
An example of the next planned step for the situation 
presented in Table 5 is presented in Table 6, where 
the difference is presented in bold. The difference 
consists of increasing cross-competency of the 
Requirements Engineering and Implementation 
Teams. 
Table 6: next step in cross-competency. 
 BM RE AD Impl Test 
BM  50% 75%   
RE 75%  75%  50% 
AD 75% 50%  50%  
Impl 50% 50% 75%  50% 
Test 50%   50%  
As cross-competency requires working knowledge of 
the tasks completed by other teams, it is not enough 
just to send people to a course. The proper way of 
achieving cross-competency in cell (a,b) in the frame 
of the existing software development process is to 
send some people from team a to work in team b for 
some time. This can degrade the overall performance 
in the beginning, but this one-time cost is worth 
taking, as increase in cross-competency minimizes 
the risk of producing the wrong software (see 
deliberation above). 
When planning increase in cross-competency for 
Implementation step with other teams, it is 
worthwhile to consider row 6 in Table 1 that refer to 
using high-level tools. This property has not been 
introduced for the sake of creating a single team of 
“universal” members, but for being able to complete 
development loops in a speedy manner. However, 
having high-level development tools may also help in 
acquiring programming skills by people without 
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technical education. So, if such tools are not already 
employed, it could be advantageous to start transition 
from low-level programming to using high-level tools 
before increasing competency in programming in 
other teams. 
3.2 Avoiding Explication of Knowledge 
As was discussed in Section 2.2, one of the ASD 
principles is to delay or avoid explication of 
knowledge, ideally, by going from the tacit 
understanding of problems/needs to building 
software. This implies skipping creating detailed 
requirements and design specifications. More 
specifically, requirements are left on the tacit level as 
a general understanding/image of the problems and 
needs, while design is done via proper structuring of 
the code. The latter could be facilitated by using high-
level development tools, like domain specific 
languages, component libraries.  
Avoiding explicit requirements and design does 
not mean that these activities are excluded; they are 
done on the tacit level. To reach the level of 
proficiency when requirements and design are done 
on the tacit level is difficult, if ever possible, without 
obtaining skills in both requirements engineering and 
design. Obtaining these skills by all team members in 
the frame of the existing phase-based process has 
already been discussed in Section 3.1. 
The next question is how to shorten the time 
period from the first contact with the customer to 
starting producing executable code while still 
remaining in the frame of a traditional software 
development project. We believe that this can be 
achieved by gradual transition from sequential 
execution of the steps of development process to the 
semi-parallel execution. The latter means starting the 
design before all requirements are discovered, and 
starting coding before all design specifications are 
created. 
The current level of parallelism can be 
represented in a graphical form as a timeline intensity 
diagram (Bider and Otto, 2015). An example of such 
a diagram that corresponds to Figure 3 is presented in 
Figure 4. The difference between Figure 3 and 4 is 
that in Figure 4, the shapes representing steps do not 
have rectangular form. The upper border of the shape 
can be of any form representing the increase/decrease 
in the amount of work being done at certain moments 
of time. The intensity of work can be increasing or 
decreasing with time, or can be first increasing and 
then decreasing or vice versa (not illustrated in Figure 
4). In addition, the step shapes in Figure 4 are placed 
in the order they are executed. If some steps run partly 
in parallel, the projections of their shapes on the time 
axes will intersect. In the example of Figure 4, there 
are two occasions of the parallelism, namely (1) step 
Analysis & Design runs partly in parallel with 
Implementation, and step Implementation runs partly 
in parallel with Test. 
Timeline intensity diagram can be used for 
planning the next goal for transition to agile in the 
same way as communication intensity and cross-
competency matrices are used, see Fig. 5. 
In the example of Figure 5, all steps run partially 
in parallel, which is rather a radical change when 
starting from Figure 4. If such a transition is too 
difficult to complete in one go, then smaller goals can
 
Figure 4: An example of timeline intensity diagram. 
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Figure 5: An example of timeline intensity diagram to be achieved. 
be set in between, e.g. where only two new steps run 
in parallel.  
Working in parallel means that the formalized 
output is delivered to the next step in portions. This 
requires understanding of how the formalized output 
is used by the next step so that each portion is 
relatively independent and can be successfully used 
by the team of the next step for producing its own 
formalized output. Thus parallel execution requires 
certain degree of cross-competency on behave of the 
output producer. In addition, it requires efficient 
communication channels between the steps. Parallel 
execution of steps in software development bares a 
risk that the already produced portion of the given 
step output, e.g. requirements, can be negated when 
the work progresses. If this “negated” portion has 
already been sent to the next step, e.g. design, and is 
under processing of this step’s team, then the 
information on the negation should be immediately 
made available for this team. Getting this information 
can stop or postpone their activities related to the 
questionable portion of the requirements. Note that 
with an experienced team, the advantages of running 
in parallel, e.g. shorten time, overweight the risks 
described above. 
Summarizing the deliberation above, transition to 
parallel execution of two steps should be planned 
when a certain degree of cross-competency and 
communication intensity between these steps has 
already been achieved. 
It is also worthwhile to mention that portioning of 
the output needs to take into account architectural 
considerations. Portions that are sent first need to be 
significant for building a skeleton of the architecture, 
and portions that are sent later should be relatively 
independent of each other and should not 
considerably affect the architecture. 
3.3 Other Considerations 
In the previous part of this section we mainly 
discussed three issues that can help in transition to 
agile: inter- step communication, cross-competency 
and parallel execution. Furthermore, we touched the 
issue of high-level development tools that facilitates 
both achieving cross-competency, and excluding 
explicit design. In addition, we also touched the 
architectural issues that need to be taken care of when 
planning transition to the parallel execution of steps. 
We also have shown that all these issues are 
interconnected and should be considered together 
when planning transition to agile. 
We believe that after dealing with the issues 
discussed in this section the team will acquire the 
agile mindset, and became prepared for sorting out 
the remaining issue on the way to agility. Consider, 
for example, the issue of stakeholders involvement 
during the whole project. Such involvement is 
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impossible to arrange in a traditional phase based 
development process based on two reasons. Firstly, 
people outside business modelling and requirements 
engineers might not have competency of talking to 
non-technical people. Secondly, non-technical 
stakeholders seldom understand technical 
documentation, which will prevent their engagement. 
The first problem can be solved through cross-
competency, and the second - through parallel 
execution that ensures that the new portion of 
software will be produced in a speedy fashion, and 
could be demonstrated and discussed with the 
stakeholders. 
4 TESTING THE METHOD 
As has already been discussed in Section 2.1, 
development of our non-disruptive method of 
transition to agile was done in parallel with a case 
study in the IT department of a large insurance 
company. The first phase of the study was connected 
to the development of the method, and the second 
phase with testing it. 
The first phase was completed based on the 
internal process documentation and interviews with 
representatives of different teams engaged in the 
development process. Based on the information 
obtained, it was decided that the three most important 
aspects that need to be mapped when describing the 
current state of affairs were communication intensity, 
cross-competency and timeline intensity. The step 
relationship modelling technique (Bider and Perjons, 
2015; Bider and Otto, 2015) was chosen for 
representing these aspects. The concept of the 
timeline diagram was already known from (Bider and 
Otto, 2015), while the communication intensity 
matrix and cross-competency matrix where designed 
during the current project. 
Based on the internal documentation and 
information from the interviews, a model of the 
current development process was produced. This 
model is closed to the one presented in Figure 3 and 
4, and Tables 2, 3 and 5, except that one step from the 
original model is omitted. The structure of the 
communication intensity and cross-competency 
matrixes in the original model were somewhat 
simpler than what was presented in Tables 3 and 5. 
More exactly, the details that came from merging 
with the output-input matrix were absent; they were 
added when we worked on this paper. 
The test phase of the case study consisted of: (a) 
suggesting the next desired state of the development 
project, which roughly corresponds to the one 
presented in Tables 4 and 5 and Figure 5, and (b) 
presenting the suggestions to the IT department 
management. The goal of the test phase was twofold, 
namely, to check 
1. Whether the method could be understood by 
people not very familiar with the agile 
practices. 
2. Whether they can accept concrete suggestions 
based on this method, provided that they are 
approved by the higher management. This 
check (approximately) corresponds to 
“reediness to use” in Technology Acceptance 
Model (Davis, 1989). 
The check has been completed by presenting the 
method and an action plan based on this method to the 
management of IT-department that consisted of 4 
persons. After the presentation, an interview has been 
conducted with each person based on the following 4 
questions/topics: 
1. Based on the presentation, have you understood 
what kind of organizational changes the 
transition to agile will require? 
2. Based on the presentation, have you understood 
the action plan for movement towards a more 
agile development process? 
3. Based on the presentation, are you prepared to 
submit the action plan to the upper/higher 
management for approval? 
4. Based on the presentation, are you prepared to 
set the suggested plan in action if approved by 
the higher management? 
For the questions 1, 2 and 4 the answers were on 
the positive side from all respondents. When 
answering question 3, some respondents expressed 
doubts whether just presenting the action plan to the 
higher management is enough to influence the 
approval. However, all of them agreed that such a 
presentation makes sense. The doubts on influencing 
the decisions were connected to the plan itself not 
explaining the benefits to be obtained. However, 
another opinion was that presenting the action plan 
could initiate discussions that would lead to 
understanding the benefits. Anyway, the discussion 
around the third topic explicated the needs to explain 
the benefits achieved even before the full transition to 
agile has been completed. This served us as a 
motivation to insert the discussion on such benefits in 
various places of this paper. 
Summarizing the lessons learned about our non-
disruptive method of transition to agile from the case 
study, we can state that: 
1. It  is  possible  to model the current state  of  the 
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development process and suggest a plan of 
actions for transition to agile. 
2. The method is understandable for the 
professionals in software development not 
familiar with the details of the agile practices. 
What is more, the plan of actions based on the 
method is considered to be “doable”, and could 
be accepted for implementation, provided the 
approval of the higher management is obtained. 
Though, there are some doubts that such 
approval is easy to obtain, presenting the plan 
of action to the higher management could 
initiate a discussion that could lead to its 
acceptance. 
The lessons above were obtained based only on 
one case study. However, from our practical 
experience, the IT department in the study is just an 
ordinary system development organization, and there 
is no reason to suggest that the lessons learned will 
substantially differ when the method is applied to 
another organization of the same kind. 
In short, we consider the check for “readiness to 
use” as completed with positive results. On its own, 
such a check does not guarantee that an organization 
can actually execute a plan of action developed based 
on the method. However, we consider this check 
encouraging enough for continuing the efforts of 
further development and testing the method. 
5 CONCLUSIONS 
There are ample evidence, provided in the literature 
referenced to in Section 1, of existence of challenges 
and difficulties when completing a transition from 
TSD to ASD.  These can be attributed to such a 
transition being a major organizational change for a 
software development organization, and it is well 
known that any organizational change is difficult to 
complete due to an organization, as a system, always 
resists any change. 
According to (Regev, 2015), the best prerequisite 
for successful organizational change is stability. 
Therefore, a system development organization with a 
well-functioning TSD process does not need to 
“jump” on a radical pass to ASD, but should consider 
using the existing process as a tool for successful 
transition to ASD. The non-disruptive method of 
transition to ASD described in this paper gives an 
example, of how an organization can practically 
conduct the transition via using the existing process 
as a tool. 
Summarizing the results achieved so far, we can 
identify three major contribution of this work: 
1. To the best of our knowledge, the 
contemporary literature does not have an 
explicit definition of a goal of using the 
existing development process as a 
platform/tool for transiting to agile. Therefore, 
our explicit formulation of this goal constitutes 
the first contribution of this paper. This 
contribution appears in the title and is discussed 
in more details in Section 1.  
2. In Section 3, we have introduced three types of 
measurements that can be used to determine the 
level of agility achieved while the organization 
is still following TSD: communication 
intensity, cross-competency, and the level of 
parallelism. This are easy to understand 
measures, and as our test case shows can be 
obtain through interviewing people working in 
the project. This measures can be used 
independently whether the organization wants 
to transit to agile in disruptive or non-disruptive 
manner. 
3. Lastly, this paper also contains a draft of the 
non-disruptive method of transition to agile 
that has gone through the initial test of 
designing a plan of actions and acquiring 
“readiness to use” in a typical software 
organization. More tests and further 
development are required to confirm the 
validity of the method. However, the work 
done so far (including the initial test) is 
sufficient to show that, at least theoretically, a 
non-disruptive method for transition to agility 
can be built. Publishing this work might inspire 
other researchers and practitioners to seek own 
ways for a non-disruptive transition. 
One difference of our method of transition to agile 
with those of other (some of them are referred to in 
Section 1) is that we pursue a special goal of using the 
current development process as a tool/platform for the 
transition. Another difference is the theoretical basis 
on which the method has been built. Normally, other 
researchers and practitioners use Agile Manifesto 
(Agile Alliance, 2001) as a basis for building a 
method. Instead, we use the theoretical underpinning 
of agility based on the knowledge transformation 
perspective from (Bider, 2014). This perspective has 
helped us to choose the most important issues on 
which to focus when transiting to agile. What is more, 
the issues, when resolved, may improve the current 
development process even before the full transition 
can be completed. 
Our plans for the future include further 
development and testing of the non-disruptive 
method, as well as dissemination of results, especially 
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among practitioners. The latter activity is considered 
as an important one in the Design Science research 
(Peffers et al., 2007). The reason for its importance is 
that the researchers themselves have no possibility to 
fully test a new design, aside of conducting 
demonstration in few cases. The real test can be 
completed only when (and if) the industry adopts the 
method so that more test cases become available for 
study. 
ACKNOWLEDGEMENTS 
The authors are in debts to the management and 
developers of the IT department of the insurance 
company who initiated this research and spent their 
time answering interview questions, and listening, 
discussing and accepting our suggestions. 
REFERENCES 
Agile Alliance, 2001. Manifesto for Agile Software 
Development. (Online) Available at:  http:// 
agilemanifesto.org (Accessed 10 October 2013). 
Baskerville, R.L., Pries-Heje, J. & Venable, J., 2009. Soft 
Design Science Methodology. In DERIST 2009. ACM, 
pp.1-11. 
Bider, I., 2014. Analysis of Agile Software Development 
from the Knowledge Transformation Perspective. In 
Johansson, B., ed. 13th International Conference on 
Perspectives in Business Informatics Research (BIR 
2014). Lund, Sweden. Springer, LNBIP 194, pp.143-
57. 
Bider, I., Johannesson, P. & Perjons, E., 2013. Design 
science research as movement between individual and 
generic situation-problem-solution spaces. In 
Baskerville, R., De Marco, M. & and Spagnoletti, P. 
Organizational Systems. An Interdisciplinary 
Discourse. Springer. pp.35-61. 
Bider, I. & Otto, H., 2015. Modeling a Global Software 
Development Project as a Complex Socio-Technical 
System to Facilitate Risk Management and Improve the 
Project Structure. In Proceedings of the 10th IEEE 
International Conference on Global Software 
Engineering (ICGSE), forthcoming. Ciudad Real, 
Spain. IEEE. 
Bider, I. & Perjons, E., 2015. Design science in action: 
developing a modeling technique for eliciting 
requirements on business process management (BPM) 
tools. Software & Systems Modeling, 14(3), pp.1159-
88. 
Conboy, K., Coyle, S., Wang, X. & Pikkarainen, M., 2011. 
People over Process: Key Challenges in Agile 
Development. IEEE Software, 28(4), pp.48-57. 
Conboy, K. & Fitzgerald, B., 2004. Toward a conceptual 
framework of agile methods: a study of agility in 
different disciplines. In Proceedings of the 2004 ACM 
workshop on Interdisciplinary software engineering 
research. Newport Beach. ACM, pp.37-44. 
Davis, F.D., 1989. Perceived usefulness, perceived ease of 
use, and user acceptance of information technology. 
MIS Quarterly, 13(3), pp.319–40. 
Hajjdiab, H. & Taleb, A., 2011. Adopting Agile Software 
Development: Issues and Challenges. IJMVSC, 2(3), 
pp.1-10. 
Highsmith, J., Orr, K. & Cockburn, A., 2000. E-Business 
Application Delivery, pp. 4-17. (Online) Available at:  
www.cutter.com/freestuff/ead0002.pdf . 
Hunt, A., 2015. The Failure of Agile. (Online) Available at: 
http://blog.toolshed.com/2015/05/the-failure-of-
agile.html  (Accessed October 2015). 
Nonaka, I., 1994. A dynamic theory of organizational 
knowledge creation. Organ. Sci., 5(1), pp.14–37. 
Peffers, K., Tuunanen, T., Rothenberger, M.A. & 
Chatterjee, S., 2007. A Design Science Research 
Methodology for Information Systems Research. 
Journal of Management Information Systems, 24(3), 
pp.45-78. 
Regev, G., 2015. Fundamental Systems Thinking Concepts 
for IS Engineering: Balancing between Change and 
Non-change. (Online) Stockholm University Available 
at: http://sched.co/2OGV  (Accessed October 2015). 
Sidky, A., 2007. A structured Approach to Adopting Agile 
Practices: The Agile Adoption Framework. PhD 
Thesis. (Online) VirginiaTech Available at: 
http://scholar.lib.vt.edu/theses/available/etd-
05252007-110748/  (Accessed October 2015). 
Smith, G. & Sidky, A., 2009. Becoming Agile. Greenwich, 
CT: Manning. 
Weaver, M., 2011. Do you agree or disagree that Scrum is 
not Agile? (Online) Available at: http:// 
www.linkedin.com/groups/Do-you-agree-disagree-
that-81780.S.52354777 (Accessed April 2014). 
 
 
Becoming Agile in a Non-disruptive Way - Is It Possible?
305
Knowledge Mapping in a Research and Development Group 
A Pilot Study 
Erivan Souza da Silva Filho, Davi Viana, Jacilane Rabelo and Tayana Conte 
USES Research Group, Instituto de Computação, Universidade Federal do Amazonas, Manaus, Brazil 
{essf, davi.viana, jaci.rabelo, tayana}@icomp.ufam.edu.br 
Keywords: Knowledge Management, Knowledge Mapping, Knowledge Map. 
Abstract: In Enterprise Systems, representing the flow of knowledge may indicate how participants work using their 
knowledge. Such representation allows the understanding of how knowledge circulates between the 
development team and improvement opportunities. Knowledge Management supports the management of 
knowledge through techniques that identify how knowledge behaves in projects. One of these techniques is 
Knowledge Mapping, which supports representing how participants share their knowledge, which sources 
of knowledge are consulted and which people it helps during a project. However, to draw up a knowledge 
map, we need a process for capturing and analyzing data that can extract information that reflect these 
aspects. This work aims at presenting a process for Knowledge Mapping to develop a map indicating what 
knowledge the participants used, who or what they accessed and indications of its core competencies. 
Additionally, this paper discusses a pilot study regarding the application of the proposed process. As a 
result, we generated a knowledge map for a software engineering research and development group, in which 
contains a set of profiles and features what the main skills that a participant uses are. 
1 INTRODUCTION 
The main asset of Software Companies is 
knowledge. Thus, it is necessary to manage this 
knowledge and use their experiences in development 
activities (Hansen and Kautz, 2004). In any 
industrial or academic environment, there are people 
who have knowledge, and it may be of interest to 
promote such knowledge management (Krbálek and 
Vacek, 2011). 
Knowledge management is the process of 
creating, validating, representing, distributing and 
applying knowledge (Bhatt, 2001). Knowledge 
management also refers to identifying and increasing 
the collective knowledge in an organization to help 
it become more competitive (Alavi and Leidner, 
2001). 
The goal of these efforts is to provide members 
of the organization with the knowledge they need to 
maximize their effectiveness, thus improving the 
efficiency of the organization (Mitchell and Seaman, 
2011). The environment or territory in the context of 
knowledge management is not geographical, but 
intellectual (Eppler, 2001), where we need 
techniques that seek to represent the main aspects of 
that environment. 
One of the techniques in Knowledge 
Management that seeks to represent these aspects is 
Knowledge Mapping. Knowledge mapping is a 
process of surveying, assessing and linking the 
information, knowledge, competencies and 
proficiencies held by individuals and groups within 
an organization (Anandarajan and Akhilesh, 2012). 
The result of a mapping is a Knowledge Map 
that shows the relationships among the procedures, 
concepts and skills, which provides easy and 
effective access to sources of knowledge (Balaid et 
al., 2013). The main purpose and benefit of a 
knowledge map are to show people from within the 
company where to go when they need knowledge 
(Davenport and Prusak, 1998). 
This paper presents a process of knowledge 
mapping that aims at representing the flow of the 
employees’ knowledge within software 
organizations. We combined some approaches in 
order to create such process. This paper also 
describes the results of a pilot study in which the 
proposed process was applied in a Research and 
Development (R&D) group.  
The remainder of this paper is organized as 
follows. Section 2 presents our theoretical reference. 
Section 3 presents the developed knowledge 
mapping process. Section 4 shows planning process 
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of the pilot study. Section 5 discusses the results 
obtained in the pilot study. Finally, Section 6 
presents our conclusions and future work. 
2 THEORETICAL REFERENCE 
Individual knowledge is necessary for the 
development of knowledge within an organization 
(Bhatt, 2001). Knowledge within an organization is 
a collection of knowledge, experiences and 
information which people or groups employ to carry 
out their tasks (Vasconcelos et al., 2005). This 
section shows the theoretical reference and the main 
concepts for this work.  
2.1 Knowledge Management 
Human resources are the main assets of many 
companies where knowledge has to be preserved and 
passed from the individual to the organizational 
level, enabling continuous improvement and 
learning (Lindvall et al., 2003). Companies 
generally understand Knowledge as how information 
is encoded with a high proportion of human value-
added, including perception, interpretation, context, 
experience, wisdom, and so on (Davenport and 
Völpel, 2001). 
Davenport and Prusak (1998) made a distinction 
between data and information. Data is a group of 
distinct facts and goals related to events. Information 
aims at changing the way in which the receiver 
perceives something, exercising some impact on 
his/her judgment and behavior. 
Nonaka and Takeuchi (1995) states that 
knowledge, unlike information, is about beliefs and 
commitment, and characterize it into two types: 
explicit and tacit. Explicit or codified knowledge can 
be articulated in formal or textual language. Tacit 
knowledge is the personal knowledge, incorporated 
to the individual experience, and that involves 
intangible factors (e.g. personal beliefs, perspectives 
and value systems). 
Knowledge Management is a method that 
simplifies the process of sharing, distributing, 
creating and comprehending a company's knowledge 
(Bjørnson and Dingsøyr, 2008). Its goal is to solve 
problems regarding the identification, localization 
and usage of knowledge (Rus and Lindvall, 2002). 
A prerequisite for the strengthening of 
knowledge management is a good understanding of 
how knowledge flows within the organization 
(Hansen and Kautz, 2004). The identification of the 
knowledge flow shows us the way on which new 
concepts and ideas are spread, which can be useful 
to facilitate changes in management initiatives 
(Gourova et al., 2012). One of the applied 
techniques for searching and defining organizational 
knowledge flow is knowledge mapping. 
2.2 Knowledge Mapping 
Knowledge mapping is a process, method, or tool 
made for analyzing knowledge in order to discover 
characteristics or meanings, and view knowledge in 
a comprehensible and transparent manner (Jafari et 
al., 2009). The purpose of knowledge mapping is to 
seek a better orientation in a given domain and 
access knowledge from the right people at the right 
time (Krbálek and Vacek, 2011). 
One of the advantages of knowledge mapping 
includes the freedom to organize without restriction, 
meaning that there are no limits to the number of 
ideas and connections that can be made (Nada et al., 
2009). Knowledge mapping usually takes part of 
Knowledge Audit processes and methodologies.  
Elias et al. (2010) define Knowledge Audit (KA) 
as the identification, analysis and evaluation of the 
activities, processes and practices for managing the 
knowledge that a company already has.  
Knowledge Audit is used to provide an 
investigation into the organization's knowledge 
about the health of knowledge (Elias et al., 2010), 
identifying and understanding the knowledge needs 
in organizational processes.  
Meanwhile, by using Knowledge Mapping 
techniques would show a logical structure of 
relationships between tacit human knowledge and 
explicit knowledge in documents (Krbálek and 
Vacek, 2011). The result of knowledge mapping is a 
knowledge map. 
2.3 Knowledge Map 
Knowledge Map is a diagram that can represent 
words, ideas, tasks, or other items linked to and 
arranged in radial order around a central key word or 
idea (Nada et al., 2009). Furthermore, it is an 
interactive and open representation that organizes 
and builds structures and procedural knowledge used 
in the pursuit of exploration and problem solving 
(Anandarajan and Akhilesh, 2012). 
Knowledge maps also provide a holistic view of 
knowledge resources (Balaid et al., 2013). Eppler 
(2001) distinguishes five types of Knowledge Maps, 
shown in Table 1. The five maps can be combined to 
generate new mapping techniques.  
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These are maps that structure a population 
of experts from a company through search 
criteria, such as their knowledge domain, 




This type of map visually describes the 
storage of knowledge of a person, a group, 




It is the overall architecture of a knowledge 
domain and shows how parts relate to each 
other. It assists managers in understanding 




It shows what kind of knowledge must be 
applied at certain stages of the design 
process or in a specific business situation. It 
answers the question of which people are 
involved in an intensive knowledge 
process, such as auditing, consulting, 




These maps can serve as development 
pathways or visual learning which provide 
a common corporate vision for 
organizational learning. 
2.4 Related Work 
There are different techniques to map organizational 
knowledge, and each technique can use a set of 
tools, approaches, objectives and specific 
characteristics (Jafari et al., 2009). In the following 
paragraphs, we show the main works that served as 
the theoretical basis for our mapping proposal. 
Hansen and Krautz (2004) proposed using Rich 
Pictures (mechanism that uses pictograms for 
representation) as a technique to map the flow of 
organizational knowledge. The methodology 
consists of two large main stages: preparation phase 
and mapping phase. 
• Preparation Phase: Based on the collected 
data, (s)he created an initial map of the 
organization.  
• Mapping phase: It results in a knowledge map 
that describes actors and knowledge flow, as 
well as key features of the organization. 
Hwang and Kim (2003) defined that a map is 
composed of two main components: diagrams that 
are graphical representations of components; and 
specifications, which are descriptions of the 
components. The authors also suggested creating a 
profile of the extracted knowledge, establishing a 
structure representing the characteristics of the 
mapped knowledge.  
According to Kim and Hwang (2003), 
knowledge maps should achieve:  
1. Formalization of all the knowledge 
inventories in the organization; 
2. Perception of the relationship between 
knowledge; 
3. Efficient Navigation of knowledge 
inventories; 
4. Promotion of socialization/outsourcing of 
knowledge by connecting the experts’ 
domains with knowledge explorers. 
Eppler (2001) has developed five steps that must 
be performed to design and build a Knowledge Map. 
These are: 
1st. Step: To identify the knowledge-intensive 
processes, problems or issues within the 
organization. The resulting map should focus 
on improving the intensive knowledge. 
2nd. Step: To deduce the sources of knowledge, 
assets or relevant process elements or 
problems. 
3rd. Step: To codify these elements in a way that 
it makes them more accessible to the 
organization. 
4th. Step: To integrate this codified knowledge or 
documents information in a visual interface 
that allows the user to navigate or search for 
it. 
5th. Step: To provide means for updating the 
Knowledge Map. A Knowledge Map is as 
good as the links it provides. If these links 
are outdated or obsolete, the map is useless.  
The mapping techniques found in the literature 
show some approaches focusing on the flow of 
knowledge within the organization and the definition 
of knowledge sources. However, improved 
techniques may be applied to represent participants’ 
knowledge based on knowledge flow. 
Finally, Elias et al. (2007) proposed a 
methodology to identify and analyze knowledge 
flows in work processes. Such stages are: 
1. To identify the main documents and people 
involved in the process; 
2. To analyze the knowledge sources identified 
in the first step; 
3. To identify how the knowledge and sources 
are involved in the activities performed in the  
process; 
4. To analyze to find the problems that could be 
affecting knowledge flows identified. 
The purpose of this paper is to integrate and 
improve these previous methods and generate a set 
of profiles of the participants in a software project 
team. From the data of these profiles, we can verify 
what is the most used knowledge by participants. 
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3 PROCESS OF KNOWLEDGE 
MAPPING IN SOFTWARE 
TEAMS 
Our Process of Knowledge Mapping is mainly based 
on the work of Hansen and Kautz (2004), since their 
method allows enhancements or modifications. 
Furthermore, the work by Kim and Hwang (2003) 
contributes to the profiling strategy and the work by 
Eppler (2001) contributes to the definition of the 
steps to build the knowledge maps. 
The main objective of the map is to find the core 
competencies of the participants based on their 
interaction with other team members and with 
sources of knowledge. The procedure of the 
Knowledge mapping consists of two phases: 
• Data Collection Phase: The data that will 
compose the Knowledge Map will be 
collected. The collected data can come from 
two sources in the organization: the project or 
organization. Regardless of the origin, this 
phase will organize the data that will be 
employed to build a map of the structure; 
• Mapping Phase: It is the organization of the 
data and the construction of the Knowledge 
Map. According to Table 1, the produced map 
is classified as a Knowledge Source Map, 
showing the sources of explicit (websites, 
books or documents) and tacit (participants) 
knowledge. Moreover, a profile for each 
participant will be produced, indicating 
his/her main accessed knowledge. 
The moderator of the Knowledge Mapping 
Process can play many roles such as facilitator 
(during the data collection phase) or map developer 
(during the mapping stage). 
3.1 Data Collection Phase 
The purpose of the data collection phase is to extract 
the necessary information to create the                                    
Knowledge Map, as shown in Figure 1. 
 
Figure 1: Activities of the data collection stage from the 
Knowledge Mapping process. 
1. The Mapping Guide is a presentation showing 
the participants which activities they will do 
during the meeting. The purpose of the 
presentation is to support the facilitator of the 
meeting and present a practical visual guide 
to participants; 
2. We apply the questionnaire to the participants 
who will create the Knowledge Map; 
3. Analyzing Artifacts. The purpose of this 
activity is to see how organizations or group 
view the participants and to triangulate the 
facts with the questionnaire information. 
We describe these activities in the following 
subsections. 
3.1.1 Presentation of the Mapping Guide 
The Mapping Guide should be presented to the 
participants of the meeting before the questionnaire. 
The structure of the presentation follows the 
following steps: 
• Presentation of the Facilitator and his role for 
the group; 
• Explanation of what is tacit and explicit 
knowledge; 
• Brief explanation of Knowledge Management 
(optional); 
• Brief explanation of what is Knowledge 
Mapping (if this is the first mapping); 
• Presentation of the questionnaire structure; 
• Presentation of the activity guides to the 
participants; 
• Presentation of the questions on Knowledge 
Mapping. 
Knowing the question of the knowledge mapping 
helps us to focus on the knowledge that we want and 
to capture accurate information, aiming to avoid 
extracting information that has nothing to do with 
the knowledge we demand. 
3.1.2 Knowledge Mapping Questionnaire 
The Knowledge Mapping questionnaire has a logical 
structure that seeks to find three aspects: what 
activities the participant exerted during the 
execution of the project, what or who (s)he 
researched to acquire knowledge and who (s)he 
helped. 
Participants must be left free to consult each 
other, and they must have available resources to 
consult when they have questions while filling out 
the questionnaire. The reason for using these 
resources is that some people may not be able to 
remember some relevant information. 
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The first part of the Knowledge Mapping survey 
(see Figure 2) is related to the Applied Topic of 
knowledge of the activities (s)he carried out. The 
purpose of this information is to know what 
knowledge (s)he applied. 
 
Figure 2: Field to describe which activities were 
conducted. 
The field in Figure 3 is related to Who /What 
(s)he consulted to carry out his/her activities. The 
participant may indicate if (s)he consulted a person 
or an artifact and they should describe the name of 
the consulted person or artifact in the "Name of 
Person or Artifact" field. Then s/he must 
complement with a brief description regarding what 
was consulted. Some fields present different sizes 
because it might be possible that the participant has 
more than one consult to a device or person. 
 
Figure 3: Field to describe the consults that were 
performed. 
Finally, the participant must inform in the field 
shown in Figure 4 Which people (s)he helped 
during his/her activities. Based on this and the 
previous field, we can triangulate the information 
aiming to find the flow of knowledge among 
participants and to know what kind of knowledge 
takes place among them.  
 
Figure 4: Field where the participant informs who (s)he 
helped. 
3.1.3 Artifact Analysis 
The artifact analysis is defined as the analysis of 
information from project-related documents that 
may be potential sources of knowledge. Its purpose 
is to explicit knowledge sources that will integrate 
the knowledge map. 
3.2 Mapping Phase 
The mapping phase will analyze the collected data in 
the data collection phase and will generate the 
knowledge map of the project team. Initially, we 
organize all the collected data on a table, as shown 
in Figure 5. Then, we produce the representation of 
the knowledge map sources (either by using physical 
materials with a whiteboard or through digital tools). 
Finally, we will generate the profile of each 
participant.  
 
Figure 5: Activities from the Knowledge Mapping Phase. 
3.2.1 Organizing the Data Matrix 
Mapping questionnaires are analyzed at this stage 
and the moderator, who is implementing the 
Knowledge Mapping process, should examine each 
of them as (s)he carries out the parallel activities of 
this phase. 
In the actors-artifacts relationship (where the 
actors are the participants), we organize all the data 
in a table following the format in Table 2. In the 
horizontal lines, we insert all the names of the 
project participants that have been mentioned in the 
fields "who you consulted" and "who you helped" 
from the questionnaires.  





Artifacts Artifact 1 
(Type) 
Participant 1  Id 1  Id 2 
Participant N     
The columns are filled with the same name of the 
participants defined horizontally. After dividing the 
"artifacts", we can enter the names of the mentioned 
artifacts by any participant within the questionnaires. 
While reading what artifacts were mentioned by 
the participants in the questionnaire, we should 
avoid duplication and then generalize when two 
participants refer to the same artifact. For example, 
two participants can mention the Stackoverflow 
online forum of questions and answers differently, 
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where one says "Search Stackoverflow forum" 
while another says "stackoverflow.com". Both 
participants refer to the same artifact, the 
Stackoverflow forum, so we will not insert two 
different columns for it. Instead, we can name the 
same column as "Stackoverflow (website)", where 
the parentheses in keyword help identifying what 
this artifact is. 
After finishing to fill out the table, the cells are 
filled with an identifier of the description of the 
consulted information by the participant. For this, 
we will use a table for supporting where we will 
store the consult description gathered in the fields 
"who you consulted" and "who you helped" from the 
questionnaires. It is exemplified in Table 3. 
Table 3: Structure to assist description of relationships. 
Id Relationship description Participant 
1 Description of Id 1 Participant 1 
2 Description of Id 2 Participant 2 
Finally, we have the name of the participants 
horizontally, while what they accessed (whether it is 
other participants or artifacts) is shown vertically. 
3.2.2 Generating Representations in Map 
The representation on the map can be done by a 
support tool which must have the following 
characteristics: 
• Change colors or pictures of the node; 
• Create edges between nodes; 
• Assign weights and Text on the edges; 
• Assign texts to the nodes. 
After choosing the tool to be used, the activities 
of the process of knowledge mapping creation are 
initiated. 
Based on the Data Matrix information built in the 
previous activity, we will perform the following 
steps to build the map: 
1. Write what project members are; 
2. Write what the artifacts informed by the 
participant are; 
3. Center map members and leave the artifacts at 
the edges; 
4. Insert an edge between nodes, namely 
between a member and an artifact, or between 
members; 
5. Assign which or what are the relationships 
from such edge, based on the auxiliary table 
of the Data Matrix called Relationship 
Description; 
6. Repeat from step 4 until all edges are created; 
7. Document the map and its version. 
After that, it is estimated that this map shows 
which members consult others and about what, and 
what artifacts are found during a project. It is 
recommended the review of the map by a second 
person in order to avoid omissions or errors. 
3.2.3 Generating Participants’ Profile  
The profile of the participants is a representation 
indicating what skills or competencies (s)he is 
applying. They reference not only what (s)he 
informs, but what other participants inform. The 
map should also show how we can find him/her, 
what knowledge (s)he masters, what his/her sources 
of knowledge are and with whom (s)he 
communicates. 
To generate the participant's profile, we will use 
the Data Matrix information, the analysis of the 
artifacts and the Knowledge Map as basis looking 
for: 
• What are the main topics of knowledge (s)he 
employed in his/her activities?; 
• What sources of knowledge does (s)he use?; 
• What people has (s)he worked with or had 
some knowledge flow?. 
This information will fill the items about the 
participant's profile in Table 4. 
Table 4: Participant Profile structure. 
Participant Name <The full name entered by the participant.> 
Position or Role <Position or role of participant.> 
Email <Participant contact E-mail.> 
Telephone <Participant contact number.> 
Keywords of major skills 
<Keywords that describe he/she skills. The keywords 
are the codes identified below.> 
Knowledge sources 
<What sources of explicit knowledge he/she consult 
based on the knowledge map.> 
People whom (s)he is related in the map 
<Which people the participant has a knowledge transfer 
based on knowledge map.> 
Worked projects within the Group 
<Project works within the research group.> 
Knowledge flow 
<The topics of knowledge informed by the 
participants.> 
Knowledge in… 
<Knowledge flow code.> <Full description of flow.>
The fields Name, E-mail, Position or Role, and 
Telephone are extracted from the information 
previously collected. The information from the 
Knowledge Sources field will be collected analyzing 
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the data matrix based on the columns of the artifacts 
that the user entered. As shown in Figure 6, we use 
the participant's line and check the column of the 
artifacts used by him/her. This will be the 
information that will compose the field. 
The people to whom (s)he is related in the 
map field will consist of all participants and people 
outside the project with whom the participant had 
any knowledge flow. In addition to identifying the 
participants, we assign weights according to the total 
sum of the flows between two participants, as seen 
in Figure 7. 
 
Figure 6: Capturing information about artifacts used by a 
participant.  
 
Figure 7: How to identify people connected to a 
participant. 
Regarding the Worked projects within the 
Group field, this information will be extracted 
based on the analysis of the artifacts. In case that 
there is no identification, the field is filled with 
“None identified”. 
The Participant Knowledge Topics is the 
information that participants provided in the 
knowledge topic field of carried out activities in the 
questionnaire research, Subsection 3.1.2. After 
entering the information, we will generate codes for 
what was inserted. In addition, two descriptions may 
belong to the same code and thus increase the weight 
of this information, as seen in Table 5. 
Knowledge flow will be the cross analysis of the 
Data Matrix for each participant (see Figure 8). The 
reason is that while the row shows just what the 
participant said, the column complements what 
others have reported about him/her. The Id 
(identifier) and his name should be placed in 
sequence in the field to be codified in the future. 
Table 5: Knowledge topics of a participant. 
Participant Knowledge Topics 
Review of material on Molic interaction modeling; 
Mockups together with Molic (diagrams); 
Case studies; 
Defects inspection; 
Inspection techniques for Molic diagrams; 
TAM  (Technological Acceptance Model). 
Molic (3) 
• Review of material on Molic 
interaction modeling; 
• Mockups together with Molic 
(diagrams); 
• Inspection techniques for 
Molic diagrams. 
TAM (1) TAM (Technological Acceptance Model. 
Case studies (1) 
 Case studies. 
Defects inspection 
(1) Defects inspection. 
 
Figure 8: Way to capture the flow of knowledge from one 
participant. 
After entering all the flows belonging to the 
participant, we will code with words that identify a 
concept or represent these flows (see Figure 9). The 
Knowledge in … field will be composed of all the 
coding of flows. Some encodings may have more 
than one flow, and the flow may belong to more than 
one coding. 
 
Figure 9: Analysis and codification of knowledge flows. 
It is recommended the execution of codification 
by someone with knowledge of the organizational 
culture.  Thus,  the  creation  of  codes  is   closer   to 
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reflect the reality of the organization. 
4 PILOT STUDY IN A RESEARCH 
AND DEVELOPMENT GROUP 
The focus of the pilot study is to conduct a 
feasibility study of the Knowledge Mapping process. 
The primary purpose of a feasibility study is not to 
find a definitive answer, but to create a body of 
knowledge about the application of the technology 
(Mafra et al., 2006). 
As a result, we gain knowledge regarding if the 
process we are developing is feasible, if it produces 
a consistent result while identifying its limitations 
which, according to Shull et al. (2004), allows: 
• The refinement of technology; 
• The generation of new hypotheses on the 
application (in this case, the process of 
Knowledge Mapping) to be investigated in 
future studies. 
The pilot study was applied in a software 
engineering and usability research group, which is 
formed by six Ph.D. candidates and four master 
students working on research and development in 
the areas of Software Engineering and Human- 
Computer Interaction. Thus, there are 
representatives of the population and, because it is a 
pilot study, we sought first to carry out the study 
within the research group and then evaluate in an 
industrial environment. The focus of the knowledge 
map was to find information related to types of 
knowledge that participants had applied or were 
applying in their research or in R & D (Research and 
Development) projects. 
4.1 The Steps of the Pilot Study 
The pilot study followed three steps detailed below. 
1. Preparation: Contains the pilot study design, 
the creation of instruments and training of 
possible applicators of activity of Data 
Collection; 
2. Implementation: The group in which the 
proposed technology would be applied 
attends a meeting in order to collect data.  In 
this case, the Knowledge Mapping process; 
3. Analysis and generation of results: The 
collected information will go through the data 
analysis of the Knowledge Mapping process. 
By running the pilot study, we can verify the 
main aspects required for the application of the 
proposed technology (the process of mapping of 
knowledge) and analyze its limitations to evolve it in 
the future. 
4.2 Preparation 
In this phase, we plan and prepare all the 
instrumentation and contact the people that are 
necessary for the implementation of the Knowledge 
Mapping process. The main purpose of the 
preparation is to address threats to validity. Based on 
the recommendations by Wohlin et al. (2012), the 
following threats were addressed: 
Internal Validity (Instrumentation): This is the 
effect caused by the artifacts used in the execution of 
the experiment. In the case of a poorly-planned 
experiment, its results will be negatively affected. 
Thus, a second researcher reviewed the artifacts 
created by the author process. 
Construct Validity (Expected Experimenter): 
The author of the knowledge mapping process can 
consciously or unconsciously cause bias in the 
results of a study based on what (s)he expects the 
results of the experiment will be. When 
implementing the experiment, we asked another 
researcher with no involvement in this research to 
apply the process. However, in the analysis phase 
and the generation of results, the author of the 
process performed the analysis. 
External Validity (Interaction of Participants 
and Treatment): It occurs when a sample does not 
represent the population we want to generalize. The 
focus of the process is to map software project 
teams. We chose a research group and R & D 
(Research and Development) projects due to 
convenience and the similarity of their themes and 
situations. 
4.2.1 Instrumentation 
For the pilot study, the following instruments that 
supported the whole process were developed: 
Approach Manual: a Knowledge Mapping 
process manual was prepared explaining step by step 
how to apply and generate a knowledge map, how to 
collect data, which tools to use and what the end 
products of the process would be. 
Knowledge Mapping Questionnaire: a 
questionnaire that aims to capture key information 
needed to generate the knowledge map and profiles 
of the participants. 
Presentation of the Mapping Guide: a 
presentation guide that supports the moderator when 
applying the questionnaire and participants during 
the data collection. The presentation consists of 12 
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slides that show the objectives of the data collection, 
the structure of the questionnaire and a behavior 
guide for participants to follow during the session. 
4.2.2 Guest Researcher 
A researcher with no relation to the research was 
asked to administer the questionnaire to the 
participants. At a meeting, the author of the proposal 
presented the research objectives, the guide of the 
approach and the tools (questionnaire and 
presentation) for the guest researcher. 
Additionally, we collected suggestions from the 
invited researcher to better conduct the experiment, 
which allowed gathering initial feedback for the 
improvement of the technical instrumentation. After 
the transfer of information, the execution of the 
study was scheduled with the group of participants. 
4.3 Execution 
Execution is the application of knowledge mapping 
questionnaire with the participants that will create 
the knowledge map. The questionnaire was printed 
and distributed to participants with no time limit to 
fill it out, and we allowed the interaction among 
them. The guest researcher assumed the role of 
facilitator, which sought to conduct all data 
collection and answer questions from the 
participants. 
The participants took around thirty minutes to 
answer the questionnaire. The author of the proposal 
was absent during the execution process of the data 
collection in order to avoid any bias in the pilot 
study. After finishing the execution, the data was 
delivered to the author of the process for analysis. 
4.4 Analysis and Generating Results 
We explain the performed data analysis in this 
section. The results are related to the knowledge 
map of the team and the profiles of participants. For 
the execution of this phase, we did not invite another 
researcher, because the process needed a closer 
analysis from the authors of the proposal. 
At this stage, all the Knowledge Mapping phase 
must have been executed, as described in Subsection 
3.2, for the activities of Organizing Data Matrix 
and Generating Representation in Map. 
For the Generating Participant´s Profile 
activity, which is the analysis and creation of all 
profiles, there is no reliable estimate to be informed 
due to the improvement of the technique while 
performing the activity. We explain the results of 
this pilot study in the following section. 
5 RESULTS 
This section presents the results of the 
implementation of the Knowledge Mapping process. 
In addition, lessons learned and results of the 
implementation of the knowledge mapping process 
are presented. 
5.1 Knowledge Mapping Results 
As presented in Section 4.3, in the execution of the 
study, we employed a printed questionnaire 
(subsection 3.1.2) with ten participants in an R & D 
(Research and Development) group. Ten 
questionnaires were analyzed in the mapping stage. 
A spreadsheet was used to support the creation of 
the Data Matrix.  
For the matrix, two tabs have been created. The 
first one shows the connections between participants 
with participants or artifacts, as described in 
Subsection 3.2.1. A sample result can be seen in 
Figure 10. 
 
Figure 10: First tab of the Data Matrix. 
The second tab stores the description Ids 
generated in each cell. Moreover, it stores the 
participant's name and if the data is going in or out 
Figure 11). 
 
Figure 11: Second tab of the Data Matrix. 
Then, we generated the graphical representation 
of the Knowledge Map based on the steps described 
in Subsection 3.2.2. We applied the NetMiner 4.2.1 
tool due to its ease of use. The generated result can 
be seen in Figure 12. 
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Figure 12: Group map generated by NetMiner (available 
at: http://www.netminer.com/).  
The map elements were created based on the 
Data Matrix. As recommended in the approach’s 
manual, participants were centralized on the map 
and indicated people or artifacts were allocated at 
the edges of the map. 
Knowledge maps can provide a set of knowledge 
sources and flows. In addition, managers can use 
this information for decision-making. However, it is 
important to carry out a systematic analysis of such 
knowledge maps to reveal relevant insights of the 
organization (Chan and Liebowitz, 2005). 
Consequently, we applied Social Network Analysis 
(SNA) to systematically investigate some aspects of 
knowledge flow depicted by the knowledge maps. 
In the map, we identified two central connectors. 
The central connectors are people with whom other 
participants interact more (Cross and Prusak, 2002), 
they are the participants from 3 to 10 (green circle 
with a blue border in Figure 14). Participant 5 is 
classified as Border Key (Cross and Prusak, 2002), 
which communicates with more people outside the 
network and serves as an ambassador between the 
network’s internal and external knowledge. 
We can check the level of reciprocity that is the 
similarity between the entries of two participants 
(Tichy et al., 1979). The strongest connections are 
between the participants 1 and 3, followed by the 
participants 9 and 10. 
Additionally, we can analyze that Participant 8 
behaves like a person with the most access to 
artifacts (Red border in Figure 14). Moreover, 
Participant 5 (Orange border in Figure 14) is the 
person who consults the higher number of people 
within the network, which may be an indicator that 
(s)he had the current highest level of learning. 
After creating the knowledge map graphically 
and in the matrix, we analyzed and generated the 
profiles of the participants based on the steps of 
Subsection 3.2.3. We define the key words that 
represent the main competences of each participant 
and using such information, we identified his/her 
and the group’s main knowledge. Table 6 presents a 
profile created for one of the participants. 
Table 6: Profile from a participant. 
Participant Name Participant 10 
Position or Role PhD student 
Email XXX 
Telephone XXX 
Keywords of major skills 
Systematic Literature Review (6),  
Paper Writing (4), Statistical Analysis (3)  
Usability (3) Pilot Study (3),   
Modeling themes (3), Review proposal (3). 
Knowledge sources 
• ACM;  
• Scopus;  
• Ieee;  
• Books of HCI. 
People whom (s)he is related in the map 
• Participant 9 < Weight 7> 
• Participant 6 < Weight 7> 
• Participant 4 < Weight 4> 
• Participant 3 < Weight 4> 
• Participant 3 < Weight 3> 
• Participant 5 < Weight 3> 
• Participant 2 < Weight 2> 
• Participant 1 < Weight 2> 
Worked projects within the Group 
None Identified 
Finally, we produced the two main products of the 
Knowledge Mapping process: the group's knowledge 
map and a set of profiles for each participant. 
Group leaders received the data for analysis and 
assessment. Moreover, the analysis of the participants, 
based on the maps and in the matrix, includes: who 
accessed other participants, who accessed more 
artifacts, which participants had the strongest 
connection (edges or knowledge flow) and what the 
strongest knowledge domain of the group was. 
5.2 Lessons Learned of the Knowledge 
Mapping Process 
We requested the participants to answer the 
questionnaires based on the main question of the 
mapping. Thus, the questionnaire words and 
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examples should be according to the defined 
mapping question. 
The participants must be free to communicate 
with each other, so that they can easily retrieve 
information when filling out the questionnaires. 
Research on books, websites or document names 
should be allowed for a richer filling of the 
questionnaire. 
During the mapping step, the matrix was 
modified based on the original idea with respect to 
the field describing the relations. A column with the 
name of the participants was inserted to provide a 
better way of identifying who owned that description 
in a bigger data set. 
Once completing the knowledge map, we started 
the creation of the profiles from the participants. In 
the beginning, the first version of the proposed 
structure did not work to generate the profile of the 
participants. This was due to the lack of a review 
process of the results for filling fields correctly. 
Improvements in the participants' profile form 
were: 1) The structure has been redesigned to 
display necessary information from each participant 
profile. 2) A knowledge technique for identifying 
the applied knowledge of the participants was 
defined to analyze the flow of knowledge among the 
participants. 3) The steps of the analysis and profile 
creation activities have been rewritten. The main 
goal for such change is that others can properly 
apply the process without help or interference of the 
authors of the process. 
6 CONCLUSIONS AND FUTURE 
WORK 
The Knowledge Mapping process presented in this 
paper maps a group of participants and creates 
profiles for each participant. In addition, we carried 
out a pilot study where it was found that this process 
is feasible. 
Each profile displays, besides basic information 
on how to find the participant in the organization, 
with whom (s)he is connected to on the map and 
what activities (s)he performs. The profile also 
displays indicators of the main competences (s)he is 
carrying out in the group using information that 
other participants employ from him/her. 
The executed knowledge mapping process within 
the study produced a map where one can check 
which connections a participant has with each 
knowledge source, either being explicit (websites, 
books, and so on) or tacit (access to people). Also, it 
is possible to check on each edge which knowledge 
is flowing.  
The advantages found to justify the creation of a 
knowledge map in the study are: 
• To check what main competences a 
participant is in fact executing. Based on this, 
we can verify if (s)he is applying something 
for which (s)he was designed or if there are 
any mistakes in the execution of his/her 
activities; 
• To check for anomalies in the knowledge 
flow of a participant. Perhaps a participant is 
requiring a source of knowledge that does not 
fit into his/her roles. It can mean a learning 
signal or irregularity; 
• To check if the flow of information between 
members is happening. In an integrated team, 
we can see through a map if two members are 
or not interacting when they should be. For 
example, the analyst responsible for gathering 
requirement and the developer; 
• To identify the current knowledge in a group 
or software team. Based on the identified 
keywords within the profiles, we can draw 
conclusions from what knowledge the group 
or team is employing and which have high 
scores. 
Finally, as future work, we intend to: 
• Apply the Knowledge Mapping Process in a 
Case Study with software projects teams; 
• Automate the data analysis process and the 
creation of profiles; 
• Compare Knowledge Mapping with network 
analysis techniques such as Social Network 
Analysis; 
• Apply the Knowledge Mapping Process in a 
Knowledge Audit Process as Elias et al. 
(2010). 
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Abstract: In numerous industries such as software development there has been increasing pressure on the supplier to 
provide early results. In this study we propose a method to adapt traditional project scheduling in order to 
meet early expectations of the client while limiting costs. First we present the philosophy of the agile 
methodologies in which meetings with stakeholders play an important role. Therefore it is valuable to take 
them into account in order to develop new models. Based on it we present a proposal of Linear Programing 
(LP) model which goal is to minimize the crashing cost and maximize customer satisfaction. In our model we 
distinguish activities that are rewarded (can increase customer satisfaction) if they are completed before 
certain meetings. What is more, we assume that project’s budget can be modified during meetings. At the end 
we present an example of using the proposed model.  
1 INTRODUCTION 
Recently we have been dealing with two types of 
project management approaches (Wysocki, 2014) -  
traditional approaches and agile approaches. 
Simplifying, it can be said that the main difference 
between them is that in the traditional approach the 
project scope, deadline and budget are essentially 
known at the beginning and the project management 
methods aim at realizing this scope while in the agile 
approach, the scope, and even the goal tend to change 
during the project realisation and the project 
management methods are aimed at helping the project 
team to adapt the project and its realisation to the 
changing objective. However, the two approaches 
cannot be isolated from each other. Recently, 
researchers have noticed the need to compare and 
combine the two approaches. 
(Kosztyn, 2015) proposes a matrix-based 
approach to project planning and describes a generic 
algorithm that builds schedules for both agile and 
traditional project management approaches. 
(Spundak, 2014) compares both approaches and 
suggests that a mixed approach may be needed in the 
future as we have been facing a more and more varied 
spectrum of project types and, to use his words, 
methodology should be adapted to the project and not 
vice versa. This paper continues this line of research, 
as it allows introduction of agile elements into 
traditional project management. In Figure 1 and 
Figure 2 both approaches (traditional and agile) are 
described; the upper part of triangle represents 
objectives while the lower parts represent the chosen 
set of constraints. These are widely inspired by a 
similar representation found in (Kosztyn, 2015). 
Figure 1 presents agile approach. A simple way to 
understand agile approach is to see it in terms of 
maximizing goals in a fixed time and cost 
environment. 
 
Figure 1: Short term approach, agile approach. 
Figure 2 presents traditional approach. Traditional 
planning focuses on reaching fixed goals while trying 
to minimise time and cost; which implies solving  
a time-cost trade-off problem. 
goals  
time cost  
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Figure 2: Long term approach, traditional approach. 
In this paper we will present an approach to 
introduce an agile element into traditional approach. 
 
Figure 3: Mixing both approach. 
The approach we propose here allows 
modification in the project short-term objectives in 
order to deal with another major aspect of project 
planning - client satisfaction. 
Our proposal is motivated by the fact that the 
customer plays a growing role in project 
management. In a competitive environment it is 
important to keep in mind that a major criterion for 
project success is customer satisfaction (Al-Tmeemy 
et al., 2010). This aspect is made clear in the agile 
approach to project management, where the customer 
is allowed to change his expectancies between every 
sprint as to the project expected outcome. Thus, the 
aim of our proposal is to allow the customer to 
influence the project realisation in the traditional 
approach to a greater degree than it is usually done. 
We blend in the traditional approach to project 
management the idea taken from agile management 
of regular meetings, where customers should be 
”made as happy as possible” (Al-Taani et al., 2013). 
In traditional project management minimizing 
cost or time, or more often achieving an optimal cost-
time trade-off (Alba, 2007) is a common goal and has 
been tackled by different methods, including neural 
networks (Dohi et al., 1999) Linear programming 
models have been used for a long time to model the 
dependencies in the project network and their 
consequences for the project schedule. The crashing 
model is a well-known model in formal traditional 
project management, i.e. (Abbasi et al., 2011). 
Traditional project crashing is a method for 
shortening project duration by reducing the duration 
of project activities situated on the critical path. It 
allows, in the scheduling phase, to decide which 
project activities should be crashed shortened at  
a cost in order to achieve a desired project completion 
time while keeping the cost minimal (or to find the 
earliest possible completion time given a global 
budget for activities shortening, a problem that is 
outside of the scope of this article). The desired 
project completion is dictated by the customer. 
We thus propose to complete the crashing model 
with a measure of customer satisfaction, implemented 
through regular meetings with the customer. 
This paper proposes a LP model which should 
help deciding which activities should be crashed to 
ensure the client is satisfied throughout the project 
realisation, and not only after project completion, to 
the highest possible degree at the minimal cost in  
a budget and time limited environment. 
The proposed set of constraints provide time and 
money limits trough-out the project evolution, as well 
as a reward system to encourage early satisfaction of 
client’s needs. 
2 CLIENT INTERACTIONS IN 
DIFFERENT CONTEXTS 
We made frequent use of meetings with client to 
define time-cost trade-off. The notion of clients and 
meetings can be given a more general definition. 
Definition 1. A client is the person or the 
organization who/which is the addressee of the 
project product, interested in the development of the 
project for future work. 
Note that there could be many stakeholders of the 
project. Here we concentrate on the principle 
stakeholder, as different stakeholders may have 
conflicting interests (Freeman, 1984). Focusing on 
handling the expectancies of different stakeholders 
could be an object of future research. 
Definition 2. A meeting is a point in time at which the 
client has access to the state of the project, and thus 
is able to measure the state of advancement of the 
project according to its own criteria. Having taken 
knowledge about the current project state, it is 
possible that after the meeting the client changes its 
priorities, induce more resources for the future of the 
project or even redefines the project. 
Meetings are important in that they are the tools 







Agile-similar Approach in Traditional Project Management - A Generalisation of the Crashing Model
319
project. In the planning stage we try to model the 
customer ongoing satisfaction after each meeting 
according to the information possessed in this 
moment, but after each meeting the customer has the 
right to change its mind, which implies the model 
must be reapplied to the unaccomplished part of the 
project with changed parameters each time the client 
express a change in priorities. 
Definition 3. The project end date is the furthest 
possible date at which the project stops. Three 
reasons may cause a project to stop: project 
completion, when no further activities are to be 
completed, the end of the current planning horizon for 
the project, that is, a new planning phase needs to be 
planned later before this point so the project can 
carry on, or the decision to give up on the project 
because it has taken too long to give expected results. 
For some projects, end date considered as a hard 
deadline is quite unsatisfactory, as the project 
outcome is not clearly perceived at the beginning of 
the project. In this case, the project end date should 
be referred to as the planning horizon and the role of 
the finish activity is modified as project success does 
not require any given activity to be completed.  
We will now discuss three project examples, 
showing how different the role of the client and form 
take by the meetings can be: 
1. A Road-construction Project. In this type of 
project, the client is the sponsor for the road-work, 
has little interest for the project inner 
development, and has strong expectations for the 
project completion date. For this reasons, all 
meetings are set after the would-be finishing date 
of the project, at which point strong penalties will 
be handed for not completing the project in time. 
In this case, the project end date would represent 
the latest possibly conceivable time for finishing 
the project. 
2. A Not-for-profit Open-source Software Project. In 
this radically different project, the aims of the 
team developing the software is to deliver  
a software that meets their own expectations, 
while trying to get other developers to join their 
development team. For this reason, the client is 
any hypothetical developer potentially interested 
in giving time to the project, including but not 
limited to those actually handing in code for the 
project. Costs should be expressed in terms of 
man-hours rather than any other unit, and bounties 
represent further involvement from developers in 
the next development run, either through current 
project developers deciding to give in more time 
for the project, or other developers joining the 
project. Meetings here are public releases for the 
software, which correspond to the time at which 
each developer can benefit from the work done on 
other parts of the project, while Tend is the date at 
which the geometry of the development team is 
anticipated to change. 
3. A Commercial Software Project for an External 
Customer. Here, the customer pays for the 
development of the product, but he may stay very 
imprecise during project planning and even 
during the early stages of project realisation. 
Though he is often unaware of this, the customer 
is not sure about what he wants the product to 
address. However, there are usually certain 
functionalities and concerns that the customer 
wants with certainty, and that would keep him 
satisfied during early project development. If the 
team can make his early satisfaction high enough, 
then the customer will be more inclined to accept 
future failures or constraints while carrying on 
with the project. Thus, it is vital in this type of 
project to ensure early satisfaction is reached by 
presenting achievements straight away even 
though some important aspects of the final 
product are yet to be decided or even identified. 
3 PROPOSED MODEL 
3.1 Basic Definitions 
A project P can be broken down in a number of 
activities that can be either tasks or events, an event 
being an activity of zero duration by opposition to  
a task which has to be performed (Elkadi, 2013). In 
the rest of this paper we will use the word activity. 
For the purpose of this model, we suppose that each 
task and event is performed at most once in the course 
of the project. Two additional dummy events are 
added to provide the beginning and the completion of 
the project. Let V = ۤ0, ܰ + 1ۥ be the set of activities 
(Freeman, 1984). 
For each of these activities we define a base 
duration and cost, using notations that are consistent 
with those proposed. This is done by introducing 
vectors D ∈ ℕ௏ and ܥ ∈ ℝ௏, where ܦ௜ and ܥ௜	are 
respectively the duration and the cost of performing 
activity i. Additionally each activity can be crashed 
by devoting more resources to it. This increases the 
total cost to perform the activity. We introduce 
vectors ܦ஼ ∈ ℕ௏ and ܥ஼ ∈ ℝ௏ as, respectively, the 
maximal crashing duration (i.e. by how many days we 
can maximally shorten the activity) and the daily cost 
of crashing activities (the cost of shortening a given 
activity by one day). 
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Crashing cost is always positive, and we have  
0 ≤ ܦ௜஼	≤ ܦ௜ for each activity. If ܦ௜஼ = ܦ௜	then we say 
the activity can be externalized. 
Another concern that has to be addressed is the 
relationship between activities. For this purpose, we 
introduce a graph A in which each arc indicates that 
the predecessor activity must be completed before 
starting the successor activity. Unlike (Brucker, 
1999) we will not introduce waiting times between 
two activities, as those can be modelled by adding 
additional dummy activities with a fixed duration 
between activities that need to be separated, which 
means that the graph can be seen as a subset of V×V, 
at the cost of over-dimensioning the set V. 
Actual starting times are kept in a variable vector 	
ݐ ∈ ℕ௏ and actual crashing times are kept in  
a variable vector ܿ ∈ ℕ௏. 
3.2 The Linear Programming Model 
proposed – A General Description 
Three different objectives have to be taken in account 
in order to plan a project: reaching goals, as perceived 
by the client, the time needed to do so and the money 
used to do so. However, these are all dependent on 
each other and for this reason, as described above, 
past approaches made some of them constraints and 
other objectives. It is also important to take into 
account, as mentioned above, the objective of 
customer satisfaction which is absent in classical 
crashing models.  
On the one hand, our model focuses on two 
resources: time (the project completion time), and 
money (budget available for crashing activities and 
carrying tasks), to reach a fixed goal. What is more, 
we keep track of project’s achievement throughout 
the duration of the project by introducing meetings 
with the client to take into account client satisfaction 
at different points during the project, because we 
assume that the customer, though interested in the 
development of the project, does not need to be aware 
of every activity but rather has knowledge about the 
state of a project at a number of given times 
(meetings) during the project. 
In order to address the three objectives: early 
completion time, minimal cost and maximal ongoing 
customer satisfaction, we decided: 
- to make the time objective a constraint - a project 
deadline will be imposed; 
- to make the cost objective both a model objective 
(the total cost of activities crashing should be 
minimal) and a constraint: in each consecutive 
period between two meetings with the customer 
there  is  a  budget   available   for   carrying   out 
activities, including crashing; 
- to make the customer satisfaction a model 
objective. For this reason, the objective function 
will focus on money. 
Thus, our model will have two objectives: the 
total cost of crashing the activities (minimised) and 
the satisfaction of the customer throughout project 
realisation (maximised). The latter objective is 
difficult to express in a formal way and to measure, 
as it is immaterial. We have decided to measure it in 
monetary units - project planners will be asked to 
express the customer satisfaction in terms of value. 
This translation is crucial, as it will play an important 
role when we combine the objectives, which will be 
discussed later on. The problem of expressing 
consumer satisfaction in monetary units will be 
discussed further in the next subsection.  
To account for time-wise gain in this objective 
function, bounties are awarded for early activity 
completion. These bounties are awarded for each 
activity if the given activity is started before the j-th 
meeting with the client. For this we introduce ܹ ⊂ ℕ 
the set of meetings and ܧ ∈ 	ℕௐ the vector of meeting 
dates. ܤ௜௝	is the bounty awarded for activity i if it has 
completed before meeting j. For the purpose of 
calculation, we use a matrix ܤᇱ ∈ ℝ௏×ௐ where 
ܤᇱ௝ = ܤ௝ − ܤ௝ାଵ. This comes in handy as we can 
now attribute a bounty for meeting j without checking 
whether or not we already gave a bounty for week  
j − 1. However, it can be noted that activities that are 
not valued by the client, or activities that need to be 
completed in order to have a value for the client, must 
be treated with caution. In the first case no bounty 
should be awarded for the activity, and, in the second 
case, bounties should be awarded for an event that 
depends on and only on the completion of the activity. 
Things such as finishing a user interface, or giving a 
functional preview to the client, should be modelled 
through events and awarded with big bounties, as 
even if they have shallow meaning in terms of work-
involvement, they play a great role in client 
satisfaction. It needs to be remembered that bounties 
are not used to congratulate a team on its fast work, 
but to represent the value-added of having the client 
implied in the development. For this reason, bounties 
should be calculated based on their capacity to get the 
client further involved in the project.  
We obtain a bi-criteria linear programming 
problem, which can be solved in many ways. Here we 
assume the weighting approach with equal weights 
given to both objectives, but of course the approach 
to solving the bi-criteria problem could be changed, 
either by modifying the weights or by using a 
different method to combine the criteria. 
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Table 1: Notations previously introduced. 
Name Type Notes 
N natural number The number of activities to be performed throughout the project, including 
dummy activities 
V subset of ℕ Project activities, including start and finish activities 
A subset of V × V Activity dependency graph. If (a,b) is present in the graph then b depends on a to 
start 
W subset of ℕ Meetings 
D element in ℕ V Vector of the base durations in time unit for each activity 
ܦ஼  element in ℕ V Vector of the maximum crashing durations 
C element in ℝV Vector of the base costs for each activity 
ܥ஼ element in ℝV Vector of the crashing cost per time unit for each activity 
MT element in ℕ W Vector indicating the times on which meetings take place 
Tend natural number Hard limit for project completion (note this can also denote the project planning 
horizon) 
B (B’) element in ℝV ×W Matrix of the bounties handed out for completing a given activity before a given 
meeting. 
M (M’) element in ℝW Vector used to represent budget limits in the span between two meetings 
y variable in ℕ V Calculated starting time 
x variable in ℕ V Calculated crash duration 
o variable in {0,1}V ×W Binary indicating whether an activity is started before a given meeting 
 
As mentioned above, resources availability for 
activities crashing is limited in time which is 
modelled using a fixed budget limit for each interval 
between two meetings, ܯ௝. We use a construction 
similar to the one used for B’ to deduct a matrix M’  
which can then be used to account for staying in the 
budget during intervals [0..j]. 
A variable has to be introduced to denote whether 
activity i has started before meeting j. This variable 
matrix is noted (݋௝௜) and calculated dynamically. 
3.3 The Linear Programming Model 
proposed – Mathematical 
Formulation 
In this subsection we will present the mathematical 
formulation of the model described in the previous 
section. Below we present a table summing up all 
notations used to this point. 
This leads us to introduce the following LP model: 
Min cost : ∑ 	(ܥ௜௖ ∙ 	ݔ௜ − ∑ ݋௜௝ ∙ ܤ௜௝)௝ఢௐ	௜ఢ௏  (1)
∀j ∈ W, ∑ ݋௝௜௜ఢ௏ ∙ Ci ≤ Mj (2)
∀i ∈ V, xi ≤ ܦ௜஼ (3)
ݕ଴ = 0 and ݕ௡ାଵ ≤ ௘ܶ௡ௗ (4)
∀(i,j) ∈	A,ݕ௝ − ݕ௜ + ݔ௜ ≥ ܦ௜ (5)
∀௜ఢ௏,௝ఢௐ	10000 ∙ ݋௝௜ ≥ ܯ ௝ܶ − ݕ௜ (6)
∀௜ఢ௏,௝ఢௐ 10000 ∙ (1 − ݋௝௜) ≥ −	(ܯ ௝ܶ − ݕ௜) (7)
Equation (1) is the objective function and 
equations (2) - (7) represent constraints. Constraint 
(2) refers to budget limits in the timespan between 
two meetings. Equation (2) is there to make sure the 
project does not fail because of solvability limits. It is 
important only for project that have a big monetary 
impact on the firm. For those projects it is important 
to keep in mind that a project could be profitable but 
run through a phase in which is not solvable. 
Constraint (3) refers to maximum crashing durations 
of specific activities. Constraint (4) refers to starting 
and finishing time of the project. Constraint (5) refers 
to the order of activities. Constraints (6) and (7) are 
used for indicating whether an activity is started 
before a given meeting. The ‘10000’ is a more or less 
arbitrary constant in order to be able to linearize ‘if’ 
tests. Note that in equation (1) two different 
objectives were accounted for in an equation. The 
sum here is used because matrix B can always be 
normalized to be of the same order of magnitude as 
the costs in the project, as it is used there and only 
there. However, the decision of whether or not to 
normalize the bounty matrix has to be taken when this 
matrix is filled: in some situations the benefits of 
showing early results to the client are not 
commensurable to the crashing costs involved, and, 
in these cases, no crashing should occur. On the other 
hand, sometimes costs are not an issue if the client 
can have early results, for example while handling a 
project designed at resuming production for a much 
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larger manufacturing scheme, only early delivery 
should be valued.  
4 EXAMPLE 
In this section we go through a few cases in which the 
introduced model results in a different schedule 
chosen for the project development than in a classical 
approach. Due to the limited space in this article we 
present only a brief example of a project. The 
proposed linear programming model has been 
implemented in a free editor GUSEK (GLPK Under 
SciTE Extended Kit) and tested on a selected research 
project performed by Wroclaw University of 
Technology. The main goal of the analysed project is 
to identify success and failure factors of research 
projects with particular emphasis on projects 
performed at universities, based on the example of 
Poland and France.  
Identifying success and failure factors of projects 
is a popular problem in the scientific literature of 
project management, i.a. (Blumer et al., 2013), 
(Elkadi, 2013),, (Kosztyn, 2015), (Zou et al., 2014). 
Research projects at universities represent very 
specific type of project, i.a. (Luglio et al., 2010), 
(Powers et al., 2009) therefore they require dedicated 
research. 
In the analysed project the following activities 
were identified: 
1. Preparing IT tools to support project realization. 
2. Collecting contacts among stakeholders of 
research projects in Poland. 
Collecting contacts among stakeholders of research 
projects in France. 
3. Studying literature. 
4. Conducting a survey among stakeholders of 
research projects in Poland. 
5. Performing interviews with specific stakeholders 
of research projects in Poland.  
6. Conducting a survey among stakeholders of 
research projects in France. 
7. Performing interviews with specific stakeholders 
of research projects in France.  
8. Organizing workshops with specific stakeholders 
of research projects in Poland.  
9. Organizing workshops with specific stakeholders 
of research projects in France. 
10. Preparing research results.  
Network diagram (presented in Figure 4) explains 
the sequencing of activities that needs to be applied 
for the analysed project. In the diagram the red colour 
represents the project critical path.  
 
 
Figure 4: Project Network Diagram. 
Gantt Chart for the analysed research project is 
shown in Figure 5. Meetings (M1-M4) with different 
stakeholders are also marked in this figure. 
	
Figure 5: Initial Gantt Chart. 
The first important meeting (M1) in our project 
takes place in the second month. This is a scientific 
seminar not only for the project team but also for 
other scientists from the university. At the seminar the 
concept of the project is presented. From the point of 
view of scientists participating in the seminar the 
important outcome of this meeting is building the 
common understanding of its idea that definitely must 
be supported by the analysis of the literature. That is 
why we can state that we should crash activity 4. In 
traditional project management approach activity  
4 will never be crashed if its length is smaller than 
activity 2 or 3. But in this case we get a greater reward 
if we shorten activity 4. ܤସଵ = 500	ݖ݈ (all bounties are 
presented in Table 2) is the bounty rewarded for 
completing activity 4 before starting the meeting M1, 
specified by Project Manager. For scientists activity 
4 is much more important than having a tool to 
manage our project (activity 1) or how many contacts  
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Table 2: Input data.  
V Pred. D C ࡰ࡯ ࡯࡯ ࡮࢏૚ ࡮࢏૛ ࡮࢏૜ ࡮࢏૝ 
0 ∅ 0 0 0 0 0 0 0 0 
1 {0} 2 2000 1 1000 0 0 0 0 
2 {0} 4 500 1 200 0 0 0 0 
3 {0} 4 500 1 200 0 0 0 0 
4 {0} 3 500 1 200 500 0 0 0 
5 {2} 7 5000 1 1500 0 0 0 0 
6 {2} 5 2000 2 1000 0 2000 0 0 
7 {3} 7 5000 1 1500 0 0 0 0 
8 {6} 3 3000 1 1000 0 0 2000 0 
9 {5} 3 6000 1 0 0 0 0 7000 
10 {7} 3 10000 1 0 0 0 0 0 
11 {9, 10} 5 7000 0 0 0 0 0 0 
12 {11} 0 0 0 0 0 0 0 0 
W MT  
1 2  
2 7  
3 11  
4 13  
 
among stakeholders of research projects we have 
(activities 2, 3). Moreover if scientists are properly 
understanding the subject of our project, they will 
better support our research by answering questions in 
interviews (activities 6, 8) or filling in survey 
questionnaires (activities 5, 7). Based on this example 
we can observe that in some cases it is worth crashing 
a shorter activity before the meeting, while leaving 
longer activity uncompleted after the meeting. Such 
decisions are specific for agile approach. In the 
example above, a completed activity 4 is shown to the 
stakeholders (scientists) while other activities, which 
are not important to the scientists, are not crashed 
even though they are cheaper to crash than activity 4.  
The second meeting (M2) in our project takes 
place in the seventh month. After three months of 
performing activities 5, 7 the survey team expects the 
results from the interviews (activity 6) because they 
can help to determine the final version of the 
questionnaire for stakeholders in Poland and France.  
Therefore the activity 6 should be shortened to 3 
months. Project Manager defined that for completing 
activity 6 before starting M2 the rewarded bounty is 
ܤ଺ଶ= 2000 zl. Thanks to this operation of shortening 
activity 6, we not only get a reward in the form of 
better questionnaires but also the interview team is 
able to start immediately the next interview with 
French scientists (activity 8). As a consequence we 
are then allowed to finish activity 8 before the third 
meeting (M3) in 11th month. This is a meeting with 
Rector of the Wroclaw University of Technology to 
report progress in our project and may give us another 
reward. Project Manager defined that for completing 
activity 8 before starting M3 the rewarded bounty is  
ܤଷ଼= 2000 zl. The fourth meeting (M4) in our project 
takes place in the thirteenth month when we have to 
report progress in our project to NCN (Narodowe 
Centrum Nauki – National Science Centre).  
This is the example of crashing activities in series. 
Activity 9 cannot be performed until activity 5 is 
completed. In traditional approach crashing the 
project is done by crashing the cheapest-to-crash 
activity situated on the critical path. However, when 
5 and 9 have comparable crashing costs, crashing 5 to 
meet the deadline is preferable, even when the 
crashing cost for 5 is slightly higher than the crashing 
cost for 9. Crashing early is important in time-
constrained projects as it gives room for the possible 
last-minute crashing of final activities. That could not 
be done in the case when these activities are already 
crashed to their minimum length. In our case we crash 
activity 9 before the fourth meeting with National 
Science Centre because of the two reasons: 
- activity 5 cannot be shortened any more, 
- Project Manager defined that for completing activity 
9 before starting meeting M4 the rewarded bounty is  
ܤଽସ=7000 zl. It is because of the fact that National 
Science Centre  is  more  interested  in  the  results  of 
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Polish workshops than in results of surveys. 
Table 2 presents input data to the model in the 
analysed case of research project. Based on the 
project documentation the dependencies between the 
activities, durations of activities (D) and their costs 
(C) were determined. Furthermore Project Manager 
defined: dates of meetings with specific stakeholder 
of the project (MT), maximum crashing durations for 
each activity (ܦ஼), crashing cost per time unit for 
each activity (ܥ஼) and bounties for completing 
specific activities before meetings planned with 
different stakeholders (ܤ௜ଵ, ܤ௜ଶ, ܤ௜ଷ,ܤ௜ସ). In this case 
there were no budget limits in the span between 
meetings (M).  
According to the data of the project described 
above, the following model can be built based on Eqs.  
(1), (3)-(7) in Section 3:  
Min cost : ∑ (ܥ௜௖ ∙ 	ݔ௜ − ∑ ݋௜௝ ∙ ܤ௜௝ସ௝ୀଵ 	)ଵଶ௜ୀ଴        s.t.  
∑ ݋௝௜ ∙ ܥ௜ଵଶ௜ୀ଴  ≤ ܯ௝ ,  j = 1,2,3,4  
xi ≤ ܦ௜஼ ,  i = 0,1,…,12  
ݕ଴ = 0 and ݕଵଶ ≤ 20  
ݕ௝ − ݕ௜ + ݔ௜ ≥ ܦ௜ ,   i = 0,1,…,12,   j = 1,2,3,4  
10000 ∙ ݋௝௜ ≥ ܯ ௝ܶ − ݕ௜	, i=0,1,…,12, j=1,2,3,4  
10000 ∙ (1 − ݋௝௜) ≥ −	(ܯ ௝ܶ − ݕ௜)	, 
 i=0,1,…,12, j=1,2,3,4  
Table 3 presents results obtained by solving the 
given model and Figure 6 shows the updated 
schedule, including the changes described above. In 
Figure 6 dashed stroke and light colour mean old 
tasks and continuous stroke and saturated colour 
mean updated tasks. 
Table 3: Results. 
V xi yi ࢕࢏૚ ࢕࢏૛ ࢕࢏૜ ࢕࢏૝ 
0 0 0 1 1 1 1 
1 0 0 1 1 1 1 
2 0 0 0 1 1 1 
3 0 0 0 1 1 1 
4 1 0 1 1 1 1 
5 0 4 0 0 1 1 
6 2 4 0 1 1 1 
7 0 4 0 0 1 1 
8 0 7 0 0 1 1 
9 1 11 0 0 0 1 
10 0 11 0 0 0 0 
11 0 14 0 0 0 0 
12 0 19 0 0 0 0 
 
Figure 6: Uploaded Project Network Diagram. 
We have seen in the analysed case that the model can 
render in a systematic manner decisions that make 
sense from the point of view of satisfying selected 
project stakeholders during the project realisation but 
are not the choice that would have been retained by  
a traditional crashing. This allows for better project 
planning in an environment where stakeholders stay 
present throughout project execution and may 
influence it and its perception. In the analysed case 
the proposed approach would positively influence the 
satisfaction of the following stakeholders:  
1. Scientists – because of completing activity  
4 before starting meeting M1. 
2. The survey team – because of completing activity 
6 before starting meeting M2. 
3. Rector of the Wroclaw University of Technology 
– because of completing activity 8 before starting 
meeting M3. 
4. National Science Centre – because of completing 
activity 9 before starting meeting M4. 
The proposed model has also its weaknesses. The 
more input data we have, the more accurate model we 
get. This can cause problems for the projects where 
no input would be available. Our future work will 
focus on the dependencies between the input dataset 
size and the accuracy of the estimations. Another 
future work is to examine more complicated 
relationships between the parameters of our model 
(e.g. non linear relationships between crashing cost 
and crashing duration) as well as to investigate the 
accuracy of our model on projects of different sizes 
and number of available resources.   
5 CONCLUSIONS 
Recent years have shown a paradigm shift in  project 
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management approaches. The most important change 
can be observed in the increasing role of client and 
other stakeholders in managing projects. 
Traditionally the client input was important only 
during planning phase and the acceptance. Nowadays 
client feedback is important all along the project 
execution. The changes can be particularly observed 
in the industries where this feedback can lead to better 
and more accurate products, such as software 
development. It is always worth combining both agile 
and traditional methods of project management. This 
article presents such an approach. The example from 
this article shows the project type where this 
combined approach leads to better results. The 
method presented in this article helps in managing 
projects in fast changing environments where the 
input of the client and stakeholders can shape the 
initial scope of the project, but where the customer 
satisfaction is maximized at each stage of project 
execution.  
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Abstract: Companies develop and maintain complex web sites. Literature provides them with many guidelines for these 
tasks. However this knowledge is disseminated in many information sources and difficult to apply. This paper 
is an attempt to address the following research question: How to structure the existing guidelines helping 
website designers in order to facilitate their application? The contribution is twofold: i) we propose a meta-
model allowing a rich representation of these guidelines, ii) we feed this model with several hundreds of 
guidelines thanks to a deep extraction and structuration. Future research will consist in enriching the UWE 
(UML-based Web Engineering) method with this knowledge base leading to a quality based approach. 
1 INTRODUCTION 
Companies develop and maintain complex web sites 
that allow them to communicate easily and 
dynamically with their customers, suppliers, partners, 
etc. In 2008, according to Krigsman, 24% web 
projects fail to be delivered within budget and 5% 
were unable to confirm the final cost of their web 
development project. Moreover, 21% fail to meet 
stakeholder requirements and nearly a third of web 
based projects (31%) were not delivered within the 
agreed timescales (Krigsman, 2008). More recently, a 
research, conducted by McKinsey and the University 
of Oxford on more than 5400 IT projects, concluded 
that 45% of large projects are over budget, 7% are 
over time and 56% delivered less value than predicted 
(Bloch, 2013). The reasons vary: unclear objectives, 
lack of business focus (missing focus), shifting 
requirements, technical complexity (content issues), 
unaligned team, lack of skills (skill issues), unrealistic 
schedule, reactive planning (execution issues) 
(Bloch, 2013), inconsistent stakeholder demands, and 
insufficient time or budget (Krigsman, 2008). 
Web sites and web applications are in fact 
software applications. In this sense, the classical 
application methodologies may be used manually or 
with the help of computer aided software engineering 
(CASE) tools. However, the very specific nature of 
these applications led to the proposition of more 
dedicated approaches. Indeed, during the two last 
decades, research in Web Engineering brought a rich 
contribution composed of methods and techniques to 
support Web applications development. These 
methods such as UWE, WebML, or others are 
generally founded on a model-driven development 
paradigm, and provide models and transformation 
rules to handle several web applications' aspects such 
as data, navigation, interaction, and presentation. 
However and despite the research and the tooling 
efforts, very few developers adopt these methods and 
many continue to apply ad-hoc practices.  
The main reason is that these approaches suffer 
from lack of guidance. Even if web application 
designers refer to these approaches, they do not have 
sufficient knowledge and help in implementing them 
efficiently. As a consequence, the resulting 
applications are neither user-friendly nor easy to 
maintain. 
We argue that the current approaches are well 
structured. However they need to be enriched with 
guidelines helping designers in the numerous 
decisions they have to make during the web 
application development. Therefore, we have 
collected the different sets of guidelines proposed in 
the literature and organized them along different 
dimensions. In particular, this structure allows us to 
link the guidelines with the quality objectives 
(maintainability, performance, functionality, 
security, etc.) and with the relevant steps of the web 
application design (content design, navigation design 
and presentation design). 
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This article is organized as follows. Section 2 
describes how we collected and selected the 
guidelines, and a short experiment we conducted on 
how methods and guidelines are followed in websites 
construction. Based on the survey conclusions, 
Section 3 motivates and describes our research 
question. Section 4 describes the meta-model we 
propose in order to represent the guidelines in a useful 
way. Section 5 analyses the set of resulting 
guidelines. Section 6 is dedicated to related works on 
guidelines. Finally, the last section concludes and 
sketches future research directions.  
2 AN EXPERIMENT ON 
METHODS AND GUIDELINES 
USAGE 
Before defining the research question, we performed 
a quick inventory on how well web design best 
practices and guidelines are followed by existing 
websites. The objective was i) to analyze whether 
existing practices and guides are used and ii) identify 
how to facilitate their adoption and hence avoid ad 
hoc approaches. Thus, we first collected 475 
guidelines from several sources and confronted them 
with three websites: the web site of our university 
department (deptinfo.cnam.fr), the website of a 
French newspaper (lemonde.fr) and a well-known e-
commerce web site (amazon.fr). We first describe 
briefly the collected guidelines and then their 
verification on the three websites. 
2.1 Collecting the Guidelines 
World Wide Web Consortium (W3C) is the main 
international standards organization for the World 
Wide Web. This consortium puts together around 400 
organizations. They developed Web Content 
Accessibility Guidelines (WCAG) with the goal of 
proposing a single shared standard for web content 
accessibility that meets the needs of individuals, 
organizations, and governments (Web Accessibility 
Initiative). Two versions of WCAG were published 
until now. The first one was introduced in 1999. It 
contains 14 large guidelines. Each main guideline is 
composed of atomic guidelines addressing the same 
topic. The second version was published in 2008. It 
contains 12 guidelines organized into four categories, 
targeting four desirable characteristics of websites: 
perceivable, operable, understandable, and robust. 
WCAG defines three levels of conformance, 
respectively A, AA and AAA. Some of the related 
guidelines could be automatically checked whereas 
others require manual checking. Authors in (Trulock, 
2008) conducted a case study on Irish websites 
showing that web designers are aware of web 
accessibility but they concentrate their efforts on 
ensuring validation of automatically controlled 
checkpoints and ignore those requiring additional 
manual testing. 
The guidelines of WCAG focus only on 
accessibility. Thus, we collected other guidelines 
which address all the characteristics of web site 
quality. The literature contains guidelines for specific 
web sites (for children for instance) as well as rules 
available for all sites. 
2.1.1 Identifying the Relevant Sources 
For collecting guidelines from literature effectively, 
we use some keywords when searching, such as 
“website guideline”, “guideline for website”, 
“guideline security web application” in title and 
content of document, from main electronic libraries 
and databases in computer science: IEEE Xplore, 
Springer, ScienceDirect, ACM, and DBLP. As an 
example, based on the keywords “web” and 
“guideline”, we have 1273 results from IEEE, 273 
results from ScienceDirect and 168 results from 
DBLP. With Springer and ACM, we have much more 
results in many domains, so we had to refine the 
results and choose results with high relevance (as 
computed by the search engines).  Then we defined 
inclusion criteria for selecting sources (primary 
studies) and rejecting the other ones. The inclusion 
criteria are presented in the table below (Table 1). 
Table 1: Inclusion criteria. 
Criterion Description 
C1 The study focuses on guideline definition 
for web sites 
C2 The study mentions quality characteristics 
of web sites 
C3 The paper is recent, i.e. published since 
2000  
C4 The paper proposes original guidelines 
(does not only mention guidelines from 
other studies) 
We found several guideline lists published since 
2000. However, these documents are sparse and 
address many domains. One objective is to gather 
them, categorize, and model guidelines. Thus they 
will be more usable for supporting web application 
developers. Some guidelines are general and others 
are dedicated to specific domains: education, 
international, or for particular ages (children or 
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seniors). As an illustration, the guidelines of 
AgeLight Company (AgeLight LCC, 2001) are 
divided in six categories: layout and style, color, text, 
general usability testing, accessibility and disabilities, 
user customization. Web sites for old people are the 
research object of a number of studies (Xie, 2011) 
(Sun, 2010). Meloncon et al., in contrast, 
concentrated on guidelines for children (Meloncon et 
al., 2010). Maguire focused on e-commerce 
international sites (Maguire, 2011). Some papers 
focused on the characteristics of quality directly, such 
as (Chiuchi, 2011) which targeted portability and 
efficiency. (Radosav, 2011) capitalizes on the 14 
guidelines from WCAG, so we did not collect them. 
Finally, we took into account fourteen sources. Their 
analysis is described below. 
2.1.2 Extracting the Appropriate Guidelines 
Our systematic search followed by a scan of sources 
allowed us to exhibit fourteen papers containing 
relevant guidelines. The next step consisted in 
studying all the guidelines and selecting the helpful 
guidelines. In each source of guidelines, we found 
some obsolete guidelines or some recommendations 
which were out of our scope. For example, in (U.S. 
Department of Health and Human Services, 2006), 
guidelines in the last part (part 18), such as “Use an 
iterative design approach” or “Solicit test 
participants’ comments” were not selected, since they 
are too general or dedicated to testing. So we 
eliminated them from the list. 
We found 14 sources with 475 guidelines (an 
excerpt is listed at Annex 1). The number of 
guidelines of each source is presented in Table 2. In 
some cases, we split some guidelines, hence the 
number of selected guidelines may be higher than the 
number of guidelines proposed in the paper. 
Some sources propose general guidelines. Others 
are more specific. For example (Bargas-Avila, 2010) 
concentrates on web forms or (Chiuchi, 2011) focuses 
on portability and efficiency. 
Some guidelines are too complex, so we had to 
divide them into two parts or more. For example the 
guideline for images in (Chiuchi, 2011) is separated 
into two atomic guidelines: “The preferred use of 
JPEG and GIF images” and “The resolution of image 
should be set correctly inside the tags”. 
2.2 Analyzing the Guidelines Usage 
To analyze how well the guidelines are applied in 
practice, we defined four levels namely: Yes, No, 
Partial and NN. Yes means that the site satisfies 
completely the guideline, No means that this site does 
not satisfy it, Partial means that this site partially 
meets the guideline and NN means that “We don’t 
know”, since either the guideline cannot be applied to 
the site or we don’t have enough information. The 
result is synthesized at Figure 1. Each guideline 
obtains the grade 1, 0.5, 0 point for Yes, Partial and 
No respectively. After applying all guidelines to the 
three websites, each guideline obtains a grade 
between 3 and zero or is equal to NN. Thus, 206 
guidelines are verified on the three selected sites 
(totalizing 3 points). 33 guidelines reach 2.5, 46 
guidelines obtain 2 points. 60 guidelines obtain 
between 0.5 and 1.5. 47 guidelines obtain 0, meaning 
that they are not respected on the three selected sites. 






(AgeLight LCC, 2001) 53 35 General 
(Bargas-Avila, 2010) 20 20 General but concentrating on web forms 
(Xie, 2011) 7 10 Old people / medical information 
(Chiuchi, 2011) 17 15 General / focusing portability and efficiency 
(Carnegie Mellon University) 7 8 University 
(U.S. Department of Health and 
Human Services, 2006) 196 209 General 
(Leuthold, 2008) 9 9 Blind people 
(Lokman, 2009) 13 14 General 
(Maguire, 2011) 20 8 International site 
(Meloncon, 2010) 21 11 Children 
(Microsoft Developer Network) 50 49 General 
(Ministry of Community and 
Social Services of Ontario, 2012) 11 11 General 
(Ozok, 2004) 20 20 General 
(Sun, 2010) 31 31 Old people 
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But let us remind that 3 guidelines are dedicated to 
international or children sites, and thus are not 
required in the three tested web sites. Besides them, 
there are 83 guidelines obtaining the NN value. For 
guidelines which have NN value, many of them are 
related to the security aspects. To check if they are 
fulfilled, we require the admin authority, so we 
cannot conclude about these guidelines. 
 
Figure 1: The distribution of guideline grades. 
As an illustration, the guideline G115 
“considering both levels: ’high’ and ’low’ of cultural 
context for satisfying both viewpoints” or G176 
“Limit navigational topics” are not relevant for the 
three web sites. Others may be irrelevant, such as 
G217 “Inform users of long download times” or G247 
“Limit homepage length” since we had high speed 
connection for our tests. 
 
Figure 2: Results for the three websites. 
Figure 2 compares the scores obtained by the three 
websites if we consider the rule: the more guidelines 
the web site complies with, the better score it obtains. 
deptinfo.cnam.fr obtains the score of 264.5 while 
lemonde.fr obtains 287 points. Finally, amazon.fr is 
the best one with score of 300.5. However, 
deptinfo.cnam.fr has 124 NN guidelines, whereas 
lemonde.fr has only 97 NN guidelines and amazon.fr 
has 92 NN guidelines, so if we compare ratios, 
deptinfo.cnam.fr achieves 75.3%, lemonde.fr 75.9% 
and amazon.fr is the highest with 78.5%.  
These figures show that either these guidelines are 
not considered as references or these websites still 
face quality problems. As an example, let us mention 
G345 “Provide auto-tabbing functionality” for 
increasing users’ convenience and G362 “Using 
photographs of people” for increasing users’ 
reliability. The three websites are not aligned with 
these two guidelines. That means that these 
guidelines which were validated through complex 
processes are not sufficiently known by web site 
designers. 
3 RESEARCH QUESTION 
From the mid of 1990s, methods and approaches have 
been created for helping developers to build web 
applications more easily and constructively. The 
Object‐Oriented Hypermedia Design Method 
(OOHDM) was one of the first methods proposing a 
rigorous process from requirements elicitation to 
implementation including navigational and interface 
design (Schwabe, 1995). The method relies on object-
oriented principle and proposes notation mainly 
derived from UML. The transition from models to 
specification is not supported and thus requires a 
considerable effort.  
The Web Modelling Language (WebML) is a 
model driven web engineering method dedicated to 
data-intensive web applications (Ceri, 2000). 
WebML is one of the most used web engineering 
methodologies. It is supported by a development 
framework, Ratio5 (Acerbis, 2005) that is fully 
integrated to the Eclipse framework. Several 
extensions of the first version have been proposed 
offering a rich modelling approach for developers. 
However, the method relying very few on standards, 
it led to a proliferation of proprietary notations 
increasing the method complexity. 
The UML‐based Web Engineering (UWE) 
methodology (Hennicker, 2000) is a model‐driven 
Web Engineering approach. It relies heavily on UML 
and is extensively related to standards. The model 
driven orientation allows generating platform specific 
implementation through dedicated transformation 
rules.  Model driven approaches are based on four 
levels of abstraction: the computer independent 
model (CIM), the platform independent model (PIM), 
the platform specific model (PSM), and the code.  
Some methods address only the CIM level, other 































Ratio of conformance for the three websites
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methods deal with the transformation of CIM to PIM 
(e.g. NDT, OOWS), others address the 
transformation of PIM to PSM (e.g. WebML, UWE) 
and others incorporate the transformation of PSM to 
code (e.g. OOHDM, UWE) (Aragon, 2013). Even if 
these methods offer a real support, they are still not 
used by practitioners probably since they are complex 
and they do not provide designers with sufficient 
guidance.  
We argue that most methods do not provide their 
users with sufficient guidance in the design and 
development process. Either in the same approaches 
or in other sources, researchers propose many 
guidelines in order to help designers and developers. 
These guidelines may be very helpful to support 
them. 
Thus the research question we address in this 
paper may be defined as follows: “How to structure 
all the existing guidelines helping website designers 
to understand and apply them?” To answer this 
question the experiment presented in Section 2 helped 
us to elicit the main characteristics of these 
guidelines. We then defined a meta-model allowing 
us to represent this knowledge. Finally we 
categorized the selected guidelines based on our 
meta-model. This categorization aims to facilitate 
their reuse. 
4 GUIDELINE CAPITALIZATION: 
A MODEL-BASED APPROACH 
In the literature, we find different ways to describe 
guidelines: in (Chiuchi, 2011), they are represented 
by three attributes: Category, Name and Content. 
Meanwhile in (Ekberg, 2010) a guideline has three 
parts: design/application solutions, objective and 
description. We argue that this descriptive 
information is not sufficient to facilitate the reuse of 
guidelines by web application designers. In 
particular, the latter must find easily the guidelines 
using different criteria. For example, in case of 
designing a web application for blind people: which 
recommendations do they have to take into account? 
If developers want mainly to facilitate the 
maintainability of the web application: which 
guidelines aim at this objective? Etc. 
We first propose a model helping capitalizing and 
structuring the guidelines. The meta-model is 
depicted at Figure 3. 
Following the general description of patterns for 
decision processes (Harrison, 2007), we propose to 
link each guideline with the following categories: 
- The source where the guideline was found, 
- The quality characteristics and sub- 
characteristics  that  the  guideline   addresses, 
 
Figure 3: The meta-model of guidelines. 
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- The problem it aims to solve, 
- The solution proposed, 
- The particular domain concerned if any, 
- The lifecycle aspect, meaning which web 
application model (content model, navigation 
model, presentation model) it deals with. 
This structure will constitute a knowledge base for 
automatic reuse through a web application design 
tool. The meta-model is represented as a UML class 
diagram at Figure 3. The related to relation between 
guidelines allows us to represent potential links 
between guidelines. Thus the attribute type of link 
may take the values “in contradiction with”, 
“specializes” or “similar to”. 
Each guideline solves a problem; however several 
guidelines may tackle the same problem. The solution 
of the guideline describes the rules to be applied. As 
explained above, in our process, we split some 
guidelines such that each resulting guideline 
recommends one and only one solution. The domain 
may be general or it may be a specific one. The 
quality characteristics (functional suitability, 
performance/efficiency, compatibility, usability, 
reliability, security, maintainability, portability) and 
sub-characteristics refer to ISO25010 for software 
quality. For space reasons we may not list all of them. 
Some guidelines are common to several sources, 
hence the multiplicity of the relation here is many-to-
many. Finally, the lifecycle aspect consists of three 
elements: Content, Navigation, and Presentation. 
In order to illustrate, let us describe the guideline 
G37: “For body copy, the recommended faces for the 
web, in order of preference, are Verdana, Arial and 
Helvetica. The browser should use Verdana first; if it 
is not available, use Arial and then Helvetica. If none 
are available, use another Sans serif font”. 
Number: #37 
Content: For body copy, the recommended faces 
for the web, in order of preference, are Verdana, Arial 
and Helvetica. The browser should use Verdana first; 
if it is not available, use Arial and then Helvetica. If 
none are available, use another Sans serif font. 
Problem: Choosing appropriate font for a website 
Domain: web for university (even if it can also 
apply to other types of site) 
Lifecycle aspect: Presentation 
Quality Sub-characteristics: User interface 
aesthetics 
Quality Characteristic: Usability 
Solution: Choose Sans serif font, namely 
Verdana, Arial and Helvetica.  
Source: (Carnegie Mellon University) 
5 GUIDELINES ANALYSIS 
In this section, we provide the reader with an analysis 
of the guidelines according to the different 
dimensions of our meta-model. Let us remind that our 
selection process led to the constitution of a set of 475 
guidelines (the guidelines can be found at 
http://deptinfo.cnam.fr/~wattiaui/Guidelines.html). 
If we analyze them from the lifecycle dimension 
(Content/ Navigation/ Presentation), we counted 203 
guidelines for Presentation, 291 guidelines for 
Content and only 40 guidelines for Navigation. Some 
guidelines address more than one model. Hence the 
total exceeds 475 (Figure 4). 
The 475 guidelines were mapped with quality 
sub-characteristics. Some guidelines are mapped with 
several sub-characteristics. The characteristic 
Usability, with sub-characteristics Operability and 
User interface aesthetics is the most involved one. It 
is easy to explain since many papers address interface 
aspects (User interface aesthetics) and aim to build 
easy-to-use interfaces (Operability).  
Many guidelines are about font (G37, G42, G49, 
G50, etc.) and color (G6, G8, G39, G41, G86, G185, 
G186, etc.) of websites. White is the color which is 
not recommended (G9, G39, G189, etc.). 
We can detect some contradictory guidelines, 
since some guidelines aim at different goals. In the 
guidelines of a university (Carnegie Mellon 
University) the documents should be opened in new 
windows (G35), probably for legal responsibilities. It 
is opposite to guideline G101 (AgeLight LCC, 2001) 
which recommends not to open external links in new 
windows, since it can cause user distracting. 
Guideline G37 recommends using only Sans-serif 
font, but meanwhile G85 accepts serif font in web site 
for printing. 
Some guidelines are dedicated to different types 
of users, but finally they have same contents. As an 
illustration, Sun et al. (Sun, 2010) focused on website 
for old people; meanwhile Meloncon et al. 
(Meloncon, 2010) concentrated on web applications 
for children. Old people and children are two types of 
users which have some specific characteristics in 
comparison with others (e.g. not being able to 
understand complex content).  
The guideline about Security of web applications 
in MSDN of Microsoft (Microsoft Developer 
Network) contains about 50 sections. Many of them 
address Integrity (prevent unauthorized access) (in 38 
sections) and Confidentiality (data are accessible only 
to those authorized) (in 18 sections). This is due to the 
fact that Integrity and Confidentiality are important 
for web applications  which  are  designed  for  many 
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Figure 4: Percentage of guidelines per lifecycle aspect. 
kinds of users and also are the targets of attacks. 
Among the eight quality characteristics, 
Compatibility is not mentioned at all, since guidelines 
focus on the site itself, and not on the relation of the 
site with other sites or other applications (scope of 
Compatibility).  
6 RELATED WORKS 
In this section, we synthesize the literature on 
guidelines for web site design. We organized this 
state of the art in two categories: first the approaches 
which propose guidelines and, second, the 
approaches which involve such guidelines. 
6.1 Design for Guidelines 
One of the most famous works delivering guidelines 
for web site design is Web Accessibility Initiative 
(WAI) of W3C (WAI, 2008). It is a collection of 
standards, guidelines, and techniques for making 
accessible products in four categories: websites, 
authoring tools, browsers, and web applications. Each 
category has a bunch of guidelines for constructing 
web design and for improving accessibility. Other 
sources of guidelines were listed in the paper and 
enrich considerably the W3C recommendations.  
Khlaisang is an example of research illustrating 
how these guidelines may be either validated or 
elicited (Khlaisang, 2015). The author developed user 
interface guidelines and a prototype for evaluating 
educational service websites. Based on source sites of 
Thailand Cyber University Project (TCU), he studied 
the use of sites, the website structure, the user 
interface design and conducted usability tests of the 
site. Resulting from these experiments, he presented 
a model of suitable website for TCU service. Starting 
from this website, model, he designed and developed 
a prototype of site. The paper also mentions similar 
approaches. 
6.2 Design by Guidelines 
Besides works creating guidelines, other works used 
existing guidelines for proposing ways to improve 
quality of websites. 
Leuthold et al. (Leuthold et al., 2008) designed 
enhanced text user interfaces for blind Internet users. 
Starting from the guidelines of web content 
accessibility guidelines (WCAG), they proposed 
enhanced text user interface (ETI) helping blind users 
in spending less time to complete tasks, making fewer 
mistakes and expressing greater satisfaction when 
surfing the website.  This system contains nine 
guidelines. For blind users, this system is more usable 
than normal GUI. 
Another work building on WCAG guidelines is 
(Sloan, 2006). Using e-learning as an example, they 
propose a framework that guides web authors and 
policy makers in addressing accessibility at a higher 
level, by defining the context in which a Web 
resource will be used and considering how new 
alternatives may be combined to enhance the 
accessibility of the web site.  
After a brief description of the 14 guidelines of 
WCAG (version 1), Radosav et al. discussed the 
choice of colours for adjusted web design (Radosav, 
2011). They classified colour into several groups and 
concluded that colours, which cannot be 
differentiated by people with colour discrimination 
disability, should not be placed next to each other. 
For space reasons, we cannot provide a more 
detailed literature review. As a conclusion, research 
in this field is prolific and aims at i) proposing 
guidelines for web site designers, ii) enriching 
existing ones, iii) implementing guidelines into more 
comprehensives approaches, iv) evaluating guidelines 
through experiments. To the best of our knowledge, we 
did not find any paper proposing a meta-model 
allowing us to put together the different guidelines as a 
first step for their reuse in an automatic way. 
7 CONCLUSION AND FUTURE 
RESEARCH 
The companies grasp the importance of having usable 
and efficient web applications. Thus, their 
development and maintenance is of high importance. 
The academic literature on the subject contains 
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designers. The research question we addressed in this 
paper may be expressed as follows: How to structure 
the existing guidelines helping website designers in 
order to facilitate their application? As a first 
contribution, we defined a meta-model allowing us to 
describe each guideline with six dimensions: the 
problem it addresses, the solution it proposes, the 
lifecycle aspect it deals with, the target quality 
characteristics, the source it comes from, the potential 
links (similarity, contradiction, specialization) with 
other guidelines. Our search and selection process 
allowed us to define 475 such guidelines and to feed 
our meta-model with them. This required the 
mapping of them with the relevant quality sub-
characteristics. As a first evaluation of these 
guidelines, we checked whether they were compliant 
with three very different web sites. 
This research suffers from some limitations. Thus, 
it is rather easy to check the contradiction between 
guidelines attached to the same quality characteristics 
and/or sub characteristics. However, contradictions 
may also occur between guidelines associated with 
different quality characteristics. Moreover, some 
guidelines may become obsolete due to new technical 
opportunities. It is not easy to ensure an easy update 
of guidelines.  
Future research will explore three directions: first 
the definition of a grammar for expressing problem 
and solution components of guidelines; second, the 
implementation of these guidelines in a CASE tool 
implementing UWE web application design method; 
third, a validation of the approach through an 
experiment with web site designers, in order to 
evaluate how the guidelines help them when using the 
CASE tool.  
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Left justified text, text line should 
not be long User interface aethestics [8]
Similar to 
G70 Presentation Old people
6
Support users flexible operations 
(adjustable font size, color 
conversion) Accessibility [8] Presentation Old people
7 Ensure links change color after visit 
Operability
User error protection [8]
Similar to  
G63 Presentation Old people
20 Provide a site-map Operability [8] Navigation Old people
21
Search engine should have to check 
and correct misspelled function Operability [8] Content Old people
30
Consider page download speed - 
create 'small' pages Time behaviour [8] Content Old people
31 Do not require 'double clicks' Accessibility [8] Presentation Old people
32
All images should be JPGs, GIFs or 
PNGs. JPGs are used for photos. 
Graphics should use GIF or PNG 
formats
Functional 
appropriateness [15] Content University
33
Images have a resolution of 72 dpi 
and are in either RGB or indexed 
color modes Adaptability [15] Content University
36
Links should be relevant text. Do 
not link words like "here" "this 
page" etc. Operability [15] Content University
48
Main background color should be 
brown, not light blue User interface aethestics [17] Presentation
55
Including hyperlinks within longer 
pages so viewers can “jump” with a 
single click Accessibility [6] Navigation
76
Should not use exceptionally bright, 
fluorescence or vibrant colors User interface aethestics [6] Presentation
95
Archive old articles, while 




Trying to link to sites at the highest 
possible level, in the case "page not 
found" Fault tolerance [6] Navigation
103
If using tables, provide an alternate 
text-only version of page
Replaceability
Fault tolerance [6] Content
106
Site should have multi language 
versions Operability [10] Content International site
110
Getting the spelling right for the 
correct market Functional correctness [10] Content International site
117
Should build auto response service 
informing that they will receive a 
full reply within 24 or 48 hours Availability [10] Content International site
191
Use concrete words, active verbs, 
and concise sentence structure Learnability [9]
Similar to 
G25 Content Children site
246
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Improving the Specification and Analysis of Privacy Policies 
The RSLingo4Privacy Approach 
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Abstract: The common operation of popular web and mobile information systems involves the collection and retention 
of personal information and sensitive information about their users. This information needs to remain private 
and each system should show a privacy policy that describes in-depth how the users' information is managed 
and disclosed. However, the lack of a clear understanding and of a precise mechanism to enforce the 
statements described in the policy can constraint the development and adoption of these requirements. 
RSLingo4Privacy is a multi-language approach that intends to improve the specification and analysis of such 
policies, and which includes several processes with respective tools, namely: (P1) automatic classification 
and extraction of statements and text snippets from original policies into equivalent and logically consistent 
specifications (based on a privacy-aware specific language); (P2) visualization and authoring these statements 
in a consistent and rigorous way based on that privacy-aware specific language; (P3) automatic analysis and 
validation of the quality of these specifications; and finally (P4) policies (re)publishing. This paper presents 
and discusses the first two processes (P1 and P2). Despite having been evaluated against the policies of the 
most popular systems, for the sake of briefness, we just consider the Facebook policy for supporting the 
presentation and discussion of current results of the proposed approach. 
1 INTRODUCTION 
Web and mobile information systems increasingly 
leverage user data that is collected from multiple 
sources without a clear understanding of data 
provenance or the privacy requirements that should 
follow this data. These systems are based on multi-
tier platforms in which each “tier” may be owned and 
operated by a different party, such as cellular and 
wireless network providers, mobile and desktop 
operating system manufacturers, and mobile or web 
application developers. In addition, user services 
developed on these tiers are abstracted into platforms 
to be extensible by other developers, such as Google 
Maps and the Facebook and LinkedIn social 
networking platforms. Application marketplaces, 
such as Amazon Appstore, Google Play and iTunes, 
have also emerged to provide small developers 
increased access to customers, thus lowering the 
barrier to entry and increasing the risk of misusing 
personal information by inexperienced developers or 
small companies. Therefore, platform and application 
developers bear increased, shared responsibility to 
protect user data as they integrate their services into 
multi-tier ecosystems.  
For example in Canada, Europe and the United 
States, privacy policies, also called privacy notices 
(or just “policies” for simplicity), have served as 
contracts between users and their service providers 
and, in the U.S., these policies are often the sole 
means to enforce accountability (Breaux and Baumer, 
2011). In particular, Google has been found to re-
purpose user data across their services in ways that 
violated earlier versions of their privacy policy 
(Farrell, 2011); and Facebook’s third-party apps were 
found to transfer Facebook user data to advertisers in 
violation of Facebook’s platform policies (Steel and 
Fowler, 2010). Given the pressure to post privacy 
policies and the pressure to keep policies honest, 
companies need tools to align their policies and 
practices. In this respect, we believe developers need 
tools to better specify their privacy policies at a 
requirements and architectural-level of abstraction 
(i.e., denoting the actors, data types and including 
restrictions on what data may be collected, how it 
may be used, to whom it may be transferred and for 
336
Silva, A., Caramujo, J., Monfared, S., Calado, P. and Breaux, T.
Improving the Specification and Analysis of Privacy Policies - The RSLingo4Privacy Approach.
In Proceedings of the 18th International Conference on Enterprise Information Systems (ICEIS 2016) - Volume 1, pages 336-347
ISBN: 978-989-758-187-8
Copyright c© 2016 by SCITEPRESS – Science and Technology Publications, Lda. All rights reserved
what purposes) and that privacy policies only present 
a subset of this view to the general public. The 
challenge for these companies is ensuring that 
developer intentions at different tiers are consistent 
with privacy requirements across the entire 
ecosystem. To this end, we conducted a series of 
studies to formalize a set of privacy-relevant 
requirements captured from privacy policies.  
On the other hand, Requirements Engineering 
(RE) intends to provide a shared vision and 
understanding of the system to be developed between 
business and technical stakeholders (Pohl, 2010; 
Sommerville and Sawyer, 1997; Robertson, 2006). 
The adverse consequences of disregarding the 
importance of the early activities covered by RE are 
well-known (Emam and Koru, 2008; Davis, 2005). A 
privacy policy is a technical document that states the 
multiple privacy-related requirements that a system 
should satisfy. These requirements are usually 
defined as ad-hoc natural language statements. 
Natural language is flexible, universal, and humans 
are proficient at using it to communicate. Natural 
language has minimal adoption resistance as a 
requirements documentation technique (Pohl, 2010; 
Robertson, 2006). However, although it is the most 
common and preferred form of requirements 
representation (Kovitz, 1998), it also exhibits some 
intrinsic characteristics that often present themselves 
as the root cause of quality problems, such as 
incorrectness, inconsistency or incompleteness (Pohl, 
2010; Robertson, 2006; Silva, 2014).  
The main objective of this research is to improve 
the understanding and quality of privacy policies by 
providing a set of languages and tools to align those 
policies with their practices, namely by introducing a 
privacy requirements specification approach into the 
regular software development process that would 
allow to align multi-party expectations across multi-
tier applications. The relevance of this approach, 
called RSLingo4Privacy, is demonstrated through the 
analysis and evaluation of real world privacy policies, 
namely those posted by the most popular web sites. 
The results of this research is of paramount relevance 
and impact both to the industrial as well academic 
communities by promoting a further rigor related the 
specification and analysis of privacy requirements 
and consequently by helping developers to avoid the 
referred inconsistency and better design and 
implement their systems. 
This paper is structured in seven sections. Section 
2 introduces the background underlying this research. 
Section 3 overviews the RSLingo4Privacy approach. 
Sections 4 and 5 detail two of the key processes 
included in this approach, respectively, (P1) 
automatic classification and extraction of statements 
and text snippets from original policies into 
equivalent and logically consistent specifications 
(based on a privacy-aware specific language); and 
(P2) visualization and authoring these statements in a 
consistent and rigorous way based on that privacy-
aware specific language. Section 6 discusses the 
related work. Finally, Section 7 presents the 
conclusion and ideas for future work. 
2 BACKGROUND 
This section briefly introduces the background of this 
research, namely introduces the RSLingo and Eddy 
research projects, which have contributed for the 
proposed RSLingo4Privacy approach. 
2.1 RSLingo and RSL-IL4Privacy  
RSLingo is a general approach for the rigorous 
specification of software requirements that uses 
lightweight Natural Language Processing (NLP) 
techniques to (partially) translate informal 
requirements – originally stated by business 
stakeholders in unconstrained natural language – into 
a rigorous representation provided by a language 
specifically designed for RE. The name RSLingo 
stems from the paronomasia on "RSL" and "Lingo" 
(Ferreira and Silva, 2012). On one hand, "RSL" 
(Requirements Specification Language) emphasizes 
the purpose of formally specifying requirements. The 
language that serves this purpose is RSL-IL, in which 
"IL" stands for Intermediate Language (Ferreira and 
Silva, 2013). On the other hand, "Lingo" expresses 
that its design has roots in natural language, which are 
encoded in linguistic patterns used during by the 
information extraction process (Bird et al., 2009; 
Cunningham, 2006; Ferreira and Silva, 2013a) that 
automates the linguistic analysis of SRSs written in 
natural language. RSL-IL provides several constructs 
that are logically arranged into viewpoints according 
to the specific RE concerns they address, and are 
organized according to two abstraction levels: 
business and system levels (Ferreira & Silva, 2013). 
Despite sharing the same background and 
technologies, RSL-IL4Privacy was recently defined 
independently of the RSL-IL language and with the 
only purpose to support the rigorous specification of 
privacy policies with multi-representations. As 
suggested in Fig. 1, a RSL-IL4Privacy policy is 
represented as a set of privacy Statements and other 
related constructs such as Services, Recipients, 
Private Data and Enforcements (Caramujo and Silva, 
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2015). The Statement is the key concept of the 
privacy-aware profile. This element describes what 
rules or actions are specified in a privacy policy, 
therefore it is considered a privacy requirement. It is 
also noteworthy that one Statement may refer several 
services and several privacy data (Service and 
PrivateData elements respectively). Each Statement 
can be classified into five different categories, 
according to its purpose (Caramujo and Silva, 2015): 
Collection (which data is collected); Disclosure 
(which data is disclosed and to what parties); 
Retention (how long data will be stored); Usage (what 
is the purpose of having the data); and Informative 
(with just generic information). This approach has 
been supported by an Eclipse plugin, called 
“RSLingo4Privacy Studio” and available from its 
GitHub repository (https://github.com/ 
RSLingo/RSLingo4Privacy). 
 
Figure 1: RSL-IL4Privacy metamodel (partial view). 
2.2 Eddy Language 
Eddy is a formal language for specifying privacy 
requirements (Breaux et al., 2014). Eddy is expressed 
based on Description Logics (DL) (Baader et al., 
2003) that allows specifying actors, data, and data-use 
purpose hierarchies based on the DL subsumption. It 
also allows to specify the modality (i.e., permission 
and prohibition) of such data purposes and then 
automatically detects conflicts between what it is 
permitted and what it is prohibited. Eddy language is 
supported by the Eddy engine (on top of an OWL 
reasoner) available at https://github.com/cmu-
relab/eddy.  
3 RSLingo4Privacy APPROACH 
A privacy policy (PP) is a technical document that 
states multiple privacy-related requirements that 
websites and mobile apps should show and respective 
organizations should satisfy. These requirements are 
usually defined as ad-hoc natural language 
statements, meaning that there is not a rigorous and 
consistent way to specify and validate them. In spite 
the advantages of natural language as a flexible, 
universal, and human proficiency at using it to 
communicate with each other, there are some well-
known restrictions such as the difficulty to 
automatically analyse and validate the quality of 
those specifications.  
RSLingo4Privacy approach supports the 
specification of privacy policies giving concrete 
guidance to improve their quality. RSLingo4Privacy 
includes several processes (supported by respective 
tools), namely: 
P1: automatic text classification and extraction; 
P2: visualization and authoring; 
P3: analysis and quality validation; and  
P4: (re)publishing. 
RSLingo4Privacy is a multi-language approach that 
uses the following privacy-aware languages (as 
introduced in Section 2): RSL-IL4Privacy and Eddy. 
Fig. 2 overviews RSLingo4Privacy approach as a top-
level BPMN business process diagram. 
If a given (ad-hoc natural language) policy exists, 
the process P1 applies complex text classification and 
text extraction techniques to automatically produce 
the equivalent specification in RSL-IL4Privacy (P1 is 
further discussed in Section 4). In addition or 
otherwise, if that policy does not exist, the 
RSLingo4Privacy approach starts directly with 
process P2 to allow visualizing and authoring the 
policy in a rigorous and consistent way based on the 
RSL-IL4Privacy language (P2 is further discussed in 
Section 5). Process P3 takes as input both RSL-
IL4Privacy and Eddy specifications, and provides 
analysis and validation features, producing, for 
example an analysis report with errors and warnings 
that can be taken into consideration during these 
authoring and validation processes.  
Finally, when the quality of the policy specified in 
RSL-IL4Privacy is appropriated, the process P4 is 
responsible for producing an improved version of the 
policy, specified again in natural language but in a 
more consistent and high-quality manner. This 
publishing process is based on the Apache POI 
framework (https://poi.apache.org/). 
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Figure 2: RSLingo4Privacy approach (defined with a BPMN business process diagram). 
Due to space constraints this paper focuses the 
discussion in just the first two processes, i.e. P1 and 
P2. This approach has been evaluated against the 
policies of most popular systems; however, for the 
sake of briefness we just consider some statements 
taken from the Facebook privacy policy 
(https://www.facebook.com/policy) for supporting 
the presentation and discussion of current results in 
the following sections. 
4 TEXT CLASSIFICATION AND 
EXTRACTION (P1) 
One of the goals regarding the privacy policies of 
popular information systems is to govern users’ 
personal information by describing a set of actions or 
rules for managing it in terms of how the company 
shares, keeps or uses such data. These policies are 
written using natural language and do not have any 
specific format attached, i.e., the number of sections 
and paragraphs, as well as the length or the type of 
language used, is quite contrasting, varying from one 
privacy policy to another. Being an exhaustive and 
very detailed document, privacy policies pose 
problems for end-users (e.g., poor understanding of 
the different personal data flows within a policy) but 
also for developers and service providers (e.g., 
difficulty in extracting the right requirements from a 
policy). 
This process P1 intends to optimize the process of 
analysing privacy policies. First, through the 
automatic classification of the different statements 
that comprise a policy into a set of five distinct types. 
Second, by automatically extracting some relevant 
elements from those classified statements. Both the 
statement types and relevant elements are defined 
beforehand in RSL-IL4Privacy. 
4.1 Automatic Text Classification 
The task of classifying statements according to a 
given type is truly important under the scope of 
RSLingo4Privacy, since each kind of statement has 
different features and raises different concerns. 
However, doing it manually is very time-consuming 
and requires a lot of human-effort, which in itself 
lowers people’s motivation, therefore increasing the 
probability of making mistakes during the analysis. 
Streamlining this process by having an automatic 
classification of the statements in a privacy policy 
while achieving reliable results is of the utmost 
importance. 
4.1.1 The Classification Model 
According to the RSL-IL4Privacy metamodel (see 
Fig. 1), statement sentences can belong to one of five 
categories: Collection, Disclosure, Retention, Usage, 
and Informative. Our goal is to build a classifier that, 
given a sentence from a specific policy, can determine 
to which of these it belongs. The classifier 
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Figure 3: Statement classifier architecture. 
The classifier contains two main components, 
each containing its own specialized classification 
model. The Binary Classifier Model is used to 
determine if a given sentence is of class Informative 
or not. Informative sentences usually contain very 
generic text and, thus, can hamper the determination 
of the remaining classes. For this reason, this first 
filtering step is taken. Once a sentence is classified as 
non-Informative, it is passed as input to the 
MultiClass Classifier Model, which determines its 
class among the remaining four categories. Even 
though the main goal of this second classifier is to 
label a non-informative statement as Collection, 
Disclosure, Retention and Usage, it also has the 
ability of determining if a non-informative is 
“informative”. By doing this specific classification 
step two times, we get another opportunity to properly 
classify an informative statement that may have been 
labelled incorrectly as non-informative by the first 
classifier.  
Each sentence is represented by its constituent 
words and their TF-IDF weights (Ramos, 2003), after 
some preprocessing. This preprocessing includes: 
discarding words with less than 3 characters, pruning 
words that occur in less than 3 documents and in more 
than 300 sentences, removal of stopwords, reduction 
to word stems, and generation of 2-grams (i.e. 
sequences of two consecutive words). After this 
preprocessing, the most informative words are 
selected using a function that assigns – for each word 
- the coefficients of a hyperplane calculated by a 
Support Vector Machine (Cortes and Vapnik, 1995) 
for the Binary classifier and Information Gain 
(Quinlan, 1986) for the MultiClass classifier. The best 
results for the Binary classifier were achieved with 
the 700 words with the highest values, whereas those 
for the MultiClass classifier were achieved with only 
600 words. 
4.1.2 Data 
One of the biggest problems concerning the automatic 
classification of privacy policies is the lack of 
annotated privacy policies available for common use 
(Ammar et al., 2012). To carry out this experiment, 
we ourselves collected the statements (i.e., sentences) 
from 6 privacy policies of well-known websites: 
Facebook, LinkedIn, Zynga, Dropbox, IMDb and 
Twitter.  We manually classified each statement 
according to their category and ended up with a 
dataset comprised of 598 examples. Table 1 
summarizes the distribution of examples throughout 
the various categories. 
Table 1: Number of statements per type. 






4.1.3 Preliminary Results 
The system with two classifiers have been tested to 
measure the solution’s feasibility and some 
preliminary results are already available. All tests 
were performed using 5-fold cross-validation. The 
effectiveness of the proposed system was measured 
according to the standard metrics of accuracy, 
precision, recall and the F-score. Table 2 shows the 
system performance, per statement type, in terms of 
such evaluation metrics. All values are quite high, 
particularly those of precision, which illustrates the 
ability of the system to correctly discriminate 
between statement types. However, despite being 
subject to classification by both classifiers, the 
“informative” type of statements still have a lower 
precision in comparison with the remaining types. 
The proposed solution returned an accuracy value 
of 84.28% which means that only less than 20% of 
the total number of statements are wrongly classified. 
On       the       other     hand,  the   Binary     classifier 
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Table 2: System performance, per statement type, in terms 
of precision, recall, and F-score. The last column shows the 
overall system accuracy. 
Type Prec. Rec. F-score Acc. 
Collection 84.28% 70.51% 76.78% 
84.28% 
Disclosure 90.28% 78.95% 84.41% 
Retention 92.85% 75.00% 82.98% 
Usage 94.38% 72.83% 82.22% 
Informative 67.91% 97.90% 90.19% 
on its own has a global accuracy of 82.61%, whereas 
the MultiClass classifier holds an overall accuracy of 
70.73%. 
4.2 Automatic Text Extraction 
Knowing the type of a statement gives a better insight 
on the different actions that apply to the users' 
personal information. However, it is necessary to 
automatically extract other pieces of knowledge from 
a privacy policy, in order to get a more in-depth 
understanding of how the users' information is in fact 
handled and governed. 
The disclosure of personal information is a 
sensitive topic, thus it is crucial to discover the 
various entities that end up receiving information that 
is shared by the service provider. In addition, it is also 
necessary to grasp which information concerning 
users is after all disclosed, collected and retained. 
Thus, our priority is to extract, from each sentence, 
the elements of RSL-IL4Privacy “Recipient” and 
“PrivateData”. A methodology that allows one to 
automatically detect these kinds of data, which may 
not be clearly specified or grouped together in the 
policy, plays an important role on the process of 
analysing and validating a privacy policy in 
RSLingo4Privacy.  
Discovery and extraction of such elements will be 
performed through Conditional Random Fields 
(CRF) (Lafferty, McCallum and Pereira, 2001). A 
CRF is a framework for building probabilistic models 
to segment and label sequence data, i.e., it intends to 
find a label Y that maximizes the probability P(Y|X) 
for a given sequence data X. Each attribute of X 
receives a value from a feature function that 
associates such attribute with a possible label. Each 
feature holds a weight that represents its strength for 
the proposed label (Ceri et al., 2013): positive values 
mean a good association between the 
function and the label, negative values mean 
otherwise, and a value of 0 means that the feature 
function does not have an influence on the label 
identification. In short, CRFs provide a powerful and 
flexible mechanism for exploiting arbitrary feature 
sets along with dependency in the labels of 
neighbouring words (Sarawagi, 2008). [This task of 
entity extraction is still in its initial implementation 
phase.]  
5 VISUALIZATION AND 
AUTHORING (P2) 
As mentioned above, RSL-IL4Privacy allows 
specifying policies in a rigorous way. However, to 
provide a good support to both technical and non-
technical stakeholders, a visualization and authoring 
environment is required. Such tool should provide 
common features that already exist in popular and 
general-purpose text editors, but also features that are 
found in language-specific tools such as parsers, 
linkers, compilers or interpreters. Due to these 
reasons we decided to implement such environment 
on the top of the Xtext framework. 
5.1 Domain-specific Authoring Tool 
Xtext is an open-source framework for developing 
domain specific languages (DSLs) that covers all 
aspects of language implementation such as parsers, 
linkers, compilers, interpreters and full-blown IDE 
support based on Eclipse (Bettini, 2013; 
http://xtext.org).  
In addition, Xtend code generator can be used 
with the Xtext DSL to generate code/text to other 
languages such as Eddy, XML, DOC, and so on. The 
task of writing the generator is greatly simplified by 
the fact that Xtext automatically integrates the 
generator into the Eclipse infrastructure. As soon as 
running the Xtext grammar, a code generator is 
created into the runtime project of the DSL, and Java 
Beans will be defined for each entity of the DSL’s 
domain model (Bettini, 2013). 
The rules of the grammar are defined to describe 
the key entities and their relations. Each Entity has a 
name and some properties. Fig. 4 shows the partial 
RSL-IL4Privacy grammar definition for Collection 
and Private Data. After defining the grammar, we 
need to execute the code generator that derives the 
various language components, generates the parser 
and some additional infrastructure code. 
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Figure 4: Xtext Grammar of RSL-IL4Privacy (partial view). 
Table 3: Matching keywords for RSL-IL4Privacy and Eddy grammars. 
Language Modality Action Datum Source Target Purpose 









Eddy P, O, R Collection, Usage, Disclosure, Retention D FROM TO FOR 
 
5.2 Model-to-Model Transformation 
(RSL-IL4Privacy to Eddy) 
A RSL-IL4Privacy to Eddy generator was defined in 
the context of the Xtext framework. With this feature 
it is possible to generate Eddy specifications from 
equivalent RSL-IL4Privacy specifications.  
To define this generator we had to find all the 
matching concepts between both RSL-IL4Privacy 
and Eddy grammars. 
As discussed, a privacy policy specified using RSL-
IL4Privacy encompasses a set of privacy elements: 
“Statement”, “Service”, “Recipient”, “PrivateData” and 
“Enforcement”. The single definition of a statement (i.e., 
its description, modality – forbidden or permitted) 
encloses the various associations with the remaining 
elements that are, in their turn, defined on the bottom of 
the privacy policy in RSL-IL4Privacy. A privacy policy 
in Eddy, on the other hand, is represented with a 
specification header (“SPEC HEADER”) and the 
following specification body (“SPEC POLICY”). The 
header aggregates the prior definitions of three elements: 
“P” for Purpose, “A” for Actor and “D” for Datum. The 
statements are then described on the body. Each 
statement has a modality (“P” indicates permission, “O” 
indicates obligation and “R” indicates prohibition), the 
action verb, the Datum, the source (“FROM”), the target 
(“TO”) and the Purpose (“FOR”). Based on the 
description of the different elements and keywords from 
both languages, it is possible to map the following 
concepts: the “PrivateData” can be considered as 
Datum, the “Service” as Purpose and the “Recipient” as 
Actor (target). Since the source (“FROM”) refers to the 
service provider, there is not a direct match between 
concepts in the two languages. Some relations between 
both grammars are clarified in Table 3. 
The RSL-IL4Privacy to Eddy converter is defined 
on the top of the Xtend code generator framework. 
So, Eddy specifications are automatically created in 
Eclipse Editor based on equivalent RSL-IL4Privacy 
specification. 
5.3 Simple Example based on the 
Facebook Policy 
The following shows two Facebook’s statements 
represented in both Ad-hoc NL, RSL-IL4Privacy and 
Eddy languages. The ad-hoc natural language 
statements are shown in Fig. 5 and Fig. 6. The type of 
statement st1 is Collection that specifies what 
personal information will be collected by the service 
provider and st19 is a statement of type Disclosure 
that explicitly defines which information is shared to 
other external entities or third-parties or, in this case, 
which information is not shared to those entities. 
The action using phrase heuristics (verbs) indicates 
which action should be assigned (e.g., “collect” 
indicates a COLLECT action and “share” indicates a 
TRANSFER action). The modal keywords “will” and 
“will not” infer the modality of permission and 
prohibition, respectively. Besides, the datum, purpose 
and target are clarified on these statements. 
The definition of the mentioned statements in 
Eddy and RSL-IL4Privacy specifications are shown 
respectively in Fig. 7 and Fig. 8. 
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Figure 5: Statement st1 of Facebook Policy. 
 
Figure 6: Statement st19 of Facebook Policy. 
 
Figure 7: Eddy representation for Facebook’s statement St1 and St19. 
Table 4: Comparison of privacy-aware specification languages. 
Language Domain Abstract Syntax, defined as a… Concrete Syntax, represented by… Semantics 
RSL-IL Generic Grammar Textual Declarative 
RSL-IL4Privacy Data Privacy UML Profile + Grammar Graphic + Textual Declarative 
Eddy Data Privacy Grammar Textual OWL-DL 
P3P/APPEL Web Privacy XML schema Textual Declarative 
KAoS Generic DAML (XML schema) Textual OWL 
Rei Generic Prolog* constructs Textual OWL 
Table 5: Comparison of privacy-aware specification approaches. 
Approach Languages 
Tool Support 
Text Extraction Visualization & Authoring Analysis & Validation Publishing 
RSLingo4 Privacy RSL-IL4Privacy + Eddy Yes Yes (Eclipse xText-based) 
Yes 
(intra and inter policies) Yes 
Eddy Eddy No Yes (General purpose text editor) 
Yes 
(intra and inter policies) No 
P3P/APPEL P3P/APPEL No Yes (General purpose text editor) Yes (inter policies) No 
KAoS KAoS No Yes (KPAT) Yes (inter policies) No 
Rei Rei No Yes (General purpose text editor) Yes (inter policies) No 
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Figure 8: RSL-IL4Privacy representation for Facebook’s statement St1 and St19. 
6 RELATED WORK 
Other approaches and privacy-aware languages for 
specifying privacy policies can be considered in an 
analysis of related work, namely P3P/APPEL, KAoS, 
and Rei. Table 4 gives a brief comparison of these 
languages, also with RSL-IL4Privacy and Eddy 
included in the context of the RSLingo4Privacy 
approach. Furthermore, Table 5 provides a 
comparison of the more high-level perspective 
concerning the process of privacy policies 
specification when using the aforementioned 
languages. 
6.1 P3p/Appel 
The Platform for Privacy Preferences, P3P, is an 
XML-based language that allows websites to express 
their privacy practices in a standard format 
(http://www.w3.org/TR/P3P). This format intends to 
provide user agents with the ability to easily access 
and interpret such practices, hence encoding them in 
a machine-readable format. APPEL (http:// 
www.w3.org/TR/P3P-preferences) complements 
P3P by specifying a language that describes 
collections of preferences regarding P3P policies 
between P3P agents. P3P gives an exhaustive 
characterization of a policy by defining a set of 
elements about such policy. However, the lack of a 
well-defined semantics for P3P lead to an unclear 
separation between the elements described in a P3P 
policy and vague definition of what data is collected 
and retained, and which part of that data is disclosed 
to external entities. 
6.2 KAoS 
KAoS is a collection of componentized services 
compatible with popular agent frameworks (Uszok et 
al., 2003). KAoS policy services play a very 
important role because they deal with the whole 
policy life cycle by allowing the specification, 
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management, handling of conflicts, and enforcement 
of such policies within multiple domains. KAoS uses 
Web Ontology Language (OWL) as a central policy 
ontology, which allows the definition of the main 
policy-related concepts but also provides application 
developers with the possibility of extending and 
adding application-specific concepts (i.e., specific 
vocabulary) that may be useful when defining 
particular policies (e.g., privacy policies). Conflict 
detection occurs at specification time and relies on 
algorithms that are embedded into KAoS (Tonti, 
2013). 
6.3 Rei 
The Rei policy language is a logic-based language, 
modelled on deontic concepts of rights, prohibitions, 
obligations and dispensations (Kagal et al., 2003). Rei 
is not tied to any particular application and supports 
the addition of domain-specific information, hence 
allowing the specification of different kinds of 
policies (including privacy policies). The Rei 
framework provides means to reason about policy 
specifications but it does not provide an enforcement 
model (Tonti, 2013). Even though it can detect 
conflicts, Rei does not have the proper tools for 
enforcing policies by preventing some entities (i.e., 
subjects) from performing unauthorized actions, for 
instance. 
Most of the languages discussed in this section 
were developed with the goal of having a privacy 
policy written in a machine-readable format that 
allow one to reason about such policies. However, if 
we consider such languages within a privacy 
requirements specification approach, they do not 
encompass the common case where privacy policies 
are already written using natural language and the 
fundamental idea is to come up with an approach that 
deals with the whole process: get an existing privacy 
policy, process and extract the desired information 
and apply the new knowledge producing better 
versions of the current privacy policy. On the other 
hand, due to their syntax and semantics, they have no 
advantages to the final end-users of the systems (with 
regard to their own understanding of the policy itself) 
and developers need specific assistance for policy 
specification and interpretation (Tonti, 2013). For 
these reasons, these privacy-aware specification 
languages, although providing mechanisms to 
analyse and validate policies, lack the flexibility for 
being used in a more broad approach which 
contemplates the specification of privacy policies. 
7 CONCLUSIONS 
This paper proposes and discusses the 
RSLingo4Privacy approach that intends to improve 
the specification and analysis of privacy policies. 
RSLingo4Privacy complements the current state-of-
the-art by providing a clear and plain approach for the 
specification of such requirements with multiple 
representations while taking into account the 
importance of having requirements documented in a 
format as close to natural language as possible. The 
validation with some case studies showed so far the 
adequacy of this approach (including its RSL-
IL4Privacy and Eddy formal languages and 
respective tools) for the purpose discussed in the 
paper. The different representations, for distinct 
levels of formality, express the flexibility and 
reliability which is desired for these languages.  
RSLingo4Privacy approach includes four key 
processes with respective tool support. Of these 
processes only two are discussed in the paper, 
namely: (P1) the automatic classification of 
statements and extraction of text snippets from 
original policies into equivalent specifications, and 
(P2) the visualization and authoring of these 
requirements in a consistent and rigorous way based 
on the RSL-IL4Privacy intermediate language.  
Process P1 includes two tasks in sequence. The 
first task automatically classifies a set of statements 
into a set of five distinct categories. The second task 
automatically extracts the relevant elements from the 
original statements into equivalent RSL-IL4Privacy 
statements.  
On the other hand, Process P2 includes several 
tasks, mainly related the visualization, authoring, but 
also syntactic analysis and validation of RSL-
IL4Privacy policies. This process is supported by a 
domain-specific text editor that implements the RSL-
IL4Privacy language on the top of the Xtext 
framework. Consequently, this tool provides relevant 
features to both technical and non-technical 
stakeholders in their collaborative work in what 
concerns the definition, understanding, analysis and 
(re)publishing of these policies.  
The other two processes, i.e. P3 and P4, will be 
discussed in future publications. In addition, the main 
public results of this project are available at 
RSLingo4Privacy’s GitHub repository (https:// 
github.com/RSLingo/RSLingo4Privacy). 
Several issues may be considered for future work 
such as the following. First, more extensive 
experiments should be achieved to better evaluate the 
effectiveness of the process P1, particularly in what 
concerns the automatic text extraction task. Second, 
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we should research techniques to manually and then 
automatically evaluate the quality of these privacy 
policies. For example, how can we evaluate the 
quality of a specific policy. Further research and 
guidelines may help companies to properly specify 
these policies. Third, and consequence from the 
second issue, we should include the ability to analyze 
not just one but a set of inter-related policies and 
automatically identify inconsistencies among the 
requirements stated in these policies, that increasingly 
appear in multi-tier systems, in which each tier may 
be owned and operated by a different party, and 
raising additional problems such as over-collection 
and repurposing (Breaux et al., 2015). 
ACKNOWLEDGEMENTS 
This work was partially supported by national funds 
under FCT projects UID/CEC/50021/2013, 
EXCL/EEI-ESS/0257/2012, CMUP-EPB/TIC/0053/ 
2013 and the project TT-MDD-Mindbury/2014. 
REFERENCES 
Ammar, W., et al., 2012. Automatic categorization of 
privacy policies: A pilot study. In School of Computer 
Science, Language Technology Institute, Technical 
Report CMU-LTI-12-019. 
Baader, F., Calvenese, D., McGuiness, D. (eds), 2003. The 
description  logic  handbook:  theory,  implementation  
and  applications. Cambridge University Press. 
Bettini, L., 2013. Implementing Domain-Specific 
Languages with Xtext and Xtend. Packt Publishing Ltd. 
Bird, S., Klein, E., Loper, E., 2009. Natural Language 
Processing with Python. O'Reilly Media, 1st edition. 
Breaux, T.D., Baumer, D.L., 2011. Legally ‘Reasonable’ 
Security Requirements: A 10-year FTC Retrospective. 
Computers & Security, 30(4):178-193. 
Breaux, T. D., Hibshi, H. and Rao, A., 2014. Eddy, a formal 
language for specifying and analyzing data flow 
specifications for conflicting privacy requirements. 
Requirements Engineering, 19(3):1–27. 
Breaux, T. D., Smullen, D., Hibshi, H., 2015. Detecting 
Repurposing and Over-collection in Multi-Party 
Privacy Requirements Specifications. In Proceedings 
of IEEE International Requirements Engineering 
Conference (RE'15). 
Caramujo, J., Silva, A. R., 2015. Analyzing Privacy 
Policies based on a Privacy-Aware Profile: the 
Facebook and LinkedIn case studies. In Proceedings of 
IEEE CBI'2015, IEEE. 
Ceri, S. et al., 1995. Web Information Retrieval. Springer, 
2013. 
Cortes, C. and Vapnik, V., 1995. Support-vector networks. 
Machine Learning, 20(3):273-297. 
Cunningham, H., 2006. Information Extraction, Automatic. 
In Encyclopedia of Language & Linguistics, volume 5. 
Elsevier, 2nd edition. 
Davis, A. M., 2005. Just Enough Requirements 
Management: Where Software Development Meets 
Marketing. Dorset House Publishing, 1st edition. 
Emam, K., Koru, A., 2008. A Replicated Survey of IT 
Software Project Failures. IEEE Software, 25(5):84-90. 
Farrell, C.B., 2011. FTC charges deceptive privacy 
practices in Google’s rollout of its buzz social network. 
In U.S. Federal Trade Commission News Release, 
March 30. 
Ferreira, D., Silva, A. R., 2012. RSLingo: An Information 
Extraction Approach toward Formal Requirements 
Specifications. In Proc. of the 2nd Int. Workshop on 
Model-Driven Requirements Engineering, IEEE CS. 
Ferreira, D., Silva, A. R., 2013. RSL-IL: An Interlingua for 
Formally Documenting Requirements. In Proc. of the 
of Third IEEE International Workshop on Model-
Driven Requirements Engineering, IEEE CS. 
Ferreira, D., Silva, A. R., 2013a. RSL-PL: A Linguistic 
Pattern Language for Documenting Software 
Requirements. In Proc. of Third International 
Workshop on Requirements Patterns, IEEE CS. 
Kagal, L., Finin, T. and Joshi, A., 2003. A policy language 
for a pervasive computing environment. In Proc. of the 
4th IEEE International Workshop on Policies for 
Distributed Systems and Networks, 63–74. 
Kovitz, B., 1998. Practical Software Requirements: 
Manual of Content and Style. Manning. 
Lafferty, J., McCallum, A. and Pereira, F., 2001. 
Conditional Random Fields: Probabilistic Models for 
Segmenting and Labeling Sequence Data. In 
Proceedings of the 18th International Conference on 
Machine Learning. 
Pohl, K., 2010. Requirements Engineering: Fundamentals, 
Principles, and Techniques, Springer. 
Quinlan, J., 1986. Induction of Decision Trees, Machine 
Learning, 1(1):81-106. 
Ramos, J., 2003. Using tf-idf to determine word relevance 
in document queries. In Proceedings of the first 
instructional conference on machine learning. 
Robertson, S., Robertson, J., 2006. Mastering the 
Requirements Process, 2nd edition. Addison-Wesley. 
Sarawagi, S., 2008. Information Extraction. Foundations 
and Trends in Databases 1(3):261-377. 
Silva, A. R., 2014. SpecQua: Towards a Framework for 
Requirements Specifications with Increased Quality. In 
Enterprise Information Systems. Springer. 
Silva, A.R., 2015. Model-Driven Engineering: A Survey 
Supported by a Unified Conceptual Model. Computer 
Languages, Systems & Structures, 43. Elsevier. 
Sommerville, I.,  Sawyer, P., 1997. Requirements 
Engineering: A Good Practice Guide. Wiley. 
Steel, E., Fowler, G. A., 2010. Facebook in privacy breach. 
Wall Street Journal, Oct. 18. 
Tonti, G. et al., 2003. Semantic Web languages for policy 
representation and reasoning: A comparison of KAoS, 
ICEIS 2016 - 18th International Conference on Enterprise Information Systems
346
Rei, and Ponder. The Semantic Web – ISWC, 2870, 
419–437. 
Uszok, A. et al., 2003. KAoS policy and domain services: 
Toward a description-logic approach to policy 
representation, deconfliction, and enforcement. In 
Proceedings of the 4th IEEE International Workshop 
on Policies for Distributed Systems and Networks. 
Improving the Specification and Analysis of Privacy Policies - The RSLingo4Privacy Approach
347
A Naked Objects based Framework for Developing Android Business
Applications
Fabiano Freitas and Paulo Henrique M. Maia
Academic Master in Computer Science, State University of Ceara, Fortaleza, Brazil
fabiano.gadelha.freitas@gmail.com, pauloh.maia@uece.br
Keywords: Naked Objects, Framework, Android Application.
Abstract: Naked Objects is an architectural pattern in which the business objects are handled directly in the user interface.
In this pattern, developers are responsible only for the creation of business classes and do not need to concern
with the implementation of the other layers. Although used in several frameworks for making the development
of web and desktop systems faster, there is still a lack of tools that add the benefits of that pattern to the creation
of Android applications. This paper introduces JustBusiness, a Naked Objects based framework that aims at
supporting the creation of Android applications through automatic generation of user interfaces and persistence
code from mapping the business classes. Two case studies that describe how the framework was used and its
evaluation are also provided.
1 INTRODUCTION
The attention that the Android platform has gained
over the recent years has resulted in an increasing
demand for applications, a situation justified by the
growth of the Android community. According to data
from Net Marketshare 1 for March 2015, Android is
the most widely used platform on the planet, with a
percentage of 47.51%, reaching more than a billion
mobile devices among smartphones and tablets.
To answer the market demands, developers and
companies are increasingly using frameworks and li-
braries that can ease the development of applications,
thus helping to boost productivity. Among these, we
can cite Ormlite (ICE, 2015c), a framework to sim-
plify the access and communication between the An-
droid application and the SQLite database, and Robo-
letric (ICE, 2010c), a framework to facilitate testing
Android applications.
Although useful, those frameworks do not solve or
mitigate one of the main application development bot-
tlenecks, which is the creation of user interfaces (UIs)
and CRUD (create, read, update and delete) code for
business objects, since they do not provide automatic
generation mechanisms of those artifacts. That task is
already commonly performed to web (Milosavljevic´
et al., 2003) and desktop systems (da Cruz and Faria,
2010). According to Pawson (Pawson, 2004), the de-
1https://www.netmarketshare.com
velopment of user interfaces is, most of the times, the
task responsible for a significant proportion of all the
effort involved in developing an interactive business
system due to not only the complexity of coding, but
also to the time spent with the presentation details.
As a result, the developer must manually build each
of those interfaces and CRUD code, which is a tiring,
time consuming and error prone task. Moreover, if
the user wants to migrate an existing application from
another platform, he/she may have difficult on reusing
the business classes code, which implies in a rework
to create them on the Android platform.
To fill that gap, this paper presents JustBusiness2,
a framework for developing Android business appli-
cations that provides automatic generation of user in-
terfaces and CRUD code from information obtained
from the object-user interface mapping of the business
classes. For that, the framework implements the archi-
tectural pattern Naked Objects (Pawson and Matthews,
2001) (Pawson, 2004), in which the main applica-
tion parts (the domain objects) are displayed in the
interface and the user can manipulate them directly
by using those objects’ methods. With JustBusiness,
the developer is only responsible for implementing
the business classes, while the framework performs
the heavy task of generation and configuration of all
necessary classes and files for running an Android
2Download available at https://jbframework.
wordpress.com
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application.
The rest of this paper is divided as follow: section
2 explains the main concepts of Naked Objects, while
the related work are discussed in Section 3. Section
4 presents the JustBusiness framework, describing its
architecture and key features. In Section 5, two case
studies describing the implementation of the frame-
work and its evaluation are shown. Finally, Section 6
presents the conclusions and future work.
2 NAKED OBJECTS
The Naked Objects pattern is an object-oriented ap-
proach where the domain objects are exposed in the
user interface, and the user has the power to manipu-
late them directly by performing invocations of meth-
ods implemented by those objects (Pawson, 2004). In
that approach, the code of all classes must respect
the object behavioral completeness, one of the most
important principles of the object-oriented paradigm
and that states that objects must fully implement what
they represent (Pawson and Matthews, 2002) (Pawson,
2004) (Raja and Lakshmanan, 2010). The applica-
tion of that pattern removes from the programmer the
need for implementing user interface or security and
persistence mechanisms, making him/her responsible
only for creating the application domain objects, which
must implement all behavior they propose to represent
completely.
According to Raja and Lakshmanan (Raja and
Lakshmanan, 2010), the Naked Objects approach has
three principles that characterize the pattern: (i) the
whole business logic should be encapsulated by busi-
ness objects; (ii) the user interface should reflect the
business objects; and (iii) the user interface generation
should be automated from the domain objects. Also
according to the authors, those principles boost the
software development cycle, ease the requirements
analysis, bring greater agility and produce more effi-
cient user interfaces.
Naked Objects is an alternative to 4-layers (presen-
tation, control, domain and persistence) architectural
pattern. It uses a ratio 1:1 between elements of differ-
ent layers, where for each domain object there exists
only one match in the other layers, while in the 4-layers
pattern there may be more complex mappings between
the layers (Brandao et al., 2012). The comparison
between the two architectural patterns is illustrated in
Figure 1.
In (Pawson and Wade, 2003), Pawson and Wade
conducted a study about using Naked Objects in an
agile software development process. Among the found
benefits, the authors point out that the approach foster
Figure 1: 4-layers (left) and Naked Objects (right) architec-
tural patterns (Pawson, 2004).
the concept of exploration phase, in which users and/or
customers, along with the development team, perform
the UI prototyping simultaneously to the business ob-
jects modeling activity.
3 RELATED WORK
There are several frameworks and tools that promote
the development of Naked Objects-based systems. We
can highlight the following ones.
1. Naked Objects Framework (ICE, 2015a): one of
the pioneer tools. It was developed in Java and
used the concept of reflection, which was consid-
ered one of the main factors that influenced the
choice of the programming language, according to
its creator. It is focused on assisting the web and
desktop application development.
2. Naked Objects MVC (ICE, 2015b): built upon the
Microsoft ASP.NET platform, it aims at creating
web applications, providing full-generation of user
interfaces using ASP.NET MVC.
3. Apache Isis (ICE, 2010a): an open source frame-
work implemented and focused on Java platform
for rapid development of web applications. The
Java reflection feature is used along with annota-
tions, with which the programmer makes configu-
ration specifications in the domain objects that will
be treated by the framework. With this, Isis is re-
sponsible for managing the user interface, security
and data persistence resources.
4. JMatter (ICE, 2008): a Java open source project
that implements the Naked Objects pattern using,
among other resources, Swing and Hibernate. It
aims at helping the development of Java web appli-
cations by implementing their necessary infrastruc-
ture, including all CRUD structures, persistence
and search mechanisms. As well as other similar
frameworks, JMatter supports the UI automatic
generation at runtime.
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5. Entities (ICE, 2013a): framework implemented in
Java to help developing web applications. One of
its main benefits is the possibility of generation of
customizable interfaces to the application through
an object-user interface mapping. The generated
interfaces can be customized through the annota-
tions in the domain classes.
6. Isis Android Viewer (ICE, 2013b): this framework
is not a tool to assist the development of Naked
Objects-based applications, but rather an Android
project to communicate to a web application de-
veloped with the Apache Isis framework. An Isis
Android Viewer application creates representations
of both user interface and persistence based on the
domain objects present in the web application.
7. Naked Object for Android (ICE, 2010b): Accord-
ing to the tool’s website, this is the first framework
implemented to accelerate the Android application
development using the Naked Objects principles.
The tool, unlike the previous ones, does not support
automatic generation of user interfaces nor persis-
tence mechanisms. Currently it is not working, and
there has not been recent updates nor maintenance
activities.
An extension of the Naked Objects framework us-
ing annotations to allow the manipulation of higher-
level abstractions, such as specialization of object re-
lationships, is proposed by Broinizi et al in (Broinizi
et al., 2008). According to the authors, using that ap-
proach to validate requirements brings as benefits the
reduction of conceptual specification problems, like
a weak identification of requirements, decreases the
distance between domain and project experts, and al-
lows the simultaneous exploration of conceptual data
design and system requirements.
Keranen and Abrahamsson present in (Keranen
and Abrahamsson, 2005) a study that compared two
mobile development projects of the same mobile ap-
plication for Java ME platform, where the first one
used the traditional development, while the second
one was developed using the Naked Objects Frame-
work (NOF). As a result, there was a reduction of 79%
in application code and 91% in interface code for the
application with NOF. Despite those benefits, the au-
thors concluded that NOF is still not mature enough to
develop mobile applications.
Model-driven approaches for the creation and man-
agement of user interfaces, in which the software
engineer develops the project of the system concep-
tual models from object oriented meta-models, are
described in (Milosavljevic´ et al., 2003) and (da Cruz
and Faria, 2010). By applying pre-defined mapping
rules, it performs the refinement and transformation
of conceptual models, generating user interface and
CRUD code from meta-models automatically.
All aforementioned approaches and tools do not
support development for current mobile platforms, but
rather only for web or desktop ones. Although the
approaches proposed in (Keranen and Abrahamsson,
2005) and (Nilsson, 2009) use Naked Objects, they
were designed for obsolete mobile platforms. Regard-
ing the Android platform, the only found work was
the Naked Objects for Android, but it has been discon-
tinued. The framework proposed in this paper aims
at bringing the benefits of Naked Objects to Android
developers.
4 JustBusiness
JustBusiness is a framework based on the Naked Ob-
jects architectural pattern that provides support for the
development of object-oriented business applications
in the Android platform and that simplifies the mi-
gration of applications from other platforms, such as
web ans desktop, to that mobile one. Like in other
existing Naked Objects-based frameworks, such as the
Naked Objects Framework, Apache Isis, JMatter and
Entities, JustBusiness exposes the domain objects in
the user interface, allowing users to manipulate them
directly via invocations of methods implemented by
those objects. Furthermore, it also removes from the
programmer the responsibility of building user inter-
faces and persistence mechanisms, since it supports
the automatic generation of those artifacts.
Besides being used for development and migration
of business applications for the Android platform, Just-
Business can be used in the generation of the initial
skeleton of the application. By providing automatic
code generation, the developer can give up from using
JustBusiness at any time in the development applica-
tion process without the loss of source code that has
already been produced.
More details about the JustBusiness framework are
shown in the following sections.
4.1 Architecture
The framework has in its class structure, the abstract
superclass JBEntity, which must be specialized by all
business classes of the application project. The JBEn-
tity class has no attributes and contains only two meth-
ods: toPrimaryDescription and toSecondaryDescrip-
tion, which must be implemented by its subclasses, as
shown in Figure 2.
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Figure 2: Extending the superclass JBEntity.
Those methods provide information about the ob-
ject in the user interface, focusing on list screens (Lis-
tActivities). By default, the list of cells that are used
by ListActivities has one or two fields to display in-
formation, as shown in Figure 3. Instead of using a
single toString method, the structure with two methods
supports more details in the interface, as well as the
use of the two types of basic standard Android cells.
Figure 3: Listing cell standard Android platform.
The business classes should be implemented in a
simplified way using a standard constructor, private
attributes, and its respective get and set methods. The
structure of the business classes is similar to a POJO
(Plain Old Java Object) class, but differs from it be-
cause they extend the JBEntity superclass and use pre-
defined notes in its construction.
JustBusiness uses a processor that analyzes, at com-
pile time, each annotation used in the configuration of
the business classes. Information obtained from the
processing are stored in a data dictionary that contains
all the information of classes, enumerations, attributes,
methods and mapped parameters. When a "clean and
rebuild" action is performed in the project, the saved
information in the data dictionary are processed by
code generators, which are responsible for creating
and configuring all the needed files to deploy the ap-
plication and run the project.
For each business class in the project, at least 25
files are created, as illustrated by Figure 4. Those files
consist of control and data access classes and resource
files, which are divided into layout and menu. For
each of those files, there is a code generator that en-
codes them based on information obtained from the
annotations. In addition, JustBusiness also creates a
Figure 4: Structure of generated files to the business classes.
set of classes and resource files, based on informa-
tion from annotations and business classes, for project
organization and execution.
From the mapped information, three control classes
are created to support the business application initial
screen, which brings the list of entities contained in the
application. The dimension and styles resource files are
modified, bringing general information for dimensions
and layout styles, respectively, while the strings file is
modified to store all text content that will be used in the
application. Furthermore, the persistence file, which
contains persistence settings to access the database,
is created. Finally, the AndroidManifest file is also
altered.
For each new file creation or existing project file
update, there is a code generator associated. The struc-
ture of project files generated or updated is shown in
Figure 5.
4.2 Main Features
JustBusiness provides a set of annotations to enable
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Figure 5: Structure of generated or changed project files.
the mapping information and to configure the business
classes. Through those annotations, the programmer
can detail information ranging from presentation set-
tings in the UI to data persistence parameters.
In addition to the annotations feature, the frame-
work uses a code generation mechanism that consists
of a set of classes that, using information obtained
from the mapping, generate automatically classes, re-
sources and settings required for the production of an
Android application.
4.2.1 Annotations
In order to configure and map information in the busi-
ness classes, two sets of annotations have been defined:
one for user interface and the other one for persistence.
The former aims at providing details of the visual set-
tings, while the latter details information for the object-
relational mapping. The information and values passed
through those annotations provide a greater level of
detail about the mapped elements.
Annotations for User Interface. A single class,
with its attributes and methods, does not have all nec-
essary information for the complete generation of a
graphical interface. To fill this gap, JustBusiness pro-
vides a set of annotations that allows the programmer
to inform the missing information needed to perform
that task.
Using the annotations, it is possible to define
settings such as the business classes that will be
recognized by the framework, the attributes that will
be displayed on the screen and in which order, and
the methods that will be available in the interface.
JustBusiness uses the annotations @Entity, @At-
tribute, @Action, @Parameter and @Enumeration
to identify and configure the classes, attributes,
methods, parameters from methods and enumerations,
respectively. Those annotations are detailed in Table 1.
Annotations for Persistence. The Android mobile
platform, by default, uses the SQLite database, a very
simple and limited database. One of its main limita-
tions refers to the few supported data types (only INTE-
GER, TEXT, NONE, REAL and NUMERIC). Another
important factor that should be considered is that the
Android platform does not support the Java Persistence
API (JPA) and does not recognize the javax.persistence
package, which consists of a set of annotations and
other classes aimed at mapping persistence informa-
tion.
Given those limitations, JustBusiness has added
some persistence features to provide object-relational
mapping between business classes and SQLite
database tables. For this, a set of annotations, inspired
on the javax.persistence annotations, has been defined.
Furthermore, the framework provides a mechanism
for creating tables and SQLite database access from
the information mapped with those persistence annota-
tions. The set of annotations used for data persistence
is listed in Table 2.
4.2.2 Automatic Code Generation
The framework supports the automatic generation of
all necessary infrastructure for an Android application,
including classes and user interface resources, and the
SQLite database and data access classes. The program-
mer is responsible only for implementing the business
classes and configuring them to use the framework.
The code generation occurs at compile time, since, at
that moment, interface classes and resource files are
created, and some project configuration files, such as
the AndroidManifest, are modified to incorporate the
changes made by the framework.
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Table 1: Annotations for User Interface.
Annotation Description
@Entity
Describes and configures the
classes that will be recognized by
the JustBusiness.
Parameters:
label - Name that will be
displayed for the entity
collectionLabel - Plural name
for the entity
icon - Name of the image to be
used as icon by the entity.






name - Name that will be
displayed for the attribute
order - Order in which
the attribute is shown
in the user interface
views - Screens in which the
attribute is displayed.
It can be used more than
one value.










name - Name that will be
displayed for the method
order - Order in which
the method is shown in menu
@Parameter
Describes and configures
parameters of class methods.
Parâmetros:
name - Name that will be
displayed for the parameter
order - Order of the parameter
in the form
@Enumeration Describes enumerations.
User Interface Code Generation. Through the in-
formation obtained from the mapping of classes, at-
tributes, relationships, and methods using the afore-
mentioned notes, the framework generates the whole
user interface mechanism.
Table 2: Annotations for Persistence.
Annotation Description
@Table Identifies a class and sets itas a table in the database.
@Id Identifies an attribute as a keyin the table.
@Column
Identifies and configures an
attribute as a column in the
table.
@JoinColumn
Identifies and configures a
column as an attribute
to perform a join operation
with another table.
@Transient Identifies an attribute that isnot mapped in the table.
@OneToMany Identifies and configures anattribute as a 1:N relationship.
@OneToOne Identifies and configures anattribute as a 1:1 relationship.
@ManyToOne Identifies and configures anattribute as a N:1 relationship.
@ManyToMany Identifies and configures anattribute as a N:M relationship.
@JoinTable
Identifies and configures an
attribute as a column for the
operation join with another
table.
@Enumerated Identifies an attribute as anenumeration.
@Temporal Sets an attribute that storestemporal information.
For each business class, the framework constructs
the interfaces for inserting, editing, detailing and
searching information as forms, where the components
associated with each class attribute are arranged on
the screen in a single vertical column according to the
sequence determined by the developer in the business
class. Those components can be enabled or disabled
on the interface by setting the @Attribute annotation
in the business class.
According to the Naked Objects pattern, changes
are made exclusively in the business model, so the de-
veloper does not need to modify the interfaces directly.
Therefore, in a project using JustBusiness, changes
occur only in the business classes and, to incorporate
that modifications in the project, the programmer only
needs to recompile it, thus increasing the application’s
maintenance and evolution level.
Persistence Code Generation. By mapping the
classes and their attributes and relationships using the
proposed annotations, the framework generates the en-
tire SQLite database automatically, including tables
and keys. In addition, for each mapped class in the
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project, the framework automatically generates a data
access class using the Data Access Object (DAO) pat-
tern.
Project Files Configuration. In addition to generat-
ing the control classes (Activities) and interface layout
files, JustBusiness is also responsible for modifying
the project configuration files, such as the Android-
Manifest, which should be modified at compile time
so that the project can identify all control classes that
have been added, as well as receive information such
as nomenclature and application icon. Besides the An-
droidManifest, the resource files strings, dimens and
styles are also modified.
Internationalization. The textual information
mapped by the programmer using the annotations in
business classes are compiled and stored in the strings
resource file, which contains the words used within
the application context. By using this approach, the
application can be easily adapted to support a new
language or dialect further.
4.3 Setting Up a Project with
JustBusiness
To use the JustBusiness framework in an Android
project, it is necessary to follow the steps depicted
in Figure 6. As JustBusiness was designed, initially, to
be used with Eclipse, we consider the use of that IDE
to perform the following steps.
Figure 6: Flowchart for the use of JustBusiness.
Firstly, the developer must create an empty An-
droid project and then configure it to recognize the
framework. The project configuration consists of two
activities: adding the framework to the project libraries
and configuring JustBusiness as an annotation proces-
sor in the project properties.
The next step consists of implementing the busi-
ness classes, which must inherit the JBEntity super-
class and override its abstract methods. Subsequently,
the business classes must be consistently annotated
with annotations provided by the framework in order
to build the interface and persistence mechanisms.
Finally, the project should be cleaned and rebuilt,
since the code generation occurs at compile time. After
that, the project is ready to be executed. If a new
change in a business class is carried out, the developer
must verify whether it is necessary to reconfigure the
classes using the annotations and, if so, repeat the
project clean and rebuild step.
5 CASE STUDY
To demonstrate the use of JustBusiness, a case study
that consisted of the development of an application
for request and approval of service overtime, as
used in (Brandao et al., 2012), was carried out. The
scenario starts with the employee requesting a service
overtime, stating the justification and the initial
and final date. The requests are firstly reviewed by
the supervisor, who can either authorize or reject
them. The authorized requests will be reviewed by
the Human Resources (HR) sector to calculate and
approve the payment of the hours. If HR has some
questions, the request may return to the supervisor.
Figure 7 is the resulting class diagram of the proposed
case study.
Figure 7: Class diagram. Source: (Brandao et al., 2012).
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5.1 Applying JustBusiness to the
Described Scenario
To use JustBusiness, the developer needs to implement
only the business classes with their attributes, methods
and relationships. He/she should firstly identify which
business model elements are classes and which ones
are enumerations, since there is a different treatment
for each one. Classes must specialize the superclass
JBEntity, have a default constructor with no arguments,
get and set methods for each attribute, and must be
mapped with the annotations @Entity and @Table.
Enumerations should only be mapped with the anno-
tations @Enumeration and @Table. Listing 1 shows
part of the Overtime class source code. For the sake
of simplicity, some details like gets and sets, as well
as of some attributes and methods settings have been
omitted.
In line 1 the @Entity annotation is used to indicate
that Overtime class will be recognized by JustBusiness
as a business class. Using it, the developer should
inform the class label, that corresponds to the class
name, and the collectionLabel, which is equivalent to
the class plural name. In line 2, the @Table annotation
is used to create the overtime table, whose name was
informed in the name parameter, and to create the DAO
classes with the SQL queries.
After, in line 4, the @Id annotation is used to in-
dicate that the attribute id is a key in the overtime
table. The @Column annotation determines, in line 5,
that the id attribute correspond to the id_overtime col-
umn in the table. In line 6, the @Attribute annotation
specifies that an element should be recognized as an
attribute with label Identifier, has order 1, i.e., it will
be first element on screen, and will appear just in the
detail view in the user interface.
Then, in line 9, the @ManyToOne annotation spec-
ifies that an attribute represents a relationship N:1 with
the Employee class, mapped through the targetEntity
parameter. In the next line, the @JoinColumn annota-
tion informs that an attribute will perform a join opera-
tion through the id_employee with the table mapped by
the Employee class. In line 11, the @Attribute annota-
tion specifies that an element should be recognized as
an attribute with label Employee, has order 2, i.e., it
will be second element on screen, and will appear in
all views in the user interface.
Finally, the maps relating to methods approve and
pay can be seen in the lines 24 and 29, respectively.
The @Action annotation is used to identify a method
that will be available for the user. The name parameter
value is the title of the button that calls the method,
while the order parameter specifies the position in the
menu where the method appears.
1 @Enti ty ( l a b e l =" Over t ime " , c o l l e c t i o n L a b e l =" Over t imes " )
2 @Table ( name=" o v e r t i m e " )
3 p u b l i c c l a s s Over t ime e x t e n d s J B E n t i t y {
4 @Id
5 @Column ( name=" i d _ o v e r t i m e " , n u l l a b l e = f a l s e , un iq ue =
t r u e )
6 @ A t t r i b u t e ( name=" I d e n t i f i e r " , o r d e r =1 , v iews ={KindView
. DETAIL } )
7 I n t e g e r i d ;
8
9 @ManyToOne ( t a r g e t E n t i t y =" b u s i n e s s . Employee " )
10 @JoinColumn ( name=" id_employee " , n u l l a b l e = f a l s e , u n iq ue
= f a l s e )
11 @ A t t r i b u t e ( name=" Employee " , o r d e r =2 , v iews ={KindView .
ALL} )
12 Employee employee ;
13
14 / / A n n o t a t i o n s o m i t t e d
15 Date b e g i n n i n g ;
16 Date en d i n g ;
17 S t r i n g d e s c r i p t i o n ;
18 S t r i n g remark ;
19 S t a t u s s t a t u s = S t a t u s . WAITING_FOR_APPROVAL ;
20
21 / / G e t t e r s and S e t t e r s o m i t t e d
22 / / t o P r i m a r y D e s c r i p t i o n and t o S e c u n d a r y D e s c r i p t i o n
methods o m i t t e d
23
24 @Action ( name=" Approve " , o r d e r =1)
25 p u b l i c vo id approve ( ) {
26 s t a t u s . app rove ( t h i s ) ;
27 }
28
29 @Action ( name=" Pay " , o r d e r =2)
30 p u b l i c vo id pay ( ) {
31 s t a t u s . pay ( t h i s ) ;
32 }
33
34 / / Othe r methods o m i t t e d
35 }
Listing 1: Source Code of Overtime Class.
Listing 2 shows the simplified source code of the
Employee class. Like the Overtime class, for simplic-
ity, some details like gets and sets, as well as some
attributes and methods settings have been omitted. To
avoid repetition, only the annotations that have not
been used in the the Overtime class will be explained.
In line 15, the @ManyToMany annotation specifies
that an attribute represents a relationship N:N with
the Role enumeration, mapped through the parameter
targetEntity. In the next line, the @JoinTable annota-
tion informs that the roles attribute will perform a join
operation with the table mapped by the Role enumera-
tion (shown in Listing 4) using the intermediate table
employee_role.
1 @Enti ty ( l a b e l =" Employee " , c o l l e c t i o n L a b e l =" Employees " )
2 @Table ( name=" employee " )
3 p u b l i c c l a s s Employee e x t e n d s J B E n t i t y {
4 @Id
5 @Column ( name=" id_employee " , n u l l a b l e = f a l s e , un iq ue =
t r u e )
6 @ A t t r i b u t e ( name=" I d e n t i f i e r " , o r d e r =1 , v iews ={KindView
. DETAIL } )
7 I n t e g e r i d ;
8
9 / / A n n o t a t i o n s o m i t t e d
10 S t r i n g name ;
11 S t r i n g username ;
12 S t r i n g password ;
13 L i s t <Overt ime > o v e r t i m e s ;
14
15 @ManyToMany( t a r g e t E n t i t y =" b u s i n e s s . Role " )
16 @JoinTable ( name=" e m p l o y e e _ r o l e " ,
17 jo inColumns ={@JoinColumn ( name=" id_employee " ,
18 referencedColumnName=" id_employee " ) } ,
19 i n v e r s e J o i n C o l u m n s ={@JoinColumn ( name=" i d " ,
20 referencedColumnName=" i d _ r o l e " ) } )
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21 @ A t t r i b u t e ( name=" Roles " , o r d e r =5 , v iews ={KindView . ALL
} )
22 L i s t <Role > r o l e s ;
23
24 / / G e t t e r s and S e t t e r s o m i t t e d
25 / / t o P r i m a r y D e s c r i p t i o n and t o S e c u n d a r y D e s c r i p t i o n
methods o m i t t e d
26
27 @Action ( name=" Login " , o r d e r =1)
28 p u b l i c S t r i n g l o g i n ( ) {
29 r e t u r n n u l l ;
30 }
31
32 @Action ( name=" Logout " , o r d e r =2)
33 p u b l i c S t r i n g l o g o u t ( ) {
34 r e t u r n n u l l ;
35 }
36 }
Listing 2: Source Code of Employee Class.
As previously mentioned, the enumerations are
identified and configured differently of the classes
since they consist of limited entities with a structure
already set. Listings 3 and 4 show the definition of the
enumerations Status and Role, respectively. In both
source codes, the @Enumeration annotation, in line 1,
is used to identify the enumerations that will be recog-
nized by JustBusiness, while the @Table annotation is
used in line 2 to create a table in the database whose
name will be the value of the name parameter.
1 @Enumeration
2 @Table ( name=" s t a t u s " )
3 p u b l i c enum S t a t u s {
4 WAITING_FOR_APPROVAL{
5 p u b l i c vo id approve ( Over t ime o v e r t i m e ) {
6 o v e r t i m e . s e t S t a t u s (WAITING_FOR_PAYMENT) ;
7 }
8 p u b l i c vo id pay ( Over t ime o v e r t i m e ) {
9 / / Donoth ing
10 }
11 p u b l i c vo id r e j e c t ( Over t ime o v e r t i m e ) {
12 o v e r t i m e . s e t S t a t u s (CANCELED) ;
13 }
14 p u b l i c vo id r e v e r t ( Over t ime o v e r t i m e ) {
15 / / Donoth ing
16 }
17 } ,
18 WAITING_FOR_PAYMENT {} ,
19 PAID {} ,
20 CANCELED{ } ;
21
22 p u b l i c a b s t r a c t vo id approve ( Over t ime o v e r t i m e ) ;
23 p u b l i c a b s t r a c t vo id pay ( Over t ime o v e r t i m e ) ;
24 p u b l i c a b s t r a c t vo id r e j e c t ( Over t ime o v e r t i m e ) ;
25 p u b l i c a b s t r a c t vo id r e v e r t ( Over t ime o v e r t i m e ) ;
26
27 @Override
28 p u b l i c S t r i n g t o S t r i n g ( ) {
29 r e t u r n t h i s . name ( ) ;
30 }
31 }
Listing 3: Source Code of Status Enumeration.
1 @Enumeration
2 @Table ( name=" r o l e " )






Listing 4: Source Code of Role Enumeration.
Figure 8 displays the user interfaces for inserting
and detailing the automatically generated information
for the Overtime class from the information mapped in
the class code, as shown in Listing 1. Figure 9 shows
the user interfaces for the search operation and search
result listing by type Overtime objects. Figure 10
displays the screen that contains the list of all objects
of type Overtime. From that screen, the user can access
the individual objects and perform operations on them.
Figure 8: Entry and detail screens of object from type Over-
time.
Figure 9: Search and result list screens of objects from type
Overtime.
5.2 Evaluation
To assess the benefits of using JustBusiness framework,
two comparative experiments have been conducted.
For the first analysis, we developed two projects of the
same Android application based on the scenario de-
scribed in the previous detailed case study: the first one
using the traditional development model, i.e., without
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Figure 10: Listing screen of objects from type Overtime
JustBusiness framework, while the second one using
the framework. This assessment included a single pro-
grammer, who developed the two projects: initially
the one without the framework and, subsequently, the
other one using JustBusiness.
At the end of the implementation of the two
projects, it was found that the project developed with
JustBusiness achieved a reduction of approximately
96% of development time, 91% of written lines of code
and 94% of files created by the developer. Compara-
tive data for the two developed projects are detailed in
Table 3.
Table 3: Comparative analysis of JustBusiness and the Tra-
ditional Development.
Type of Development JustBusiness Traditional






the Project 66 66
To try to get around one of the threats to the validity
of that experiment, in which only one developer was
used, the second experiment consisted of another case
study, this time involving 4 developers, all with one
or two years of experience in Android development.
Their task was to implement, with and without the
framework, a simple project involving three business
classes, shown in the diagram of Figure 11.
In this case study, each developer has implemented
both projects individually, i.e., there was no collabo-
ration among them in any project. As in the first ex-
periment, each developer first implemented the project
without using JustBusiness and, after, using it.
At the end of the second case study, it was observed
that, on average, the project developed with JustBusi-
ness decreased approximately 93% of development
time, 93% of written lines of code and 96% of files cre-
ated by the developer, corroborating the results of the
Figure 11: Class Diagram of the Second Case Study.
previous experiment that indicated gains in productiv-
ity when the framework was used. Comparative data
for the two developed projects are detailed in Table 4,
where the values represent the arithmetic averages of
the individual values for each developer.
Table 4: Comparative analysis of JustBusiness and the Tra-
ditional Development of the Second Case Study.
Type of Development JustBusiness Traditional
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Finally, we identify as other threats to the validity
of the experiments the developers’ knowledge level
in the Android platform and the difficulty level of the
developed projects. Although those factors possibly
would imply changes in the values of the items evalu-
ated for each developer, particularly the development
time and written lines of code, we believe that the
resulting values for the projects that used the frame-
work will be even lower than the ones obtained by the
projects without the framework due to the difference in
the number of files generated for both cases. We intend
to conduct other case studies to prove that hypothesis.
6 CONCLUSION AND FUTURE
WORK
This work presented JustBusiness, a framework for
developing Android business applications using the
Naked Objects architectural pattern. The main ben-
efit of the framework is the automatic generation of
user interfaces and CRUD code, thus accelerating the
Android application development. Two case studies
have been carried out and demonstrated that the use of
A Naked Objects based Framework for Developing Android Business Applications
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the framework promotes a gain in productivity, since
it reduces the development time and the number of
lines of code and files generated by developers, when
compared to solutions that have not used JustBusiness.
Despite its advantages, the framework has some
limitations, such as the support to only local data per-
sistence in SQLite database and the lack of customiza-
tion in the interfaces that were generated automatically.
As future work, we intend to add model-driven
developement techniques to the code generation task
and provide support for other data types, like images
and videos, and other data persistence mechanisms,
such as XML and JSON. Additionally, it is intended
to introduce validation mechanisms for forms compo-
nents. Finally, we plan to conduct a study to improve
the usability of the generated interfaces.
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Abstract: Cloud computing is a recent trend of technology that aims to provide unlimited, on-demand, elastic computing
and data storage resources. In this context, cloud services decrease the need for local data storage and the
infrastructure costs. However, hosting confidential data at a cloud storage service requires the transfer of
control of the data to a semi-trusted external provider. Therefore, data confidentiality is the top concern from
the cloud issues list. Recently, three main approaches have been introduced to ensure data confidentiality in
cloud services: data encryption; combination of encryption and fragmentation; and fragmentation. In this
paper, we present i-OBJECT, a new approach to preserve data confidentiality in cloud services. The proposed
mechanism uses information decomposition to split data into unrecognizable parts and store them in different
cloud service providers. Besides, i-OBJECT is a flexible mechanism since it can be used alone or together
with other previously approaches in order to increase the data confidentiality level. Thus, a user may trade
performance or data utility for a potential increase in the degree of data confidentiality. Experimental results
show the potential efficiency of the proposed approach.
1 INTRODUCTION
Cloud Computing moves the application software and
databases to large data centers, where data manage-
ment may not be sufficiently trustworthy. Cloud stor-
age is an increasingly popular class of services for
archiving, backup and sharing data. There is an im-
portant cost-benefit relation for individuals and small
organizations in storing their data using cloud stor-
age services and delegating to them the responsibil-
ity of data storage and management (Ciriani et al.,
2009). Despite the big business and technical advan-
tages of the cloud storage services, the data confiden-
tiality concern has been one of the major hurdles pre-
venting its widespread adoption.
The concept of privacy varies widely among coun-
tries, cultures and jurisdictions. So, a concise defini-
tion is elusive if not impossible (Clarke, 1999). For
the purposes of this discussion, privacy is “the claim
of individuals, groups or institutions to determine for
themselves when, how and to what extent the infor-
mation about them is communicated to others” (Ca-
menisch et al., 2011). Privacy protects access to the
person, whereas confidentiality protects access to the
data. So, confidentiality is the assurance that cer-
tain information that may include a subject’s iden-
tity, health, lifestyle information or a sponsor’s pro-
prietary information would not be disclosed without
permission from the subject (or sponsor). When deal-
ing with cloud environments, confidentiality implies
that a customer’s data and computation tasks are to
be kept confidential from both the cloud provider and
other customers (Zhifeng and Yang, 2013).
Recently, three main approaches have been intro-
duced to ensure the data confidentiality in cloud en-
vironments: a) data encryption, b) combination of
encryption and fragmentation (Ciriani et al., 2010),
and c) fragmentation (Ciriani et al., 2009). How-
ever, in this context, it is in fact crucial to guaran-
tee a proper balance between data confidentiality, on
one hand, and other properties, such as, data utility,
query execution overhead, and performance on the
other hand (Samarati and di Vimercati, 2010; Joseph
et al., 2013).
The first approach, denoted by data encryption,
consists in encrypting all the data collections. This
technique is adopted in the database outsourcing sce-
nario (Ciriani et al., 2010). Actually, encryption al-
gorithms presents increasingly lower costs. Cryptog-
raphy becomes an inexpensive tool that supports the
protection of confidentiality when storing or commu-
nicating data (Ciriani et al., 2010). However, deal-
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ing with encrypted data may make query processing
more expensive (Ciriani et al., 2009; Ciriani et al.,
2010). Some techniques have been proposed to en-
abling the execution of queries directly on encrypted
data (remember that confidentiality demands that data
decryption must be possible only at the client side)
(Samarati and di Vimercati, 2010). These techniques
associate with encrypted data indexing information
on which queries can be executed. The mainly chal-
lenger for indexing methods is the trade off between
precision and privacy: more precise indexes provide
more efficient query execution but a greater exposure
to possible privacy violations (Ceselli et al., 2005;
Samarati and di Vimercati, 2010). Besides, the so-
lutions based on an extensive use of encryption suffer
from significant consequences due to loss of keys. In
the real scenarios, key management, particularly the
operations at the human side, is a hard and delicate
process (Samarati and di Vimercati, 2010).
The second approach, called combination of en-
cryption and fragmentation, uses encryption together
with data fragmentation. It applies encryption only on
the sensitive attributes and splits the attributes with
sensitive association into several fragments, which
are stored by different cloud storage services (Ciri-
ani et al., 2010). In other words, sensitive associa-
tion constraints are solved via fragmentation, and en-
cryption is limited to those attributes that are sensitive
by themselves. Thus, a single cloud service provider
cannot join these fragments for responding queries.
Therefore, these techniques must also be accompa-
nied by proper query transformation techniques defin-
ing how queries on the original data are translated into
queries on the fragmented data. Besides, splitting the
attributes with sensitive association into some frag-
ment is a NP-hard problem (Samarati and di Vimer-
cati, 2010; Joseph et al., 2013).
The third approach, denoted by fragmentation,
does not use cryptography. In this approach, the sen-
sitive attributes remains under the client’s custody
while the attributes with sensitive association are split
into several fragments, which are stored by differ-
ent cloud storage services (Ciriani et al., 2009). It
is important to note that this approach has the same
drawbacks discussed previously (for the combination
of encryption and fragmentation approach) regarding
to query execution (Samarati and di Vimercati, 2010;
Joseph et al., 2013).
In this paper, we present i-OBJECT, a new ap-
proach to preserve data confidentiality in cloud stor-
age services. The science behind i-OBJECT uses con-
cepts of the Hegel’s Doctrine of Being. The pro-
posed approach is based on the information decompo-
sition to split data into unrecognizable parts and store
them in different cloud service providers. Besides, i-
OBJECT is a flexible mechanism since it can be used
alone or together with other previously approaches in
order to increase the data confidentiality level. Thus,
a user may trade performance or data utility for a po-
tential increase in the degree of data confidentiality.
Experimental results show the potential efficiency of
the i-OBJECT.
The remain of this paper is organized as follows.
Section 2 presents the proposed approach, called i-
OBJECT. Experimental results are presented in Sec-
tion 3. Next, Section 4 addresses related works. Fi-





The proposed approach for ensuring data confidentia-
lity in cloud environments, denoted i-OBJECT, was
designed for transactional data. In this environments,
reads are much more frequent than write operations.
Thus, i-OBJECT needs to be fast to decompose a
file and much faster to recompose a file stored in the
cloud.
The i-OBJECT approach was inspired by the Ger-
man philosopher Hegel’s work, according to which an
object has three fundamental characteristics (Hegel,
1991): quality, quantity and measure. From this idea,
we developed the concept of information object (see
Definition 1). From this concept, we have developed
the processes to: i) fragment a file in a sequence of
information objects and ii) decompose each informa-
tion object in its properties (quality, quantity and mea-
sure).
The i-OBJECT approach has three phases: data
fragmentation, decomposition and dispersion, which
will be discussed later. Figure 1 shows an overview
of the the i-OBJECT approach.
2.1 The Fragmentation Phase
In the fragmentation phase, the basic idea consists in
split an input file F in a sequence of n information
objects (see Definition 1). Then, we can represent a
file F as an ordered set {iOb j1, iOb j2, · · · , iOb jn} of
i-OBJECTs.
Definition 1 (i-OBJECT). An information object, i-
OBJECT for short, is a piece of 256 sequential bytes
from a file. 
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Figure 1: i-OBJECT Approach Overview.
2.2 The Decomposition Phase
The decomposition phase receives as input a file
F, represented as an ordered set {iOb j1, iOb j2, · · · ,
iOb jn} of i-OBJECTs, and using the Hegel’s the-
ory (Hegel, 1991), according to which an object has
three fundamental characteristics (quality, quantity
and measure), decomposes F in three files: Fq.bin,
Fs.bin and Fm.bin, which represent, respectively, F’s
quality, quantity and measure.
In order to understand the decomposition phase,
it is necessary to formally define the quality, quan-
tity and measure properties. These definitions are pre-
sented next.
Definition 2 (Quality). Quality is the set of di-
verse bytes that composes a particular i-OBJECT. Let
iOb jk be an i-OBJECT, Q(iOb jk) denotes the quality
property of the iOb jk. Q(iOb jk) is a ordered vector
containing the m diverse bytes present in iOb jk. More
formally, Q(iOb jk) = {b1,b2,b3, · · · ,bm} such that 1
6 bi 6 256 and i 6= j→ bi 6= b j, where bi is a byte
present in iOb jk. 
Definition 3 (Quantity). Quantity is an array con-
taining the number of times that each distinct byte
appears in a specific i-Object. Let iOb jk be an
i-OBJECT, S(iOb jk) denotes the quantity property
of the iOb jk. S(iOb jk) is a vector containing, for
each different byte b j (representing a ASCII Sym-
bol) present in Q(iOb jk) the number of times that
bi appears in iOb jk. More formally, S(iOb jk) =
{s1,s2,s3, · · · ,sm } such that 1 6 si 6 256, where
si represents the number of times that bi appears in
iOb jk. 
Definition 4 (Measure). Measure is a two-
dimensional array containing, for each diverse
byte that composes a particular i-OBJECT, a vector
with the positions where this byte occurs in the
i-OBJECT. Let iOb jk be an i-OBJECT, M(iOb jk) de-
notes the measure property of the iOb jk. M(iOb jk) is
a two-dimensional array containing, for each differ-
ent byte b j present in Q(iOb jk), an array mb j storing
the positions in which the byte b j appears in iOb jk.
More formally, M(iOb jk) = {mb1 ,mb2 , · · · ,mbm},
such that, m = 256 and 16 size(mbi)6 256. 
Given a file F , where F =
{iOb j1, iOb j2, · · · , iOb jn}. Initially, the decom-
position phase consists in extracting, for each
i-OBJECT iOb jk, where 16 k6 n and iOb jk ∈ F , its
properties: quality (Q(iOb jk)), quantity (S(iOb jk))
and measure (M(iOb jk)).
Next, the proposed approach combines the
quality values for all i-OBJECTs in the set
{iOb j1, iOb j2, · · · , iOb jn} and creates a file called
Fq.bin. After this, the i-OBJECT approach com-
bines the quantity values for all i-OBJECTs in the
set {iOb j1, iOb j2, · · · ,iOb jn} and creates a file de-
noted by Fs.bin. Finally, the proposed approach com-
bines the measure values for all i-OBJECTs in the
set {iOb j1, iOb j2, · · · , iOb jn} and creates a file called
Fm.bin (see Figure 1).
In order to illustrated how an i-OBJECT iOb jk is
decomposed into its three basic properties (Q, S and
M) consider the following example, denoted Example
1. Example 1: Consider an i-OBJECT iOb jk con-
taining the following text:
"Google dropped its cloud computing prices
and other vendors are expected to follow
suit, but the lower pricing may not be
the key for attracting enterprises to the
cloud. When Enterprises comes to cloud,
they’re more concerned about privacy
and security"
Note that iOb jk contains 31 diverse bytes, where each
byte represents a ASCII symbol. So, the quality
property of the iOb jk is a vector with 31 elements,
as follows: Q(iOb jk) = { 32(space), 34(”), 39(’),
44(,) 46(.), 69(E), 71(G), 87(W), 97(a), 98(b), 99(c),
100(d), 101(e), 102(f), 103(g), 104(h), 105(i), 107(k),
108(l), 109(m), 110(n), 111(o), 112(p), 114(r),
115(s), 116(t), 117(u), 118(v), 119(w), 120(x), 121(y)
} Thereby, the quantity property of the iOb jk is also a
vector with 31 elements: S(iOb jk) = { 40, 2, 1, 2, 1, 1,
1, 1, 8, 3, 13, 10, 28, 2, 4, 6, 11, 1, 7, 4, 12, 21, 9, 18,
10, 21, 8, 2, 2, 1, 5 } It’s important to note the relation-
ship between quality and quantity properties. Note
that, for example, the character “space” (ASCII 32),
the first element in Q(iOb jk), denoted by Q(iOb jk)1,
appears 40 times in the iOb jk, and the character “y”
(ASCII 121), the last element in Q(iOb jk), denoted
by Q(iOb jk)31, occurs 5 times in the iOb jk. In this
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scenario, the measure property of the iOb jk is a two-
dimensional array containing 31 arrays, as follows:
M(iOb jk) = {{ 7, 15, 19, 25, 35, 42, 46, 52, 60, 64,
73, 76, 83, 89, 93, 97, 103, 111, 115, 119, 122, 126,
130, 134, 145, 157, 160, 164, 171, 176, 188, 194, 197,
204, 212, 217, 227, 233, 245, 241 }, { 0, 255}, { 209
}, · · · , { 114, 129, 208, 253, 240 }} Observe that, for
example, the character “y” (ASCII 121), the 31st ele-
ment in Q(iOb jk), occurs 5 times (Q(iOb jk)31 = 5) in
the iOb jk, in the positions 114, 129, 208, 253 and 240,
which are represented by the last array in M(iOb jk).
The Algorithm 1 illustrates how a file F is decom-
posed in the files Fq.bin, Fs.bin and Fm.bin. The Algo-
rithm 2 shows how the files Fq.bin, Fs.bin and Fm.bin
are used to recompose the file F .
The decomposition algorithm (Algorithm 1) is
performed in two stages. The first step (lines 1 to 17)
obtains the information of the bytes ordinal positions
(M) of iOb jk (Q) and stores it in a two-dimensional
vector temp [256] [256] (line 12), where the first di-
mension of the vector represents the decimal value of
the byte and the second dimension is a list of the po-
sitions occupied by the byte’s occurrence in iOb jk.
The second step of the process (lines 18 to 41) gener-
ates three vectors containing the Q and S information,
where each element of these sets is represented by one
bit, and a byte vector M, which contains the positions
grouped in ascending order of Q elements. In groups
with more than one element, the two last elements are
made to reverse its positions to indicate the end of the
group.
The recomposition algorithm (Algorithm 2) receives
as input the files Fq.bin, Fs.bin and Fm.bin and restores
the original file F . The files are read sequentially in
blocks of 256 bits (Q and S) and 256 bytes (M) (lines
4 to 6) so that the rebuilding of elements Q, S and M
starts. The algorithm goes through the sample space
of Q elements (0 to 255), identifying bytes exist in
iOb jk (line 11) and if they occur one time or more
than once (S) (line 15) to then retrieve positions oc-
cupied by these bytes and insert them in vector iOb jk
(rows 18 and 22).
2.3 The Dispersion Phase
In the dispersion step, the files Fq.bin, Fs.bin and
Fm.bin are spread across different cloud storage ser-
vice providers. So, i-OBJECT requires that these
three files are isolated between themselves.
Algorithm 1: Decomposition function.
input : File F
output : File Fq.bin, Fs.bin, Fm.bin
1 Function−Decomposition(F);
2 begin
3 IOb j = Read(F,256);
4 CreateFile(Fq.bin,Fs.bin,Fm.bin);
5 Temp[256][256];
6 while IOb j not null do
7 byte = 0; cont = 0; f req[] = 0;
8 for pos = 0 to 255 do
9 byte = IOb j[pos];
10 f req[byte] ++;
11 cont = f req[byte];
12 Temp[byte][cont] = pos;
13 end for
14 CreateQSM(Temp, f req);
15 IOb j = Read(F,256);
16 end while
17 end
18 Function−CreateQSM(Temp[256][256], f req[256]);
19 begin
20 Q[256] = 0;S[256] = 0;M[256] = 0;
21 pos = 0; postemp = 0; cont = 0; cont2 = 0;
22 for byte = 0 to 255 do
23 if f req[byte] ≥ 1 then
24 Q[byte] = 1;
25 if f req[byte] ≥ 2 then
26 S[cont2] = 1;
27 postemp = Temp[byte][ f req[byte]];
28 Temp[byte][ f req[byte]] =
Temp[byte][ f req[byte]−1];
29 Temp[byte][ f req[byte]−1] = postemp;
30 end if
31 for cont = 1 to f req[byte] do












The data confidentiality in the proposed approach
stems from the fact that the files Fq.bin, Fs.bin and
Fm.bin are stored in different cloud providers, which
are physically and administratively independent. Ac-
cording to (Resch and Plank, 2011), physical data
dispersion in different storage servers, along with
the careful choice of the number of servers and the
amount of fragments needed for restore the original
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Algorithm 2: Recomposition function.
input : File Fq.bin, Fs.bin, Fm.bin




4 Q[256] = Read(Fq.bin,256);
5 S[256] = Read(Fs.bin,256);
6 M[256] = Read(Fm.bin,256);
7 while Q not null do
8 ordem = 0; cont = 0; pos = 0;
9 for bit = 0 to 255 do




14 if S[cont] = 1 then












27 Append(F, IOb j);
28 Q[256] = Read(Fq.bin,256);
29 S[256] = Read(Fs.bin,256);
30 M[256] = Read(Fm.bin,256);
31 end while
32 end
files, reduces the chances of an attacker and is enough
to make a system safe. So, in i-OBJECT, the de-
gree of data confidentiality is based on the difficulty
of the attackers to reconstruct the i-OBJECTS from
one of these three files, Fq.bin, Fs.bin or Fm.bin. Be-
sides, i-OBJECT is a flexible mechanism since it can
be used alone or together with other previously ap-
proaches (such as encryption algorithms like AES,
DES or 3-DES) in order to increase the data confi-
dentiality level.
4 EXPERIMENTAL EVALUATION
In order to show the potentials of i-OBJECT, several
experiments have been conducted. The main results
achieved so far are presented and discussed in this
section. Thus, we first provide information on how
the experimentation environment was set up. There-
after, empirical results are quantitatively presented
and qualitatively discussed.
Figure 2: Experimental Architecture.
4.1 Experimental Setup
We implemented i-OBJECT and the other data confi-
dentiality approaches using C and Java. In order to
run these approaches we have used a private cloud
computing infrastructure based on OpenStack. Fig-
ure 2 shows the architecture used in the experiments,
which contains two kinds of virtual machines: the
client node and the data storage nodes. The client, a
Trusted Third Party (TTP), runs the i-OBJECT algo-
rithms: decomposition and recomposition. The data
storage nodes (called VM1, VM2 and VM3) emulate
three different cloud storage service providers. We
assume that the data nodes provide reliable content
storage and data management but are not trusted by
the client to maintain data privacy.
Each data storage node has the following config-
uration: Ubuntu 14.04 operating system, Intel Xeon
2.20 GHz processor, 4 GB memory and 50 GB disk.
The client is a Intel Xeon 2.20 GHz processor, 4 GB
memory and 40 GB disk capacity, running a Windows
Server 2008.
Besides this, each data storage node has a Mon-
goDB instance with default settings. MongoDB is
an open source, scalable, high performance, schema-
free, document oriented database. We opted to use
the MongoDB because it is one of the most used
database in cloud computing environments and exists
opportunities for improvement its security and pri-
vacy. MongoDB supports a binary wire-level protocol
but doesn’t provide a method to automatically encrypt
data. This means that any attacker with access to the
file system can directly extract the information from
the files (Okman et al., 2011).
In order to evaluate the i-OBJECT efficiency, we
have used a document collection, synthetically cre-
ated, which contains files (documents) with different
sizes. Each file has four parts (or attributes), which
have the same size. These attributes are: curriculum
vitae (A1), paper text (A2), author photo (A3) and pa-
per evaluation (A4).
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4.2 Test Results
In this section, we present the results of the exper-
iments we carried out. For evaluate the i-OBJECT
efficiency, we have used two metrics: the input and
output times. The input time is defined as the total
amount of time spent to process a file F and gener-
ates the data that will be send to the cloud storage ser-
vice providers. The output time is defined as the to-
tal amount of time spent to process the data received
from the cloud storage service providers in order to
remount the original file F . It is important to highlight
that the time spend in the communication process, to
send and receive data to the cloud providers do not
composes neither the input nor the output time. We
have evaluated different file sizes (218, 220 and 222
bytes). For each distinct file size, we have used 10
files and computes the average time for decomposes
and recomposes these files. To validate the i-OBJECT
approach, we have evaluated four different scenarios,
which will be discussed next.
4.2.1 Scenario 1: Encryption Algorithms
The first scenario was running with the aim of com-
pare the most popular symmetric cryptographic algo-
rithms: AES, DES and 3-DES. It is important to note
that, in this experiment, the Input Time matches the
Encryption Time (the spent time to encrypt a file F)
and Output Time matches the Decryption Time (time
necessary to decrypt a file F).
So, in this scenario, the client receives a file F
from the user, encrypt it, generating a new file Fe, and
sends Fe to VM1. Figure 3 shows the encryption time
for the algorithms AES, DES and 3-DES. Next, the
client receives the encrypted file Fe from VM1, de-
crypt it, generating the original file F and sends F to
the user. Figure 4 shows the decryption time for the
algorithms AES, DES and 3-DES. Note that, for files
with size of 216 bytes these three algorithms presented
the same encryption time, while AES and DES pre-
sented the same decryption time. However, for files
with sizes of 218, 220, and 230 bytes AES outperforms
DES and 3-DES, for both encryption and decryption.
4.2.2 Scenario 2: Data Confidentiality
Approaches
In the second scenario, we compared the i-OBJECT
approach with the three main approaches to ensure the
data confidentiality in cloud environments: a) data en-
cryption, b) combination of encryption and fragmen-
tation, and c) fragmentation (see Section 1) (Samarati
and di Vimercati, 2010; Joseph et al., 2013).





















Figure 3: Scenario 1: Encryption Time.





















Figure 4: Scenario 1: Decryption Time.
In order to run the approaches (b), combination of
encryption and fragmentation, and (c), fragmentation,
it is necessary to define which attributes are sensitive,
besides to identify the sensitive association between
attributes. Moreover, splitting the attributes with sen-
sitive association into some fragment is a NP-hard
problem (Samarati and di Vimercati, 2010; Joseph
et al., 2013).
Thus, we have assumed that each document has
four attributes: curriculum vitae (A1), paper text
(A2), author photo (A3) and paper evaluation (A4).
Besides, we supposed that there is a set C of sensi-
tive association constraints, with the following con-
straints: C1={A1}, C2 = {A2}, C3 = {A2, A4}, C4 =
{A1, A3}. So, the attributes A1 and A3 are consid-
ered sensitive and must be encrypted in approaches
















































Figure 6: Scenario 2: Output Time.
(b) and (c). The constraint C3 = {A2, A4} indicates
that there is a sensitive association between A2 and
A4. The constraint C4 = {A1, A3} indicates that there
is a sensitive association between A1 and A3, and
these attributes should be stored in different servers
in the cloud. Based on the set C of confidentiality
constraints, a set P of data fragments was generated,
as following: i) the approach (b), combination of en-
cryption and fragmentation, produced the fragments
P1={A1,A4} and P2 = {A2,A3}; and ii) the approach
(c), fragmentation, formed the fragments P3 = {A1,
A3}, P4 = {A2} and P5 = {A4}.
It is important to emphasize that the time neces-
sary to define the set of fragments (fragments schema)
for splitting the attributes with sensitive association,
that is a NP-hard problem, was not considered in this
experiment. Furthermore, for the approach (a), data
encryption, we have used the AES algorithm, since it
presented best results in the first scenario.
In this experiment, we considered performance
with respect to the following metrics: (i) Input Time
and (ii) Output Time. These metrics change a little
according to the used data confidentiality approach.
Input Time is computed as following:
• Approach (a), data encryption: time to encrypt a
file F using AES, generating a file Fe. The file Fe
will be send to VM1;
• Approach (b), combination of encryption and
fragmentation: time to encrypt A1 and A3, plus
the time to generates P1 and P2. Where, A1 and
P1 will be send to VM1, while A3 and P2 will be
send to VM2.
• Approach (c), fragmentation: the time to gener-
ates P3, P4 and P5. Where, P3 will be send to
VM1, P4 to VM2 and P5 to VM3.
• i-OBJECT Approach: time to decompose a file
F into Fq.bin, Fs.bin and Fm.bin. Where, Fq.bin
will be send to VM1, Fs.bin to VM2 and Fm.bin
to VM3;
Output Time is computed as following:
• Approach (a), data encryption: time to decrypt a
file Fe using AES, generating the original file F ;
• Approach (b), combination of encryption and
fragmentation: time to decrypt A1 and A3, plus
the time to join A1, A3, P1 and P2 in order to re-
mount the file F ;
• Approach (c), fragmentation: the time to join P3,
P4, P5 and the sensitive attributes stored in the
client;
• i-OBJECT Approach: time to recompose a file F
from Fq.bin, Fs.bin and Fm.bin.
Figure 5 shows the input time for the evaluated
approaches. Note that i-OBJECT approach has a per-
formance slightly worse than Data Encryption (AES).
Fragmentation approach outperforms the other ap-
proaches, for all file sizes. On the other hand, the last
two approaches, Encryption/Fragmentation and Frag-
mentation, need to define the set of fragments (frag-
mentation schema) for splitting the attributes with
sensitive association. However, how we have used a
fixed example, the time necessary to define the frag-
mentation schema was not computed. In part, this
explains the better results obtained by these two ap-
proaches.
Figure 6 shows the output time for the evaluated
approaches. Note that i-OBJECT outperforms all the
other approaches, for all file sizes. It is important to














































Figure 8: Scenario 3: Output Time.
highlight, for the file size of 222 bytes, i-OBJECT is
88s slower than the Fragmentation approach in the in-
put phase, that is, to process and a file F before send-
ing it to the cloud storage service provider. However,
for the same file size, i-OBJECT is 48s faster than the
Fragmentation approach. So, for a complete cycle of
file write and read, i-OBJECT is just 40s slower than
the Fragmentation approach. Then, if the user writes
F one time and reads F two times, i-OBJECT is 8s
faster than Fragmentation approach. Thus, i-OBJECT
outperforms all the other previous approach in sce-
narios where the number of reads is at least twice
larger than the number of writes, which is expected

















































Figure 10: Scenario 4: Output Time.
4.2.3 Scenario 3: Using i-OBJECT Together
with Previous Approaches
In the third scenario, we evaluated the use of i-
OBJECT together with previous approaches. We be-
lieve that i-OBJECT can be used together with other
data confidentiality approaches in order to improve
their data confidentiality levels.
Figure 7 shows the input time for the evaluated
approaches. In this chart, the first bar shows the in-
put time to i-OBJECT (that is, the time to decompose
a file F); the second bar represents the input time to
apply the Data Encryption approach and, after that,
the i-OBJECT (that is, the time to encrypt a file F ,
producing a new file Fe, plus the time to decompose
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Fe); the third bar indicates the input time to apply the
Encryption/Fragmentation approach and, next, the i-
OBJECT; finally, the fourth bar denotes the input time
to apply the Fragmentation approach and then the i-
OBJECT. Then, we can argue that i-OBJECT is a
flexible approach, in the sense that it can be used to-
gether with previous approaches, in order to improve
their data confidentiality level. The results presented
in Figure 7 show that this strategy provides a small in-
crease in the input time, while providing a high gain
in the data confidentiality. Figure 8 shows that the
output time overhead has a similar behavior that input
time.
4.2.4 Scenario 4: Improving Data
Confidentiality in i-OBJECT
In the fourth scenario, we evaluated some strategies
to improve the data confidentiality in the i-OBJECT
approach. The first strategy consists in encrypt the
files Fq.bin and Fs.bin, the second strategy consists
in encrypt only the file Fq.bin and the third strategy
consists in encrypt just the file Fs.bin.
Figure 9 and Figure 10 show, respectively. the in-
put and output time with and without the use of these
strategies. Note that the strategy of encrypting just the
file Fq.bin provides a low overhead, while greatly in-
creases the data confidentiality level of the i-OBJECT
approach.
4.2.5 Storage Space Considerations
In the i-OBJECT approach, a file F is decomposed
into three files (Fq.bin, Fs.bin and Fm.bin), which
are dispersed (sent) to three different cloud providers.
The experimental results showed that the size of these
files represent, respectively, 12.5%, 12.5% and 90%
of the original file size. So, adding these values, the
propposed approach provides an overhead of 15% in
the disk space utilization. This drawback is mini-
mized since the cloud storage services are designed
to store a large quantity of data.
5 RELATED WORK
A significant amount of research has recently been
dedicated to the investigation of data confidentiality in
cloud computing environment. Most of this work has
assumed the data to be entirely encrypted, focusing
on the design of queries execution techniques (Ciriani
et al., 2010). In (Ceselli et al., 2005) the authors dis-
cuss different strategies for evaluating the inference
exposure for encrypted data enriched with indexing
information, showing that even a limited number of
indexes can greatly favor the task for an attacker wish-
ing to violate the data confidentiality provided by en-
cryption.
The first proposal proposing the storage of plain-
text data, while ensuring a series of privacy con-
straints was presented in (Aggarwal, 2005). In this
work, the authors suppose data to be split into two
fragments, stored on two honest-but-curious service
providers, which never exchange information, and re-
sorts to encryption any time these two fragments are
not sufficient for enforcing confidentiality constraints.
In (Ciriani et al., 2009; Ciriani et al., 2010), the au-
thors address these issues by proposing a solution that
first split the data to be protected into several (possibly
more than two) different fragments in such a way to
break the sensitive associations among attributes and
to minimize the amount of attributes represented only
in encrypted format. The resulting fragments may
be stored at different servers. The proposed heuristic
to design these fragments present a polynomial-time
computation cost while is able to retrieve solutions
close to optimum. In (Xu et al., 2015), the authors
propose an efficient graph search based method for
the fragmentation problem with confidentiality con-
straints, which obtains near optimal designs.
The work presented in (Ciriani et al., 2009) pro-
poses a novel paradigm for preserving data confiden-
tiality in data outsourcing which departs from en-
cryption, thus freeing the owner from the burden of
its management. The basic idea behind this mech-
anism is to involve the owner in storing the sensi-
tive attributes. Besides, for each sensitive association,
the owner should locally store at least an attribute.
The remainder attributes are stored, in the clear, at
the server side. With this fragmentation process, an
original relation R is then split into two fragments,
called Fo and Fs, stored at the data owner and at the
server side, respectively. (Wiese, 2010) extends the
“vertical fragmentation only” approach and proposes
use horizontal fragmentation to filter out confidential
rows to be securely stored at the owner site. (Krishna
et al., 2012) proposes an approach based on data frag-
mentation using graph-coloring technique wherein a
minimum amount of data is stored at the owner. In
(Rekatsinas et al., 2013) the authors present SPARSI,
a theoretical framework for partitioning sensitive data
across multiple non-colluding adversaries. They in-
troduce the problem of privacy-aware data partition-
ing, where a sensitive dataset must be partitioned
among k untrusted parties (adversaries). The goal is
to maximize the utility derived by partitioning and
distributing the dataset, while minimizing the total
amount of sensitive information disclosed. Solving
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privacy-aware partitioning is, in general, NP-hard, but
for specific information disclosure functions, good
approximate solutions can be found using relaxation
techniques.
In (Samarati and di Vimercati, 2010) the authors
discuss the main issues to be addressed in cloud stor-
age services, ranging from data confidentiality to data
utility. They show the main research directions be-
ing investigated for providing effective data confiden-
tiality and for enabling their querying. The survey
presented in (Joseph et al., 2013) addressed some ap-
proaches for ensuring data confidentiality in untrusted
cloud storage services. In (Samarati, 2014), the au-
thors discuss the problems of guaranteeing proper
data security and privacy in the cloud, and illustrate
possible solutions for them.
6 CONCLUSION AND FUTURE
WORK
Experimental results showed the efficiency of i-
OBJECT, which can be used with any kind of file and
is more suitable for files larger than 256 bytes, files
with high entropy and environments where the num-
ber of read operations exceeds the number of writes.
As a future work, we intend realize a detailed analy-
sis of the i-OBJECT security and evaluate i-OBJECT
performance with other data types and using differ-
ent cloud configurations, including public and mixed
clouds.
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Abstract: In order to effectively manage technical debt (TD), a set of indicators has been used by automated approaches 
to identify TD items. However, some debt may not be directly identified using only metrics collected from 
the source code. CVM-TD is a model to support the identification of technical debt by considering the 
developer point of view when identifying TD through code comment analysis. In this paper, we analyze the 
use of CVM-TD with the purpose of characterizing factors that affect the accuracy of the identification of TD. 
We performed a controlled experiment investigating the accuracy of CVM-TD and the influence of English 
skills and developer experience factors. The results indicated that CVM-TD provided promising results 
considering the accuracy values. English reading skills have an impact on the TD detection process. We could 
not conclude that the experience level affects this process. Finally, we also observed that many comments 
suggested by CVM-TD were considered good indicators of TD. The results motivate us continuing to explore 
code comments in the context of TD identification process in order to improve CVM-TD. 
1 INTRODUCTION 
The Technical Debt (TD) metaphor reflects the 
challenging decisions that developers and managers 
need to take in order to achieve short-term benefits. 
These decisions may not cause an immediate impact 
on the software, but may negatively affect the long-
term health of a software system or maintenance 
effort in the future (Izurieta et al., 2012). The 
metaphor is easy to understand and relevant to both 
technical and nontechnical practitioners (Alves et al., 
2016) (Ernst et al., 2015). In this sense, its acceptance 
and use have increased in software engineering 
researches. 
In order to effectively manage TD, it is necessary to 
identify TD items1 in the project (Guo et al., 2014). 
(Li et al., 2014), in a recent systematic review, 
                                                                 
1 The term “TD item” represents an instance of Technical Debt. 
reported that code quality analysis techniques have 
been frequently studied to support the identification 
of TD. Automatic analysis tools have used software 
metrics extracted from the source code to identify TD 
items by comparing values of software metrics to 
predefined thresholds (Mendes et al., 2015). 
Although these techniques have shown useful to 
support the automated identification of some types of 
debt, they do not cover human factors (e.g., tasks 
commented as future work) (Zazworka et al., 2013) 
(Potdar and Shihab, 2014). Thus, large amounts of 
TD that are undetectable by tools may be left aside. 
In this sense, pieces of code that need to be refactored 
to improve the quality of the software may continue 
unknown. In order to complement the TD 
identification with more contextual and qualitative 
data, human factors and the developers’ point of  view  
should  be considered (Farias et al., 2015). 
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In this context, (Potdar and  Shihab, 2014) have 
focused on code comments aiming to identify TD 
items. Therefore, they manually read more than 101K 
code comments to detect those that indicate a self-
admitted TD. These comments were analyzed in 
order to identify text patterns that indicate a TD. In 
the same way, (Maldonado and Shihab, 2015) have 
read 33K code comments to identify different types 
of debt using the indicators proposed by (Alves et al., 
2014). According to the authors, these patterns can be 
used to manually identify TD that exists in the project 
by reading code comments. However, it is hard to 
perform such a large manual analysis in terms of effort 
and the process is inherently error prone. 
(Farias et al., 2015) presented a Contextualized 
Vocabulary Model for identifying TD (CVM-TD) 
based in code comments. CVM-TD uses word classes 
and code tags to provide a set of TD terms/patterns of 
comment (a contextualized vocabulary) that may be 
used to filter comments that need more attention 
because they may indicate a TD item. CVM-TD was 
evaluated through an exploratory study on two large 
open sources projects, jEdit and Lucene, with the goal 
of characterizing its feasibility to support TD 
identification from source code comments. The 
results pointed that the dimensions (e.g. Adjectives, 
Adverbs, Verbs, Nouns, and Tags) considered by the 
model are used by developers when writing 
comments and that CVM-TD can be effectively used 
to support TD identification activities.  
These promising initial outcomes motivated us to 
further evaluate CVM-TD with other projects. 
Therefore, in this paper we extend the research of (Farias 
et al., 2015) with an additional study to analyze the use 
of CVM-TD and the contextualized vocabulary with the 
purpose of characterizing its overall accuracy when 
classifying candidate comments and factors that 
influence the analysis of the comments to support the 
identification of TD in terms of accuracy. 
We address this research goal by conducting a 
controlled experiment to investigate the overall 
CVM-TD accuracy and the influence of the English 
skills and developer experience factors. We analyzed 
the factors against the accuracy by observing the 
agreement between each participant and an oracle 
elaborated by the researchers. We compared the 
accuracy values for the different factors using 
statistical tests. 
We also analyzed the agreement among the 
participants. These aspects are decisive to understand 
and validate the model and the contextualized 
vocabulary. Our findings indicate that CVM-TD 
provided promising results considering the accuracy 
values. The accuracy values of the participants with 
good reading skills were better that the values of the 
participants with medium/poor reading skills. We 
could not conclude that the experience level affects 
the accuracy when identifying TD items through 
comment analysis. We also observed that many 
comments had high agreement, almost 60% of 
comments filtered by terms that belong to the 
vocabulary (candidate comments) proposed in (Farias 
et al., 2015) were identified as good indicators of TD. 
The remainder of this paper is organized as 
follows. Section 2 presents relevant literature 
reporting on technical debt identification approaches 
and the use of comments in source code. Section 3 
describes the planning of the controlled experiment. 
Section 4 presents its operation. The results are 
presented in Section 5. Next, we have a discussion 
section. Finally, Section 7 concludes the paper. 
2 BACKGROUND 
2.1 Code Comments Mining 
Comments are an important software artifact which 
may help to understand software features (Storey et 
al., 2008). Code comments have been used as data 
source in some research (Storey et al., 2008) (Maalej 
and Happel, 2010).  
In (Maalej and Happel, 2010), the authors 
analyzed the purpose of work descriptions and code 
comments aiming to discuss how automated tools can 
support developers in creating them.  
(Storey et al., 2008) analyzed how developers 
deal with software maintenance tasks by conducting 
an empirical study investigating how comments may 
improve processes and tools that are used for 
managing these tasks. 
In fact, comments have been used to describe 
issues that may require future work, emerging 
problems and decisions taken about those problems 
(Maalej and Happel, 2010). These descriptions 
facilitate human readability and provide additional 
information that summarizes the developer context 
(Farias et al., 2015). 
2.2 Using Code Comments to Identify 
TD 
More recently, code comments have been explored 
with the purpose of identifying TD  (Potdar and 
Shihab, 2014) (Maldonado and Shihab, 2015) (Farias 
et al., 2015). 
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(Potdar and Shihab, 2014) analyzed code 
comments to identify text patterns and TD items. 
They read more than 101K code comments. Their 
findings show that 2.4 - 31.0% of the files in a project 
contain self-admitted TD. In addition, the most used 
text patterns were: (i) “is there a problem” with 36 
instances, (ii) “hack” with 17 instances, and (iii) 
“fixme” with 761 instances. 
In another TD identification approach, 
(Maldonado and Shihab, 2015) evolved the work of 
(Potdar and Shihab, 2014) proposing four simple 
filtering heuristics to eliminate comments that are not 
likely to contain technical debt. For that, they read 
33K code comments from source code of five open 
source projects (Apache Ant, Apache Jmeter, 
ArgoUML, Columba, and JFreeChart). Their findings 
showed that self-admitted technical debt can be 
classified into five main types: design debt, defect 
debt, documentation debt, requirement debt, and test 
debt. According to the authors, the most common 
type of self-admitted TD is design debt (between 42% 
and 84% of the classified comments). 
In the same sense, Farias et al. proposed the 
CVM-TD (Farias et al., 2015). CVM-TD is a 
contextualized structure of terms that focuses on 
using word classes and code tags to provide a TD 
vocabulary, aiming to support the detection of 
different types of debt through code comment 
analysis. In order to evaluate the model and quickly 
analyze developers’ comments embedded in source 
code, the eXcomment tool was developed. This tool 
extracts and filters candidate comments from source 
code using the contextualized vocabulary provided by 
CVM-TD. 
This research provided preliminary indication that 
CVM-TD and its contextualized vocabulary can be 
effectively used to support TD identification (the 
whole vocabulary can be found at 
https://goo.gl/TH2ec5). However, the factors that 
may affect its accurate usage are still unknown. In this 
work, we focused on characterizing CVM-TD’s 
accuracy and some of these factors.  
3 STUDY PLANNING 
3.1 Goal of Study and Research 
Questions 
This study aims at investigating the following goal: 
“Analyze the use of CVM-TD with the purpose of 
characterizing its overall accuracy and factors 
affecting the identification of TD through code 
comment analysis, with respect to accuracy when 
identifying TD items from the point of view of the 
researcher in the context of software engineering 
master students with professional experience 
analyzing candidate code comments of large software 
projects”. More specifically, we investigated four 
Research Questions (RQ). The description of these 
RQs follows. 
RQ1: Do the English reading skills of the participant 
affect the accuracy when identifying TD through code 
comment analysis?  
Considering that non-native English speakers are 
frequently unaware of the most common terms used 
to define specific parts of code in English (Lemos et 
al., 2014), this question aims to investigate whether a 
different familiarity with the English language could 
impact the identification of TD through code 
comment analysis. In order to analyze this variable, 
we split the participants into levels of “good English 
reading skills” and “medium/poor English reading 
skills”. This question is important to help us to 
understand the factors that may influence the analysis 
of comments to identify TD. 
RQ2: Does the experience of the participant affect the 
accuracy when identifying TD through code comment 
analysis?  
Experience is an important contextual aspect in 
the software engineering area (Host et al., 2005). 
Recent research has studied the impact of experience 
on software engineering experiments (Salman, 2015). 
Some works have found evidence that experience 
affects the identification of code smells, and that 
some code smells are better detected by experienced 
participants rather than by automatic means (Santos 
et al., 2014). Considering this context, this question 
aims to discuss the impact of the participants’ 
experience on the identification of TD through code 
comment analysis. In order to analyze the variable, 
we classified the participants into three levels 
considering their experience with software 
development:  i) high experience, ii) medium 
experience, and iii) low experience. This question is 
also important to help us to understand the factors that 
may influence the analysis of comments to identify 
TD. 
RQ3: Do participants agree with each other on the 
choice of comments filtered by CVM-TD that may 
indicate a TD item? 
With this question, we intend to investigate the 
contribution of CVM-TD in the TD identification 
process and how many and what comments had high 
level of agreement. That is, what comments point out 
to a TD item. This will also allow us to analyze the 
agreement among the participants about the candidate 
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comments that indicate a TD item. We conjecture that 
high agreement on the choice of comments filtered by 
CVM-TD evidences its relevance as a support tool on 
the TD identification. 
RQ4: Does CVM-TD help researchers on select 
candidate comments that point to technical debt 
items? 
With this question, we intend to investigate if the 
contextualized vocabulary provided by CVM-TD 
points to candidate comments that are considered 
indicators of technical debt by researchers. This will 
also allow us to investigate the contribution of CVM-
TD to support the TD identification process. 
3.2 Participants 
The participants of the study were selected using 
convenience sampling (Shull and Singer, 2008). Our 
sample consists of 21 software engineering master 
students at the Federal University of Sergipe 
(Sergipe-Brazil) and 15 software engineering master 
students at the Salvador University (Bahia-Brazil). 
We conducted the experiment in the context of the 
Empirical Software Engineering course.  
In order to classify the profile of the participants 
and their experience in the software development 
process, a characterization form was filled by each 
participant before the experiment. The questions were 
about professional experiences, English reading 
skills, and specific technical knowledge such as 
refactoring and programming languages. The result of 
the questionnaire showed that participants had a 
heterogeneous experience level, but all had some type 
of experience on software projects.  
The participants were classified into three 
experience levels (high, medium and low) regarding 
the experience variable and the classification 
proposed by (Host et al., 2005), which is presented in 
Table 1. We discarded the category E1 because there 
were not any undergraduate students as participants. 
We considered low experience for participants related 
to the categories E2 and E3. The participants related 
to the category E4 were considered as having medium 
experience, and, finally, we considered the 
participants related to category E5 as having high 
experience. 
When considering the English reading skills, the 
participants were classified into two levels (good and 
medium/poor). We had 4 participants with poor 
English reading skills, and 21 participants with 
medium. Despite these participants have been 
selected as medium/poor English, they may  
Table 1: Classification of the experiences of participants. 
Category Description Experience levels 
E1 Undergraduate student 
with less than 3 months 
of recent industrial 
experience 
-- 
E2 Graduate student with 




E3 Academic with less than 
3 months of recent 
industrial experience 
Low 
E4 Any person with recent 
industrial experience 
between 3 months and 2 
years 
Medium 
E5 Any person with recent 
industrial experience for 
more than 2 years 
High 
understand short sentences like code comments in 
English. Table 2 shows the characterization of the 
participants. 
The participants were split into three groups. Each 
group had 12 participants with approximately the 
same levels of experience. This strategy provides a 
balanced experimental design. The design involved 
each group of participants working on a different set 
of comments (experimental object), and permits us to 
use statistical test to study the effect of the 
investigated variables. We adopted this plan in order 
to avoid an excessive number of comments to be 
analyzed by each participant.   
3.3 Instrumentation 
3.3.1 Forms  
The experimental package is available at 
https://goo.gl/DdomGk. We used slides for the 
training and four forms to perform the experiment:  
Consent Form: the participants authorize their 
participation in the experiment and indicate to know 
the nature of the procedures which they have to 
follow. 
Characterization Form: contains questions to gather 
information about professional experiences, English 
reading skills, and specific technical knowledge of 
participants. 
Data Collect Form: contains a list of source code 
comments. During the experiment, the participants 
were asked to indicate, for each comment, if it points 
to a TD item. 
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High Med Low Good Med/Poor 
G1 (12) 4 3 5 1 11 
G2 (12) 3 5 4 5 7 
G3 (12) 4 5 3 5 7 
Total 
(36) 
11 13 12 11 25 
Feedback Form: in this form, the participants may 
write their impression on the experiment. We also 
asked the participants to classify the training and the 
level of difficulty in performing the study tasks. 
3.3.2 Software Artifact and Candidate 
Comments 
We gathered and filtered comments from a large and 
well-known open source software (ArgoUML). The 
project is written in Java with 1,846 files. In choosing 
this project, we considered the following criteria: 
being long-lived (more than 10 years), having a 
satisfactory number of comments (more than 2,000 
useful comments). 
To be able to extract the candidate comments from 
the software that may indicate a TD item, we used 
eXcomment. We were only interested in comments 
that have been intentionally written by developers 
(Farias et al., 2015). 
Once the comments were extracted, we filtered 
the comments by using terms that belong to the 
vocabulary presented in (Farias et al., 2015). A 
comment is returned when it has at least one keyword 
or expression found in the vocabulary. We will call 
these comments ‘candidate comments’. At the end, 
the tool returned 353 comments, which were listed in 
the data collect form in the same order in which they 
are in the code. This is important because comments 
that are close to each other can have some kind of 
relationship. 
3.4 Analysis Procedure 
We considered three perspectives to analyze 
accuracy:  
(i) Agreement between Each Participant and 
the Oracle: In order to investigate RQ1 and RQ2, we 
adopted the accuracy measure, which is the proportion 
of true results (the comments chosen in agreement 
between each participant and the oracle) and the total 
number of cases examined (see Equation 1). 
accurary = (num TP + num TN) / (num TP + 
num FP + num TN + num FN) (1)
TP represents the case where the participant and 
the oracle agree on a TD comment (comment that 
points to a TD item). FP represents the case where the 
participant disagrees with the oracle with respect to 
the selected TD comment. TN occurs when the 
participant and the oracle agree on a comment that 
does not report a TD item. Finally, a FN happens 
when the participant does not mark a TD comment in 
disagreement with the oracle. 
The definition of the oracle, which represents an 
important aspect of this analysis process, was 
performed prior to carrying out the experiment. We 
relied on the presence of three specialists in TD. Two 
of the specialists did, in separate, the indication of the 
comments that could point out to a TD item. After, 
the third specialist did a consensus process for the set 
of the chosen comments. All this process took one 
week. 
(ii) Agreement among the Participants: To 
analyze RQ3, we adopted the Finn coefficient (Finn, 
1970). The Finn coefficient is used to measure the 
level of agreement among participants. In order to 
make the comparison of agreement values, we 
adopted classification levels, as defined by (Landis 
and Koch, 1977), and recently used by (Santos et al., 
2014): slight, for values between 0.00 and 0.20; fair 
(between 0.21 and 0.40); moderate (between 0.41 and 
0.60); substantial (between 0.61 and 0.80); and 
almost perfect (between 0.81 and 1.00) agreement. 
(iii) TD Comments Selected by Oracle: To 
analyze RQ4, we investigated the candidate 
comments that point to TD items selected by the 
oracle.  
3.5 Pilot Study 
Before the experiment, we carried out a pilot study 
with a computer science PhD student with 
professional experience. The pilot took 2 hour and 
was carried out in a Lab at the Federal University of 
Bahia (Bahia-Brazil). We performed the training at 
first hour, and next the participant performed the 
experimental task described in the next section. The 
participant analyzed 83 comments and selected 52 as 
TD comments. 
The pilot was used to better understand the 
procedure of the study. It helped us to evaluate the use 
of the data collection form, the necessary time to 
accomplish the task and, mainly, the number of 
comments used by each group. Thus, the pilot study 
was useful to calibrate the time and number of 
comments analyzed.  
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4 OPERATION 
The experiment was conducted in a classroom at 
Federal University of Sergipe, and at the Salvador 
University, following the same procedure.  
The operation of the experiment was divided into 
different sessions. A week prior to the experiment, the 
participants filled the consent and characterization 
form. The training and experiment itself were 
performed at the same day. For training purposes, we 
performed a presentation in the first part of the class. 
The presentation covered the TD concepts and context, 
as well as the TD indicators (Alves et al., 2014) and 
how to perform a qualitative analysis on the code 
comments. This training took one hour. 
After that, a break was taken. Next, each 
participant analyzed the set of candidate comments, 
extracted from ArgoUML, in the same room where 
the training was provided. They filled the data 
collection form pointing out the initial and end time 
of the task. For each candidate comment listed in the 
form, the participants chose "Yes" or "No", and their 
level of confidence on their answer. They used an 
ordinal scale of one to four to represent the 
confidence. Besides, for each comment marked as 
yes, they should highlight the piece of text that was 
decisive for giving this answer. 
The participants were asked to not discuss their 
answers with others. When they finished, they filled the 
feedback questionnaire. A total of three hours were 
planned for the experiment training and execution, but 
the participants did not use all of the available time.  
4.1 Deviations from the Plan 
We did not include the data points from participants 
who did not complete all the experimental sessions in 
our analysis, since we needed all the information 
(characterization, data collection, and feedback). 
Thus, we eliminated 4 participants. 
Table 3 presents the final distribution of the 
participants. The value in parentheses indicates the 
final number of participants in each group. In each of 
the groups G1 and G3, a participant was excluded 
because of not filling the value of confidence. In 
group G2, a participant was excluded because he did 
not analyze all comments and another was excluded 
because did not mark the text in the TD comments.  
5 RESULTS 
In this section, we   present   the results   for each RQ. 
RQ1: Do the English reading skills of the participant 
affect the accuracy when identifying TD through code 
comment analysis?  
In order to investigate the impact of the English 
reading level skills on the TD identification process, 
we calculated the accuracy values for each participant 
with respect to the oracle. Figure 1 shows a box plot 
illustrating the accuracy distribution. It is possible to 
note that the participants with good English reading 
skills had the lowest dispersion. It indicates that they 
are more consistent in the identification of TD 
comments than the participants with medium/poor 
English reading skills. Moreover, the accuracy values 
of the participants with good reading skills are higher 
than the values of the participants with medium/poor 
reading skills. However, the median accuracy of the 
participants with medium/poor reading skills is 0.65. 
This means that the participants with this profile were 
able to identify comments that were pointed out as an 
indicator of a TD item by the oracle. 
We also performed a hypothesis test to reinforce 
the analysis of this variable. To do this, we defined 
the following null hypothesis:  
H0: The English reading skills of the participant 
do not affect the accuracy with respect to the 
agreement with the oracle. 
We ran a normality test, Shapiro-Wilk, and 
identified that the distribution was normal. After that, 
we ran the t-test, a parametric test, to evaluate our 
hypotheses. We used a typical confidence level of 
95% (α = 0.05). As shown in Table 4, the p-value 
calculated (p=0.02342) is lower than the α value. 
Consequently, we may reject the null hypothesis 
(H0). 
We also evaluated our results in terms of 
magnitude, testing the effect size measure. We 
calculate Cohen’s d (Cohen, 1988) in order to 
interpret the size of the difference between the 
distribution of the groups. We used the classification 
presented by  Cohen  (Cohen,  1988):  0  to  0.1:  No 








High Medium Low Good Med/
Poor 
G1 (11) 4 3 4 1 10 
G2 (10) 2 5 3 5 5 
G3 (11) 3 5 3 5 6 
Total 
(32) 
9 13 10 11 21 
ICEIS 2016 - 18th International Conference on Enterprise Information Systems
374
 
Figure 1: Accuracy value by English reading skills. 
Effect; .2 to .4: Small Effect; .5 to .7: Intermediate 
Effect; .8 and higher: Large Effect.  
The magnitude of the result (d = 0.814) also 
confirmed that there are a difference (Large Effect) 
on the accuracy values with respect to both groups. 
This evidence reinforces our hypothesis and shows 
that the results were statistically significant. 
In addition, we analyzed the feedback form and 
we highlighted the main notes at the following 
(translated to English): (i) I had some difficulties to 
understand and decide about complex comments; (ii) 
I had the feeling that I needed to know the software 
context better; (iii) I believe some tips on English 
comments could help us to interpret the complex 
comments. This data is aligned with our finding that 
indicates that English reading skills may affect the 
task of analyzing code comments to identify TD in 
software projects. 
Table 4: Hypothesis test for analysis of English reading. 
 Shapiro-Wilk 
(Normality  Test) 
Parametric 
Test 
Good Medium/Poor t-test 
p-value 0.9505 0.9505 0.02342 
RQ2: Does the experience of participant impact the 
accuracy when identifying TD through code comment 
analysis?  
In order to investigate the impact of the 
experience level on the TD identification process, we 
calculated the accuracy values for each participant 
with respect to the oracle. We show the accuracy 
distribution by experience level of the participants in 
Figure 2. From this figure, it is possible to note that 
the box plots have almost the same level of accuracy 
regarding high, medium and low experience. 
Considering the median values, the values are very 
similar. Participants with high and low experience 
have the same median value (0.66), whereas the 
median of participants with medium experience is 
moderately higher (0.71). 
We also calculated the variation coefficient. This 
coefficient measures the variability in each level – 
that is, how many in a group is near the median. We 
found the coefficients of 12.91%, 13.17%, and 
13.96%, for high, medium and low experience, 
respectively. According to the distribution presented 
by (Snedecor and Cochran, 1967), the coefficients are 
low, showing that  the levels of experience have 
homogeneous values of accuracy. 
Finally, we performed a hypothesis test to analyze 
the experience variable. We defined the following 
null hypothesis:  
H0: The experiences of the participants do not 
affect his or her accuracy with respect to the 
agreement with the oracle. 
After testing normality, we ran Anova, a 
parametric test to evaluate more than two treatments. 
The p-value calculated (p= 0.904) is bigger than α 
value. In this sense, we do not have evidences to reject 
the null hypothesis (H0). 
 
Figure 2: Accuracy by participants' experience. 
From the analysis, we consider that the experience 
level did not impact the distribution of the accuracy 
values, i.e., when using CVM-TD, experienced and 
non-experienced participants show the same accuracy 
when identifying comments that point out to TD 
items. A possible interpretation of this result is that 
CVM-TD can be used by non-experienced 
participants. 
RQ3: Do participants agree with each other on the 
choice of comments  filtered  by  CVM-TD  that  may 
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indicate a TD item? 
Our analysis considered the number of comments 
per percentage of participants that chose the 
comment. Figure 3 shows the percentages in the X-
axis, and the number of comments in each interval in 
Y-axis. The percentage values are the proportion of 
“number of participants who choose the comment” 
and the “number of participants in the experiment 
group”. For example, a comment from group G1 (the 
G1 has 11 participants) that was chosen by 10 
participants has ratio = 0.91 (that is, 10/11). 
It is possible to note that some comments were 
chosen as good indicator of TD by all or almost all 
participants, which means that these comments had 
high level of agreement and CVM-TD filtered 
comments that may really point out to TD item. 
Almost 40 comments have ratio intervals between 1 
and 0.90. Some examples of such comments are: 
“NOTE: This is temporary and will go away in a 
"future" release (ratio = 1)”; “// FIXME: this could 
be a problem...(ratio = 1)”, “TODO: Replace the 
next deprecated call (ratio = 0.90)”. “TODO: This 
functionality needs to be moved someplace 
useful…(ratio = 0.90)”.  The whole set of these 
comments is available at https://goo.gl/fSaMj9.  
On the other hand, considering the agreement 
among all participants identifying TD comments, we 
found a low coefficient. We conducted the Finn test 
to analyze the agreement in each group, considering 
all comments. Table 5 presents the agreement 
coefficient values. The level of agreement was 
‘slight’ and ‘fair’ according to (Landis and Koch, 
1977) classification. 
 
Figure 3: Agreement among TD comments. 
Table 5: Finn agreement test. 
 Finn p-value Classification 
levels 
Group 1 0.151 3.23e-05 Slight 
Group 2 0.188 5.74e-07 Slight 
Group 3 0.265 8.34e-12 Fair 
RQ4: Does CVM-TD help researchers on select 
candidate comments that point to technical debt 
items? 
We analyzed the candidate comments identified 
by the oracle as TD comments. Table 6 shows the 
number of comments identified by the oracle. We 
observed that almost 60% of comments filtered by 
terms that belong to the vocabulary (candidate 
comments) proposed in (Farias et al., 2015) were 
identified as good indicators of TD by the oracle. 
6 DISCUSSION 
Our results suggest that the English reading level of 
the participants may impact the identification of TD 
through comment analysis. Participants with good 
English reading skills had accuracy values better than 
participants who have medium/poor English reading 
skills. On the other hand, participants with 
poor/medium English profile were able to identify a 
good amount of TD comments filtered by the 
contextualized vocabulary. 
We also observed in the feedback analysis that 
some participants had difficulties to understand and 
interpret complex comments, and tips might help 
them with this task. We conjecture that some tips may 
support participants to make decision on the TD 
identification process. For instance, highlight the TD 
terms or patterns of comment from the contextualized 
vocabulary into the comments. 
Considering the impact of experience on TD 
identification, we could not conclude that the 
experience level affects the accuracy. This can 
indicate that comments selected by the vocabulary 
may be understood by an experienced or non-
experienced observer. This reinforces the idea that the 
TD metaphor aids discussion by providing a familiar 
framework and vocabulary that may be easily 
understood (Spínola et al., 2013)(Kruchten et al., 
2012). 
Table 6: TD comments identified by the oracle. 
 Group 1 Group 2 Group 3 
Number of  
candidate 
comments










Considering the agreement among participants 
identifying TD comments, the results revealed some 
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high level of agreement. It may evidence the 
contribution of CVM-TD as a support tool on the TD 
identification. However, in general, the level of 
agreement between participants was considered low. 
We believe that this occurred due to the large amount 
of comments to be analyzed, and the amount of 
comments selected by the contextualized vocabulary 
that does not indicate a TD item. In this way, the level 
of agreement might rise whether the vocabulary is 
more accurate.  
The last aspect we analyzed was the contribution 
of the CVM-TD to support TD identification. We 
noted that a high number of comments filtered by the 
CVM-TD was considered as TD item. These results 
provide preliminary indications that CVM-TD and 
the contextualized vocabulary can be considered an 
important support tool to identify TD item through 
code comments analysis. Different from code 
metrics-based tools, code comments analysis allow us 
to consider human factors in order to explore 
developers’ point of view and complement the TD 
identification with more contextual and qualitative 
data. Both approaches may contribute with each other 
to make the automated tools more efficient. 
6.1 Threats to Validity 
We followed the checklist provided by (Wohlin and 
Runeson, 2000) to discuss the relevant threats to this 
controlled experiment. 
6.1.1 Construct Validity 
To minimize the mono-method bias, we used an 
accuracy and agreement test to provide an indication 
of the TD identification through comment analysis. 
The researchers that composed the oracle were 
selected by authors of this study. In order to mitigate 
the biased judgment on the oracle, its definition was 
performed by three different researchers with 
knowledge in TD. Two of them selected the TD 
comments and the third researcher did a consensus to 
decrease the bias. Finally, to reduce social threats due 
to evaluation apprehension, participants were not 
evaluated. 
6.1.2 Internal Validity 
The first internal threat we have to consider is subject 
selection, since we have chosen all participants 
through a convenience sample. We minimized this 
threat organizing the participants in different 
treatment groups divided by experience level. 
Another threat is that participants might be 
affected negatively by boredom and tiredness. In 
order to mitigate this threat, we performed a pilot 
study to calibrate the time and amount of comments 
to be analyzed. To avoid the communication among 
participants, two researchers observed the operation 
of the experiment at all times. A further validity threat 
is the instrumentation, which is the effect caused by 
artifacts used for the experiment. Each group had a 
specific set of comments, but all participants used the 
same data collection form format. In order to 
investigate the impact of this threat in our results, we 
analyzed the average accuracy in each group. Group 
G1 has average value equal to 0.65. For group G2, the 
average value is equal to 0.66, and group G3 is equal 
to 0.69. From these data, it is possible to note that 
groups have almost the same level of average 
accuracy. It means that this threat did not affect the 
results. 
6.1.3 External Validity 
This threat relates to the generalization of the findings 
and their applicability to industrial practices. This 
threat is always present in experiments with students 
as participants. Our selected samples contained 
participants with different levels of experience.  All 
participants have some professional experience in the 
software development process. It is an important 
aspect in mitigating the threat. A further threat is the 
usage of software that may not be representative for 
industrial practice. We used software adopted in the 
practice of software development as an experimental 
object in order to mitigate the threat. 
6.1.4 Conclusion Validity  
To avoid the violation of assumptions, we used 
normality test, Shapiro-Wilk, and a parametric test, 
the t-test, for data analysis. To reduce the impact of 
reliability of treatment implementation, we followed 
the same experimental setup on both cases.  
7 CONCLUSION AND FUTURE 
WORK 
In this paper, we performed a controlled experiment 
in order to evaluate the CVM-TD aiming to 
characterizing its overall accuracy and factors that 
may affect the identification of TD through code 
comment analysis. Our results indicate that: (i) 
English reading skills affect the participants’ 
accuracy; (ii) we could not conclude that the 
Investigating the Use of a Contextualized Vocabulary in the Identification of Technical Debt: A Controlled Experiment
377
experience level impacts on understanding of 
comments to support the TD identification; (iii) 
concerning the agreement among participants, 
although we found low agreement coefficients 
between participants, some comments have been 
indicated with a high level of agreement; (iv) CVM-
TD provided promising results concerning to the 
identification of comments as good indicator of TD 
by participants. Almost 60% of the candidate 
comments filtered by CVM-TD were identified as 
actual TD indicators by oracle. 
The results motivate us to continue exploring code 
comments in the context of the TD identification 
process in order to improve CVM-TD and the 
eXcomment. Future works include to: (i) develop 
some feature in eXcomment associated with the 
CVM-TD to support the interpretation of comments, 
such as “usage of weights and color scale to indicate 
the comments with more importance in TD context, 
and highlight the TD terms or patterns of comment 
into the comments”, and (ii) evaluate the use of 
CVM-TD in projects in the industry. 
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Abstract: Java Ca´&La´ or just JCL is a distributed shared memory reflective lightweight middleware for Java developers
whose main goals are: i) provide a simple deployment strategy, where automatic code registration occurs,
ii) support a collaborative multi-developer cluster environment where applications can interact without ex-
plicit dependencies, iii) execute existing sequential Java code over both multi-core machines and cluster of
multi-core machines without refactorings, enabling the separation of business logic from distribution issues in
the development process, iv) provide a multi-core/multi-computer portable code. This paper describes JCL’s
features and architecture; compares and contrasts JCL to other Java based middleware systems, and reports
performance measurements of JCL applications.
1 INTRODUCTION
We live in a world where large amounts of data
are stored and processed every day (Han et al.,
2011). Despite the significant increase in the per-
formance of today’s computers, there are still big
problems that are intractable by sequential comput-
ing approaches (Kaminsky, 2015). Big data (Bryn-
jolfsson, 2012), Internet of Things (IoT) (Perera et al.,
2014) and elastic cloud services (Zhang et al., 2010)
are results of this new decentralized, dynamic and
communication-intensive society. Many fundamen-
tal services and sectors such as electric power supply,
scientific/technological research, security, entertain-
ment, financial, telecommunications, weather fore-
cast and many others, use solutions that require high
processing power. For instance, “Walmart handles
more than a million customer transactions each hour
and it estimated that the transaction database contains
more than 2.5 petabytes of data” (Troester, 2012).
Thus, these solutions are executed over parallel and
distributed computer architectures. In this context, a
new demand for both computer architectures and ap-
plications to handle such big problems has emerged.
High Performance Computing (HPC) is based
on the concurrence principle, so high speedups are
achievable, but the development process becomes
complex when concurrence is introduced. Therefore,
middleware systems and frameworks are designed to
help reducing the complexity of such development.
The use of middleware as a software layer on top
of an operating system became usual in last years in
order to organize a computer cluster or grid (Tanen-
baum and Van Steen, 2007). The challenging issue
is how to provide sufficient support and general high-
level mechanisms using middleware for rapid devel-
opment of distributed and parallel applications. Fur-
thermore, the middleware systems found in the liter-
ature have no information of their use on different
computational platforms. For instance, there is no
evidence that a set of embedded devices are able to
work with a cloud platform using the same middle-
ware. To developers, the system integration is not
transparent and depends of different skills. In Perera
et al. (2014), the authors mention the existence of six
machine classes in IoT and they advocate that mid-
dleware systems should run over all of them (Perera
et al., 2014).
Middleware systems can be adopted for gen-
eral purposes, such as Message Passing Interface
(MPI) (Forum, 1994), Java Remote Method Invoca-
tion (RMI) (Pitt and McNiff, 2001), Hazelcast (Veen-
tjer, 2013), JBoss (Watson et al., 2005) and many
others, but they can also be designed for a specific
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purpose, like gaming, mobile computing and real-
time computing, for instance (Murphy et al., 2006;
Gokhale et al., 2008; Tariq et al., 2014). They support
a programming model based on shared memory, mes-
sage passing or event based (Ghosh, 2014). Among
various programing languages for middleware sys-
tems, the interest in Java for HPC is rising (Taboada
et al., 2013). This interest is based on many fea-
tures, such built-in networking, multithreading sup-
port, platform independence, portability, type safety,
security, extensive API and wide community of de-
velopers (Taboada et al., 2009).
Besides the computational performance, the is-
sues presented below must be considered in the design
and development of a modern middleware.
Refactorings: Usually, middleware systems intro-
duce some dependencies to HPC applications, thus,
end-users need to follow some standards specified
by them, since methods and global variables must
be distributed over a data network. Consequently,
an ordinary Java or C++ object 1 must implement
several middleware classes or statements to become
distributed. There are many middleware examples
with such dependencies, including standards and mar-
ket leaders like Java RMI (Pitt and McNiff, 2001),
JBoss (Watson et al., 2005) and Mapreduce based so-
lutions (Hindman et al., 2011; Zaharia et al., 2010).
As a consequence of these dependencies, two prob-
lems emerge: i) the end-user cannot separate business
logic from distribution issues during the development
process and; ii) existing and well tested sequential ap-
plications cannot be executed over HPC architectures
without refactorings. A zero-dependency middleware
is unrealistic, but a middleware with few adaptations
is fundamental to achieve low coupling with the ex-
isting code.
Deployment: Deployment can be a time consum-
ing task in large clusters, i.e. any live update of an
application module or class often interrupts the execu-
tion of all services running in the cluster. Some mid-
dleware systems adopt third-party solutions to dis-
tribute and update modules in a cluster (Henning and
Spruiell, 2006; Nester et al., 1999; Veentjer, 2013;
Pitt and McNiff, 2001), but sometimes updating dur-
ing application runtime and without stoppings is a re-
quirement. This way, middleware systems capable of
deploying a distributed application transparently, as
well as updating its modules during runtime and pro-
grammatically, are very useful to reduce maintenance
costs caused by several unnecessary interruptions.
Collaboration: Cloud computing introduces op-
portunities, since it allows collaborative development
1“An object is a self-contained entity consisting of data
and procedures to manipulate data” (Egan, 2005)
or development as a service in cloud stack. A middle-
ware providing a multi-developer environment where
applications can access methods and user typed ob-
jects from each other without explicit references is
fundamental to introduce development as a service or
just to transform a cluster into a collaborative devel-
opment environment.
Portable Code: Portable multi-core/multi-
computer code is an important aspect to consider
during development process, since in many insti-
tutions, such as research ones, there can be huge
multi-core machines and several clusters of ordinary
PCs to solve a couple of problems. This way, code
portability is very useful to test algorithms and data
structures in different computer architectures without
refactorings. A second justification for offering at
least two releases in a middleware is that clusters are
nowadays multi-core, so middleware systems must
implement shared memory architectural designs in
conjunction with distributed ones.
The main goal of this work is to introduce a new
middleware that fill the issues previously shown, pre-
cisely:i) a simple deployment strategy and capacity to
update internal modules during runtime; ii) a collab-
orative multi-developer environment; iii) a service to
execute existing sequential Java code over both multi-
core machines and cluster of multi-core machines
without refactorings; iv) multi-core/multi-computer
portable code. This middleware, called Java Ca´&La´2
or just JCL, is a tool for develop HPC applications.
In this paper, the three main components of our archi-
tecture are presented and evaluated. Is not the focus
of this work to be a “how to” guide, although some
source codes are shown in order to clarify the reader’s
understanding. The main contributions of JCL are:
i) A middleware that gathers several features pre-
sented separately in the last decades of middle-
ware literature, enabling building distributed ap-
plications with few portable instructions to clus-
ters made from different platforms;
ii) A comparative study of market leaders and well
established middleware standards for Java com-
munity. This paper emphasizes the importance of
several features and how JCL and its counterparts
fulfill them;
iii) A scalable middleware over multi-core and multi-
computer architectures;
iv) A feasible middleware alternative to fast proto-
type portable Java HPC applications.
This work is organized as follows. Section 2 dis-
cusses works that are similar to the proposed middle-
2Java Ca´&La´ is available for download at http://
www.joubertlima.com.br
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ware, pointing out their benefits and limitations. Sec-
tion 3 details the JCL middleware, presenting its ar-
chitecture and features. Section 4 describes a user
case application. Section 5 presents our experimen-
tal evaluation and discusses the results. Finally, in
Section 6, we conclude our work and point out future
improvements of JCL.
2 RELATEDWORK
In this section, we describe the most promising mid-
dleware systems in various stages of development.
We evaluated each work in terms of: i) requirement
for low/medium/high refactorings, ii) automatic or
manual deployment, iii) support for collaborative de-
velopment, iv) implementation of both multi-core and
multi-computer portable code. Other analyses were
made to verify if the middleware is discontinued, and
if it is fault tolerant in terms of storage and processing.
Academic and commercial solutions are put together
and their limitations/improvements are highlighted in
Table 1. Middleware systems that present high simi-
larities with JCL are described in detail in this section.
The remaining related work is described just in Table
1.
Infinispan by JBoss/RedHat (Team, 2015) is a
popular open source distributed in-memory key/value
data store (Di Sanzo et al., 2014) which enables two
ways to access the cluster: i) the first way enables an
API avaliable in a Java library ; ii) the second way en-
ables several protocols, such as HotRod, REST, Mem-
cached and WebSockets, making Infinispan a lan-
guage independent solution. Besides storage services,
the middleware can execute tasks remotely and asyn-
chronously, but end-users must implement Runnable
or Callable interfaces. Furthermore, it is necessary
to register these tasks at Java virtual machine (JVM)
classpath of each cluster node, so Infinispan does not
have the dynamic class loading feature.
Java Parallel Processing Framework JPPF is an
open source grid computing framework based on pure
Java language (Xiong et al., 2010) which simplifies
the process of parallelizing applications that demand
high processing, allowing end-users to focus on their
core software development (Cohen, 2015). It imple-
ments the dynamic class loading feature in cluster
nodes, but it does not support collaborative develop-
ment, i.e. methods cannot be shared among different
JPPF applications, producing many services over a
cloud infrastructure, for instance. JPPF does not im-
plement shared memory services just execute meth-
ods.
Hazelcast (Veentjer, 2013) is a promising middle-
ware in the industry. It offers the concept of func-
tions, locks and semaphores. Hazelcast provides a
distributed lock implementation and makes it possible
to create a critical section within a cluster of JVM;
so only a single thread from one of the JVM’s in
the cluster is allowed to acquire that lock. (Veentjer,
2013). Besides an Application Programming Inter-
face (API) for asynchronous remote method invoca-
tions, Hazelcast has a simple API to store objects in a
computer grid. JCL separates business logic from dis-
tribution issues and, in Hazelcast, both requirements
are put together, so flexibility and dynamism are re-
duced during execution time. Hazelcast cannot in-
stantiate a global variable remotely like JCL, i.e., it al-
ways maintains double copies of each variable at each
remote instantiation. Hazelcast has manual schedul-
ing for global variables and executions, so the end-
user can control the cluster machine to store or run an
algorithm. Hazelcast does not implement automatic
deployment, so it is necessary to manually add each
end-user class to the JVM classpath before starting
each Hazelcast node.
Oracle Coherence is an in-memory data grid
commercial middleware that offers database caching,
HTTP session management, grid agent invocation and
distributed queries (Seovic et al., 2010). Coherence
provides an API for all services, including cache ser-
vices and others. It enables an agent deployment
mechanism, so there is the dynamic class loading fea-
ture in cluster nodes, but such agents must implement
the EntryProcessor interface, thus refactorings are
necessary.
RAFDA (Walker et al., 2003) is a reflective mid-
dleware. It permits arbitrary objects in an applica-
tion to be dynamically exposed for remote access, al-
lowing applications to be written without concern for
distribution (Walker et al., 2003). RAFDA objects
are exposed as Web services without requiring reengi-
neering to provide distributed access to ordinary Java
classes. Applications access RAFDA functionalities
by calling methods on infrastructure objects named
RAFDA runtime (RRT). Each RRT provides two in-
terfaces to application programmers: one for local
RRT accesses and the other for remote RRT accesses.
RRT has peer-to-peer communication, so it is possible
to execute a task in a specific cluster node, but if the
end-user needs to submit several tasks to more than
one remote RRT, a scheduler must be implemented
from the scratch. RAFDA has no portable multi-core
and multi-computer versions.
In the beginning of 2000’s, an interesting middle-
ware, named FlexRMI, was proposed by Taveira et
al. (2003) to enable asynchronous remote method
invocation using the standard Java Remote Method
JCL: A High Performance Computing Java Middleware
381












JCL No No Yes Yes Yes Yes
Infinispan Yes Low No Yes No Yes
JPPF Yes No Yes No No Yes
Hazelcast Yes Low No Yes No Yes
Oracle
Coherence Yes Medium NF
1 Yes No Yes
RAFDA No No Yes Yes No Yes
PJ No NF1 NF1 No Yes Yes
FlexRMI No Medium No No No No
RMI No Medium No No No Yes
Gridgain Yes Low No Yes No Yes
ICE Yes High No No No Yes
MPJ
Express No Medium No No Yes Yes
Jessica NF1 No Yes No Yes Yes
1 - NF: Not found
Invocation (RMI) API. FlexRMI is a hybrid model
allowing both asynchronous or synchronous remote
methods invocations. There are no restrictions in
the ways a method is invoked in a program. The
same method can be called asynchronously at one
point and synchronously at another point in the
same application. It is the programmer’s respon-
sibility the decision on how the method call is to
be made. (Taveira et al., 2003) FlexRMI changes
Java RMI stub and skeleton compilers to achieve
high transparency. FlexRMI is the RMI asyn-
chronous, so there is no multi-core version. Fur-
thermore, it requires at least “java.rmi.Remote”
and “java.rmi.server.UnicastRemoteObject” ex-
tensions to produce a RMI application. Since it does
not implement the dynamic class loading feature, all
classes and interfaces must be stored in nodes before
a RMI (and also FlexRMI) application starts, making
deployment a time-consuming effort.
Gelibert et al. (2011) proposed a new middleware
using Distributed Shared Memory (DSM) principles
to efficiently simplify the clustering of dynamic ser-
vices. The proposed approach consists in transpar-
ently integrating DSM into Open Services Gateway
Initiative (OSGi) (OSGi, 2010) service model using
containers and annotations. The authors use Terra-
cotta framework (Terracotta Inc., 2008) as a kernel of
the entire solution. Gelibert et al. (2011) point out
limitations of using static types in the code, since in-
strumentation is done at runtime, thus the compiler
cannot perform static verification on the application
code. This creates complicated debugging scenarios
when problems, especially transient ones, occur.
Programming Graphical Processing Unit (GPU)
clusters with a distributed shared memory abstraction
offered by a middleware layer is a promising solu-
tion for some specific problems, i.e. Single Instruc-
tion Multiple Data (SIMD) solutions. In (Karantasis
and Polychronopoulos, 2011), an extension of Pleiad
middleware (Karantasis and Polychronopoulos, 2009)
is implemented enabling Java developers to work with
a local GPU abstraction over several machines with
one-four GPU devices each.
3 JCL ARCHITECTURE
This section details the architecture of the proposed
middleware. The reflective capability of several pro-
gramming languages, including Java, is an elegant
way for middleware systems to introduce low cou-
pling between distribution and business logic, as well
as simplify the deployment process and introduce
cloud multi-developer environments. Thus, reflection
is the basis for many JCL features.
JCL has two versions: multi-computer and multi-
core. The multi-computer version, named “Pacu”,
stores objects and executes tasks over a cluster where
all communications are done via TCP/UDP proto-
col. On the other hand, the multi-core version, named
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“Lambari”, turns the User component into a local host
component without the overhead of TCP/UDP com-
munications. All objects and tasks are respectively
stored and executed locally on the end-user machine.
The architecture of JCL is composed of three main
components: User, Server, and Host. While User
is designed to expose the middleware services in a
unique API to be adopted by developer, Server is re-
sponsible to manage the JCL cluster. Finally, the Host
component is where the objects are stored and the reg-
istered methods are invoked. The next sections de-
scribe the design choices of JCL to provide the previ-
ously cited features.
3.1 User Component
To achieve portability, a single access point to JCL
cluster is mandatory and the User component is re-
sponsible for that. It represents a unified API for both
versions (multi-computer and multi-core) and it is
where asynchronous remote method invocations and
object storage take place. The user selects which ver-
sion to start with according to a property file config-
ured by the end-user. In the multi-core version, User
avoids network protocols, performing shared memory
communications with Host. In the multi-computer
version, UDP and TCP/IP protocols are adopted, thus
marshalling/unmarshalling, location, naming and sev-
eral other components are introduced. These compo-
nents are fundamental to distributed systems and are
explained in details in Coulouris et al. (2007).
During the application execution, User component
follows a pipeline composed of six steps: 1) receive
end-user application calls; 2) generate unique identi-
fiers for these calls; 3) return the identifiers to the end-
user application; 4) schedule them; 5) submit them to
Hosts; 6) and finally, store results of submitted calls
locally. Since JCL is by default asynchronous, end-
user application calls receive a ticket for each submit-
ted task. After a complete execution of the pipeline
above, the result is ready to be obtained using the
identifier provided by User. Step 5 can be optimized
in the multi-computer version if successive submis-
sions occur, i.e. successive calls are buffered and sub-
mitted in batch to a Host.
This component adopts different strategies to
schedule processing and storage calls in the multi-
computer version. It allocates Hosts to handle pro-
cesses according to the number of cores in the en-
tire cluster. For instance, in a cluster with ten quad-
core machines, we have forty cores, so User submits
chunks of processing calls to the first machine, where
each chunk size must be multiple of four, since it is
a quadcore processor. Internally, a Host allocates a
pool of threads, also with size multiple of four, to
consume such processing calls. After the first chunk,
User sends the second, the third and so on. After ten
submissions, User starts submitting to the first ma-
chine again. The circular list behavior continues as
long as there are processing calls to be executed. Het-
erogeneous clusters are possible, since JCL automati-
cally allocates a number of chunks proportional to the
number of cores of each machine.
There is a scheduling strategy for storage calls, so
the User component calculates a function F to deter-
mine in which host the global variable will be stored
(Equation 1), where hash(vn) is the global variable
name hashcode, nh is the number of JCL hosts and
F is the node position. Experiments with incremen-
tal global variable names like “p i j” or “p i”, where i
and j are incremented for each variable and p is any
prefix, showed that F achieves an almost uniform dis-
tribution for object storage over a cluster in several
scenarios with different variable name combinations,
however there is no guarantee of a uniform distribu-
tion for all scenarios. For this reason, User intro-
duces a delta (d) property that normally ranges from
0−10% of nh. The delta property relaxes function F
result enabling two or more Hosts as alternatives to





In general, d relaxes a fixed JCL Host selection
without introducing overhead in F . A drawback in-
troduced by d is that JCL must check (2∗d) + 1 ma-
chines to search for an object, i.e., if d is equal to 2,
JCL must check five machines (two machines before
and two after the machine identified by function F in
the logical ring). JCL checks all five alternatives in
parallel, so the drawback is very small, as our experi-
ments demonstrate. JCL with delta equals 2, 1 and 0
has similar execution time in clusters with 5, 10 and
15 machines.
3.2 Server Component
This component was designed to manage the cluster
and is responsible for receiving the information from
each Host and distributing it to all registered User
components, enabling them to directly communicate
with each Host. The Server also implements the pos-
sibility for the end-user to assign the placement of
objects stored in the cluster, thereby disrespecting the
Host selection obtained from the function F presented
in Equation 1.
The Server fulfills the function of centralizing
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component, receiving the features of the computer
where each Host is installed. Before adding a new
Host, the Server notifies its presence to all regis-
tered Hosts that, after receiving the new member
registration notification, recalculate the function F
and change the Host objects, if necessary. After all
changes have taken place, the Server is notified, ful-
filling the registration of the new Host.
When there is an end-user application running, at
least one Host registration needs to be completed suc-
cessfully, so that such application can receive the clus-
ter map, enabling direct communication with the reg-
istered Hosts and eliminating the necessity to search
for a Host in the Server at every new demand.
One of JCL’s advantages is the possibility of stor-
ing Java objects in a specific Host. In this case, the
end-user can specify Hosts that are different from
those calculated by function F . To guarantee that
all running applications in a specific cluster have ac-
cess to all the instantiated objects, the locations as-
signed manually by the end-user are centralized in the
Server, this way they do not depend on the function
F . It is possible to note that the increase of manually
assigned variables concentrates the workload on the
Server, thus variables with high amount of accesses
can cause bottlenecks in the Server component. The
end-user can also choose the Host to execute their
methods, therefore JCL scales or allows its developers
to scale their demands.
3.3 Host Component
JCL Host has two basic functions: to store the ob-
jects sent by User or by another Host and invoke pre-
viously registered class methods. Its architecture al-
lows the Host component to dynamically determine
the number of threads (workers) running the end-user
class methods. By default, the application is con-
figured to use the total number of cores available on
the Host, that is, if the computer has four cores, four
workers are created. Nevertheless, the user can create
as many workers as necessary by simply setting the
property that assigns the number of threads to be cre-
ated. The justification for such feature is the possibil-
ity to combine CPU-bound methods with I/O bound
method executions, requiring the operating system to
schedule them, what increases the number of context
switches, however such extra workload usually pays
off, since there is a possibility of prefetching CPU
bound method executions while waiting for I/O re-
sults.
Before the Host component publishes its services
to User components, it starts a JCL pipeline composed
of three steps: 1) the Host notifies the Server its in-
tention to join the cluster; 2) the Server propagates
the existence of a new Host; 3) the Server allows the
Host to join JCL cluster.
A property that differentiates JCL from most of
its counterparts is the class registration process that
simplifies deployment. This process, invoked by User
and performed by Host, adds the necessary classes
to JVM classpath at runtime, which enables the end-
user to store objects and remotely execute methods
without manually registering the class in each JVM
of each cluster Host.
To perform object storage, two different alterna-
tives are adopted. In the first one, the end-user creates
the object and sends it to be stored in a Host, which
may or may not be chosen by him. In the second one,
the end-user defines which object should be created,
passing its arguments for the constructor and, there-
fore, enabling the object instantiation directly at the
Host. It is possible to note that the second storage
option allows the creation of massive objects at Host
without transferring them through the data network.
As described previously in this section, the mid-
dleware is based on Java reflection. This way, there is
no need to adapt any classes so that they can be ex-
ecuted at Hosts. Once registered, the target classes,
as well as their dependencies, are sent to Host where
methods are mapped and available for execution. This
feature enables JCL applications to separate business
logic code from distribution code, as well as simpli-
fies deployment and enables distributed objects stor-
age.
4 USE CASE
This section aims to evaluate JCL in terms of fun-
damental computer science algorithms development,
such as sorting. The JCL BIG sorting application was
implemented, since it represents a solution with inten-
sive communication, processing and I/O.
The distributed BIG sorting application is a sort-
ing solution where data are partitioned and also
sorted, i.e. there is no centralized sorting mecha-
nism. Data are generated and stored in a binary file
by each Host thread, performing parallel I/O on each
Host component. Data are integers between −109 to
+109. The final sorting contains one million different
numbers and their frequencies distributed over a clus-
ter, but the original input data were generated from
two billion possibilities.
The sorting application is a simple and elegant
sorting solution based on items frequencies. The fre-
quency of each number of each input data partition
is obtained locally by each Host thread and a chunk
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24 JCL facade j c l = JCL FacadeImpl . g e t I n s t a n c e ( ) ;
25
26 i n t numJCLc lus t e rCore s = j c l . g e t C l u s t e r C o r e s ( ) ;
27 / / r e g i s t e r i n g
28 j c l . r e g i s t e r ( Random Number . c l a s s , ” Random Number ” ) ;
29
30 / / b u i l d s t h e i n p u t da t a , p a r t i t i o n e d ove r JCL c l u s t e r
31 O b j e c t [ ] [ ] a r g s = new O b j e c t [ numJCLc lus t e rCore s ] [ ] ;
32 for ( i n t i =0 ; i<numJCLc lus t e rCore s ; i ++) {
33 O b j e c t [ ] oneArg = { sementes , ” o u t p u t ”+ i } ;
34 a r g s [ i ]= oneArg ;
35 }
36 Lis t<Str ing> t i c k e t s = j c l . e x e c u t e A l l C o r e s ( ” Random Number ” , ” Create1GB ” , ←↩
a r g s ) ;
37 j c l . g e t A l l R e s u l t B l o c k i n g ( t i c k e t s ) ;
38 for ( St r ing a T i c k e t : t i c k e t s ) j c l . r e m o v e R e s u l t ( a T i c k e t ) ;
39 t i c k e t s . c l e a r ( ) ;
40 t i c k e t s =nu l l ;
41 System . e r r . p r i n t l n ( ” Time t o c r e a t e i n p u t ( s e c ) : ” + ←↩
( System . nanoTime ( )−t i me ) /1000000000) ;
Figure 1: Main class - how to generate pseudo-random numbers in the JCL cluster.
strategy builds a local data partition for the entire
JCL cluster, i.e. each thread knows how many JCL
threads are alive, so all number frequencies (n f ) di-
vided by number of cluster threads (nct) create a con-
stant C, i.e. C = n f/nct. Each different number in
an input data partition is retrieved and its frequency
is aggregated in a global frequency GF . When GF
reaches C value, a new chunk is created, so C is fun-
damental to produce chunks with similar number fre-
quencies without storing the same number multiple
times. When JCL avoids equal number values it also
reduces communication costs, since numbers of one
Host thread must be sent to other threads in the JCL
cluster to perform a fair distributed sorting solution.
The sorting is composed of three phases, besides
the data generation and a validation phase to guar-
antee that all numbers from all input data partitions
are retrieved and checked against JCL sorting dis-
tributed structure. The sorting has approximately 350
lines of code, three classes and only the main class
must be a JCL class, i.e. inherit JCL behavior. The
pseudo-aleatory number generation phase illustrates
how JCL executes existing sequential Java classes on
each Host thread with few instructions (Figure 1).
Lines 24, 26 and 28 of the main class illustrate how to
instantiate JCL, obtain JCL cluster number of cores
and register a class named “Random Number” in
JCL, respectively. Lines 31-35 represent all argu-
ments of all “Create1GB” method calls, so in our
example we have “numJCLClusterCores” method
arguments and each of them is a string labeled
“output suffix”, where the suffix varies from 0 to
“numJCLClusterCores” variable value.
Line 36 represents a list of tickets, adopted
to store all JCL identifiers for all method calls,
since JCL is by default asynchronous. The
JCL method “executeAllCores” executes the same
method “Create1GB” in all Host threads with unique
arguments on each method call. Line 37 is a synchro-
nization barrier, where big sorting main class waits
until some tasks, identified by “tickets” variable, have
finished. From lines 38-40 objects are destroyed lo-
cally and remotely (line 38), and finally in line 41
there is the time elapsed to generate pseudo-random
numbers over a cluster of multi-core machines and in
parallel. The “Random Number” class is a sequen-
tial Java class and method “Create1GB” adopts Java
Random math class to generate 1GB numbers on each
input data partition binary file.
Phases one, two and three are similar to Figure 1,
i.e. they are inside the main class and they behave ba-
sically splitting method calls over the cluster threads
and then waiting all computations to end. Precisely,
at phase one JCL reads the input and produces the
set of chunks, as well as each chunk frequency or the
frequencies of its numbers. C is calculated locally in
phase one, i.e. for a single input data partition, so in
C equation n f represents how many numbers an input
data partition contains and nct represents the number
of JCL Host threads. Phase one finishes its execution
after storing all number frequencies locally in a JCL
Host to avoid a second file scan. It is possible to note
that phase one does not split the numbers across the
local chunks, since the algorithm must ensure a global
chunk decision for that.
After phase one, the main class constructs a global
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169 long l o a d =0; i n t b ; St r ing r e s u l t = ” ” ;
170 for ( In t eg e r ac : s o r t e d ) {
171 l o a d +=map . g e t ( ac ) ;
172 i f ( load >( t o t a l F / ( numOfJCLThreads ) ) ) {
173 b=ac ;
174 r e s u l t +=b+ ” : ” ;
175 l o a d =0;
176 }
177 }
Figure 2: Main class - how to mount the global chunk schema to partition the cluster workload.
97 for ( i n t r =0 ; r<numJCLThreads ; r ++) {
98 JCLMap<In teger , Map<In teger , Long>> h = new JCLHashMap<In teger , ←↩
Map<In teger , Long>>(St r ing . v a lueOf ( r ) ) ;
99 h . p u t ( id , f i n a l [ r ] ) ;
Figure 3: Sorting class - how to deliver chunks to other Host threads.
sorting schema with fair workload. Figure 2 illus-
trates how the main class produces chunks with simi-
lar number frequencies. Each result of phase one con-
tains a schema to partition the cluster workload, so a
global schema decision must consider all numbers in-
side all chunks of phase one.
The main class calculates the total frequency of
the entire cluster, since each thread in phase one also
returns the chunk frequency. Variable “totalF” rep-
resents such a value. Lines 169 to 177 represent how
JCL sorting produces similar chunks with a constant
C as a threshold. The global schema is submitted to
JCL Host threads and phase two starts.
Phase two starts JCL Host threads and each thread
can obtain the map of numbers and their frequencies,
generated and stored at phase one. The algorithm
just scans all numbers and inserts them into specific
chunks according to the global schema received pre-
viously. Phase two ends after inserting all numbers
and their frequencies into JCL cluster to enable any
JCL Host thread to access them transparently. Fig-
ure 3 illustrates JCL global variable concept, where
Java objects lifecycles are transparently managed by
JCL over a cluster. The sorting class obtains a global
JCL map labelled “h” (Figure 3). Each JCL map
ranges from 0 to number of JCL threads in the clus-
ter (line 97), so each thread manages a map with its
numbers and frequencies, where each map entry is a
chunk of other JCL Host thread, i.e. each JCL Host
thread has several chunks created from the remain-
ing threads. Line 99 of Figure 3 represents a sin-
gle entry in a global map “h”, where “id” represents
the current JCL Host thread identification and “final”
variable represents the numbers/frequencies of such a
chunk. Phase three of sorting application just merges
all chunks into a unique chunk per JCL Host thread.
This way, JCL guarantees that all numbers are sorted,
but not centralized in a Server or Host component, for
instance.
Our sorting experiments were conducted with JCL
multi-computer version. The first set of experiments
evaluated JCL in a desktop cluster composed of 15
machines, where 5 machines were equipped with In-
tel I7-3770 3.4GHz processors (4 physical cores and 8
cores with hyper-threading technology) and 16GB of
of RAM DDR 1333Mhz, and the other 10 machines
were equipped with Intel I3-2120 3.3GHz processors
(2 physical cores and 4 cores with hyper-threading
technology) and 8GB of RAM DDR 1333Mhz. The
Operating System was a Ubuntu 14.04.1 LTS 64 bits
kernel 3.13.0-39-generic and all experiments could
fit in RAM memory. Each experiment was repeated
five times and both higher and lower runtimes were
removed. An average time was calculated from the
three remaining runtime values. JCL distributed BIG
Sorting Application version sorted 1 TB in 2015 sec-
onds and the OpenMPI version took 2121 seconds,
being JCL 106 seconds faster. Both distributed BIG
sorting applications (JCL and MPI) implement the ex-
plained idea and are available at JCL website.
The second experiments evaluated JCL in an em-
bedded cluster composed of two raspberry pi devices,
each one with an Arm ARM1176JZF-S processor,
512MB of RAM and 8GB of external memory, and
one raspberry pi 2 with a quadcore processor oper-
ating at 900MHz, 1GB of RAM and 8GB of exter-
nal memory. The Operating System was Raspbian
Wheezy and all experiments could fit in RAM mem-
ory. Each experiment was repeated five times and
both higher and lower runtimes were removed. An
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average time was calculated from the three remaining
runtime values.
The JCL distributed BIG sorting was modified to
enable devices with low disk capacity to also sort a
big amount of data. Basically, the new sorting version
does not store the pseudo-random numbers in external
memory. It gathers the number generation phase with
the phase where number frequencies are calculated.
Differently from other IoT middleware systems (Per-
era et al., 2014), where small devices such as rasp-
berry pi are adopted only for sensing, JCL introduces
the possibility to implement general purpose applica-
tions and not only sensing ones. Furthermore, JCL
sorting can run on large or small clusters, as well as
massive muti-core machines with a unique portable
code. The small raspberry pi cluster sorted 60GB of
data in 2,7 hours.
5 EXPERIMENTAL EVALUATION
Experiments were conducted with JCL multi-
computer and multi-core versions. Initially, the JCL
middleware was evaluated in a desktop cluster com-
posed of 15 machines, the same cluster used to test
JCL distributed BIG sorting application. The middle-
ware was evaluated in terms of throughput, i.e., the
number of processed JCL operations per second. The
goal of these experiments is to stress JCL measuring
how many executions it supports per second and also
how uniform function F , presented in Equation 1, can
be when both incremented global variable names and
random names are adopted.
In the first set of experiments, we tested JCL asyn-
chronous remote method invocation (Figure 4). For
each test we fixed the number of remote method in-
vocations to 100 thousand executions. JCL Protocol
Buffer Algorithm (PBA) algorithm was adopted, so
JCL differentiates the sizes of both machines of the
cluster to configure the workload. The experiments
were composed of two different methods: the first one
is a void method with a book as argument, where a
book is a user type class composed of authors, editors,
edition, pages and year attributes (Figure 4 A); and the
second method is composed of an array of string and
two integer values as arguments which are adopted by
algorithms for calculating Levenshtein distance, Fi-
bonacci series and prime numbers (Figure 4 B). We
measured the throughput of each cluster configuration
(5, 10 and 15 machines).
The results demonstrated that JCL’s throughput
rises when cluster size increases as the task becomes
more CPU bound. There is a throughput decrease












































Figure 5: Global variable experiments.
the justification is that the new five Hosts are smaller
than the first five ones, so the throughput does not in-
crease at the same rate (Figure 4 B). The second test
represents non CPU bound scenarios, so it is clear that
network overhead is greater than task processing (Fig-
ure 4 A).
In the second set of experiments (Figure 5), we
fixed the number of instantiated global variables to 40
thousand instantiations. We tested the book class in-
stantiation explained previously (Figure 5 A) and also
a smaller object like a string with 10 characters (Fig-
ure 5 B). We tested the five best machines first and
then added the ten worst machines, thus this strategy
may influence the throughput results negatively. As
the cluster enlarges, the number of connections and
other issues also become time-consuming, thus a re-
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Figure 7: Bag of words.
duction in throughput should be expected. Another
important observation is the synchronous behavior of
JCL shared memory services, which is another bot-
tleneck when the cluster becomes bigger. The results
demonstrate that as the global variable becomes more
complex, the data network overhead increases. Pre-
cisely, the throughput of String variable reduces 2,3%
when JCL cluster increases from 5 to 15 Hosts, but
when book variable is adopted, the throughput re-
duces 3,3% in the same cluster configurations. The
positive aspect of such a scenario is that JCL over big-
ger clusters stores more data.
In the third set of experiments, we evaluated the
uniformity of function F presented in Equation 1 plus
a delta d and instantiated 40 thousand variable names.
JCL cluster size was set to 15 machines, and then we
tested different prefix variable names, and also autoin-
crement suffixes, i.e., variable names like “p i” and
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“p i j”, where p is a prefix and i and j are autoin-
crement values. We also tested F + d distribution for
an arbitrary bag of words and chose the Holy Bible’s
words to verify how JCL data partition performs. The
results are illustrated in Figure 6 and 7, where ∆ is
delta size. Usually, JCL achieves an almost uniform
distribution using delta between zero and two.
The result of the bag of arbitrary words becomes
more uniform as delta increases, so even when the
end-user decides to adopt arbitrary variable names in
the code, JCL can achieve an almost fair data parti-
tion. We also tested the JCL overhead when a variable
content is retrieved using delta zero, one and two, and
there are almost no overhead varying deltas, but data
partition uniformity is reduced as delta tends to zero,
what can be seen in Figure 7. The justification is that
network communication times for data checkings are
irrelevant when compared with remote instantiation
runtimes.
Finally, we also evaluated JCL multi-core ver-
sion against a Java thread implementation provided
by Oracle. An Intel I7-3770 3.4GHz processor with
8 cores, including hyper-threading technology, and
16GB of RAM was used in the experiment. We
implemented a sequential version for a CPU bound
task composed of existing Java sequential algorithms
for calculating Levenshtein distance, Fibonacci series
and prime numbers. We calculated JCL and Java
threads speedups, and the results demonstrated sim-
ilar speedups, i.e. in a machine with four physical
cores and four virtual cores, JCL achieved speedup of
5.61 and Oracle Java threads the speedup of 5.77.
6 CONCLUSION
In this paper, we present a novel reflective middleware
that is able to invoke remote methods asynchronously
and also manage Java objects lifecycle over a clus-
ter of JVMs. JCL is designed for multi-core, multi-
computer and hybrid computer architectures. End-
users write portable JCL applications, where global
variables are also multi-developer, so different appli-
cations can transparently share resources without ex-
plicit references over a computer cluster. JCL can ex-
ecute existing Java code or JCL code, this way JCL
can build complex applications. Reflection capabili-
ties enable JCL to separate distribution from business
logic, enabling both existing sequential code execu-
tions over many high performance computer archi-
tectures with zero changes and multiple distribution
strategies for a single sequential algorithm according
to a hardware specification. Deployment in JCL is not
time consuming, i.e. a JCL cluster without end-user
code is sufficient to run any Java application in JCL.
No other middleware solution puts all these features
together in a unique solution.
Experiments demonstrate that JCL is a promis-
ing solution, although many improvements must be
done. JCL must implement security methods. End-
users should be able to lock/unlock global variables
and execute tasks from private groups over a single
JCL cluster, enabling different collaboration levels or
profiles. JCL must be fault tolerant in storage and
processing. Future systems should be able to recover
on their own. Self-stabilization, self-healing, self-
reconfiguration and recovery-oriented computing im-
plement several algorithms/protocols that can be in-
corporated into JCL. JCL must implement the con-
cept of multi-server, therefore a JCL server can man-
age, for instance, a cluster of JCL hosts with invalid
IPs and communicate with other JCL servers, pro-
viding a multi-cluster JCL solution. GPU execution
abstractions, where location and copies are transpar-
ent to end-users, are fundamental to JCL. A heuristic
based scheduler, where cloud requirements are con-
sidered, is also an important improvement to JCL. An
API for sensing is fundamental to JCL for IoT. Cross-
platform Host component, including platforms with-
out JVM, with JVMs that are not compatible with JSR
901 (Java Language Specification) or platforms with-
out operating system, are mandatory to IoT. Built-in
modules for monitoring and administration should be
added to JCL.
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Abstract: Project management (PM) tools are mandatory to properly manage software projects. The usage of these tools 
is an important competence for professionals in the computer area, and its teaching is addressed in superior 
computer courses. In this context, general usage tools are usually adopted, such as MS-Project, but the lack 
of educational features of in these tools has motivated the development of several educational PM tools. 
However, previous studies have shown that these tools still do not cover the whole PM process, as defined by 
PMBOK. As a result, this study aims at presenting an instructional unit to assist in the teaching of 
functionalities that support an extensive part of this process, covering the initiating and planning processes 
groups for all knowledge areas. It adopts an open-source and educational PM tool – dotProject+, and other 
instructional materials. The instructional unit was applied in several case studies in undergraduate computer 
courses. Its results demonstrated students were able to learn how to use the PM tool to carry out that part of 
PM process, and teachers state students learning was facilitated by the instructional materials adoption. 
1 INTRODUCTION 
Project Management (PM) is an important area for 
many organizations in the software industry. It is so 
because several projects still fail due to a lack of 
proper management, leading to problems related to 
unaccomplished deadlines, budget overrun, or scope 
coverage (The Standish Group, 2013). In this context, 
a project is defined as a temporary endeavor to 
achieve a single result, and PM is the use of 
knowledge, abilities, tools, and techniques that enable 
a project to reach its goals (PMI, 2013). 
Project problems take place mainly because of the 
absence of a PM process (Keil et al., 2003), resulting 
in a narrow control over project restrictions (The 
Standish Group, 2013). The adoption of a PM process 
may be aided by the usage of a PM tool (Fabac et al., 
2010). Despite many organizations still not using any 
PM tool, the positive contributions that these tools 
have brought about have increased the interest in their 
usage (Cicibas et al., 2010). 
Given that the usage of PM tools is not well-
established in organizations and that projects still fail, 
a possible cause for this may be the lack of teaching 
project managers and team members in the usage of 
these tools (The Standish Group, 2013; Fabac et al., 
2010; Reid and Wilson, 2007). 
The teaching of PM has to address the knowledge 
on PM, beyond general knowledge on administration, 
project environment, and interpersonal abilities (PMI, 
2013). However, the teaching of PM should not just 
be focused on theoretical knowledge, because this is 
not enough to employ the PM effectively. It is crucial 
to develop the project manager competencies, which 
include knowledge (theoretical), abilities (practical), 
and attitudes (Branch., 2009). In addition to this, the 
PM is infeasible without the support of a PM tool, due 
to the complexity of contemporary software projects. 
Furthermore, the usage of these tools is among the 
project manager competencies (PMI, 2013; Salas-
Morera et al., 2013). A PM tool is a software that 
supports the whole PM process or just a specific part 
of it. Among its supported functionalities are: 
schedule development, cost planning, risk analysis, 
etc. (Car et al., 2007). 
However, there are a wide variety of PM tools, 
and most of them are not suitable for teaching, 
complicating the learning of their usage (PMI, 2013; 
Keil et al., 2003). For instance, some PM tools demand 
an initial effort to setup the environment and to learn 
about its usage, thus being rejected by some students 
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during their first contact with them (Salas-Morera et 
al., 2013). 
As an attempt to improve this scenario, some 
research (Reid and Wilson, 2007; Gregoriou et al., 
2010) has identified that MS-Project is the most 
adopted PM tool for teaching. However, the lack of 
didactic features in this tool has motivated these 
research which proposes new educational PM tools 
(Salas-Morera et al., 2013). Most of these tools are 
focused on specific techniques, such as CPM, PERT, 
RACI Matrix. Nonetheless, when considering the PM 
process, none of these tools have focused on 
addressing of all PM knowledge areas. Thus, this 
paper presents an Instructional Unit (IU) that adopts 
the educational PM tool – dotProject+ – for teaching 
the usage of functionalities that supporting the 
execution of all PM knowledge areas for the initiating 
and planning processes groups. 
An IU is a set of classes designed to teach certain 
learning objectives for a specific target audience. It 
consists of a set of instructional materials, for teachers 
and students, which are developed to enable the 
learning in a specific educational context (Hill et al., 
2005). 
The paper structure presents, in the background 
section, the main concepts related to software PM, 
PM tools, and teaching of PM tools. Section 3 
presents related studies, and Section 4 presents the IU 
for teaching PM tools, including its instructional 
materials, such as the educational PM tool 
dotProject+. Section 5 presents the case study 
definition, which instances are presented in Section 6. 
In Section 7, we present the IU evaluation, along with 
a discussion of the research results, leading to the 
paper’s conclusions in Section 8. 
2 BACKGROUND 
Concepts that are relevant to this research are 
presented in this section. All these concepts are 
utilized during the presentation of the IU and in the 
discussion of the case studies results. 
2.1 Project Management 
The PM directs the project activities and its resources 
in order to meet the project requirements. It is 
organized in 5 processes groups, which guide the PM 
process from its initiating to its closing (Figure 1). 
Orthogonally to the processes groups, the PM 
processes are organized in 10 knowledge areas (Table 
1), which may be addressed to effectively manage a 
project. 
 
Figure 1: PM processes groups (PMI, 2013). 




Integration Identify and coordinate PM processes 
and PM activities. 
Scope Ensure that the project addresses the 
entire work to meet its requirements. 
Time Plan and control the activities that will 
be carried out during the project, so it 
concludes within the deadline. 
Cost Plan, estimate, and control project costs, 
so it concludes within the approved 
budget. 
Quality Define the goals, and quality policies, 
so the project meets the needs that have 
initiated it. 
HR  Organize and manage the project team. 
Communicat
ion 
Ensure the generation, collection, and 
distribution of project information. 
Risk Identify and control the project risks. 
Acquisition Buy or contract products, services or 
any resources that are not available as 
project internal resources. 
Stakeholder  Identify and manage the stakeholders 
and its expectations. 
In the context of this study, the PM process refers 
to the one defined by PMBOK (PMI, 2013), which is 
the main reference in this area and is widely accepted 
worldwide (Ojeda and Reusch, 2013). The 
application of a PM process is aided by the usage of 
PM tools, which take advantage from technology 
either to support the whole PM process, or a specific 
part of it. This support may semi-automatize a few 
activities of the PM process, such as the schedule 
development, registering the project activities and its 
sequencing, and providing online forms to record 
their estimated durations and resources, then 
compiling its result in a gantt chart, instead of 
performing all the work manually (Cicibas et al., 
2010). On the other hand, some PM process activities 
may be totally automated by PM tools, for instance, 
the calculi of project total cost, the critical path 
method identification, or its over allocated  resources  
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(Fabac et al., 2010; Gregoriou et al., 2010). 
2.2 PM Tools 
Carrying out the PM process may be very complex, 
and demand many organizational resources. To assist 
its execution, many PM tools have been developed. 
Examples of PM tools are: MS-Project 
(microsoft.com/project), GanttProject 
(ganttproject.biz), DotProject (dotproject.net), 
Project.net (project.net), etc. (Fabac et al., 2010; 
Mishra, 2013). 
However, due to the wide variety of PM tools, 
their functionalities and characteristics are very 
heterogenic (Pereira et al. 2013). The supported 
functionalities, for example, may cover the whole PM 
process, or just one or a few PM knowledge areas, or 
even more specifically just some activities, such as 
the tracking of worked hours or registering the project 
stakeholders. 
Beyond its functionalities, other features may also 
influence the choice of the PM tool to be adopted for 
teaching. According to its features, some 
particularities of computational environment may be 
demanded, besides economic investments. Among 
these features, the most relevant are: availability, 
platform and usage propose. 
The PM tools availability may be proprietary (the 
use of a license or acquisition is mandatory and it is 
maintained exclusively by a single organization) or 
open-source (free usage and maintained by users 
community). The proprietary PM tools may be 
adopted just by organizations that are prepared to 
perform its acquisition, while others may prefer to 
adopt an open-source tool, as a more economically 
savy alternative. 
In terms of platform, there are the stand-alone 
tools (mono-user and desktop access) or web-based 
(multi-user and web browser access). In practice, a 
web-based PM tool has to be adopted to properly 
manage a software project, because it promotes 
collaborative work and information sharing (Cicibas 
et al., 2010). Thus, the teaching of these tools better 
prepares the student for a professional career (Reid 
and Wilson, 2007). However, the adoption of a PM 
web-based tool requires its installation in a web 
server that complies with the tool specification, and 
where internet access is provided to students. 
Beyond the general usage PM tools, such as MS-
Project or DotProject, that are focused on the 
professional daily routine, there are educational PM 
tools, which focus on student learning. These tools 
include didactic features, such as instructions about 
the usage of its functionalities, and simulations which 
create scenarios that facilitate the usage of specific 
PM techniques. Some examples of educational PM 
tools are DrProject, ProMES and PpcProject 
(Gregoriou et al., 2010). 
2.3 Teaching of PM Tools 
The usage of PM tools figures among the project 
manager competencies (PMI, 2013). The need for 
teaching this competency is addressed by the 
ACM/IEEE reference curriculum for Computer 
Science (ACM and IEEE, 2013). It specifies that 
students have to develop knowledge in all PM 
knowledge areas, and have to learn the usage of a PM 
tool to develop a project schedule, to perform risk 
analysis, to monitor the project performance, etc. 
Often the teaching of PM tools includes the 
application of the following techniques (PMI, 2013; 
Reid and Wilson, 2007; Gregoriou et al., 2010): the 
Critical Path Method (CPM) – that identifies the 
project activities that cannot be delayed without 
affecting the project deadline; the Program 
Evaluation and Review Technique (PERT) – that 
calculates the estimated effort to carry out an activity 
based on three other estimates (worst case, most 
common case, and best case); the RACI Matrix - 
describes the participation by various roles in 
completing project activities; the Resources 
Levelling - technique in which start and finish dates 
are adjusted based on resource constraints, with the 
goal of balancing demand for resources with the 
available supply; amongst others. 
3 RELATED STUDIES 
Related studies have been identified by previous 
research (Gonçalves and Wangenheim, 2015) which 
has presented some IUs that adopts educational PM 
tools. Among all the studies that have been found, we 
have selected just the ones which present the IU 
evaluation through some case study with students in 
undergraduate computer courses. 
3.1 DrProject 
This related study (Reid and Wilson, 2007) presents 
an IU that make use of an educational PM tool, 
DrProject, that is open-source and web-based. This 
PM tool proposes to be simple enough to be learned 
in just a few hours, but covering several 
functionalities of PM tools. The employed strategy is 
focused on collaborative project development, 
involving students groups through PM tools 
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functionalities. This IU was applied during 4 
semesters in Software Engineering disciplines. It 
begins with an expositive class, providing theoretical 
instructions about time, human resources, and 
communication management, and its support through 
PM tool functionalities. Afterwards, the class is 
organized into groups composed of 4 to 5 students, 
that have to develop a software project. The groups 
work on the project during the semester, and use 
DrProject to develop the project schedule, organize 
and share the project artifacts, and also to carry out 
the whole communication among group members. 
This IU was evaluated to identify whether the 
students considered it was simple to learn about the 
usage of a PM tool with the support of DrProject. The 
data collection occurred at the end of each semester, 
by students answering a questionnaire. Its analysis 
demonstrated that 2/3 of students considered PM tool 
usage simple to learn. Some general comments 
highlighted that students complained about the lack 
of a tutorial explaining DrProject functionalities. 
Another part of the evaluation was based on teacher 
observation, that highlighted the PM tool has 
motivated the students to produce the project artifacts 
with more quality, and has facilitated the 
collaborative work among the students. 
3.2 ProMES 
This related study (Gregoriou et al., 2010) presents an 
IU that uses the educational PM tool, ProMES, which 
is open-source and stand-alone, for teaching CPM, 
PERT and RACI matrix techniques. The instructional 
strategy is based on scenarios (problems) resolution. 
In each scenario the student has to solve a problem 
using a specific technique, and when it is solved, 
another one is presented with a higher level of 
difficulty. This tool includes some educational 
features, such as the configuration of student level of 
experience, namely: trainee and professional. At the 
trainee level the PM tool presents feedback, assisting 
the student to identify each error, conducting him to 
the scenario resolution. On the other hand, the 
professional level does not provide any assistance. 
Another instructional feature of this tool is the tutorial 
video that is presented when the student first accesses 
the tool, explaining how to use its functionalities. The 
usage of this tool had been evaluated by teacher 
observation, and also by collecting verbal feedback 
from students. It was applied with 121 students during 
3 semesters. It leads to conclusions that the ProMES 
promoted PM learning, highlighting the benefits of its 
educational features. 
3.3 PpcProject 
This related study (Salas-Morera et al., 2013) presents 
an IU that adopts the educational PM tool, 
PpcProject, which is open-source and stand-alone, 
and is focused on the teaching of CPM, PERT and 
resources allocation techniques. This tool has been 
developed to fulfil the same requirements provided by 
MS-Project when it is adopted for teaching, but to be 
superior for educational proposes. This IU was 
evaluated to verify whether students prefer to learn 
using PpcProject or MS-Project. It has been 
conducted through an experiment involving a total of 
54 students. They were organized in two groups, 
control and experimental groups. Each group carried 
out the same activities, one using PpcProject, and 
other using MS-Project. In a second stage, each group 
carried out again the same activities, but using the 
other tool. Thus, each student has responded to 24 
questions (12 for each PM tool). Their answers have 
been analysed by a non-parametric statistic test. This 
analysis has demonstrated that PpcProject is more 
suitable for teaching then MS-Project, except for the 
resources allocation process. 
Analysing the IUs presented in the related studies, 
it is identified that the adopted educational PM tools 
have contributed for students learning. The assistance 
these tools provide have facilitated the content 
understanding, beyond facilitating the PM tool usage 
in class room. However, the IUs learning goals are 
generally focused on time and human resources 
management. Thus, considering the whole PM 
process, still there is a huge gap of what is currently 
been taught and all PM knowledge areas. 
4 IU FOR TEACHING PM TOOLS 
TO SUPPORT THE PM 
PROCESS 
In this context, this section presents an IU for 
teaching PM tools focused on initiating and planning 
processes groups, covering all knowledge areas. We 
have focused on these processes groups because they 
may be carried out within the IU discipline hours. 
The execution of the planned projects may 
demand more hours than  available,  especially in the
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Figure 2: Execution of ADDIE process. 
IU context, which projects are related to students term 
paper, demanding about a year to be concluded. 
Effective and motivating IUs are developed 
following an Instructional Design process, for 
instance, ADDIE (Branch, 2009). An overview of the 
ADDIE process for the development of the proposed 
IU is presented in Figure 2. 
As presented in Figure 2, the ADDIE process has 
5 phases. Firstly, in analysis phase it is identified the 
target audience and the learning environment. This 
phase also includes the IU educational goals 
definition. Then, in analysis phase, it is defined the 
content to be addressed and its sequencing. This 
content is grouped in one or more meetings, and with 
the definition of instructional materials and activities, 
it composes the IU teaching plan. In the development 
phase, the instructional materials are developed, then 
leading to the implementation phase, which performs 
the IU application in class room. To evaluate the IU 
quality it is necessary to perform observations and 
data collection about teachers and students perception 
about the IU. 
The next sections present details of instructional 
materials and about the IU evaluation process. 
4.1 DotProject+ 
DotProject is one of most popular open-source tools 
for PM (Mishra, 2013). And previous studies have 
identified that among open-source alternatives, it is 
the most aligned with PMBOK (Pereira et al. 2013). 
DotProject architecture is organized in core modules, 
developed by its core team, and add-on modules, 
developed by users’ community, which, may be 
installed on demand. Thus, we decided to adopt this 
tool, not only because its wide coverage of the PM 
process, but also because its functionalities may be 
extended via add-on modules. In this context, 
dotProject+ was developed, being composed by 
dotProject core modules, and several add-on modules 
that have been developed to enhance dotProject 
functionalities to cover all PM knowledge areas and 
also include didactic features (Figure 3). An example 
of these features is the related to the organization of 
its functionalities, which are hierarchically grouped 
by processes groups, and then by knowledge areas. 
Thus, when the student is using a certain 
functionality, it is easy to identify what part of PM 
process are been supported by each functionality. 
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Figure 3: dotProject+ architecture. 
Beyond adopting dotProject+, the IU also adopts 
the dotProject+ usage guide. This material is 
organized as presentation slides, which may serve to 
assist the teachers in expositive classes and students 
as a reference material. This material presents a 
process designed in BPMN notation (Weske, 2012), 
addressing all knowledge areas for the initiating and 
planning processes groups. Thus, this process defines 
the correct sequence to use dotProject+ 
functionalities, satisfying the requirements to execute 
each process activity before initiating it. Also, it 
presents print screens for each process activity, 
explaining how to use dotProject+ functionalities to 
support that part of the process (Figure 4). 
 
Figure 4: dotProject+ - Usage Guide. 
All instructional materials are freely available and 
may be downloaded from dotProject+ web site 
(http://www.gqs.ufsc.br/evolution-of-dotproject/).    
Thus, any teacher interested may download all 
material and then apply the IU. 
 
1 This evaluation process has been approved by CEPSH/UFSC – an 
ethic committee for researches with human beings, and is 
registered under the number - 47734215.9.0000.0121. 
4.2 IU Evaluation Process 
The IU evaluation aims to identify its quality in 
relation to its content, instructional materials, user 
experience, students learning, and instructional 
strategy, based on students and teachers perspectives. 
It is carried out by a series of case studies, based on 
the empiric study process defined by Wohlin (2012) 
(Figure 5)1. This evaluation process is integrated with 
the GQM approach (Basili et al., 1994), which is 
utilized to define the evaluation goal, the analysis 
questions which evaluate this goal, and metrics which 
support answering these questions. 
 
Figure 5: IU evaluation process (Wohlin et al., 2012; Basile 
et al., 1994). 
Derived from the GQM metrics, data collection 
instruments were developed. There is a questionnary 
for stundents and other for teachers, both containing 
the same structure: demographic questions followed 
by a set of affirmations using a likert scale to evaluate 
their perception of each IU dimension. These 
dimensions were chossen based on its compatibility 
with the proposed IU, and in accordance with 
previous studies (Arcuri and Fraser, 2012; Chen et al., 
2013). At the end, there are open questions to collect 
points regarding strengths and improvements to be 
made, as well as other comments. The individual 
participation in the IU evaluation is voluntary and 
anonymous. 
The perception about the IU quality is also 
evaluated by observation, analyzing the students and 
teachers behavior when interacting with the 
instructional materials, and when carrying out the 
instructional activities. In this case the data is 
collected by verbal or written feedback, that may be 
provided by e-mail or using an online form that was 
available for students and teachers along all the IU 
application. 
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5 CASE STUDY DEFINITION 
Aiming to analyze the IU for teaching PM tools using 
dotProject+, a case study has been defined (Figure 6). 
The case study definition presents all steps necessary 
for this study to be reproduced in future situations 
(Wohlin et al., 2012). 
 
Figure 6: Case study definition (Wohlin et al., 2012; Basile 
et al., 1994). 
The case study is organized in 3 stages. The first 
one is related to its definition, where the research 
goals are defined, and the IU is developed, addressing 
the analysis, design and development phase of 
ADDIE process. In this phase the IU evaluation is 
also defined, and the data collection instruments are 
developed. Details about the follow stages are 
presented in the next section. 
6 CASE STUDIES EXECUTION 
The case study has been reproduced during six 
consecutive semesters. It has been used in 3 different 
Brazilian educational institutions, applied by 6 
different teachers, in a total of 13 classes, teaching 
more than 300 students (Table 2). 
These case studies execution begins with teacher 
preparing the computational environment, installing 
dotProject+ and creating student accounts. The 
teacher also has to get familiarized with the 
instructional plan, with dotProject+ usage and with 
the usage guide. 
At the beginning of classes, the students are 
organized  in  groups,  receiving  their credentials for
Table 2: Cases studies execution. 
Semester Educational 
institution 
Course Discipline Teacher* Number of 
students 
2013-1 UFSC Computer Science Planning and management of 
software projects 
Teacher A 19 
2013-2 UFSC Computer Science Planning and management of 
software projects 
Teacher A 21 
2013-2 UFSC Information Systems Project management Teacher B 23 
2014-1 UFSC Computer Science Planning and management of 
software projects 
Teacher A 30 
2014-1 UFSC Information Systems Project management Teacher B 22 




Project management Teacher C  19 
2014-2 UFSC Computer Science Planning and management of 
software projects 
Teacher A 17 
2015-1 UFSC Computer Science Planning and management of 
software projects 
Teacher A 24 
2015-1 UFSC Information Systems Project management Teacher D 19 
2015-1 SENAC – 
Jaraguá do Sul 
Information Technology 
Management 
Fundamentals in Project 
Management 
Teacher E 21 
2015-2 SENAC – 
Jaraguá do Sul 
Information Technology 
Management 
Fundamentals in Project 
Management 
Teacher E 24 
2015-2 UFSC Information Systems Project management Teacher D 37 
2015-2 UFSC Computer Science Planning and management of 
software projects 
Teacher E 28 
Legend: 
UFSC – Federal University of Santa Catarina. 
SENAC – National Service of Commercial Learning. 
SEBRAE - Brazilian Service of Assistance of Small and Medium Enterprises. 
* Teacher names have been replaced for privacy reasons.  
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dotProject+ access, and the teacher carries out 
expositive classes explaining how to access 
dotProject+, as well as general navigation rules. 
During the next meetings the teacher employs the 
usage guide to explain how to use dotProject+ to 
support the PM process for one or more knowledge 
areas, until the students complete the whole PM 
process for the initiating and planning processes 
groups. At the end of the classes, the students may 
export the project charter and the project plan in PDF 
format, and it is delivered to the teacher for 
evaluation. 
After the IU application, the students and teachers 
are invited to answer an evaluation questionnaire. The 
answer of this questionnaire is non-mandatory, 
anonymous and online. Once the data are collected, it 
is analyzed and discussed, identifying the IU quality 
for each dimension, and its strengths and 
improvement points. 
It is important to highlight that the case studies 
were not exactly reproduced, because the IU 
materials have been improved each semester, based 
on the feedback we have received, both by students 
and teachers. This feedback is normally related to 
improvement suggestions or from reporting some 
implementation issue. The feedback was provided 
verbally or in writing, using an online form or e-mail. 
In regards to data collection instruments, we have 
developed and applied the complete evaluation 
questionnaire (derivated from GQM), but just in the 
case studies carried out after the second semester of 
2014. In the previous semesters we applied a 
questionnaire with open questions for individuals to 
inform their improvement suggestions for the IU and 
its perceived strengths, as well as other general 
comments. 
7 ANALYSIS 
In this section we present the collected data from the 
students perspective, based on the received answers 
of the evaluation questionnaire. The analysis is 
segmented by each evaluation dimension, presenting 
the median of each questionnaire item, considering 
the 26 students that have answered it. 
Firstly, concerning the content dimension 
(Figure 7), among the affirmations there are items 
about the content relevance for computer 
professionals, and whether it is addressed in proper 
depth and extension. 
The materials dimension aims to evaluate the 
students perception about dotProject+ and its usage 
guide.   The  dotProject+   (Figure 8)  was   evaluated 
 
Figure 7: Content dimension evaluation data. 
based on affirmations related to its contribution to the 
understanding about the practical application of the 
PM process, and also if it also assisted students during 
the instructional activities. 
 
Figure 8: dotProject+ evaluation data for PM process 
coverage. 
Yet, related to dotProject+, it was collected data 
about the students perception of its usability (Figure 
9), and how much it stimulate students and the 
dificults they may had faced during its usage. 
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Figure 9: dotProject+ usability evaluation data. 
Furthermore, we collected data to evaluate how 
the usage guide has contributed to students learning 
(Figure 10); identifying how it was consulted during 
the classes, and whether its content and structure are 
suitable for students learning. 
 
Figure 10: Usage guide slides evaluation data. 
 
Figure 11: User experience dimension evaluation data. 
The user experience dimension (Figure 11) was 
evaluated based on affirmations that attempted to 
identify how students become motivated when 
carrying out the instructional activities. 
 
Figure 12: Learning dimension evaluation data. 
Then, in relation to the learning dimension 
(Figure 12), we have utilized affirmations to 
understand the knowledge about PM tools usage in 
the beginning of the IU, and how it was after the IU. 
 
Figure 13: Instructional strategy dimension evaluation data. 
The instructional strategy dimension (Figure 
13) was evaluated based on affirmations about the 
contribution of theoretical classes and instructional 
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activities in students learning. In addition to its 
suitability to students learning preferences. 
From the teachers’ perspective, 5 of the 6 teachers 
have answered the IU evaluation questionnaire. Since 
we have more data about students evaluation than 
about teachers evaluation, we opted to present only 
the former. Nevertheless, in the discussion section we 
are addressing both perspectives. 
8 DISCUSSION 
In this section we present a discussion about the IU 
quality focusing on each dimension we have defined 
to be evaluated. We are considering the students and 
the teachers perspectives, collected both by the 
evaluation questionnaires and by observation. 
Firstly, about the learning dimension, the 
students stated that the IU assists them to correlate the 
theoretical content with the professional practice, 
through the functionalities they learned to use on 
dotProject+. Also, the majority of students have 
finished all activities they were delegated, indicating 
they effectively have learned how to use a PM tool to 
elaborate a project charter and a project plan, 
covering all PM knowledge areas. From the teachers 
perspective they highlighted that the IU assisted the 
student learning, mainly because the employed 
instructional strategy and materials are strictly 
designed for the IU learning objectives. 
Regarding the instructional materials 
dimension, the students stated that the usage guide 
assisted in their understanding about the whole PM 
process, explaining how to use dotProject+ 
functionalities to carry out each process activity. 
However, specifically about dotProject+, the most 
addressed issue was related to its usability, which in 
a few cases was considered complex to use. From the 
teachers perspective, they considered the entire 
instructional material, ready to use, assisted in classes 
preparation. They also considered the usage guide 
very important, especially because of the lack of 
experience of most students with PM tools. They also 
considered that the usage of dotProject+ assists in the 
learning of the whole discipline, because the students 
have the opportunity to apply the theoretical content 
through the tool functionalities. As regards to 
dotProject+ functionalities, they highlighted that it is 
very positive in supporting all of these processes in a 
single tool. It avoids the usage of several tools to 
cover all these functionalities, thus facilitating the 
integration of its results in a complete project plan 
generated by the tool. However, some teachers 
complained about the support provided by HR 
allocation process, because it demands many steps, 
making it complex to be used. Other teachers also 
complained about the complexity for the installation 
of dotProject+, including many add-on modules, a 
complication when the teacher does not master the 
related technologies. 
The issue about dotProject+ usability was 
drastically reduced after the 2015 first semester, when 
the dotProject+ version 2.0 was adopted, which had 
its usability improved based on an analysis carried out 
by a software usability researcher. In this same 
version we also have included a new theme, to make 
dotProject+ more attractive (in relation to the 
standard dotProject theme), also assisting in usability 
issues and facilitating student receptiveness. 
Regarding the issue related to the HR allocation 
process, it also has been improved in the dotProject+ 
version 2.0, which has simplified this process. 
About the content dimension, the IU has received 
a positive feedback about the content coverage and 
depth, both by students and teachers. It was because 
dotProject+ supports several functionalities, enabling 
to apply on practice many PM techniques that are 
taught in theoretical classes, covering all PM 
knowledge areas. Most students also considered the 
content relevant for a computer professional. 
In relation to the user experience dimension, the 
students highlighted that the most motivational aspect 
of the IU is that it enables them to have a clear 
comprehension about the practical application of the 
PM content. Although their motivation had been 
affected by the usability issues of dotProject+, this 
negativity has been reduced after the dotProject+ 
version 2.0 was adopted. From the teachers perspective 
they also considered that the IU prepares the students 
for their professional career, and all teachers have 
informed that they would recommend the IU to other 
teachers that need to teach about PM tools. 
In relation to the instructional strategy 
dimension, the students considered that the 
intercalation between the theoretical and the practical 
classes has facilitated the content understanding, and 
also the comprehension of its practical applicability. 
Regarding the teachers perspective, they highlighted 
that the instructional activities guided by the PM 
process facilitated student understanding about the 
correct order to use dotProject+ functionalities. Thus, 
the result being, that most students concluded the 
elaboration of the project charter and the project plan. 
Based on the presented discussion, it is evident 
that the proposed IU makes a positive contribution to 
student learning, and meets for teacher demands for 
all evaluated dimensions. During its application 
several improvement suggestions have been 
ICEIS 2016 - 18th International Conference on Enterprise Information Systems
402
collected, and many of them have already been 
implemented. Thus, at the current stage the IU 
reached a maturity level that allows it to be adopted 
by other teachers that need to teach about PM tools, 
aligned with the PM process as defined by PMBOK. 
In comparison to related studies, thought the 
evaluation of the presented IU, it has demonstrated to 
assist in the teaching of a more extensive part of PM 
process than any other related studies. However, 
some studies, such as Gregoriou et al. (2010), besides 
covering just time and human resources knowledge 
areas for planning processes group, it offers several 
specific instructional features to assist students. 
Among these features are the configuration of 
difficulty level, automatic feedback, and tutorial 
videos. On the other hand, only the presented IU has 
adopted a material as the usage guide, which is 
oriented by the PM process, and provides instructions 
about how each step of this process may be supported 
by PM tools functionalities. 
8.1 Threats to Validity 
As any research there are some threats to validity 
(Wohlin et al., 2012). They are analyzed for 
conclusion, construction, and external threats to 
validity. 
Threats to conclusion validity may occur due to 
inconsistences in the data collected. In this research 
the individuals may lack some knowledge related to 
PM, even while being taught during the discipline. It 
may lead to wrong interpretation of questionnaire 
items and as a consequence lead to inconsistent 
answers. To reduce this threat, the questionnaire was 
designed carefully analyzing the employed 
terminology, bringing it as near as possible to the 
student language. Also, when the students answered 
the questionnaire still in the context of the discipline, 
they may have been afraid to be punished for their 
answers, especially when criticizing some IU aspects. 
This was mitigated by anonymising the answers, 
applying the questionnaire only after all student 
evaluations had been concluded and having this final 
process conducted by an external researcher, instead 
of the teacher. However, especially from a students 
perspective, a significant part of our evaluation has 
been based on data collected in an ad-hoc manner, 
based on verbal and written feedback provided during 
the case studies instances. 
Threats to construction validity are related to the 
data collection instrument, which may not contain the 
necessary set of questions to reach the evaluation 
goal. We have employed the GQM approach to 
design the questionnaire, thus the evaluation goal was 
systematically deployed in question analysis and 
metrics, which were represented by questionnaire 
items. 
Threats to external validity may occur by not 
obtaining a significant sample. In fact, we still do 
have not collected a significant amount of structured 
data; consequentially performing the statistical study 
with only 26 students answers. However, we have 
mitigated that by applying the IU in different 
semesters, involving 6 teachers and 304 students, 
which are significant events for a general evaluation 
of the IU for teaching PM tools with the support of 
dotProject+. 
9 CONCLUSIONS 
This study has presented the evaluation of an IU for 
teaching the usage of PM tools. This IU has 
introduced the educational PM tool - dotProject+, 
which is an enhancement of one of the most popular 
open-source tools for PM. DotProject+ includes a 
more comprehensive support to the PM process and 
educational features. After carrying out a series of 
case studies, and analysing the collected data from 
students and teachers perspectives, the IU has 
demonstrated to be effective for teaching the usage of 
PM tools for the initiating and planning processes 
groups, covering all PM knowledge areas. Students 
highlighted that they have learned the content, and 
consider they are able to reproduce it in their 
professional activities. Teachers have highlighted 
they would like to use this IU again, and would 
recommend it to other teachers. Future studies may 
expand upon the instructional feedback of 
dotProject+, beyond the creation of other IUs to 
address other processes groups that were not included 
in this research. 
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Abstract: In many situations, awareness about code ownership is important; for example, this awareness might allow
to contact the responsible person(s) of a piece of code to get clarifications. Source versioning systems can
provide information about code ownership. However, the considerable amount of data collected might prolong
the time to retrieve the information needed. OvERVIeW addresses this issue: it collects data from a versioning
system and visualizes developers’ effort using a well-known and intuitive visualization, the word cloud. We
applied pre-attentive processing principles in the designing phase, which use graphical properties (e.g., form
and color) that are processed pre-attentively, i.e., they are understood faster. In our visualization, each word
represents a class; the number of lines added and removed (during a given time period) is used as size metric,
and the color represents the developer(s) working on the code. We show how OvERVIeW can be used to
visualize three different cases of code ownership: collective, weak, and strong. We report a sample application
of OvERVIeW in the context of a multi-developer OSS project.
1 INTRODUCTION
The work of many developers is required to create al-
most any non-trivial piece of code. Large teams face
communication and coordination issues, and split-
ting software development across a distributed team
make it even harder to achieve an integrated prod-
uct (Herbsleb and Grinter, 1999). Open Source
(OSS) projects represent the typical situation where
coordination problems arise, since developers con-
tribute from around the world, meet face-to-face in-
frequently, and need to coordinate virtually (Crow-
ston et al., 2005). For example, the entry barrier is
a problem that has been acknowledged by OSS devel-
opers (Cubranic and Booth, 1999): a newcomer needs
to understand the existing code and read the available
documentation. Usually, this is a very time consum-
ing and tedious task. In this case, information about
code ownership would allow contacting directly the
responsible person(s) of a piece of code in order to get
explanations. To this end, source versioning systems
can provide information about code ownership. How-
ever, the considerable amount of data collected might
prolong the time to retrieve the information needed.
The key to solve these issues, and to promote co-
ordination in general, is increasing the level of aware-
ness; in particular, information of who is changing
what in the system (i.e., code ownership) has been
proposed as a means to increase awareness in the team
(Lanza et al., 2010). To this end, a large number of vi-
sualizations has been proposed in Software Engineer-
ing, mostly to show the evolution of software systems
(Caudwell, 2010; Pinzger et al., 2005; Voinea et al.,
2005; Wettel et al., 2011; Ciani et al., 2015), or de-
velopment effort and authors (D’Ambros et al., 2005;
Lanza et al., 2010; Ogawa and Ma, 2008; Vervloesem,
2010). Visualizations are often taken without any ad-
justments from other disciplines, for which they were
specifically designed, and they do not convey infor-
mation quickly and effectively. The problem is rele-
vant as, if properly designed, visualizations can help
people getting information effectively (Few, 2012;
Fronza, 2013). On the contrary, bad-designed ones
can be confusing.
In this paper, we propose a tool, OvERVIeW, that
provides to the developer an overall understanding of
code ownership in a project. OvERVIeW uses a well-
known and intuitive visualization, the word cloud
(Feinberg, 2010), where: a) each word represents a
class; b) the number of lines added and removed (dur-
ing a given time frame) is used as size metric; and
c) the color represents the developer(s) working on
the code. We used pre-attentive processing principles
(Ware, 2012), so that the observer can get quickly the
information needed. We propose three different code
ownership cases (Fowler, 2006): a) collective, when
each class has been developed by many developers;
Fronza, I. and Trebeschi, S.
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b) weak, when some parts of the system are devel-
oped only by one developer; and c) strong, when each
developer is responsible of a part of the system. A
sample application of OvERVIeW, in the context of
a OSS multi-developer project, shows concretely its
potentials.
The paper is organised as follows: Section 2 dis-
cusses existing works in this area; Section 3 details
the design rationale; Section 4 shows the usage of
OvERVIeW in the context of a multi-developer OSS
project; Section 5 draws conclusions and future work.
2 RELATEDWORK
In this Section we provide an overview of the existing
visualizations of development effort; then, we intro-
duce the main principles of data visualization, word
clouds, and their existing applications.
2.1 Visualizing Development Effort
Several visualizations have been proposed to show de-
velopment effort. An overview is provided in (Torn-
hill, 2015), where effort visualizations are proposed
in order to evaluate knowledge drain in a codebase, or
to learn social pitfalls of team work. A spider chart is
used in (Diehl, 2007) to show various software met-
rics, including effort. RUP hump charts are used in
(Heijstek and Chaudron, 2008) to depict effort dis-
tribution through the development process. Fractal
figures are used in (D’Ambros et al., 2005) to show
whether many people contributed to the development
of a class and the intensity of each contribution.
Many tools have been proposed to support the ex-
ploration of code structure, change histories, and so-
cial relationships, as well as to animate a projects his-
tory, such as:
• ProjectWatcher mines changes to the source code
and provides a graph where the color of packages
and classes indicates who edited the class most
recently (Schneider et al., 2004);
• CVSscan shows, at the source code level, how
code changes during the development process
(Voinea et al., 2005);
• StatSVN uses SVN repositories to generate statis-
tics regarding the development process, both for
the overall project and for individual authors (Ja-
son and Gunter, 2006);
• StarGate groups developers in clusters corre-
sponding to the areas of the file repository they
work on the most (Ogawa and Ma, 2008);
• Code Swarm shows the history of commits in a
OSS project as a video (Ogawa and Ma, 2009);
• Gource displays the logs from a version control
system as an animated tree (Caudwell, 2010);
• UrbanIt provides a visualization of software
repositories together with evolutionary analyses
(Ciani et al., 2015).
Still, many of the available visualizations are tech-
nical and some time is needed to understand them cor-
rectly, especially by non-experts in information visu-
alization.
2.2 Principles of Data Visualization
Several studies have demonstrated the importance of
pre-attentive processing, which is the unconscious ac-
cumulation of information from the environment. In
other words, the brain can process the available infor-
mation and filter the relevant message (Few, 2012).
A visualization is well-designed when it is able to in-
duce the viewer’s brain to memorize only the infor-
mation that should be communicated. According to
(Ware, 2012) and (Few, 2013), information visualiza-
tion should consider the following pre-attentive prop-
erties to maximize the understanding of the informa-
tion, to guide attention, and to enhance learning:
• form (i.e., length, width, orientation, shape, size
and enclosure), which is widely applied in data
visualization. The bar chart, for example, pre-
attentively shows data using the length;
• color (and intensity), which is applied to satura-
tion and lightness;
• spatial position, which is the perception of the di-
mensional space, in terms of differences in verti-
cal and in horizontal positions of elements.
Figure 1 shows some examples of these principles.
(a) Form (b) Color (c) Position
Figure 1: Examples of pre-attentive processing principles.
2.3 Word Clouds
Word clouds are graphical representations of word
frequency that present a picture of the most com-
mon words used, with those used more often dis-
played larger. Words are placed in the playing field
(i.e., the space that can be filled by words) which is
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often a cloud, although plenty of shapes are avail-
able. Word clouds are usually colorful, but colors are
meaningless. The key point of this visualization is
its understandability even by non-experts (Feinberg,
2010). For this reason, word clouds have been ap-
plied in a range of fields to provide a quick summary
of texts pulled from, for example, websites and blogs
for different purposes, including sentiment analysis
and market research.
In Software Engineering, word clouds have been
used, for example, for requirements engineering. In
fact, since word clouds are understandable both by
experts and non-experts, they are thought to be an ex-
cellent communication means between customers and
developers. For example, (Delft et al., 2010) shows
an application of word clouds that is built over an au-
tomatic analysis of spreadsheets and text documents.
The user can split and organize concepts, which are
represented by words, in entities. The resulting visu-
alization is a set of word clouds which are graphically
and semantically interconnected. Word clouds have
been also applied to improve the development pro-
cess; Lanza et al. (2010) propose the usage of word
clouds to inform the developer if somebody else has
recently changed one of the classes she/he is currently
working on. The general purpose of this application
of word clouds is to promote the coordination of de-
velopers working on the same piece of code. To the
best of our knowledge, the usage of word clouds to
visualize code ownership is novel in the field.
Despite their wide usage in many disciplines, the
following aspects of word clouds are considered con-
troversial: 1) colors are meaningless, 2) the context is
lost, and 3) random orientation of words makes diffi-
cult to read the graph (Feinberg, 2010; Harris, 2010;
Cui et al., 2010).
3 Designing OvERVIeW
This Section introduces a usage scenario and de-
scribes the design rationale.
3.1 Scenario
Sepp is a programmer and S is a OSS project that he
has just joined. To start his activities, Sepp has been
asked to fix some bugs in S. Now, suppose (not an off
chance) S to be almost undocumented, unstructured,
and poorly written. Sepp starts running the program,
examining the source code, and reading any available
documentation. Then, Sepp uses some tools, such as
source code browsers and static analysers. Sepp is
downhearted, and he decides to ask the developers for
Figure 2: Schema of the proposed approach.
some explanations. To this end, he needs to know
who is responsible of what. Sepp needs to get this
information as quickly as possible, otherwise he will
probably give up and leave the project.
3.2 Design Rationale
To overcome this or similar scenarios, we created
OvERVIeW by addressing the three main steps of
the visualization pipeline reported in (Diehl, 2007):
data acquisition, analysis, and visualization. Figure 2
shows a schematic view of the proposed approach.
3.2.1 Data Acquisition
OvERVIeW extracts a set of commits from a SVN
repository and, from each commit, one or more
unique atomic changes. A change is composed of the
fully qualified name of the class, authors of the com-
mit, the number of lines added, the number of lines
removed, and the timestamp of the commit.
3.2.2 Analysis
The set of changes is restricted to a particular time
frame (e.g., one month) and grouped by class name.
Afterwards, OvERVIeW extracts, for each class:
• Class Name, as the name of the class without its
path;
• Lines Worked (L), as the sum of lines added
and lines removed from the class in each change
(Moser et al., 2008): L = ∑Ladd +∑Ldel ;
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• Number of Authors (nauth), as the number of dis-
tinct authors that have worked on the class;
• Author IDs, as the ID(s) of the author(s).
3.2.3 Visualization
OvERVIeW generates a word cloud, where each word
is a class name and carries the properties of size and
color. Size is defined as size = f (L), where L are the
lines worked, and f is a positive, discrete, monoton-
ically increasing function. We tested for linear, loga-
rithmic, exponential and square root functions (Fein-
berg, 2010). The latter provided the most appreciable
results. Color is mapped to a categorical colormap
T for a single-developer code, and to grey (i.e., (0.5,
0.5, 0.5) in RGB) otherwise. When a class is asso-
ciated with multiple authors (i.e., it is represented by
a grey color), OvERVIeW stores the list of authors.
To visualize the names of the developers, the user can
click on the class and a message box is superimposed
(Figure 3). To be considered as an author of a class, a
developer must satisfy a minimum threshold in terms
of lines of code developed; this threshold depends on




dev1, dev2, dev3, 
dev5
Figure 3: Message box showing the developers of a class.
The layout of a visualization influences its percep-
tion (Few, 2012; Lohmann et al., 2009). To obtain an
effective design, we addressed the controversial as-
pects of word clouds (Section 2.3) as follows.
Context. Word clouds have been originally cre-
ated for text analysis. Word size represents the fre-
quency of words occurrences. This way, concepts
and themes are completely lost (Harris, 2010; Cui
et al., 2010). Moreover, stop words1 are simply re-
moved from the visualization, and the meaning of the
text can be modified by this removal. In OvERVIeW,
this problem is solved a priori, since there are no stop
words to be removed, and no themes or context proper
of a natural language.
Shape. In word clouds, words are placed in the
playing field through a randomised greedy algorithm.
Once the word is placed, its position does not change
1Stop words are words that appear frequently in a nat-
ural language (e.g., “it”, “do”, “not”). They do not have a
meaning themselves, but they assume a meaning when as-
sociated to another word.
and the algorithm checks if that word overlaps an-
other word or crosses the boundaries of the playing
field. If the playing field is too small, most of the
words will fall outside the field. If, on the contrary,
the playing field is too large, the shape will be an in-
coherent blob, as every non-intersecting position will
be acceptable. As a general rule, the playing field
must be large enough to contain at least the largest
word (Feinberg, 2010). In OvERVIeW, the size of
the playing field is fixed. The vector of words sizes
is scaled by a factor α to fit the largest word in the
field. Thus, the proportion among sizes is maintained
and the playing field is fitted. Words in the middle
of the playing field attract more user attention than
those near the borders (Lohmann et al., 2009; Bate-
man et al., 2008). In our case, the observer should
focus on bigger words, as they might represent core
classes. Therefore, OvERVIeW places bigger words
in the center of the playing field.
Orientation. We choose for all the words an hori-
zontal placement, which is the best choice in terms of
readability (Few, 2012).
Colors. Usually, in word clouds colors are mean-
ingless and are used for “aesthetic appeal” (Feinberg,
2010). In OvERVIeW, colors depend on the author(s)
of the class in the given time frame.
To guide the design of OvERVIeW, we used
graphical properties that are processed pre-attentively,
meaning that they are understood faster (Ware, 2012).
Pre-attentive elements have been grouped into: form,
color, motion, spatial position. We decided to use the
following properties in OvERVIeW:
• Form: classes that required more effort (i.e., hav-
ing higher L) are bigger, as the observer should
notice first the parts of the project absorbing
most of the effort, and larger words have been
shown to attract more attention than smaller ones
(Lohmann et al., 2009);
• Spatial Position: larger words are in the center
(Lohmann et al., 2009), as the observer needs to
focus on the parts of the project absorbing most of
the effort;
• Color: different types of code ownership can eas-
ily be recognized using the colors in the word
cloud (Section 3.3).
The following Section explains how OvERVIeW can
be used to show different types of code ownership.
3.3 OvERVIeW in Action
OvERVIeW allows to reason about code ownership in
a software project. Figure 4 shows an example. The
number of lines added and removed (during the given
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time frame) is used as size metric; each color corre-
sponds to a developer, and a word (i.e., a class) is grey
when more than one developer has worked on it dur-
ing the given time frame. Thus, Figure 4 shows that
the distribution of effort among the classes does not
change in the three cases, as the dimension of words
does not change. The change of colors in the three
cases, instead, allows to recognize the following three
cases of code ownership:
1. Collective. Figure 4(a) is completely grey, mean-
ing that each class has been developed by many
developers.
2. Weak. Figure 4(b) is mostly grey. Most of the
system has been developed by multiple develop-
ers, but part of the code (i.e., “Analyzer”) is owned
only by developer 1, because it is blue;
3. Strong. In Figure 4(c) each developer is respon-
sible of a part of the system: developer 1 works
only on “Parser”, developer 2 works only on “An-
alyzer”, and developer 3 works only on “Chart”.





Figure 4: Sample application of OvERVIeW to show the
three cases of code ownership. The distribution of effort
among the classes does not change in the three cases. The
change of colors allows to recognize three cases of code
ownership.
4 CASE STUDY
In order to show concretely the potentials of
OvERVIeW, we applied it to a OSS project, Epsilon
(http://www.eclipse.org/epsilon/), a framework of the
Eclipse project, which aims at providing consistent
and interoperable languages for MDE tasks. We re-
trieved data from the SVN repository of the Epsilon
project from December 2011 to December 2012. In
December 2011 the project had 2340629 lines of
code; in December 2012 it reached 2385455 lines of
code. Therefore, 44826 lines were added in one year
of activity. In the same period, 3 developers commit-
ted at least once.
We applied OvERVIeW with time frames of 15
days. Figure 5 shows the OvERVIeW word clouds
of different time periods during the analysed year.
In particular, Figure 5(a) shows that only green-
developer and pink-developer were working on the
project during the first two weeks of December 2011.
The names of the classes they are working on sug-
gest their responsibilities. Words like “parser”, “to-
ken”, “lexer”, and “generation” are green; therefore,
we can suppose the green-developer to be responsible
for compilation aspects. This seems to be confirmed
in Figure 5(d) where “AbstractParser” is also green.
Debug analysis and development seem to be done
mostly by the blue-developer, as all the classes related
to these activities are blue in Figure 5(c). Moreover, in
all the word clouds, there are just a few grey classes,
meaning that developers tend not to work on the same
parts of code.
Overall, each developer in Epsilon seems to have
a specific responsibility with respect to a subsystem.
Therefore, this project seems to have a strong code
ownership, in particular if we consider that the four
word clouds have been selected from a time frame of
one year. This excludes the possibility of finding the
developers devoted to one particular task, thus work-
ing on a specific part of the code in that period.
4.1 Qualitative Evaluation
In order to be “useful”, a visualization should con-
vey information in an understandable, effective, easy-
to-remember way. Evaluation is needed to assess the
usefulness of a visualization. Two main types of eval-
uation exist (Diehl, 2007):
• quantitative methods measure properties of the vi-
sualization, of the algorithm, or of the human ob-
server interacting with the visualization. Quanti-
tative evaluation requires a statistical analysis of
the results of a controlled experiment;
• qualitative methods gather data about the individ-
ual experience of human observers with the visu-
alization. When it comes to the human perception
of and interaction with a visualization, qualitative
OvERVIeW: Ownership Visualization Word Cloud
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(a) 1-15 December 2011
(b) 5-20 April 2012
(c) 14-28 June 2012
(d) 6-20 September 2012
Figure 5: Example using Epsilon.
evaluation methods are of the outmost importance
for various reasons, including the fact that they
cover more aspects of the visualization. In partic-
ular, “task-oriented” analysis is very popular, be-
cause it provides an answer to a key question from
a user’s point of view: “Does the system solve the
user’s problem?”
In this work we apply qualitative, task-oriented
evaluation to answer the following question from a
user’s point of view: “Does OvERVIeW show effec-
tively the information about code ownership?”. To
this end, we contacted the community of Epsilon to
have a confirmation (or negation) of the information
that we got by looking at the output of OvERVIeW;
this means that we simulated to be a user in front
of the word cloud generated by OvERVIeW. All the
developers confirmed that each of them tends to fo-
cus on certain parts of the code, due to research in-
terests at the time; anyway, they pretty much share
some knowledge of the code. In particular, the green-
developer is the founder of the project; he has written
most of the code, and he has done improvements to
ease the grammar building, and the other two mem-
bers of the community have contributed to it in the
past. The green-developer and the blue-developer did
the first iteration of the debugging facilities; the lat-
ter has added some functionality, such as inspecting
variables and doing step-by-step execution.
5 CONCLUSIONS AND FUTURE
WORK
This paper describes OvERVIeW, a tool to collect
data from a versioning system and to visualize code
ownership using a well-known and intuitive visualiza-
tion, the word cloud. We explained how OvERVIeW
can be used to visualize three different cases of code
ownership: 1) collective, 2) weak, and 3) strong. We
described a sample application of OvERVIeW in the
context of a multi-developer OSS project.
Altogether, we think that OvERVIeW is valu-
able and worth further investigation. Therefore, as
future work we plan to improve the capabilities of
OvERVIeW. For example, in this work the “owner”
of a class is the developer who has been the only one
working on it in the selected time frame. Our defini-
tion of “ownership” should be improved to consider
possible collaborations and pair programming activ-
ities, which are suggested during knowledge trans-
fer to improve productivity and quality (Fronza and
Succi, 2009; Fronza et al., 2011b; di Bella et al.,
2012). Moreover, we will deal with the scalability
of our approach. To this end, we plan to improve
OvERVIeW as follows:
• OvERVIeW should be able to deal with long and
mostly meaningless class names, sometimes oc-
curring in projects. Indeed, the current solution,
which ignores the path name for class names,
might not handle overloaded class names. More-
over, longer names might also receive more user
attention than shorter ones with a similar size met-
ric, because they occupy more space.
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• In the case study shown in this paper, only a lim-
ited number of developers is participating to the
project. Visualizing data of projects with large
teams might result in too colorful graphs. We plan
to consider bigger communities and to be able to
focus on sub-communities in our visualization.
• The trade-offs between stability and visual clutter
should be investigated more formally. In order to
improve the readability of the word clouds, in the
case study of this paper a short period (i.e., two
weeks) was selected, as the team presented a high
level of activity. OvERVIeW should be able to
deal with high levels of activity of the teams.
The word cloud is generated at one point in time.
This steady approach can be expanded by including
time information. Time information can be repre-
sented, for example, by the time elapsed since the
last commit, or the time during which a developer
did not commit at all, or the time in which a code
is handled only by a developer. This would require
a multivariate facet approach, in which it is not suffi-
cient to use a simple transfer function to map only in-
tensity information. The combination of the resulting
tool with a prediction algorithm (Abrahamsson et al.,
2011; Fronza et al., 2011a) would enable to visualize,
e.g., the evolution of effort distribution in the project.
Furthermore, interactive techniques for flexible
word cloud navigation and manipulation should be
considered. For example, the technique used in (Liu
et al., 2014) supports multifaceted viewing of word
clouds .
In this work we applied qualitative, task-oriented
evaluation to understand if OvERVIeW shows infor-
mation effectively and we received positive feedback;
still, evaluation needs to be extended. In particu-
lar, we need to assess if the output of OvERVIeW
is understandable and easy-to-remember. To this
end, we plan to perform an experiment to eval-
uate OvERVIeW by asking developers to perform
some tasks using different visualizations (including
OvERVIeW) and to provide their feedback about
OvERVIeW. Finally, we plan to perform case stud-
ies using more OSS projects. In this context, it would
be useful to collect feedback from users that are living
a scenario such as the one described in Section 3.1.
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Abstract: Software ages. It does so in relation to surrounding software components: as those are updated and modern-
ized, static software becomes evermore outdated relative to them. Such legacy systems are either tried to be
kept alive, or they are updated themselves, e.g., by re-factoring or porting—they evolve. Both approaches carry
risks as well as maintenance cost profiles. In this paper, we give an overview of software evolution types and
drivers; we outline costs and benefits of various evolution approaches; and we present tools and frameworks
to facilitate so-called “soft” migration approaches. Finally, we describe a case study of an actual platform
migration, along with pitfalls and lessons learned. This paper thus aims to give software practitioners—both
resource-allocating managers and choice-weighing engineers—a general framework with which to tackle soft-
ware evolution and a specific evolution case study in a frequently-encountered Java-based setup.
1 INTRODUCTION
Software development is still a fast-changing environ-
ment, driven by new and evolving hardware, oper-
ating systems, frameworks, programming languages,
and user interfaces. While this seemingly constant
drive for modernization offers many benefits, it also
requires dealing with legacy software that—while
working—slowly falls out of step with the surround-
ing components that are being updated—for example,
if a certain version of an operating system is no longer
supported by its vendor. There are various ways to
handle such “aging” software: one can try to keep
it up and running; to carefully refactor it to various
degrees to make it blend in better; to port its code;
to rewrite it from scratch. The main stakeholders in
deciding on a course of action are managers, which
must allocate resources to and consider the risks and
maintenance cost profiles of the various options (e.g.,
will affordable developers with specific skills still be
available?), as well as software developers, which
should be aware of the long-term implications of their
choices (e.g., will a certain programming language be
around in five years’ time?).
To provide some software evolution guidelines,
our paper first gives an overview on software evolu-
tion types, covering maintenance, reengineering, and
whether to preserve or redesign legacy systems. We
address software aging and its connection with main-
tainability. We look into different aspects of software
maintenance and show that the classic meaning of
maintenance as some final development phase after
software delivery is outdated—instead, it is best seen
as an ongoing effort. We also discuss program porta-
bility with a specific focus on porting source code.
We then outline costs and benefits of various
evolution approaches. These approaches are either
legacy-based, essentially trying to preserve as much
as possible of the existing system, or migration-based,
where the software is transferred, to various degrees,
into a new setup.
After that, we focus on various methods for “soft”
migration approaches—those approaches aim to fa-
cilitate traditional migration methods like porting or
rewriting code via support tools and frameworks.
We especially concentrate on the Java programming
language and present a specific variant of a soft-
migration approach, which is using a Java-based pro-
gram core with several platform-specific branches.
Finally, we describe a case study of an actual soft
migration of the UML editor UMLet, which is cur-
rently available as a Swing-based Java program and
an SWT-based Eclipse plugin, and which is ported to
a web platform. We analyze some problems we en-
countered, and discuss the benefits and drawbacks of
the suggested approach.
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2 RELATEDWORK
(Mens and Demeyer, 2008) give an overview of trends
in software evolution research and address the evo-
lution of other software artifacts like databases, soft-
ware design, and architectures. A general overview of
the related topics of maintenance and legacy software
is given by (Bennett and Rajlich, 2000), who also
identify key problems and potential solution strate-
gies.
Lehman classifies programs in terms of software
evolution and also formulates laws of software evo-
lution (Lehman, 1980; Lehman et al., 1997), which
are, however, not considered universally valid (Her-
raiz et al., 2013). There are also many exploratory
studies that try to analyze and understand software
evolution based on specific software projects (Jo-
hari and Kaur, 2011; Businge et al., 2010; Zhang
et al., 2013; Ratzinger et al., 2007; Kim et al., 2011).
(Chaikalis and Chatzigeorgiou, 2015) develop a pre-
diction model for software evolution and evaluate it
against several open-source projects. (Benomar et al.,
2015) present a technology to identify software evo-
lution phases based on commits and releases.
The related topic of legacy systems is a bit am-
biguous, due to differing definitions. It can describe
a system that resists modification (Brodie and Stone-
braker, 1995), a system without tests (Feathers, 2004),
or even all software as soon as it has been written
(Hunt and Thomas, 1999). A natural question regard-
ing legacy systems is whether to preserve or redesign
them. As this question is not easy to answer (Schnei-
dewind and Ebert, 1998), the pros and cons of reengi-
neering or preserving a system are to be compared
thoroughly before making a decision (Sneed, 1995).
In addition, it is possible to replace a system in stages
to minimize the operational disruption of the system
(Schneidewind and Ebert, 1998).
Even though the classic view of maintenance as
the final life-cycle phase of software after delivery is
still prevalent, it is a much broader topic, especially
for programs which must constantly adapt to a chang-
ing environment. There are reports that the total main-
tenance costs are at least 40% of the initial develop-
ment costs (Brooks Jr., 1995), 70% of the software
budget (Harrison and Cook, 1990), and up to 90% of
the total costs of the system (Rashid et al., 2009). As
these numbers show, the topic of maintenance is cru-
cial. (Lientz and Swanson, 1980) categorize mainte-
nance activities into distinct classes. Several authors
(Sjøberg et al., 2012; Riaz et al., 2009) propose main-
tainability metrics.
Finally, when migrating a system, a reengineer-
ing phase is almost always necessary. According
to (Feathers, 2004), this phase should be accompa-
nied by extensive testing to make sure the application
behavior stays the same. (Fowler and Beck, 1999)
list useful refactoring patterns, while (Feathers, 2004)
stresses how legacy code can be made testable.
3 SOFTWARE EVOLUTION
This section outlines relevant disciplines and nomen-
clature related to software evolution.
3.1 Overview
(Lehman et al., 2000) divide the view on software
evolution into two disciplines. The scientific dis-
cipline investigates the nature of software evolution
and its properties, while the engineering discipline
focuses on the practical aspects like “theories, ab-
stractions, languages, activities, methods and tools
required to effectively and reliably evolve a software
system.” (Lehman, 1980) classifies programs based
on their relationship to the environment where they
are executed. Lehman also formulates the eight laws
of software evolution. Among those laws, two as-
pects are emphasized: continuing change (i.e., with-
out adaption, software can become progressively less
effective), and increasing complexity (i.e., as software
evolves, its complexity tends to increase unless effort
is spent to avoid that). According to (Herraiz et al.,
2013), these laws have been proven in many cases,
but they are not universally valid.
3.2 Legacy Systems
There are different definitions of what a legacy system
or legacy code is. (Brodie and Stonebraker, 1995) de-
scribe it as “a system which significantly resists mod-
ification and evolution.” (Feathers, 2004) defines it as
code without tests, while (Hunt and Thomas, 1999)
state that “All software becomes legacy as soon as it’s
written.”
Preserve or Redesign Legacy Systems
According to (Schneidewind and Ebert, 1998), the
question whether to preserve or redesign a legacy sys-
tem is not easy to answer. In general, most organiza-
tions do not rush to replace legacy systems, because
the successful operation of these systems is vital. But
they must eventually take some action to update or re-
place their systems, otherwise they will not be able to
take advantage of new hardware, operating systems,
or applications.
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An important aspect of this decision is that one
does not have to choose an extreme solution like pre-
serving a system unaltered, or redesigning it from
scratch. Instead, the existing system can be main-
tained while the replacement system is developed,
which makes a fluid transition from the old to the new
system possible. This minimizes the disruption to the
existing system and avoids replacing the existing sys-
tem as a whole while it is operational (Schneidewind
and Ebert, 1998).
(Sneed, 1995) remarks that reengineering is only
one of many solutions to the typical maintenance
problems with legacy systems. He also mentions that
there must be a significant benefit, like cost reduction
or added value, to justify the reengineering, and that it
is important to compare the maintenance costs of the
existing solution to the expected improvements intro-
duced by the reengineering.
3.3 Software Aging
“Programs, like people, get old. We can’t prevent ag-
ing, but we can understand its causes, take steps to
limits its effects . . . and prepare for the day when the
software is no longer viable.” (Parnas, 1994)
The maintenance costs of an aged application tend
to increase, because modifications to a software gen-
erally make future adaptions more difficult. Therefore
it is important to invest time to keep software modules
simple, to clean up convoluted code, and to redesign
program logic if necessary (Monden et al., 2000).
3.4 Maintenance
Software maintenance is sometimes considered to be
the final phase of the delivery life-cycle. Unfortu-
nately, this definition is outdated for many types of
software, which must constantly adapt to changing re-
quirements and circumstances in their environment.
Maintenance Effort and Costs
In large software codebases, the required maintenance
effort is high. (Basili et al., 1996) show how to build a
predictive effort model for software maintenance re-
leases, with the goal of getting a better understanding
of maintenance effort and costs. (Brooks Jr., 1995)
claims that the total maintenance costs of a widely
used program are typically at least 40% of the initial
development costs. (Rashid et al., 2009) show that
over the last few decades the costs of software mainte-
nance have increased from 35-40% to over 90% of the
total costs of the system. According to (Harrison and
Cook, 1990), more than 70% of the software budget is
spent on maintenance; 75% of software professionals
are involved with maintenance. According to (Cole-
man et al., 1994), HP has between 40 and 50 million
lines of code under maintenance, and 60% to 80% of
research and development personnel are involved in
maintenance activities.
Maintenance Classes
(Lientz and Swanson, 1980) categorize maintenance
activities into four classes: adaptive (keeping up
with changes in the software environment); perfective
(new functional or nonfunctional user requirements);
corrective (fixing errors); and preventive (prevent fu-
ture problems). The most maintenance effort (around
51%) falls into the second category, while the first cat-
egory (around 23%), and the third one (around 21%),
make up most of the remaining effort.
There are several metrics to evaluate how main-
tainable a system is. Unfortunately, these meth-
ods don’t always produce consistent results (Sjøberg
et al., 2012; Riaz et al., 2009). (Sjøberg et al., 2012)
consider the overall system size to be the best predic-
tor of maintainability.
3.5 Reengineering
“Reengineering (. . . ) is the examination and alter-
ation of a subject system to reconstitute it in a new
form and the subsequent implementation of the new
form. Reengineering generally includes some form of
reverse engineering (to achieve a more abstract de-
scription) followed by some form of forward engineer-
ing or restructuring.” (Chikofsky and Cross II, 1990)
Many times the existing software is a legacy sys-
tem, although “it is not age that turns a piece of soft-
ware into a legacy system, but the rate at which it
has been developed and adapted without having been
reengineered.” (Demeyer et al., 2002)
(Feathers, 2004) mentions that in the case of
legacy systems the necessary reengineering phase has
to be more elaborate and should be accompanied by
the introduction of automated tests, to make sure the
current application behaves the same before and after
the reengineering. (Gottschalk et al., 2012) describe
reengineering efforts to reduce the energy consump-
tion of mobile devices.
3.6 Portability of Programs
Older high-level languages like C always aimed to be
portable across systems, but often fall short, e.g., due
to different APIs or system word size. To solve these
problems, new languages were designed that run on
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virtual machines. This was a huge step forward in
terms of portability, as programs are compiled into an
intermediate language that is runnable without modi-
fications on any system with an implementation of the
required virtual machine. Java is an example of such
a language.
A similar approach is taken by web applications,
which require a web browser instead of a virtual ma-
chine. The browser-based approach has other advan-
tages like easy distribution. Web applications run
on every platform with modern browser. Newer ap-
proaches based on system virtualization and contain-
ers (like Docker) address the need for better portabil-
ity of whole subsystems without any restrictions on
programming language or the used ecosystem.
Java Language and Platforms
Java is a programming language specifically designed
for portability, achieved via virtual machines. They
cover nearly all platforms, from smart cards and mo-
bile phones to desktop and server environments. The
most familiar non-official platform is probably An-
droid, which supports large portions of the JavaSE
API excluding graphical related portions such as
Swing and AWT.
Other uses of the language are based on compila-
tion of Java code to another programming language,
such as GWT (Google Web Toolkit), which compiles
from Java to JavaScript, or J2ObjC, which compiles
from Java to Objective-C. Although most transpilers
support a large part of the source language’s features
and API, certain features cannot be mapped to the tar-
get language (e.g., classes that are used for the Java
GUI Framework Swing are not supported in GWT).
The main advantage of such a source-to-source
compiler (also known as transpiler) is that there is
no need for a Java Virtual Machine. This is especially
important for the web platform, because even though
browser-plugin-based Java Applets are possible, the
plugin is based on the Netscape plugin API (NPAPI),
which is not supported by mobile browsers. Further-
more, desktop browsers have also started to remove
NPAPI support, e.g., the Chrome browser removed it
on September 1, 2015.1
4 COSTS AND BENEFITS
This section discusses software evolution types and
costs and benefits of migration/preservation.
1support.google.com/chrome/answer/6213033
4.1 Types of Software Evolution
Simplified, software evolution comes in various fla-
vors (in increasing order of perceived costs), and is
characterized by the following activities:
Legacy-based Evolution
1. Simple maintenance
• Keep the system running.
• Only apply bugfixes and required changes.
2. Maintenance with some reengineering
• Carefully adapt and overhaul program logic.
• Document application logic.
• Create automated tests if missing.
Migration-based Evolution
3. Soft migration
• Use tools to ease migration (e.g., virtual ma-
chines, transpilers, . . . ).
• Reuse as much as possible the core parts of the
legacy source.
• Only add minimal code in new languages (e.g.,
Java wrapper around existing COBOL applica-
tion; HTML pages for GWT transpiled code).
4. Hard migration or porting
• Re-program the application from scratch.
• Re-compile existing code on new target plat-
form.
At first glance, the costs seem to increase in this
list of evolutionary steps. However, this need not be
the case:
• As for (1), legacy systems set up with old pro-
gramming languages (ADA, COBOL) might in-
cur increasing maintenance costs due to a lack of
available expertise.
• With respect to (4), well-programmed C-code, on
the other hand, can theoretically be ported to, i.e.,
re-compiled on, a new operating system at almost
zero cost. (In practice, this very rarely happens;
even supposedly platform-independent languages
like Java often cause portability problems.)
4.2 Software Evolution Criteria
After outlining some terminology and various aspects
of software evolution, we can now summarize costs,
risks, and benefits involved in migrating software
to help determine the appropriate software evolution
type.
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Table 1: Comparison of costs/risks and benefits of preservation.
Preservation Risks Preservation Benefits
Legacy systems are hard to maintain and change. Stability (training, operations, . . . ) is preserved.
Underlying, external dependencies (e.g., hardware,
operating systems, virtual machines, software frame-
works) could become difficult or impossible to ob-
tain, risking an inability to operate the software.
Better predictability of overall system costs (if no ma-
jor changes are required).
User acceptance for the software might wane, and the
user base might erode, as users flock to other vendors
with more modern approaches, like updated GUIs, or
solutions running on new systems. For example, en-
dusers might choose to use windows-based GUIs over
their command-line-based ancestors.
Saved resources can be applied to keep the software
alive with minor, and less dangerous, software evo-
lution steps than outright migration, like partial re-
engineering, documentation via reverse-engineering,
or virtualization.
If the software components, languages, or frame-
works are becoming obsolete, it might get more dif-
ficult and/or costlier to find the required program-
ming expertise (witness the numerous COBOL sys-
tems still running in insurance and banking). Mainte-
nance efforts and costs will likely increase over time.
Table 2: Comparison of costs/risks and benefits of migration.
Migration Risks Migration Benefits
Obviously, setting up or re-writing software is expen-
sive and the costs are often difficult to estimate. The
original software’s long-developed optimizations and
workarounds might not always be easy to reproduce
with completely new technology.
Modern languages and related tools, a larger pro-
grammer base, faster hardware, . . . , can reduce costs
of new feature development, maintenance, and error
fixing.
Choosing new environments, setups, and languages
as migration target carries the risk of selecting wrong
candidates, like soon-to-be obsolete OSes or lan-
guage paradigms. New, buzz-word-rich platforms of-
ten fade and disappear quite unceremoniously.
Modern new software frameworks and libraries can
improve the user experience, maintainability, and
testability of the system.
There are considerable risks of introducing bugs or
unwanted software behavior. Even seemingly useful
bug fixes can lead to problems, e.g., if other systems,
aware of the known bug, already compensate for it.
Better APIs can increase interoperability with mod-
ern software.
If parts of the system are not migrated, or if the old
software needs to be kept alive (e.g., due to con-
tractual obligations), duplicate code bases need to be
maintained, and changes propagated to both.
New platforms (mobile, web, . . . ) can open up new
markets and increase user acceptance.
Domain experts and the developers of the legacy sys-
tem are probably not available anymore, therefore it
can be hard to understand and re-implement the soft-
ware correctly.
New code can be made more modular using object
oriented design patterns, increasing its re-usability,
and introduce automated tests (unit tests, integration
tests, . . . ).
If the old system is not documented properly, knowl-
edge that exists only implicitly within the program
logic can get lost.
Vendor and platform dependency can be reduced
(e.g., by removing libraries).
5 SOFT MIGRATION
Tools and frameworks can greatly facilitate software
migrations; they allow for what we dub “soft” migra-
tions. The next subsection gives a general overview
on the variety of such migration assistance; the fol-
lowing one focuses on Java-based support.
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5.1 Soft Migration Overview
System Virtual Machines
System VMs (also called Full Virtualization VMs)
virtualize the complete operating system to emulate
the underlying architecture required by a program.
Examples are VirtualBox or VMWare.
Application Virtual Machines
Application VMs (also called Process VMs) run as a
normal application inside an existing operating sys-
tem. They abstract away (most) platform and op-
erating system differences, and therefore allow the
creation of platform-independent programs that can
be executed using this VM. Examples are the Java
Virtual Machine, the Android Runtime (ART), or
the Common Language Runtime (used by the .NET
Framework).
Integrated Virtual Machines
Integrated VMs can be seen as a subtype of Applica-
tion VMs, because they are integrated and run within
another program (e.g., as a plugin). One popular ex-
ample are Java Applets, where the JVM is either part
of a browser, or added with a browser plugin. Today,
they are not very common anymore, because browsers
started to remove the support for such plugins for se-
curity reasons (see section 3.6 about the removal of
NPAPI support in browsers).
Transpilers
A transpiler is a source-to-source compiler. It com-
piles or translates one language to another and there-
fore enables code reuse between different program-
ming languages. Examples are GWT, which tran-
spiles from Java to JavaScript, or J2ObjC, which tran-
spiles from Java to Objective-C.
Delegates/Wrappers
Delegates or wrappers are tools that allow interaction
between system and programming language bound-
aries. There are several reasons to create a wrapper
(like security, or usage of a different programming
language), but the basic idea is to hide the underly-
ing program and instead provide a suitable interface
for the user. Examples are libraries that allow to call





These are tools to facilitate the installing and up-
dating of applications. One example is Java Web
Start, which is basically a protocol for a standardized
way to distribute Java applications and their updates.
Other examples are digital distribution platforms like
Google Play Store or the Apple App Store.
5.2 Java-based Soft Migration
This section describes soft-migration approaches in
the context of the Java platform in more detail. Java
has several properties that make it a good example
for software migration: it is designed for platform in-
dependence, which facilitates, e.g., mere migrations
to new operating systems; it is very popular and thus
there exist a wide variety of support tools; and sev-
eral of its language features make concurrent support
of different platforms easier than with other program-
ming languages.
Idea
As mentioned, the Java Programming language can
be run on nearly all commonly used platforms (any
platform with a Java Virtual Machine (JVM) support,
like Android, iOS, and GWT via transpilation). Un-
fortunately, not the full Java API is available on all of
these platforms—therefore core Java code that is to be
run on various platforms needs to be more restrictive
in terms of API usage than the rest of the code.
The idea of reusing program logic on several plat-
forms and programs, even if they do not use the same
programming language, is not new. Most client/server
applications already hide their internally used pro-
gramming language(s) by providing a standardized
type of API (e.g., CORBA, JAX-WS, or REST). This
enables several programs to reuse certain functional-
ity as if it were part of their own application code.
This soft-migration approach also encapsulates
the shared functionality behind a specific API and al-
lows different programs to reuse it. If these programs
use different programming languages, the language
barrier can be avoided by using transpilers (e.g., to
JavaScript with GWT, or to Objective-C with J2Objc).
Supporting Technology
As mentioned in section 4.1, soft-migration relies on
supporting tools. With Java, several such tools and
frameworks are available:
• GWT is a Java to JavaScript compiler to facilitate
migrations to web-based platforms.
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• J2Objc is a Java to Objective-C compiler to port
code to iOS.
• RoboVM is a Java ahead-of-time compiler and
runtime, for iOS and OS X.
An alternative way to run Java applications within
a web browser are Java Applets, but they depend on
browser plugins, which are often limited in function-
ality for security reasons.
Steps
1. Analyze the current application. The first goal
must be to understand the legacy system in its cur-
rent form. The core concepts must be abstracted
and a high-level architectural model must be cre-
ated. Ideally, the system is amply documented;
in practice, some reverse-engineering is often in-
evitable.
2. Improve the architectural model. To support mi-
gration, or to extract reusable core components,
the high-level architectural model usually must be
improved. This typically leads to improved mod-
ularization of the application and to the creation
of a clearer, layered architectural model.
3. Reengineer the application. The next step is the
implementation of the improved model. This is
also typically the most complex step. Special care
must be taken not to break original functionality,
e.g., via—possibly newly introduced—unit tests.
Documentation must be updated and/or kept in
sync with the changes. Organically grown ex-
tensions and ad-hoc solutions or fixes should be
ironed out. This is also an opportunity to clean up
naming conventions, as well as build processes.
4. Migrate to the new platform. After the necessary
reengineering steps are completed, the new plat-
form specific code must be implemented. If the
previous steps were successfully implemented,
there should be clear interfaces to the shared code-
base.
5. Optional: remove code for old platform. If the old
platform should be dropped, its platform-specific
code can be removed. This helps minimize main-
tenance efforts—even “dead” code causes obsta-
cles when browsing/understanding a code base.
Creating New Software
In addition to the use case of migrating an existing ap-
plication to a new platform, the idea of a shared Java
core component can also be used when writing new
software that should run on several platforms. Ray
Cromwell gave a presentation at the GWT.create con-
ference in January 2015 entitled Google Inbox: Multi
Platform Native Apps with GWT and J2ObjC4, where
he explained details about how Google approached
the development of their new product Inbox. He men-
tions that they share 60-70% of their code in a Java-
based core component, which is (a) used as a Java De-
pendency for the Android application, (b) compiled
to Objective-C (with J2Objc) for the iOS application,
and (c) compiled to JavaScript (with GWT) for the
web application.
Useful Tools
As mentioned, the Java platform offers many tools
that help in keeping the codebase maintainable and
modular. The following list presents some important
categories of tools, and lists some examples.
• Automated Tests. Typically, legacy codebases
have no automated tests, therefore it is risky to
refactor such code, because any change can eas-
ily break previously working features. Therefore
it is usually a good idea to write some tests before
refactoring the code. A useful tool to write and ex-
ecute tests for Java code is JUnit.5 It can be com-
bined with Mockito6 to create simple mocks of
dependencies. Combined with Powermock7, even
static fields, final classes, and private methods can
be mocked for tests.
As legacy codebases often consist of tightly cou-
pled components, it might be necessary to break
those dependencies (see section 5.2) before writ-
ing tests (e.g., a tightly coupled database connec-
tion is typically a problem for tests, but a tightly
coupled utility class might not). Unfortunately,
breaking those dependencies also involves code
changes. (Feathers, 2004) describes this vicious
cycle of avoiding bugs by making code testable
through changes that can potentially introduce
new bugs.
• Dependency Injection. This implements the prin-
ciple of Inversion of Control for resolving the de-
pendencies of a class. It basically means that ob-
jects do not instantiate their dependencies them-
selves, but get them injected either manually us-
ing the constructor, or by a dependency injection
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in detail and compares it to some alternatives (like
the Service Locator pattern).
The advantages of using dependency injection be-
come apparent in this migration-approach, as the
shared code must not depend on the platform-
specific implementation of any dependency. Ex-
amples for frameworks supporting dependency in-
jection are Google Guice9 or Spring.10
• Static Code Analysis Tools. These tools can find
potential bugs, dead or duplicate code, and they
can help to enforce a common code style. Exam-
ples: FindBugs,11 PMD,12 or Checkstyle.13
• Build and Dependency Management. Tools like
Apache Maven14 or Gradle15 manage the depen-
dencies of an application and its submodules.
They also standardize several other aspects of an
application like the directory structure and the
build process. Their “convention over configu-
ration” approach16 also helps to familiarize new
developers with a cade base, simply because of
familiar project structure conventions.
6 EXEMPLARY MIGRATION
UMLet (Auer et al., 2009; Auer et al., 2003) is a UML
tool in active development since 2001. It is referenced
in 200+ publications, as well as 16+ books on soft-
ware engineering. UMLet is the most favored plu-
gin on the Eclipse Marketplace (Eclipse is the world-
leading Java integrated development environment). In
the 12 months leading up to August 1st 2015, more
than 700.000 page views to UMLet’s main web site
have been recorded via Google Analytics.
UMLet uses a text-based approach of customiz-
ing UML elements (e.g., entering the line fg=red in
the elements properties text block will color the back-
ground of the element red). Text without a specific
meaning is simply printed, which is, e.g., a fast way
to declare class methods.
To provide an exemplary application of the sug-
gested soft-migration approach, UMLet gets migrated
to a modern GWT-based web application that runs
without browser plugins, while the Swing and Eclipse










Section 4.2 suggests two main decision drivers with
the current UMLet codebase:
• The user base might move to new, web-based plat-
forms, e.g., yUML17, sketchboard18, js-sequence-
diagrams19 or websequencediagrams20.
• The current two-level platform (Java virtual ma-
chine on top of an OS) is not very future-proof:
– Java often does not come pre-installed; it is not
unlikely that future closed-source OS iterations
further discourage Java deployments.
– OS vendors like Apple increasingly limit the in-
stallation of unsigned software, or try to coax
applications to be provided via custom app
stores. This gives vendors the influence to pro-
hibit flexible, uncomplicated installs for casual
users, and also allows them to ban applications
outright (e.g., if an application does not com-
ply with some user interface guidelines, if the
vendor perceives its usability or uniqueness as
not adequate, or if tech specs like access right
handling are not to the vendor’s liking).
These two criteria are the main drivers to use a mi-
gration approach with the goal of increasing the plat-
form independence of UMLet.
6.2 Analysis
A first analysis shows that most of the applications
code is tightly coupled with Swing classes. The
main building blocks of the diagram (UML-Classes, -
UseCases, -Relations, . . . ), which are called GridEle-
ment, all extend the Swing class JComponent.
The Eclipse plugin provides a small SWT-based
wrapper around the Swing-based code to make it
runnable in Eclipse. The parsing of the elements
text is done within an overwritten JComponent.print()
method, therefore there is no clear separation between
parsing and drawing.
6.3 Reengineering
The goals of the UMLet reengineering are to:
• separate parsing and drawing of element proper-
ties;
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• introduce an abstraction layer with generic draw
methods instead of directly relying on Swing
Graphics objects;
• move GridElements to a separate module.
Even after the reengineering, there will be a rel-
atively large portion of platform-specific code. E.g.,
the composition of the graphical user interface will
still be platform-specific and must be implemented
separately for GWT and Swing.
Based on this analysis, the given high-level archi-
tectural model can be retained with only minor differ-
ences on each platform (e.g., file-IO handling). The
main restructuring of the model consists of a clear
definition on how the properties of GridElements get
parsed and drawn by each platform.
6.4 Implementation of Shared Codebase
As mentioned, the shared codebase mostly consists
of the GridElements and the appropriate parsing and
drawing logic.
New GridElements
The new GridElements have a unified syntax for the
commands and therefore break backwards compati-
bility with some old diagrams. They are also reduced
to a smaller set of customizable elements to avoid un-
necessary element duplication.
Reusable Commands on Properties
The concept of element properties (and functions trig-
gered by specific commands) is implemented using a
separate parsing procedure, which is executed every
time an element changes its properties or size. During
this procedure, all possible commands for the specific
element are checked and—if triggered—executed.
The main advantage of this approach is that these
functions can be shared between elements. If two ele-
ments need to implement, e.g., the command bg=red
to set the background color to red, they can refer to
the same generic function. Changes like new features
or bugfixes to such a function will therefore automat-
ically be applied to all elements relying on them.
Common Drawing API
Platform-specific drawing logic is hidden behind a
platform-independent API, which offers basic meth-
ods like drawLine(), drawRectangle(), printText(), as
well as styling methods like setBackgroundColor() or
setLineThickness(). Every platform has to implement
this API and redirect the calls to the underlying graph-
ical framework (e.g., Swing in JavaSE, or the HTML
Canvas drawing methods in GWT).
Missing Basic Classes in GWT
As UMLet makes heavy use of geometric function-
ality, it needs classes such as Point, Line, Rectan-
gle, . . . Unfortunately, those classes are located in the
AWT package and therefore not available on many
platforms like GWT21 or Android.22 To circumvent
this problem, alternative classes are created that are
converted to platform-specific ones directly before
drawing.
6.5 Web Implementation UMLetino
The web version of UMLet is called UMLetino and it
transfers UMLet’s minimalistic, text-based GUI ap-
proach to the web. The initial GUI mock was de-
signed to look exactly like UMLet, but after further
evaluation, it was apparent that a web application
needs several adaptions. One difference, e.g., is the
menu, which is a collapsible horizontal menu at the
top border in most desktop applications, but a simple
vertical menu on the left side for most web applica-
tions.
Another UI component that is different, because
it is already embedded in the browser, is the tab-bar.
An UMLetino-specific tab-bar below the browser tabs
can be confusing and it does not prevent the user from
opening multiple UMLetino tabs in the browser. It
was therefore removed; users who want to work in
parallel on several diagrams can rely on the native
browser tabs instead.
Figure 1 shows the final, reengineered code struc-
ture in UML format.
Storing in Files or on the Web
UMLet stores diagrams in the file system. Web appli-
cations typically have limited access to it, therefore
we have implemented several alternatives. Diagrams
can be stored:
1. in the local storage of the browser (as a quick
save/load while working on a diagram);
2. on the file system, with drag-and-drop-based im-
port, and an export based on Data-URIs and the
browser’s save-as functionality;
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The diagrams are stored using the XML-based
UXF file format, which is also used in UMLet.
Browser Local Storage
- used for persistent data
- store/load diagram uxfs
- clipboard simulation
Menu




- drag&drop uxf files
into the browser to
create diagram
Command
- represents a undoable
interaction with the diagram
- e.g. Add Element
- e.g. Move Element
Listener





- transforms uxf into diagram with grid elements
- transforms diagram with grid elements into uxf
Palette
- represent predefined diagrams
for certain use case
- e.g. UML Class, UML Package
Selector
- holds selection state of diagram
- can manipulate selection state
Diagram
- contains diagram specifics (e.g. elements,
diagram properties, ...)
- consists of DrawPanel and DrawCanvas
GridElement
- represents one element and its properties (text,
color, ...)
- executable properties encapsulated in Commands
- drawn using a DrawHandler
Entry Point
- the point which starts the application






















Figure 1: Reengineered code structure in UML format.
6.6 Code Base Analysis
Before Migration:
• 22,688 total (all in one project)
After Migration:
• 21,419 in Baselet (Standalone/UMLet specific)
• 8,915 in BaseletElements (shared)
• 3,135 in BaseletGWT (Web/UMLetino specific)
• 33,469 total
These numbers show that the web version con-
sists of approx. 26% platform-specific code and 74%
shared code.
The standalone version in comparison only con-
sists of approx. 70% platform specific code and 30%
shared code, but this is mostly due to the legacy sup-
port for the now deprecated OldGridElements. The
old elements consist of roughly 5,600 LOC, so as
soon as they are removed, approx. 36% of code will
be shared.
Furthermore, there are some elements that have
not been migrated to the shared codebase until now,
due to their complexity (All in One Elements), or de-
pendency on a Java Compiler during runtime (Custom
Elements). They consist of roughly 4,000 LOC and
will reduce the standalone specific code even more,
while increasing the shared portion.
Although containing still much more specific code
than the web version, the standalone project supports
3 different sub-platforms (Eclipse plugin, Swing stan-
dalone, and batch-mode) and therefore requires more
code.
The overall duration of the migration was roughly
6 months; 2 developers in a remote-team setup spent
an overall effort of 400 man-hours.
6.7 Lessons Learned
During UMLet’s soft migration, we encountered sev-
eral generic and specific issues worth mentioning:
• Front-end code is often more platform-dependent
and should be de-coupled from business logic.
There are several graphical libraries for JavaSE
like AWT, Swing, or SWT. Android and GWT of-
fer their own APIs. One possible way of avoid-
ing this duplication is the usage of HTML (prob-
ably with some JavaScript generated by GWT),
because most modern GUI frameworks can dis-
play embedded HTML+JavaScript views. In case
of UMLet the code didn’t have a clear separation
between GUI and business logic; therefore a sig-
nificant amount of time was necessary to modu-
larize and decouple the components of the appli-
cation in order to make the extraction of a shared
core component possible. Fortunately, large por-
tions of UMLet’s graphical output is drawn on a
Canvas where every platform offers its own im-
plementation with only minor differences.
• Choosing 3rd-party libraries creates dependen-
cies and impacts the overall portability. If a Java
program should run on several platforms it must
be verified that 3rd-party libraries work on all of
them. In general, such libraries are only allowed
to use Java classes that are supported by the plat-
form specific API. In addition, GWT compiles
Java source code to JavaScript, i.e., the library
must be available as source code and not only as
compiled classes.
• Special language features like reflection and reg-
ular expressions limit portability. GWT does not
support reflection out of the box, and the default
Java RegEx classes are only partially supported.
Complex Regular Expressions must use GWT
specific classes that work more like JavaScript
RegEx than Java RegEx. In general, if a specific
JVM feature like bytecode generation or just in
time compilation is used, it has to be verified if it
is supported by the target platform and the used
transpiler.
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• The documentation and tool support of GWT is
very good, but the future is uncertain. GWT
is well documented and an Eclipse plugin eases
development and testing. The GWT Dev Mode
makes debugging within the IDE very convenient.
Nevertheless, GWT Dev Mode is restricted to
older browser versions (e.g., Firefox 26), because
current browser versions have removed some re-
quired APIs (e.g., NPAPI). GWT offers the Super
Dev Mode as alternative, but the Eclipse integra-
tion is only possible by using 3rd-party plugins
like SDBG24, and is less convenient.
• Useful web applications require modern brow-
sers. In general, web applications that should
behave like standalone desktop applications typ-
ically require certain APIs to interact with the un-
derlying system. This is a minor inconvenience
for browsers like Chrome or Firefox, which get
constantly updated, but other browsers like the In-
ternet Explorer often lag behind. UMLetino also
requires some specific HTML 5 features like the
Web Storage API or the File Reader API, which
are only available in Internet Explorer 10+.
• Platforms have different constraints. Although
modern browsers offer several APIs to allow deep
system integration, the web platform still has
many constraints that do not exist for standalone
applications. One example is the interaction with
the file system. Standalone applications like UM-
Let have full access to the file system, but web
applications have only limited access. File can
be read by using the HTML 5 File Reader API,
but most browsers disallow write access to the
file system (only Chrome allows it to a sandboxed
section of the filesystem).
Find UMLetino at www.umletino.com.
7 CONCLUSION
Software maintenance, aging, and evolution are often
considered an afterthought. We hope to emphasize
with this paper that software will inevitably age, and
that this will surely have a non-trivial impact on its
use and cost profile over time.
Within the general evolution process, planners and
programmers can use a simple framework to help
reach evolution decisions. A concrete instance of
one application’s soft migration hopefully helps to il-
lustrate this. This should also underline how mod-
ern tools make software migration much more fea-
24github.com/sdbg/sdbg
sible. Future work should especially look a the re-
cent container-based software deployment tools, es-
pecially with regard to outside interface dependen-
cies. Of special interest are layers that interact with
persistent data storage (typically databases). Another
approach worth examining concerns GUI adaptabil-
ity for various screen/input environments, especially
as GUIs are notoriously tricky to migrate.
Finally, these considerations should not merely be
applied “down the road,” though this is still useful.
Instead, the foreseeable eventual software evolution
should be part of any decisions made during the soft-
ware’s initial design stages. Those are often crucial
in making sure the software will age gracefully—and,
ideally, never die.
REFERENCES
Auer, M., Po¨lz, J., and Biffl, S. (2009). End-User Develop-
ment in a Graphical User Interface Setting. In Proc.
11th Int. Conf. on Enterprise Inf. Systems (ICEIS).
Auer, M., Tschurtschenthaler, T., and Biffl, S. (2003). A
Flyweight UML Modelling Tool for Software Devel-
opment in Heterogeneous Environments. In Proc.
29th Conf. on EUROMICRO.
Basili, V., Briand, L., Condon, S., Kim, Y.-M., Melo, W. L.,
and Valett, J. D. (1996). Understanding and Predict-
ing the Process of Software Maintenance Releases. In
Proc. 18th Int. Conf. on Software Engineering (ICSE).
Bennett, K. H. and Rajlich, V. T. (2000). Software Mainte-
nance and Evolution: A Roadmap. In Proc. Conf. on
The Future of Software Engineering (ICSE).
Benomar, O., Abdeen, H., Sahraoui, H., Poulin, P., and
Saied, M. A. (2015). Detection of Software Evo-
lution Phases Based on Development Activities. In
Proc. 23rd IEEE Int. Conf. on Program Comprehen-
sion (ICPC).
Brodie, M. L. and Stonebraker, M. (1995). Migrating
Legacy Systems: Gateways, Interfaces, and the Incre-
mental Approach. Morgan Kaufmann.
Brooks Jr., F. P. (1995). The Mythical Man-Month. Addi-
son-Wesley.
Businge, J., Serebrenik, A., Brand, M. V. D., and van den
Brand, M. (2010). An Empirical Study of the Evo-
lution of Eclipse Third-party Plug-ins. In Proc. Joint
ERCIM WS on Software Evolution (EVOL) and Int.
WS on Principles of Software Evolution (IWPSE).
Chaikalis, T. and Chatzigeorgiou, A. (2015). Forecasting
Java Software Evolution Trends Employing Network
Models. IEEE Transactions on Software Engineering,
41(6):582–602.
Chikofsky, E. J. and Cross II, J. H. (1990). Reverse En-
gineering and Design Recovery: A Taxonomy. IEEE
Software, 7(1):13–17.
Coleman, D., Ash, D., Lowther, B., and Oman, P. (1994).
Using Metrics to Evaluate Software System Maintain-
ability. IEEE Computer, 27(8):44–49.
Software Evolution of Legacy Systems - A Case Study of Soft-migration
423
Demeyer, S., Ducasse, S., and Nierstrasz, O. (2002). Object
Oriented Reengineering Patterns. Morgan Kaufmann.
Feathers, M. (2004). Working Effectively with Legacy Code.
Prentice Hall.
Fowler, M. and Beck, K. (1999). Refactoring: Improving
the Design of Existing Code. Addison-Wesley.
Gottschalk, M., Josefiok, M., Jelschen, J., and Winter, A.
(2012). Removing Energy Code Smells with Reengi-
neering Services. In Beitragsband der 42. Jahresta-
gung der Gesellschaft fu¨r Informatik e.V. (GI).
Harrison, W. and Cook, C. (1990). Insights on Improving
the Maintenance Process Through Software Measure-
ment. In Proc. Int. Conf. on Software Maintenance
(ICSME).
Herraiz, I., Rodriguez, D., Robles, G., and Gonzalez-
Barahona, J. M. (2013). The Evolution of the Laws
of Software Evolution: A Discussion Based on a Sys-
tematic Literature Review. ACM Computing Surveys,
46(2):1–28.
Hunt, A. and Thomas, D. (1999). The Pragmatic Program-
mer: From Journeyman to Master. Addison-Wesley.
Johari, K. and Kaur, A. (2011). Effect of Software Evolu-
tion on Software Metrics. ACM SIGSOFT Software
Engineering Notes, 36(5):1–8.
Kim, M., Cai, D., and Kim, S. (2011). An Empirical In-
vestigation into the Role of API-Level Refactorings
during Software Evolution. In Proc. 33rd Int. Conf.
on Software Engineering (ICSE).
Lehman, M. M. (1980). Programs, Life Cycles, and Laws
of Software Evolution. In Proc. IEEE.
Lehman, M. M., Ramil, J. F., and Kahen, G. (2000). Evolu-
tion as a Noun and Evolution as a Verb. In Proc. WS
on Software and Organisation Co-evolution (SOCE).
Lehman, M. M., Ramil, J. F., Wernick, P. D., Perry, D. E.,
and Turski, W. M. (1997). Metrics and Laws of Soft-
ware Evolution - The Nineties View. In Proc. 4th Int.
Symposium on Software Metrics (METRICS).
Lientz, B. P. and Swanson, E. B. (1980). Software Mainte-
nance Management. Addison-Wesley.
Mens, T. and Demeyer, S. (2008). Software Evolution.
Springer.
Monden, A., Sato, S.-i., Matsumoto, K.-i., and Inoue, K.
(2000). Modeling and Analysis of Software Aging
Process. In Product Focused Software Process Im-
provement SE - 15, volume 1840 of Lecture Notes in
Computer Science, pages 140–153. Springer.
Parnas, D. L. (1994). Software Aging. In Proc. 16th Int.
Conf. on Software Engineering (ICSE).
Rashid, A., Wang, W. Y. C., and Dorner, D. (2009). Gaug-
ing the Differences between Expectation and Systems
Support: the Managerial Approach of Adaptive and
Perfective Software Maintenance. In Proc. 4th Int.
Conf. on Cooperation and Promotion of Inf. Resources
in Science and Techn. (COINFO).
Ratzinger, J., Sigmund, T., Vorburger, P., and Gall, H.
(2007). Mining Software Evolution to Predict Refac-
toring. In Proc. 1st Int. Symposium on Empirical Soft-
ware Engineering and Measurement (ESEM).
Riaz, M., Mendes, E., and Tempero, E. (2009). A Sys-
tematic Review of Software Maintainability Predic-
tion and Metrics. In Proc. 3rd Int. Symp. on Empirical
Software Engineering and Measurement (ESEM).
Schneidewind, N. F. and Ebert, C. (1998). Preserve or Re-
design Legacy Systems. IEEE Software, 15(4):14–17.
Sjøberg, D. I. K., Anda, B., and Mockus, A. (2012). Ques-
tioning Software Maintenance Metrics: A Compar-
ative Case Study. In Proc. 6th Int. Symposium on
Empirical Software Engineering and Measurement
(ESEM).
Sneed, H. M. (1995). Planning the Reengineering of Legacy
Systems. IEEE Software, 12(1):24–34.
Zhang, J., Sagar, S., and Shihab, E. (2013). The Evolu-
tion of Mobile Apps: An Exploratory Study. In Proc.
Int. WS on Software Development Lifecycle for Mobile
(DeMobile).
ICEIS 2016 - 18th International Conference on Enterprise Information Systems
424
On the Development of Strategic Games based on a Semiotic 
Analysis: A Case Study of an Optimized Tic-Tac-Toe 
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Abstract: A picture can express something instead of having a thousand words that cannot do it. This phrase, which 
symbolically connotes a whole scheme of a signs system, is known as Semiotics. This paper presents the 
process of an educational video game development based on semiotic analysis. We used Extreme Programing 
Agile Methodology combined with a proposal of the modified Elemental Tetrad Game Design Model to 
develop a video game known as “Tic-Tac-Toe”. The mathematical model was implemented with Artificial 
Intelligence algorithms and a graphical user interface including Semiotics; this was optimized for producing 
an enjoyable and interactive environment. With the purpose of stimulating cognitive development of children, 
this research combines theories about stimulating cognitive development of children; game design model, 
Semiotic Analysis harnesses the Model of Aleferenko, and uses algorithms based on heuristics and numerical 
methods in client-server architecture. The concept was tested with a representative sample of seven to eleven 
years old children. The results demonstrated that educational video games with Semiotics stimulate the 
cognitive development of children. 
1 INTRODUCTION 
Aware of the importance of psychomotor activity and 
its impact on stimulating thought; teachers and early 
childhood specialists value motor activities and 
games. One of the most fundamental resources 
available for educators is educational video games. 
Therefore, researchers are permanently exploring 
new learning strategies to encourage children through 
educational video games. Nowadays, semiotic 
domains are emerging more notably and potentially, 
could make the videogame more attractive for 
children. One example of this is the customisation of 
the avatar in the first-person-shooter video games 
(Gee, 2008). 
Visualization is better than verbal description; this 
phrase symbolically connotes a whole system of 
signs. Its analysis or decoding is called Semiotics. 
According to the Oxford Advanced Learner's 
Dictionary, Semiotic is “a general philosophical 
theory of signs and symbols that deals especially with 
their function in both artificially constructed and 
natural languages and comprises syntactic, semantics, 
and pragmatics”. It studies the phenomena and 
objects of significance, sign systems, and the process 
of senses production  (Halliday, 1978).  
The connection between educational video games 
and semiotics has been studied for three decades. The 
study of Myers (1991) discusses symbols within 
computer games and how those symbols are 
transformed during play. Thorne et al. (2012) 
describe an exploratory study of the massively 
multiplayer online games with a complex form of 
semiotic ecologies. Huber (2013) addresses the 
problem by proposing a model for the interpretation 
of videogames based on the semiotic theory of 
Charles S. Peirce. Ruiz et al. (2014) used videogames 
to help High School students to improve their 
understanding of numerical evaluation of algebraic 
expressions. Baceviciute et al. (2014) explain the 
convergence and hybridization process between 
cognitive sciences, computer science and Artificial 
Intelligence (AI). Kendall, 2015 analyses serious 
games and Semiotics separately. Those studies claim 
for an integration of semiotic and artificial 
intelligence in video games.  
The present study developed a process of an 
educational video game based on semiotic analysis; 
and tested the hypothesis of an application of 
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Semiotics in the Tic-Tac-Toe videogame improves 
the motivation of the childhood senses and stimulates 
their cognitive development. 
We have used the Extreme Programing Agile 
Methodology (XP) combined with the Elemental 
Tetrad Game Design Model, in order to ensure the 
quality of the software using Artificial Intelligence 
techniques in client-server architecture. The video 
game that has been developed and optimized is called 
Tic-Tac-Toe. The concept has been tested with a 
representative sample of seven to eleven years old 
children at an elementary school. 
The key contributions of this study are: (1) two 
prototypes software developed for the Tic-Tac-Toe 
game, one with Semiotics; (2) a class library 
implemented that represents the environment and the 
rules of a third party using Artificial Intelligence 
based on heuristics and numerical methods; and (3) a 
game developed combining a novel mathematical 
model and semiotic analysis that requires algorithms 
of Software Engineering to optimize the Tic-Tac-
Toe’s ability to apply learning theories. 
2 THEORETICAL FRAMEWORK 
2.1 The Elemental Tetrad Game 
Design Model 
This model is currently used for game design. 
According to Gibson (2014), this model uses the 
events of the story and states purpose of the game. It 
evaluates the human-computer interaction by using 
the game technologies. Furthermore, it separates the 
basic elements of a game into four sections: (1) 
Mechanics: the rules for interaction between the 
player and the game; (2) Aesthetics: describe how the 
game is perceived by the five senses; (3) Technology: 
this element covers all the underlying technology that 
makes the game work; (4) Story: this describes the 
sequence of events in the game. 
2.2 Extreme Programming (XP) 
XP is an agile software development methodology. It 
is a lightweight methodology using a set of existing 
software development practices in conjunction 
(Schneider, 2003). According to Beck (2000), the 
project lifecycle of XP includes the following phases: 
Exploration, Planning, Iterations to Release, the 
Product ionizing, and Maintenance. The practices 
taken from XP focused on software coding needed for 
the game. 
2.3 Semiotic Analysis of Aleferenko 
This model integrates several areas of the knowledge, 
and allows making a connotative and denotative 
analysis of the symbols. For Aleferenko (Tokarev, 
2014) a pyramid constitutes the coalition of the 
Pierce’s triad. It includes two new elements: 
Meaning/ Connotation; and Significant/ Denotation. 
This allows to create a pyramid organized with the 
following elements: (1) Sign; (2) Object/Referent; (3) 
Significant/ Denotation; (4) Meaning/Connotation; 
and Concept. The pyramid of Aleferenko integrates 
the bases of Semiotics. In contrast to Pierce and Frege 
(Wisse, 2002), Aleferenko considers outlined models 
and creates a new complete model, where the 
connotation is the agent of analysis that engenders a 
deep knowledge that leaves an appropriation of the 
receiver. 
2.4 Theories to Stimulate Cognitive 
Development of Children 
Tic-Tac-Toe stimulates cognition of children, and the 
game is part of the culture as it is included in common 
educational practices. Lev Vygotsky (1967) assigned 
the game into the category of instrument and socio-
cultural promoter of children’s mental development, 
and the results showed that facilitates the 
development of higher functions. These are acquired 
through interaction with the surrounding world. The 
approach of mediation according to Vygotsky is 
perceived as the presence of people, objects, and 
situations that interact in various socio-cultural 
contexts, which can be verbal, visual and physical, 
and can generate experiences that affect cognitive 
development. Vygotsky elaborated the concept 
known as Zone of Proximal Development Theory 
(Brown, 1999), explained as: (1) the distance between 
the actual developmental level is determined by the 
ability to independently solve a problem; and, (2) the 
level of potential development is determined by 
problem solving under the mediation of an adult. 
Feuerstein (1991) considers that the subject’s 
interactions with the environment can have two 
modalities: (1) direct exposure to stimuli; and, (2) 
learning experiences through mediators. As 
suggested by Feuerstein, it is crucial to consider that 
all human beings are modifiable. To be able to fulfil 
this condition, we should understand mediation as an 
intervention strategy that tries to affect the body of 
mediator, seeking greater efficiency in the process of 
information and therefore the cognitive structure. 
Finally, Lipman (2002), developed his educational 
philosophical proposal known as “critical thinking”, 
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that is interested in forming a thought careful, orderly, 
prudent and reasonable. In this sense the children are 
be able to make judgments as part of the practice of 
their own learning process in which case an 
educational game is considered like a learning 
activity. 
All these theoretical assumptions analysed 
converge in cognitive modifiability through the visual 
mediation using games. We conclude therefore, that 
children exposed to the complexity experience of the 
games, shows increased cognitive skills such as 
spatial navigation, reasoning, memory and three 
dimensional perceptions. 
3 EXPERIMENTAL SETUP 
3.1 Development Process 
The process of development of the video game with 
Semiotics was based on the life cycle of XP that 
performs iterative and incremental tasks (Beck, 
2000), (Schneider, 2003). The research team carried 
out an incremental delivery of the product in each 
iteration. 
 
Figure 1: The Extreme Programming iterations game. 
The experiment considered three iterations: (1) 
The design and development of the graphic user 
interfaces of the video game, for which we applied 
elementary Tetrad Game Design modified Model; (2) 
The construction of the inference engine, based in 
technical heuristics of Artificial Intelligence 
implemented with numerical methods that generate 
different levels of difficulty in the game; (3) The 
processing and storage of information, that keeps the 
users scores in files, considering the three levels of 
difficulty. In these iterations, liberated parts of the 
product were inspected and evaluated to increase the 
functionality and also to improve the quality 
compared to the previous versions of the game 
(Villacís, 2015), which has been implemented 
without using Semiotics. Fig. 1 shown the XP 
iterations game model modified based in the proposed 
model by Drake et al. (2006). 
3.2 Design and Development of the 
GUI 
The design and the development of the graphic user 
interface of the Tic-Tac-Toe video game were based 
on the Elementary Tetrad Game Design Model 
(Schell, 2014). For each one of the four sections of 
this model, we considered a series of elements related 
to programming computer games proposed by 
Walnum (2001), among them are: (1) Game design; 
(2) Graphic design; (3) Controls and interfaces; (4) 
Generation of sound; (5) Image handling; (6) 
Animation; (7) Algorithms; (8) Artificial 
Intelligence; (9) Game Testing. Additionally, it was 
necessary to include the Storyboard proposed by Páez 
(2013). Based on all of these elements, we propose 
the modified model illustrated in Fig. 2. The 
Mechanics section includes game algorithms and 
Artificial Intelligence algorithms. The Technology 
section includes graphic design, animation and image 
handling. The Aesthetics section includes control and 
interfaces, sound generation and game testing. The 
story section includes game design and storyboard. 
 
Figure 2: A proposal of the modified Elemental Tetrad 
Game Design Model for this study. 
3.2.1 Game Design 
The concept was based on real-world events related 
to the design and creation of boards for the game of 
Tic-Tac-Toe. This is a fun game that appeals to both 
children and adults because it is a game of strategy. 
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3.2.2 Graphic Design 
The game screen of Tic-Tac-Toe has a form 
programmed in C# .NET, which is very similar to the 
dialogue frames of the Windows System. In this form 
is placed a series of objects that allowed to structure 
the game, such as: (1) Nine buttons for checkers,  
mathematically located in specific locations; (2) Four 
buttons to manage the game options (i.e. New, 
Choose players, Choose language and Exit); (3) Four 
group boxes or containers (Group Box); (4) One label 
for static text; (5) Four radio buttons  to control the 
different levels of the game; (6) One picture box, 
which shows an animated icon; (7) A menu bar with 
File, Help and View options, and their respective 
submenus.  
3.2.3 Control and Interfaces 
Implementation 
The GUI was constructed based on components 
(COM+), and basic controls (ActiveX) that provided 
the Visual C# .NET programming language. The 
scores in the game were stored in XML flat files, and 
the data are displayed within the Data Grid View 
control. Fig. 3 illustrates the GUI of the game: 
 
Figure 3: Graphical User Interface of the Tic-Tac-toe game 
using Semiotics. 
3.2.4 Image Handling 
We organized all the visual interfaces to handle 
images via ActiveX controls. For example, the 
Picture Box control allows loading animated gif files 
and the Button control is designed and constructed 
with geometric shapes which can load images in 
various formats. We have defined four categories in 
the game related to the nine buttons of the board, 
which are available for the user being: (1) Super hero: 
Selection between twelve super heroes and twelve 
villains; (2) Princesses: Selection between twelve 
princesses of fairy tales and twelve villains of those 
same fairy tales; (3) Animals: Selection between 
twenty four animals among which are both wild and 
domestic animals; (4) Miscellany characters: 
Selection between several well-known children’s 
characters with their respective antagonistic 
characters. Finally no special background (i.e. 
Background Image property) was included, only 
colours, which is more attractive to children and 
generates much less distraction. 
3.2.5 Sound Generation 
Because the real world is a place with sound, the 
game needs to include sound so that it seems realistic. 
The Tic-Tac-Toe game is not the exception. 
Therefore, MIDI sounds type was implemented using 
Windows Media Player control. 
3.2.6 Animation 
A virtual assistant and speech recognition libraries for 
both: Spanish and English language were 
implemented using MS Agents by Microsoft. 
3.2.7 Game Algorithms 
One of the most important algorithms in the game is 
the algorithm that allows two users to play each other 
on the same computer or a user to play against the 
computer with AI. Depending on the level that the 
user chooses for which the function Play() has been 
implemented inside the form frmTicTacToe whose 
algorithm is presented at the end of this subsection. 
The parameters of the managed objects explained 
above are:  (1) board: whose value depends on the 
category chosen by the user; (2) btnTicTacToe: whose 
value depends on which the button has been clicked 
by the user; (3) type: whose value depends on the 
fictitious good or bad character chosen by the user; 
(4) player1: whose value depends on the character, 
animal or object chosen by the user based of the type 
and the board; (5) player2: this parameter represents 
the non-player character (NPC) selected by the user 
for the confrontation; (6) grbTicTacToe: this control 
represents the container that hold the nine buttons and 
when the game is over this control disables these 
buttons; (7) dgvData: this control shows the final 
results of the players saved on XML files; (8) 
listButtons: this parameter is used exclusively by the 
non-player character (NPC) in which case the button 
is selected depends on the  heuristics techniques of 
Artificial Intelligence.
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3.2.8 Artificial Intelligence Algorithms 
Within the context of this study, the Artificial 
Intelligence algorithms focuses on providing capacity 
to computers to perform tasks that require human 
intelligence. This means, the ability of the computer 
to act or participate as an opponent in the game 
(Walnum, 2001). In the Tic-Tac-Toe game, the 
computer has the ability to play with the user, 
according to three different levels of difficulty: basic 
level, intermediate level, and advanced level. For the 
Artificial Intelligence model of the application we 
have used both weak and strong heuristics techniques. 
Here we use numeric method based on numeric series 
that is represented by linked lists and arrays. These 
kind of structures store different movements made by 
the same application that is the non-player character 
(NPC) controlled by the computer that plays with the 
user. The numeric method based on finite series is 
indicated in Table 1, where each finite series has been 
obtained based on a sum that represents a value 
accumulated in a certain row, column or diagonal of 
the Tic-Tac-Toe game. In Table 2, the initial state of 
the whole array is depicted (i.e., that is zero) and it 
corresponds to an empty space or a free cell. Some 
cases are described below: 
Table 1: Numeric method based on finite series. 
 
 Case 1: The non-player character (NPC) 
obstructs the user. In this case the following 
instruction should be considered: if ((a = 2) ˅ (b 
= 2) ˅ (c = 2) ˅ (d = 2) ˅ (e = 2) ˅ (f = 2) ˅ (g = 
2) ˅ (h = 2)) then: if (v[k] = 0) then v[k]:= 3 → 
NPC obstructs the user; 
 Case 2: The non-player character (NPC) wins. 
In this case the following instruction should be 
considered: if ((a = 6) ˅ (b = 6) ˅ (c = 6) ˅ (d = 
6) ˅ (e = 6) ˅ (f = 6) ˅ (g = 6) ˅ (h = 6)) then: if 
(v[k] = 0) then v[k]:= 3 → NPC beats the user; 
 Case 3: Obstruct in the diagonals. In this case 
the following instruction should be considered: 
if ((x = 5) ˅ (y = 5)) then: if (v[k] = 0) then 
v[k]:= 3 → NPC obstructs the user; 
 Case 4: Obstruct in the corner squares. In this 
case the following instruction should be 
considered: if (((p = 2) ˅ (q = 2) ˅ (r = 2) ˅ (s = 
2)) ˄ (v[k] = 0)), where k = 0, 2, 6, 8; then: if 
(v[k] = 0) then v[k]:= 3 → NPC obstructs the 
user in the corners close to the edges occupied 
by the user. 
Table 2: Finite State Machine of the Game. 
Object Weight 
User 1 1 
Non-player character (NPC) 3 
Blank space 0 
3.2.9 Semiotic Model of the Game 
Figure 4 shows the model of Aleferenko (Tokarev, 
2014) which completes: K=S+O+D+C; where K is 
the Concept, S is the Sign, O it is the object, D it is 
the denotation and C it is the connotation. This model 
demonstrates the real state of the construction of the 
knowledge on the receiver’s part since it is unable to 
jump the denotation and connotation process to arrive 
at the concept. 
In the first instance, the sign is the word that 
corresponds to the game. In our case the sign begins 
the code process to obtain knowledge. In the second 
instance, the object referent corresponds to the code 
of the game. In the third instance, the receiver passes 
to the connotative process where it identifies the signs 
as symbols. Therefore it is not an arbitrary process of 
significance. The connotation process is in the fourth 
instance, where the receivers are the children that play 
the game, in an appropriate atmosphere. Also, 
according to their preferences, the sign that doesn’t 
has the character of arbitrary in this case because they 
become symbols. For instance, in the case of the 
Superman – sign (the symbol of a super hero), which 
would correspond to K that is the concept of the sign 
S, and in similar form is Lex Luthor – sign (the 
antagonistic or villainous symbol with respect to 
superman). Finally, the result is the concept or 
knowledge decoded due to the process of connotation 
of the sign. 
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3.2.10 Principle of Arbitrariness of the Sign 
According to Holdcroft (1991), the principle of 
arbitrariness of the sign consists in the bond among 
the meaning with the significance of arbitrary. This, 
since the sign is equivalent to the association of a 
significant with a meaning. For this reason the game 
of the Tic-Tac-Toe is decoded like it was mentioned 
previously, being a matrix with two elements: a ‘cero’ 
and an ‘x’ letter, generally constructed in paper or 
with wood. The concept or significance of Tic-tac-
Toe is not bound for any relationship with the 
sequence of sounds “t-i-c-t-a-c-t-o-e” that serves by 
itself significance to the word. It could be represented 
by any other sequence of sounds, for example the 
“Tic-Tac-Toe” game in English corresponds to “Tres 
en Raya” in Spanish and in Russian, it corresponds to 
“крестики-нолики”, where it doesn't only change the 
sound but even the system of signs that doesn't 
correspond to the Latin alphabet, and the system 
corresponds to the Cyrillic one instead. 
 
Figure 4: The semiotic model Aleferenko for the game. 
3.2.11 Testing the Game 
We applied the game to a public school, forty seven 
to eleven years old children were randomly chosen to 
play the game during 30 minutes. A group of children 
were exposed to the traditional Tic-Tac-Toe game 
(i.e. without Semiotics) versus the optimized Tic-
Tac-Toe game (with Semiotics). After, the children 
tested the game, we proceeded to perform statistical 
processing of the scores provided by the game. As 
noted in this study, it has been optimized as the Tic-
Tac-Toe game, incorporating the semiotic model of 
Aleferenko. This research has involved superheroes, 
princesses, other animals and world comics. 
4 EVALUATION RESULTS AND 
DISCUSSION 
4.1 Results of the Evaluation 
There were differences of comic figures preferences. 
Fig. 5 illustrates that there is a superhero that has the 
popularity of 100% (i.e. Hulk), followed by another 
one with 81.8% (i.e. Spiderman). The other two with 
36.4% (i.e. Superman), and Wonder Woman with 
27.3%. Batman and Green Arrow with 18.2% and 
9.1%, respectively. This means that two superheroes 
were known to more than half of the children with 
more than 50% of the total popularity, while 14 other 
superheroes yielded amounts between 18.2% and 
36.4% on average, and just six below 9.1%. This 
leads to the conclusion that 16 boys were interested 
in recreational games with superheroes. 
 
Figure 5: Bar chart of the most popularly superheroes 
selected in the game. 
In the case of girls the results were: Two 
princesses reached total popularity of 100% (i.e. 
Anna and Elsa), while five reached popularity 
amounts between 16.7% and 41.7% (i.e. Rapunzel, 
Ariel, Goethel, Jasmine, and, Cinderella). These 
amounts are all above average. However 17 are 
almost unknown to the children as they reached 
popularity values below 8.3% (Snow White, 
Pocahontas, Queen Grim Hilde, Shan Yu, Hans, 
Bella, Mulan, Tiana, Merida, Aurora, Lady Tremaine, 
Ursula, Jafar, John Ratcliffe, Dr Facilier, Queen 
Elinor, and Maleficent). 
The results accomplished by children in the fifth 
grade of elementary school at the intermediate level 
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shows that the modified Tic-Tac-Toe game (with 
semiotics) conducted the successful challenge by the 
children., but gender difference were detected.  Fig. 6 
illustrates that in the normal game did not crystallize 
any winners, but there were three losses and three ties 
(i.e. equal finish). The girls in turn drew all. On the 
other hand, Fig. 7 demonstrates two boys won, having 
just three losses and one draw. Girls continue getting 
the same draws.  However, in the case of girls no 
improvement could be reached. This analysis was 
performed in each grade and with different levels (i.e. 
basic, intermediate and advanced) demonstrating 
better results with the game optimized with 
Semiotics, contrasting the research hypothesis 
convincingly. 
 
Figure 6: Results obtained using Tic-Tac-Toe game without 
semiotics. 
Finally, the illustration in Fig. 8 has been obtained by 
the means of the method of Natural and Hyman. In 
this figure it is demonstrated, that the frequency curve 
of the normal variable change fairly its tendency 
compared to the curve generated by the semiotic 
variable. This leads to the conclusion, of the existence 
of a greater homogeneity of the data of the semiotics 
variable compared with normal variable. Thus, we are 
able to suggest, that it is more difficult to resolve 
recreational games with normal conditions when a 
semiotic modelling applies. Therefore, we deduce 
that semiotics grows proportionally affecting more 
positively the learning in an objective and scientific 
way. Similarly, based on the study conducted at 
different grades (second to sixth grade) in an 
elementary school we obtained a similar behaviour.  
 
Figure 7: Results obtained using Tic-Tac-Toe game with 
semiotics. 
 
Figure 8: Results obtained adjusting an algebraic 
polynomial from the absolute cumulative frequencies. 
4.2 Discussion 
It is considered that the Aleferenko model integrates 
the foundations of Semiotics. Another important fact 
that carried this model to the desktop platform game 
is its friendly appearance. Therefore, it has been 
empowering for the comprehensive knowledge of 
children between 7 and 11 years old and can be used 
as part of the teaching-learning process of 
schoolchildren, because this game is a strategy 
educational game that is using to stimulate logical and 
spatial reasoning. In this study, that was achieved due 
to the implication of connotative analysis in deep 
through Artificial Intelligence and Software 
Engineering, which causes the receiver (user) uses 
tactics and strategies to beat the computer. Thus, a 
dynamic environment was created in the game for the 
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receivers who can have their own signs according to 
the age. They lose their arbitrariness and the symbols 
become the identifiers with which the children are 
related and can create relevance and internalization of 
the knowledge, and above all to create interactivity. 
Another important aspect when evaluating the game 
includes the use of signs and symbols and their 
diagnostic meaning for the children. Therefore, this 
creates a natural, interesting, efficient and motivating 
learning. 
5 CONCLUSIONS 
This research focused on how to optimize an 
educational video game named Tic-Tac-Toe by 
means of semiotics analysis, in order to stimulate 
logical and spatial reasoning of children. The main 
issue in our study has been to design a mathematical 
model, which is implemented with AI algorithms and 
a graphical user interface including Semiotics, 
applied to an incremental methodology with the aim 
of producing an enjoyable and interactive 
environment. To carry out this study, we have used 
the Extreme Programing (XP) agile methodology for 
the codification and testing of the incremental 
products in each iteration (sprint), combined with the 
modified Elemental Tetrad Game Design Model for 
defining the performance of the game’s models, in 
order to ensure the quality of the software used. To 
validate our results, the proof of concept and testing 
has been performed with a representative sample at 
an elementary school, focused on children with ages 
ranging from seven to eleven years old. The results 
imply that educational video games with Semiotics 
stimulate cognitive development of children. 
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Abstract: Advanced Planning Systems (APS) are important for production companies that seek the optimization of its 
operations. However there are gaps between the companies’ needs and its implementation in the Enterprise 
Systems, such as the lack of a commonly accepted definition, the short insight on its software architecture, 
and the absence of Software Engineering (SE) approaches to this type of system. Consequently, it is 
important to study APSs from a SE point of view. The motivation of this work is to present a Reference 
Architecture for APS, providing a standard-based characterization and a framework to simplify the design, 
development and implementation of APS. Therefore, two views are presented, which are based on the "4+1" 
View Model endorsed by the international standard ISO/IEC 42010:2011; those Views are represented 
using UML diagrams and they are described including variation points for a number of possible situations. 
1 INTRODUCTION 
Advanced Planning Systems (APS) are part of many 
organizations and are linked to the Enterprise 
Systems (ES) aiming to optimize raw materials, 
inventory, production plans, etc., to improve the 
economy of the company (Stadtler, 2005).  
Some high-end ERP (Enterprise Resource 
Planning) offer extra modules to perform APS 
functionalities customized and adapted to each 
business. Examples are SAP APO (Advanced 
Planning and Optimization) (Stadtler, et al., 2012), 
and Oracle ASCP (Advanced Supply Chain 
Planning) (Oracle, 2015). However, on small and 
medium enterprises the most common 
implementation approach is an ad-hoc development, 
performed inside the house or outsourced. 
Thus, there is interest on a better  understanding 
of several issues related to the development of APS 
(Zoryk-Schalla, et al., 2004), such as the lack of 
standardization in associated concepts (Kallestrup, et 
al., 2014; Aslan, et al., 2012; Hvolby & Steger-
Jensen, 2010), and the lack of SE approaches 
(Henning, 2009; Framinan & Ruiz, 2010). 
Recently, Vidoni and Vecchietti (2015) proposed 
an APS characterization, by applying a SE approach, 
and elicited Functional Requirements (FR) and 
Quality Attributes (QA) from the academic literature 
which is used to elaborate a Reference Model for the 
Software Architecture (SwA) of an APS.  
Still, a Reference Model is a starting point and 
needs to be upgraded into a Reference Architecture 
(RA) (Northrop, 2003). The latter are abstractions of 
specific SwA for a given domain, and are used as 
standardized frames or tools (Angelov, et al., 2012). 
There are many researches about RA. Norta et al. 
(2014) introduced one for Business-to-Business 
systems, for research and industrial applications. 
Pääkkönen et al. (2015) proposed a RA for big data 
systems, based on the analysis of architectures 
previously implemented. Behere, et al. (2013) 
announced a RA for cooperative driving on modern 
vehicles with a minimally invasive model. Finally, 
Nguyen et al. (2011) developed a RA based on the 
“4+1” View Model, to define agent-based systems. 
This work proposes the first two views towards a 
RA for the APS, based on the “4+1” View Model 
(Kruchten, 1995), recommended by the international 
standard ISO/IEC 42010:2011 (2011). The work is 
based on the FR and the Reference Model proposed 
in a previous work (Vidoni & Vecchietti, 2015). A 
comparison of the FR with leading commercial 
suites is summarized, to prove its applicability. 
This paper is structured as follows. Section 2 
introduces concepts and definitions, and Section 3 
presents the FR elicited for APS, comparing them to 
features of leading commercial suites. Section 4 
introduces the RA concepts, standards and design 
decisions, describing two views. Finally, Section 5 
presents conclusions and related future works. 
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2 CONCEPTS AND DEFINITIONS 
A definition for APS is the one given by Stadtler 
(2015), which states: “Although an Advanced 
Planning System (APS) is separated into several 
modules, effective information flows between these 
modules should make it a coherent software suite. 
Customizing these modules according to the specific 
needs of a supply chain requires specific skills, e. g. 
in systems and data modeling, data processing and 
solution methods. APS do not substitute, but 
supplement existing ERP”. 
This paper will also use the concept of factory 
planning (which includes several types of planning 
mostly at short-term) and supply chain planning 
(represents factory planning problems beyond the 
company limits, at mid and long term time horizons) 
introduced by (Fleischmann & Koberstein, 2015).  
There are also other definitions considered: 
? Enterprise Systems (ES), includes ERPs, 
transactional systems and other information 
systems that manages data in an organization 
(Davenport & Brooks, 2004). 
? Solving Approach (SA), an umbrella term that 
refers to the advanced methods and technics 
used to solve advanced planning problems. 
Includes operations research, genetic 
algorithms, game theory, and others.  
? Optimization Point (OP) is a specific planning 
problem solved through an APS.  
? Model is a specific solution for an individual 
factory planning problem, using any SA.  
? Objective is what the model seeks to optimize. 
3 FUNCTIONAL 
REQUIREMENTS 
Based on Software Engineering Body of Knowledge 
(BKCASE Editorial Board, 2014), the Functional 
Requirements of a system “[…] describe 
qualitatively the system functions or tasks to be 
performed in operation; FR defines what the system 
must be able to do or perform”. 
Since this is a high abstraction level definition, 
there are no explicit stakeholders, and the hardware 
to be used in the architecture is undefined. 
Therefore, requirements were extracted from the 
academic literature related to APS, where they are 
usually presented as general statements and ideas.  
Vidoni and Vecchietti (2015) introduced a list of 
generic FR elicited from the academic literature, and 
based on a number of international SE standards. 
These FR are descripted on Table 1, where each row 
represents a new requirement, with an ID code (first 
column at the left) later used as reference. 
However, these FR are generic, suitable for a 
wide definition that can work as a frame (Angelov, 
et al., 2008). Therefore, not all of them must be met 
by each application of APS, because those specific 
implementations are sub-sets, carefully selected for 
those situations; new requirements can also be 
added, because a software intensive system never 
ceases to evolve and change. 
Since leading proprietary suits are developed 
through several iterations and continuously refined, 
they implement many of the features characteristics 
of APSs, contributing to the “best practices” idea of 
leading ES. Therefore, by comparing the proposed 
FR, it can be seen that there is a high level of 
agreement, which supports their applicability, and 
provides the fundaments to develop the RA. 
The selected commercial applications are leaders 
in the ERP market: APO (Advanced Planning and 
Optimization) for SAP ERP (Stadtler, et al., 2012), 
and ASCP (Advanced Supply Chain Planning) for 
Oracle e-Business (Oracle, 2015).  Both of them are 
available as separated modules of their ES solutions, 
and have available online documentation. 
Evaluating SAP APO reveals a high match of the 
application’s features to the FR. APO works with 
two planning levels: Supply Network Planning 
(SNP) is midterm/long term planning, while 
Production Planning/Detailed Scheduling is short 
term, similar to the factory and supply chain 
planning concepts introduced before. 
SNP module optimizes several OP, allowing 
selecting the SA and model versioning, changes and 
adaptation. Users can optimize while working on the 
system in parallel; results are in friendly manner and 
include historical data. As input data APO uses 
demand planning, sales orders, and even ETO, 
transferred from SAP ERP via the Core Interface; 
the approved output data is also stored on the ERP, 
while the other is kept on the APO’s own database. 
APO checks consistency and bottlenecks, and 
evaluates rescheduling (Stadtler, et al., 2012). 
By studying Oracle e-Business ASCP features, it 
is clear that this suite reinforces them, with a 
different approach than SAP APO, considering 
Usability as one of the main QA of the system. 
ASCP allows several OP and models, with 
management functions including many settings 
Each model has available objectives, and 
parameters management. Each planner (user) can 
configure the interface, while the Planner 
Workbench offers scenario comparison. ASCP  uses  
ICEIS 2016 - 18th International Conference on Enterprise Information Systems
434
Table 1: Summary of Functional Requirements (Related to the System) for an APS (Vidoni and Vecchietti, 2015). 




The system must have at least one Optimization Point, and there is no limit to how many 
may optimize. The user must be able to select which Point to work with at any given time. 
Each OP (which represents a planning problem) has at least one model that solves it. 
B Models 
Management 
The system must allow the user to easily select the model to be used on each OP. If there is 
more than one model, the APS should have a default, if nothing else was selected. 
C Objectives 
Management 
The system allows the user to select the objective to use with each model. Each model 
must have a default objective that will be used in case no other one was manually selected. 
D Parameters 
Settings 
The system must offer a graphical way for the user to customize the parameters (changing 
values, ranges and increments). In case no value was changed, it must use the defaults. 
E Scenario 
Generation 
After the used input of the parameters, the APS must automatically generate each scenario, 
showing progress to the user and allowing them to continue with other tasks. 
F Scenario Storage The scenarios results must be automatically stored (in either success or failure/infeasibility 
situations) on the APS database, to be later revised and studied by the human planner. 
Results are only impacted on the ES once the user approves them. 
G Scenario 
Comparison 
The system must offer a Graphical Interface (GUI) to compare scenario results and allow 
the planner user to modify them. For successful cases the comparison should show charts, 
graphics, statistics of resolution times, and so on. For unfeasible results, the showcased 
information must help the planner to understand why the model turned unfeasible. 
H  Input Data The APS must automatically read the input data for each model from the ES. 
I Consistency 
Check 
There must be an evaluation of the data entered on the system before running each model. 
This checks the existence of needed resources, including availability of raw materials, 
comparing Bills-of-Materials to current stock, machine states, and so on. If the check fails 
it means that the solution was possibly unfeasible, and it must be informed to the planner. 
J Output Data The system translates the results of the selected scenario to a format understood by the ES, 
and stores it on it. This is only done when approved by the user. 
K Log-in Function The APS restricts access to authorized-only personnel. 
M Open/Saving 
Results 
The system should be able to open and show previous results with the same charts, 
graphics and displays used before, during the comparison. 
N Algorithm 
Integration 
An authorized user must be able to perform CRUD (Create, Read, Update, Delete) actions 
for the components (models, objectives, parameters values) of each optimization point. 
O Bottleneck 
Detection 
The system should check bottlenecks and under-loaded resources, with the aim of avoiding 
proposing a planning that is not optimal regarding the use of resources. If any issue is 
detected, it must be penalized and/or informed to the user, awaiting their input. 
Q Rescheduling 
Checking 
After a deviation from the plans, the system should show whether the current jobs have to 
be rescheduled. This should be decided by the human planner, or an automatized option. 
 
any input data synchronized from any ES (forecasts 
through an external module, sales orders and ETO 
data), and allows deciding where to store the output 
data. It also provides bottleneck detection (Oracle, 
2015). 
4 REFERENCE ARCHITECTURE 
In SwA, Reference Model (RM) is a division of 
functionalities with data flow between pieces, 
working as a standard decomposition of a known 
problem. Then, a RA is a RM mapped onto software 
elements that cooperatively implement the FR, and 
the data flows between them (Northrop, 2003). 
An RA is presented with standardized diagrams 
that describe it through a number of viewpoints, 
fulfilling the needs of different stakeholders; these 
abstract the detail of implementation, detailing 
relations between components (Yonghua Zhou, et 
al., 2004). However, their generic nature leads to 
less defined contexts, increasing the design 
complexity; consequently, it is a non-trivial matter, 
surrounded by ambiguity (Angelov, et al., 2012). 
The ISO/IEC 42010 (2011) standard enforces the 
application of viewpoints to clarify different 
approaches in a system description through a RA. In 
particular, Annex B recommends the "4+1" View 
Model (Kruchten, 1995), selected for this work. It 
consists of four views (Logical, Development, 
Process, Physical) and the "+1" represents 
Scenarios, based on the FR. Since the model allows 
the use of any standardized diagram, UML 2.x 
(Object Management Group, 2013) is selected due to 
its widespread use. Since there is no direct match 
between diagrams and views, this work will follow 
the associations presented in other papers (Nguyen, 
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et al., 2011; Kontio, 2008).  
Because this is a work in progress, only two 
views are presented, with the documentation pattern 
by Bachmann, et al. (2003): introduction with UML 
diagram, a description of elements and relations, a 
variability guide and an architectural background. 
The latter adds variation points to allow variability 
in the RA, to accomplish modifications in pre-
planned ways, adding changes during development 
in specific study cases (Clements, et al., 2010).  
4.1 Logical View 
This view supports the FR, showing what the system 
should provide as services to its users (Kruchten, 
1995); the elements are “key abstractions" 
manifested as objects, components or packages 
(Northrop, 2003). This is the first view developed, 
and is translated from the FR and RM of a previous 
work (Vidoni & Vecchietti, 2015). 
4.1.1 Primary View 
Fig. 1 presents the Logical View for the RA, using a 
Model Diagram. This is an auxiliary UML structure 
diagram that shows an abstraction or specific view 
of a system, describing its architectural, logical or 
behavioural aspects (Object Management Group, 
2013). Model Diagrams uses Package Diagram 
syntax, and represents logical aspects of the layered 
APS system, and the actors that relate with it. 
4.1.2 Architecture Background 
Table 2 shows a match between the FR and the 
blocks of the RM (Vidoni & Vecchietti, 2015), to
 
Figure 1: Model Diagram for the Logic View of the APS-RA. 
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the packages of the Logic View. The FR are grouped 
considering their relations, their need to interoperate, 
or if they are part of a bigger workflow. Both 
databases (APS’s and ES’s) are actors, along with 
the Model System, which represents a variation 
point. The Logic View has new packages, added in 
order to clarify the sorting of the FR, providing more 
helpful blocks to the view stakeholders. 
For example, Scenario Manager represents many 
FR (by code: F, G, M, and the automation of the 
solving in ‘Scenario Generation’). It represents a 
breakdown of the RM block ‘Scenario Manager’, 
and is essential for an APS. Also, the RM Factory 
Planning block (along with the FR coded as A, E 
and N) translates to the new Factory Planner, which 
is composed of: Solving Core, Data Manager and 
Configuration Manager. 
4.1.3 Element Catalogue 
There are five actors: Users (human planers and 
decision makers that use the APS), APS Data Source 
(the APS database, mentioned on some FR), ES 
Data Source (ES-DS, represents the ES database, 
and is mentioned on a many FR), ES Data Exchange 
Interface (ES-DEI, represents an optional interface 
provided by the ES for database access) and Model 
Solver (MS, represents external systems that solves 
models of any SA, providing raw results). 
A, example of ES-DEI is the Core Interface used 
by SAP APO to exchange information with SAP 
ERP (Stadtler, et al., 2012). Also, the cardinality 
(1. .݉) in indicates that there can be multiple 
instances of this actor, and the amount is not directly 
related to how many OP exists within the APS. 
APS is composed of three main layers 
(Presentation, Scheduler, Data) representing a 
logical distribution of the code with a theoretical 
base (Lothka, 2005). The layers can be arranged in 
tiers, depending on implementation decisions -such 
as infrastructure, users, geographic distribution, etc.- 
(Microsoft Patterns & Practices Team, 2009) that are 
outside the abstraction level for a RA.  
The Presentation Layer includes Graphical User 
Interface, and considers implementation specifics, 
by showing an inner Model-View-Controller pattern. 
Data Layer groups the database management logic 
and translation, and relates to data sources actors, 
either directly or through the ES-DEI. 
The third layer is the APS core: Scheduler Layer. 
The content is grouped on four packages, which 
covers the main FR: Input Data Manager (main logic 
to obtain input data: forecast through Demand 
Planner, and MTO/ETO through Order Planner), 
Input Checking (contains evaluation logic, including 
the FR I and O), Factory Planner (core logic for each 
OP to be solved; includes data translation, 
outsourcing to MS, and point configuration), 
Algorithm Integration (create/read/update/delete 
functions for models and components), and Scenario 
Manager (automation of scenario generation, 
grouping requirements E, F, G). 
4.1.4 Variability Guide 
The actor ES-DEI is a variation point, because it 
only exists if the ES offers an interface, or if it was 
developed  in  the  organization;  the  most  complex 
Table 2: Matching between elicited FR, original RM blocks, and current packages from the Logic View of the RA. 
Functional Requirements Reference Model Blocks Logic View Packages 
S: Database Use APS Database Control APS Data Source 
K: Output Data 
L: Information Exchange 
ES Database Control Package: Data Access. 
External Systems: ES-DS and ES-DEI 
B: Models Management,  
C: Objective Management 
D: Parameters Setting 
N: Algorithm Integration 
 Algorithm Integrator: 
? Model Manager 
? Objective Manager 
? Parameters Manager 
H: Input Data 
L: Information Exchange 
Demand Planning Input Data Manager: 
? Demand Planner, Orders Planner 
I: Consistency Check 
O: Bottleneck Detection 
Consistency Checking Input Checking: 
? Consistency and Bottleneck Checking 
E: Scenario Generation 
F: Scenario Storage 
G: Scenario Comparison 
M: Open/Saving Results 
Scenario Manager Scenario Manager: 
? Storage/Retrieval Logic, Comparison Logic and 
Automation Logic 
A: Optimization Points Management 
E: Scenario Generation  
N: Algorithm Integration 
Factory Planning Factory Planner 
? Configuration/Data Manager, Data Manager and 
Solving Core 
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relation is included. Also, there can be multiple MS 
actors when several SAs are used, or when models 
need different solvers. Since specifics of the 
connection and translation between MS and APS are 
outside the boundaries of a RA, only an umbrella 
actor is depicted on the view. 
‘Input Data Manager’ represents another 
variation. In the case of an MTS model, it uses 
‘Demand Planner’, while a MTO/ETO connects to 
‘Orders Planner’. How many instances or 
implementations of this module are needed, depends 
on the OP and their models. Also, ‘Demand Planner’ 
may manage more than one type of forecasts, and 
‘Orders Planner’ may read multiple types of orders. 
‘Demand Planner’ can also be an external system 
(like in Oracle ASCP case) that must interoperate 
with the APS. The APS-RA considers it as an 
internal package, like it is on SAP APO. 
4.2 Development View 
This view focuses on the actual modules 
organization, at the software environment, packaged 
in sub-systems and components; it helps to allocate 
FR and manage the project development (Kruchten, 
1995). It shows the organization of modules, 
libraries, subsystems, and development units, 
mapping software to environment (Northrop, 2003). 
4.2.1 Primary Presentation 
Using UML, a Component Diagrams (Object 
Management Group, 2013) represents the view, 
which can denote either logical (e.g. business or 
process modules) or physical elements (e.g. COM+ 
or .NET elements, etc.) (Fakhroutdinov, 2014). 
Which type of component is used depends on the 
required level of abstraction of the diagram. 
The Component Diagram of Fig. 2 represents 
logical components, which may have different levels 
abstraction. The external actors that interoperate 
with the APS have been included as systems.  
4.2.2 Element Catalogue 
There are three systems that need to interoperate:  
MS and ES represent ‘actors’ of the Logical View, 
and they are specified in order to show how they 
relate. However, since these actors may vary for 
each specific SwA, they are also variation points. 
The third system represents the APS itself. Both 
Presentation and Data Layers are mapped to 
subsystems, while the packages from the Scheduler 
layer are now subsystems, in order to increase 
readability, by avoiding adding more subsystems.  
The connections to the ES and MS are made 
usually using a TCP/IP protocol, regardless if it is 
internet or intranet. While the connection is in the 
diagram, its implementation may vary on each case.  
It is important to note the match between both 
views, because it displays their interrelation and 
shows the representation of logic components. 
Physical components are outside the scope of a RA 
(Behere, et al., 2013), and are not presented. 
Developers are the stakeholders for the view, and 
thus, components are modular parts with 
encapsulated content (Fakhroutdinov, 2014), that are 
refined and modelled through the development life 
cycle. Since a component may be manifested by 
many artefacts, the current level of abstraction is 
enough for the RA, leaving enough room to add 
particular considerations for each concrete case. 
4.2.3 Variability Guide 
Since the ‘Model Solver’ represents the actor MS of 
the Logic View, it has the same condition than 
before, and more than one may exist; then, the 
connection/translation with the APS may vary. 
The internal components of ES are detailed, 
because the existence of the ES-DEI component 
depends on the organization. This variation point 
can change the interoperation and communication 
between with the APS, and must considered. 
The subsystem that represents the User Interface 
has a higher level of abstraction than in the Logic 
View, because at the component level, the inner 
components vary with some implementation 
decisions (such as programming language, and type 
of application -web, standalone, etc.). 
Also, following previous decisions, ‘Demand 
Planner’ is showcased as an inner component of the 
‘Input Data Manager’ subsystem. Still, it can be an 
external system, as it is on the Oracle ASCP case. 
5 CONCLUSIONS 
This paper presents work in progress towards a 
Reference Architecture for an APS (APS-RA), based 
on Functional Requirements previously elicited 
through a study of the literature.   
The FR are compared to the main features of 
commercial leading suites (SAP APO and Oracle e-
Business ASCP), to validate the proposed 
requirements, obtaining a good match between them. 
The paper introduces the first two views of the APS-
RA, based on the "4+1" View  Model,  suggested  by  
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Figure 2: Component Diagram for the Development View of the APS Reference Architecture. 
the standard ISO/IEC 42010:2011 for SwA, and is 
represented using UML 2.x diagrams. Only two 
views are introduced due to space limitations.  
This work offers the beginning of a framework to 
support the implementation, helping to define and 
clarify the functionality of each component. It adheres 
to standardized SE methods, without adding load to 
the development process. This increases the quality of 
the development, providing the essential base for a 
clean design with intrinsic relations between FR, QA 
and the RA. It allows the project team to efficiently 
and effectively asses the quality and extensiveness of 
existing systems, guiding the modification and 
adaptation of existing systems to new developments. 
Several lines for future works exist, besides 
completing the remaining views of the RA. The first 
of them is using the Quality Attributes that were 
previously elicited along with the FR to generate QA 
Scenarios and supplement them with metrics and 
indicators based on the international standard series 
ISO/IEC 2500n "Quality Management Series". With 
these, there is a third future work: evaluate the 
commitment of the APS-RA with those QA, by 
applying a Software Evaluation method, such as 
ATAM (Architecture Trade-off Analysis Method). 
A Final future work is to create a specific 
implementation of a study case, applying real-case 
data, and using the elements generated throughout 
this works (FR, QA, and the APS-RA). 
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Abstract: The modern software development processes enable evolving software systems and refining models across 
software life cycle. However, these evolution attitudes may lead to some consistency problems among models 
at different levels of abstraction. Hence, it is required to discover and detect the potential inconsistencies 
occurring in models when developing a system. This paper focuses on checking the vertical consistency of 
UML models using an approach based on defining constraints at the meta-level. These constraints are 
expressed using EVL (Epsilon Validation Language) to ensure the consistency of models. Representative 
examples of constraints for checking vertical inconsistencies between class and sequence diagrams are 
proposed to illustrate our contribution. 
1 INTRODUCTION 
Over the past few years, modeling systems has long 
been an essential practice in software development, 
since a model is supposed to anticipate the results of 
coding. Indeed, a model is an abstract representation 
of a system intended for understanding, studying and 
documenting the system (Cernosek and Naiburg, 
2004). Each member of the project team, from the 
user to the developer, uses and enriches the model 
differently. Also, the model has the particular 
advantage of facilitating traceability of the system, 
namely the possibility of starting from one of its 
components and monitors its interactions and 
relationship with other parts of the model. 
To illustrate what a model is, Grady Booch draws 
a parallel between a software development and a 
building construction. This analogy is appropriate 
since the plots plans to construct a building perfectly 
reflects the idea of anticipation, design and 
documentation of the model. However, we note that 
in building modeling, this anticipation does not take 
into account the changing needs of users, the starting 
hypothesis is that these needs are defined once and for 
all. Yet, in many cases, in software development, 
these needs change over the project; that is why it is 
important to manage change and recognize the need 
to continue supporting our models. Then, unlike what 
is done in the construction industry, the software 
modeling process must be adaptive rather than 
predictive. 
From this perspective, a software modeling 
process defines a sequence of steps, partially ordered, 
which contribute to the realization of software or 
changing an existing system (Jacobson et al., 1999). 
Then, the purpose of a development process is to 
produce quality software that meets the changing 
needs of the users in predictable time and cost. To this 
end, most of modern software modeling processes 
adopt iterative and incremental strategies as is the 
case in agile context. The iterative approach is based 
on the growth and the successive refinement of a 
system through multiple iterations, feedback and 
cyclical adjustment being the main engines to 
converge on a satisfactory system. In the incremental 
development, we split the tasks into small parts, plan 
them to be developed over time and incorporate them 
as soon as they are completed. When agile modeling 
is based on some simple principles with common 
sense that encourage changing models perspectives if 
needed, and motivate creating multiple models 
simultaneously. 
According to (Huzar et al., 2004), the incremental 
and iterative nature of software systems and the agile 
and flexible software modeling processes are one of 
the main causes of model inconsistencies. An 
inconsistency roughly means that overlapping 
elements of different model aspects do not match 
each other (Allaki et al., 2014). Or in other words, the 
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whole system is not represented in an harmonized 
way in different views of its model. 
These inconsistencies could be the source of many 
errors and could therefore invalidate the models and 
complicate the whole software development process. 
Especially when adopting a Model Driven 
Engineering (MDE) approach (Schmidt, 2006). The 
Object Management Group  vision of MDE is called 
Model Driven Architecture (MDA, 2003). MDA 
formulates well-established rules and good practices 
such as adopting the Unified Modeling Language 
(UML, 2015) as a de facto standard for modeling 
software systems. UML is defined as a graphical and 
textual modeling language composed of multiple 
diagrams that unifies both notations and object-
oriented concepts. The concepts transmitted by a 
diagram have a precise semantics and are carriers of 
meaning. For example, semantics expressed by class 
and sequence diagrams makes them the most 
complementarily related diagrams containing 
meaningful information about both the structure and 
the behavior of the system being investigated; which 
makes them also the most refined diagrams during all 
different software development phases. For this 
reason, we consider and focus in this work, on 
examples of inconsistencies between these two 
diagrams. 
In this paper, we first explain, using examples, how 
scalable development processes using iterative, 
incremental and adaptive methods are behind the 
occurrence of vertical (inter-model) inconsistencies (i.e. 
inconsistencies arising among UML model diagrams at 
different levels of abstraction). After that, we will 
describe how our proposed constraint-based 
consistency checking proposal works, and we will 
propose, thereafter, a set of constraints that deal with the 
given examples of vertical inconsistencies between class 
and sequence diagrams introduced before. 
The rest of the paper is organized as follows. 
Section II provides three motivating examples of 
vertical inconsistencies between class and sequence 
diagrams. Section III presents our constraint-based 
approach for checking UML model inconsistencies, 
illustrated by examples dealing with the given vertical 
inconsistencies, and discussed according to the 
advantages and limitations of related works. 
2 VERTICAL INCONSISTENCIES 
BETWEEN CLASS AND 
SEQUENCE DIAGRAMS 
The inherent complexity of software systems  during  
their creation will continue to grow as they are 
evolving, either using traditional or agile software 
development processes. Indeed, mixing between 
iterative, incremental and adaptive strategies affects 
models’ consistency by adopting some change 
attitudes in different development phases. More 
explicitly, these attitudes advocate assuming models’ 
simplicity, enabling change, using multiple models 
and so on. The cited attitudes encourage to not over-
modeling the system in the first steps of development; 
which means not depicting additional features in our 
models until the system requirements evolve in the 
future. This can be done by developing a small model, 
or perhaps a high-level model, and evolve it over time 
(or simply discard it when no longer need it) in an 
incremental manner. Moreover, we have to use 
multiple models to develop software, depending on 
the exact nature of the software we are developing. 
All these attitudes can lead to numerous conflicts in 
models across different levels of abstraction. Thus, 
vertical inconsistencies can arise as a result. 
Being aware of this fact, particular attention 
should concern checking this kind of inconsistencies, 
as well as others, to undergo changes during a 
software life cycle, correct errors, accommodate new 
requirements, and so on. 
In what follows, we present some motivating 
examples from literature that illustrate the conflicts 
arising between class and sequence diagrams at 
different levels of abstraction.  
Hereafter, we consider that the different parts of 
the sequence diagrams presented in the following 
examples are a refinement, at the instance level, of an 
existing sequence diagram defined in a higher level 
(specification level). The refinement is used to 
present more details on the interaction between the 
objects used in these examples. This lead to assume 
that the class diagrams are on a higher level of 
abstraction than the given sequence diagrams. 
Example 1: (Connector Type Incompatibility) 
 
Figure 1: A part of a class diagram (1). 
ICEIS 2016 - 18th International Conference on Enterprise Information Systems
442
 
Figure 2: A part of a sequence diagram (1). 
The part of sequence diagram illustrated in figure 2 
shows an instance of class “A” sending a new 
introduced message “msg” to an instance of class “B” 
although there is no direct relationship between the two 
classes “A” and “B” in the class diagram of figure 1. 
If we consider, for example, an incremental 
context, this inconsistency could occur when we are 
developing, in the phase of design, a new increment 
of the software system. For instance, when adding 
new functionalities to the system, in this new under 
development increment, we can introduce a new 
message that links between two objects of two 
existing classes without updating the class diagram by 
linking these two classes. Or without editing the 
sequence diagram in progress to be sure that all 
messages link only between related classes. This kind 
of attitudes is common and may appear in an 
unnoticed way in the context of refining the design of 
the system being developed following an incremental 
strategy. 
Example 2: (Dangling Operation) 
 
Figure 3: A part of a class diagram (2). 
The part of sequence diagram illustrated in figure 4 
represents an instance of class “C” sending a new 
introduced message   “msg”  to  an instance  of  class 
 
 
Figure 4: A part of a sequence diagram (2). 
“D”. However, the message “msg” refers to an 
operation in class diagram illustrated by figure 3 that 
does not belong to the class “D” attached to the 
receiving event of the message in sequence diagram. 
When adapting models, for example in an agile 
software development process, it is common to 
change design, or part of it, due to the change of initial 
requirements. This change may lead to some 
inconsistencies that concern the behavioral aspect of 
the model. For instance, during these design changes, 
some operations in the class diagram may not be 
moved to another class, or sometimes may not be 
removed from the model. And then, these operations 
can be referred in a wrong way in the other diagrams; 
like the case of the dangling operation presented 
before.  
Example 3: (Navigation Incompatibility) 
 
Figure 5: A part of a class diagram (3). 
In the part of sequence diagram illustrated in 
figure 6, a message is sent from a sender object “E” 
to a receiver object “F” in opposition to the navigation 
direction of the association between the two 
corresponding classes “E” and “F” in the class 
diagram represented in figure 5. 
If rearrangements are carried out on an existing part of 
the system, the example  of navigation incompatibility 
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Figure 6: A part of a sequence diagram (3). 
could occur. For example, when adopting an iterative 
strategy in the development process, we develop the 
least possible before the system is submitted to 
evaluation. And then, we can neglect, in the first 
iterations, some details in design; such as the 
navigation direction of the association between 
classes. But when refining the model, such 
information could be added, and then it becomes 
crucial to adopt the other parts of the model to these 
changes. Then, for instance, sending a message 
between two objects without taking into 
consideration the navigation direction of the 
association linking between their respective classes is 
not allowed.  
As pointed before, different types of 
inconsistencies can be encountered in UML models. 
In this paper, we focus on vertical inconsistencies. 
The taxonomy presented in (Allaki et al., 2015) 
proposes more examples and more details about a 
comprehensive classification of inconsistencies. 
3 OUR PROPOSED 
CONSTRAINT BASED 
APPROACH 
In this section, we present the approach we used for 
checking the consistency of UML models. Our 
technique is based on formal constraints defined at 
the metamodel of UML. These constraints are 
implemented using EVL (Epsilon Validation 
Language, 2015) by matching related diagrams’ 
features at the metamodel level. 
3.1 An Overview of our Approach 
Our EVL constraint-based approach matches UML 
meta-elements to ensure models’ consistency. In our 
context, the constraints added at the meta-level 
describe different conditions that UML models have 
to satisfy to be considered consistent. These 
conditions concern, syntactically and semantically, 
the homogeneity, the complementarity and the 
compatibility of the UML diagrams’ elements. Then, 
checking inconsistencies will be based on detecting 
violations of consistency according to these 
constraints. Since the consistency constraints are 
defined at the UML metamodel level, they have the 
advantage of being independent from any specific 
implementation platform and so they can be applied 
generically to all UML models since any UML model 
inherits all the specifications, including constraints, 
from its metamodel. 
Note that these constraints will be enabled once 
the modeler explicitly asks the validation of his model 
and not during modeling. Thus, some “fake 
inconsistencies” such as incompleteness or anomalies 
that are intentionally produced when the model is 
under construction, could be avoided. 
 
Figure 7: Constraints in UML metamodel level. 
On the other hand, recall that UML design models 
are typically expressed as a large collection of 
interdependent and partially overlapping UML 
diagrams. These diagrams relate to different aspects 
of the system, and are somehow related to each other, 
as some of their elements have matching links. These 
links are expressed by the different meta-associations 
between meta-classes in the UML metamodel. 
Our solution exploits these facts to check 
inconsistencies that can arise between multiple views 
of the model, even if they are at different levels of 
abstraction. The key idea behind our approach is a 
matching between meta-classes by establishing the 
right links when defining a consistency constraint at 
UML metamodel. The definition of such constraints 
is basically done by first, choosing the right meta-
classes involved in the constraint, and then, by 
determining the way these meta-classes are linked. 
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3.2 Examples of EVL Constraints 
In what follows, we produce, for each given example 
in (Section 2), the UML meta-classes concerned by 
the inconsistency and the associated constraint 
expressed in EVL. 
EVL (Epsilon Validation Language) is a task-
specific language of the general model management 
language Epsilon (Epsilon, 2015). EVL is a language 
dedicated to validate models. In their simplest form, 
constraints expressed in EVL are quite similar to 
OCL constraints. However, unlike OCL, EVL 
supports dependencies between constraints (e.g. if 
constraint A fails, do not evaluate constraint B), 
supports user interaction (specifies customizable 
error messages and quick fixes for failed constraints), 
supports all the usual programming constructs and the 
convenient first-order logic OCL operations and so on 
(Kolovos et al., 2015).  
All EVL features are suitably integrated in Eclipse 
Modeling, the CASE tool we used to implement our 
approach. 
 
Example 1: (Connector Type Incompatibility) 
The involved inconsistency elements from the UML 
metamodel are shown in the following figure. 
 
Figure 8: Involved elements from the UML metamodel in 
the Connector Type Incompatibility inconsistency. 
The EVL constraint that checks this inconsistency 
is presented as follows: 
context Connector { 
 
constraint ConnectorTypeIncompatibility { 
 
check : self.type.memberEnd.type = 
self.end.definingEnd.type 
 message : "A model contains a connector" 
+ self.name + "for which the type of the 
connectable elements that are attached to the 
ends of the connector don't conform to the type 
of the association ends of the association that 
types the connector" 
} 
} 
In this example, we choose the meta-class 
Connector as a context of the EVL constraint. We 
make sure if the types of the connectable elements 
that the ends of the connector are attached conform to 
the types of the association ends of the association 
that types the connector. And if this inconsistency 
appears, a message explaining the situation is 
displayed. 
 
Example 2: (Dangling Operation) 
The part of UML metamodel containing the adequate 
meta-classes involved in this inconsistency is shown 
in figure 9. 
 
Figure 9: Involved elements from the UML metamodel in 
the Dangling Operation inconsistency. 
In this example, we consider for clarity reasons 
the simplest instance of the Dangling Operation in 
which we have just one operation in the class. The 
EVL constraint that checks and fixes this 
inconsistency is presented as follows: 
context Message { 
constraint DanglingOperation{ 
check : self.signature = 
self.receivedEvent.covered.represents.type.Ow
nedOperation.signature 
 message : "A sequence diagram contains a 
message" + self.name + " which refers to an 
operation that does not belong to the class 
attached to the receiving event of the message" 
fix { title : "add an operation to the 
class" 
  do { var op = new Operation; 
        op.name= 
self.name;Class.ownedOperation.first().conten
ts.add(op); 
  } 
   } 
} 
}
To deal with the Dangling Operation 
inconsistency, we choose for the corresponding 
constraint, the meta-class Message as a context. The 
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objective then is to compare the signature of the 
Operation referenced by the Message with the 
signature of the Operation belonging to the Class 
attached to the receiving event of the Message in the 
Sequence diagram. If the two signatures are different, 
the inconsistency occurs and therefore a useful 
message is displayed with a proposition of fixing the 
inconsistency by creating a new operation to the 
corresponding class. 
 
Example 3: (Navigation Incompatibility) 
The involved meta-classes of this inconsistency are 
shown in figure 10. 
 
Figure 10: Involved elements from the UML metamodel in 
the Navigation Incompatibility inconsistency. 
The EVL constraint that checks the simplest form 
of this inconsistency is presented as follows: 
context Message { 
constraint NavigationIncompatibility{ 
check :  
self.receivedEvent.covered.represents.type 
= self.connector.type.navigableOwnedEnd.type 
 message : "A sequence diagram contains a 
message" + self.name + "of which calling 
direction does not match the navigation 
constraint on the corresponding association" 
} 
} 
The context chosen for the Navigation 
Incompatibility constraint is the meta-class Message. 
By defining this constraint, we aim to compare the 
calling direction of the message if it matches the 
navigation constraint on the corresponding 
association. An explanatory message is displayed if 
the inconsistency arises. 
3.3 Discussion 
Over   the  past few  years,  ensuring  consistency  in 
UML models has been a priority investigation for 
researchers and practitioners in software engineering. 
As a result, several approaches have been devised to 
deal with this issue. These approaches can be 
classified into two categories, namely 
transformation-based techniques and constraint-
based techniques. 
Transformation-based techniques, for example but 
not limited to (Hanzala and Porres, 2015); (Miloudi 
et al., 2011), (Straeten et al., 2007) and (Yao and 
Shatz, 2006) are founded on detecting 
inconsistencies, after transforming semi-formal UML 
models to a formal language, using inference 
mechanisms of that language. 
These methods provide us with solid 
mathematical foundation, proof and tools and add 
more precision to UML models by avoiding 
ambiguities when handling inconsistencies in these 
models. 
On the other side, constraint-based techniques, 
such as (Przigoda et al., 2016), (Kalibatiene et al., 
2013), (Sapna and Mohanty, 2007), (Egyed, 2007) 
and so on, detect inconsistencies in accordance to the 
formal constraints defined at the metamodel level. 
These methods are extensible, by giving the 
possibility to include new checks for new arising 
inconsistencies. Also, unlike transformation 
techniques, they preserve all the information 
expressed in the UML models; and make the model 
more expressive through the constraints defined at the 
metamodel. 
However, most of the existing constraint-based 
proposals generally deal with static aspects of the 
UML models and are limited to checking 
inconsistencies in a single diagram, which 
compromise their efficiency. 
Giving the pros and cons of the existing 
inconsistency checking methods, our proposed 
constraint-based solution overcomes some of these 
limitations since it is conceived to ensure the quality 
and the usefulness of the proposal. Our proposal is 
easily automated (implemented using Eclipse 
Modeling). Moreover, EVL, the language used to 
write constraints, provides much helpful functionality 
such as the support of quick fixes and the 
customizable error messages. This can motivate 
industrial development communities to use it, unlike 
most of the existing formal techniques that are hard 
to automate and require a strong mathematical 
background to apply them. Furthermore, the 
constraint-based nature of our proposal supports 
extension mechanisms to deal with any new arising 
inconsistency. In addition to that, our proposal was 
designed to be complete in terms of coverage of both 
potential inconsistencies and the UML diagrams 
commonly used such as the class, sequence, activity, 
statechart diagrams and so on; which make it a simple 
and practical consistency checking proposal. 
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4 CONCLUSIONS 
We tried through this paper to deal with the case of 
the vertical inconsistencies caused by the refinement 
of the model. Models are generally refined because of 
the iterative, incremental and adaptive nature of the 
modern software development processes. 
We explained how our constraint-based 
consistency checking proposal treats this type of 
inconsistencies. Our approach adds constraints at the 
metamodel level by matching the common concepts 
among the UML diagrams. These constraints, written 
using the Epsilon Validation Language, automatically 
help detecting and fixing inconsistencies. To illustrate 
our approach, we have considered examples of 
constraints that check vertical inconsistencies arising 
between class and sequence diagrams. 
On the other hand, our proposal is characterized 
by its ease of automation (implemented using Eclipse 
Modeling), ability to be extended and completeness 
of covering all the potential inconsistencies that can 
affect all the commonly used UML diagrams. 
As a future work, we intend to develop a 
consistency checking process that regroups the best-
practices of detecting and handling UML model 
inconsistencies and that focuses on defining the 
different steps needed to well behave with the 
detected inconsistencies. We will apply this on a case 
study that contains patterns involving a set of tricky 
examples of inconsistencies and that covers a larger 
number of expressive UML diagrams. We will also 
provide further discussion about the experimental 
results with the Eclipse tool and its performance. 
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Abstract: The characteristics and profiles of organizations are important issues for the planning of their software process
improvement. It supports the alignment with organizational culture as well as with the consolidation of best
practices already implemented. This paper presents the results of a field study to identify the perception of
the industry about challenges and opportunities of software process improvement faced by Small and Medium
Enterprises. This field study aimed at identifying the profile and perception of a group of software development
firms concerning software process improvement. The results indicated a list of challenges and activities faced
and performed by the companies toward the software process improvement journey.
1 INTRODUCTION
The term SME stands for Small and Medium Enter-
prises and covers a wide range of definitions and mea-
sures, varying from country to country and between
the sources reporting SME statistics (Ayyagari et al.,
2007). Some of the commonly used criteria to iden-
tify these companies are the number of employees,
total net assets, sales and investment level. However,
the most common definition is based on the number of
employees. A large number of sources define an SME
to have a cut-off range of 0-250 employees (Ayyagari
et al., 2007).
Small and medium enterprises (SMEs) are funda-
mental for the economy of the majority of countries.
In countries such as United States, Brazil, Canada,
China and India, companies with this profile have sig-
nificant representativeness in the economy. For this
reason, an effective Software Process Improvement
(SPI) should take into account difficulties inherent to
this type of organization (Dyba˚, 2005).
This paper presents the results of a field study
focused on SMEs to answer the following research
questions: i) What are the main features, challenges
and difficulties faced by SMEs that work in software
development towards software process improvement?
and ii) What are the possibilities to support those or-
ganizations to overcome these difficulties and to en-
courage them to embrace the SPI journey?
The next sections of this paper are organized as
follows. Section 2 presents related works. In Section
3 we briefly present the insights acquired during pre-
liminary research, namely when we conducted a Sys-
tematic Literature Review (SLR) to find out evidences
in the literature about difficulties faced by SMEs dur-
ing the SPI journey (Silva and Carneiro, 2016). Sec-
tion 4 discusses the results of a field study to charac-
terize the profile and perception of a set of Brazilian
SMEs to compare them with results presented in the
SLR (Silva and Carneiro, 2016). Section 5 presents
final remarks.
2 RELATED WORKS
In a pilot search for secondary studies using the
strings (Systematic Literature Reviews OR SLR)
AND (SPI OR software process improvement) on the
repositories Digital Library ACM, IEEE Xplore, Sci-
ence Direct and Google Scholar, we found five Sys-
tematic Literature Reviews (SLR) that are somehow
related to our two research questions (Pino et al.,
2008)(Lavalle´e and Robillard, 2012)(Bjørnson and
Dingsøyr, 2008)(Unterkalmsteiner et al., 2012)(Su-
layman and Mendes, 2011).
Pino and colleagues (Pino et al., 2008) published
in 2008 a systematic literature review to identify re-
ports and studies focusing on efforts of SMEs in the
software process improvement journey. The main
goal of their paper was to analyze approaches of SPI
related to these type of organizations. According to
the same authors, the following items can influence
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on the success of SPI adoption in SMEs: (a) hire ex-
pert advice on software process improvement; (b) ac-
quire financial support to fund the software process
improvement; (c) establish cooperation among orga-
nizations interested in software process improvement
so that they can share resources; (d) perform a gap
analysis; (f) establish and institutionalize a communi-
cation plan considering all stakeholders; (g) motivate
senior management sponsorship and strong commit-
ment of all stakeholders. In this paper, we considered
papers published until December 2015 and also diffi-
culties and challenges faced by the companies. More-
over, we compared the obtained results with the ones
collected in the field study.
Lavallee and Robillard (Lavalle´e and Robillard,
2012) published in 2012 a systematic literature re-
view to identify papers that focused on the impact of
SPI on developers. Among the positive impacts au-
thors identified the reduction in the number of crises,
and increase in team communications and morale, as
well as better requirements and documentation. On
the other hand, as negative impacts they mention the
increased overhead on developers through the need to
collect data and compile documentation, an undue fo-
cus on technical approaches, and the fact that SPI is
oriented toward management and process quality, and
not towards developers and product quality. Our work
did not consider only the developers perspective, but
the perspective of the company as a whole.
In (Unterkalmsteiner et al., 2012), the authors
identified and characterized evaluation strategies and
measurements used to assess the impact of different
SPI initiatives. The systematic literature review con-
ducted by the authors included 148 papers published
between 1991 and 2008. Seven distinct evaluation
strategies were identified, whereas the most common
one, Pre-Post Comparison, was applied in 49% of the
inspected papers. Quality was the most measured at-
tribute (62%), followed by Cost (41%) and Schedule
(18%). Despite these strategies have also been used
to evaulated SPI in SMEs, this SLR did not focused
exclusively in these types of companies. Thereby, the
authors did not mentioned if these strategies are effec-
tive for them. The results of this work corroborate the
importance of strategies for the success of software
process improvement, and we considered this fact in
the analysis of the results of this paper.
According to Google Scholar, among these four
systematic reviews, (Bjørnson and Dingsøyr, 2008)
had the largest number of citations. It was pub-
lished in 2008 and reports a systematic literature
review of empirical studies of knowledge manage-
ment in software engineering. Among the se-
lected primary studies, there are three publications
(Basri S, 2011)(Baskerville R, 1999)(C.G.v. Wangen-
heim, 2006) that discuss the use of knowledge man-
agement approaches to support software process im-
provement in SMEs. The focus of selected papers re-
ported in (Bjørnson and Dingsøyr, 2008) is not only
on SMEs, however the three studies reveal the impor-
tance of these companies in the overall context of SPI
(Silva and Carneiro, 2016).
In accordance to the SLR published in 2011 (Su-
layman and Mendes, 2011), very few studies (only
eight) have specifically focused on SPI for Web com-
panies, despite the large number of existing Web com-
panies worldwide, and the even larger number of Web
applications being currently developed. The selected
studies did not suggest any customized model or tech-
nique to measure the SPI of small and medium Web
companies. The measures of success for small and
medium Web companies, as per SR results, include
development team and client satisfaction, increase in
productivity, compliance with standards and overall
operational excellence. In addition to the limited
number of papers (eight studies), the authors did not
addressed difficulties and challenges faced by these
companies. In order to be successful in the SPI jour-
ney they also need to know beforehand possible pit-
falls of such adoption. Moreover, the SLR step of this
work was based only on eight papers.
3 INSIGHTS FROM A PREVIOUS
SYSTEMATIC LITERATURE
REVIEW
This section presents some of the results of a SLR
conducted by the authors and published at (Silva and
Carneiro, 2016). We aimed to answers the following
research question (RQ) by conducting a methodolog-
ical review of existing research: What are the chal-
lenges and difficulties faced by SMEs in the adoption
of software process improvement?
The knowledge of these challenges and difficulties
support the SMEs to plan and perform SPI alignment
with expectations and organizational culture of these
companies.
We conducted the SLR in journals and confer-
ences. We extracted 33 peer-reviewed literature pa-
pers published from January 2004 to June 2015 (in-
clusive). Based on the research question, keywords
were extracted and used to search the primary study
sources. The search string is presented as follows
and used the same strategy cited in (Chen and Babar,
2011): (challenges OR difficulties) AND (small and
medium enterprises OR sme) AND (SPI OR software
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process improvement)
Potentially Relevant Studies. Results obtained from
the automatic search and manual search were in-
cluded on a single spreadsheet: an overall total of 56
results, namely 54 from the automated search plus 02
from the separate manual search. The studies were
sorted by title in order to eliminate redundancies.
Studies for which the title, author(s), year and abstract
were identical were considered redundant. Forty six
papers remained after removing the redundant items.
Figure 1: Systematic Literature Review Phases in Numbers
(Silva and Carneiro, 2016).
Selection Process. The selection process ended up
with 36 papers from which we could obtain evidences
to answer the research question. Figure 2 depicts the
temporal distribution of the selected studies. As can
be observed, more than 97% of the papers were pub-
lished after 2006, including this year. This is an evi-
dence that the research on software process improve-
ment in small and medium enterprises has been gain-
ing increasing interest from the international software
engineering community. At the end, 36 papers were
considered relevant to answer the research question
(RQ). Table 1 presents an overview of the selection
process per public data source (Silva and Carneiro,
2016).
Table 1: Selection Process Overview per Public Data









IEEE 338 19 5,6%
ACM 92 02 2,1%
SCOPUS 100 03 3%
GOOGLE 114 11 9,6%
We sorted the top ten papers in descending or-
der according to their respective citation number in
Google Scholar1. The paper M332 had the largest
number of citations and reports a systematic litera-
ture review of empirical studies of knowledge man-
agement in software engineering. Among the selected
primary studies, there are five publications (M24,
M30, M33) that discuss the use of knowledge man-
agement approaches to support software process im-
provement in SMEs. Despite the selected papers of
this SLR do not focus only on these types of compa-
nies, these studies are evidences of its importance in
the overall context of SPI.
Figure 2: Timeline Distribution of Papers (Silva and
Carneiro, 2016).
Characteristics, Challenges and Difficulties faced
by SMEs towards SPI Adoption. The selected stud-
ies show evidences of peculiarities regarding SMEs,
indicating the necessity of specific approaches and
solutions for an effective software process improve-
ment adoption. This is especially evident when com-
paring this scenario with large organizations. Factors
related to financial restrictions and human resource
constraints (Challenge 1) were cited in 24 papers of
the 36 of the SLR (M01-M07, M10, M12-M17, M19,
M22-M24, M26, M28, M29, M31, M32 and M36),
representing 67% of the selected papers (Silva and
Carneiro, 2016). It is worth to mention that this does
not only refers to direct costs (external consulting and
training, for example), but also to indirect costs such
as effort required by the team to implement SPI, time
required by the teams to understand the SPI rationale
and the promote the several required adjustments dur-
ing the SPI adoption. Due to the financial restric-
tions, many companies have applied for funding for
such end. Typical SMEs project characteristics was
the second most cited issue in 14 papers (M01, M03,
M04, M07, M11, M12, M14, M15, M17, M19, M20,
M27, M28 e M33), i.e. 39% of the selected primary
1The list with the top ten papers as well as
the selected papers of this SLR are available at
http://www.sourceminer.org/slrsme.html.
2Also available in the same url indicated above.
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studies pointed out this fact. Due to the the ever
changing business and customer demands, projects
with short time frame (Challenge 2) are also a typ-
ical characteristic of SMEs, especially for the ones
that focus on the evolution of software products of a
given domain (Silva and Carneiro, 2016).
The third issue highlighted by the selected stud-
ies is small teams with work overload - (Challenge
3) (Silva and Carneiro, 2016). This issue was cited
by nine papers (M01-M03, M08, M12, M14, M15,
M20 and M31), corresponding to 25% of the selected
studies. Small teams in SMEs should be taken into
account when planning the software process improve-
ment. In this case, participants of the teams can take
different roles depending on the demand. There are
roles such as quality auditor that can not be assumed
by the team members due to conflict of interest. In
this case, an external professional can provide an on-
demand service for this purpose.
Low focus on process - (Challenge 4) is an ev-
idence provided by eight papers (M01, M03, M08,
M12, M14, M15, M19 and M36), corresponding to
22% of the selected papers. It reveals how SMEs
deal with daily development practices. This means
that organizations can be subjected to conduct soft-
ware projects in a non-coordinated way and the teams
involved in the software projects are not always con-
cerned with software process improvement (Silva and
Carneiro, 2016). Limited number of customers -
(Challenge 5) is another issue pointed out by seven
(M01, M03, M06, M07, M12, M15 and M22) (19%)
of the selected studies. These type of companies need
to maintain the relationship with their clients, other-
wise the company can suffer the consequences of the
competitors.
Agility to deal with requirements volatility -
(Challenge 6) was an issue identified in six papers
(M01, M03, M07, M15, M18 and M34) correspond-
ing to 17% of the selected studies. Even after vali-
dating the requirements with the client, change in re-
quirements are inevitable. Responding to these de-
mands is crucial to keep clients satisfied. Absence of
training focusing on process - (Challenge 7) was also
identified in six papers (M03, M08, M12, M14, M19
and M35) corresponding to 17% of the selected stud-
ies.
Protection of intellectual property - (Challenge 8)
also corresponds to 17% of the selected studies (M06,
M24, M25, M30, M33 and M35) and has the poten-
tiality to encourage companies and their teams to in-
novate in new products, new techniques or approaches
that can lead to market differential. The next issues
are difficulty to include best practices- (Challenge 9),
mentioned in five studies (M01, M12, M14, M19 and
M36) and high cost of SPI qualified professionals -
Challenge 10 - reported in studies M02, M05, M11,
M13 and M34 (Silva and Carneiro, 2016). The results
of this SLR were used as reference for the field study
presented in the next section.
4 FIELD STUDY IN SMALL AND
MEDIUM ENTERPRISES
This sections presents the results of a field study
to characterize the perception of Small and Medium
Enterprises (SMEs) from Feira de Santana city of
State of Bahia in Brazil. The reason for having cho-
sen this city was the perceived number of organiza-
tions willing to implement software process improve-
ment practices, despite not having any company of-
ficially adopted a well-known software process refer-
ence model such as CMMI (Chrissis et al., 2011) or
MPS.BR (Montoni et al., 2009). This was considered
an appropriate scenario to perform the field study, to
collect and analyze data as well as to compare them
with the findings obtained in the Systematic Litera-
ture Review already conducted by the authors (Silva
and Carneiro, 2016) and briefly presented in the pre-
vious section.
4.1 Planning and Execution
We contacted 30 companies from Feira de Santana
city. Eleven companies agreed to take part in the
study. We conducted semi-structured face-to-face in-
terviews with representatives of these companies to
collect data for the characterization study. We consid-
ered the forms published in (Sulayman et al., 2012)
to be adjusted and used in this study3. According to
the confidentially agreement, the identification of the
companies were preserved. The goal of the first form
was to collect data related to the interviewed profile
representing each company. The second form col-
lected data related to the company. The third form
had the goal to evaluate to which extent the company
was aligned to the seven items proposed by (Dyba˚,
2003) and listed as follows: a) Business orientation:
the extent to which SPI goals and actions are aligned
with explicit and implicit business goals and strate-
gies; b) Involved leadership: the extent to which lead-
ers at all levels in the organization are genuinely com-
mitted to and actively participate in SPI; c) Employee
participation: the extent to which employees use their
3The adjusted forms are available at
http://www.sourceminer.org/slrsme.html.
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knowledge and experience to decide, act, and take re-
sponsibility for SPI; d) Concern for measurement: the
extent to which the software organization collects and
utilizes quality data to guide and assess the effects of
SPI activities; e) Exploitation: the extent to which the
software organization is engaged in the exploitation
of existing knowledge; f) Exploration: the extent to
which the software organization is engaged in the ex-
ploration of new knowledge (Dyba˚, 2003). Finally,
the fourth form aimed at identifying what the organi-
zation had already implemented in terms of software
process improvement.
Profiles of the Participants. Nine of the participants
had worked at least three years in the company. On
the other hand, four of the interviewed had worked at
least five years. Nine of the interviewed were project
managers and the other two took were members of the
software engineering process group.
Profiles of the Organizations. Five companies had
developed software for at least five years, whereas
three companies had operated in the market for at
least fifteen years, two companies had between five
and ten years. Finally, just one company had less than
five years. Considering that eight companies had up
to five professionals, one company had seven profes-
sionals and two companies had more than ten profes-
sionals, we can conclude that there is to some extent
a relationship with Challenge 1 reported in the pre-
vious section - financial restrictions and human re-
source constraints and Challenge 3 - small teams with
work overload.
All the companies are located in Feira de Santana
city in the Bahia State of Brazil. Due to the major-
ity of companies with less than five employees, the
Software Quality process activities, including the au-
dits, can be performed by an external professional.
This leads to the possibility of sharing this profes-
sional among the companies. This is a viable solu-
tion to circumvent the challenge of human resources
constraints. This number of professionals is an is-
sue that should certainly influence the occurrences of
small teams with work overload - (Challenge 3). This
overload can impact the participation of professionals
in activities related to the SPI such as process elabo-
ration and review as well as training. And participat-
ing in these activities compromise the capacity of the
company in its ongoing projects. This has as a natural
consequence in the increase of natural expenditures.
Regarding the project duration, 55% of the com-
panies reported that their projects end in a maxi-
mum of ten weeks. This is a clear evidence of fo-
cus on small projects. In fact, even working with
software product evolution, these companies tend to
split the activities in small chunks. This was iden-
tified in (Silva and Carneiro, 2016) as projects with
short time frame (Challenge 2). A possible explana-
tion for this scenario is that the majority of these com-
panies evolve software products for a specific domain.
Another fact that was identified during the interviews
was that these companies suffer the influence of agile
methods, especially Scrum. These approaches some-
how motivate teams to deal with small projects.
4.2 Success Factors in SPI Initiatives
Table 2 presents data related to the third form of the
field study focusing on Business Orientation. Data
collected from the field study reveal which items from
the Business Orientation were considered relevant by
the companies: 1 - We have established unambiguous
goals for the organizations SPI activities, was men-
tioned by 64% of the companies. Companies devel-
oped their process based on strategic planning and di-
rected/adjusted efforts of SPI aligned with their needs.
Approximately 64% of the companies informed that
our SPI goals are closely aligned with the organiza-
tions business goals. The establishment of goals can
have as a consequence a possible push in business as
a result of SPI initiatives.
Table 2: Success Factors in the Business Orientation Per-
spective.
Activity Practice
1 - We have established unambiguous
goals for the organizations SPI
activities.
64%
2 - There is a broad understanding of
SPI goals and policy within our
organization.
28%
3 - Our SPI activities are closely
integrated with software development
activities.
55%
4 Our SPI goals are closely aligned
with the organizations business
goals.
64%
5 We have a fine balance between
short-term and long-term SPI goals. 09%
Table 3 describes quantitatively how companies
perceive success factors from the Leadership Engage-
ment perspective. A percentage of 73% of the com-
panies inform that the staff actively support SPI activ-
ities. As a natural consequence, the activity 8 Man-
agement considers SPI as a way to increase competi-
tive advantage is recognized by 64% of the companies
to justify investiment in SPI to improve the quality
of software products. On the other hand, 73% of the
companies agree that activity 9 Management is ac-
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Table 3: Success Factors in the Leadership Engagement
Perspective.
Activity Practice
6 Management is actively supporting
SPI activities. 73%
7 Management accepts
responsibility for SPI. 55%
8 Management considers SPI as a
way to increase competitive advantage. 64%
9 Management is actively
participating in SPI activities. 73%
10 SPI issues are often discussed in
top management meetings. 45%
tively participating in SPI activities is associated with
the initiatives they have seen in their companies.
Table 4 describes quantitatively how companies
perceive success factors from the Employee Participa-
tion perspective. Activities 11 ( Software developers
are involved to a great extent in decisions about the
implementation of their own work) and 12 - Software
developers are actively contributing with SPI propos-
als were recognized by 73% of the interviewed com-
panies. In that sense, employees recognize that they
are encouraged to suggest changes in projects and
process in the company. Despite being initially not
confident to provide suggestions, later on they con-
tribute with suggestions related to the SPI activities.
This is corroborated by the fact that 91% of the in-
Table 4: Success Factors (Software Process Improvement)
Employee Participation.
Activity Practice
11 Software developers are involved
to a great extent in decisions about the
implementation of their own work.
73%
12 Software developers are actively
contributing with SPI proposals. 73%
13 Softwaredevelopers are actively
involved in creating routines and
procedures for software development.
91%




15 Software developers have
responsibility related to the
organizations SPI activities.
64%
16 Software developers are actively
involved in setting goals for our SPI
activities.
64%




terviewed agreed that 13 Software developers are ac-
tively involved in creating routines and procedures for
software development.
Table 5: Success Factors (Software Process Improvement)
Concern for Measurement.
Activity Practice
18 We consider it important to
measure organizational performance. 64%
19 We regularly collect quality data
(e.g. defects, timeliness) from our
projects.
64%
20 Information on quality data is
readily available to software
developers.
55%
21 Information on quality data is
readily available to management. 55%
22 We use quality data as a basis for
SPI. 55%
23 Our software projects get regular
feedback on their performance. 64%
Table 5 describes quantitatively how companies
perceive success factors from the Concern for Mea-
surement perspective. The majority of the companies
(64%) recognize the relevance of measuring organi-
zational performance as stated by activity 18 ( We
consider it important to measure organizational per-
formance. Software life-cycle activities need to be
measured to evaluate its performance and indicators
are required for this end. Another two activities re-
lated to the measurement perspective were also clas-
sified as relevant by 64% of the companies: 19 - We
regularly collect quality data (e.g. defects, timeliness)
from our projects and 23 - Our software projects get
regular feedback on their performance. The compa-
nies reported that indicators were planned, collected
an later analyzed/compared with their respective tar-
gets. However, they also recognized that there is the
need to improve the way measurement is performed
during software projects life-cycle, especially due to
the effort required to accomplish measurement related
activities.
Table 6 portrays success factors regarding Ex-
ploitation of Existing Knowledge. The following ac-
tivities were recognized by 73% of the companies
25 We are systematically learning from the experi-
ence of prior projects and 26 26 - Our routines for
software development are based on experience from
prior projects. Table 7 focuses on success factors re-
garding Exploitation of New Knowledge. The activi-
ties 31 In our organization, we encourage innovation
and creativity, 34 We have the ability to question es-
tablished truths had both 82% of representation by
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Table 6: Success Factors (Software Process Improvement)
Exploitation of Existing Knowledge.
Activity Practice
24 We exploit the existing
organizational knowledge to the
utmost extent.
45%
25 We are systematically learning
from the experience of prior projects. 73%
26 Our routines for software
development are based on experience
from prior projects.
73%
27 We collect and classify experience
from prior projects. 36%
28 We put great emphasis on internal
transfer of positive and negative
experience.
55%
29 To the extent we can avoid it, we
do not take risks by experimenting
with new ways of working.
55%
Table 7: Success Factors (Software Process Improvement)
Exploitation of New Knowledge.
Activity Practice
30 We are very capable at managing
uncertainty in the organizations
environment.
36%
31 In our organization, we
encourage innovation and creativity. 82%
32 We often carry out trials with
new software engineering methods
and tools.
45%
33 We often conduct experiments
with new ways of working with
software development.
27%
34 We have the ability to question
established truths. 82%
35 We are very flexible in the way
we carry out our work. 73%
36 We do not specify work processes
more than what are
absolutely necessary.
28%
the participants. They reported that their companies
have encouraged professionals to propose solutions
creatively considering the possibility of rewards.
Finally, the activity 35 We are very flexible in the
way we carry out our work was confirmed by 73%
of the participants that commented that flexibility is
a key factor to face the challenges during software
project development and evolution in the sense that
requirements evolve continuously and the software
product must meet the expectations of clients.
4.3 Software Process Improvement in
Practice
Table 8 presents the results related to process and ac-
tivities that have actually been implemented in the
companies. Table 9 presents the results of the percep-
tion of the companies that took part in the field study
regarding the relevance of Software Process Improve-
ment for their business.
Table 8: To what extent the SPI processes/activities listed
in the table below are performed in your organization for
projects?
Activity Practice
37 Motivation for the use of
CMMI and MPS.BR 73%
38 Requirements Engineering 55%
39 Project Management 64%
Table 9: How important do you think are the following SPI
processes/activities for projects in your organization?
Activity Practice
40 Motivation for the use of
CMMI and MPS.BR 73%
41 Requirements Engineering 73%
42 Project Management 64%
An important finding reported in Tables 8 and 9
was despite the relatively high motivation reported
by the companies to implement well-known refer-
ence models such as CMMI (Chrissis et al., 2011) or
MPS.BR (Montoni et al., 2009), they have not yet pre-
pared for the evaluation. Among the reasons provided
was financial restrictions and human resource con-
straints (Challenge 1) of the SLR presented in Section
3. The companies in fact revealed that they need ex-
ternal sponsorship to implement such models to over-
come direct and indirect costs of this initiative. How-
ever, despite these constraints, the companies demon-
strate motivation (Table 9) for the challenge of SPI,
considering both the interviewed professionals and
staff, what is a positive fact to achieve effective re-
sults in this journey.
Limitations of the Characterization Study. Two
possible limitations were identified in this character-
ization. The first was related to the fact that the pro-
file, number and location of the companies that took
part in the study could somehow prevent the gener-
alization of the results. However, it was verified that
the profile of the companies in terms of number of
professionals, type, duration and number of software
projects and gross operational income were compat-
ible with the values provided by several references
of Small and Medium Enterprises that work in the
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area of software development. The second limitation
refers to the number of companies in the characteri-
zation. They correspond to approximately half of the
companies of the region, for that reason, for some ex-
tent they represent a reasonable sampling in terms of
profile. The fact that the majority of the interviewed
professionals (82%) was from staff could had influ-
ence the answers. In a new version of the study we
will select participants from different roles for a better
distribution of profiles. However, despite these limi-
tations, we could confirm some of the results from our
systematic literature review such as financial restric-
tions and human resource constraints, projects with
short time frame and small teams with work overload.
5 CONCLUSION
This paper presents a characterization of Small and
Medium Enterprises aimed at identifying challenges,
difficulties and opportunities in the context of Soft-
ware Process Improvement (SPI). The characteriza-
tion consisted in comparing the results obtained from
a systematic literature review and from a field study.
The results present a list of challenges and activities
faced and performed by the companies toward the
software process improvement journey. They can be
a reference for companies that plan to adopt SPI and
researchers that can conduct new studies to compare
this scenario with other small and medium enterprises
experiences.
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Abstract: One of the most critical phases in complex socio-technical system development is the validation of non-
functional requirements (NFR). During this phase, system designers need to verify that the proposed system’s 
NFRs will be satisfied. A special type of NFRs which is often ignored regards the Human Factors (HF) NFRs. 
These requirements are of vital importance to socio-technical systems since they affect the safety and 
reliability of human agents within such systems. This paper presents a scenario-based approach for validating 
HF NFRs using VR CAVE simulation. A case study is used to demonstrate the application of the method in 
the validation of the situation awareness NFR of an in-vehicle Smart driver assistive technology (SDAT). 
Such systems aim to alleviate accident risks by improving the driver’s situation awareness by drawing their 
attention on critical information cues that improve decision making. The assessment of the HF NFR is 
achieved through an experiment with users in a virtual environment. This work describes and demonstrates a 
method that utilizes a custom-made, modular 3D simulator that uses a number of hazardous scenarios, for the 
validation of the HF NFRs of prospective systems. 
1 INTRODUCTION 
Requirements validation constitutes an important 
facet of a successful system development. Unlike 
functional requirements, which can be 
deterministically validated, non-functional 
requirements (NFRs) are considered as soft/latent 
variables not directly observed or implemented; 
instead, they are satisfied (Zhu et al., 2012) by 
functional requirements. Despite their importance, 
NFRs are usually addressed at a late stage of system 
development, whilst functional requirements are 
considered at the early phase of software 
development (Marew, 2009). Therefore, the initial 
stages of a system’s specification may not address the 
NFRs adequately, which could lead to system failure 
once the system has been commissioned (Adams et 
al., 2015). NFR analysis approaches range from 
unstructured and informal, to highly formal and 
mathematically-driven. The former include 
approaches such as KAOS (Nwokeji et al., 2014), a 
goal-oriented software requirements capturing 
approach. In the same vein, i* approach (Chung et al., 
2000) uses goals and enables the quantification of 
requirements from goal diagrams. The latter category 
includes formal methods based on model checking such 
as Z, Markov, and queuing models (Matoussi, 2008). 
This paper introduces a Human Factors (HF) 
requirements validation method that exploits 
scenario-based testing through immersion. The 
application of the methodology is demonstrated 
through a case study on the analysis of the situation 
awareness NFR of a future smart driver assistive 
technology (SDAT). The uses a custom made virtual 
reality (VR) simulator that mimics the environment 
and models prototype SDATs using 3D visualizations 
that simulate the candidate designs.  
The paper next reviews the literature in NFR 
assessment, HF and situation awareness (SA). This is 
followed by the NFR validation methodology. Next a 
case study demonstrates the application of the HF 
NFR validation method, followed by  analysis of the 
data from the experiment and presentation of the 
emerging results. The paper concludes with a brief 
discussion of methodological and substantial 
implications. 
2 LITERATURE REVIEW 
The majority of NFRs in complex socio-technical 
systems address system properties such as 
performance, reliability and security. However, there 
is an additional dimension that needs to be analysed, 
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which is the human dimension. By definition a socio-
technical system exhibits both technical and social 
complexity. These systems are composed of human 
and machine entities that work together to accomplish 
a common goal. Transportation systems belong to this 
category of complex systems since they incorporate 
vehicles, drivers, road infrastructure and intelligent 
systems in vehicles. The technical aspects of these in-
vehicle systems refer to the functional requirements 
of machine agents and the human-machine 
interaction metaphors. The social facet of the system 
relates to human factors and the associated human 
performance constraints. Thus, designing such 
complex systems requires the investigation of all 
facets. The technical dimension is addressed by the 
functional requirements and the system NFRs, while 
the human dimension is influenced by HF NFRs. 
These are defined by human agent limitations 
affected by the diverse nature of human 
characteristics, such as ability, stress, concentration, 
SA etc. However, despite their importance as a 
critical cause of systems failure, human factors have 
not been adequately considered by practitioners 
during the design, development, and testing of 
systems (Gregoriades, 2004).  
Moreover, even though human factors and 
requirements have a lot to share, only a few studies 
apply human factors knowledge to requirements 
engineering. While NFR such as performance, 
security and maintainability are considered for 
software functions, NFRs for people, such as SA and 
workload, have received less attention. Such 
requirements have been proven very significant in 
preventing system failure, articulated in the form of 
accidents in complex systems such as transportation 
(Gregoriades, 2010). Therefore, the systematic 
analysis of this type of NFRs prior to any system 
implementation is considered vital. The main 
problem in validating these requirements is the need 
for a detailed specification of the envisioned system 
or the implementation of a prototype system. Both of 
these activities are time consuming and expensive. 
The former requires formal methods which are hard 
to comprehend by stakeholders and the latter requires 
time effort and cost. Once either of the two is realised 
it is possible to perform an analysis of system 
behaviour under a number of test scenarios. Formal 
methods, though, suffer from being too specific, 
hence their application in validating NFRs is 
constrained. Prototyping, on the other hand, provides 
a more generic model based on which different facets 
of the system can be tested such as people, technology 
and tasks. This, however, is expensive and risky. 
Therefore, the use of a simulated environment for 
requirements analysis saves the costs of prototypes, 
especially for complex systems (Sutcliffe et al., 2004) 
and makes the process safe. This approach, employed 
in this study, enables testing technological solutions 
and the evaluation of their effect prior to 
implementation.  
Designing complex systems such as the smart in-
vehicle information systems requires the effective 
and efficient management of requirements. The 
inappropriate specification of functional and non-
functional requirements increase dramatically the risk 
of failing to meet customer needs (Peng, 2012). 
Functional requirements have received much 
attention in this process, while, NFRs have been more 
or less deliberately ignored (Illa, 2000). This led to a 
lot of systems failing due to improper management of 
NFRs. Past research addressed extensively different 
sets of NFRs along with frameworks of NFR such as 
Softgoal Interdependency Graphs (SIGs) (Zhu, 2012).  
NFR validation has attracted significant attention 
in recent years due to the importance of NFRs in 
overall system acceptance. Traditional approaches to 
NFR validation include prototyping and inspection. 
Recent approaches focus on the quantitative analysis 
of NFRs. In our previous work we used a Bayesian 
Networks (BN) approach to model NFRs using 
knowledge elicited from the domain (Gregoriades, 
2005). NFRs are assessed based on a scenario 
generation and evaluation algorithm that runs the BN 
with different input. The output is a quantitative 
estimation of the satisfiability of the NFR. Other 
groups (Zayaraz et al., 2005; Sadana et al., 2007) also 
used a quantitative model to analyze conflicts among 
NFRs. This approach, however, is limited to high 
level architectural requirements. In the same vein, 
Marew and colleagues (Marew et al., 2009) used 
Quantified Softgoal Interdependency Graphs 
(QSIGs) to assess the degree of softgoal satisfaction. 
However, the assessment of QSIGs is based on 
subjective estimates of the degree of interdependencies 
among softgoals. Similarly, Zhu et al. (2012) apply 
fuzzy qualitative and quantitative softgoal 
interdependency graphs for NFRs tradeoff analysis. 
Based on the above, it is evident that NFRs assessment 
is an ongoing research issue. The growing ubiquity of 
complex sociotechnical systems led to more NFRs to 
be analysed during systems’ design phase. One 
example of such NFRs is safety which is addressed in 
this study and expressed in terms of accidents. 
2.1 Human Factors & Requirements 
NFRs such as performance and maintainability are 
specified for software or hardware systems. NFRs for 
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people, such as SA and workload, have received less 
attention. These requirements, however, have been 
proven very crucial in preventing system failure. 
Specifically, in transportation, road accidents are 
usually attributed to human error (Fuller, 2002; 
Theeuwes et al., 2012) that is induced from low SA 
caused by increased workload. Humans, as 
information processing systems, have a number of 
information flow channels (visual, auditory, tactile) 
processing various information sources (e.g. a 
navigation system display, the forward view through 
the windscreen) of varied bandwidths (e.g. high-
density traffic will require a higher sampling rate than 
low-density traffic). Our cognitive capacity is limited, 
and consequently there is an upper threshold to the 
amount of information we can process per second and 
channel (Endlsey, 2000; Fuller, 2002; Holohan et al., 
1978). Therefore, we tend to share our attention 
among a few information sources. An overloaded 
driver is less likely to deal effectively with an 
unexpected event (Konstantopoulos et al., 2010). 
Fuller (2012) also expresses accident risk as a 
function of the driver’s cognitive resources and task-
demand in the driver-road system.  
Therefore, the systematic analysis of these HF 
NFRs prior to any system implementation is 
considered vital. The main problem in evaluating 
these requirements is the need to implement a 
prototype design of a hardware-software system, 
which is expensive (Stone et al., 2001). Hence, the 
use of virtual reality (VR) settings is becoming very 
popular. One of the most important applications of 
VR technology has been the use of virtual prototypes 
for functional requirements analysis (Sutcliffe et al., 
2004).  However, the use of VR for HF requirements 
analysis has not been addressed. Essentially, HF 
requirements can be expressed in terms of a threshold 
value that defines their minimum quantification or 
satisfaction level. These define the cognitive and 
physical capabilities of humans. These capabilities 
are put to the test when processing dynamically 
changing information during driving. If these 
capabilities are reached then this in effect increases 
the likelihood of committing an error due to high 
workload. Workload, however, is directly related to 
SA; the link between the two has been previously 
established (Gregoriades et al., 2007). When the 
perceived information increases people tend to 
prioritise which increases the risk of an incorrect 
comprehension. In traffic safety, SA constitutes a 
major critical factor, since it provides the driver with 
the ability to anticipate events given perceived 
driving and environmental conditions. 
Validating  HF  requirements  for   such   systems 
makes the use of VR simulators inevitable due to the 
complexity, effort and cost associated with the 
development of prototypes. In the same vein, 
controlling infrastructural parameters in the real 
world is unethical. Moreover, ruling out confounding 
effects to examine the influence of control measures 
on HF is very difficult in field experiments. Driving 
simulators provide the researcher with a powerful tool 
to test driving behaviour under controlled settings. 
Apart from the usually high cost of the simulator, 
outsourcing of experiments to analyse driving 
behaviour using native users is difficult, if not 
impossible in some cases, due to the large number of 
subjects needed for reliable results. On the other 
hand, low cost driving simulators do not provide a 
sufficient level of realism to analyse human factors. 
Unrealistic conditions may affect the driving 
behaviour which effectively could influence the 
validity of the experimental study. The method 
proposed herein demonstrates the design of a driving 
simulator that exploits 3D modelling tools in a 
scenario-based approach to promote realism and 
interactive representation of road networks. The 
approach simplifies the process of implementing 3D 
road infrastructure models through the utilization of 
reusable modules that represent different in-vehicle 
technologies or infrastructural components. This 
simplifies the process of designing/modifying the 
simulation model by reusing model constructs in a 
plug and play fashion, which enables the analyst to 
easily design a range of experimental conditions (i.e. 
scenarios), to evaluate assumptions and hypotheses 
from different perspectives.  
2.2 Situation Awareness 
SA constitutes a major critical factor in complex 
socio-technical systems. In transportation, it provides 
the driver with the ability to anticipate events given 
perceived driving and environmental conditions. SA 
defines the process of perceiving information from 
the environment (level 1), comprehending its 
meaning (level 2) and projecting it into the future 
(level 3). SDAT have been developed to alleviate 
accident risk by either reducing driver workload or 
assessing driver attentiveness. Examples include 
adaptive cruise control, collision notification, driver 
monitoring, traffic signal recognition, night vision, 
lane departure warning systems and blind spot 
monitoring. Such systems aim to draw drivers’ 
attention on critical cues that improve their decision 
making. However, they only provide limited support 
to SA since they address isolated factors and in some 
cases with negative effect due to the extra information 
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load they incur to the driver. The first step in 
improving drivers’ SA is to enhance their capability 
of perceiving and interpreting traffic and 
environmental conditions (i.e. level 1 and 2 of the 
aforementioned SA model). However, such smart 
systems facilitate level 3 SA for navigation, which 
might decrease drivers’ attention, due to secondary 
task execution, that could lead to reduced level 1 SA. 
This could undermine attention to operational or 
tactical driving activities (e.g. braking, lane changing, 
gap acceptance etc.). To that end, three important 
issues need to be addressed prior to any SDAT 
development: (i) identification of drivers’ 
information needs that could enhance SA, (ii) the 
specification of a SDAT feedback metaphor 
(feedback type and appropriate time for issuing 
warnings) to support those needs without impairing 
driver attention, and (iii) the evaluation of the effect 
of a prospective SDAT on traffic safety. This is a 
complex process and in most cases is only feasible 
once a prototype of the system is available.  
Endlsey et al. (2012) warn socio-technical system 
designers of the importance of maintaining SA in 
complex systems and draw attention on the issues that 
could inhibit SA. One of the most important strains of 
SA is information overload. Too much information at 
any point in time hinders human operators’ adequate 
SA. Overloading divides the decision maker’s 
attention among numerous stimuli resulting in 
increased demand for cognitive resources. This is 
known as attentional tunnelling (Endlsey, 2012) and 
results in reduced information scanning capability.  
3 NFR VALIDATION METHOD 
The proposed NFR validation method is based on the 
design science (Hevner et al., 2010) paradigm, and in 
particular its evaluation phase which investigates the 
effectiveness of an artefact and guides its re-design 
through changes in specification. Design science 
synthesises the sciences of the artificial, engineering 
design, information systems development, system 
development as a research methodology, and 
executive information system design theory for the 
building and evaluating of IT artefacts for specific 
problems (Hevner et al., 2010). The design and 
development of new artefacts such as the SDAT, 
described herein, requires a systematic approach 
towards artefact design, development and evaluation. 
This aims to assure that the artefact contributes 
towards resolving a particular problem.  
The method is composed of a number of steps that 
are executed both in sequence and in parallel at 
certain stages. Initially, the problem needs to be 
expressed in terms of human factors specification. 
This could be articulated in terms of human 
performance and human reliability, and in particular, 
as the acceptable SA and workload levels of human 
agents in a system. These are conditions that could 
incur high likelihood of human error (Gregoriades, 
2010). Once the problem to be analysed is clearly 
stated and the critical HF NFRs are identified, then 
the minimum level NFR satisfiability needs to be set. 
The refinement of HF NFRs into functional 
specifications which when realised will guarantee the 
satisfaction of the NFR comes next. This is achieved 
using a combination of domain knowledge and input 
from subject matter experts. For instance, guidelines 
for enhanced SA, as specified by Endlsey (2012), are 
expressed in terms of information requirements, 
visualisation metaphors and interaction styles which 
are functional requirements that the SDAT should 
have. The next step in the process is the specification 
of the test scenarios, based on which the artefact is 
going to be evaluated. Grounded within the problem 
to be analysed, the goals of the desired virtual 
environment are set. Accordingly, specifications of 
the virtual environment to be used for the evaluation 
of the artefact are also set. During this stage a generic 
VR simulator is customized based on the above goals, 
to model the problems in question.  The 
customization of the simulator is composed of three 
steps: 1) the development of the test environment in 
terms of buildings, infrastructure and traffic 
conditions. 2) The modelling of the scenarios, as 
described by the domain experts; these include 
atypical events in the simulation that would stress test 
the subjects in the experiment. 3) The modelling of 
the virtual version of the artefacts under scrutiny. 
Prior to its use, the VR simulator needs to be validated 
against a number of factors such as realism, to 
guarantee the correctness of the NFR assessment. 
NFRs quantification is achieved through an 
experiment with users in the VR environment. The 
specification of the experiment is defined by an HF 
expert. The assessment of NFR is then refined into 
phenotype behaviours that can be monitored in a 
driving simulator. Phenotype driving behaviours are 
monitored and logged into the systems database. The 
logged observations from the simulation are pre-
processed, analysed and subsequently collated into a 
single metric that corresponds to the assessed NFR. 
The NFR assessment is compared against the desired 
NFR level. If the minimum level of NFR is not 
satisfied then the virtual artefact under scrutiny needs 
to be redesigned. The process is repeated until the 
NFR is satisfied. 
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4 CASE STUDY 
To demonstrate the application of the method, a case 
study was conducted for the validation of the SA 
NFRs of a future SDAT. The NFR evaluation method 
is based on the paradigm of scenario-based testing. In 
each scenario, participants were required to drive 
through a pre-specified path on a road network. 
Throughout the driving task, participants had to 
respond to emerging hazardous situations. Situational 
cues were visualised through the SDAT in the form 
of a virtual augmented reality head-up display (HUD) 
interface within the virtual vehicle. The SDAT 
interface was designed based on identified driver 
information requirements and domain knowledge 
(Endlsey, 2012). SDAT designs aimed to address 
drivers' information needs for better SA. Specifically, 
vehicle's peripheral traffic, road works, road signs 
and approaching traffic jam were projected through 
the virtual SDAT. The goal was to assess the effect of 
each SDAT design on drivers’ SA. Satisfiability of 
SA NFR is specified as an improvement in drivers' 
SA using SDAT compared to no SDAT use, and is 
specified as a threshold value. Two SDAT designs 
were developed using Endlsey’s (2012) design 
principles for SA support. The functional 
requirements of the SDAT systems have been 
implemented using the guidelines of: information 
prioritization, timeliness and relevance of 
information, information filtering, familiarity of the 
visual metaphors, and presentation of information in 
the right context.  These aim to alleviate information 
overload, reduce display density, enhance driver’s 
ability to comprehend the meaning of information and 
finally assist in developing projections of the situation 
into the future. The SDATs utilise the above through 
fusion of vast amount of information from the 
environment into meaningful attentional directives/cues 
that describe the driving situation in real-time.  
 
Figure 1: The driving simulator in the VR CAVE. A 
participant doing the experiment while being observed by 
researchers. 
As part of the NFR validation method, the first 
step is the design and implementation of the driving 
simulator. Figure 1 illustrates the developed simulator 
in VR CAVE that enables the stereoscopic interaction 
of participants with the experimental conditions. 
Participants are immersed with the experimental 
scenarios through a combination of augmented reality 
and tangible interaction styles, for a more realistic 
experience. The second step in the method is the 
design of the virtual prototype SDAT systems in the 
virtual environment. The development of the virtual 
SDATs is realized using a scripting language. The 
virtual SDAT had to abide to the functional 
requirements specified in previous steps. The third 
step is the specification of the hazardous scenarios. 
 
Figure 2: The radar design (right) and information 
prioritisation –arrow design (left). 
The user interface of SDAT systems is of 
paramount importance in improving SA. Hence, it 
was designed to provide blind-spot information and 
to alert drivers of unseen imminent threats. The 
system uses a combination of HUD with augmented 
reality capabilities, so that the direction of the threat 
is clearly comprehended by drivers. The information 
architecture of the UI aimed to provide the driver with 
enhanced peripheral vision with a dynamic 
assessment of the most critical entities within the 
immediate periphery of the vehicle. The blue print 
designs of the candidate systems are depicted in 
Figure 2. In the first design (radar), the host vehicle is 
shown in a circle (in blue) surrounded by red and 
green vehicles of different sizes. The size and colour 
of surrounding vehicles denotes the level of risk. 
Hence, vehicles that are in the driver’s blind spot are 
considered high risk and are represented by big red 
icons. Low risk cars are depicted with small green 
icons. High proximity or hidden vehicles at 
intersections are also high risk and hence are shown 
as big and red. Surrounding vehicles’ positions and 
speeds can be obtained from on-board vehicle 
sensors. Vehicles at intersections can be obtained 
through vehicle-to-vehicle communication protocol. 
The prototype visualization metaphor presented in 
Figure 2 is depicted on the vehicles windshield. The 
second design (arrows) of the system is based on the 
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need to prioritize information based on risk level and 
aims to warn drivers of vehicles that are expected to 
emerge from side roads and are not yet visible or 
vehicles that are in driver’s blind spot. This, as 
illustrated in Figure 2, is expressed using arrows, on 
the augmented reality windscreen, pointing to the 
direction of the imminent threat, and is depicted on 
the vehicle’s smart windshield. The most critical 
threat is depicted on the screen so as not to split the 
attention of the drivers among competing risks. This 
gives extra time to drivers to react to critical situations 
The assessment of SA is achieved through an 
experiment with subjects using the developed driving 
simulator and virtual SDAT in a 3D CAVE facility. 
During this stage, 17 participants were involved, each 
spending on average of 90 min to complete the 
experiment in the VR CAVE lab. The analysis of the 
data collected from the experiments aimed to assess 
the SA NFR for the two candidate SDAT designs.  
Data was collected in three phases: before, during 
and after the experiment. During the pre-experimental 
phase, the Manchester Driving Style questionnaire 
(Reason et al., 1990) was used to elicit the driving 
style of participants along with their demographic 
information. At the post experimental phase, data 
collection focused on the evaluation of the two 
candidate designs using a series of questions on four 
constructs: functionality, information visualization, 
usability and usefulness. During the experiment, 
participants’ SA was measured while they were 
driving in a pre-specified route in the artificial road 
network within the 3D driving simulator (Figure 1), 
both with and without the SDATs. In particular, 
participants were asked to consult the HUD SDAT as 
during the driving simulation surrounding vehicles 
engaged the host vehicle by either pulling in or 
stopping in front of the driver. During the drivers’ 
engagement with the experimental conditions, 
phenotype behavioural data related to driver 
workload and SA was recorded. Driver related data 
was recorded in a log-file on a simulation time-step 
basis. Specifically, manifestations of workload, such 
as lateral deviations (Montella et al., 2011), attention 
level through an electroencephalography (EEG) 
measurement, lane change, headway, speed, 
acceleration, deceleration, breaking patterns and 
steering wheel angle, were recorded on a time-
location log-file. Collected data was automatically 
assigned to road sections that were specified in 
advance by the analysts, based on infrastructural 
properties. The assessment of the drivers’ SA was 
achieved using the SAGAT (Situation awareness 
global assessment technique) method, which uses 
objective measures of SA gathered during an 
interruption in task performance. Hence, during each 
scenario  with the participant, the simulation was 
stopped (freeze) three times, at  points on the road 
network where the three dangerous scenarios were 
unfolding (car pulling in from the left, car stopping in 
front, car pulling in from the right). At each 
simulation freeze, participants were asked to 
complete a questionnaire that inquired their 
understanding of the situation. During the freeze, the 
simulators screens were blank. The simulator saved 
several screenshot of the situation just before the 
freeze to enable the comparison between the ‘actual’ 
event and the subjects’ perceived situation. 
5 RESULTS  
Data collected from the simulations were pre-
processed and analysed to identify differences 
between the actual situation and the participants’ 
perceptions of the situation under the three conditions 
and the three interventions (phases). Analysis was 
conducted on both the post-experiment  and the 
experiment data. Results from the post experiment 
data revealed that both SA enhancement systems 
were perceived by the users as improvements over the 
control condition (i.e. without any enhancement). 
Specifically, the post-experiment questionnaire 
addressed the following dimensions of each candidate 
design: features, user interface, ease of learning, 
system capabilities, usefulness, ease of use, and SA. 
Each dimension was supported on average by 5 
questions, on a 7 point response scale from 1 
(negative effect) to 7 (positive effect). To increase the 
discrimination in the evaluators’ judgment, 
participants’ were asked to report the reasons for their 
choices and any interaction problems they had 
experienced under the relevant heuristic. Figure 3 
shows the percentages of positive responses (i.e. >4, or 
<4 for negatively worded statements) for each of the 
measured dimension on which the two designs were 
evaluated. Based on this analysis, there do not seem to 
be noticeable differences in regards to user interface 
and ease of use. However, overall the radar design 
seems to have been perceived more positively than the 
arrows, especially in relation to learning, system 
capabilities, and usefulness. This might be attributed to 
the small size of the arrows that were popping up on 
the smart windshield. Among the two designs the radar 
design was also considered more appropriate to 
support driver SA. Moreover, based on open responses 
from participants, in certain occasions, the number of 
arrows that were present on the windshield were more 
than two. Hence, the cues were becoming destructing 
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rather than informative.  On the other hand, the Radar 
design also had its shortcoming in terms of 
visualization of the threats. Specifically, the colouring 
and size of threats were considered insufficient.  
 
Figure 3: Percentages of positive responses in each of the 
measured dimensions, by design. 
Results from data during the experiment aimed to 
assess the SA NFR using a combination of the 
SAGAT data and the driver behaviour data from the 
simulation log files. Initially the SAGAT and the 
driver behaviour data were integrated into one dataset 
for each participant. Subsequently the data that 
represented the actual situation was compared with 
the data that represented the perceived situation for 
each participant at each phase of the experiment. The 
similarity assessment between actual and perceived 
was estimated using the Euclidian distance metric. 
Analysis of the SA data was then performed using 
ANOVA in a within-subjects model. Based on the 
results, the use of both SDAT designs in an 
augmented reality overhead display demonstrated a 
superior performance to no-design. Results from the 
SAGAT analysis also revealed that design 1 (radar) 
was superior to design 2(arrows) and no design. This 
was identified as significant based on figure 4. In the 
same vein, the phase of the simulation freeze, 
denoting the sequence of the freeze, was also 
identified as a significant factor with phase 3 in the 
radar design having on average a SA metric of 85% 
compared to 63% in the control condition (no design). 
 
Figure 4: Estimated marginal mean for the 3 designs (radar 
-1, arrows-2, no-design-3) and the three phases of the 
simulation (freeze1-3). 
6 CONCLUSIONS 
The HF NFR validation method presented herein 
provides a novel cost effective solution to validating 
HF NFRs of prospective complex sociotechnical 
systems. It enables the evaluation of NFRs through 
experimentation in VR settings under an envelope of 
test scenarios. The developed driving simulator is 
component-based and hence enables the requirements 
engineer to easily customize it to the problem in hand. 
Requirements are realised in virtual settings and this 
provides designers with the flexibility of customizing 
the functionality of the SDAT in an attempt to satisfy 
the HF NFR under consideration. Results from the 
application of this method in the validation of the SA 
NFR of an in-vehicle SDAT revealed the method’s 
practicality. The method is based on design science 
and encourages the redesign of the artefact until it 
satisfies the NFR.  Results indicate that what the users 
experience during their interaction with the artefact 
and what they perceived of this experience as 
reported in the post-test questionnaire point to the 
same conclusion. Specifically, statistical analysis of 
the data collected indicated that the radar design is 
superior to arrows and no design. Similarly, 
subjective evaluation of the candidate designs also 
revealed the same results. Hence, this agreement is a 
good indication that the NFR validation method is 
producing accurate estimations. Limitations of this 
work concentrate on the simulator’s level of realism 
and immersion factors that laboratory methods suffer 
from. Simulated settings do not currently offer the 
resolution of the real world, and so they may affect 
driving behavior. Future work will include the 
improvement of the realism factor which in turn will 
improve observational accuracy. Moreover, the 
experimental design for the evaluation of the SA was 
very time consuming. This could be optimized though 
the use of a cut down version of the SAGAT 
questionnaire.  
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Abstract: The advance in technology has enabled the emergence of virtual teams. In these teams, people are in different
places and possibly over different time zones, making use of computer mediated communication. At the same
time distribution brings benefits, there are some challenges as the difficulty to develop trust, which is essential
for efficiency in these teams. In this scenario, trust information could be used to allocate members in a new
team and/or, to monitor them during the project execution. In this paper we present an automatic framework
for detecting trust between members of global software development teams using sentiment analysis from
comments and profile data available in versioning systems. Besides the framework description, we also present
its implementation for the GitHub versioning system.
1 INTRODUCTION
Software development using virtual teams character-
izes distributed software development or global soft-
ware development (GSD) when the distance between
members comprises continents. It aims at providing
benefits such as: low costs, proximity to the market,
innovation and, access to skilled labor (O’Conchuir
et al., 2006). However, geographic distribution and
cultural differences bring some challenges as well,
mainly in communication, which depends mostly on
computer mediated communication (CMC).
One of the challenges faced by virtual teams and
therefore GSD is the trust among team members.
There are several studies that show the importance
of trust for GSD teams (Kuo and Yu, 2009; Al-Ani
et al., 2011; Pangil and Chan, 2014). Trust is related
to the efficiency of the team, since high-trust teams
can achieve their goals with less effort than low-trust
teams. So, in this context, information about trust
among people can be used for team recommendation
and/or to monitor the relationship among members.
Some models have been proposed to estimate trust
among people based on trust evidences, such as num-
ber of interactions, success of these interactions and
similarity among people (Skopik et al., 2009; Li et al.,
2010). We consider trust evidence something that in-
dicates the existence of trust or that happens when
there is trust among people.
Information used by trust models can be extracted,
for example, from social networks. In general, it
refers to the amount of interactions, evaluation of
these interactions and their success. However, in a
working environment people may not feel free to pro-
vide assessments of co-workers. Besides that, when
the number of interactions is high, people may start to
provide incorrect ratings, leading to incorrect trust es-
timation. Skopik et al. (2009) developed a set of met-
rics to analyze the success of an interaction. These
metrics eliminates the need for feedback, however,
they are domain dependent and ignore subjectivity,
which is one of the characteristics of trust.
In this paper we present a framework to estimate
trust among members of GSD teams. It extracts trust
evidences observed in member interactions inside ver-
sioning systems, without human intervention and us-
ing sentiment analysis.
Sections 2, 3 and 4 present the concepts of GSD,
trust and sentiment analysis, used in the development
of the proposed framework. Section 5 describes the
framework and Section 6 presents conclusions and
also directions for future works.
2 GLOBAL SOFTWARE
DEVELOPMENT
According to O’Conchuir et al. (2006) GSD is a
collaborative activity, which can be characterized by
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having members from different cultures and organi-
zations, separated by time and space using CMC to
collaborate. This team organization aims at providing
benefits, such as: reduced development costs, follow-
the-sun development, modularization of labor, access
to skilled labor, innovation, best practices and knowl-
edge sharing and proximity to the market.
Despite its benefits, GSD also brings challenges
that add to those already existing in virtual teams,
such as: strategic problems, cultural problems, inade-
quate communication, knowledge management, pro-
cesses management and technical problems. Among
these challenges is trust (Khan, 2012).
In this context, trust is important, mainly in GSD,
due to members’ inability to check what other mem-
bers are doing by just watching (Jarvenpaa et al.,
1998). Thus, trust reduces the risk and cost of mon-
itoring (Striukova and Rayna, 2008). It also impacts
in information sharing (Pangil and Chan, 2014), cohe-
sion (Kuo and Yu, 2009) and cooperation (Striukova
and Rayna, 2008).
3 TRUST
Trust has been studied in many fields, such as psy-
chology, philosophy and economics. Based on defini-
tions of different areas, Rusman et al. (2010, p.836)
defined trust as:
a positive psychological state (cognitive
and emotional) of a trustor (person who
can trust/distrust) towards a trustee (person
who can be trusted/distrusted) comprising of
trustors positive expectations of the intentions
and future behavior of the trustee, leading to
a willingness to display trusting behavior in a
specific context.
This definition presents one of the trust properties,
which is context specificity. Trust is also dynamic,
non-transitive, propagative, composable, subjective,
asymmetrical, events sensitive and self-reinforcing
(Sherchan et al., 2013).
Before deciding to trust, a person evaluates the
trustworthiness of the person to be trusted and the risk
involved, so that if she chooses to trust, she became
vulnerable positively and negatively to the trusted per-
son, assuming the risk (Rusman et al., 2010). There-
fore, the higher the trustworthiness, the higher the
chance to be trusted. Rusman et al. (2010) define
trustworthiness antecedents as attributes used to eval-
uate trustworthiness and divided them into five cate-
gories: (i) communality, (ii) ability, (iii) benevolence,
(iv) internalized norms and (v) accountability.
3.1 Trust Evidence
Through a literature review we could not find an ex-
act formula to determine whether there is trust among
team members. However, some studies indicate be-
haviours and characteristics that serves as evidence of
trust existence. For example, Jarvenpaa et al. (1998),
conducted a qualitative study based on observations
of teams with a high level of trust and teams with low
level of trust. The authors observed common char-
acteristics to high-trust teams that did not appear in
low-trust teams, enumerated as: proactivity, task ori-
ented communication, positive tone, rotating leader-
ship, task goal clarity, roles division, time manage-
ment, feedback and intensive communication.
Besides Jarvenpaa et al.’s (1998) work, we found
other studies identifing teams characteristics which
serve as evidence of trust. The list below sums up
the trust evidences found in our literature review:
• Initiation and response: initiations are defined as
questions or statements that lead the receiver to
provide a relevant response. Iacono and Weisband
(1997) used this characteristic to measure trust.
• Motivation: According to (Paul and He, 2012)
motivation and trust are highly correlated.
• Knowledge sharing: Paul and He (2012) showed
that the greater the trust among people, the greater
is information sharing between them.
• Knowledge acceptance: people tend to accept
knowledge of who they trust (Al-Ani et al., 2011).
• Trustworthiness: trust and trustworthiness are
highly correlated (Jarvenpaa et al., 1998).
• Proactivity: high-trust team members are proac-
tive, volunteering for roles and showing initiative
(Jarvenpaa et al., 1998).
• Task oriented communication: in high-trust teams
most conversations are about tasks to be com-
pleted (Jarvenpaa et al., 1998).
• Positive tone: high-trust teams tend to show en-
thusiasm in their conversations, praising and en-
couraging each other (Jarvenpaa et al., 1998).
• Task goal clarity: high-trust teams tend to discuss
their goals, and when in doubt, they seek coordi-
nators for clarification instead of making assump-
tions (Jarvenpaa et al., 1998).
• Rotating leadership: many members show leader-
ship traits, and according to project needs, they as-
sume the leadership as necessary (Jarvenpaa et al.,
1998).
• Role division: team members assume roles in
their project and show results of their work so oth-
ers can provide feedback (Jarvenpaa et al., 1998).
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• Time management: high-trust teams discuss dead-
lines, establish milestones and care to fulfill them
(Jarvenpaa et al., 1998).
• Feedback and intense communication: high-trust
teams display intense communication and feed-
back about team members’ work (Jarvenpaa et al.,
1998; Rusman et al., 2010; Kuo and Yu, 2009).
• High Performance: trust is positively related with
team cohesion (Kuo and Yu, 2009), commitment,
satisfaction and performance (Mitchell and Zig-
urs, 2009).
• Output quality: trust is positively related with out-
put quality (Khan, 2012).
• Common vocabulary: when there is trust between
people they tend to share a common vocabulary in
CMC (Scissors et al., 2008).
Besides the evidences described above, Khan
(2012) considered authority delegation, enthusiasm
and high quantum of work as signs of trust. To Rus-
man et al. (2010), resources sharing, task division and
delegation also occur when there is trust among team
members.
3.2 Trust Models
In our literature review we found two models to es-
timate trust among people. The framework proposed
by Skopik et al. (2009) aims at determining trust au-
tomatically, without the need for explicit feedbacks.
The framework generates a graph in which nodes rep-
resent both services and people, and edges represent
the trust value between them. Trust values are derived
from the number of successful interactions relative to
the total number interactions. Successful interactions
are computed by a set of metrics, such as occurrence
of errors in services.
The downside of Skopik et al.’s (2009) work is
that, by relying on metrics, it ignores subjectivity that
is intrinsic to trust by treating all people equally. For
instance, if a service takes up to 30 seconds to re-
spond an interaction, one person may consider it a
success, while some other person may consider it a
failure, even if it spends 10 seconds. Thus, this type
of metric fails to capture such subjectivity.
The trust model proposed by Li et al. (2010) aims
at assisting users of E-commerce in choosing best
sellers. In their work, trust is estimated based on as-
sessments made by users after interactions, and in the
absence of interactions, on the similarity between as-
sessments provided by them. It generates a user graph
in which edges and weights represent the trust among
them.
4 SENTIMENT ANALYSIS
Sentiment analysis have gained a lot of attention by
the research community in the last decade, and have
found its application in almost every business and so-
cial domain (Liu, 2012).
One of the tasks focused by sentiment analysis
systems is to determine for a given text the polarity
of the sentiment expressed: if it is positive, neutral
or negative. The text unity used in the analysis de-
termines its level, which usually falls into one of the
three: (i) document level, (ii) sentence level and (iii)
entity-aspect level (Liu, 2012).
Sentiment analysis has been also applied in the
context of software development research. Guzman
(2013) used sentiment analysis to capture emotion
during diferent software development phases and to
provide emotional climate awareness. Borbora et al.
(2013) considered the sentiment expressed in commu-
nications as an indicator of the presence/absence of
trust among stakeholders. Zhang et al. (2009) sug-
gested the use of sentiment analysis to get a better
understanding of trust among users. In fact, as pre-
sented in Section 3.1, one of the trust evidences is
positive tone in communication, which can be directly
captured by sentiment analysis tools.
5 THE FRAMEWORK
As previously discussed, virtual teams need trust
among members in order to achieve their goals,
since trust affects team’s efficiency (Pangil and Chan,
2014). Trust models can be used to monitor trust
among team members. However, some models re-
quire users to provide evaluation of others, or assume
that there are means of informing if interactions were
positive or not. The problem is that, in GSD teams,
members can not feel free to evaluate co-workers.
Even if it were not an issue, there would be a lot of in-
teractions and members could end up getting tired of
evaluating each interaction, providing nonsense eval-
uations that compromise the outcome of the models
(Li et al., 2010).
In this context, we propose a framework to auto-
matically estimate trust among GSD team members.
The framework collects trust evidences observed in
member interactions inside versioning systems, with-
out human intervention and using sentiment analysis.
Figure 1 presents the framework in terms of its in-
puts, used techniques, trust evidences considered and
its output. The remaining of this section describes
the framework focusing on its characteristics, how it
works, its and design and implementation.
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Figure 1: Proposed framework to estimate trust existence.
5.1 Characteristics
The main characteristics of the framework are:
a) It uses versioning systems as data source. Ver-
sioning systems are tools heavily used in software
development and therefore in GSD (Robbes and
Lanza, 2005). Particularly, the versioning systems
that interest us are the ones that allow their users
to perform commits and comment other’s com-
mits.
b) It uses trust evidences extracted from versioning
system data (comments, commit state and user
profile) to estimate trust among members of a
project. As we could not extract all the trust ev-
idences described in Section 3.1, the ones con-
sidered in the framework are: mimicry (common
vocabulary), delegation, trustworthiness, positive
tone, knowledge acceptance and collaboration. To
extract the trustworthiness of a member we esti-
mate four of the five trustworthiness antecedents
presented in Rusman et al. (2010): dependability,
communality, benevolence and ability.
c) It is automatic. Once it is set, the framework re-
trieves data without human intervention, estimates
the existence of trust according to the temporal
window and update estimated values according to
the update frequency.
d) It preserves the subjectivity inherent to trust by
using sentiment analysis and considering mimicry
as a trust evidence. Sentiment analysis values and
mimicry are extracted from how members write
their comments, which is personal for each mem-
ber. Thus, the framework takes into account sub-
jectivity as it infers trust evidences from personal
data. With sentiment analysis we can infer pos-
itive tone directly. Benevolence can be inferred
since it was defined in Rusman et al. (2010) as
the positive attitude and courtesy displayed by the
trustee. Ability can also be inferred from senti-
ment analysis while the polarity of every com-
ment may be seen as a feedback about the commit,
and the commit in turn is the result of a member’s
ability to solve a problem. Therefore, we use the
polarity of comments as a feedback about mem-
bers’ ability.
e) It updates evidences and trust values over time. It
considers a time window to perform the extrac-
tions, and from time to time it moves this win-
dow, discarding old data, retrieving new ones and
updating the values according to the data in the
current time window.
f) It generates an initial graph of relations. This
graph tells in which pull requests team members
interact. The initial graph has an edge between a
pair of members if they interact in a pull request.
During execution, we add partial and final edges
to the initial graph of relations. Partial edges keep
partial values that are used to calculate final edges.
One final edge is added for each evidence extrac-
tion technique. For instance, a pair of nodes may
have many partial edges keeping the polarity of
one comnent each, and one final edge keeping the
rate of positive comments.
g) It generates a trust graph with its estimative of
trust existence between each pair of members that
interacted in at least one pull request. In this
graph, nodes represent members of a project and
edges represent the existence of trust between
them. The weight of the edge, ranging from 0 to 1,
displays the probability that there is trust between
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two members. The closer to 1 the edge value is,
the higher is the chance of existing trust between
those two members.
Comparing our framework with the works pre-
sented in Section 3.2, we also use interactions like
them both (Skopik et al., 2009; Li et al., 2010). Un-
like Li et al. (2010), we removed the need for assess-
ments, but kept the time factor by using a temporal
window. We wanted it to be automatic like in Skopik
et al. (2009), but we did not use metrics. Instead,
we used mimicry and sentiment analysis in order to
preserve subjectivity. We also added more trust ev-
idences found in the literature in order to enrich the
information used to estimate trust.
5.2 Design and Implementation
We designed and implemented an instance of our
framework1 to work with the GitHub versioning sys-
tem. As presented in Figure 2, the framework is com-
posed of four components:
Graph This component provides the framework
with graphs that will be used as the initial graph
of relations and the trust graph. By changing this
component, we are able to alter how the frame-
work keeps its data. The default implementation
uses graphs.
VS Data Extractor This component extracts
data from the versioning system. It extracts pro-
file information from members in the project, pull
requests information and conversations. In our
implementation for GitHub we used the GitHub
Java API2. Besides extracting data, this compo-
nent also generates the initial graph of relations.
Evidence Analyzer This component provides
classes implementing the EvidenceAnalyser in-
terface representing an evidence extraction tech-
nique. Each one of these classes will analyze data
extracted from versioning system and generate a
value that is stored in the graph of relations and
used to estimate trust existence. We provided six
evidence extraction techniques: mimicry, assign-
ments, communality, polarity, merges and collab-
oration. These evidence extraction techniques are
formulas described further in this section. The
addition of more evidences to the framework re-
quires only a new implementation of Evidence-






Figure 2: Component diagram for trust framework.
Trust framework This is the main component.
It provides ways to configure and use the frame-
work. This component is responsible to get
data from VS Data Extractor, and transmit it to
Evidence Analyzer with the graph of relations,
so the graph can be updated. From the graph of
relations, this component generates the trust graph
using the formula described further in this section.
Note that by providing new implementations
for VS Data Extractor we are able to extend the
framework to other versioning systems. However,
as each versioning system may have different data,
the Evidence Analyzer is bound to the VS Data
Extractor component. If one wants to provide sup-
port to another versioning system, it may be necessary
to replace Evidence Analyzer by one that supports
the new versioning system. It is also possible to ex-
tend the set of considered evidences by implementing
other classes that extend EvidenceAnalyser interface.
As mentioned before, in order to extract evidence
values, we used a set of formulas that we named ev-
idence extraction techniques on Figure 1. To extract
conversations mimicry, we calculate how similar are
the vocabularies used in conversations for a pull re-
quest. We calculate the similarity of two comments
vocabularies by using cosine similarity on word fre-
quency. In Equation 1, SC(c1,c2) is the cosine sim-
ilarity between two comments, and FV is the words




The member m1 mimicry value for the member
m2, MM(m1,m2) is the average of the similarities be-
tween m1‘s comments and m2‘s comments that pre-
cede in the same pull request. In Equation 2 PR12 is
the set of pull requests where m1 and m2 interact, C1
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is the comments set of m1 in pull request pri and C2 j















Communality is calculated by averaging the sim-
ilarity of three GitHub user profile attributes: (I) fol-
lowed users, (II) watched projects, and (III) location.
(I) and (II) are calculated using Jaccard similarity
(Equation 3) where C1 and C2 are evaluated sets, in
this case the followed users and watched projects for
both members. (III) in turn uses a variant of the Eu-
clidean distance (Dodd et al., 2013, Equation 4) on
Geert Hofsted index values (Hofstede et al., 2010).
Indexes of Geert Hofsted characterize the culture of
a region using six indexes: power distance, individu-
alism, masculinity, uncertainty avoidance, long-term
guidance and indulgence. In Equation 4 Li is a loca-
tion, K is the amount of indexes, Iik is the value of the
index k to a location Li and Vk is the variance of the
index k. If the indexes do not exist for a particular lo-













Therefore, the communality CM(m1,m,2 ) be-
tween members m1 and m2 is given by Equation 5
where Fi, Wi and Li are respectively the set of fol-





We used comments polarities to estimate benev-
olence, ability and positive tone. The polarity value
between two members is given by Equation 6, where
P(m1,m2) is member m1 polarity value for the mem-
ber m2,C+12 is the amount of comments with positive
polarity from m1 to m2 and C12 is the total amount of
comments from m1 to m2. Comments from m1 to m2
are comments that m1 wrote in m2‘s pull request or
comments where m1 mentioned m2. Note that there
are pull requests created by m1 where m2 did not in-





Dependability and delegation can be observed
through the assignments of a member by another in
a pull request. The assignment value of a member m1
to a member m2 is 1 if m1 assigned at least one pull
request to m2 or 0 otherwise. Equation 7 calculates
the assignment value for m1 to m2, A(m1,m2), based




1, if PRs12 ≥ 1
0, otherwise
(7)
We infer values for knowledge acceptance and
ability of a member from the amount of pull requests
that were merged. In Equation 8, M(m1,m2) is the
proportion of pull requests created by m2 in which
m1 and m2 interacted, that were merged, PRa12 is the
amount of pull request created by m2 in which m2 and
m1 interacted, that were merged, PR12 is the amount






We estimate collaboration as the proportion of in-
teractions as given by Equation 9. In this equation
C(m1,m2) is the proportion of interactions between
m1 and m2 out of the total interactions of m1. I12 is
the number of interactions between m1 and m2, and I1





Finally, we estimate values of trust among mem-
bers using Equation 10, which is the weighted aver-
age of the formulas listed above. The best way to
set the weights αi would be through the use of his-
tory data from previous projects to learn the weights.
However, we are not aware of any database with trust
information among members in versioning systems.
Thus we defined weights based on the number of ev-




α1 +α2 +α3 +α4 +α5 +α6
+
α4A(m1,m2)+α5M(m1,m2)+α6C(m1,m2)
α1 +α2 +α3 +α4 +α5 +α6
(10)
First we consider that every evidence has the same
weight. We choose weight 2, because we will propa-
gate it to the trustworthiness antecedents and evidence
extraction techniques, and if it were lower we would
obtain many decimal places.
We consider that each trustworthiness antecedent
has the same weight to calculate trustworthiness, so
by propagating the weight 2 from trustworthiness to
its antecedents we obtain a weight of 0.5 for each.
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By propagating the weights from antecedents and
evidences we obtain the values α1 = 2, α2 = 0.5, α3 =
2.75 , α4 = 2.5, α5 = 2.25 and α6 = 2 presented in
front of each formula on Figure 1.
As an example, we will propagate the weights to
MM(m1,m2) and A(m1,m2). MM(m1,m2) infers only
mimicry that has weight 2, thus when we propagate
its weight to the formula, that gains weight 2 also.
A(m1,m2) in turn infers delegation with weight 2, and
dependability with weight 0.5, thus by propagating
this weights to the formula it gains weight 2.5. By
doing this to each formula we obtained the α values.
In Figure 1, the numbers in parentheses repre-
sent the weights of each evidence and trustworthi-
ness antecedents, except the ones appearing at the ev-
idence extraction techniques, which are the α values
obtained by propagating the weights from evidences
and trustworthiness antecedents.
As mentioned at the beginning of this sub-
section, each formula is coded in a class imple-
menting the EvidenceAnalyser interface in the
EvidenceAnalyser component. In order to im-
plement these classes, we used the following APIs:
Lucene3 to generate word frequency count for com-
ments, Sentistrength4 to retrieve the polarity for every
comment, AlchemyApi5 to extract comments targets
and Google Maps Geocoding API6 to discover from
which country each user‘s address was.
5.3 How It Works
To start using the framework we need to config-
ure it. This is done by informing a target project
(owner/repository), the evidence extraction tech-
niques to be used and their weights, the size of the
temporal window, the update frequency, and a graph
factory.
Once it starts running, the framework extracts
project data from GitHub. These data are in turn pro-
cessed using the formulas described in the previous
section to extract the trust evidences. The data re-
trieved from GitHub are delivered to each instance of
EvidenceAnalyser interface. This instances will add
partial and final edges to the initial graph of relations.
Combining final edges values through Equation 10 we
estimate trust existence among members. This esti-
mate is provided by means of a trust graph.
With the trust graph in hands, we can, for exam-
ple, use trust values to suggest members to a team that





In addition, as the framework process the latest com-
ments and automatically updates the values of trust, it
enables us to monitor trust among members, so that
the manager can take actions when negative changes
in the teams’ trust are perceived.
6 CONCLUSIONS
The efficiency of a GSD team is directly tied to trust
among team members. The higher the trust is, the
lower project costs are. Trust also increases com-
munication and facilitate cooperation, coordination,
knowledge and information sharing, which improve
the quality of generated products.
Motivated by the importance of trust in these
teams, this work presented an automatic framework
to estimate trust existence among members of a GSD
team. It uses versioning systems, a collaborative tool
used in software development, as data source. To
design the framework, we used trust evidences pre-
sented in the literature that can be extracted from ver-
sioning systems data. One of the main features of the
proposed framework is the use of sentiment analysis
to extract some of these evidences, for example, the
positive tone of the conversations.
The main contribution of this paper is in the map-
ping of trust evidences and elements of trust models
that can be captured using sentiment analysis. We
also contributed with an implemented instance of the
framework that works with GitHub. We expect our
framework to provide a better estimative of trust ex-
istence than general automatic models in the litera-
ture since it uses sentiment analysis and a rich set
of evidences. By employing sentiment analysis, we
have added subjectivity to our estimative, which is
an important characteristic of trust. GSD managers
can benefit from our framework to create teams with
higher trust levels. With our framework it is also pos-
sible to monitor trust level variations, so actions can
be taken by the project manager when trust level de-
creases.
As we do not have a GitHub dataset annotated
with trust information, we considered all weights the
same. In order to better calibrate the weights we are
conducting a survey with experienced people in GSD
to aid us determine the weight of each evidence and
validate the formulas we presented. The results ob-
tained until now, are promising.
As future work we foresee: (i) the addition of
other trust evidences to the framework, (ii) the conclu-
sion and analyzes of the results for our survey, which
may lead to an improvement of the framework and the
conduction of a new survey, and (iii) the monitoring
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of a real project, allowing us to collect trust informa-
tion about team members in order to compare with the
results given by our framework.
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Abstract: The dynamic nature of web data brings forward the need for maintaining data versions as well as identifying 
changes between them. In this paper, we deal with problems regarding understanding evolution, focusing on 
RDF(S) knowledge bases, as RDF is a de-facto standard for representing data on the web. We argue that 
revisiting past snapshots or the differences between them is not enough for understanding how and why data 
evolved. Instead, changes should be treated as first-class-citizens. In our view, this involves supporting 
semantically rich, user-defined changes that we call complex changes, as well as identifying the 
interrelations between them. In this paper, we present our perspective regarding complex changes, propose a 
declarative language for defining complex changes for RDF(S) knowledge bases, and show how this 
language is used to detect complex change instances among dataset versions. 
1 INTRODUCTION 
The increasing amount of information published on 
the web poses new challenges for data management. 
A central issue concerns evolution management. 
Data published on the web frequently change, as 
errors may need to be fixed or new knowledge has to 
be incorporated. Data consumers need to know what 
changed among versions, as well as how and why it 
changed. Thus, the need for maintaining data 
versions and identifying changes becomes evident.  
In this paper we focus on interpreting evolution 
on RDF(S) knowledge-bases, as RDF is the de-facto 
standard for representing data on the web. A typical 
approach for handling changes among dataset 
versions is computing diffs between them, leading to 
a machine-readable representation of changes based 
on triple additions and deletions. This approach does 
not provide any intuition about change semantics or 
possible relations between them. An ideal approach 
would compute human-readable, semantically rich 
changes along with any interrelations between them.  
For example, consider a simplified ontology 
representing a company's employees, as in Figure 1. 
Figure 1(a) depicts the initial version, while Figure 
1(b) the version after the modifications. Note that 
classes are in bold font. Each employee is described 
by her name, salary, position and optionally grade 
and projects assigned. Employees are organised in a 
hierarchical structure, depicting position hierarchy, 
as each one refers to another. In Figure 1(b), 
modified parts are depicted in light grey. Initially, 
employee "theo" is leading a small team of 
programmers, comprising of "mary" and "kate" 
working on project A. Later, he gets an excellent 
appraisal turning his grade from 9 to 10. As a result, 
he gains a salary increase. Also, he gets promoted to 
a manager. The promotion leads to an additional 
salary increase and overall the salary doubles. As the 
business goes well, a new employee has to be hired 
in order to organize the increasing team 
responsibilities. As a result, a new team leader is 
added, "nick", serving as senior employee, guiding 
"mary" and "kate", and reporting to the manager. 
From now on, the projects are assigned to him and 
thus they are moved from "mary" and "kate" to him. 
Computing the diff between these two versions 
totally misses capturing change semantics and 
dependencies. Understanding the intentions behind 
data modifications can be even more complicated for 
large datasets, where changes are numerous and 
dispersed. Instead, Figure 2 depicts an intuitive and 
descriptive representation of how data changed. 
Figure 2(a) depicts the modifications regarding 
"theo", while Figure 2(b) regarding "nick". Each
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Figure 1: Simplified part of an employee ontology. (a) Initial version. (b) Version after modifications. 
node represents a change instance detected between 
the aforementioned dataset versions. Change 
instances on leaf nodes (in grey) are fine-grained 
and model-specific, meaning that they do not 
comprise of other change instances and their 
semantics suit to the RDF data model. Each one 
corresponds to an added or deleted triple, having a 
suitable name and descriptive parameters. They are 
simple change instances. The rest change instances 
(in white) are coarse-grained and application/data-
specific, meaning that they demonstrate structure 
and semantics suitable to the employee example. 
The hierarchical structure indicates that a change 
instance is build on top of others, demonstrating 
relations and dependencies among changes. They are 
complex change instances. 
Consider the change instances Add_Grade and 
Delete_Grade in Figure 2(a). They serve as 
specializations of the model specific Add_Property 
_Instance and Delete_Property_Instance, 
respectively. This holds for all similar change 
instances regarding employee properties. 
Employee_Positive_Appraisal instance contains 
them, modelling the positive evaluation that took 
place. Similarly, Employee_Promotion_Manager 
and Employee_Salary_Increase group change 
instances providing richer semantics on how data 
changed. Employee_Salary_Increase is caused by 
Employee_Positive_Appraisal and 
Employee_Promotion_Manager. Causality is 
modelled on top of these changes through 
Salary_Increase_after_Positive_Appraisal and 
Salary_Increase_after_Promotion_Manager. These 
change instances are overlapping as they share a 
common part, Employee_Salary_Increase, 
modelling that they cause the same effect on data. 
Similar properties are demonstrated on change 
instances of Figure 2(b). Add_Employee instance 
groups all properties related to a newly added 
employee. Add_Senior_Employee instance is a 
specialization of Add_ Employee, where the added 
employee (with id e:Q551181, i.e. "nick") reports to 
a manager (with id e:M227757, i.e. "theo") and 
serves as a leader to other employees (with ids 
e:N338868 and e:P449979, i.e. "mary" and "kate"). 
This is modelled by the position he gets in the 
hierarchy, via Add_Reference instances. Also, 
Add_Senior_Employee instance contains a 
Move_Project_Assignment instance, as project A is 
moved from "mary" and "kate" to "nick", and 
Delete_Reference instances as these employees 
initially had "theo" as a leader. These changes are 
secondary and may happen when adding a senior 
employee. 
In this paper, we argue that for understanding 
data evolution, changes should be treated as first-
class-citizens. In our view, this involves supporting 
human-readable, semantically rich, user-defined 
changes, named complex changes. These changes 
are application/data-specific and coarse-grained, 
defined over primitive and model-specific changes, 
named simple changes. Modelling explicitly 
complex changes provides additional information for 
interpreting past data, while supporting user-defined 
changes allows interpreting evolution in multiple 
ways. On top of this, supporting interrelated 
complex changes, through nesting and overlaps, is 
an additional feature that enriches the complex 
changes' expressivity. A complex change may be 
part of another, may generalize/ specialize another, 
may cause another or may provide supplementary 
interpretation of evolution. Section 3 contains the 
basic concepts of our approach. Given these 
concepts, we provide a declarative language for 
defining complex changes (Section 4). We then 
define a process for detecting complex change 
instances among dataset versions (Section 5). Both 
the language and detection algorithm are influenced 
by our main contribution of supporting interrelated 
complex changes. Section 2 discusses related work 
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Figure 2: Hierarchy of detected simple and complex change instances (in grey and white fill respectively) of the employee 
ontology of Fig. 1. (a) Change instances regarding "theo". (b) Change instances regarding "nick". 
2 RELATED WORK 
A number of works focus on computing the 
differences between knowledge bases. In (Berners-
Lee and Connolly, 2004) an ontology for 
representing differences between RDF graphs, in the 
form of insertions and deletions, is proposed. RDF 
graphs comparison is discussed, as well as updating 
a graph from a set of differences. In (Volkel et al., 
2005) two diff algorithms are proposed: one 
computing a structural diff (as the set-based 
difference of the triples explicitly recorded into the 
two graphs), and one semantic diff (taking into 
consideration the semantically inferred triples). In 
(Franconi et al., 2010), an approach for computing a 
semantic diff is proposed, focusing on propositional 
logic knowledge bases but also being applicable to 
more expressive logics. A number of desired 
properties are discussed, like semantic diff 
uniqueness, the principal of minimal change, the 
ability to undo changes and version reconstruction. 
Similar properties are supported in (Zeginis et al. 
2011), which focuses on computing deltas over 
RDF(S) knowledge bases. In (Noy and Musen, 
2002; Klein, 2004), a fixed point algorithm for 
detecting ontology change is proposed. It employs 
heuristic-based matchers, introducing uncertainty to 
results. 
Other works focus on supporting human-
readable changes. In (Papavasileiou et al., 2013), a 
set of predefined high-level changes for RDF(S) 
knowledge bases and an algorithm for their detection 
are proposed. Changes verify the properties of 
completeness and unambiguity, for guaranteeing that 
every added or deleted triple is consumed by one 
detected high-level change and that detected high-
level changes are not overlapping, respectively. In 
(Roussakis et al., 2015), an extension of 
(Papavasileiou et al., 2013) is proposed, providing a 
more generic change definition framework, based on 
SPARQL queries. In (Plessers, De Troyer and 
Casteleyn, 2007), Change Definition Language is 
proposed for defining and detecting changes over a 
version log using temporal queries. In (Auer and 
Herre, 2007) a framework for supporting evolution 
in RDF knowledge bases is discussed. Changes are 
triple additions and deletions and aggregated triples, 
resulting in a hierarchy of changes. However, neither 
a detection process, nor a specific language of 
changes is defined. In (Klein, 2004), an extension of 
(Noy and Musen, 2002) is proposed for detecting 
some of the proposed basic and composite changes. 
In general, (Klein, 2004), (Papavasileiou et al., 
2013) and (Stojanovic, 2004) provide human 
readable changes in similar categories regarding 
granularity and semantics. 
Our approach focuses on human readable 
changes. A visionary work was presented in (Galani 
ICEIS 2016 - 18th International Conference on Enterprise Information Systems
474
et al., 2015). Similar to (Klein, 2004), 
(Papavasileiou et al., 2013), (Roussakis et al., 2015) 
and (Stojanovic, 2004) we assume primitive 
changes, as simple changes, and groupings of them, 
as complex changes. Instead of providing a 
predefined list of complex changes, we support user-
defined complex changes in order to capture richer 
semantics and multiple interpretations of evolution, 
as (Plessers, De Troyer and Casteleyn, 2007) and 
(Roussakis et al., 2015). Our main contribution is 
supporting interrelated complex changes providing a 
language for defining complex changes over simple 
or other complex changes and an appropriate 
detection algorithm. (Plessers, De Troyer and 
Casteleyn, 2007) and (Roussakis et al., 2015) do not 
support interrelated complex changes. 
3 SIMPLE AND COMPLEX 
CHANGES 
Modelling changes as first class citizens involves 
taking into account granularity and semantics of 
changes. Granularity poses the question of having 
fine-grained or coarse-grained changes. Fine-grained 
changes have the advantage of describing primitive 
changes, while coarse-grained changes provide 
semantics and conciseness by grouping primitive 
changes in logical units. Semantics poses the 
question of having model-specific or 
application/data-specific changes. Model-specific 
changes describe modifications that appear in a 
specific model, constituting a fixed set of generic 
changes. Application/data-specific changes suit 
specific use-cases and may be user-defined, allowing 
multiple interpretations of evolution. 
As a result, we distinguish between simple and 
complex changes. Simple changes constitute a fixed 
set of fine-grained, model-specific changes. 
Complex changes are coarse-grained, user-defined, 
application/data-specific changes providing richer 
semantics on how data changed. Definitions 1 and 2 
formally define simple and complex changes. 
Definition 1: A simple change ݏ is a tuple ሺ݊, ݌ሻ, 
where:  
? ݊ is the name of ݏ, which must be unique. 
? ݌ is the list of descriptive parameters of ݏ, 
where each one has a unique name within ݏ.  
Definition 2: A complex change ܿ is a quadruple 
ሺ݊, ݌, ܦ, ܨሻ, where: 
? ݊ is the name of ܿ, which must be unique and 
different from the simple change names. 
? ݌ is the list of descriptive parameters of ܿ, 
where each one has a unique name within ܿ. 
? ܦ is the set of simple (ܦௌ) and complex 
changes (ܦ஼) that ܿ comprises of, where 
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ܦ = ܦ஼ ∪ ܦௌ, ܦ஼ ∩ ܦௌ = ∅ and ܦ ≠ ∅. 
? ܨ is the set of constraints (ܨ஼) that changes in 
ܦ verify and bindings (ܨ஻) specifying the 
parameters in ݌, where ܨ = ܨ஼ ∪ ܨ஻ and ܨ஼ ∩
ܨ஻ = ∅. Constraints are on changes (ܨ஼௖௔௥) or 
change parameters (ܨ஼௣௔௥), where ܨ஼ = ܨ஼௖௔௥ ∪
ܨ஼௣௔௥ and ܨ஼௖௔௥ ∩ ܨ஼௣௔௥ = ∅.  
For simple changes we rely on (Papavasileiou et 
al., 2013). Appendix summarizes the simple changes 
considered. They verify completeness and 
unambiguity properties, constituting a first layer of 
human-readable changes. Simple changes are 
additions, deletions and terminological changes 
(rename, split, merge) of RDF(S) entities (classes, 
properties, individuals). As stated, simple changes 
are fine-grained, i.e. they cannot be decomposed in 
more granular changes. This holds for additions/ 
deletions, but not for terminological changes, as they 
can be expressed as additions/ deletions plus extra 
conditions. For example, a class rename can be 
considered as an add class plus a delete class, which 
have the same "neighbourhood" (properties, 
connections to classes). However, we prefer them as 
simple changes in order to distinguish at simple 
change level real additions/deletions from virtual 
ones representing terminological changes. Thus, 
simple changes' set is not minimal.  
A complex change is defined in terms of simple 
or other complex changes verifying constraints. 
Constraints specialize its meaning and are divided 
into those defined on changes and those on change 
parameters. Bindings specify complex change 
parameter values. Section 4 includes more details. 
The ultimate goal of supporting simple and 
complex changes is detecting actual instances 
between dataset versions. Detection process leads 
into instantiating change parameters with values, 
indicating that specific data elements have been 
affected by a change in a specific manner. 
Definitions 3 and 4 define simple and complex 
change instances. Figure 2 presents simple and 
complex change instance examples. 
Definition 3: A simple change instance of a 
simple change ሺ݊, ݌ሻ, is a tuple ሺ݊, ݒሻ where ݒ is an 
instantiation of the parameters ݌. 
Definition 4: A complex change instance of a 
complex change ሺ݊, ݌, ܦ, ܨሻ, is a tuple ሺ݊, ݒሻ where 
ݒ is an instantiation of the parameters ݌. 
For simple change detection we rely on 
(Papavasileiou et al., 2013). For complex changes 
we provide an algorithm in Section 5. Definition 5 
defines when a complex change instance is detected. 
Definitions 6 and 7 define possible relations among 
change instances, as interrelations between changes 
are reflected on them. 
Definition 5: Let ܿ = ሺ݊, ݌, ܦ, ܨሻ be a complex 
change and ௕ܸ and ௔ܸ two dataset versions. A 
complex change instance ܿ௜ = ሺ݊, ݒሻ is detected if 
for all changes in ܦ instances are detected between 
௕ܸ and ௔ܸ, forming ܦ௜, such that constraints in ܨ஼ are 
verified on ܦ௜, ௕ܸ and ௔ܸ, bindings in ܨ஻ applied on 
ܦ௜ form ݒ and ܦ௜ is maximal. 
We say that the set of change instances ܦ௜ 
corresponding to ܿ௜ verifies the complex change ܿ. 
Definition 6: Let ܿ௜ be an instance of complex 
change ܿ and ܦ௜ the corresponding set of change 
instances verifying ܿ. ܿ௜ contains the change 
instances in ܦ௜.  
Definition 7: Let ܿ௜ and ܿ௜ᇱ be two complex 
change instances, where ܿ௜ does not contain ܿ௜ᇱ and 
vice versa. They are overlapping if they both contain 
at least one common simple or complex change 
instance. 
Containment is transitive. Complex change 
instances may form a hierarchy due to containment 
and overlaps, as in Figure 2. 
4 A LANGUAGE FOR DEFINING 
COMPLEX CHANGES 
We believe that an intuitive, user-friendly language 
based on change semantics should be provided for 
defining complex changes. Complex change 
definitions are then used for detecting respective 
instances. In this section, we propose a declarative 
language for defining complex changes. We provide 
its syntax by means of EBNF specification (Table 1) 
and some illustrative examples (Table 2) concerning 
the employee ontology in Figure 1. 
A complex change definition is composed by a 
heading and a body. The heading contains a unique 
name and a list of descriptive parameters. The body 
contains a list of changes that the complex change 
comprises of, constraints on the changes appearing 
in the list and their parameters, and parameter 
bindings declaring how complex change parameters 
are evaluated. Constraints and bindings are optional. 
A complex change definition is nested if complex 
changes appear in its change list. Thus, complex 
changes are defined as interrelated. Constraints are 
divided into cardinality, testing value, relational, 
pre/post-conditions and functions. 
Cardinality constraint determines whether zero, 
one or multiple instances of a specific change are to 
be grouped into a complex change. In case of one or 
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multiple change instances, the change is defined as 
mandatory. In case of zero instances the change is 
defined as optional, and if no instance is detected, 
the respective complex change can be still detected. 
Thus, complex changes are flexible and tolerant in 
partially performed modifications of minor 
significance. Posing a cardinality constraint is 
optional. If it is not defined, the default case is one 
change instance for the respective change. The 
following notations hold: at least one change 
instance "+", zero or one "?", zero or more "*". 
Parameter bindings determine how complex 
change parameters are evaluated. In general, a 
complex change parameter equals a parameter of a 
change in its change list. However, recall that due to 
cardinality constraints multiple change instances of a 
specific change type may be grouped. In such case, a 
complex change parameter equals the union of the 
parameter values for all the change instances of a 
specific type grouped. As a result, complex change 
parameters are distinguished into those that evaluate 
into type set and those that evaluate into scalar 
values. In order to distinguish the parameter types, 
parameters evaluating into scalar values start with a 
lowercase letter, while those evaluating into sets 
with an uppercase letter. Parameter bindings are 
optional, in case they can be inferred by repeating 
each parameter into the contained changes and 
respective constraints. 
Testing value constraints, relational constraints, 
pre/post-conditions and functions are constraints 
defined on change parameters. Testing value 
constraints limit a parameter value against a given 
constant, while relational constraints involve two 
change parameters defining how changes are 
connected. For these constraints binary operators are 
supported. Pre/post-conditions define how 
parameters are related in the version before (Vb) or 
after (Va) the change, stating whether a triple must 
or must not exist in the version before or after. If a 
triple may be inferred in a version, this is denoted by 
the flag "inferred". Constraints may also be in the 
form of predefined functions of return type boolean. 
For example consider common functions on strings, 
like contains, which checks whether a string 
contains another given string. Constraints may form 
composite conditions, when combined in boolean 
expressions using logical and, or, not. 
As complex changes are used in nested 
definitions and complex change parameters may 
evaluate into set or scalar values, we support binary 
operators between sets and between sets and scalar 
values. Also, in order to write conditions on set 
elements we use quantified expressions, which may 
Table 1: The EBNF specification of the complex change definition language. 
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Table 2: Complex change definitions regarding the employee ontology of Figure 1. 
be in the form ሼ∀, ∃, ∄ሽ	ݔ	 ∈ ܺ: ݂ሺݔሻ or ሼ∀, ∃, ∄ሽ	ݔ	 ∈
ܺ:	ሼ∀, ∃, ∄ሽ	ݕ	 ∈ 	ܻ: ݂ሺݔ, ݕሻ, where ݂ሺݔሻ and ݂ሺݔ, ݕሻ 
are constraints on parameters evaluating into scalar 
values. 
Table 2 contains complex change definitions 
regarding the changes of the employee ontology in 
Figure 1 discussed in introduction. Add_Grade 
models the case where a new grade property with 
value g is assigned to employee x. The changes it 
comprises of are declared in the "change list", while 
constraints in the "filter list". Add_Grade is a 
specialization of simple change Add_Property_ 
Instance, where the property equals to "e:grade". 
This is a testing value constraint over parameter 
prop. Notice that no binding is defined explicitly, as 
they are inferred by repeating complex change 
parameters as parameters of the changes in change 
list. Besides Add_Property_Instance no cardinality 
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constraint is defined, meaning that cardinality one is 
inferred. Similar complex change definitions for all 
employees' properties can be given, but are omitted 
due to space limitations. Employee_ 
Positive_Appraisal models the case when an 
employee x gets a new grade, ng, greater than the 
old one, og. It comprises of Add_Grade, so that the 
new grade is assigned to the employee, and Delete 
_Grade, so that the old grade is removed, both 
referring to the same employee x. A relational filter 
compares the new and the old grade. 
Empployee_Salary_Increase is similarly defined. 
Employee_Promotion_Manager models the case 
when an employee x becomes a manager. Add_ 
Position assigns the new position to x and Delete_ 
Position deletes the old one. A testing value 
constraint specifies the new position as e:Manager. 
The complex change Salary_Increase_after_ 
Positive_Appraisal comprises of Employee_Salary 
_Increase and Employee_Positive_Appraisal, 
modelling the case when a salary increase of 
employee x is caused after receiving positive 
appraisal. Thus, complex changes are grouped due to 
a causality relation. A similar concept holds for 
Salary_Increase_after_Promotion_Manager. These 
changes both base on Employee_Salary_Increase, as 
they try to explain why this increase has been 
caused. Thus, respective instances may overlap, if 
they both refer to the same employee, like "theo" in 
Figure 1 and 2. Due to nested definitions the 
respective instances lead to a hierarchical structure. 
Move_Project_Assignment models the case 
where a project val, initially assigned to a set of 
employees S, is later assigned to another employee 
c. It comprises of Add_Project, as the project is 
assigned to c, and Delete_Project, as the project is 
deleted from another employee s. Both changes refer 
to the same project, as val is repeated in both. 
Besides Delete_Project "+" is noted. This is a 
cardinality constraint defining that there might be 
multiple deletions. The project may be initially 
assigned to multiple employees and then deleted 
from many of them. In such case, all these 
Delete_Project instances will be grouped into the 
respective complex change instance (through 
detection process). Now, consider that similarly the 
project can be moved to multiple employees too. 
This would cause multiple Add_Project instances. 
But, on Add_Project it is assumed cardinality one. 
Therefore, only one instance will be grouped in 
every complex change instance and multiple 
complex change instances will be detected, one for 
each Add_Project instance. As a result, supporting 
cardinality is important in order to define how 
change instances are grouped. We choose to follow 
cardinality as in Table 2 in order to construct 
groupings per project and per employee it has been 
moved to. Due to cardinality constraint, parameter S 
holds all employee' ids that the project has been 
removed from, as defined in the binding list. 
Add_Employee models the case where a new 
employee is added with a number of descriptive 
properties. x is of type e:Employee, as defined in the 
testing value constraint. Property grade is optionally 
added, as defined by "?" besides Add_ Grade. 
Add_Project is optional too, but if it is added there 
might be many instances ("*"). Add_ 
Senior_Employee is a specialization of Add_ 
Employee and thus it is defined on top of it. It 
models the case when a newly added employee 
refers to a manager and leads other employees. This 
is described by e:refersTo property, through 
Add_Reference changes. The fact that the added 
employee refers to a manager is defined by the 
second post-condition. Also, it is likely that projects 
are moved to the added employee from the 
employees he leads. This is demonstrated by 
Move_Project_Assignment and the first post-
condition. A quantified expression is used in order to 
write the post-condition on the elements of set S. 
5 COMPLEX CHANGE 
DETECTION 
Complex change detection is the process of 
identifying complex change instances. It requires as 
input a set of simple change instances detected 
between two dataset versions ( ௜ܵ), the actual dataset 
versions (before ௕ܸ and after ௔ܸ) and the complex 
change definitions that will be evaluated for 
detecting respective instances (ܥ). We focus on how 
nested complex change definitions are handled and 
how constraints are evaluated. In order to implement 
the language, we translate it into an already 
implemented language. As this approach concerns 
RDF data, we choose to rely on SPARQL, which 
provides similar capabilities to our language. The 
presented Algorithm involves two steps: the first 
step handles nested definitions, the second produces 
complex change instances.  
As for the first step, suppose a complex change ܿ 
whose definition is based on a set of complex 
changes (ܦ஼ ≠ ∅). The detection of ܿ instances 
depends on detecting the instances of each complex 
change in ܦ஼ and therefore follows their detection. 
Note that mutually dependent complex changes are 
not supported. In general, complex change 
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definitions constitute a directed acyclic graph, where 
nodes represent changes and edges dependencies 
between them. An edge departing from a complex 
change ܿ arrives at changes in ܦ஼ according to its 
definition. Thus, detection follows a post-order 
depth-first scheme on the induced dependency graph 
by complex change definitions. This is stated in line 
2 of proposed Algorithm. postOrderDfs function call 
runs over the set of complex changes ܥ identifying 
the dependencies among changes, returning a queue 
ܳ of all changes in ܥ, where the order of elements 
defines the order in which they have to be detected. 
As for the second step, for each complex change 
ܿ in ܳ, instances are computed (lines 3-10). The 
main idea is that our language is translated into 
SPARQL queries. Accordingly, simple and complex 
change instances and dataset versions are encoded as 
RDF data, so that constructed SPARQL queries are 
applied on them. Therefore, for each complex 
change an appropriate SPARQL query is created 
through createQuery function call (line 5). For this, 
changes in ܦሺܿሻ, constraints on their parameters and 
bindings are employed. Bindings indicate how to 
select complex change parameter values. Cardinality 
is taken into account to identify whether a change is 
optional. This query is executed on the detected 
change instances and dataset versions (line 6) in 
order to select change instances that verify the 
defined constraints. The query results are further 
elaborated, through createInstances function call 
(line 7), so that selected changes are grouped based 
on cardinality. Computed instances are added into 
the set of instances to be reported ܫ (line 8, 
initialized in line 1), and are combined with simple 
change instances in order to be available for 
detecting depending complex change instances (line 
9). Finally, the algorithm returns the set of detected 
complex change instances ܫ (line 11). 
Regarding query generation, testing value and 
relational constraints map to SPARQL filter 
expressions or nested queries with aggregation (in 
case they involve parameters evaluating into sets), 
while pre/post-conditions map to filter exists/not 
exists expressions over appropriate graphs holding 
the version before or after the change. Quantified 
expressions are also mapped to appropriate nested 
queries. Cardinality "?" and "*" map to optional 
declaration, indicating that respective changes may 
not be present. Bindings guide how query variables 
in select clause, representing complex change 
parameters, match query variables in where clause. 
Algorithm: Complex Change Detection  
Input: A set of complex changes ܥ, a dataset 
version before ௕ܸ and after ௔ܸ, a set of 
simple change instances ௜ܵ 
Output: A set of complex changes instances ܫ 
of ܥ 
1  ܫ ← ሼ	ሽ ; 
2  queue ܳ ← ݌݋ݏݐܱݎ݀݁ݎܦ݂ݏሺܥሻ ; //complex 
changes are sorted following dependencies 
3  while !ܳ. ݅ݏܧ݉݌ݐݕሺ	ሻ do  
4   ܿ ← ܳ. ݀݁ݍݑ݁ݑ݁ሺ	ሻ ; 
5   ݍݑ݁ݎݕ ← ܿݎ݁ܽݐ݁ܳݑ݁ݎݕ൫ܦሺܿሻ, ܨሺܿሻ൯ ; 
6   ݎ݁ݏݑ݈ݐܵ݁ݐ ← ݁ݔ݁ܿሺݍݑ݁ݎݕ, ௜ܵ , ௕ܸ , ௔ܸሻ ; 
7   ܫ௖ ← ܿݎ݁ܽݐ݁ܫ݊ݏݐܽ݊ܿ݁ݏ൫ݎ݁ݏݑ݈ݐܵ݁ݐ, ܨ஼௖௔௥ሺܿሻ൯ ; 
8   ܫ ← ܫ ∪ ܫ௖ ; //report instances 
9   ௜ܵ ← ௜ܵ ∪ ܫ௖ ; // instances are available 
for detecting depending changes 
10 end while 
11 return  ; 
Regarding instance generation, the query results 
have to be iterated so that they are grouped 
appropriately given cardinality constraints for 
constructing complex change instances. 
For example consider the following query, which 
corresponds to Add_Senior_Employee defined in 
Table 2. In the select clause we consider query 
variables corresponding to contained changes' 
identifiers (?c1, ?c2, ?c3, ?c4 and ?c5) and the 
values which will be assigned to the complex change 
instance parameters (?sx, ?m and ?x). In the where 
clause we consider the changes defined in change 
list and the constraints defined in filter list. For 
Delete_Reference and Move_Project _Assignment 
we use optional parts, due to "*" cardinality 
constraint. For post-conditions we use appropriate 
SPARQL filter expressions evaluating over the 
graph holding Va. The first post-condition refers to 
Move_Project_Assignment and thus it is placed into 
the respective optional part. Also, it involves 
quantification, which is implemented through a 
nested query. The query results should be iterated 
for creating instances. Notice that Add_Employee 
and the first Add_Reference have cardinality equal 
to one. Thus, all rows having the same value in the 
respective query variables (?c1, ?c2) will form one 
complex change instance. 
SELECT ?c1 ?sx ?c2 ?m ?c3 ?x ?c4 ?c5 
WHERE { ?c1 rdf:type ch:Add_Employee; 
ch:aep1 ?sx. 
?c2 rdf:type ch:Add_Reference; ch:ar1 
?sx; ch:ar2 ?m. 
FILTER EXISTS {GRAPH <http://employeeVa> 
{?m e:position e:Manager.}} 
?c3 rdf:type ch:Add_Reference; ch:ar1 ?x; 
ch:ar2 ?sx. 
OPTIONAL {?c4 rdf:type ch:Delete_ 
Reference; ch:dr1 ?x; ch:dr2 ?psx.} 
OPTIONAL {?c5 rdf:type ch:Move_Project_ 
Assignment; ch:mpap1 ?s; ch:mpap2 ?sx; 
ch:mpap3 ?v.{SELECT ?c5 WHERE{?c5 rdf:type 
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ch:Move_Project_Assignment; ch:mpap1 ?s; 
ch:mpap2 ?sx. FILTER NOT EXISTS {GRAPH 
<http://employeeVa> {?s e:refersTo 
?sx.}}}GROUP BY ?c5 HAVING(count(?s)=0)}}} 
6 CONCLUSIONS 
In this paper we argued that treating changes as first 
class citizens is a central issue in evolution 
management. This involves modelling, defining and 
detecting complex changes. Thus semantically rich 
changes and their interrelations are supported for 
interpreting evolution in multiple ways. We 
proposed our perception regarding complex changes, 
a declarative language for defining them on RDF(S) 
knowledge bases and a process for detecting 
complex change instances. Future work is directed 
in evaluating our approach in terms of language 
expressiveness and detection efficiency. 
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APPENDIX 
Simple Changes on RDF(S) Knowledge Bases. 
Add_Type_Class(a): Add object a of type rdfs:class. 
Delete_Type_Class(a): Delete object a of type rdfs: class. 
Rename_Class(a): Rename class a to b. Merge_Classes(A, 
b): Merge classes contained in A into b. Merge_Classes_ 
Into_Existing(A,b): Merge classes in A into b, b∈A. Split_ 
Class(a,B): Split class a into classes contained in B. Split_ 
Class_Into_Existing(a,B): Split class a into classes in B, 
a∈B. Add_Type_Property(a): Add object a of type 
rdf:property. Delete_Type_Property(a): Delete object a of 
type rdf:property. Rename_Property(a,b): Rename property 
a to b. Merge_Properties(A,b): Merge properties contained 
in A into b. Merge_Properties_Into_Existing(A, b): Merge 
A into b, b∈A. Split_Property(a,B): Split property a into 
properties contained in B. Split_Property_ 
Into_Existing(a,B): Split a into properties in B, a∈B. Add_ 
Type_Individual(a): Add object a of type rdfs:resource. 
Delete_Type_Individual(a): Delete object a of type rdfs: 
resource. Merge_Individuals(A,b): Merge individuals 
contained in A into b. Merge_Individuals_Into_Existing 
(A,b): Merge A into b, b∈A. Split_Individual(a,B): Split 
individual a into individuals in B. Split_Individual_Into_ 
Existing(a,B): Split a into individuals in B, a∈B. Add_ 
Superclass(a,b): Parent b of class a is added. Delete_ 
Superclass(a,b): Parent b of class a is deleted. Add_ 
Superproperty(a,b): Parent b of property a is added. 
Delete_Superproperty(a,b): Parent b of property a is 
deleted. Add_Type_To_Individual(a,b): Type b of 
individual a is added. Delete_Type_From_Individual(a,b): 
Type b of individual a is deleted. Add_Property_Instance 
(a1,a2,b): Add property instance of property b. Delete_ 
Property_Instance(a1,a2,b): Delete instance of property b. 
Add_Domain(a,b): Domain b of property a is added. 
Delete_Domain(a,b): Domain b of property a is deleted. 
Add_Range(a,b): Range b of property a is added. Delete_ 
Range(a,b): Range b of property a is deleted. Add_ 
Comment(a,b): Comment b of object a is added. Delete_ 
Comment(a,b): Comment b of object a is deleted. Change_ 
Comment(u,a,b): Change comment of resource u from a to b. 
Add_Label(a,b): Label b of object a is added. Delete_ 
Label(a,b): Label b of object a is deleted. Change_ 
Label(u,a,b): Change label of resource u from a to b. 
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Abstract: Software crowdsourcing has been regarded as a new paradigm for the provision of crowd-labor in software 
development tasks. Companies around the world adopt this paradigm to identify collective solutions to solve 
problems, ways to accelerate time-to-market, increase the quality and reduce the software cost. Although 
this paradigm is a trend in the software engineering area, several challenges are behind software 
crowdsourcing. In this study, we explore how the software crowdsourcing has been developed in the 
Brazilian IT industry. We have conducted 20 interviews with Brazilians practitioners in order to identify the 
main challenges for software crowdsourcing in Brazil. Additionally, we identified and discussed enablers 
and blockers’ factors, practice implications and directions for future research in the area. Our paper aims to 
provide an overview of the software crowdsourcing in Brazil and motivation for researchers to better 
understand challenges faced by the Brazilian IT industry. 
1 INTRODUCTION 
Crowdsourcing (CS) is defined as the act of an 
organization to make its work available to an 
undefined, potentially large networked of people – a 
crowd - using an open call for participation (Howe, 
2008). This concept has been adopted to disseminate 
corporate tasks that were traditionally performed by 
small groups of people.  
CS has been adopted for several purposes such as 
innovative design (Howe, 2008), information peer 
production, knowledge and culture dissemination 
data analysis (Brabham, 2008), and software 
development (Lakhani et al., 2010; Wu et al., 2013). 
CS in software development means to engage a 
global pool of online workers that can be tapped on-
demand to provide software solutions or services 
(Lakhani et al., 2010; Stol and Fitzgerald, 2014). 
Many computational platforms were created to 
handle the technical aspects of CS tasks, including 
broadcasting of tasks, task assignment, and 
submission and analysis of results (e.g. TopCoder, 
Crowdtest and WeDoLogos).  
In Brazil, software CS is in the early stages. We 
have observed the lack of processes, models, and 
practices to support the Brazilian community. This is 
problematic because the adoption of CS in software 
development activities can help to increase Brazilian 
companies’ competitiveness in the global software 
development market.  
Our paper presents findings from a study 
conducted in the Brazilian IT industry. This study 
aimed to understand how software CS has been 
adopted in the Brazilian IT industry and the main 
challenges faced during its adoption. Additionally, 
we identified and discussed enablers and blocking 
factors for the software CS in Brazil, practice 
implications and directions for future research in the 
area.  
Our study offers the following main 
contributions: 
? A Set of Challenges Concerning the 
Adoption of Software CS by the Brazilian IT 
Industry: since Brazil is in the early stages of 
adoption of software CS, we explore the particular 
challenges associated with it practice in Brazil. 
? The Theoretical Foundation for Further 
Research in the Area and Developing of Solutions 
for the Brazilian Community: to identify and 
understand which aspects are related to the adoption, 
or not, of software CS in the Brazilian IT industry is 
the first step towards integrating and facilitating the 
CS model in other organizations. 
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2 SOFTWARE 
CROWDSOURCING  
CS is a hybrid model regarding to intrinsic and 
extrinsic motivation (Mao et al., 2013). Motivation 
can be driven by financial rewards, which are 
extrinsic factors. On the other hand, crowd 
participants are also interested in reputation that can 
be earned through knowledge is shared – intrinsic 
intentions (Olson and Rosacker, 2013).  
Despite this outward similarity, characteristics of 
service providers and suppliers are different in the 
two models. While with traditional outsourcing an 
entity subcontracts a handful of professional third-
party companies, CS model turns to scale via an 
undefined, open, and heterogeneous online “crowd” 
to source in these needs (Saxton et al., 2013). 
A significant distinction between software 
development strategies is the duplication of work. In 
CS, activities are performed in parallel, distributed 
in many chunks instead of single projects. The main 
differences among Innersourcing, Outsourcing, 
software CS, and Open Source Software (OSS) are 
presented in Table 1. The payment characteristics of 
software development strategies also are different. In 
software CS payments are based on reward per tasks 
(Âgerfalk et al., 2015). In OSS, knowledge is for 
sharing, with the focus on the development of better 
software and little if any attention given to 
profitability. Software CS is an application of the 
OSS principles to other industries. However, it 
receives an open and unidentified group that 
competes to solve a problem (Olson and Rosacker, 
2013). 
For each CS area three main elements are 
adopted as shown in Figure 1. The first component 
is the CS platform, which acts as the intermediates 
between the two other components and consolidates 
the tasks outcomes. The second component is the 
Crowd, which is globally dispersed. The third 
component is the Requesters. They are the 
companies or the individuals whom demands the 
work (tasks) (Prikladnicki et al., 2014). 
 
Figure 1: Basic crowdsourcing model. 
Many authors argue that CS promotes creativity 
and problem solving (Kittur et al., 2013). However, 
software CS has many issues and unique features. 
Some of them still need for support (Wu et al, 2013): 
complex and heterogeneous tasks, interdependent 
tasks, several types of expertise, and activities of 
collective control. 
These issues in software CS include quality, cost, 
diversity of solutions, delivery speed and, 
competitive scenarios. Furthermore, studies discuss 
many challenges and opportunities for better 
understand, evaluate and support the CS influence 
the software industry (Huhns et al., 2013). 
2.1 The Brazilian IT Industry 
Brazil is one of the largest economies in the world. 
Brazil has unique characteristics. Population of 200 
million people; large and expanding domestic 
market; single language; sophisticated financial 
market; industry and business knowledge; qualified 
human resources; infrastructure; governmental 
support; favorable economic, political, and legal 
environment (Prikladnicki and Carmel, 2014). Thus, 
Brazil plays an important role in the global 
economy.  
We decide to investigate software CS in the 
Brazilian IT industry because Brazil has the biggest 
and most diversified science, technology and 
innovation system of Latin America. According to 
Forbes magazine (2014), Brazil’s economy 
outweighs that of all other South American 
countries, and Brazil is expanding its presence in 
world markets. We expect having emerging and 
large economies like Brazil taking place in the 
software CS market with more platforms,  requesters 
Table 1: Software Development Strategies. 
 Innersourcing Outsourcing CS OSS 
Concept Traditional business model 
Traditional global 
business model Web business model Online Community 
Nature of workforce Specific group Specific group Open and undefined group Open group 
Incentives Extrinsic  Extrinsic Extrinsic/Intrinsic Intrinsic 
Intellectual Propriety Enterprise Enterprise Winning solutions CS enterprise Members’ license 
Payment On payroll Contract Pay per tasks  Often unpaid  
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and large crowds.  
The Brazilian IT industry does not take a risk 
before something (technology, model or process) is 
been widely known in other international markets. 
The Brazilian market has a more pre-cultural attitude 
in order to preserve conditions, principles, and 
existing processes. This market keeps a traditional 
way to carry out business. Few companies engage in 
innovative projects and pilot projects with a degree 
of uncertainty (Prikladnicki et al., 2014). 
3 RELATED WORK 
Whereas CS has been discussed in a wide variable 
domain, still have a small number of studies 
discussing software CS initiatives in different 
countries.  
The adoption of CS platforms in South Africa is 
discussed by Chuene and Mtsweni (2015). This 
study was performed in order to understand how it is 
used and by whom. The authors report the 
embracing of CS initiatives has been slow, 
especially amongst public organizations, due to 
various reasons, such as lack of awareness. Some 
local CS platforms such as “Txteagle” launched in 
Kenya and Rwanda enables citizens to earn few 
dollars by completing micro-tasks on their mobile 
phones. A South African platform presented is 
focused on crowd-funding, social, and government 
crowdsourcing aspects. This study reveals a lack of 
information pertaining to the status and number of 
users benefiting from the adopted and/or deployed 
platforms. 
In a recent study performed by To and Lai 
(2015), the authors discuss the latest developments 
in crowdsourcing in China. They describe CS 
scenarios in terms of concerns and opportunities. 
China offers CS advantages, it because includes the 
online population’s size people’s and their 
willingness to participate of the CS activities. Other 
opportunity was the Zhubajie’s CS Chinese 
platform, where it services aren’t closed off to 
English speakers. Chinese freelancers also 
participate in other markets. CS barriers reported in 
this study are the language between client and CS 
partners. Another concern was the censorship and 
government control, and intellectual property rights. 
China and India are successful in attracting 
global outsourcing industry (Perera and Perera, 
2014). China has a large educated workforce, high 
quality infrastructure, government keenness, etc. 
While India has lower labor cost, familiarity with 
western business practices, positive time zone 
difference, Indian owned global delivery centers and 
strong private-public partnership. In China, 
crowdsourcing platforms such as Zhubajie 
(zhubajie.com), TaskCN (taskcn.com) and K68 
(k68.com) have attracted a lot of innovative talent 
and solution seekers, which greatly enhance business 
operations (Shao et al., 2012). 
4 RESEARCH METHODOLOGY  
An initial ad hoc literature review was carried out 
with the purpose of sharing the basic CS concepts 
with the research team and identifying the 
challenges to be addressed. Semi-structured 
interviews were conducted iteratively with 
Brazilians practitioners from different Brazilian 
companies. Our goal here is better understand how 
the software crowdsourcing has been adopted in the 
Brazilian IT industry. The interviews focused on 
both industry and academic perspective. Each 
interview lasted between 30 and 60 minutes.  
We created an interview protocol with open-
ended questions focusing on the discussions of both 
perspectives: industry - organizational motivations 
for leveraging the crowd, specific tasks to be 
completed and perceived impacts on the 
organization; and academic – sharing characteristics 
with related research areas like software testing, 
collaborative software engineering, distributed 
software development and distributed collaborative 
programming. 
4.1 Participants 
We conducted a total of 20 interviews, in which the 
majority of interviewees were males (18) and the 
others females (2). Thirteen participants were from 
the first group (industry) and 7 participants were 
from the second group (academic). These 
participants are mainly from the south of Brazil. 
Participants have 3 years of working experience in 
average.  
The industry participants are classified under 
three different CS perspectives: buyer, platform, and 
crowd. We interviewed participants from two 
pioneer Brazilian CS platforms – Crowdtest and 
WeDoLogos. These companies are the two largest 
crowd testers and crowd designers in Latin America.  
We interviewed academic participants during 
The Brazilian Conference on Software: Theory and 
Practice (CBSoft 2014). The CBSoft is one of the 
largest events held by the Brazilian Computer 
Society, with the goal of promoting and encouraging  
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Table 2: Participants’ information. 
Participant # Job Title Type of experience (Academic or Industry or Both) Element 
P1..P6 Tester Industry and Academic Crowd 
P7, P8 Developer Industry and Both Crowd 
P9..P11 Assistant Professor (System analyst) Academic Crowd 
P12 Developer Both Requester 
P13 Manager  (IT Consultant) Industry Requester 
P14 IT Manager (Host Service Company) Industry Requester 
P15 IT Manager (E-Commerce Company) Industry Requester 
P16 Manager (IT Company) Industry Requester 
P17 Manager  (Media Company) Industry Requester 
P18 CEO (Innovation Consultant) Industry Requester 
P19 CEO (WeDoLogos) Industry Platform 
P20 CEO (Crowdtest.me) Industry Platform 
 
the exchange of experiences between the scientific, 
academic and professional communities in Software 
Engineering (SE). The participants’ details are 
presented in Table 2. The last column called Element 
presents the three basic elements of the CS model, in 
which each participant was classified (see Figure 1). 
4.2 Procedure 
We conducted the interviews face-to-face, by voice 
or video conference call, and by email. Some 
conversations were not audio recorded because of 
companies’ confidentiality issues. The interviewees 
were asked to report their experiences in software 
CS under six aspects: (1) CS initiative, (2) CS 
platforms, (3) CS tasks and projects, (4) CS 
payment, (5) business impact, and (6) the future. We 
present the interview questionnaire in Table 3. 




Do you know CS? 
Tell us about your CS experience? 
Are you doing micro-tasking specifically? 
Or are you doing macro task projects? 
CS 
Platforms 
Which Platforms (middlemen) have been 
used? 





What have you done to achieve and inspect 
for quality? What has worked best? 
How do you manage day-to-day tasks? 
CS 
Payment 
Is the enterprise encouraging / discouraging 
the use of paid CS? 
Business 
impact 
By what measure was it successful? What 
has made this challenge a success? 
How did you measure success? 
Future 
What are your plans for CS? 
What is the Brazilian CS scenario for the 
next three years? 
4.3 Data Analysis 
Our data analysis was guided by techniques 
associated with less procedural versions of the 
grounded theory (GT). Specifically, we applied the 
techniques of coding and constant comparison as 
recommended by Corbin and Strauss (2008). These 
techniques helped us to elicit emergent themes in the 
Brazilian IT industry, to identify concepts in the 
collected data and to link these concepts to higher-
level categories. 
5 FINDINGS 
Our findings show that both academic and industry 
participants have different experiences using CS for 
micro and complex tasks. They have adopted CS for 
software and other domains. They have performed 
tasks such as, testing service and image recognition.  
We also identified collaborative tools adopted by 
Brazilians to improve software development. These 
tools are based on crowd knowledge such as GitHub 
and Stackoverflow. 
Table 4: CS research in Brazil.  
Research Area Crowdsourcing Topics 
Experimental SE 
Software Engineering  
Barriers to contribute to the 
open sourcing process 
Software testing  Crowd testing model of the enterprise 
Collaborative Software 
Engineering 
Collaborative tools – CS 
Platform  
Crowd knowledge 
Software Ecosystems  
Platform 
Distributed software 





and sharing knowledge  
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Researchers are investigating Crowd testing in 
two contexts – distributed and traditional testing 
software. We observed from these findings research 
opportunities in other software ecosystems that share 
the same characteristics with other research areas. 
Table 4 presents the research areas and topics in 
software CS.  
5.1 CS Elements Perspective 
Our findings show that Brazil has a few CS buyer’s 
initiatives and platforms. On the other hand, 
Brazilian active members’ are emerging both on 
national and international CS platforms.  
We describe our findings based on three 
perspectives: Crowd, Requesters, and Platform. 
These results can be categorized in enablers and 
blockers’ factors. Table 5 shows these factors.   
Table 5: Enablers and Blockers’ factors in Software CS. 
Elements Enablers Blockers 
Crowd 
Extra money Poor feedback 
Shared 
knowledge Few collaboration 
Curiosity Scarce context project information 
Free time Unavailability of documentation 
Requesters 
Scalability Specific business knowledge 
Save money and 
time 
Low quality of 
services 
Creativity Maturity of suppliers (crowd) 





Fast delivery Data confidentiality 
Reduced cost Very specific business rules 
Diverse types of 
testing 
Laws and taxes 
involved 
An enabler factor means a characteristic that 
promotes or motivates the CS practice. On the other 
hand, a blocker factor means a characteristic that 
inhibits or limits the CS practice.  
As enablers, there is the collective intelligence of 
the software engineering industry with more 
diversity, creativity and knowledge sharing. 
Scalability, cost reduction and time-to-market are 
also important enablers for platforms and requesters.  
As blockers, the requesters pointed out the low 
quality of services, the difficulty in identifying a 
specific process to distribute tasks to the crowd and 
the maturity and adoption of CS in Brazil. 
5.2 Challenges 
We identified challenges related to three areas: 
Tasks, Processes and People. Each area can describe 
one or more challenges.  
? Tasks – Lack of Quality 
Challenges related to tasks area includes the lack the 
quality of platforms and micro-tasks. The platform 
should provide clear information and support 
documentation to the crowd, appropriate structure 
for the submission of solutions, and feedback to 
submitted tasks. 
Micro-tasks refer to the personal demand created 
by requesters. The configuration of the micro-task 
request is performed through CS parameters such as 
specific subject, constraints, quality issues, monetary 
reward, and target worker. Participants reported the 
unavailability of documentation on tasks 
requirements, specific business rules and scarce 
context about the tasks. In some projects, 
participants report the need for more information to 
complete and deliver distributed tasks. They also 
need to achieve the requesters’ expectations. Stol 
and Fitzgerald (2014) also describe the task quality 
assurance challenge under the requester perspective. 
Testers describe the lack of information on 
reported bugs. A tester participant, who has worked 
on the Crowdtest Brazilian platform, describes how 
errors are reported. 
“Everyone reports errors in the same place and 
the tool does not return with the reason why the 
reported error was not considered as an error to the 
platform (client), and we were no guarantee" 
(Participant 5). 
On the other hand, the requester describes the 
quality of crowd deliveries. In his opinion, the lack 
of qualified works is the main problem.  
"Sometimes there is a lack of professionalism in 
this environment. Most of the time filters are not 
performed by the platforms to allocate the profile of 
qualified members” (Participant 14). 
A buyer, who has bought services on 
WeDoLogos platform since 2010, says that in this 
field there are few professionals with specific skills. 
For him, the majority of workers are not skilled. 
Although the quality of the service is considered 
good for him, he receives few proposals to perform 
the work (approximately 10 proposals per project). 
On the other hand, another participant describe a 
project in which he received more than 200 
proposals. However, the quality of the delivery by 
the crowd was very low. Only 10% of solutions 
received from the crowd could be take. For some 
projects,   he   has   considered   to    return    to    the 
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traditional model of hiring service to meet his needs.  
"I believe that for small businesses the 
crowdsourcing model can work. The quality of 
service is low and any delivery is part of the crowd" 
(Participant 12). 
? Processes – Lack of CS Processes  
Since the crowd and requesters from Brazil have 
little experience in software CS, we observed 
challenges related to the immature adoption of CS 
processes. Users are not familiar themselves with the 
CS processes. 
Participants from the buyer’s group report the 
importance of having a process to support the 
adoption of CS initiatives. Participants emphasize 
limitations to adopt CS models in business. These 
limitations are related to CS management processes 
in terms of collectively coordination, 
communication and collaboration.  
“Brazil is a very conservative country and it 
needs to prepare people to work with 
crowdsourcing. It is necessary to have a strong 
process behind the platform and people to support 
business” (Participant 13). 
“Crowdsourcing is difficult in our company 
because it is necessary to have a visibility of tasks 
(progress activities, for instance “to do”, “doing” 
and “done”). We have a strong work process 
orientated on quality and productivity. 
Crowdsourcing could be a new direction to the 
future but it requires a maturity level and another 
mindset” (Participant 16). 
A participant reports the use of CS model for 
open innovation domain in Brazil. This project 
started in 2006. Recently, this project has a 
partnership with a CS innovation platform called 
Innocentive. The requester describes how the CS 
processes work in this project.  
“I believe in the crowdsourcing model for my 
business and my clients. The process created by 
them has been used with good results for the clients. 
The success in crowdsourcing projects depends on 
some factors, such as number of projects, 
participant engagement, ideas proposed by 
participants, deployment of solutions, number of 
participants, and concept of phases to 
crowdsourcing projects (dependent on the 
complexity and investment by client)” (Participant 
18). 
The participant also describes tools to support 
the process. These tools are only adopted as an 
interface between customers and network (crowd). 
For him. It is more important to focus on how the 
project design is planned and executed by the 
workers.  
? People – Cultural Barriers 
Brazil has particular laws and legislation. The 
country is very concern on labor law and 
bureaucratic issues. 
Brazil is a conservative country in terms of 
distributed software development. Usually, Brazil 
receives a lot of outsourcing demands but it is not 
used to outsource. The most of the time, Brazil is 
much more a supplier than a consumer.  
The country is a special case in terms of software 
development. Brazilians companies and labor 
participate in global CS marketplaces, but it also 
“plays in their own sandbox”. It may happen 
because of language issues. Portuguese is the official 
language in Brazil and the majority of the population 
do not speaks another language.  
Another fact is that Brazilians prefer to have a 
permanent job besides to be to have freelancer job. 
In addition, participants report do not trust in having 
a virtual contract of work. They are very 
conservative people. 
One of our findings shows a contradiction 
between the collaborative culture of Brazil and the 
competitive environment in the economy. Brazil still 
trying to introduce a new model of work.  
“Companies control logic and create an 
antagonism in relation to digital networks. 
Companies have difficulty in changing their business 
to work in a complex world. Companies want the 
control of their idea” (Participant 8). 
Brazilians companies do not understand the 
distributed workforce within a collaborative system. 
They have concerns about intellectual property and 
business rules. According to the participant 18, CS is 
much more talked about than consumed in Brazil. 
6 DISCUSSION 
CS is an emerging topic in software industry. It 
provides a new approach for companies involve their 
workers with innovation activities. However, despite 
the positive effects, many challenges are identified 
for CS practice. The Brazilian IT industry has 
specific challenges that make this country different 
from others. 
We found that the main challenges faced by 
Brazilians practitioners are concentrate in three areas 
Tasks, Processes, and People. We also found eleven 
enablers and blockers factors for the CS practice in 
Brazil. 
Tasks are difficult to manage in CS 
environments. Requesters expect to receive a task 
with certain level of quality. However, in some cases 
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the delivery do not attend the expectations of the 
requester. According to (Li et al., 2013), one of the 
most problems in CS is quality control to ensure the 
quality of results. The factors of quality for CS tasks 
are the number of participants, tasks assignment to 
workers according to their individual expertise, and 
the reward amount. The inappropriate worker-task 
matching may harm the quality of the software 
deliverables (Mao et al., 2015). 
On the other hand, workers report the lack of 
information that can result in a task delivered with 
low quality. When workers understand what 
information is need for the task specification, it will 
be possible to provide solutions to problems that 
meet customers’ needs. However, to Wu et al. 
(2013) the vendor selection has a direct correlation 
with the quality of an outcome. Workers are 
attracted by an open call format rather than being 
selected. It encourage the non-skilled workers to 
participate. The list of countries with higher level of 
active members shows Brazil on 14º ranking 
position between 50 countries. Country rankings are 
based on an aggregation of the TopCoder members 
within a particular country that have competed 
within the last 180 days 
(https://community.topcoder.com/).  
The lack of processes definition is another 
challenge faced by the Brazilian IT industry. To take 
advantage the power of software CS, it is important 
to define the proprieties, elements, responsibilities 
and interaction flows of software CS as a new 
software development process (Kittur et al., 2013). 
While other countries like United States adopt and 
invest in crowdsourced development processes, 
Brazil adopts a timid posture regards to it. Brazil has 
only two CS platforms to support software activities. 
We believe that online markets for software CS 
tasks such as software project development 
activities, still have not received attention from 
companies and workers. Currently, Brazilian 
platforms do not meet the requesters’ expectations. 
According to our findings, Brazilian platforms 
support only few types of activities. 
Portuguese is the official language in Brazil. 
English is the global language of business. The 
majority of Brazilians speak only Portuguese. Thus, 
the Brazilian community face difficulties to use 
international CS platforms due to the language.  
The intellectual propriety in software CS is a 
world polemic question. In Brazil, this question is 
amplified because the Brazilian laws and legislation 
have characteristics of trade protectionism. 
In literature, few authors explore region-specific 
practices in CS software project. Europe and United 
States are well populated with CS participants, but 
that still does not say much about potential 
differences in acceptance of CS across the globe. 
In our study, some cultural aspects in CS are 
presented. Brazilians are highly creative in their own 
way, but the country is still underdeveloped in terms 
of software CS. Cross-cultural differences in the 
adoption of CS and open approaches to business are 
still under-explored.  
CS is a business concept that focus on the use of 
intelligence, collectivity and volunteer knowledge to 
solve problems, improve or develop new products, 
technologies and services (Brabham, 2008). 
Nevertheless, CS still not clearly understood by 
many companies that can take advantage of this 
concept. Brazilians are highly creative in their own 
way, but the country is still underdeveloped in terms 
of software CS. Cross-cultural differences in the 
adoption of CS and open approaches to business are 
still under-explored. 
Under the Brazilian perspective, there are many 
issues regards to CS elements’ (requester, platform 
and crowd). To Carmel and Eisenberg (2006), 
Brazilian national software builds pride inside the 
Brazilian software community to develop software 
under conditions of hardship. For these authors, 
Brazilian software companies do not believe in its 
capacity to create and offer job for other workers 
and other markets.  
Every country is unique and has its own specific 
challenges when it comes to change the way of 
work, like implementing software CS. This study 
gives a starting point on region-specific practices in 
crowdsourced software development. 
6.1 Limitations of this Study 
We are aware of the limitations of this study, since 
our study does not seek to establish any causal 
relationships, we do not discuss threats to internal 
validity. 
The qualitative analysis of the interviews was 
performed by the authors together, which limited the 
effects of possible researcher bias in the analysis. 
We also adopted grounded theory to analyze 
collected data using descriptive statistics and 
techniques (Corbin and Strauss, 2008). 
We interviewed Brazilians practitioners with 
different experience levels. The imbalance 
experience could have influenced positively or 
negatively in our findings. Unfortunately, the 
identified findings are not exhaustive. They only 
represent those that have been experienced and 
observed  by  our  participants.  We   have   carefully 
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selected the participants in this study.  
7 CONCLUSIONS AND FUTURE 
WORK 
In this study, we investigate how the software CS has 
been developed in the Brazilian IT industry. We 
found that Brazil is very conservative and moderate in 
terms of adoption of software CS in IT scenario. 
Brazil has a few requesters’ demand, both in national 
and international CS platforms. Also, we found few 
CS platforms to support the Brazilian market. 
Although Brazil is an important software market 
and one of the most important emerging economies, 
we are not surprised with our findings. Brazil has a 
weak participation in software CS initiatives. 
Our results show that the main challenges in 
software CS in Brazil are related to Tasks, 
Processes, and People. We believe that for the 
software CS to work effectively, it is important to 
better understand the issues related to the three CS 
elements (Crowd, Requesters, Platform). Given this 
perspective, the research we present here is of value 
to both to academic and industrial communities. We 
also believe that these findings are particularly 
important from the Brazilian perspective; however, 
they also help add to the body of evidence in the 
field of software engineering. 
In spite of the challenges, we believe that CS will 
get new labor markets in future. Markets that are 
disrupted, like the Brazilian software market, shall 
see changes in the types of tasks that are currently 
being performed. Also, software development 
though CS may it will help to alleviate the Brazilian 
cultural limitations mentioned in this study. 
More empirical research is needed on how to 
develop software CS in Brazil. We plan to follow 
our case organizations to see how they minimize the 
identified challenges, collecting more detailed data 
about their software practices, as well as by 
additional interviews. 
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Abstract: The mobile application development market has been dramatically growing in the last few years as the com-
plexity of its applications and speed of software development process. These changes in the mobile develop-
ment market require a rethinking on the way the software development should be performed by teams. In order
to better understand how agile practices support mobile application development, we applied a questionnaire
to 20 undergraduate students. These students have been training in an iOS development course combined
with agile practices. Our study aims to identify challenges and to report the students experience on the adop-
tion of agile practices to develop mobile applications. Our findings reveal that agile practices help mobile
software development mainly in terms of project management and control and development speed. However,
aspects of user interface and user experience, different development platforms, and users expectations still
point challenges in developing mobile applications.
1 INTRODUCTION
Mobile application development is a new trend in the
software industry. It also plays an important role in
the economic development of a country as well as in
teaching and learning (Zhang, 2015). The combina-
tion of devices such as cameras, sensors, touch and
GPS with mobile platforms increase the possibilities
for developing new mobile applications (apps). Ad-
ditionally, devices have become more complex and
mission critical (Lewis et al., 2013) due to the sud-
den wave of mobile device use.
According to Wasserman (Wasserman, 2010),
mobile devices have been adopted in different ways
for desktop or laptop computers. Mobile applications
development can be similar to software engineering
for other embedded applications. However, mobile
applications development present some additional re-
quirements that are less commonly found if compared
to traditional software applications. The relevance
of mobile software products has reached a point in
which its devices have become one of the most pop-
ular platforms for the distribution and use of user-
oriented software (Corral, 2012). The development
speed in mobile software development has become a
key factor due to developers’ possibility of submitting
applications (apps) directly to the market. Thus, it is
necessary to identify agile practices to implement mo-
bile applications as well as to provide a good learning
experience.
In this paper, we investigate challenges in mobile
application development and the students’ experience
on the adoption of agile practices for developing mo-
bile applications. In order to achieve this goal, we
applied a questionnaire to 20 undergraduate students
who have been attending an iOS development course.
This course adopted agile practices to develop differ-
ent types of mobile applications. Our results describe
the participants’ perception on the use of agile prac-
tices, challenges, and perceived benefits. The main
contribution of this paper is to provide a further dis-
cussion about the adoption of agile practices for mo-
bile application development.
The remainder of this paper is organized as fol-
lows: Section 2 introduces a brief background
about mobile application development while Sec-
tion 3 presents a background on agile software de-
velopment. In Section 4, we describe the research
methodology adopted in this study and, in Section 5,
we present the results. Section 6 discusses our re-
sults. Finally, we draw our conclusion an future work
in Section 7.
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2 MOBILE APPLICATION
DEVELOPMENT
Since 2008, Apple and Google have opened their ap-
plication store for iOS and Android platforms, a point
where mobile apps started quickly evolve. Mobile ap-
plication development is a process in which applica-
tions are developed for small handheld devices, being
either pre-installed on devices during manufacture or
downloaded from application stores or other software
distribution platforms (Flora and Chande, 2013). Fol-
lowing the evolution of mobile application develop-
ment, the traditional software development life cycle
is no longer the only approach because long project
planning phases and long development cycles can re-
sult on outdated mobile applications.
There are different programming environments
available for the major mobile platforms (Wasserman,
2010), for Windows Phone there is Microsoft’s Visual
Studio environment, for Android platform there are
Android development tools plug-in for Eclipse, and
Apple iOS Dev Center has the Xcode package. Ac-
cording to Xanthopoulos and Xinogalos (Xanthopou-
los and Xinogalos, 2013) with the currently increas-
ing number of mobile platforms, developing mobile
applications has become difficult for companies, as
they need to develop the same applications for each
target platform. The typical process for developing
native applications is the most appropriate way of de-
ploying mobile apps but it has one major disadvan-
tage: it is not possible to reuse the source code for
another platform; the same app must be redeveloped
from the beginning.
Mobile web applications are mainly based on
technologies such as HTML and JavaScript and do
not require installation or device upgrades, enabling
information processing functions to be initiated re-
motely on Web server (Huy and vanThanh, 2012).
Some of the web applications drawbacks are: lim-
ited access to the underlying device as hardware and
data and the extra time needed to render the web con-
tent (Xanthopoulos and Xinogalos, 2013). Hybrid de-
velopment is another approach to develop a mobile
application which tries to combine the advantages of
web and native apps where applications are primar-
ily built using HTML5 and JavaScript, and a deep
knowledge of the target platform is not required (Xan-
thopoulos and Xinogalos, 2013). According to Al-
ston (Alston, 2012), many mobile applications that
are developed are considered to be alternative appli-
cations. These applications are developed for a spe-
cific platform and it have access to the hardware of a
device through the use of Application Programming
Interfaces (APIs).
The adoption of a suitable software development
methodology is very important in mobile software en-
gineering, since software applications are changing
and evolving all the time based on immediate user
requirements (Kaleel and Harishankar, 2013). Au-
thors describe Scrum practices as the best suit require-
ments of android software development and applied
them in designing a mobile software development
methodology where they were able to successfully
develop a secure backup application using important
features from Scrum methodology such as adaptabil-
ity to evolving requirements, technically strong devel-
opment teams and effective communication through
daily meetings (Kaleel and Harishankar, 2013).
3 AGILE DEVELOPMENT
Agile development or adaptive development are
aimed to rapidly adapt to the changing reality. An
agile method emphasizes communication and collab-
oration in an iterative process (Smite et al., 2010).
The adoption of agile development makes soft-
ware processes more flexible, helps in continue learn-
ing and incremental delivery, quickly and easily
adapting to requirements and technologies changes.
Moreover, agile development focuses more on the
human aspects of software engineering than the
processes, human interaction over tools and pro-
cesses (Flora and Chande, 2013). Authors also per-
formed a review and analysis on mobile application
development process using agile methodologies. Ac-
cording to authors agile development has fit for mo-
bile application development. In this context, there
are studies which recommended that agile practices
are a good choice and assures different phases of
software development life cycle to solve the mobile
application development issues (Flora and Chande,
2013), they evaluated the following mobile develop-
ment process: Mobile D, RaPiD 7, Hybrid Methodol-
ogy Design, MASAM and SLeSS where they found
that work related to mobile software confirms agile
practices to be a natural fit for the development of
mobile applications and an appropriate agile method
could be selected for a given project and can be tai-
lored to a specific requirement based upon project’s
complexity and team size.
Agile development is recommended to small-to-
medium-sized projects, software development orga-
nizations are increasingly recognizing the need for
agility.
In literature, Extreme Programming (XP) and
Scrum are the most common agile methods for mobile
application development. According to Paasivaara et
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al. (Paasivaara et al., 2008) these methods can be eas-
ily customized by software companies. We describe
these agile methods and others in the following sub-
sections.
3.1 Extreme Programming
Extreme Programming (XP) is a discipline of soft-
ware development which emphasizes productivity,
flexibility, informality, teamwork, and the limited use
of technology outside of programming, working in
short cycles and every cycle starts by choosing a sub-
set of requirements from a larger set (Macias et al.,
2003).
According to Moore and Flannery (Moore and
Flannery, 2007), XP implements a groupware style
development where feedback is obtained by daily test-
ing the software where developers deliver the sys-
tem to the customers as early as possible, allow-
ing a rapid response for requirements and technolo-
gies changes. Beck (Beck, 2000) present XP as a
light-weight methodology for small-to-medium-sized
teams developing software in the face of vague or
rapidly-changing requirements.
3.2 Scrum
Scrum is an iterative and incremental agile software
development approach. It offers a framework and
set of practices that keep everything visible, allowing
practitioners to know exactly what is going on and to
make adjustments in order to have the project moving
towards desired goals. The adoption of Scrum prac-
tices is the main factor to successfully develop soft-
ware projects (Scharff and Verma, 2010).
The scrum workflow is a sequence of iterations
called sprints which have a duration between one and
four weeks each. The team has the work foundation
as part of a product backlog which is a list of require-
ments and priorities.
Each sprint has daily meetings where each team
member answers what he/she has been done on the
previous day, what is going to be done in the current
day and if there is any roadblock to move forward on
development activities. At the end of each sprint there
is a product demo called Sprint Review and after that
it is handled a lessons learned session called Sprint
Retrospective (Reichlmayr, 2011).
4 RESEARCH METHODOLOGY
We applied a questionnaire to a group of 20 stu-
dents from the iOS development training course. This
course is provide for a large software company in or-
der to train undergraduate students on mobile applica-
tion development for iOS. The course takes 4 months
duration.
In this study, we selected 20 from 87 students,
who were attending the course. We adopted a random
selection to obtain a pool of participants.
During the course, each student has his/her own
equipment to use as part of the class meetings and
projects and worked in teams from two to five in-
dividuals. The course curriculum includes the fol-
lowing subjects: Object-Oriented Programming, User
Interface (UI) components, Model View Controller,
Data sources, Navigation, Animations and Frame-
works. The course also covered an introduction to
Scrum framework. After taking theoretical lessons,
all students work for four months to develop real mo-
bile applications using agile practices to support it.
The participants are on average at the 5th semester
and majority of participants who answered the ques-
tionnaire are from an IT related field: 30% from
Computer Science, 35% from Information Systems,
10% from Computer Engineering, 10% from Systems
Analysis and 15% from Other courses.
Another profile information from the overall 87
students attending the training is that 35% of the
students already had previous software development
courses using Java and C#. In this context, 68%
had up to 3 years of experience in development, 18%
had between 3 and 5 years of experience, and 14%
had more than 5 years software development experi-
ence. Only 10% of the students had a previous contact
with mobile application development. Most of pre-
vious students experience were from other courses,
as well as from the industry. In the software devel-
opment methodology analysis, 65% did not have any
previous contact with software development method-
ologies, 20% had previous contact with some prac-
tices of agile development, and 15% had contact with
traditional software development approach. Table 1
present the participants information.
The course is facilitated by 6 instructors with ex-
perience in iOS development, academic and project
management background. Four of them, have more
than five years of experience as software developers.
The course combines elements of Challenge-Based
Learning (CBL) and Scrum in order to help the stu-
dents to develop their apps (Santos et al., 2015).
At the end of the training course, we applied
a questionnaire with eight research questions. Six
questions to collect the background information of
the participants (Name, Age, Undergraduate course,
Semester, Previous working/study experience in agile
practices, Previous working/study experience in mo-
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Table 1: Participants information.
Participant Age Course Semester
A 24 Computer Science 8
B 23 Information Systems 6
C 21 Computer Engineering 5
D 22 Information Systems 7
E 27 Information Systems 5
F 21 Information Systems 4
G 24 Computer Science 3
H 22 Information Systems 5
I 19 Information Systems 4
J 21 Computer Engineering 5
L 34 Systems Analysis 3
M 19 Information Systems 5
N 20 Computer Science 4
O 20 Computer Science 3
P 26 Computer Science 4
Q 20 Business 5
R 24 Systems Analysis 3
S 21 Engineering 9
T 22 Systems Analysis 7
U 24 Computer Science 5
bile development). The other two questions related
to the adoption of agile practices to develop mobile
applications. The following questions are presented:
• Q1: What are the challenges in mobile applica-
tion development?
• Q2: What is your opinion about the adoption of
agile practices for mobile application develop-
ment?
5 RESULTS
The following subsections outlines the results related
to the research questions related to the adoption of
agile practices to develop mobile applications. We
adopted the content analysis as a qualitative research
technique to identify the challenges and perceived
benefits on the adoption of agile methods for devel-
oping mobile applications.
5.1 Challenges in Mobile Application
Development
In mobile application development, apart from adopt
agile or a traditional approach, developers face many
challenges. Based on our data collection, we identi-
fied five main challenges related to the adoption of ag-
ile practices in mobile application development. Ta-
ble 2 shows these challenges.
• Define UI/UX (User Interface/User Experience
Design): UX was cited as one of the factors that
differ developing mobile applications for tradi-
tional applications. This is point as a challenge
Table 2: Challenges for mobile application development.
Challenges Frequency
Define UI/UX 50%
Different users’ expectations 30%
Different development platforms 20%
Continuous update 10%
Devices and applications performance 10%
because of the diversity of devices, sensors and
features that may be are utilized using a mobile
device. UI has also been cited as one of the fac-
tors that differ developing mobile applications for
traditional applications. It due to the diversity of
devices and different sizes and development plat-
forms that can be used to develop applications.
Participants explain this challenge.
I think the main difference is about UI, not
for the huge amount of different screen sizes,
but the way applications are used on a desk-
top computer was always using a keyboard
and mouse as input. We have a keyboard
when using mobile devices, but instead of the
mouse we have touch screen, that has nu-
merous other representations to click, not to
mention the use of all other sensors avail-
able, which makes creating the interface to
integrate harmoniously challenging. (Partic-
ipant B)
In my opinion, it’s different because you need
to think much more in the user experience.
Usually the applications are for a general
audience, then you should pay attention to
all aspects (accessibility, design). (Partici-
pant E)
• Different Users’ Expectations: the diversity of
users and their expectations is identified as a chal-
lenge in mobile application development. First,
a single application may have millions of users,
according to the sense that a lot of users also cor-
responds to a large diversity of users, with differ-
ent expectations, demands and devices. Another
point raised it is also the question of the speed in
which mobile solutions need to be released.
I think the main difference to develop mo-
bile (applications) over other platforms is
the proximity to the user. It is common for
a mobile application to be used by millions
of people, while a desktop system is differ-
ent. In my point of view, mobile applica-
tions can help change the lives of people in a
more direct and fast way, compared to some
other systems. The biggest challenge is to
promote solutions that really make a differ-
ence in people’s lives. (Participant J)
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• Different Development Platforms: differences
between hardware and software platforms have
also been identified as one of the differences and
challenges in developing applications for mobile
devices. It due to the fact that the amount of ap-
plication program interfaces (APIs) in each of the
development platforms, as well as different fea-
tures and differences in hardware.
The great diversity of types and capabilities
of these devices also creates a challenge for
developers, because they need to develop the
system in such a way that it is able to run sat-
isfactorily in a wide range of devices. (Par-
ticipant K)
• Continuous Update: the constant updating of
technologies is also cited as one of the main chal-
lenges due to frequent updating of development
platforms, as well as the frequent launch of de-
vices with different sizes and features. A partici-
pant describe it.
As challenges, I believe the fact that you have
to keep up to date because the mobile devel-
opment is always emerging innovations, new
frameworks, new languages. (Participant C)
• Devices and Application Performance: another
issue reported by the participants is performance
on data access. It happens because of hardware
limitations. We can also observe this aspect as
an important aspect on the mobile development
based on the following answers from the partici-
pants.
It’s different, because we have to think of
something practical that fits in a relatively
small screen and that is attractive. I think
the biggest challenge is to be always up-
dated and seek the best performance for the
application, or it will become obsolete very
quickly. (Participant B)
5.2 Perceived Benefits of Agile Practices
for Developing Mobile Applications
Agile development as well mobile application devel-
opment are research areas with many important as-
pects to be investigated. Despite of its challenges,
we also identified a set of eight benefits of the adop-
tion agile practices for developing mobile applica-
tions. Table 3 list the benefits.
• Improves the Management and Control: ag-
ile process address the inherent problems of tradi-
tional development using product demand and de-
livery, and also control of ongoing projects. Thus,
Table 3: Perceived benefits of agile development for devel-
oping mobile applications.
Benefits Frequency
Improves the management and control 45%
Improves development speed 25%
Continuous improvement 15%
Promotes a life-cycle delivery 15%




agile processes implement control through fre-
quent inspection and adaptation and support the
project management.
I believe it is extremely important, it enables
better organization and control of tasks as
better ways to follow the team. (Participant
H)
• Improves Development Speed: agile practices
helps to attain development velocity. It specially
because agile practices focus on short develop-
ment cycles. Agile development teams tasked to
deliver high-value features quickly.
Agile practices positively influence the mo-
bile development, because they are usually
solutions that require immediate and rapid
development. With many interactions agile
is fundamental because with this the team is
able to design and prototype a product with
more speed, unlike other methodologies. For
example, Waterfall approach validates the
implementation only at the end of the cycle.
(Participant C)
• Continuous Improvement: agile principles,
practices, and methods support continuous im-
provement. Through constant iterations, iterative
planning and review, agile development brings the
expected results.
The use of agile practices helps to make ap-
plication development safety because it is
possible to identify and eliminate failures or
unwanted behaviors quickly and accurately.
(Participant M)
• Promotes a Life-cycle Delivery: one of the great
advantages of agile software development is the
wealth of practices, techniques, and strategies that
promote a delivery life-cycle. Agile teams will
adopt a life-cycle that is the most appropriate for
their situation. The delivery life-cycle is goal-
driven.
I believe that the use of agile methods help
one mobile team to organize and deliver. Es-
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pecially if the project is very long. This re-
quires collecting metrics during the itera-
tions. (Participant C)
• Support Multiple Interactions: the product life-
cycle goes from the initial idea for the product,
through delivery, to operations and support and
often has many iterations of the delivery life-
cycle. Multiple iterations promote fast develop-
ment cycles and incremental improvement of ap-
plications. Furthermore, multiple iterations allow
teams not only to plan at the iteration level but
also to conduct long term release planning (Smite
et al., 2010).
I believe it is fundamental for development,
mainly by constant reviews that facilitate
troubleshooting and redefinition of the scope
of the project (if needed). The various exist-
ing iterations on agile methods are extremely
important for the application’s success. Ag-
ile methods facilitate and assist mobile de-
velopment. (Participant E)
• Improves Communication: agile development
in general use a set of values, principles and prac-
tices to guide teams in being as agile as possi-
ble. It includes the adoption of models to support
communication and understanding. Their adop-
tion facilitates communication between the group
and make team members more critical.
It improves the communication and team-
work among team members providing a re-
alistic view about project progress. (Partici-
pant R)
• Improves Performance: agile practices can help
to improve the project performance in mobile de-
velopment environments. It because agile prac-
tices provide a major performance of developers.
Agile teams provide an agile plan with progress
updated every day.
I think that helps a lot in performance im-
provement. Perhaps even more than other
areas of development. It fits very well with
mobile development. (Participant A)
• Allows Transparency: it was also raised as a
point of clarity and objectivity generated by the
use of agile development. Software projects only
succeed with effective planning, visibility, and co-
ordination. Agile practices promote a disciplined
project management.
My experience with agile development was
great, in my opinion it is essential to use
this methodology because it makes the devel-
opment process more objective and clearer.
(Participant B)
An important aspect to be observed in the use of
agile practices. Thus, Figure 1 presents agile prac-
tices used by the participants to develop mobile appli-
cations during the course.
Figure 1: Agile practices used by participants in this study.
The majority of the participants adopt daily scrum
meeting practice, because it helps them to keep track
of project activities and communication. The second
practice more adopted by the participants is Kanban
(a system for visualising work do be done, in progress
or completed). By the adoption of Kanban partici-
pants can see the progress of each activity, what still
need to be done, what is in progress and what is com-
pleted. Iterative planning was also reported by par-
ticipant. This practice help to organize the develop-
ment and deliverables on different interactions and
continues improvement. Small releases is also used
by participants in order to organize different deliv-
erables in accordance to the iterative planning. Pair
programming was also reported as very useful spe-
cially when participants need to learn something new
or need to work on something critical. Burndown,
continuous integration and refactoring were reported
by less than 20% of participants. Automated builds
and TDD (Test Driven Development) were reported
by less than 10% of participants.
6 DISCUSSION
Developing mobile applications can be hard due to
many reasons. In this study, we found five main chal-
lenges. These challenges are faced for both beginners
practitioners as well as more experienced developers.
We also identified eight benefits of the adoption of
agile practices for mobile application development.
The majority of the answers given by interviewees
(50%) reported UI/UX as challenge for mobile ap-
plication development. According to Dalmasso et al.
(Dalmasso et al., 2013), most of the developers would
like to release apps for major mobile platforms (iOS,
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Android) and provide a consistent UI and UX across
the platforms. However, developing an app for sepa-
rate mobile platforms require in-depth knowledge of
their SDKs (Software Development Kit). The devel-
oper can control all aspects of the user experience, but
a mobile application must share common elements of
the user interface with other applications and must
adhere to externally developed user interface guide-
lines (Wasserman, 2010). The diversity of mobile
platforms, as well as the variety of SDKs and other
tools contributes to increase this challenge.
Different users’ expectations and different devel-
opment platforms are reported in 30% and 20% of the
answers, respectively. This result shows that the main
elements of mobile applications, user and technology,
can pose challenges in mobile development. As well
as, it poses challenges in teaching and learning mobile
software development. We believe that this challenge
will increase over the years. It can happen due to the
increase number of new users and technologies. A
single mobile application can reach millions of users
with different devices, age groups, and supported by
different platforms.
Continuous update and devices applications per-
formance are reported in 10% of the answers given by
interviewees. These challenges have a lower percent-
age when compared to define UI/UX challenge. How-
ever, these challenges are not less important, and in
fact mobile applications are becoming more complex
and users require high-quality mobile apps (Wasser-
man, 2010).
We also identified the benefits of the adoption of
agile practices for mobile application development.
The greatest benefit according to our findings is to im-
prove the management and control. It makes sense,
since agile approaches are focused project manage-
ment (Scharff and Verma, 2010). At the same
time, agile practices help to increase the development
speed. It is very important in the mobile market since
new applications are available every day in the Apps
store.
The benefits of agile practices adoption described
in this study are not necessarily restricted to the spe-
cific type of software development and it can also be
extended to other software application domains. On
the other hand, we identified challenges in mobile ap-
plication development domain. A further investiga-
tion should be conducted in order to explore the rela-
tionship between challenges and achieved benefits.
An unexpected benefit from the adoption of agile
practices was presented in terms of students engage-
ment and motivation. We did not report this benefit
in Section 5.2. However, it is important to highlight
its contribution for teaching and learning mobile ap-
plication development.
Our study is helpful in uncovering the underlying
challenges and their implications on existing practice.
First, challenges identified enable further research on
more detailed activities important to consider while
implementing an agile project for mobile application
domain. Second, the benefits reported here have been
mentioned by the interviewees and identified during
the coding process alongside the challenges. Sim-
ilarly to the challenges, some benefits can be more
perceived than others.
6.1 Limitations of this Study
Our study was conducted with a limited number of
respondents and from the same iOS development
course. In addition, our results are drawn the view-
point of students (development teams). It is also im-
portant to notice that part of project participants were
attending a training course without previous expe-
rience with other approaches or software practices.
These features highlight the fact that participants may
become comfortable with it, and accepted the envi-
ronment challenges and its limitations.
However, our results demonstrated that on using
agile practices as part of a mobile application de-
velopment environment are similar to previous liter-
ature studies. Our results have also shown that short
development cycles and small releases are important
features on mobile application development environ-
ments. We have found indicatives in our study that ag-
ile practices are the best approaches for mobile soft-
ware development environments.
7 FINAL REMARKS
This study explores the adoption of agile practices for
mobile application development. In other words, we
investigate challenges and the students’ experience on
the adoption of agile practices. We identified five
main challenges in mobile application development
and eight benefits of agile practices for developing
mobile applications.
Our results show that the main challenge to de-
velop mobile applications is to define UI and UX
followed by achieve different users’ expectations.
Regarding to the benefits, we found improvements
on management and control as well as development
speed. All teams finished their application projects
(apps) delivering more than five different applications
covering areas such as games, public transportation,
services and productivity. Their apps presented a high
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quality and used advanced resources such as data per-
sistence, web services, etc.
Results from our study can be used to support
developers, project managers, decision makers, and
practitioners in order to choose the software devel-
opment methodology to develop a mobile application
project.
For future work, we will use the findings of this
study to design an approach for teaching and learning
mobile application development. The adoption of ag-
ile practices for mobile application development will
be further investigate in order to propose new prac-
tices and processes to support software development.
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Abstract: It has been argued that strategic alliances offer opportunities for using purposive inflows and outflows of 
knowledge to accelerate cooperative innovation. In this introductory article, we seek to identify the means by 
which knowledge fusion helps create new knowledge and technological innovations. By analyzing the 
previous researches in terms of fusion and collaboration, we summarize the approaches of knowledge fusion 
based on IT application. Meanwhile, we also give effectiveness mechanisms and brief agenda for research in 
this important area. This study offers deep theoretical and managerial insights for firms and other institutions 
to manage knowledge fusion in strategic alliances. 
1 INTRODUCTION 
A growing trend in today’s innovation environment is 
intensification of co-competition. In order to compete 
in a global market, more and more distributed 
organizations bound to work in alliances to gather and 
share knowledge by using information technology. 
Currently enterprises often establish strategic 
alliances such as patent pools, industry-university 
collaborative innovation alliances, and industrial 
technology innovation alliances to cocreate value that 
involves the sharing of knowledge and expertise for 
developing new or better products (Dyer and Hatch, 
2006; Grover and Kohli, 2012). As noted by Grant 
(1996), knowledge is the preeminent resource of the 
firm and organizational capability involves 
integration of distributed knowledge bases. To 
maximize the benefits of knowledge integration 
emanated in multiple organizations environment, the 
issue of knowledge fusion and innovation gained 
through collaboration is important (Meijer, 2000; 
Rundquist, 2014).  
Knowledge fusion is defined as recognition and 
combination of knowledge that are located and 
extracted from multiple, distributed, heterogeneous 
sources to generate new products, services, processes, 
capabilities or competencies (Preece et al., 2001; 
Heffner and Sharif, 2008). Most contemporary 
organizations are pursuing competitive advantage 
from the management information systems. 
Advanced information technologies (e.g., the 
Internet, Word Wide Web, distributed information 
systems, data mining and searching, simulation and 
modelling) can enhance the ability to recognize, 
assimilate, and exploit external knowledge (Alavi and 
Leidner, 2001; Dittrich and Duysters, 2007). 
However, most research on knowledge fusion are 
focusing on IT level (e.g., the ontology, fusion 
framework, fusion algorithm, multi-agent systems), 
while this is not enough for knowledge fusion, with 
many problems remaining to be solved from the 
knowledge management perspective. 
There is a growing stream of literature 
investigating inter-organizations knowledge 
management in innovation alliances (Christoffersen, 
2013; Vasudeva et al., 2013; Li et al., 2014), in which 
collaborators and competitors integrate in the pursuit 
of the codevelopment of technological innovations 
(Han et al., 2012). Knowledge fusion has been studied 
as a conversion procedure in knowledge integration 
with a focus on IT tools to support knowledge 
availability, sharing, and assimilation. In this paper 
we take one step toward addressing the gap between 
engineering science and knowledge science in prior 
research. We seek answers to the following set of 
questions for knowledge fusion management: What 
conditions facilitate knowledge fusion in innovation 
alliances? What management mechanisms are the 
most effective in enabling knowledge fusion? 
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 2 CONTEMPORARY RESEARCH 
THEMES 
The knowledge-based view (KBV) suggest that 
superior profitability is likely to be associated with 
resource and capability-based advantages which are 
likely to drive from superior access to and integration 
of specialized knowledge (Grant, 1996). In order to 
support the knowledge integration, much of the 
research into the management issues concerning the 
role of information technologies has been focusing on 
the knowledge management system (KMS) (Černe et 
al., 2013; Sutanto and Jiang, 2013; Wang et al., 2014). 
Contemporary environment with open information 
systems (Li et al., 2014) make the combinative 
capabilities become more and more important. This 
ability of the firm to generate new combinations of 
existing knowledge is improved with the knowledge 
fusion theory developed. 
The academic results and practical applications of 
KRAFT (Knowledge Reuse and Fusion/ 
Transformation) project are considered the most 
representative study in knowledge fusion research. 
KRAFT is conceived to investigate how existing 
proposals for distributed information systems 
architectures can support fusion of knowledge in the 
form of constraints expressed against an object data 
model (Gray et al., 1997). The literature on 
knowledge fusion in the field of computer science has 
explored the role of KMS in knowledge storage, 
sharing, reuse, revealing, generation, entry, 
integration, transportation, search and indexing 
(Preece et al., 2001; Smimov et al., 2013). The 
primary emphasis of this literature is on the 
architectures and fusion algorithms (Jiang et al., 2012; 
Zhou et al., 2013).  
At the same time, research in knowledge fusion 
among multiple organizations has raised several 
questions that must be addressed. Heffner et al. (2008) 
articulate the knowledge fusion for technological 
innovation in organizations as a critical theme for 
future research. They propose that we need to 
integrate a number of heretofore disparate research 
streams, thereby providing a management framework 
for examining the knowledge fusion activities of 
organizations connect current researching on 
knowledge management. A management attitude 
towards knowledge fusion and innovation is 
discussed by Meijer (2000), who points out that 
problem solving comes down to creative processes 
which very much depend on thought processes that 
primarily take place inside the brains of individuals, 
under the influence of the group or the environment 
in which they do their creative work. By emphasizing 
how IT-based knowledge fusion is occurred in 
innovation alliances, fusion mechanisms research can 
help decision making and problem solving. Figure 1 
illustrates the knowledge fusion management 
framework in strategic alliances. 
3 KNOWLEDGE FUSION IN 
INNOVATION ALLIANCES 
The capacity of the information technology to 
capture, store, and analyze information offers many 
opportunities for cocreation of business value 
(Grover et al., 2012), especially in alliances that trust 
and formal contracts can offer opportunities for 
knowledge sharing and leveraging. Traditionally, 
innovation has been created and marketed under 
closed settings, in which companies internally 
manage all of the processes involved in the 
innovation life cycle. Despite the nascent stage of 
development, many contemporary business 
enterprises have jumped on the bandwagon of the 
emerging industrial trend, participating in open 
Figure 1: Knowledge fusion management in strategic alliance. 
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Figure 2: Two knowledge fusion approaches in different environment. 
innovation alliances in pursuit of leveraging 
purposive knowledge inflows and outflows (Han et 
al., 2012).Knowledge acquisition and conversion are 
crucial to the knowledge fusion, since it makes 
possible a much greater degree of innovation ability. 
Figure 2 illustrates the two knowledge fusion 
approaches through which firms can acquire and 
convert knowledge in different ways.  
Firms are usually to exploit external knowledge 
sourcing by capturing or engaging in alliances. From 
transaction cost economics (TCE) perspective, 
capturing takes place when organizational boundaries 
exist and knowledge is valuable, which influenced by 
the risk of opportunism, information asymmetries, 
and asset specificity. In contrast, the resource based 
view (RBV) can extend understanding of firm 
boundaries because it explicitly recognizes 
knowledge as a critical resource (Carayannopoulos 
and Auster, 2010). Joint and interactive learning 
represents a coupled form of knowledge fusion 
(Rosell et al., 2014), where acquisition and 
conversion take place through cooperative efforts 
between organizations that maintain their separate 
identities while sharing inputs and control. It seems 
that innovation alliances offer an interesting context 
within which knowledge fusion can be studied. 
Knowledge fusion can also be facilitated by the 
prosperity of collaborators as well as rivals in multi-
organizational environment. 
 
Figure 3: Innovation alliance features effect on knowledge 
fusion. 
Many studies have examined the role of 
knowledge management in alliances (Mesquita et 
al.,2008; Shin and Lee, 2013). However, we limit our 
review to the studies that focus on knowledge fusion 
between two alliance partners and its impacts on the 
cocreating innovation capabilities. Fusions refers 
generally to the blending of different things into 
something new, something more than the mere sum 
of the parts, which in the process of combination 
release or generate tremendous energy . Based on an 
analysis of KRAFT project, the core of knowledge 
fusion is the knowledge conversion which depends on 
an iterative exploration cycle and information 
application by capturing both explicit and tacit 
knowledge. The first step of knowledge fusion is 
knowledge acquisition which established on the basis 
of the knowledge sharing. In innovation alliances, it’s 
facilitated to acquire external knowledge sourcing 
through cooperation between organizations that 
maintain their separate identities while sharing 
complementary capability and assets. Figure 3 





We believe that IT-based knowledge fusion from 
distributed databases and knowledge bases represents 
one of the most important streams in creativity and 
innovation that will gain greater importance as firms 
expand collaborative relationships in innovation 
alliances. In order to strengthen and promote 
knowledge fusion we offer some brief effectiveness 
mechanisms to solve the problems and challenges in 
practice (Table 1). 
1. To expand the knowledge source network. Our 
framing drew largely from the strategy alliance 
perspective with the assumption that firms will form 
a cooperative bond and be willing and able to share 
knowledge through thoughtful use of IT. However, 
there are several other aspects that need to be 
emphasized in order to set a comprehensive research 
agenda. 
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Table 1: Effectiveness mechanisms for knowledge fusion. 
 Prerequisites Enablers Results 












Dynamic and continuous set 
of processes and practices 
IT-based Knowledge Fusion 
Support System 
IT infrastructures and 
elegant thinking 
 Brain 
 Machine intelligence 
System quality, information 
quality, and usefulness 





Virtuous circle of knowledge 
fusion and innovation 
 
For instance, although innovation alliances offer 
opportunities for knowledge sharing and leveraging 
beyond the firm boundary, they also carry the risk of 
knowledge leakage to partner firms. Furthermore, of 
the two main types of knowledge, explicit and tacit, 
the latter is especially important due to its limited 
transferability because the tacit knowledge is 
acquired by and stored within individuals in highly 
specialized form. In order to solve these problems, it 
is necessary to expand the knowledge source 
network, which should not only focus on the 
knowledge bases but also build some efficient 
communication channels (e.g., expert systems, 
discussion forums, knowledge directories, and public 
innovation platform). For this proposes it is 
reasonable to reduce potential barriers in knowledge 
sharing between firms, explore the tacit knowledge 
transfer ways and means, increase intelligibility of 
knowledge representation for the users, and promote 
the spread of open knowledge sources. 
2. To focus on the knowledge fusion process. 
While conceptually the idea of knowledge fusion is 
intuitive and simple, the process through which 
innovators can successfully implement it is likely to 
pose several challenges. How locate data and 
knowledge relevant to their current needs. The ability 
of knowledge acquisition which involves searching 
and retrieving from a wide array of knowledge is the 
prime condition. This process decides the quantity 
and quality of the available knowledge resources for 
knowledge conversion and creation. Regarding 
interdependencies, the ultimate goal of the knowledge 
fusion is to use the new knowledge in practice. One 
of the important implications of the framework is that 
knowledge fusion consists of a dynamic and 
continuous set of processes and practices embedded 
in individuals, as well as in groups and IT structures. 
So the process of knowledge fusion is not discrete and 
independent. Another implication of this framework 
is that knowledge fusion processes of acquisition, 
conversion, creation, and application are essential to 
effective innovation. We contend that the application 
of IT can create an infrastructure and environment 
that contribute to knowledge fusion by actualizing, 
supporting, augmenting, and reinforcing the fusion 
processes. 
3. To develop IT-based knowledge fusion support 
system. The knowledge fusion support systems 
heavily rely upon advanced IT infrastructures. Our 
analysis of the literature suggests that IT can lead to a 
great depth and breadth of knowledge fusion in 
organizations. Usually, the knowledge fusion system 
architecture includes the construction of meta-
knowledge, calculation of fusion knowledge metric, 
knowledge fusion algorithm, and post processing for 
fusion knowledge, all of these function modules are 
depend on the IT tools and capabilities. As with most 
information systems, the success of knowledge fusion 
support system partially depends upon the extent of 
use, which itself may be tied to system quality, 
information quality, and usefulness. At the current 
stage the knowledge fusion patterns and algorithms 
are hot research topic in some specific area, but they 
are not enough to support the common knowledge 
fusion systems. Some future research is needed such 
as agent architectures, prototypes for knowledge 
sharing, virtual reality-based ontology, algorithms 
and cooperation models. Thus, building IT-based 
knowledge fusion support system needs 
comprehensive consideration of knowledge 
management and information systems. 
4. To find the relationship between IT and 
knowledge fusion management initiatives. It is 
important to note that managing knowledge fusion in 
innovation alliances is an important issue and that the 
main challenge is primarily related to the role and 
impact of IT. We have discussed the potential role of 
IT relates to more extensive network and 
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 communication channels, faster access to knowledge, 
just in time learning, and more rapid application of 
new knowledge. Meanwhile, we should clear that the 
actual knowledge fusion for problem solving only 
happens in the minds of humans. It is the manager’s 
task to provide the technical and environment in 
which the innovators are inspired to be creative and 
feel free to communicate. Managers should realize 
that IT tools are used to support the human’s creative 
work but the IT-based systems themselves are 
incapable of keeping pace with dynamic needs of 
knowledge fusion. So the most important 
consideration is to coordinate machine intelligence 
and human creativity when individuals or teams 
engage in a cooperative research and development 
project. This could create a virtuous circle of 
knowledge fusion and innovation. 
5 CONCLUSIONS 
In this paper, we have presented a discussion of 
knowledge fusion in innovation alliance based on a 
review, interpretation, and synthesis of a broad range 
of relevant literature. We also have highlighted IT-
based knowledge fusion that is of increasing 
importance for firms that seek to be cooperative and 
innovative. With respect to innovation, innovators 
can be involved in multiple knowledge fusion process 
chains. In order to solve problems and make 
decisions, knowledge fusion can take place in human 
brains and intelligent machines with the help of IT. 
The patterns and algorithms are the core modules in 
the knowledge fusion model. Furthermore, we have 
given effectiveness mechanisms from four layers: 
knowledge source network, the process of knowledge 
fusion, IT-based knowledge fusion support system, 
and management initiatives.  
Through this special issue, our goal is to seek 
effective ways to manage the IT-based knowledge 
fusion for innovation. As we summarize above, an 
outline of the knowledge fusion system have been 
described from the co-competitive perspective. The 
analysis also yields some conclusions that are 
potentially important for firm managers and alliance 
practitioners. They need to regard the choice of 
knowledge disclosure level and reduce the transaction 
costs in the process of knowledge acquisition. As the 
information technology entered a big data era, 
dynamics of competition and cooperation among 
firms continue to evolve, and IT-based 
infrastructures, devices, and software tools create 
opportunities for knowledge fusion. The ongoing 
work includes available knowledge resources, 
advanced man-machine interactive, efficient 
knowledge fusion patterns and algorithms, consistent 
update knowledge database, and effective 
new knowledge evaluation. 
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Abstract: Multiple Project Management currently is a reality in software development environments. In the case of 
software projects, some characteristics are highlighted, such as constant changes in levels of scope or product, 
software complexity and aspects related to human resources, such as technical knowledge and experience, 
among others. We may consider these characteristics as risk factors that should be managed. In this aspect, a 
tactical management requires the usage of better-structured information, which leads us to think about the 
usage of a metrics-based strategy as a support tool for multiple project managers with emphasis on risk factors. 
In this context, this work presents an an application of the metric “Risk Points” and its variations in an 
environment of multiple software development project. This experience report aims to evaluate the proposed 
metrics as a decision-support tool and monitoring of risk during project life-cycle. 
1 INTRODUCTION 
Nowadays there is a consensus that, in software 
engineering, if adverse factors are not well managed, 
projects might fail. According to (The Standish 
Group, 2013) only 39% of software projects are 
completed on time and on budget. It is interesting to 
notice that the most of causes of project fail occur due 
to not managed risk factors. On the other hand, we 
realize that risk management in software engineering 
needs more practical and deep studies (Bannerman, 
2014), allowing more concise identification of its 
practices as well as improvement points. 
Despite the recognized importance, in practice the 
explicit risk management in software engineering is 
still limited. One of the reasons for this scenario is 
that risk is subjective in software projects. In this 
light, one way to reduce the subjectivity bias is using 
metrics, because it could be helpful to provide to the 
stakeholders a better knowledge, control and 
improvement of risk management processes adopted 
on environment of multiple software projects. Also, 
there is a clear gap about risk measurement in 
software engineering (Menezes Jr et. al., 2013). 
One of the related works  presents  a  proposal  of 
metrics called “Risk Points” (Lopes, 2005), whose 
object is to measure the risk level of a project in an 
environment of multiple software development 
projects. The central idea is to help managers in 
decision-making for risk reduction, as well as to 
analyze the effectiveness of actions to do that. 
Therefore, this paper presents a pilot experience 
of the Risk Point metrics application in a real 
environment of software development. The main goal 
is to evaluate the metrics and its effectiveness in an 
environment of multiple software projects. 
After this introductory section, the rest of this 
paper is organized as follows: Section 2 brings and 
briefly discusses some related works; Section 3 
introduces the proposed metrics and it alternatives; 
Sections 4 and 5 presents the experience report 
objectives and methodology, respectively; Section 6 
shows the results of the presented methodology; the 
next section discusses these results. Finally, Section 7 
presents final considerations and future work. 
2 RELATED WORK 
There  are  few  references  in  software  engineering 
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about the usage of metrics for project risk 
management. Barry Boehm (Boehm, 1989) is 
considered a pioneer in the application of risk 
management in software engineering. He proposed a 
software risk management framework focused on risk 
analysis. The activity of risk analysis in his work is 
defined as Risk Exposure calculation, which is 
defined as the multiplication between Probability of 
Risk versus Loss or Impact of Risk. This analysis is 
only used for risk prioritization. 
The work (Lopes, 2005) proposes a way of to 
measure the risk level of a project through a metrics 
called Risk Point. According to the author, the 
objective of Risk point metrics is to define how risky 
is a software project based on number of identified 
risks and project complexity factors. We use this 
metrics as one of the indicators for this dissertation. 
However, the author did not evaluate Risk Point in 
practice. 
Another related work defines a quantitative 
approach where risk concepts of economics, 
specifically credit risk, are used to propose a method 
of risk assessment in software projects (Costa, 2005). 
In this work, the author proposes a way to calculate 
how much capital a software development 
organization can gain or lose due to the risks of a 
selected set of projects. The adopted method allows 
the selection of projects’ sets that seeks to maximize 
the cost-benefit for an organization. The risk 
assessment method uses project characterization 
(size, duration cost and return) and a questionnaire to 
identify risks. However, this method was not 
evaluated in practice. 
The use of the Goal-Question Metric paradigm to 
define software process metrics with the goal of 
monitoring risk factors is discussed on (Fontoura and 
Price, 2004). On the other hand, the proposal was not 
put in practice. 
Some works used metrics for technical risks using 
Risk-Based Testing concept (RBT) (Amland, 2000) 
(Souza et al, 2009). The objective of the metrics is to 
indicate information regarding test cases control 
through risk analysis and monitoring of system 
requirements. However, these metrics are not 
proposed as a tool for management of projects, 
providing only product risk view based on system 
requirements, architecture and coding analysis. 
Another related work discusses the need of the 
usage of metrics for risk management, and shows 
examples of how they can be used (Bechtold, 1997). 
For example, a risk factor related to team 
qualification – experience and knowledge level on 
certain technology. Hence, it is a data that could be 
quantified and followed through project life cycle. On 
the other hand, this paper does not present any 
practical application or assessment. 
This paper approaches the evolution of the 
proposal presented by (Lopes, 2005) because it shows 
a proposal of a metrics – Risk point, whose goal is to 
measure risks in the context of multiple project 
software management as support tool for project 
managers. Therefore, the rest of this paper presents 
Risk Point metrics in details as well as proposes 
improvements and previous assessment in a real 
environment. 
3 RISK POINT METRICS 
The Risk Point (RP) metric aims to represent the 
overall risk exposure level of a project (Lopes, 2005). 
Basically, the metric is defined in terms of the amount 
of identified risks, where these risks are defined in 
terms of its probability and estimated impact, as the 
concept of Risk Exposure (RE) (Selby, 2007). 
RP allows quantifying the project in terms of its 
identified risks. It is necessary to estimate the Risk 
Exposure value, i.e. Probability versus Impact, for 
each identified risk, so, for a specific data collection 
about the current risks of a project, it is possible to 
determine a value of Risk Point (RP), as follows: 
ܴ݅ݏ݇	ܲ݋݅݊ݐ	 = ܲܥܨ	 × 	ܷܴܹܲ 
Where, PCF means the Project Characteristics 
Factor and URPW means Unadjusted Risk Point 
Weight. PCF is a value for giving the project a weight 
and adjust the metric final value based on technical 
and environmental factors (Coelho, 2003). This value 
is defined through the answers of a questionnaire, 
which was developed from an empirical study with 
software project managers and management students, 
as mentioned. Then, PCF is defined as: 
ܲܥܨ = 1.05 + (0.015	 × 	ܥܨ) 




CF means Characteristic Factor, it is 
determined by answering the 8 questions of a 
questionnaire with scores between 0 and 4, and then 
this answer is multiplied by the defined weighted 
value for each question. Finally, these 8 products are 
summed, resulting in the CF value (Coelho, 2003). 
URPW is the Unadjusted Risk Point Weight, 
composed by the identified risks during a data 
collection, in terms of their Risk Exposure. In this 
study, the estimation adopted was values in {0.1, 0.2, 
… , 0.9}. 
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The Unadjusted Risk Point Weight (URPW) 
value is formed by the summation of the Weights of 
each identified risk, being this Weight defined 
according the Risk Exposure value, as can be seen in 
the following table. 
Table 1: Unadjusted Risk Point Weight (URPW) values. 
Classification RE(Risk) Weight(Risk) 
Very Low [0.0, 0.2) 1 
Low [0.2, 0.4) 2 
Average [0.4, 0.6) 3 
High [0.6, 0.8) 4 
Very High [0.8, 1.0] 5 
Thus, for n identified risks, the URPW value 
follows the rule: 




Briefly, a given data collection (even in a 
subjective way, with values in a 5 levels scale for 
Probability and Impact) about the current risks of a 
project yields a value which represents the overall 
evaluation concerning the known risks of a project in 
a specific moment in its life cycle. This value allows 
a broad risk assessment about the risk exposure level 
of a project in different moments, and also allows a 
way to compare between different projects based on 
their identified risks. 
3.1 Alternative Metrics 
Just changing the weights for the Risk Exposures 
classification, showed in Table 1, new alternative 
metrics were defined. Note that by changing the 
weights values we can create many other metrics, but 
the ones presented in this paper focus on the concept, 
taken as the most important, inside these changes. 
Pure Risk Point (PRP). In this alternative metric, all 
the weights from URPW are defined as 1. Therefore, 
the URPW value composition becomes a simple 
summation of all identified risks, without 
distinguishing the different Risk Exposure values of 
each risk. PRP metrics prioritize the assessment of the 
number of different risks identified during some data 
collection.  
Exponential Risk Point (ERP). This metric presents 
the weights from URPW in a base 2 exponential 
growth, i.e. {1,2,4,8,16}. Therefore, ERP is even 
higher for the highest occurrences of Risk Exposure 
levels. The URPW receives higher values for 
“Average” or upper levels of Risk Exposure. 
Therefore, this metrics is more sensitive for high risk 
exposures levels. 
Criticality (CRIT). It is represented by the 
difference ERP – RP. Therefore, the difference is 
only visible when the risk exposure levels are defined 
as medium, high and very high. CRIT is defined as: 
ܥܴܫܶ	=	ERP	–	ܴP	
This metrics reveals the risks for high values, 
taking into consideration only the most critical risks 
in an assessment. Finally, for better understanding of 
the differences between the proposed metrics, the 
Table 2 presents the weights defined for each metrics. 
Table 2: Weight values of each metrics. 









Very low [0.0, 
0.2] 
1 1 1 0 
Low [0.2, 
0.4] 
2 1 2 0 
Medium [0.4, 
0.6] 
3 1 4 1 
High [0.6, 
0.8] 
4 1 8 4 
Very high [0.8, 
1.0] 
5 1 16 11 
W = Weight of the risk according do Risk Exposure (RE) 
calculation to URPW. 
The main difference between the metrics is 
basically the weight given to each identified risk: RP 
uses a sequential scale; PRP basically counts the 
number of risks; ERP highlights the difference for 
high level of risks and, finally, CRIT only considers 
risks factors with medium or higher levels. 
Adjusted Metrics. It is possible to observe projects 
with different number of risks in the same 
environment. To allow comparison between projects, 
in this work we divided the metrics by the number of 
identified risks:  
Adjusted	Metrics	=	Metrics	/	Number	of	identified	risks	
With this adjustment, it is possible to evaluate 
directly the values of the metrics, independently of 
the number of identified risks of each project.  
4 OBJECTIVE 
The main objective of this work is to evaluate the 
applicability of the proposed metrics and their 
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effectiveness in risk assessment in an environment of 
multiple software projects. To do so, each week 
information about risks were collected in five projects 
in the same environment. For each project, risk 
factors were identified and analyzed using predefined 
scales of probability and impact of each risk. Next 
sections present the methodology and results of the 
experience report. 
5 METHODOLOGY 
To execute the study, we used an agile risk 
management process called GARA (Ribeiro et al, 
2009), consistent with agile development 
methodologies, such as Scrum, focused to multiple 
projects and simple enough for the risk management 
activities, such as the data collecting. The metrics 
were applied in a software development environment 
from a research laboratory at Federal University of 
Pernambuco (UFPE) specialized in educational 
technologies, in which weekly data collecting of 
information about risks were performed during 2 
months. All the projects involve software applications 
on educational technologies. 
Five projects were monitored between May 2015 
and July 2015 together with their leaders. The 
projects are related to software development like web 
platforms – front and back-end, web services and 
mobile application. The following steps were 
executed: 
1. Risk Identification: through a combination of 
brainstorming and the Risk Taxonomy from 
Software Engineering Institute (Carr et al, 
1993). Additionally, project characterization 
factors were valued. 
2. Risk Assessment: for each identified risks, 
values of probability and impact are 
calculated. For this work, we adopted the 
following values: 
Table 3: Values of probability and impact used. 
Name Value 




Very high 0.9 
3. Data Processing: with the raised information, 
the identified risks are categorized as from 
project and from environment. In this work 
project risks appear on only single project and 
environment risks appear on more than one 
project. With the collected information in the 
previous steps, the metrics calculation is 
made. 
4. Risk Controlling and Monitoring: consists 
on the following-up of risk levels evolution of 
each project. 
It is important to notice that the steps were 
performed weekly. Below we present some 
information about each project used in this study – 
description main product, number of participants and 
duration: 
Project 1: web system to support to students’ 
subscription in post-graduation and extension 
courses, including management of data and reports 
generation. 
• Product: system information in web platform, 
front-end and back-end. 
• Teams: software development (2) and design 
(3). 
• Duration: 6 months 
Project 2: system information for management of 
academic works, including term papers for 
undergraduate and graduate courses. This project has 
3 important sub products: term paper elaboration and 
discussion forum, management reports and CRUDs 
requirements. 
• Product: system information in web platform, 
front-end and back-end. 
• Teams: software development (3) and design (3). 
• Duration: 10 months. 
Project 3: mobile system to access to educational 
contents about healthcare stored in external 
repositories. The system demands an external 
authentication server and the server side of the system 
is developed by another institution. 
• Product: mobile application developed with 
Android platform. 
• Teams: mobile development (4) and design (3). 
• Duration: 12 months 
Project 4: support-components for a distance course 
about primary healthcare, that includes virtual 
learning environment and a web portal. 
• Product: web portal for access to the course, 
front-end, including visual and usability 
adjustments. 
• Teams: web design (4), design (3) and virtual 
learning environment (1). 
• Duration: 3 months. 
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Project 5: development of a system information, 
whose goal is to evaluate students present in 
educational platforms (Moodle) and management of 
them. 
• Product: system information in web platform, 
front-end and back-end. 
• Teams: web design (4), design (3) and virtual 
learning environment (1). 
• Duration: 5 months. 
6 RESULTS 
During eight data collectings, the presented 
methodology were applied. Table 4 summarize 
results about number of identified risks. 
Table 4: General results. 
Total of identified risks 31 
Total of Risk Exposure Mean 0.14 
Number of identified risks – Project 1 30 
Number of identified risks – Project 2 30 
Number of identified risks – Project 3 22 
Number of identified risks – Project 4 25 
Number of identified risks – Project 5 26 
Therefore, 31 different risks were identified in 
five projects. Considering the mean of Risk Exposure 
(Probability (risk) * Impact (risk)), most of the 
identified risks has low value. Table 5 presents the top 
ten risks from the environment, i.e, the ones with 
highest risk exposure value (average).  
Its important to notice that the project leader is the 
responsible to valuate probability and impact 
according to information present on Table 1. 
Table 5: Top ten risks. 
Risk Average Risk Exposure 
Failures on deployment 0,25 
Dependences of other teams 0.22 
Dependence of specialists 0.22 
Urgent demands, new 
demands raises 0.20 
Conflicts with external 
activities of team members 0.20 
Requirements changes 0.18 
Team member absence 0.16 
Team member unavailability 0.16 
Exit of team member 0.16 
Software testing process 
problems 016 
For each project, all the identified risks (for 
respective risk exposure values) are synthetized in 
one single value. Therefore, the idea is to represent 
the overall risk level of each project in a specific 
moment. Figure 1, for example, presents the results of 
the application of Risk Points/Number of identified 
risks. X axis represents the number of weeks, whereas 
Y axis represents the metrics value. 
 
Figure 1: Risk Points / Number of risks. 
Considering Risk Points metrics application, we 
can assume that, after 8 weeks, the Project 2 is the 
riskier one in the environment, whereas the Project 4 
has presented a high level of decrease. 
Figure 2 presents the application of the metrics 
Pure Risk Points (PRP). As mentioned before, this 
metrics just represents the number of identified risks 
of each project. 
It is important to mention that the variation of 
values in Figure 2 does not necessarily mean that new 
risks arose or they were removed from the risk list. It 
just represents the risks in which the calculation of 
risk exposure was made.  
 
Figure 2: Pure Risk Points (PRP). 
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The application of Exponential Risk Point 
(ERP)/Number of identified risks is presented in the 
Figure 3. 
 
Figure 3: Exponential Risk Points (ERP) / Number of 
identified risks. 
We can realize that the behavior of the Figure 3 is 
similar to the presented in the Figure 1. It happens 
because the differences between the metrics ERP e 
RP are noted only to the highest risk exposure value 
– between medium and very high. 
The Project 1 was close to the end, so that it 
presented a considerable risk level in the last weeks. 
Before that, this project had a successful delivery. 
The data collecting of the Project 2 started when 
it was beginning a new development cycle after an 
important milestone. At that moment, requirements 
have been risen and new demands have been grown. 
After the 5th week, the requirements were well 
defined, so that the risk level decreased. Even though 
this event, this project was considered as the riskier in 
the environment after eight weeks. 
In the first month of data collecting, the Project 3 
delivered an important release, that justifies the 
decrease of risk level during this period of time. In the 
second month, the team got test results with new 
requirements, adjustments and bugs to be fixed. It can 
explain the oscillation that happened in the second 
month of this project. 
The Project 4 started as the riskier project and 
finished with the less risky one. The schedule of this 
project was relatively short, and it is similar to others 
that were finished and it was close to the end. In fact, 
this project was considered successful and did not 
present problems during its life-cycle. 
Project 5 also was being finished. It presented a 
decrease during the period of assessment, just waiting 
for assessment, feedback and final approval of the 
testers. 
In general, we realized that, after an important 
milestone, the risk level presents accentuate decrease. 
After the feedback, bugs identification and 
adjustments on the scope, the values start to grown 
and remains increasing until the next milestone or 
delivery of a release. 
As explained before, to show the difference 
between RP and ERP, we used the metrics Criticality 
(CRIT). Figure 4 shows the moments in which the 
projects are presenting the most critical levels, i.e., 
with risk exposure level equal or greater than 0.5. 
 
Figure 4: Criticality (CRIT) / Number of risks. 
In the beginning of the study, the Project 4 presented 
the highest level of criticality and its value reduced to 
zero till the 8th week. In fact, this project had a relatively 
short schedule and it was finishing successfully, just 
waiting a final evaluation before the system deployment. 
Project 2 was considered the most critical and 
riskier. It means that there were risks classified as 
medium or higher value. In the 8th week the project 
was close to an important release. 
Project 5 was delivering a release and it was close to 
the end. The main functionalities were finished as it was 
agreed and it was just waiting a final feedback from a 
acceptance test. According to the leader of this project, 
the presented values were pertinent once it was really 
facing a critical phase between the third and sixth week. 
Finally, the high value in the second week of the 
Project 3 was expected, once at that moment an important 
deliver was being finished. But the high difference 
between the others values needs a deeper investigation, 
because it can be a bias of the project leader. 
7 DISCUSSIONS 
An important characteristic identified in this work is: 
most of identified risks are classified as very low or 
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low. The impact of this in the metrics is the fact that 
the risks with high values are not well explored, even 
using ERP metrics. The low values of the metrics 
CRIT also shows this behavior. 
Another point to be considered is that the 
processed values of the metrics presents two 
information: (i) it determines the risk level of a 
project with an only single value in a certain moment 
regarding the number identified risks; (ii) the 
experience and knowledge of each project leader and 
their respective skill to estimate the risks. Both 
information is crucial for a better comprehension of 
the context of the metrics application, because 
different people can perform different estimations in 
the same project. Therefore, the subjectivity bias still 
has to be taken into consideration, but the experience 
level of the project leader may be important to reduce 
it. 
The risk list used was built using information 
given by project leaders during the first weeks. To 
guide the process of risk identification, we used the 
risk taxonomy of SEI (Carr et al, 1993), but only to 
make the brainstorming more focused. We did not 
used a predetermined risk list. Therefore, there is no 
evidence that the identified risks are the main ones of 
each project and from the environment. It also means 
that the metrics values are an estimation of the general 
level of project risk exposure. 
8 CONCLUSIONS 
This paper presented an experience report of the 
usage of the metrics Risk Points (Lopes, 2005) and 
proposed alternatives metrics in a real environment of 
software development projects. Next subsections 
bring main contributions, limitations and future 
opportunities of research. 
8.1 Main Contributions 
The main positive points of the proposed metrics 
show that they are capable to tell us, in only one single 
value, the general level of a software project risk 
exposure in a certain moment. Second, the metrics 
allows an assessment in environments of multiple 
projects, providing direct and indirect comparisons 
between different projects through their life-cycle. 
The main negative point about the metrics is their 
sensitivity to experience level of the project manager 
and the accuracy level of them. In other words, the 
same project may have different values in the same 
moment when it is assessed by more than one person. 
This work did weekly data gathering through 
online tools and meetings. At the end of the study, the 
project leaders made an assessment of the process and 
its effectiveness to improve knowledge about the 
projects risks. In general, the project leaders 
considered the study important for the process of 
project risk management. 
In the first month of the study, all the data 
collection was face-to-face. This approach was 
efficient for the understanding of the projects, risk 
factors and, mainly, to make the process clearer. All 
the project leaders said that the presence of a risk 
manager is important to conduct risk identification 
and to make better estimations. However, this kind of 
meeting could be expensive, because demands more 
face-to-face meetings with approximately one hour of 
duration. 
In the second month (last four gatherings), we 
applied an online questionnaire with the managers. 
The positive point of this approach was the flexibility 
and agility. However, we observed difficulties to 
assure that the project leaders answer the 
questionnaires on time. 
One proposal for the process could be an 
intermediate approach, using both online and face-to-
face in order to take advantage of the positive points 
of each one, using alternate iterations. 
8.2 Future Work 
Main directions for this work are to apply other case 
studies with some adjustments: 
• Replicate the study for more projects during 
more time. Therefore, we can follow the 
behavior and identify noises and point of 
improvements; 
• Analyze the main actions to mitigate levels of 
risks, taking it into consideration during the 
project life-cycle; 
• Take into consideration the level of experience 
of the project manager/leader. It can be a value 
that may compose the metrics; 
• Identify risk factors that are common in 
software projects. The idea is to work with a 
predetermined risk list to allow a better 
comparison between projects in the same 
environment; 
• Perform research about the usage of 
knowledge base of risks, combining with the 
data collected, in order to predict risks for new 
projects. 
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Abstract: An original model of natural language alerts production is proposed. The alerts are produced by information
filtering system and stated in a quasi-natural language, both potentially written and vocalized. The alerts are
chosen with respect to a certain collection of uncertain decision rules, thus they inherit various levels of epis-
temic uncertainty. The quasi-natural language statements include linguistic operators of epistemic modality, as
their necessary parts. The proposed model implements in a technical context an adequate cognitive semantics
captured by an original theory of epistemic modality grounding defined elsewhere.
1 INTRODUCTION
Users’ selective dissemination of information and re-
lated information filtering (IF for short) are important
challenges for modern information systems (Hanani
et al., 2001). They seem particularly crucial for man-
agement executives, interested in and strongly depen-
dent on up-to date information related to their every-
day business activities (Xu et al., 2011). The way
how the selected (filtered) information is presented
needs to be designed with substantial influence of real
environments in which the executives work, includ-
ing these days frequent mobility of their daily work.
In such circumstances all easily comprehensible pre-
sentation modes, for instance applications of quasi-
natural, written and sometimes even vocalized lan-
guages, have become a very important theoretical and
practical problem for computer science community.
Unfortunately in actual settings, it is often the case
that on-line indexing of documents, incoming to exec-
utives’ knowledge repositories, is practically impossi-
ble due to their inherent characteristics. For instance,
a typical document can consists of expanded multi-
media elements and therefore require advanced and
time-consuming processing to elaborate semantic de-
scription of their content. Fortunately, at least in some
practical contexts, an approximate (yet still effective)
solution is to settle executive-oriented filtering solely
on attributes of incoming documents for which values
can be easily determined. Such attributes may include
origin, author(s), affiliating institutions, attached gen-
eral keywords, etc. However, a rather obvious incon-
venience of the approximate solution is that filtering
decisions may be uncertain to some extent. In par-
ticular, due to underlying soft classification rules in
which preconditions are defined by means of easy-
to-determine attributes, and post-conditions are built
from subjects (topics) the executives are interested in.
Another inconvenience might be that such IF systems
need to be based on processes of classification rules
management (namely, their effective extraction, stor-
age, retrieval and update).
In this paper we provide a theoretical background
for solving the highlighted problem for a particular
class of IF systems. Namely, a theoretical founda-
tion for production of incoming documents’ alerts,
founded on uncertain classification rules, is discussed.
An important functional assumption is that alerts are
to be stated in quasi-natural languages with linguis-
tic markers for communicating levels of epistemic
uncertainty. In perhaps all languages such linguistic
markers exist, usually in a form of well-known and
widely used basic modal operators of knowledge (I
know that ...), believe (I believe that ...) and possi-
bility (I find it possible/it is possible that ...), as well
as their possible extensions e.g. I strongly believe
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that ... (Nuyts, 2001). The way, in which the natu-
ral language operators of epistemic modality should
be chosen and used as components of information fil-
tering alerts, is an original contribution of this work,
comparing to other works, usually dealing with other
classes of language vagueness e.g. (Herrera-Viedma
et al., 2004).
The overall organization of the presentation is as
follows. In section 2, our original model of knowl-
edge base and basic knowledge management pro-
cesses, underlying the extraction and application of
classification rules to alerts’ generation, is presented.
In this section a concept of mental language holons
is introduced as a key knowledge structure participat-
ing to adequate alert’s choice and extraction. Accord-
ing to their definition, the holons cover complemen-
tary language oriented experience summarizations. In
section 3, the so-called theory of modality grounding,
originally proposed elsewhere (Katarzyniak, 2005),
is applied to define strong and logically consistent
support for choosing adequate epistemic modality of
alerts. The theory is based on a technical model of so-
called cognitive semantics for natural language state-
ments, limited to some scope of quasi-natural lan-
guage statements, modal in the epistemic sense. The
section consists a brief note on the novelty of our ap-
proach, considered in respect to technical application
of cognitive linguistics. In section 4 a computational
example is presented. Finally, section 5 summarizes
presented results and points out possible future exten-
sions.
2 MODEL DEFINITION
2.1 Profile of User Information Needs
and Filtering Task
The system’s user1 is focused on a given aspect (im-
portant to the user) of information stored within the
system. This relevant to the user context strictly de-
pends on current user’s preferences and is inherently
individual. This user’s focus represents a set of topics
of interest (document’s subjects or themes) that are of
special importance or significance to the user.
The user’s information needs are represented
by a set of subjects (also called themes) S =
{sub1,sub2, ...,subM}, being of potential interest to
him or her. Moreover, we further assume that infor-
1Due to strict editorial limitations, we focus solely on a
single user case. However, in a more practical realisation
the proposed approach can be easily extended to a case of
multiple users.
mation needs represent the sole information that the
system captures about the user. Consequently, user’s
information needs represent the user’s profile stored
within the system.
We further assume that all of the incoming docu-
ments are processed (filtered and indexed) in order to
determine whether they cover any of the highlighted
topics of interest (user’s information needs). The sole
purpose of the filtering stage is to identify documents
that are significant to the end user. In particular, the
goal is to identify documents d that having a complete
knowledge about them (for instance through thorough
manual examination by an expert) would lead to for-
mulation of basic statements – ”d is about sub j” or
”d is about sub j and subk” (where j is different from
k). Recognizing such documents should further lead
to generation of adequate alerts by the system, to in-
form the end user about the appearance of important
documents.
Seemingly the introduced form of user profile is
extremely trivial, as compared to apparently more
complex models of user profiles studied and applied
in the field of IF systems e.g. (Brown and Jones,
2001; Shapira et al., 1999; Xu et al., 2011). How-
ever, as it turns out in the context of presented ap-
proach to generation of linguistic alerts even in such
an oversimplified profile posses significant problems.
In particular, linguistic approach requires application
of unconventional linguistic semantical models that
represent solid and adequate theoretical background
for technical implementations of cognitive semantics
for such linguistic alerts.
Importantly, we should highlight that the afore-
mentioned task of document filtering is highly com-
plex. In automatic approaches it requires a com-
plex and computationally exhaustive procedure that
is able to analyse the content of a document and de-
termine it’s relevance against the set of identified sub-
jects. Moreover, in some realities a fully automatic
approach might not even be available, as such a set
of semi-automatic or even manual methods must be
utilised. Furthermore, in systems with strict process-
ing time restrictions the filtering process posses sig-
nificant technical problems, both methodologically
and computationally.
2.2 The Repository Databases
The repository consists of two classes of documents:
already stored documents D = {d1,d2, ...,dK} with
complete descriptions (including a description of their
semantic content) stored in a regular database of the
repository, and new documents (new arrivals) Dnew =
{dnew1 ,dnew2 , ...,dnewKnew}with incomplete descriptions of
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their thematic content, thus awaiting off-line semantic
analysis.
Formally the repository sub-databases can be
described as an information system by Pawlak
(Pawlak and Skowron, 2007), tailored to our prac-
tical context. Let Rep = (D∪Dnew,A,V,ρ) be fur-
ther considered, where D and Dnew are sets of
stored documents and new arrivals, respectively, A =
{w1,w2, ...,wL,sub1,sub2, ...,subM} is a set of at-
tributes, V =
⋃
a∈A Va, where Vwi = Wi and Vsubi ={ε,0,1}, is a set of attributes’ values, and ρ : D×A→
V is a partial information function.
The partiality of function ρ reflects the extent to
which documents are described, regarding their the-
matic content (their semantics). Namely, it is as-
sumed that W = {w1,w2, ...,wL} consists of mul-
tivalued attributes, called conditional ones. Val-
ues of conditional attributes are usually delivered
at document’s arrival, as the attributes represent a
set of easily computed parameters/characteristics of
the document (computed on-line). Contrary, S =
{sub1,sub2, ...,subM} consists of attributes, called
thematic attributes, representing the content of doc-
uments (in respect to a given profile of information
needs). Determining the value of thematic attributes
requires intensive (both methodological and compu-
tational) off-line semantic analysis of the document.
For the sake of clarity and ease of presentation
some additional symbols are further introduced.
Namely, for each document d ∈ D∪Dnew, ρd|W :
W → ⋃Li=1(Wi) is a conditional-part information
function related to document d, such that for each at-
tribute x ∈W , ρd|W (x) ∈Wx holds, provided that Wx
consists of all possible values of x.
Similarly, for each document d ∈ D∪Dnew, ρd|S :
S→ {ε,0,1} is a thematic-part information function
related to document d. However, in this case rules
for assigning attribute values differ for d ∈ D and
d ∈ Dnew. Namely for each attribute x ∈ S and each
document d ∈ D, ρd|S(x) = 1 if and only if docu-
ment d is indexed as being about subject x. Otherwise
ρd|S(x) = 0. At the same time, for each attribute x ∈ S
and d ∈ Dnew, the value of x is treated as unknown,
what is formally represented by ρd|S(x) = ε.
2.3 Mental Language Holons as
Representation of Subject
Distribution
As aforementioned, the introduced IF system is dedi-
cated to analyse incoming documents, regarding in-
dividual subjects sub ∈ S or/and their conjunctions
subx ∧ suby, where subx ∈ S,suby ∈ S,subx 6= suby.
Results from this analysis may be uncertain predic-
tions, communicated by the means of natural lan-
guage operators of epistemic modality.
Below an adequate model of database meta-
descriptions used in the filtering process is proposed.
It’s purpose is to enable effective and semantically
valid realization of the assumed functional IF sys-
tem’s goal. The model will be fully compatible with
an original theory of epistemic modality grounding,
partially presented in (Katarzyniak, 2005; Katarzy-
niak, 2006b; Katarzyniak, 2006a). The main assump-
tion of the theory is that linguistic alerts are insepa-
rably connected to (in a sense grounded in) so-called
mental language holons . Language holons represent
embedded summarization of empirical episodic ex-
periences, i.e., experiences strictly related to partic-
ular subjects or their binary conjunctions. In many
ways language holons are similar to mental models,
known from the cognitive linguistics and psychology
(Johnson-Laird, 1985). For the sake of complete-
ness it is worth mentioning that, at the technical level,
mental language holons can be treated as complexes
of complementary classification rules.
In order to formally capture the latter, the follow-
ing three retrieval languages are introduced:
K S = {sub1,sub2, ...,subM},




(wi = xi) | wi ∈W,xi ∈Wi, i = 1..L}.
(1)
The semantics of retrieval languages is given by
following functions:
δ|K S :K S → 2D,
δ|KB :KB → 2D,





δ|K S (sub) = {d ∈ D | ρd|S(sub) = 1},




(wi = xi)) = {d ∈ D |
L∧
i=1
(ρd|W (wi) = xi)}
(3)
Mental language holons are defined for simple
subjects in K S and conjunctive subjects in KB , in
respect to particular conditions from retrieval lan-
guage KL+ ⊆ KL , where the subset (of non-empty
conditions) KL+ is defined as: KL+ = {k ∈ KL |
δ|KL(k)∩D 6= /0}.
Having defined KL+, we can introduce two aux-
iliary symbols class Ki and class extension EXT (Ki).
In particular, a class Ki defines a set of indistinguish-
able (conditional attribute-wise κi) already process
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documents, whereas class extension EXT (Ki) defines
a set of indistinguishable (conditional attribute-wise
κi) all documents. Namely, if (and only if) |KL+| =
Q≥ 1 and KL+ = {κ1,κ2, ...,κQ}, then for i = 1..Q,
Ki = δ|KL (κi)∩D,
EXT (Ki) = δ|KL (κi)∩Dnew.
(4)
For each sub ∈ S and κi ∈ KL+, the (simple













For each conjunctive subject (subx ∧ suby) =
subxy ∈KB and κi ∈KL+, the (conjunctive subject)






















From the pragmatic point of view, mental lan-
guage holons are higher level summarizations (se-
mantic generalizations) of relative share of comple-
mentary bodies of experiences, related to particular
subjects (or their conjunctions). The whole repository
of language holons, available to IF system’s processes
and, in particularly to alerts production procedures, is
given as follows:
HOLONS =SIMHOLONS∪CONHOLONS,
SIMHOLONS ={simholon[κ,x,λ+A (x),λ−A (x)]
| κ ∈KL+,x ∈K S},
CONHOLONS ={conholon[κ,x,λ++C (x),λ+−C (x),λ−+C (x),
λ−−C (x)] | κ ∈KL+,x ∈KB}.
(9)
3 ALERTS PRODUCTION
3.1 Alerts and their Semantic
Proto-forms
Examples of possible structure and content of alerts,
considered in our research, are given as follows:
IF SYSTEM ALERT: There is a new [document: x].
I believe it is about [subject: sub]. You may be inter-
ested in reading it!
IF SYSTEM ALERT: Documents [documents:
x1, ...,xk] are new. It is possible that they are about
[subjects: subx and suby]. Should I put them on your
pending list?
IF SYSTEM ALERT: There is a new [document: x]
worth of being looked at. I believe it is about [subject:
subx], but not about [subject: suby]. According to
what I know about your interests, the first issue may
be of interest to you. Should I put the document to
your working box? Please, answer [YES/NO]!
IF SYSTEM ALERT: Among others, the follow-
ing documents: x1, ...,xk have been received from
[source: source], too. I believe they are not about
[subject:sub] which you pointed at as your main is-
sue. Whether, despite this shall I put them on your
pending list? Please, answer [YES/NO]!
IF SYSTEM ALERT: It is possible that the following
[incomings: x1, ...,xL] deal with [subject:sub], which
is on your list of interests. Are you interested in read-
ing them before turning them to our central document
base? Please, answer [YES/NO]!
The structure of alerts fully depends on designer’s
choice and, obviously, it should reflect favoured
modes and preferences of particular user (users’
group) interactions. In our case the alerts are repre-
sented (communicated) in a natural language, which
is a partially controlled version of actual language. In
advanced multimedia systems the alerts can be vocal-
ized, too.
The common feature of the above examples is
their underlying sense. Namely, regardless of their
form (individual document vs. group of documents,
simple subject vs. conjunctive subject), they all are
founded on the same propositional aspect: being
about or not being about a particular simple subject
(or conjunction of simple subjects). Moreover, For
x ∈ D∪Dnew and sub ∈ K S ∪KB , each example is
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originally created as instantiation (concretization) of
one of the following basic linguistic proto-forms:
knowing([document(s):x] is about [subject(s):sub])
believing([document(s):x] is about [subject(s):sub])
possible([document(s):x] is about [subject(s):sub])
or another proto-form, complementary to the above
enumerated ones.
It is worth of mentioning that for a fixed document
x and a fixed subject sub (a simple subject or a bi-
nary conjunction of simple subjects) one and only one
proto-form should be instantiated as proper represen-
tation of epistemic state. Namely, such constraint fol-
lows from common sense, natural language pragmat-
ics rule, saying that knowing, believing and finding
something only as possible (in the epistemic sense)
are mutually exclusive, different states of the same
mental epistemic attitude. Thus, in our research an
adequate extraction of natural language alerts from
IF system’s knowledge base (or more strictly: proper
and adequate choice and further instantiation of proto-
form) becomes a fundamental issue to be elaborated,
on both technical and theoretical levels.
In conclusion, similarly to other natural language
statements, three aspects of alerts need to be taken
into account: propositional element, modality, and
temporal frame. As it has just been mentioned above,
the propositional element is given by predication,
which on written (or vocalized) level is referred to
by elements of sets K S and KB . The alerts’ tem-
poral dimension is quite apparent. Namely, they are
stated in the present grammatical time. A more prob-
lematic issue is the alerts’ modality choice, which in
our case should reflect a kind of epistemic uncertainty
of IF system, itself. An important question, of both
theoretical and technical nature, is how to properly
choose adequate modality markers, in order to ex-
tend written (or vocalized) representation of predica-
tion (applied to incoming documents). This question
is strongly supported by an original theory of ground-
ing of modal epistemic statements, briefly presented
below.
3.2 Applying the Theory of Epistemic
Modality Grounding to Alerts’
Production
The decision rules for proper choice of an adequate
modal proto-form, its instantiation (and further pre-
sentation to an end user in a written and/or vocalized
form) follow from an original theory of grounding,
presented elsewhere. Namely, for the case of sim-
ple subject-based predication the introductory theo-
retical results can be found in (Katarzyniak, 2005),
for binary conjunctive subject-based predication in
(Katarzyniak, 2006b; Katarzyniak, 2006a).
It is assumed in the theory (following multiple
models of language production (Evans and Green,
2006; Stachowiak, 2013; Wlodarczyk, 2013)) that
particular epistemic operators of modality are related
to summarized empirical experience, supporting re-
lated language proto-forms. However, these proto-
forms are never stored and processed as separate en-
tities, for they are conceptually (mentally) related to
their complementary counterparts. In particular, such
complexes of complementary proto-forms constitute
linguistic holons, which in our technical approach are
strongly related to the concept of mental language
holons, defined in the previous sections. In conse-
quence, to each linguistic proto-form, always related
to one and only one part of a relevant mental language
holon, certain intensity of summarized (embodied)
experience of a subject (or binary conjunctive subject)
is assigned. In the theory of grounding this intensity
is numerically represented by the relative grounding
strength.
According to the theory of simple modali-
ties grounding, the proper choice of adequate
linguistic proto-form is possible if and only
if a proper system of the so-called modality
thresholds is applied (and technically realized
in a system). In our case the system needs to
consist of two interrelated sub-systems of thresh-
olds {λKSKnow,λKSmaxBel ,λKSminBel ,λKSmaxPos,λKSminPos} and{λ∧Know,λ∧maxBel ,λ∧minBel ,λ∧maxPos,λ∧minPos}, for effec-
tive control of simple-subject predication instantia-
tion and conjunctive subject predication instantiation,
respectively.
An interesting result from the theory of ground-
ing, for the practice perhaps the most important one,
is that the system of modality thresholds cannot be
freely chosen. Namely, in order to guarantee common
sense consistency of (written and verbal) language be-
haviour the system of modality thresholds has to ful-
fil some predefined set of requirements, accepted in
the theory of grounding, as a reflection of common
sense pragmatics applied in actual contexts to natural
language operators of knowledge, belief, and possi-
bility. The fact that written and/or verbal behaviour,
produced by a technical system based on the theory
of grounding, is actually consistent, from the semi-
otic and pragmatic point of view, can be analytically
proved and verified2.
Moreover, within the numerical scope which is
permissible according to the theory of grounding, val-
ues for thresholds can be chosen in an arbitrary man-
ner (Katarzyniak, 2005). However, for the case of
2Some of the results can be found in (Katarzyniak, 2005;
Katarzyniak, 2006b; Katarzyniak, 2006a).
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populations of artificial agents it is be possible to ob-
tain them from computationally realized processes of
artificial language semiosis (Lorkiewicz et al., 2011).
In order to omit deeper discussion of the theory
of grounding (outside of the scope of this work) we
further present an original application of the theory
to basic rules definition for modal alerts’ acceptabil-
ity and adequacy. The fundamental assumption is
that a given modal alert can be produced (by IF sys-
tem) if and only if its underlying linguistic proto-form
is well-grounded in IF system’s knowledge base. It
means, too, that in this practical context, for a certain
alert being well grounded is equivalent to adequately
describing a related IF system’s state of knowledge
about possibility of a certain document d ∈ D∪Dnew
to deal with a certain subject sub ∈ K S ∪KB . In
particular, for any document d ∈ D∗, d ∈ EXT (Ki),
and sub ∈ K S , the following set of so-called ground-





|=G possible([d] is about [sub])




|=G believing([d] is about [sub])




|=G knowing([d] is about [sub])
holds if and only if λ+A (sub) = λ
KS
Know= 1.
Rather obviously, complementary alerts on doc-
ument d ∈ D∗ not being about a particular subject





|=G possible([d] is not about [sub])




|=G believing([d] is not about [sub])




|=G knowing([d] is not about [sub])
holds if and only if λ−A (sub) = λ
KS
Know= 1.
Obviously, similar set of definitions, for d ∈ D∗,
d ∈ EXT (Ki), and (subx ∧ suby) = subxy ∈ KB , can
also be formulated and used, if needed. However, in








|=G possible([d] is about [subx] and [suby])







|=G believing([d] is about [subx] and [suby])







|=G knowing([d] is about [subx] and [suby])
holds if and only if λ++C (subxy) = λ
∧
Know= 1.
For purely editorial reasons, we do not deal with
the complementary conjunctive alerts, i.e., alerts on
new documents being about [subx and not suby], [not
subx and suby], [not subx and not suby]. It is quite ob-
vious that they have to be verified in a similar way,




3.3 A Brief Note on Cognitive Semantics
The novelty of our approach to the generation of
quasi-natural language alerts falls outside of previ-
ous linguistic models. Namely, it is an original pro-
posal consistent with cognitive linguistics (Evans and
Green, 2006) and interactive linguistics (Wlodarczyk,
2013) paradigms. Both of them refer our work to the
concept of cognitive semantics (Talmy, 2000), which
describes the way a particular natural language sen-
tence embraces the pre-linguistic knowledge corpora
accessible to minds of a communicative agent. Ob-
viously, in our R&D context the communicating sub-
jects are IF systems.
Cognitive semantics is always characterised by
high specificity, because in each case it reflects prag-
matics and meaning of a very narrow class of linguis-
tic phenomena. In our model this specificity is appar-
ently visible in internally related and complex struc-
ture of mental language holons. A proposal of how
to realize the cognitive semantics of alerts in our IF
system should be treated as the most original contri-
bution of the model.
4 COMPUTATIONAL EXAMPLE
In this section we introduce a basic example that illus-
trates the entire process of generating linguistic alerts
in IF systems. For the sake of simplicity let us as-
sume an elementary information systems comprised
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of a document repository consisted of 10 processed
documents D= {d1,d2, ...,d10} and 3 new documents
Dnew = {d11,d12,d13} that are evaluated based on a
set of 4 conditional attributes W = {w1,w2,w3,w4}.
Further, let us assume that user’s information needs
are limited to two subjects S = {sub1,sub2}. Conse-
quently, the set of all attributes available in the system
is defined as A = {w1,w2,w3,w4,sub1,sub2}. Fur-
thermore, let the domains of the introduced attributes
be given as follows, W1 =W2 =W3 =W4 = {A,B,C}.
Documents stored in the document repository are
processed. In particular, each document is analysed
by a set of indexing mechanisms (or other process-
ing mechanisms) that are able, based on the document
content and structure, to assign values for each of
the conditional attributes. Further, information about
each document’s subject is determined and stored. As
such the information function of the repository is de-
termined, i.e., attribute–value mapping, as given in
Table.1.
Focusing on three simple classes κ1,κ2, and
κ3, given as κ1 = {(w1,B),(w2,A),(w3,A),(w4,A)},
κ2 = {(w1,C),(w2,C),(w3,A),(w4,B)}, and κ3 =
{(w1,B),(w2,B),(w3,C),(w4,A)}, we can deter-
mine three non-empty clusters of documents K1 =
{d1,d2,d3,d6}, K2 = {d4,d5,d7,d10}, K3 = {d8,d9}
and their extensions EXT (K1) = {d11}, EXT (K2) =
{d12}, EXT (K3) = /0. It must to be mentioned that
one of the newly received documents, namely d13,
does not belong to any of these sets. This fact will
be commented in the final remarks section.
Resulting summarization of data is represented















Having the relative grounding strength computed
and stored in each holon, we can now determine all
proto-forms, for the new arrivals from non-empty ex-
tensions EXT (K1) and EXT (K2).
To give an example, simple subjects will be con-
sidered. Let modality thresholds be set up to follow-
ing values λKSKnow = λ
KS





Table 1: Processed repository of documents.
w1 w2 w3 w4 s1 s2
d1 B A A A 1 1
d2 B A A A 0 1
d3 B A A A 0 1
d4 C C A B 1 0
d5 C C A B 1 0
d6 B A A A 0 1
d7 C C A B 1 0
d8 B B C A 0 0
d9 B B C A 1 0
d10 C C A B 1 1
d11 B A A A ε ε
d12 C C A B ε ε
d13 B B C B ε ε
0.60, and λKSminPos = 0.20. These values are not acci-
dental. Namely, they have been chosen taking into
account theorems from the theory of grounding sim-
ple modalities (Katarzyniak, 2005). It follows that
the threshold values should preserve consistency of
sets of grounded proto-forms with common sense in-
terpretation. Below we provide examples of well-
grounded grounded proto-forms:
• possible([d11] is about [sub1]) AND possible([d11] is
not about [sub1])
• believing([d11] is about [sub2]), BUT STILL
possible([d11] is not about [sub2])
• knowing([d12] is about [sub2])
It is worth of mentioning that these proto-forms
are logically consistent, which is ensured by the
proper choice of modality thresholds. A possible nat-
ural language alert founded on the established proto-
forms is:
IF SYSTEM ALERT: There is a new [document:
doc12] available. I believe it is about [subject: sub2].
You may be interested in reading it!.
5 FINAL REMARKS
The theoretical foundation for designing and imple-
menting interactive IF systems is proposed in this
paper. The desirable common sense consistency of
quasi-natural language alerts is ensured by the appli-
cation of a theory of epistemic modality grounding,
introduced elsewhere. The proposal substantially dif-
fers from previous models of similar alerts generation.
The proposed model of linguistic alerts choice and
production is supported by a simple computational
methodology and a naive model of uncertain clas-
sification rules. Alternative and more sophisticated
approaches are possible (and required) e.g. for the
way sets Ki and EXT (Ki) are determined. Obviously,
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complete final implementation need to cover the miss-
ing case of document d13, either.
The introduced model supports effective design and
implementation of modern interactive and mobile
tools for alerting end users about newly received ob-
jects of potential interests, in both written and vocal-
ized modal natural languages.
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Abstract: Assessing service quality proves very subjective, varying with objectives, methods, tools, and areas of 
assessment in the service sector. Customers’ perception of services usually plays an essential role in 
assessing the quality of services. Mining customers’ opinions in real time becomes a promising approach to 
the process of capturing and deciphering customers’ perception of their service experiences. Using the US 
higher education services as an example, this paper discusses a big data-mediated approach and system that 
facilitates capturing, understanding, and evaluation of their customers’ perception of provided services in 
real time. We review such a big data based framework (Qiu et al., 2015) in support of data retrieving, 
aggregations, transformations, and visualizations by focusing on public ratings and comments from different 
data sources. An implementation with smart evaluation services is mainly presented. 
1 INTRODUCTION 
Service quality is well recognized as the overall 
perception of the services that results from 
comparing the service provider's performance with 
the general expectations of customers of how the 
service provider in that industry should perform. 
Challengingly, assessing service quality proves very 
subjective, varying with objectives, methods, tools, 
and areas of consideration in the service sector. 
Regardless of how service providers think about 
their provided services, frequently to a customer, it 
is the encounter of a service or ‘moment of truth’ 
that defines the service. In other words, it is the 
experience that customers perceived from their 
encountered services subjectively defines service 
quality (Qiu, 2014). Therefore, customers’ 
perceptions of experienced services play an essential 
role in assessing the quality of consumed services. 
Correspondingly, mining customer or public 
opinions in real time becomes a promising approach 
to the process of capturing customers’ perceptions of 
their service experiences (Meyer and Schwager, 
2007; Labrecque et al., 2013). 
Education has been one of main services in the 
US service sector for many decades. Ensuring that 
the US education service performs well is one of top 
nation’s priorities. The higher education particularly 
draws much attention from a variety of stakeholders, 
from students, parents, employers, the government, 
to college administrators and boards of directors. 
Hence, finding a reliable method of knowing how 
the US higher education as a whole or an individual 
college is performing is necessary. Over several 
decades, there have been a variety of ranking 
systems that in different perspectives provide 
assessments of education services on higher 
education nationally or internationally (Harvey, 
2008; Bergseth et al., 2014). A few well known 
ranking systems include the US News & World 
Report (USNWR), the Times Higher Education 
(THE) from the United Kingdom, and the Academic 
Ranking of World Universities (ARWU) from 
China’s Shanghai Jiao Tong University (SJTU) 
(Huang and Qiu, 2016).  
Regardless of ranking system or metrics, it is 
typical to utilize service quality factors that are 
subjectively selected and weighted. As a result, the 
provided rankings’ objectivity and impartiality 
become worrisome and sometimes confusing and 
misleading (MIT, 2011). To some extent, a 
quantitative and model-driven method to 
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computationally generate ranking factors’ 
weightings in a ranking system can help address the 
objectivity and impartiality issues in its enabled 
rankings (Huang and Qiu, 2016). The method bears 
an acronym of HESSEM, i.e., Higher Education 
System oriented Structural Equation Modeling. 
Because selecting ranking factors for a ranking 
system is also subjective, thus it is desirable for a 
ranking system to allow ranking factors to be easily 
adjusted, i.e., removed from or added into the 
ranking system. Promisingly, HESSEM allows 
ranking factors to be easily changed whenever 
needed. However, it is never easy to identify new 
factors impacting on rankings and then capture 
sufficient data for the identified factors (Qiu et al., 
2015). 
Gathering customers’ perceptions of their 
experienced services is still the most pervasive and 
dominative means for service organizations to 
decipher the quality of services provided by the 
organizations although there have been a lot of 
changes in terms of tools and instruments used in 
capturing and understanding customers’ perspectives 
over the years. Periodically conducting customer 
surveys and interviews has been popularly adopted 
in the fields of marketing and after-sale services, 
aimed at enhancing product designs, prioritizing 
engineering and marketing efforts, and improving 
after-sale services. Today, with the help of digital 
media, mobile and pervasive computing, and 
significantly enhanced tools and methods to capture 
and understand customer interaction and behavior in 
its deepen and refined granularity, traditional 
approaches have been evolved and substantially 
augmented by incorporating social data along with 
traditional data sources to provide a complete picture 
of customers (Ahlquist and Saagar, 2013; Labrecque 
et al., 2013; Qiu, 2014; Qiu et al., 2014). As a result, 
capturing and understanding not only cross-sectional 
and longitudinal but also real time and 
comprehensive customers’ perceptions of services 
become practically implementable.  
“People-centric sensing will help drive this trend 
by enabling a different way to sense, learn, visualize, 
and share information about ourselves, friends, 
communities, the way we live, and the world we live 
in.” (Campbell et al., 2008) Thus, it is worthy to 
explore a way to collect and aggregate public 
opinions to enhance assessment of service quality 
(Qiu et al., 2015). This paper uses the US higher 
education as a service example to show how big 
data-mediated public opinion aggregation can be 
well applied to augmenting the assessment of service 
quality. Please keep in mind, a system of computing 
rather than a service quality modeling approach is 
presented in the remaining paper.  
The remaining paper is organized as follows. 
Section 2 briefly reviews a framework for capturing 
and visualizing public options that has been used to 
develop a ranking module, part of the Leveraging 
Innovative Online Networks to Learn Education 
Networks and Systems (LIONLENS) research 
project by the authors. Section 3 then discusses how 
the LIONLENS enables the core and fundamental 
computing supports necessary for the realization of 
aggregating and visualizing public opinions and 
sentiment trends on the US higher education in its 
ranking module. Finally, a brief conclusion for this 
paper is given in Section 4. 




To the service provider of a service system, 
capturing, understanding, and controlling the 
interaction among all the stakeholders of a service 
system plays an essential role in designing, 
developing, and managing the service system (Qiu, 
2014). A ranking system undoubtedly is a service 
system. Thus, real time capturing and understanding 
public perceptions or opinions become necessary for 
the development of a desirable and reliable ranking 
system, which would not only meet the needs of the 
public but also be well aligned with the long-term 
goals of ranking service providers. Bearing this 
understanding in mind, a framework for developing 
the LIONLENS including capturing and visualizing 
public opinions has been proposed (Qiu et al., 2015), 
which is graphically illustrated in Figure 1. 
Technically and financially, the proposed framework 
allows the LIONLENS to be modularly and then 
gradually developed while evolving over time (Qiu, 
2014).    
As shown in Figure 1, the emerging big data 
technologies, widely adopted mobile computing, and 
social media can be fully applied and leveraged to 
facilitate the process of monitoring and deciphering 
the public’s acceptance and colleges’ performance in 
real time (Qiu et al., 2015). The highlights of two 
different perspectives of the proposed framework in 
Figure 1 can be briefed explained as follows: 
• From the systems perspective: an education 
system consists of people, technologies, 
resources, and education service products that 
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can generate respective values for all 
stakeholders through service provision. To 
evaluate education service quality, different 
aspects of data on the system and the public 
perception of its provided education must be 
captured and deciphered. Indeed, in addition to 
using traditional data source approaches, 
distributed and mobile computing systems and 
applications have been leveraged so that data 
and information on college education services, 
students enrollment profiles, faculty 
performances, school facilities, campus life, 
etc. can be effectively captured, retrieved, and 
archived, college by college and/or colleges as 
a whole. Technically, the implementations of 
existing ranking systems differs significantly 
from each other. However, there is no 
significant difference in terms of data 
collection tools and methods adopted by 
existing ranking systems.  
• From the analytical perspective: valid and 
effective modeling methodologies should be 
applied to not only enable ranking services, but 
also uncover the insights from the collected 
data and information and ultimately provide 
prompt guidance for administrators to take 
action for positive changes. Ranking systems 
vary with adopted modeling methodologies, 
computing technologies and implementations, 
and operational models. As a result, ranking 
and administrative services enabled by the 
ranking systems could be descriptive, 
predictive, and/or prescriptive.  
 
Figure 1: A framework for developing the LIONLENS. 
With the advent of the Internet and mobile 
computing, voluminous and various data on higher 
education can be retrieved and mined from the 
Internet and social media. In other words, as such 
data becomes richer and richer, the list of ranking 
(or service quality) indicators should become easier 
to be adjusted (i.e., added or removed) whenever 
necessary. For instance, the inputs from the public 
are vital for ranking systems. Therefore, public 
ratings and comments must be taken into 
consideration so that a ranking system can evolve to 
better meet the needs of stakeholders.  Figure 2 
shows the logic flows of the design and 
implementation of the ranking module in the 
LIONLENS, which gets enhanced by incorporating 
public ratings and comments.  
 
Figure 2: Monitoring, capturing, and visualizing colleges’ 
performance and public opinions. 
As discussed earlier, this paper focuses on the 
discussion of a systems and computing approach to 
enhancing service quality assessment for the US 
higher education. In other words, using the systems 
perspective we aim to show how big data-mediated 
public opinion aggregation can be practically 
applied to addressing service assessment problems. 
In particular, we show how big data technologies, 
mobile computing, and social media can be fully 
leveraged to facilitate the process of monitoring, 
capturing, and visualizing colleges’ performance and 
public opinions on education service quality in real 
time. As shown in Figure 2, the process of adjusting 
ranking factors is enhanced by including public 
opinions’ sentiment analysis. In practice, public 
opinions can be captured, retrieved, and analyzed 
from websites and online media including twitters.  
We have developed HESSEM - a quantitative 
and model-driven ranking model to evaluate higher 
education service quality in the US. Using collected 
data, we applied structural equation modeling to 
systematically determine ranking factor weights for 
assessing education service quality and performance 
of the US higher education (Huang and Qiu, 2016). 
By extending the brief discussion presented in our 
previous paper (Qiu et al., 2015), this paper in great 
detail discusses how the public textual inputs can be 
captured and filtered, and aggregated to enhance 
educational service quality assessment. Therefore, in 
the next section we explain technically and 
functionally the core computing components and 
algorithms applied in this study. 
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3 BIG DATA-MEDIATED 
FUNCTIONAL SUPPORTS  
As mentioned earlier, in this paper we focus on 
presenting technically and functionally the data 
flows and computing components deployed in the 
LIONLENS that support the retrieving and 
aggregating of the public opinions (Figure 3).  
 
Figure 3: Functional flows and components in support of 
retrieving and aggregating the public opinions. 
As highlighted in Figure 3, five main computing 
components in support of the ranking services 
enabled by the LIONLENS, which are briefly 
introduced as follows: 
• Data capturing & retrieving modules: web 
crawler, data extract-transform-load, and 
tweets query and streaming modules are 
applied and developed for retrieving and pre-
processing data from different data sources 
over the Internet.  
• Sentiment analyzer: Collected data and 
information are saved as files that are 
transformed and analyzed to generate 
sentiment scores, indicating service 
performance trends over time.   
• Big data computing clusters or platforms: 
Apache Hadoop & Sparks platform 
technologies based on Lambda architecture is 
used to aggregate, consolidate, and archive the 
captured and pre-processed data.  
• Ranking modeler: HESSEM is adopted for 
generating rankings on a daily basis based on 
archived and on-going, newly collected and 
updated data. 
• Visualization modules: interactive web 
interfaces are developed and deployed to allow 
end users to visualize aggregated public 
opinions and sentiment trends on the higher 
education in the US. 
3.1 Data Capturing & Retrieving 
Modules 
To demonstrate how data and information on 
education services can be used to enhance service 
quality modeling, we developed web crawler, data 
extract-transform-load, and tweets query and 
streaming modules to crawl across a list of selected 
websites and retrieve public comments and tweets. 
As numerous information retrieval tools and 
libraries are available over the Internet, these data 
retrieving modules can be easily customized for 
other websites. We use the studentadvisor.com as an 
example to show how public ratings and comments 
are captured, pre-processed, and utilized in this 
project.    
The studentadvisor.com website allows the 
public to post their comments and ratings on any 
colleges in the US. Ratings spanning over 6 
categories from overall, academics, campus facility, 
sports, student life, surrounding area, to worth the 
money are Likert-scale based, from 1 to 5. Public 
comments namely ‘The Good’, ‘The Bad’, and 
‘WouldIdoItAgain’ are then text based. As soon as 
web pages are downloaded, the targeted data 
including ratings and comments are extracted and 
transformed. To ensure that retrieved data will be 
readily accepted by the big data platforms, the 
transformed data for each college is loaded into a 
corresponding CSV file as illustrated in Figure 4.   
 
Figure 4: Data sample from studentAdvisor.com. 
3.2 Data Capturing & Retrieving 
Modules 
Recently online social media has undoubtedly 
become the most popular and convenient means for 
the public to communicate, exchange opinions, and 
stay connected. Hence, studying online messages 
and formed online social networks has received a lot 
of attention from scholars and professionals 
worldwide. Sobkowicz et al. (2012) develop a 
framework using content analysis and sociophysical 
system modeling techniques, focusing on 
understanding and visualizing the formation of 
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political opinions and online networks over social 
media. Farina et al. (2014) present generally a 
practical, technical solution to extract and visualize 
massive public messages from different data 
sources. 
To get the general understanding of public 
comments, we develop a sentiment analyzer to 
process public comments. The sentiment analyzer 
tries to answer two questions. First, it would like to 
determine the sentiment strength of a comment, i.e. 
quantifying how positive or negative a comment is. 
Secondly, it would like to understand in which 
perception areas a user tried to provide his/her 
comment, i.e. classifying comments. 
To quantify how positive or negative a comment 
is, we extract relevant words based on a well-defined 
sentiment dictionary. The AFINN is a list of English 
words that is divided into positive and negative 
sentiments. Positive words ranges with the strength 
of from 1 to 5 and negative words ranges with the 
strength of from -1 to -5. The current version of 
AFFIN dictionary contains about 2500 words and 
phrases (Nielsen, 2011). Instead of using 10 levels 
of sentiment strength, we redefine the dictionary 
using 4 levels, defined as very positive (5 and 4), 
positive (3, 2, and 1), negative (-1, -2, and -3), and 
very negative (-4 and -5), focusing on finding the 
polarity of words in the text comments.  
To support the categorization of words extracted 
from comments, the General Inquirer Dictionary 
(Stone, 1997) is then applied. The list of categories 
includes Academ (academic and intellectual fields), 
Coll (all human collectivities), Work (ways for 
doing work), SocRel (interpersonal processes), Place 
(place related words), Social (social interaction), 
Region (region related words), Exert (movement 
categories), and Quality (qualities or degrees of 
qualities). The occurrences of words labeled in the 
dictionary in a comment can be simply used as a 
sentiment indicator of the comment. Thus, the 
sentiment analyzer computes how many relevant 
words that appear in a comment. Using “The Good” 
and “The Bad” comments for Princeton University 
respectively, Figure 5 and 6 show sample results of 
sentiment analysis in this study. The method of 
validating dictionaries and relabeling words and 
detailed analysis in support of comments’ 
categorization and classification are well presented 
in Ravi’s thesis (2015).  
 
Figure 5: An example of “The Good” comments. 
 
Figure 6: An example of “The Bad” comments. 
Twitter.com is a very popular online social 
networking service, which essentially leverages real 
time push technologies and allows the public to post 
and read up to 140-characters microblogs called 
tweets. With the advent of smartphone technologies 
and services, mobile devices have made 
microblogging extremely handy and dynamic. 
Because of the vivid and pervasive, and short, easily 
understandable nature of microblogs, microblogging 
has substantially increased its popularity in the 
public (Yu and Qiu, 2014). Researchers start to pay 
much attention to understandings of tweets, aimed at 
getting better and real time understandings of 
various social behavior and market trends (Wu et al., 
2010; Alper et al., 2011; Marcus et al., 2012). 
 
Figure 7: An example of tweets retrieved from Twitter.com. 
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Figure 8: An interactive map view of sentiment trends of public opinions using streaming tweets. 
To test out the concept of retrieving public 
opinions from a variety of data sources, tweets thus 
are used in this study. In this study, we focus on a 
list of targeted colleges in the US. Tweets from 
Twitter.com are retrieved using predefined queries 
(Figure 7) or streamed using a list of keywords in 
real time (Figure 8). Clean texts are extracted from 
received raw tweets and then further analyzed using 
our developed sentiment analyzer. 
3.3 Big Data Computing Platforms 
Data and information from the Internet are generally 
unstructured and mostly stored as images and texts.  
Our endeavor in enhancing service quality in this 
study substantially relies on the successful design, 
development, and deployment of big data computing 
platforms. Our deployed platforms use a scalable 
Lambda architecture to deal with big data volume 
and velocity simultaneously, supporting a hybrid 
computation model as both batch and real-time data 
processing can be combined transparently. The 
distribution layer consists of an Apache Kafka 
messaging broker. The batch layer includes HDFS, 
MapReduce, Hive, Pig, and Spark batch. The 
Apache Spark streaming layer includes Spark core 
and resilient distributed datasets, HBase, Cassandra, 
and MongoDB to perform lightning-fast cluster 
computing transformations and actions.  
As shown in Figure 3, ratings, comments, and 
sentiment scores are processed in either batches or 
streaming, depending on how public opinions are 
retrieved from their data sources. Ratings, 
comments, and sentiment scores are aggregated, 
consolidated, and archived; they become readily 
available for use, i.e., visualizations or further 
aggregations and computations. 
 
Figure 9: Enhancing the HESSEM by including sentiment 
scores of public opinions. 
3.4 Ranking Modeler 
Although demonstrating how educational service 
quality on the US higher education gets modeled in a 
quantitative and real-time manner is not the purpose 
of this paper, briefly showing how the assessment of 
service quality or performance gets enhanced by 
incorporating public opinions should be worthwhile. 
Figure 9 provides an overview of enhanced 
HESSEM models for top 100 colleges in the US, 
which has taken into consideration the above-
mentioned sentiment scores computed from public 
opinions (Ravi, 2015; Huang & Qiu, 2015). A full 
list of new rankings can be found in Ravi (2015).  
3.5 Visualizations of Aggregated Public 
Opinions and Sentiment Trends 
As discussed in last section, the performance of 
educational services of a given college perceived by 
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Figure 10: A statistic report of sentiment trends of public opinions based on tweets. 
the public changes with public opinions. If the 
proposed approach and system gets fully deployed 
with the ability of assessing the quality of college’s 
services on a daily basis, aggregating and visualizing 
public opinions can then play an important role in 
helping stakeholders promptly understand what the 
public values the performance and quality of their 
provided education services. Sentiment trends can be 
one of effective indicators.  
Sentiment trends could timely help 
administrators understand what the public is 
thinking about the moving direction of their 
provided services. A sudden jump of the number of 
tweets on a college might serve an alert, indicating 
that an event is currently drawing much public 
attention. Figure 8 shows an interactive map view of 
sentiment trends of public opinions using streaming 
tweets. By clicking a college tweet icon on the map, 
one can clearly see its sentiment trend for last 15 
days or a customized interval. Figure 10 presents a 
statistic report of sentiment trends of public opinions 
based on tweets.  
4 CONCLUSIONS 
As discussed earlier, HESSEM allows ranking 
factors to be easily changed over time. But it is 
challenging to identify meaningful factors and then 
collect sufficient data for the identified factors. As 
public opinions play a key role in assessing 
customers’ perception of their consumed services, 
this paper focused on introducing a systems 
approach to aggregating and visualizing public 
opinions. We demonstrated that capturing and 
understanding public ratings and comments on 
higher education helped enhance service quality 
assessment in general and develop a better and more 
effective rating system for education in the future. 
By capturing and deciphering market trends in 
real time, the presented systems approach truly 
possesses promising potential of facilitating 
decision-making of addressing the needs of 
customers in the service industry. Although there 
will be a variety of research areas we could further 
our studies, collecting more data and information 
from other popular websites including facebook and 
Google trends and improving sentiment analysis 
accuracy in the education service domain are surely 
what we will work on in the near future. Through 
educational data mining and learning analytics, we 
could promptly uncover more insights to assist 
stakeholders in administrating and transforming their 
higher education practices in an effective and 
satisfactory manner. From a systems perspective, the 
proposed big data based evaluation system could 
become smarter and smarter as both the assessing 
model and the used service quality factors can be 
evolved over time. 
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Abstract: The Model-Driven Development aims to the implementation of systems from high-level modeling artifacts,
while maintaining the focus of the development team in the application domain. However, the required models
in this approach become very complex and, in many cases, the developer’s intervention can be required along
the application infrastructure construction, then failing to keep the focus on application domain and could also
be impaired synchronization between code and model. To solve this problem, we propose a tool where the
developer just models the business objects through the use of Domain Patterns and Software Design Patterns,
which is used to generate the application code. A naked object framework is responsible for the system
infrastructure code. The use of the tool benefits the generation of functional applications, while maintaining
the synchronization between code and model along the development.
1 INTRODUCTION
Throughout its evolution, the software engineering
has looking for to abstracting increasingly the
developing work from the computing infrastructure
(Hailpern and Tarr, 2006; Thomas, 2004). The full
focus on the problem domain has been claimed as the
ideal model for the computer systems development
(Pawson, 2004; Budgen, 2003). In this sense, in
the Model-Driven Development (MDD), the design
models are used as primary artifacts in system
development, going beyond to the specification and
design phases (Brambilla et al., 2012; Mohagheghi
and Aagedal, 2007).
However, the construction of a complete software
using the MDD approach requires the definition of
infrastructure aspects, such as user interface (UI) and
persistence technologies, both in the model or code
generated, by taking the focus of the application
domain (Hailpern and Tarr, 2006). As consequence,
it makes the modeling more complex and less
intelligible since several artifacts from a specific
platform must be included (Hailpern and Tarr, 2006;
Thomas, 2004). In addition, the ambiguous nature of
models and the redundancy of the information along
the different visions, makes it difficult to maintenance
and impairs the adoption of MDD in the industry
(Haan, 2008; Hailpern and Tarr, 2006). In order
to solve these questions, complementary approaches
must be considered (Whittle et al., 2013).
In the context of object-oriented development,
the Naked Objects Pattern (NOP) (Pawson, 2004)
promotes focus on the implementation of the domain
objects. Meanwhile, a framework is responsible to
generate all the system infrastructure automatically.
Thus, is possible to create an application based only
on the implementation of the domain objects avoiding
redundancy and replicated information. In other hand,
objects in the domain model can be documented
on the basis of the Domain-Driven Design (DDD)
approach (Evans, 2003).
Considering solutions centered on the application
domain, research show the suitability of NOP in
the context of DDD approach for the development
of robust systems (Haywood, 2009; La¨ufer, 2008).
Likewise, the utilization of design patterns in
association with DDD features can increase the
productivity of the application development and
maintenance (Nilsson, 2006; Fowler et al., 2003;
Gamma et al., 1995). This association contributes
in the identification of the responsibility of each
class in the application model, in order to facilitate
understanding of the model and their corresponding
implementation code (Nilsson, 2006).
Thus, in view of the problematic of the model-
driven development and the solutions for code
generation and modeling centered on the application
domain we propose a MDD solution whose modeling
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is based on DDD and software patterns and the full
code of the application domain is generated based on
the NOP to run.
2 THEORETIC REFERENTIAL
2.1 Model-Driven Development
Model-Driven Development (MDD) is a development
methodology that foresees the generation of
executable code starting from high-level models,
or even model execution, enabling developers to
work in higher abstraction level. It promotes the
rapid development of applications and facilitates
the communication among the project members
(Hailpern and Tarr, 2006; Brambilla et al., 2012).
In the counterpart, a useful model artifact in MDD
must be sufficient to execute or require a minimum
intervention to transform it into executable code.
Thus, a complete modeling of the system is required,
including details about the presentation technologies,
for example (Brambilla et al., 2012). It makes the
modeling laborious and result in large and more
complex designs (Hailpern and Tarr, 2006).
The utilization of standards languages such as
the Unified Modeling Language (UML), provides a
uniform notation and favors their utilization for a
wide range of activities. But in return, it becomes
huge, ambiguous semantic and unwieldy, with
redundant information along the diverse diagrams.
Thus, keeping the synchronization and consistency
between them, avoiding information loss, is hard and
hinder the use of MDD in the industry (Haan, 2008;
Hailpern and Tarr, 2006; Thomas, 2004).
In this sense, the use of patterns in the system
modeling enriches the semantics without increasing
complexity to the model, contributing with the
software maintenance (Evans, 2003).
2.2 Naked Objects Pattern
The Naked Objects Pattern (NOP) focuses on the
creation of domain objects to their direct presentation
to the user (Pawson, 2004). The pattern states
that the infrastructure aspects, such as presentation,
persistence and remote communication, must be
supplied by a framework (Haywood, 2009; Pawson,
2004). In this way the software developer is
responsible only for the creation of the domain classes
and their relationships, states and behaviors.
In practice, the creation of a new class in the NOP
presupposes its modeling in terms of attributes and
methods, for example using UML notation (Booch
et al., 2006). Using a suitable template for the code
generation, the application can be executed through
of framework based on NOP (La¨ufer, 2008). In this
sense, this solution based on NOP becomes adequate
to the problematic pointed in MDD.
However, there are objects in the model need to be
identified as persistent objects or as simply attributes
of other objects, for example. In this sense, DDD
approach and design patterns can be useful.
2.3 Domain-Driven Design
The Domain-Driven Design (DDD) (Evans, 2003) is a
set of principles, techniques and patterns for software
development. The focus of the DDD is the domain,
abstracting infrastructure aspects.
In this context, Domain Patterns aims to identify
the characteristics and responsibilities of each domain
objects in the application in order to create the
Domain Model (Evans, 2003). This identification
can be performed by UML stereotypes (Booch et al.,
2006) or colors (Coad et al., 1999). The main are:
• Entity: an object that maintains continuity, it has
an identity, and it has a life cycle;
• Value Object (VO): an object used to describe
other objects and has no identity concept;
• Service: a class that provides services to objects
and without keeping a state;
• Aggregate: it represents related Entities and VOs
that are treated as a unit. It has a root object;
• Repository: a mechanism to the insertion, removal
and queering of objects abstracting the database.
There are studies that show the usefulness of DDD
approach with NOP in the creation of robust systems
(Haywood, 2009; La¨ufer, 2008). In this context, the
creation of an application requires the construction
of a Domain Model indicating the Domain Patterns
associated with the classes of the application. In
addition, design patterns (Gamma et al., 1995; Fowler
et al., 2003; Nilsson, 2006) can be used in association
with Domain Patterns in order to solve common
development problems (Nilsson, 2006).
2.4 Design Patterns
Design Patterns are reusable solutions to recurring
problems in the object-oriented software design
(Gamma et al., 1995), and they are an excellent tool to
express the concepts involved in a particular domain
(Buschmann et al., 2007). The design patterns are
divided into three categories: Creational, Structural
and Behavioral (Gamma et al., 1995).
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Design patterns can be used together with Domain
Patterns to refine the domain model (Nilsson, 2006)
and assist the identification of the responsibility of
each class in the application, in order to facilitate
the model of understanding and generation of the
appropriated code (La¨ufer, 2008). For example, the
State pattern can be useful to express the various
states associated with an Entity class.
2.5 Patterns of Enterprise Application
Architecture
The Patterns of Enterprise Application Architecture
(PoEAA) (Fowler et al., 2003) were caught along the
development of enterprise object-oriented systems.
These patterns are used to drive the code generation.
The Identity Field pattern, for example, is
associated with an Entity class to link the Entity to
a table in the database. Moreover, the Aggregate is
directly related to the Encapsulate Collection pattern
which ensures the control and consistency between
items and the root object. Thus the necessary methods
in the Encapsulate Collection pattern can be generated
automatically. The concurrency control is treated
with the Coarse-Grained Lock pattern. Finally,
the Business ID pattern (Nilsson, 2006) identifies
properties that are business keys of object and that
ensure the uniqueness of object.
2.6 UI Conceptual Patterns
Despite the possibility of taking the whole application
just creating domain objects and be able to run the
application without to model the infrastructure code,
the NOP can generate only one UI (Pawson, 2004).
UI Conceptual Patterns (Molina et al., 2002b) can
be used to specify UI for independent devices. These
interfaces can be refined using UI Design Patterns, as
well as be used to automatically obtain specific UI
prototypes for various devices. These patterns are
composed of simple patterns and they are categorized
into four types, namely: Service Presentation,
Instance Presentation, Population Presentation and
Master-Details Presentation (Molina et al., 2002a).
Through these patterns the developer can
customize the view of the objects to the user via
multiple visions without having to deal directly with
UI infrastructure code. The Naked Objects View
Language (NOVL) (Branda˜o et al., 2012a) allows the
framework based on NOP manages various visions
for the same object based on the UI Conceptual
Patterns.
3 RELATEDWORK
In general, the modeling tools work with visual
modeling, such as UML, in order to help in
the software development activities. Many seek
to support MDA (Kleppe et al., 2003) as the
creation of platform independent models and
subsequent code generation in an object-oriented
programming language. Examples of tools with
these characteristics are: Enterprise Architect (EA)1,
Modelio2, Objecteering3, and objectiF4, Such
modeling tools support code generation, however
little or no support is provided for the generation of
infrastructure code.
Some of these tools support the creation of
templates to support the automatic generation of
the infrastructure code. However, synchronization
problems can arise and manual alterations can be
required. Another limitation relates to relationships
between diagrams, for example as denote the
association between a dynamic diagram that
modeling the behavior of a class’s operation.
The lack of a tool to support the development
of the application model infrastructure in integrated
way, turns the development using the MDD approach
complex, leading to possible incompatibilities
between the tools used in the process (Alford,
2013). On the other hand, MDD projects focused
on mechanisms to support model to model and
model to code transformations, considering as a
starting point models created from different modeling
tools. Examples of these projects are AndroMDA5,
BaseGen6, Jamda7 and openMDX8.
With creation of the complete models, MDD
frameworks are able to create the business classes and
infrastructure of the complete system. However, after
that, any change in the model may need for manual
intervention to avoid the overwritten of existent code.
In addition, considering that the generation of the
application is often based on layered architecture,
changes to the domain layer can lead to alterations
in other layers (Pawson, 2004).
So, any of the tools or framework cited above








7Jamda Project - http://jamda.sourceforge.net/
8openMDX - http://sourceforge.net/p/openmdx/wiki/
Introduction/
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infrastructure aspects of the application without
generating models and redundant code and an
integrated manner.
4 THE Elihu MDD TOOL
Elihu is an MDD tool dedicated to the development
of enterprise applications through the implementation
of business domain objects. It is based on the
concepts and patterns of DDD, software design
patterns and NOP. Its aim is to create platform-
independent models that contain all the functionality
of the application on domain objects, and regardless
aspects of infrastructure. The generation of user
interfaces, persistence, security, among other things
are possible through the NOP.
In Elihu, as shown in Figure 1, the Domain
Model is created from the DDD Domain Patterns and
software patterns. The Domain Patterns represent
the application building blocks (Evans, 2003) and
they are associated with software patterns to allow
the representation of all the features, operations and
visions of domain objects (Nilsson, 2006). After
modeling the domain objects, templates are applied
to generate the source code according to the desired
language and platform. This source code is then
submitted to a framework based on NOP to run.
Figure 1: Development process using Elihu.
4.1 Elihu’s Metamodel
Elihu’s metamodel (Figure 2) defines the
DomainModel metaclass to represent the application
model. Domain Patterns are defined by metaclasses,
i.e., Aggregate, Entity, Service and ValueObject.
The metaclasses are linked to the DomainModel
and used as the application modeling elements. The
relationships between model elements are defined by
the Association metaclass.
The Classifier metaclass is designed to define
the common characteristics of Entity and VO in an
inheritance relationship. Classifiers have properties,
operations, and may be part of associations.
The Aggregate metaclass defines a set of
Classifiers that behave as one logical unit. There is
a root, which is necessarily an Entity. The Service
metaclass defines an element that provides operations
and does not have state.
A Property metaclass needs to be properly
configured when added to a Classifier, so it
can be interpreted correctly when the application
generating. The main Property’s attributes are: name,
type, scale, length, required, visibility, minValue,
maxValue, transient, mask, readOnly, lower and
upper. Regarding an Operation, its main attributes
are: name, return, body and visibility.
The value of the body attribute of the Operation
metaclass can be informed in textual form or through
behavioral diagrams. Operation may also have input
parameters, as normally happens in object-oriented
languages. Thus, Operation metaclass is associated
to Parameter metaclass in the metamodel, which in
turn inherits from Property metaclass. When the
developer defines an operation’s Parameter, he should
set of the Parameter properties, similarly as Property.
The metamodel also defines relationships between
Classifier and Aggregate metaclasses and software
patterns. The main patterns supported are:
• Business ID (Nilsson, 2006) - it is the
identification of properties that are Entity’s
business keys and that guarantee its uniqueness;
• Presentation (Molina et al., 2002a) - it is the
UI definition of Classifier or Aggregate. It
is represented by metaclasses which contains
attributes corresponding to properties defined to
generate UI, in this case using NOVL;
• Specification (Evans, 2003) - it is the definition
of conceptual specifications of an object, such as
queries based on domain concepts, which can be
reused;
• State (Gamma et al., 1995) - it is the
representation of the states in which an object
goes through during its life cycle. In this case,
a state diagram binding to the Entity metaclass
defines the states and transitions of the object.
This metamodel has been implemented with the
Ecore metamodel language, which is part of Eclipse
Modeling Framework (EMF)9. It is used to create
model application and the modeling information are
used to generate a XMI file (Brambilla et al., 2012).
9EMF - https://www.eclipse.org/modeling/emf/
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Figure 2: Elihu’s Metamodel.
This file is used in the process of code generation by
templates presented in the next section.
4.2 Elihu’s Code Generation Templates
The Elihu includes templates to support the code
generation of the modeled objects according to
the characteristics and composition of each pattern.
These templates have been created through the
Eclipse plugin Acceleo10. The code generation occurs
from XMI file of the model created by the developer.
The templates generate code in Java programming
language in the structure of Entities Framework that
implements the NOP (Branda˜o et al., 2012b). Other
templates can be created and added to Elihu to
generate code for other frameworks based on NOP.
The code snippet below refers to the
generateEntityPattern template. This template





... package and imports
@Entity






[if (entity.presentations -> size() > 0)]
//Presentation Pattern



















[for(t : StateTransition | entity.state
.transitions) separator(’\n’)]




} [/for] [/if] ...
} [/file] [/template]
For each Entity in the model, the template above
creates a .java file for the class, checks which patterns
are linked to class, and creates the structure of a Java
class with the annotation @Entity of Java Persistence
API (JPA) (Jendrock et al., 2014) to ensure the
persistence of objects of that class.
If the Business ID pattern is linked to the
Entity the template adds the UniqueConstraints
annotation and configures class business keys and
it creates the hashCode and equals methods based
on these business keys (Jendrock et al., 2014).
If the Presentation pattern is linked, the template
adds @Views and @View annotations of Entities
Framework to define UIs with NOVL. Each item
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in the presentations collection represents a UI. If
the Specification pattern is linked, the template adds
@NamedQueries and @NamedQuery annotations of
JPA to query specification of the class (Jendrock et al.,
2014). If the State pattern is linked, the template
creates the class structure for the possible states and
the methods that perform switching entity state in
accordance with the transition rules.
As shown in Section 2.5, there are other patterns
that may be related to the Domain Patterns as Identity
Field, Encapsulate Collection and Coarse-Grained
Lock (Fowler et al., 2003). These patterns do not need
to be added explicitly by the developer in modeling.
They can be automatically generated according to the
characteristic of the modeled object. The code snippet

















[for (a : Association | entity.outgoing)]


















} [/if] [/for] ...
} ... [/template]
For all Entity a id property is created, to bind
the entity to a line in the corresponding table in the
database, and is created a property with the annotation
@Version for concurrency treatment (Jendrock et al.,
2014). If the entity is the root of a Aggregate, access
to other elements of aggregation should be controlled
by that entity by the add() and remove() methods and
other properties of control.
Finally, the template generates the properties,
associations and operations of the class. The template
checks the attributes configured by the developer to
the correct mapping of code. The generation of
operations sets the parameters set by the developer
and the method body.
4.3 Example of Operation
In this section, the Elihu metamodel is instantiated to
illustrate its operation.
This application consists of creating an order to
sell products to customers with available credit limit
in the company. The client must be registered with
the identification number, the social identification
number, name and address. The customer’s credit
limit should consider orders unpaid customer. Each
order, in turn, must have the date of creation,
a number and the items for sale with product
identification, quantity of items and value. Must be
identified if a order has been accepted, canceled or
has been paid. It should also be possible to consult
all orders placed by the customer in a specific data.
Figure 3 shows the model created based on these
requirements.
For the application has been created Customer,
Order, Product and OrderLine Entities, Address VO,
associations between Customer and Address, Order
and Customer, Order and OrderLine and OrderLine
and Product, and TotalCreditService Service with
getCurrentCredit method to provide total available
to a customer credit. Also added the properties of
the Entities and the methods of Customer and Order.
Order and OrderLine form an Aggregate where Order
is the root.
As example, Figure 4 shows the setting details of
the number property of Order. Number has been set
as String of ten characters, required and has only one
value. These characteristics are used to generate code,
database and UI, avoiding duplication of validations
and settings by the developer. The necessary changes
in properties are held only at this location and it is
reflected in other points where it is used without the
developer needs to do manual changes.
In the Order Entity has been also added three
Presentations to different user profiles. Figure 5
shows the details of the Presentation ListOfOrders,
which defines the UI regarding query and presentation
of orders. The Filter and Display Set have been
added under the rules of NOVL language, and set
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Figure 3: Sales order application.
Figure 4: Order’s number property.
the Specification of how the query will be held is the
ListOrders. Presentation Orders defines a UI where
the user can view and add orders and Presentation
AddOrder defines a UI to creating orders.
A state machine for the Order Entity called
StatusOrder has been also created. The states and
transitions are shown in Figure 6, being highlighted
the accept transition, as example, which defines New
state as source and Accepted state as target. The other
transitions are pay of Accepted to Paid and reject of
Figure 5: Presentations of Order Entity.
Figure 6: States of Order.
Accepted to Canceled.
With this complete model created, the application
code can be generated (with patterns, states,
bahaviors, and constraints) and executed. Figure
7 shows Presentation Orders presented to the user.
Figure 7 shows the UI after the user has added two
items to the order and has used the Accept operation.
Necessary changes in application because of
changing requirements or because maintenance must
be performed in the model.
5 CONCLUSION
The software modeling in the context of MDD need
to consider infrastructure aspects during the creation
of classes to generate complete models useful for
the generation of functional software. Consequently,
models became most complex and takes away the
developer’s focus of the application domain
This work presented Elihu, a MDD tool that
includes the utilization of NOP, Domain Patterns and
Design Patterns to create complete models abstracting
the application infrastructure. Thus, developers
can only be concerned to the application domain,
reducing the complexity in system modeling.
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Figure 7: Orders UI.
Elihu generates executable applications through
modeling of application domain objects. The model
presents clarity about the purpose of the system due
to the use of patterns. Additionally, the generated
code is also reliable to the system domain and the
developer does not need to change infrastructure
code. In addition, it can change the domain model,
due to changing requirements, and synchronize
automatically with code.
As future work, we propose the creation of
concrete notation to support the visual modeling;
creating of nested aggregates; automatic detection
of the structure of patterns State and Encapsulate
Collection; the inclusion of new patterns in the
metamodel, and the creation of templates to others
NOP frameworks that serve different platforms.
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Abstract: This work describes the Multiagent Systems (MAS) Ontology to assist in the development of multi-agent 
system using different methodologies. The MAS Ontology consists of fragmenting agent-oriented 
methodologies following an ontology approach based on the best aspects of four prominent AOSE 
methodologies and Guardian Angel exemplar that identify the strengths, weaknesses, commonalities and 
differences. In this paper, we present a brief explanation of Multiagent methodologies and the step-by-step 
process to describe the agent-based systems domain and how it can be represented. Given the numerous works 
in the literature about MAS methodologies, our aim is to help select the best and more appropriate properties 
to be used in Multiagent Systems development. 
1 INTRODUCTION 
In the past two decades, the agent technology 
approach has been considered as a new paradigm for 
developing complex systems. This approach has 
attracted an increasing amount of interest from the 
research community and has demonstrated its 
potential in many fields, such as: (i) working with 
different types of distributed devices (e.g., sensor 
networks, mobile phones, and personal computers), 
(ii) enabling various types of communication and data 
exchange (e.g., audio and video), and (iii) ability to 
dynamically adapt to the ever changing requirements 
and dynamic operating environment (Munroe et al., 
2006), (Pěchouček and Mařík, 2008), (Dam and 
Winikoff, 2013). 
Agent-oriented systems must be built in terms of 
autonomous task-oriented entities. They need to be 
organized to interact (cooperate, coordinate and 
negotiate) with one another. To adopt the agents’ 
perspective requires a new set of tools to support 
software development (Cernuzzi, Cossentino and 
Zambonelli, 2005). 
Currently, we are faced with a multitude of 
different frameworks, some of them even supported 
by tools. However, very few methodologies are broad 
enough to support the whole software development 
life cycle or to support the complexity of developing 
such systems. Years ago, Luck, Mcburney and Preist 
(2003) stated: "One of the most fundamental 
obstacles to large-scale take-up of agent technology 
is the lack of mature software development 
methodologies for agent-based system". 
In this work, we assume "methodology" as a set 
of phases that a practitioner must go through to design 
an agent-based system. We see a methodology as 
being composed of  general concepts (deals with the 
question of whether a methodology adheres to the 
basic notions of agents and multiagent systems), 
specific concepts (underlying one particular 
capability or a characteristic), notation (symbols used 
to represent elements), modeling techniques (set of 
models that depict a system at different levels of 
abstraction and different aspects of the system), 
process (development aspect) and pragmatics 
(practical implementation aspects) (Sturm and 
Shehory, 2004). 
The main goal of this paper is to provide an 
ontology structure for selecting the best and more 
appropriate artefacts to be used to develop one 
particular Multiagent Systems, the MAS Ontology. It 
is motivated by a large number of existing approaches 
and supported by our experience in using some of 
them. It is important to notice that this work does not 
claim nor intends to be complete. It is expected to be 
a first approach that will be perfected overtime but 
that will yet be of importance to help developers to 
use the best each of the current four (Gaia, MaSE, 
Prometheus and Tropos) methodologies covered in 
this work has to offer.  
The main goal of the ontology proposed in this 
work is to capture and facilitate the reuse of 
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knowledge gained through the evaluation of several 
MAS methodologies based on more than 20 projects 
developed with different methodologies using 
Guardian Angel (GA) Exemplar proposed by Yu and 
Cysneiros. However, to complement the ontology we 
added experiences extracted from other well know 
evaluation studies from the literature. We populated 
the ontology with the four methodologies because 
they were evaluated by GA, Sturm and Shehory 
(2004, 2014) and Dam and Winikoff  (2004, 2013).  
2 AGENT-ORIENTED 
METHODOLOGIES 
Cernuzzi et.al. (2005) suggests a clean and 
disciplined approach to analyzing, designing and 
developing multiagent systems, using specific 
methodologies and techniques by means of notations, 
diagrams and tools to support the development. 
We assume that each method has strengths and 
weakness, and these characteristics may influence the 
use of one methodology over another for one specific 
project. To validate the MAS Ontology we used four 
methodologies, namely, Gaia (Zambonelli, Jennings 
and Wooldridge, 2003), (Wooldridge, Jennings and 
Kinny, 2000), MaSE (Deloach, 2001), (Deloach, 
2004), Prometheus (Padgham and Winikoff, 2002), 
(Padgham and Winikoff, 2003) and Tropos (Bresciani 
et al, 2004). 
Jennings and Wooldridge proposed Gaia in 1999. 
It was extended and modified by Zambonelli in 2000 
(Wooldridge, Jennings and Kinny, 2000), finally 
Zambonelli, Jennings and Wooldridge presented a 
stable version in 2003 (Zambonelli, Jennings and 
Wooldridge, 2003). Unlike many other 
methodologies, Gaia starts from modelling 
requirements. Later it guides developers to a well-
defined design for the multiagent system, that way 
programmers can easily model and implement it, 
while dealing with the characteristics of complex and 
open multiagent systems. 
MaSE methodology is heavily based on UML and 
RUP. It is divided into seven phases: capturing goals, 
applying use cases, refining roles, creating agent 
classes, constructing conversations, assembling agent 
classes and system design (Deloach, 2001), (Deloach, 
2004). 
Prometheus is an iterative methodology covering 
the complete software engineering process while 
aiming at the development of intelligent agents (in 
particular BDI agents). The concepts applied are 
goals, beliefs, plans, and events, resulting in a 
specification that can be implemented with JACK 
(Coburn, 2000).  Prometheus covers three phases: the 
system specification, architectural design phase, 
detailed design phase (Padgham and Winikoff, 2002), 
(Padgham and Winikoff, 2003). 
Tropos relies on the notion that an  agent  is based 
on goals and tasks  adopted by the i* framework (Yu, 
2009) and offers supports to applications, particularly 
for the development of BDI agents and the agent 
platform JACK. (Coburn, 2000). Tropos consists of 
four phases: early requirements, late requirements, 
architecture design, detailed design and 
implementation (Bresciani et al, 2004), (Tropos, 
2014), (Coburn, 2000).  
3 EVALUATION OF AGENT 
ORIENTED METHODOLOGIES  
Several evaluations of agent orientated methodologies 
have been published (Dam and Winikoff, 2014), 
(Sturm and Shehory, 2014), (Dam, 2003), (Dam and 
Winikoff, 2004), (Tran and Low, 2005), (Elamy and 
Far, 2008), (Iglesias, Garijo and González, 1999), 
(Cernuzzi, Rossi and Plata, 2002), (Sure, Staab and 
Studer, 2002). Sturm and Shehory (2004, 2014), and 
Dam and Winikoff (2004, 2013), (Dam, 2003) were the 
most cited works in the MAS area.  
Sturm and Shehory (2004), proposed a 
framework for quantitative and qualitative evaluation 
of MAS methodologies (Gaia, MaSE and Tropos). It 
explores the following aspects: concepts, properties, 
notations and modeling techniques, process and 
pragmatics. Dam and Winikoff (2004, 2013), (Dam, 
2003) illustrate the strengths and weaknesses of   
MaSE, Prometheus and Tropos methodologies 
through an attribute-based evaluation process. 
The Guardian Angel (GA) Exemplar proposed by 
Yu and Cysneiros (Yu and Cysneiros, 2002) defines 
a set of questions to evaluate the behaviour of MAS 
methodologies and is expressed in terms of a set of 
numbered scenarios. The GA is an easily 
comprehended open system that provides automated 
support to assess patients with chronic diseases 
through a set of “guardian angel” software agents.  
The GA exemplar is a complete solution, with a 
practical, real and significant enough example, to test 
and verify how the methodology behaves in close-to-
real situations. The primary concern of the exemplar 
is to highlight the strengths, weaknesses and 
potentials of each methodology justified by the 
artefacts (work products) that can be used to answer 
the methodology questions. 
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We chose to use the GA exemplar as it was the 
only one we found in the literature that proposes 
complex situations that can be used empirically to 
evaluate different methodologies that go beyond toy 
problems.  
4 DOMAIN THEORY: 
AGENT-ORIENTED 
METHODOLOGIES  
In order to define a Domain Theory for Agent-
Oriented Methodologies, we have compiled the 
knowledge gathered from papers on AOSE 
methodologies listed in section 2 (Dam and Winikoff, 
2013), (Luck, Mcburney and Preist, 2003), (Sturm 
and Shehory, 2014), (Tran and Low, 2005), (Elamy 
and Far, 2008) together with the results from our 
experience using the Guardian Angel exemplar over 
the past 10 years.  
While building the  MAS Ontology, we tried to 
answer the following research questions: (i) in what 
situations is a methodology or method fragment best 
applied?; (ii) which instruments are used to define the 
methodological questions from GA and from the 
works of (Dam and Winikoff, 2013), (Luck, 
McBurney and Preist, 2003), (Sturm and Shehory, 
2014), (Tran and Low, 2005), (Elamy and Far, 2008)  
(iii) what are the general concepts of agents that a 
MAS methodology should support?; (iv) what are the 
specific concepts of agents that a MAS methodology 
can support?; (v) what are the notations and modeling 
techniques found in the methodology?; (vi) what are 
the support resources offered by the methodology? 
4.1 Approach 
In the ontology, we assembled the knowledge 
generated by using the GA exemplar pertinent to four 
different methodologies (Gaia, MaSE, Prometheus 
and Tropos). We organized the knowledge and 
experiences gained by signaling which work product 
is responsible for a certain task when answering the 
questions listed above while applying the exemplar to 
each of the aforementioned methodologies.  
4.2 MethodBase GA: Experience 
Modeling with GA  
The MethodBase GA is the knowledge base that 
compiles the work done over many years by MSc and 
last year undergrad Computer Science students. 
During this time, these students modeled multiagent 
systems using methodologies such as Gaia, MaSE, 
Prometheus and Tropos and relying on scenarios 
proposed in Guardian Angel exemplar. After 
modeling the solutions, the students answered the 
methodological issues in accordance with strengths, 
neutral or weakness, as seen in figure 1. 
 
Figure 1: Methodbase GA. 
4.3 Evaluated MethodBase: Evaluating 
Methodologies 
The Evaluated MethodBase is the knowledge base 
built based on the work of Sturm and Dam (Sturm and 
Shehory, 2014), (Dam and Winikoff, 2013), as 
illustrated in figure 2. The proposed Evaluated 
MethodBase includes the following concepts: 
General Concepts of MAS, Specific Concepts of 
MAS, Notations, Modeling Techniques, Process and 
Pragmatics (practical aspects).  
The ranking of values ranges from 0 to 6, where 0 
represents cases where a certain characteristic is not 
applicable, 1 Refers to but not detailed, 2 Limited, 3 Neutral, 4 
Small issues, 5 Minor deficiencies and 6 is the ideal 
efficiency. This was an adaptation of (Sturm and 
Shehory, 2004), (Dam and Winikoff, 2002) using the 
databases Methodbased GA and Evaluated 
Methodbase. 
5 ONTOLOGY LEARNING FROM 
EXPERIENCE 
Many definitions of ontology can be found in the 
literature. However, Sure (Sure, Staab and Studer, 
2002) provides a simple and comprehensive 
definition: "An ontology is a formal and explicit 
specification of a shared conceptualization".  In this 
definition "formal" means readable by computers; 
"explicit specification" refers to concepts, properties, 
relations, functions, constraints, axioms, explicitly 
defined; "shared" means consensual knowledge, and 
"conceptualization" refers to an abstract model of 
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some phenomenon in the world real. The ontology 
built in this work was based on a middle-out strategy 
(Uschold and King, 1995), in which concepts were 
generalized and specialized.  
 
Figure 2: Evaluated Methodbase.  
Building on identify concepts (terms) that can 
provide short assertive sentences, we developed an 
ontology based on the knowledge acquired from both 
databases Methodbased GA and Evaluated 
Methodbase. 
The ontology development is defined through 
seven stages: Ontology Specification, Knowledge 
Acquisition, Conceptualization, Formalization, 
Integration, Implementation and Evaluation.  
The Ontology Specification is used to prepare a 
document using natural language, containing 
information such as the primary ontology goal and its 
other purposes. 
Knowledge   Acquisition   focuses    on    possible 
sources of knowledge. In this survey the GA 
experiences were used in order to manage the data 
collected, analyzed and categorized according to their 
degree of strength, weakness or neutrality. 
Conceptualization focuses on structuring the 
domain knowledge into a conceptual model and was 
based on the acquired vocabulary in the previous 
phases, in order to describe the problems and their 
possible solutions 
In the Formalization, the concepts are now 
formally written through OWL. The Protégé tool 
version 4.3 (Protege, 2000) was used, and the first 
preliminary version of the ontology was generated. At 
this stage, a taxonomy that shows the processes of a 
multiagent system is available. 
The Integration stage obtains the representative 
experimental ontology from the Guardian Angel 
exemplar and is re-evaluated to better address the 
domain of multiagent systems.  
At this stage, other studies on the comparison of 
methodologies are integrated. (Sturm and Shehory, 
2004). 
The Implementation used the Pellet, a Protégé 
plugin to automatically check the ontology 
consistency and also takes into account the 
experience of validating the data, as well as 
establishing the comparable relationship between the 
Methodbase GA and Evaluated Methodbase values, 
classes and attributes. Each phase of the ontology is 
related to models, tables or charts, which serve to 
guide the building process of the MAS Ontology, here 
defined as products, as seen in figure 3. 
 
Figure 3: MAS Ontology.
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6 MAS ONTOLOGY AND 
RESULTS 
The MAS ontology has three main classes: 
Methodology, Phases and Work_Products.   
The class Methodology focuses on the 
methodologies that are the study objects (Tropos, 
ADELFE, Gaia, Prometheus, MaSE, and 
MESSAGE). 
The Phases class combines the characteristics 
essential to multiagent systems (General Concepts, 
Modeling Techniques, Notation, Pragmatics, Process 
and Specific Concepts). Each class has a set of 
attributes associated with it. (e.g. General Concepts 
attributes such as: Autonomy, Reactiveness, 
Sociality, Proactiveness, Reasoning, Mobility).  
The class Work_Products lists the necessary 
artifacts to build a multiagent system. 
Figure 3 shows a simplified MAS ontology. The 
Phase class is associated with the Methodology class. 
In this relationship, subclasses of Phase are related to 
subclasses of Methodology. The class 
Work_Products is also listed to illustrate the artefacts 
in Figure 4. It is important to determine which 
attributes from the Phases class might be associated 
with corresponding work products. For example, in 
Figure 5 the subclass Tropos_Products has two 
phases: Tropos_Analysis and Tropos_Design. Each 
subclass has its own subclasses. Tropos analysis is 
composed of Actors Diagram and Reasoning 
Diagram. Tropos Design consist of Extended Actors 
Diagram, Table of Actors and Capabilities, Table of 
Agents, Agents Interaction Diagram, Tasks or Plans 
Diagram and Capabilities Diagram. 
6.1 Schematic Model 
In order to facilitate understanding the domain of 
multiagent systems by ontological representation, a 
Schematic model of MAS Ontology (Figure 6) was 
developed to illustrate the relationship between 
classes, attributes and expected values. 
In Figure 6 the schematic forms are described as 
follows: 
• Ellipse Form - Classes or Subclasses 
• Rectangle Form - Attributes 
• Dotted Ellipse - Value types for attributes 




Figure 4: Work Products Detailed. 
 
Figure 5: Tropos Work Products. 
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Figure 6: Schematic model of MAS Ontology. 
6.2 Examples 
For MAS Ontology population the individuals were 
separated into two groups: (i) representing specific 
values of GA attributes (Yu and Cysneiros, 2002)  
and (ii) representing the set of attributes that make 
up a methodology in the evaluation comparison 
papers (Sturm and Shehory, 2004, 2014), (Dam and 
Winikoff, 2002, 2013). Thereby the query may 
return a particular specific situation or a 
methodology. 
Figure 7a represents an unsuccessful search 
carried out in plugin DL Query (Protege, 2000), 
where the attribute Mobility (The quality or state of 
being mobile) was defined as value 4, and no 
individual was found. Figure 8b represents a 
successful search done in plugin DL Query, where 
the attribute Mobility was defined as value 3 
In this scenario, three methodologies were 
found (figure 7b). Figure 8 shows the associated 
work products (e.g. Mobility Tropos and Mobility 
Prometheus) obtained from a refined search for 
Tropos and Prometheus. 
 
      
Figure 7.a: Unsuccessful Search. 
 
Figure 7.b: Successful Search. 
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Figure 8: Associated Work Products. 
7 CORRELATED WORKS 
Several works addressing the evaluation of agent 
orientation methodologies have been published 
(Dam and Winikoff, 2002), (Sturm and Shehory, 
2004), (Dam, 2003), (Dam and Winikoff, 2004), 
(Tran and Low, 2005), (Elamy and Far, 2008), 
(Iglesias, Garijo and González, 1999), (Cernuzzi, 
Rossi and Plata, 2002), (Sure, Staab and Studer, 
2002), (Casare et al, 2014). They consist of 
quantitative and qualitative evaluation framework 
based on checklists of certain properties, qualities, 
attributes or characteristics of the methodology and 
some simple problems. 
Tran and Low (2005, 2005a) compared ten 
methodologies (Gaia, Tropos MAS 
CommonKADS, Prometheus, Passi, ADELFE, 
MaSE, RAP, MESSAGE, Ingenius). They used a 
criteria checklist that was developed to assess the 
resources of the chosen methodologies, covering the 
process, techniques and model stages.  
Cernuzzi and Zambonelli (2011) used the 
multivalued statistical method for quantitative 
evaluation of profiles. The goal was to present the 
potential profile analysis in the comparison process 
for the evaluation of methodologies, searching for 
similar evaluations to confirm the results.  
Our study differs from similar works by 
proposing the use of a knowledge base where the 
knowledge is expressed and organized as an 
ontology. The ontology can guide the developer to 
select fragments of methodologies that best fit the 
multiagent system under development. It allows for 
queries to be made that can help developers to 
customize their development process. It helps them 
to search for where the methodologies best fit their 
needs considering the specific project at hand. 
On another level, it also helps researchers 
further developing these methodologies to easily 
compare where their approaches fall behind when 
compared to other existing methodologies and 
therefore, where they should invest more effort to 
develop furthere their methodologies. 
8 CONCLUSIONS 
As a result of the fast dissemination of MAS 
methodologies, deciding what methodology to use 
in a project is a complex task. Many frameworks 
and toolkits are provided, but they do not always 
offer support to assist developers in choosing the 
best or most appropriate methodology to handle the 
project at hand. This paper proposes an ontology-
based support to help developers faced with the 
need to use agent-oriented properties to develop 
software. The ontology was created based on the 
experience gathered by applying the Guardian 
Angel exemplar in four agent-oriented software 
engineering methodologies, as well as adding the 
knowledge obtained from the results from Sturn and 
Dam (2004) and Dam (2003). The knowledge base 
provided in this ontology can assist developers to 
use these methodologies and also to choose better 
the adequate artifacts for a particular domain.  
The MAS Ontology approach focuses on being 
a facilitator for developing a MAS process, as it 
concentrates on relationships between the principles 
of software engineering evaluation and experience. 
Furthermore, it can be extended to suit the 
particularities of other AOSE methodologies and 
other studies based on statistics, as in (Iglesias, 
Garijo and González, 1999).  
Future works will address a systematic 
validation of the Ontology using case studies where 
different groups of randomly selected students will 
be asked to develop solutions to a specific problem. 
Some students will use the ontology, and another set 
of students will have to develop the solution using 
pre-determined methodology.  Final results will 
then be compared. 
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Abstract: Recently, Software Product Lines (SPLs) have been used successfully for building products families. How-
ever, the currently and complex software products demand more adaptive features. Today, many application
domains demand capabilities for flexible adaptation and post-deployment reconfiguration. In this context,
Dynamic Software Product Lines (DSPLs) represent a way to produce software products able to change their
own behavior at runtime due to the changes in the product use environment. DSPLs present some interesting
properties such dynamic variability and reconfiguration at runtime. The dynamic variability is represented by
the definition of variants and context information. The reconfiguration at runtime is the process that enables
the features activation and deactivation in a configuration product. Both properties are closely related to the re-
quirements engineering and variability management, in the domain engineering life-cycle. In this research, we
provide a systematic literature review that aims to identify the activities, assets, tools and approaches that are
used in requirements engineering and variability management in DSPLs domain engineering. We performed a
manual and automatic search, resulting in 581 papers of which 37 were selected. We also provide a discussion
about the challenges and solutions of runtime variability mechanisms in the context of DSPLs.
1 INTRODUCTION
Software Product Lines (SPLs) can be defined as a
set of software-intensive systems sharing a common
and managed set of features that satisfies the spe-
cific needs of a particular market segment or mis-
sion (Northrop et al., 2007). However, SPLs just
support the development of static products (Hinchey
et al., 2012), i.e., SPLs products are not able to adapt
their own behavior to the changes in the users needs
at runtime (Bencomo et al., 2012). On the other hand,
the currently complex systems need to deal with dy-
namic aspects, such as successive reconfigurations at
runtime, after their first deployment (Bosch et al.,
2015). In this context, emerged Dynamic Software
Product Lines (DSPL) (Hallsteinsen et al., 2008).
DSPLs extend existing product line engineer-
ing approaches by moving their capabilities to run-
time (Hinchey et al., 2012). In DSPLs, products
can be reconfigured dynamically at runtime after their
initial derivation (Bencomo et al., 2012). Although
DSPLs have some differences compared with SPLs,
DSPLs still share the same development life-cycle as
presented by Capilla et al. (Capilla et al., 2014a).
DSPLs, as well SPLs, are composed of two main
development life-cycle: domain and application engi-
neering (Hallsteinsen et al., 2008). The domain engi-
neering is responsible for (i) specifying, documenting
and developing the assets that will be used to compose
the future products of the line. Besides it is responsi-
ble for (ii) producing the necessary SPLs infrastruc-
ture, composed of: a common architecture and its
variation points, a set of reusable parts and a model
to represent the variability (Bencomo et al., 2012).
Once DSPLs adapt their own behavior at runtime,
besides to identify the requirements, it is necessary to
recognize the contexts that the line will need to sup-
port. These tasks are performed in the domain en-
gineering life-cycle, through two different activities:
domain and context analysis (Capilla et al., 2014a).
The domain analysis specifies the domain that the line
will support, identifying and documenting the vari-
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able features of the domain (Capilla et al., 2014b).
The context analysis captures the contexts to be sup-
ported by the DSPL (Capilla et al., 2014b). An im-
portant activity from context analysis is to identify the
information used by the products reconfiguration pro-
cess that happens due to the changes in use environ-
ment. When a new context is identified, the product
needs to check which features must be activated and
which should not (Capilla et al., 2014a).
Guedes et al. (Guedes et al., 2015) present a sys-
tematic mapping focused on DSPLs aspects to iden-
tify methodologies that are used to execute the vari-
ability management. However, the results do not
present what activities are used to project and how
these activities need to be executed to ensure the
DSPLs variability was well understood. In the work
of Da Silva et al. (da Silva et al., 2013) is presented a
SLR that aims at understanding how dynamic deriva-
tion is made in DSPL. The work identifies how the
models, approaches and methods are used to address
the dynamic derivation problem in DSPLs, but it is
not presented how these assets are made, what in-
formation, roles and activities are involved to define
them.
In this context, we performed a Systematic Liter-
ature Review (SLR) to investigate how the require-
ments engineering and variability management are
performed in DSPLs domain engineering. We aimed
to identify the activities, assets, tools and approaches
that are used. As result, we analyzed 37 studies dated
from 2008 to 2015. The main contribution of this
work is a catalogue of activities to support the require-
ments process in DSPLs domain engineering.
The remainder of this work is organized as fol-
lows. Section 2 reports the SLR. Section 3 de-
scribes the studies classification. The results of each
research questions are presented in section 4. Section
5 presents a discussion about the results. Section 6
discusses the threats of validity. Section 7 concludes
this work and presents suggestions for future work.
2 SYSTEMATIC REVIEW
PROCESS
The review process of this work followed the guide-
lines of (Keele, 2007) and (Kitchenham et al., 2009).
The process included the definition of three activities:
planning, conducting and results reporting. In the
planning was defined the review protocol and in the
conducting, the focus was on the selection and analy-
ses process of the work. Finally, the results reporting
comprised the results presentation.
To support the SLRs execution we use a tool to
automatize some steps. The adopted tool was StArt 1
(State of the Art through Systematic Reviews) that
supports the review process since the definition of
the review protocol until the results report. Due to
StArt be a desktop tool, some steps were supported
by templates allowing the parallel work among the
researchers. The next subsections present how the re-
view process was done.
2.1 Research Questions
This work followed a main research question and six
(6) secondary questions. The first four secondary
questions are related to list the activities, assets, tools
and the approaches used to represent the variability
and requirements in DSPLs domain engineering. Ad-
ditionally, the last two research questions deal with
the DSPLs variability and aim to specify what infor-
mation are used, still in the requirements engineering,
to do or just to support, the variability management at
runtime.
• RQ1. How are the requirements engineering (RE)
and variability management (VM) executed in
DSPLs domain engineering?
– RQ1.1. What activities of RE and VM are used
in DSPLs?
– RQ1.2. What approaches are used to document
the requirements in DSPLs?
– RQ1.3. What assets are built of RE and VM in
DSPLs?
– RQ1.4. What approaches are used to represent
the DSPLs variability?
– RQ1.5. What approaches are used to support
the reconfiguration process in DSPLs?
– RQ1.6. What approaches are used to eliminate
possible inconsistencies in DSPLs variability
model?
2.2 Search Process
The search process started with a manual and auto-
mated search, in digital libraries (DL). The adopted
DLs were: Scopus 2, Compendex3 and Web of Sci-
ence4. The manual search was necessary due to the
verification that the automated search did not return
papers from important conferences dated from 2015
(SPLC, VaMoS). After the two searches, all identified
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To perform the automated search, we used a
search string. This string was defined through key-
words, extracted from each research question. At the
end, the selected words were joined with search oper-
ators (AND, OR). To ensure the string was appropri-
ated to return valid papers, we tested it many times.
The adopted search string is presented bellow:
(“Software product line engineering” OR “Do-
main Engineering” OR “Domain Analysis” OR
“Context Analysis”) AND (Requirements OR “Re-
quirements Engineering” OR Elicitation OR Analysis
OR Specification OR Verification OR Management)
AND (“feature model” OR “variability model” OR
“decision model” OR “domain model”) AND (“Soft-
ware Product Line” OR “product family”) AND (au-
tonomic OR pervasive OR ecosystems OR dynamic
OR “context-aware*” OR adaptive)
2.3 Inclusion/Exclusion and Quality
Criteria
The papers of the automated and manual search were
analyzed according to some criteria. To justify the
reason that a paper would be selected or not, we de-
termine inclusion and exclusion criteria. Addition-
ally, the papers content should be evaluated. It was
done following the guidelines of Kitchenham et al.
(Kitchenham et al., 2006). For that, we define 6 ques-
tions and a valuation function. The evaluation score
could vary from 0, for papers that do not satisfy a cri-
terion, to 6, for papers that satisfy totally a criterion.
The inclusion/exclusion criteria are listed in Table 1.
Table 1: Inclusion/Exclusion criteria.
Inc/Exc Criterion
Inc. Activities about RE and VM for
DSPLs domain engineering
Inc. Approaches for the RE and VM activ-
ities
Inc. Approaches to support the require-
ments and variability
Inc. Approaches to support the inconsis-
tencies treatment in DSPLs variability
model
Exc. Do not focus on RE and VM of DSPLs
Exc. Not written in English
Exc. Out of the valid formats (papers from
conferences and journals)
Exc. Could not be accessed from UFC’s
network or by contacting authors
2.4 Data Extraction
The adopted approach for data extraction was based
on the work of Montagud et al. (Montagud et al.,
2012). For each research question was defined some
values that could be the answers presented by the pa-
pers. It was done to make easy the extraction process.
The information to be extracted were: activities from
domain and context analysis, extracted from Capilla
et al. (Capilla et al., 2014b), involved roles, built
assets, variability representation, inconsistency treat-
ment, validation type and related adopted method, and
context use.
3 STUDIES CLASSIFICATION
The studies classification process corresponds to the
conducting and review reporting phases of the SLR.
This process was done supported by four researchers
and made in 5 steps:
• Step 1: Perform string search on DLs and the
manual search;
• Step 2: Elimination of duplicated papers using the
StArt tool;
• Step 3: Title, Abstract and Keyword analysis of all
papers according to the inclusion/exclusion crite-
ria;
• Step 4: Full reading and analysis of the papers ac-
cording to the inclusion/exclusion criteria by the
researchers through pairs read;
• Step 5: Last check for duplicated papers iden-
tification, and information extraction and quality
evaluation execution.
If during the classification process of a paper a
nonconformity among the researchers happens, the
researchers are responsible for solving the conflict
and decide together if the paper would be eliminated
or not. An overview of this process is presented in
Figure 1. It is possible to see the number of returned
papers of each source and the number of selected pa-
pers after each step, respectively. Finally, after the
step five, the set of papers decreased to 37 papers that
were analysed again to extract the principal informa-
tion.
4 RESULTS
This section presents the SLR results from the 37 se-
lected work. The papers of our work were selected in
August/2015. Due to it some papers from important
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Figure 1: Study selection process.
sources dated after august are not presented here. The
next subsections present each adopted research ques-
tion and their related results.
4.1 Papers Overview
Before the analysis of each research question is im-
portant to present an overview about the selected pa-
pers. Figure 2 presents the number of selected papers
along the years according to the three selection pro-
cess. According to Figure 2 is possible to see that the
oldest selected work in the 3rd selection dates from
2008. This means that the researches in DSPLs is
still a new research area. From 2011 the number of
selected papers per year is more regular varying be-
tween 4 and 7 papers.
Figure 2: Selected papers along the years.
About the papers use context, the majority (29)
was developed to academic ends, while 8 papers were
focused on the industrial area. It reinforces the idea
of DSPL is a new research area, but there are some
work that promote its use in industry. About the qual-
ity evaluation of the papers only one has the maximal
score 6 (S07), while the majority has a score between
3 and 5. Table 6 presents the the quality evaluation
of each paper.
4.2 Requirements Engineering and
Variability Management in DSPLs
Domain Engineering (RQ1)
The main research question aims to know how the re-
quirements engineering and variability management
are executed in DSPLs domain engineering. The re-
sults of each secondary question are presented as fol-
lows.
4.2.1 RQ1.1 What Activities of RE and VM are
used in DSPLs?
Table 2 shows the identified activities. As can
be seen, the activities are separated in three groups
(phases). The first group brings the activities com-
monly used in the traditional software development,
domain analysis. The second group presents the activ-
ities of the context analysis. Some papers present the
activity Define operational rules of the domain analy-
sis phase that is related to the architecture modelling.
This kind of activity is commonly executed on the
project domain phase, like some papers execute. This
activity is attributed to the the second group, when it is
executed on the domain analysis phase, and attributed
to the third group, when a paper performs this activity
on the project domain phase. A finding is that the ac-
tivity Define multiple connection is executed only in
the project domain phase.
Although the papers present specific activities to
attend to the domain specification, some details about
these activities execution were clearer in the section
of studies cases. However, the identified activities are
more related to requirements and variability model-
ing, and how the variability management is done at
design time and runtime. Activities about require-
ments elicitation are executed with fewer importance.
This question identified too the roles involved in
the activities, shown in Table 2. Just 9 papers present
the roles involved in their activities. Although the
roles are more involved in the project specification
and modelling, there is not a clear definition about
the responsibilities of each one. For example, the de-
signers and the architects are responsible for model-
ing the DSPLs architecture, S05 and S09. The ana-
lysts are involved in the activities of modeling such as
identifying of features, S06 e S07. On the other hand,
the definition of the developer role just combines the
responsibilities of the other roles. It difficulties the
understanding about which roles are necessary to ex-
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Table 2: Result from the first research question.
Domain Engineering
Domain Analysis Domain Project




Identify physical properties, Identify context




Roles Analyst (S06, S07), Designer (S05, S06, S15, S16, S26, S35), Architect (S09), Developer (S31)
ecute each activity.
The identified activities are supported by some
tools. Most papers (64%) did not use tools to sup-
port their process or they did not mention it. The rest
of the papers use tools to project modelling as also to
verify the consistency and correctness of the models.
Table 3 presents the tools related to each purpose.
Table 3: Tools support.







(S07), Atlas Model (S07),
BPMN (S10), Familiar (S26),
FeatureIDE (S26), eMoflon
(S8), Odyssey (S28), DOPLER
(S33), VariaMos (S36, S37)
Verification
models
GNU Prolog (S07), Clafer
(S10), Familiar (S26), Vari-
aMos (S36, S37).
4.2.2 RQ1.2 What Approaches are used to
Document the Requirements in DSPLs?
Only 6 papers present approaches that are used to
document the requirements. The adopted approaches
vary of the use UML diagrams, class diagram and use
case (S13), sequence diagram (S15), approach that
does not support the concept of variability, until the
use of new approaches like Schemas (S25) and Goals
(S35). S01 and S05 organize the domain requirements
in feature model, but they do not present what ap-
proaches are used to transform the requirements, tex-
tual specification, in features of the variability model.
4.2.3 RQ1.3 What Assets are Built of RE and
VM in DSPLs?
Table 4 presents all identified assets. The feature
model as also the context feature model represent the
assets with the higher frequency, 37% each one. The
feature model is used to represent the DSPLs variabil-
ity, as is used by traditional SPLs. The deference in
DSPLs is about the context feature model that joins
the context features, necessary to the reconfiguration
process. The next more used model is the extended
feature model (6 papers), this model extends the fea-
ture model to support specific needs.
Table 4: Built Assets.
Assets Papers









S01, S06, S07, S10, S11, S12,




S05, S08, S10, S16, S18, S34
Feature model S01, S02, S03, S04, S07, S12,







S13, S15, S25, S35
Rules adaptions S24
States machine S08
Weaving model S07, S10
4.2.4 RQ1.4 What Approaches are used to
Represent the DSPLs Variability?
The models used to represent the variability were: As-
pect model (S31), Actor model (S17), MVRP (S16),
OWL (S12), OCL (S04) and Feature Model (S01,
S02, S03, S07, S10, S11, S13, S14, S15, S19, S21,
S23, S26, S27, S28, S29, S34, S37).
The feature model represents the most used ap-
proach to represent the variability due to its use flex-
ibility. This approach allows to change its own prop-
erties in order to attend the new use needs. Other con-
sideration about the feature model is that there is not a
pattern to represent the variability. For example, some
papers identify context features but the way to orga-
nize these information vary. Some put the context fea-
tures at the same feature model used to represent the
variability while others put it in a independent model.
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4.2.5 RQ1.5 What Approaches are used to
Support the Reconfiguration Process in
DSPLs?
This question is related to the approaches that are used
to support the adaptability at runtime. This activity is
more related to the domain design. Table 5 presents
the results of this question.
Table 5: Approaches to reconfiguration process.
Approaches Studies
Adaptation rules S07, S24








ECA (Event-Condition-Action) approach is the
most widely used approach. ECA is based on rules
that are created from constraints of different sources,
such as the activity responsible for identifying oper-
ational rules (see subsection 4.2.1). The process of
specifying the adaptation rules through MAPE (Mon-
itor, Analyze, Plan and Execute) and MAPE-K (Mon-
itor, Analyze, Plan, Execute and Knowledge) follows
almost the same methodology for both. It is neces-
sary to identify how the context information would be
accessible, specifying the constraints that would be
responsible to decide to what new context the product
would change and what parts would be necessary to
support this new context.
4.2.6 RQ1.6 What Approaches are used to
Eliminate Possible Inconsistencies in
DSPLs Variability Model?
In DSPLs it is necessary to ensure that not only the
variability model at design time is consistent as also
the consistency of the model when a reconfigura-
tion happens. Although this consistency checking be
an important step to ensure and validate the require-
ments, only 12 papers mentioned it. Eight papers
(S07, S08, S10, S20, S22, S26, S28, S37) executed
checks just to ensure the adopted variability model did
not have inconsistencies. It was used tools to execute
this checking (the list of identified tools is presented
in Table 3).
Related to the papers that did checking at runtime
(S02, S05, S06, S08, S15), only specific papers (e.g.,
S08, S15) present the approaches they adopted. The
checking process followed the use of adaptation rules
and the application of algorithms that are responsible
for evaluating if a new configuration has any incon-
sistencies or not. The other papers just cite they did it
but they did not present details about.
5 DISCUSSION
The domain engineering is responsible for exploring
the domain that the DSPL will support. The results of
this work show that DSPLs research has produced a
set of assets, tools and approaches to support the ac-
tivities necessary for DSPL requirements engineering
and variability management.
About the activities of domain analysis, we con-
cluded that the activities responsible for the domain
specification and modeling have more importance that
the others, like conception and elicitation. Because
of it most papers do not specify formally the require-
ments domain. It goes against the domain analysis
goal. The same problem happens with the activities
of context analysis. The activities focus on the con-
texts identification and modeling, while the activities
that treats the rules definition, responsible for identi-
fication of changes in a context, receives less impor-
tance. Still about domain analysis, we identified that
the papers do not present activities to support the re-
quirements changes as also do not present how the
changes are treated, when they happen.
A challenge about the reconfiguration process is
to change the variability model at runtime when a re-
configuration happens. Tools are used to check the
model structure and its consistence but it was not
identified yet a tool that supports this verification at
runtime. Another important finding is about how
the non-functional requirements (NFR) are identified
and treated in domain engineering. Only one paper
(S15) treated this issue with the same importance that
functional requirements (FR) receive. The NFRs are
more related to the domain project, that is when the
architecture is modeled. Although this relation be-
tween the architecture modeling and the NFRs, it is
important that the activity of architecture modeling
receives the necessary information about the NFRs
from domain analysis instead to identify the motiva-
tions around them. Other finding about NFRs is how
the reconfiguration process is done. The NFRs are not
considered by the papers in this process.
S09 is interested in evaluating the DSPLs quality
attributes but they just focused on the features model.
Evaluating the quality attributes in all DSPLs domain
engineering using others assets represents a new re-
search opportunity.
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6 THREATS TO VALIDITY
This section discusses threats that could have affected
the SLR results. We verified the threats were about
the construct validity. Construct validity is concerned
whether the treatments reflect the cause and the out-
come reflects the effect (Wohlin et al., 2012).
The first possible threat is about the search string.
It needs to reflect the main objective of the study
otherwise would be returned work out of the study
area. We have tried to minimize it through successive
searches in DLs. As result, we verified that always
some important papers, that we knew before, were re-
turned (S06, S13). The second threat might have been
about the search process. We verified papers from im-
portant conferences dated from 2015 were not been
returned by the DLs. To solve this, we did a manual
search in the proceedings of these conferences
7 CONCLUSIONS AND FUTURE
WORK
This SLR aimed to determine how the requirements
engineering and variability management supports the
DSPLs domain engineering. To answer this question,
we identified relevant and current studies following a
formal approach. These studies were analyzed, eval-
uated and the information were extracted.
The results show the activities are concentrated on
DSPLs modeling and specification. Traditional ap-
proaches (UML diagrams) can be used to document
the domain requirements as also the feature model,
that can be also used to represent the domain variabil-
ity. The assets built in the activities can be done using
tools responsible for modeling and consistence verifi-
cation of them. We identified the following research
opportunities: modeling and treatment of NFRs still
in domain analysis; evaluating quality attributes using
assets different of variability models; a mechanism
to check the consistence and that be able to modify
the variability model at runtime; defining a pattern to
represent the variability in DSPLs; and exploring ap-
proaches that can be used for eliciting the FRs.
As future work, we would like to determine ap-
proaches to support the found gaps and to define a
formal process for DSPLs RE and VM.
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Abstract: The integration of different networks, databases, standards, and interfaces in support of U.S. Army soldier 
training is an ever-evolving challenge. This challenge results in U.S. Army organizations repeatedly spending 
time and money to design and implement irreproducible architectures to accomplish common tasks. In 
response to this challenge, the U.S. Army has made significant improvements on its Live Training 
Transformation (LT2) product line to support the needs of live training simulations. Despite the progress with 
LT2 the Army continues to struggle to support the dynamic needs of the training units. These improvements 
have been inadequate due to growing technical complexities of interoperating legacy systems with emergent 
systems arising from advances in technology that suit the users' ever-changing needs. To better address and 
support the needs of the end-user, a cloud-based modernization strategy was crafted and deployed on the 
existing Common Training Instrumentation Architecture (CTIA). CTIA is the foundation architecture that 
provides software infrastructure and services to LT2 product applications. This paper describes some of the 
U.S. Army’s initial experiences and challenges while crafting a cloud-based migration strategy to modernize 
its LT2 product line and underlining CTIA. It starts by providing some background and rationale and then it 
discusses the current state of this modernization effort followed by future directions including the U.S. Army’s 
2025 vision of its LT2 product line. The overall vision entails an evolution plan from today’s standalone 
products to a modernized cloud-based TaaS (Training as a Service) approach. The Army’s ultimate goal is to 
reduce complexity as well as operational and maintenance costs, while providing enhanced training for the 
Warfighter at the point of need, anytime, anywhere. Finally, this paper discusses some of the current 
challenges including the exploration of appropriate testing methodologies and related security issues for the 
SOA-based LT2 architecture and its services. 
1 BACKGROUND 
For over twenty years, the U.S. Army has addressed 
interoperability requirements between training 
systems through the creation and management of 
several system architectures.  These systems are 
continually advancing in technology and growing in 
operational use in order to support the evolving needs 
of the U.S. Army's training communities. The Army 
has made significant strides in improving their current 
architectures, but these improvements have been 
inadequate to meet the growing training and system 
integration demands of users arising from technology 
advancement.  Thus, it quickly became apparent that 
the need for a new architectural approach should be 
either developed or adapted in  order  to  support  the 
U.S. Army’s live training environment. 
1.1 Live Training 
The U.S. Army uses many types of training 
simulations categorized as Live, Virtual, and 
Constructive (LVC). The focus of this paper is the 
architecture in support of the live simulation and 
training domain.  Live simulation and training, 
defined by AR 350-1, is “real people operating real 
equipment” and is used to train and develop Soldiers' 
war-fighting skills (U.S. Army, 2011).  
From an operations and training perspective, the 
surge in simulation and training technology and use 
was plagued by fragmentation and limited 
coordination between the U.S. Army branches due to 
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divergent operational demands, and the inability of 
technology to provide a “one size fits all” solution to 
the various needs of the operations and training 
community.  This led to the consensus that limited 
interoperability was the highest level of integration 
possible at the time, which in turn led to the 
development of "stove-pipe" or “silo” systems across 
the Army's war-fighting functions: movement and 
maneuver, command and control, sustainment, 
protection, intelligence, and fires (M. G. Geruti, 
2003)).  The stove-piped systems were "able to send 
data to other applications within the same domain but 
not across boundaries" (R. L. Hobbs, 2003)).  The 
impact of these stove-piped systems in live training 
ranges and instrumentation restricts their reusability, 
increases the cost to upgrade, and causes significant 
amount of range downtime to modify.  In addition, 
the incompatibility between these disparate training 
systems results in the replacement of expensive 
components or requires the addition of adapters, 
which increases both cost and development time (M. 
Gomez, T. Kehr, 2011). The "stove-piped systems 
were built with different suites of sensors, networks, 
protocols, hardware, and software" (R. J. 
Noseworthy, 2010). The challenge and risk of linking 
stove-piped systems was identified in the 2006 Net-
Centric Services Strategy that stated, "Patching stove-
pipes together is a temporary solution; however, this 
leads to a fragile environment, which will eventually 
crumble under the high demands and unpredictable 
needs of the users" (DoD, 2006). 
In the attempt to break down the barriers created 
by the stove-piped systems, the U.S. Army’s Program 
Executive Office for Simulation, Training and 
Instrumentation (PEO STRI) developed the Live 
Training Transformation (LT2) product line to 
support the needs of live training.   The first goal of 
the LT2 product line was to maximize commonality 
and systematic component reuse and to ensure 
interoperability across the live training community.  
The second goal was to reduce fielding time and 
acquisition cost and to provide "total ownership cost 
reductions across the live training domain" (J.T. 
Lanman et al, 2012).  The LT2 product line supports 
home-station training, deployed training, Military 
Operations on Urban Terrain (MOUT) training, 
Maneuver Combat Training Center (MCTC) training 
and instrumented live-fire range training. Figure 1 
depicts the initial three use cases for the live training 
architectural migration. The first use case entails the 
use of smart phones during combat training to capture 
soldier situational awareness and/or other related data 
and broadcast them to the command post data center 
for strategic decision making. The second use case 
presents various Army combat vehicles and soldiers 
transmitting training instrumentation data through 
defense or commercial satellite and network gateways 
back to the command post data center. Finally a future 
use case shows sharing and sending of information 
using special sensor devices connected via Bluetooth 
or other commercially available standards to various 
edge devices (e.g. tablet or smart phone) back to the 
command post data center for analysis.  
1.2 Current Architectural Approach 
The architecture that supports live training today is 
the Common Training Instrumentation Architecture 
(CTIA).  CTIA is the foundation architecture of the 
LT2 product line that was developed by PEO STRI to 
specifically support live training.   The benefits of 
CTIA have been seen in the reduction of development 
costs, sustainment costs, maintenance costs, and 
fielding time of live training ranges (J. T. Lanman et 
al, 2012).  CTIA consists of architecture services, 
software components, standards and protocols that 
are Information Assurance (IA) certified to operate at 
the secret level (U.S. Army, 2013). 
 
Figure 1: Initial use cases for live training. 
Although CTIA has enabled units to conduct 
training through the benefits discussed in the previous 
section, CTIA technology is reaching its limitations 
to support the LT2 product line and ultimately the 
needs of the training community.  This inability to 
evolve with user requirements has left a gap in 
supporting web interfaces and wireless mobile 
devices. This gap in support can be linked back to a 
lack of LT2 architectural vision that ties standards 
together resulting in live training components being 
highly dependent on the CTIA versions and limited 
backwards compatibility (J. T. Lanman et al, 2012). 
Additional challenges with CTIA include 
compatibility with other military systems, supporting 
distributed training center support, and scalability of 
footprint across LT2 product line. To address these 




Figure 2: Conceptual view of a SOA-based cloud migration strategy for CTIA. 
challenges, the architecture team and PEO STRI have 
adopted a Service-Oriented Architecture (SOA) 
migration strategy (J.T. Lanman et al, 2011). Figure 
2 depicts a conceptual view of such strategy including 
a list of architectural layers and corresponding 
services provided.  The architectural layers are 
mapped to the service layers of a conceptual Regional 
Training Center (RTC), a cloud-based data center that 
hosts services and data for training capabilities at 
various Army installations and ranges.  If an Army 
range does not have a communications network, then 
a private mini RTC can be deployed at the range and 
later federated back to the main RTC data center. 
1.3 Training as a Service 
The term “Training as a Service” (TaaS) is used by the 
U.S. Army in order to refer to an “on-demand training 
environment” delivery model in which training 
software and its associated data are hosted in a cloud 
and are accessed by users using a thin client, normally 
using a web browser over the Internet.  
The U.S. Army has deployed a TaaS strategy in 
order to develop simulation and training services (i.e. 
Web services) and the supporting infrastructure (i.e. 
networks, communications, sensors and computing 
hardware).  Moreover, such TaaS strategy aims at 
building functional components and the supporting 
intermediate infrastructure according to modern cloud 
engineering principles and practices. It decomposes 
the system into components and layers. To obtain 
maximum flexibility and the greatest opportunity for 
reuse, each component exposes its capability through 
services available to the end-user and to other 
applications on the Army’s Enterprise Network 
(AEN). By designing software around a set of services 
rather than a set of applications, TaaS aligns with the 
DoD migration to net-centricity and architectural 
patterns used in industry (DoD, 2012). Moreover, the 
architecture segregates the software that exposes 
persistent information (data services) from functional 
(or business logic) and presentation services. Both 
TaaS and the CTIA SOA and cloud infrastructure are 
built upon layered architecture frameworks. TaaS and 
CTIA SOA embraces consistent SOA and cloud-
based concepts and architectural tenets, but differs in 
the sense that CTIA SOA is focused on defining 
architectural patterns that, while consistent with the 
TaaS objective architecture, focus on the unique issues 
of the instrumentation training environment rather 
than the holistic enterprise environment.  
TaaS is now evolving while building common 
Army training apps and software services for Web 
browsers, desktop computers and mobile devices in 
the cloud environment.  Army units and individual 
soldiers can access software applications such as a 
GPS tracking app for land navigation and exercise-
control monitoring, tactical engagement simulation 
apps for laser and simulated fire engagements, and 
instrumented range apps for fixed live-fire targets.  
TaaS will eventually support up to brigade and 
battalion level force-on-force instrumentation and 
home station training with constructive simulation 
data feeds and battle damage assessment.  TaaS is 
cloud-based with a deployable software service 
infrastructure to support the full live training domain. 
Figure 3 illustrates the LT2 based CTIA domains 
(home station,       force-on-force,       force-on-target) 
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supported by TaaS.   
It is expected that CTIA will eventually support 
fully the mobile computing world.  One of the goals 
here is to enable trainers to use mobile devices to 
capture training observations and evidence just like 
one might use an app to post a photograph to a social 
networking site. Finally, a more detailed description 
of how the Training as a Service (TaaS) delivery 
model is deployed by the U.S. Army can be found in 
(J. T. Lanman, P. Linos, 2013).   
1.4 LT2 Vision 
Figure 4 below summarizes the steps currently taken 
to fulfill the US Army’s 2025 modernization vision of 
its LT2 product line and related CTIA. As depicted in 
Figure 4, the CTIA is migrated to a cloud-based 
architecture and all related products are converted to 
SOA services. This effort enables a transition from the 
standalone model to a target cloud-ready model, 
which will eventually reduce costs. 
 
Figure 3: Training as a Service (TaaS) supporting the LT2 
based CTIA domains. 
In addition, all proprietary instrumentation 
systems are moved to a robust family of standards 
based sensor components. Also, the complete 
enterprise is modernized to a stand-up persistent, 
cloud-based LT2 enterprise of training services. 
Finally, the overall user experience is now moved 
from an operator-driven approach to a self-serve web 
or mobile apps tactic.   
As part of meeting the LT2 vision objectives, 
Lanman and Linos discuss how decisions to change a 
product must be driven by the goals and objectives of 
the customer and other key stakeholders if they are to 
be successful (J. T. Lanman, P. Linos, 2012). Just as  
 
Figure 4: A plan included in the U.S. Army’s 2015 vision 
to modernize its LT2 product line. 
the decision to adopt a product line approach for LT2 
involves recognition of avoidable duplication, the 
decision to migrate to a cloud-based platform 
involves recognition of deficiencies in meeting 
upcoming fielding needs for CTIA based training 
systems. To ensure that the adoption of a cloud-based 
migration strategy addresses the true needs of the LT2 
community, the architecture team, comprising key 
stakeholders based on influence and interest, have 
carefully defined and prioritized the strategic 
business goals and objectives for the LT2 
architecture. CTIA provides the foundation for this 
architecture; however, business goals and objectives 
were extended to the LT2 community at large to ensure 
that the CTIA architecture aligns with community 
needs. These goals were then used to determine the 
priorities for the technology insertion effort. 
1.5 Migration Roadmap 
The migration roadmap of the current CTIA, to a 
modernized state, entails six Transition Architecture 
(TA) path-points (i.e. TA1 through TA6) as shown in 
Figure 5.  Each such TA is based on a specific use case 
for tracking soldiers in both individual and small units 
training. Services allocated to each TA instantiation 
enable progressive levels of product team adoption. In 
addition, product teams are able to orchestrate the 
architecture services to meet their intended training 
use case, and develop user level application interfaces. 
Finally, each such transition architecture supports 
integration with first generation CTIA to the extent of 
the services provided. It is worth mentioning that TA6 
was added to the migration plan later due to a funding 
opportunity with an LT2 product.  That opportunity 
allowed the SOA to mature more quickly with 
additional services; however, it pushed the migration 
of other services out one year. The derived benefit was 
a faster deployment of a critical training capability at 
a major Army installation. 




Figure 5: A roadmap depicting the evolution of Transition Architectures with related timeline. 
The adopted migration roadmap entails modern 
cloud computing and virtualization technologies, 
which ensure effective interoperability among the 
Live, Virtual and Constructive (LVC) training systems 
and related applications. In addition, typical cloud 
engineering principles have been utilized while 
developing and orchestrating reusable, highly cohesive 
and loosely coupled software services at various 
granularity levels. Figure 5 also depicts the timeline 
and evolution of transition architectures TA1 through 
TA6 and their impact on core software, products, 
instrumentation, enterprise, and user experience. 
As of today, transition architectures TA1, TA2 and 
TA3 have been already released with reasonable 
success. The future architectures will be evolving over 
the next ten years into a series of the remaining 
transition architectures (i.e. TA4 through TA6). More 
specifically, TA4 will provide services to support 
basic force-on-force instrumentation for brigade level 
home station training with constructive data feeds and 
battle damage assessment. Services will include asset 
tracking and exercise replay. Finally, TA5 and TA6 
will be the last instantiation of the migration effort. 
Afterwards, the architecture transitions into 
production and sustainment for objective architectures 
OA1, OA2 and OA3. The target solution architecture 
(a.k.a. Objective Architecture) will be fully cloud-
based with a deployable Service-oriented 
Infrastructure (SOI) supporting the full live training 
domain. Training will include up to battalion level 
force-on-force exercises integrating with mission 
command systems and entail full wrap-around live, 
virtual, and constructive interoperability capability. 
2 CHALLENGES 
2.1 Current Testing Issues 
Changing to a cloud business methodology to support 
military requirements is unique because it changes the 
paradigm of traditional testing methodologies. This 
paradigm shift brings a new challenge of testing the 
architecture prior to implementation.  
The current testing practice lacks the necessary 
metrics to validate the LT2's transition to a service-
oriented capability.   The current method is to 
"implement once ready" without putting the new or 
modified application through the rigors of a 
comprehensive testing framework.  The current testing 
must expand from a solely integration focus to 
examining the effects of any new or modified 
application, such as interoperability and composability. 
Ignoring these effects may result in an open architecture 
without boundaries creating a governance nightmare.  
In addition, the length of the potential migration 
amplifies this challenge.  Currently, the new LT2 
CTIA Objective Architecture Vision is a multi-year 
plan requiring that the SOA evaluation framework to 
be highly reusable and flexible. These characteristics 
allow the framework to adapt as end-user 
requirements naturally evolve over time as 
technology advances. With the long-term goal of 
developing testing criteria for the on-going evaluation 
of the LT2 architecture components, a thorough 
literature review is being conducted identifying 
potential applicable and validated SOA testing 
models that could support the LT2 cloud migration.  
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2.2 Observations on Cloud-based 
Testing Methods 
Any reusable testing framework, including those 
utilized outside of the immediate LT2 architectural 
focus, must support the testing, data collection, and 
effective evaluation of the dependability and quality 
of services produced in a cloud-based services 
environment. Our literature review so far reveals 
various approaches and techniques for testing cloud-
based applications at different test levels.  Although 
these approaches and techniques seem promising, 
they lack the maturity of a validated and repeatable 
testing framework required to adequately assess the 
LT2 SOA-based implementation. 
According to research conducted by Petrova-
Antonova, et al., in support of their work to propose 
a possible SOA testing framework, there are several 
isolated testing tools and highly complex frameworks 
used in proprietary fashion for web service 
composition testing, however an available, proven, 
complete solution to both test and validate a SOA 
approach is still missing (D. Petrova et al, 2012).   
Much of the challenge in developing a highly 
useful and repeatable testing framework is that cloud-
based evaluation can be a highly complex computing 
issue. Services are dispersed over different 
deployment configurations; they must be highly 
adaptive as new services are added without requiring 
high levels of regression analysis. They may also be 
highly complex services with specific functionality 
offering differing operational tasks making on-going 
automation testing highly difficult (Y. Basili, 2012). 
Youssef Bassil offers, as a part of his SOA-based 
framework development research, an overview of the 
five levels of evaluation that should be considered in any 
application of a SOA testing framework (Y. Bassil, 
2012). They are as follows: Unit Testing (evaluating the 
individual service as an isolated element), Integration 
Testing (evaluating the SOA as a working group of co-
joined services), Regression Testing (re-evaluating any 
recent updates to individual services across the working 
group of services), Functional Testing (evaluating that a 
service performs its intended purpose), Non-Functional 
Testing (evaluating properties such as availability and 
security vulnerabilities within the service). 
In addition, Papastergiou and Polemi suggest that 
a proper testing framework used to evaluate a SOA 
approach to overcome interoperability challenges 
must include the following elements in order to 
confront recognized weaknesses in many of the 
currently available testing frameworks (S. 
Papastegiou, D. Polemi, 2010): Clarified (framework 
requires that testing apparatuses and necessary 
information are clearly defined as is the component 
being evaluated), Adaptable & Extensible 
(framework requires that new testing tools and 
methods, as well as new services, are easily 
integrated), Flexible (framework requires elements to 
be able to be adopted as needed for specific test cases, 
Structured (framework follows a concrete set of 
evaluation steps), Interdependent & Scalable 
(framework provides value independent of any given 
testing technology or number of services under test). 
Although we identified several framework 
suggestions for testing a SOA-based implementation, 
there is clearly not a one-size-fits-all methodology to 
measuring the success of an implementation. Each 
evaluation framework must be informed by an 
understanding of the individual system needs and 
capabilities. The Army’s live training systems, in all of 
their architectural complexity, particularly emphasize 
this need to take a customized approach of designing 
any intended evaluation framework with the LT2 goals 
and metrics of success top-of-mind. Therefore, we are 
still looking for experiences and recommendations on 
how to properly validate a SOA implementation 
(especially in the cloud) to be highly diverse. We will 
continue our literature review of related publications 
such as the one in (S. Tilley, T. Parveen, 2012). 
3 LESSONS LEARNED 
This section discusses lessons learned to date based 
on the on-going cloud-based modernization activities 
for the LT2 product line. 
3.1 Leveraging Reuse 
A lesson that we learned quickly during the cloud 
migration process is that common architecture 
frameworks succeed by providing a uniform and 
highly reusable feature-rich environment that allows 
developers to focus on their primary objective of 
implementing business-level use cases and not on 
repetitive implementation details. The Army’s success 
with CTIA can be realized by the fact that it forms an 
average of 50% of the code base for all live training 
systems deployed since 2006. More specifically, the 
Army’s LT2 products typically use about 57% of an 
approximate two million lines of code in the CTIA 
framework (J. T. Lanman et al, 2012). Another 
realization is that due to the large investment of the 
current architecture and the multitude of component 
dependencies it is unreasonable to expect that the new 
architecture can be developed in an isolated 
environment and deployed to replace completely the 
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existing architecture. Therefore, it became apparent 
that backwards compatibility must be maintained with 
legacy software components through the existing 
CTIA framework interfaces. For more information on 
the historical evolution of CTIA we refer the reader to 
(J. T. Lanman, P. Linos). 
3.2 Mapping Business Processes  
In the live training domain the technical problem does 
not directly map to the IT business process for 
producing goods and services which SOA is typically 
modeled upon. As we know, the standard SOA 
business process is an orchestration of multiple 
business functions each of which rely on the results 
of the previous function to accomplish a discrete task. 
For instance, consider the archetypal example where 
a business process entails: booking an order => 
updating inventory => shipping => billing. In the case 
of a live training environment, business units are 
providers of content and context to artifacts generated 
within the system. The system collects artifacts and 
then consumers generate review content from the 
artifacts. The path through artifact generation, 
manipulation and presentation is not dictated by a 
predefined orchestration but by an ad hoc manner, 
depending on the fidelity of the training environment. 
A combat training center for example has multiple 
organizations dedicated to providing context and 
content for discrete aspects of the training exercise 
such as fires, upper echelon support, or aerial support, 
whereas a home station training range instantiation is 
typically an individual assessing the time on target, or 
efficiency in meeting the training objectives for a 
single unit.  As a result, the lesson here is that the U.S. 
Army could not directly adopt a traditional IT 
business process, but customized such process to 
allow for scalability of multiple or simultaneous 
training assets to accomplish discrete tasks in a 
traditional SOA implementation. 
3.3 Improving Deployment Time 
In an archetypal cloud-based deployment the SOA 
system is ubiquitous and accessible from multiple 
disparate organizations. In addition, the system is 
always available with no defined end state. In the case 
of the U.S. Army’s live training systems however, as 
they are deployed currently, installations exist as 
isolated standalone systems. Also, training exercises 
have specific training objectives and they access data 
that are not shared between concurrent exercises at 
different ranges. Moreover, service composition is a 
function of the training audience and range, from 
combat training centers with dedicated rack servers 
down to individual ranges consisting of a single 
workstation operated directly by an individual from 
the training unit. These systems are accessed and 
maintained onsite and their state is dependent on the 
phase of the training rotation. Although the target 
migration architecture (a.k.a. Objective Architecture) 
will be a ubiquitous solution overall, the cloud-based 
implementation of CTIA must account for the 
different phases of training where different subsets of 
services are available depending on the training 
rotation state. As a result, we have learned so far that 
additional architectural layers and specialized 
federation services are needed in the Objective 
Architecture in order to account for the various 
asynchronous training phases. 
3.4 Assuring Security  
Any changes to the CTIA and LT2 architectures and 
their components must consider the security and 
accreditation impact in order to comply with the 
Information Assurance (IA) policies and the DoD’s 
Risk Management Framework (RMF) process. We 
need also to consider that as the U.S. Army evolves and 
in order to implement cloud computing and 
virtualization, that the security and IA requirements are 
also likely to evolve and introduce new requirements.  
Therefore, the lesson that we derived from this is to 
engage with security experts early in the cloud services 
design process and build in security constructs in the 
design, which allows for easier IA certification and a 
more secure and cost effective solution.  
3.5 Pending Technical Concerns 
We found that cloud-based migration challenges 
mostly concentrate around bandwidth, scalability, 
and technical issues based on SOA related 
implementation details such as limitations of 
proprietary Enterprise Service Bus (ESB) 
capabilities. Historical CTIA development has 
resulted in a set of metrics that ensure that all 
development activities comply with the required 
Technical Performance Measures (TPMs), which are 
internally defined by the U.S. Army. Continuous 
integration and testing ensures that any time these 
metric values are exceeded the development team takes 
immediate action. Also, existing test harnesses and 
training scenarios provide a baseline for validation 
testing. It is worth mentioning that the current system’s 
performance exceeds the performance of the previous 
generation of CTIA. The first transition architectures 
focus on the most reused and also the most 
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performance-sensitive elements within the system, 
ensuring that these issues are addressed early and often. 
The CTIA SOA is early in its development and we are 
still collecting metrics on performance and testing.  
However, since these technical concerns are an on-
going investigation, we will continue to identify and 
address them as needed. We plan to include those 
findings and related data in future reports. 
4 CONCLUSIONS 
In this paper, we briefly described the U.S. Army’s 
overall effort, experiences and lessons learned while 
modernizing its Live Training Transformation (LT2) 
product line. To this end, the U.S. Army decided to 
leverage the industry-wide knowledge and success of 
cloud computing using SOA, and it has identified this 
business approach as the new migration to its LT2 
product line. Based on work accomplished so far from 
such an effort, the U.S. Army believes that this transition 
is already increasing the interoperability of its different 
networks, databases, and interfaces that support live 
training. At the same time, the U.S. Army also 
acknowledges the fact that this paradigm shift poses 
various new challenges. For instance, just as there is not 
an "out of box" cloud-based strategy, there is not a "one 
size fits all" testing framework.  Based on such an 
observation we have found and discussed above some 
existing cloud-based testing techniques and approaches 
that could be used for the LT2 transition. However, we 
understand that further investigation is needed here 
before any decisions are made. 
We have also made an attempt in this paper to 
explain how the U.S. Army’s PEO STRI has 
incorporated the concept of TaaS (Training as a 
Service) in order to successfully migrate and 
modernize its simulation and training legacy software 
for the live training domain.  Based on early 
observations, it appears that the TaaS strategy 
addresses the need to reduce costs and leverage 
technology developments in order to better support 
the soldiers’ training needs.  However, as we have 
described in our lessons learned section above, there 
exist some challenges.  For example, SOA and cloud 
adoption related caveats are typically centered on 
network bandwidth, latency, software scalability and 
other technical issues.  Furthermore, any changes to 
architectures and software services must consider the 
security and accreditation impacts that might affect 
information assurance.   
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Abstract: Large enterprise applications are developed by teams of developers specializing in particular functional or 
technical areas. An overall application architecture is used to guide allocation of development tasks to the 
development teams. However, quality of the architecture degrades over the application life-cycle and 
manual refactoring is challenging due to the size and complexity of enterprise applications. This paper 
proposes to use automated clustering of large enterprise applications, where clusters are built around 
application business centers, as a means for refactoring the software design with an objective to improve 
allocation of software modules to development teams. The paper outlines a module allocation process in the 
framework of the overall enterprise application development process and reports an illustration of the 
allocation process. The illustration is based on the case of refactoring of a large third tier ERP system. 
1 INTRODUCTION 
Development of large software applications such as 
Enterprise Resource Planning (ERP) systems is a 
complex task. These systems are constantly evolving 
and huge efforts are devoted towards maintenance of 
existing applications and developing new 
functionality. Expertise of development team is a 
crucial factor to ensure efficient maintenance and 
software evolution (Bennett and Rajlich, 2000). That 
is especially important for large multi-functional 
applications because for their wide scope and long 
life-cycles. Developers specialize in particular 
functional and technical areas to ensure development 
efficiency (Liang, 2010). This specialization is 
enabled by having a modular system design 
(Paulish, 2002). Unfortunately, the system design if 
initially present tends to deteriorate during the life-
cycle for large complex applications (Cai et al., 
2009).  
This paper investigates a problem of refactoring 
the system design of long life-cycle packaged 
applications with an objective to support 
modularized development by dedicated teams. The 
refactoring is achieved by automated clustering of 
the system into self-contained modules. The 
automated clustering is considered because manual 
refactoring is prohibitive in the case of large 
systems. It is assumed that development of the 
modules requires specific development expertise and 
teams are formed and the modules are assigned to 
them to attain the best match between the required 
competencies and the team’s expertise. 
The objective of this paper is to propose a 
method for aligning software design and team’s 
expertise. The method is geared towards 
development of packaged applications including 
ERP systems. ERP development is investigated from 
the vendor perspective (as opposed to the ERP 
implementation perspective). Application of the 
method is illustrated using an example of the third 
tier ERP system undergoing a system’s redesign 
project. The further research is intended to focus on 
evaluation of actual benefits of redesigning of the 
ERP systems from the vendor’s perspective what is 
an insufficiently exposed research and practical 
problem. The main expected contribution of the 
proposed research is to determine suitability of 
automated refactoring to guide development team 
assignment and to facilitate inter-team collaboration 
in the case of large-scale packaged applications. 
The rest of the paper is organized as follows. 
Section 2 describes the ERP development process 
highlighting its modular nature and discusses the 
role of development team’s composition. Section 3 
introduces a process for allocating modules to 
development teams. Section 4 describes preliminary 
evaluation of the alignment process. Section 5 
concludes. 
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2 ERP DEVELOPMENT 
PROCESS 
An ERP development process resembles the 
traditional software development process. Two 
distinguishing features of this process are specific 
aspects of requirements management and wide scope 
of the application resulting in functional and 
technological complexities. Monnerat et al. (2008) 
suggest to use enterprise modeling techniques to 
establish a comprehensive set of requirements 
covering all areas of application of ERP systems. 
The incremental approach (Sommerville, 2010) to 
evolving functionality of the ERP systems on the 
basis of key requirements and overall architecture is 
used to address the functional and technological 
complexities. Figure 1 shows an overall ERP 
development process.   
An ERP system can be developed from scratch 
or by evolving existing software. The latter case is 
more common in practice since either the previous 
version of the ERP system is available or the ERP 
system development is a continuation of successful 
custom software development. In this research, we 
focus on maintenance and evolution of existing ERP 
systems. The development process is driven by 
feedback from customers, market trends, changes in 
regulatory requirements and other factors (Xu and 
Brinkkemper, 2007). The enterprise modeling 
activity concerns scoping of ERP development and 
identification of key requirements towards the ERP 
system. ERP systems consist of functional modules, 
which cover certain areas of enterprise activities. 
Modules can be developed relatively independently 
(modules from the development perspective are not 
necessarily the same as modules from the functional 
perspective). However, to ensure development and 
usage efficiency and consistency, the functional 
modules are developed following common 
principles determined according to the base 
requirements and operationalized in the overall 
architecture or systems design.  The individual 
modules are integrated together in order to release a 
new version of the ERP systems to customers. The 
module development, integration and release are 
continuous processes, especially, if agile techniques 
are used in development (De Carvalho et al., 2010). 
Enterprise modeling requires participation of 
process owners and key users (Sandkuhl et al., 
2014). They specialize in different business areas of 
the enterprise and possess limited knowledge and 
understanding about specific aspects of other 
business areas. Moreover, the research suggests that 
cross-functional teams have negative impact on 
implementation of ERP systems (Lui and Chan 
2008). Similarly, agile development practices 
suggest using vertical teams rather than horizontal 
teams (Ratner and Harvey, 2011). Carmel and Bird 
(1997) provide evidence that packaged systems are 
usually developed by teams of up to five developers. 
Therefore, it is often practical and advisable to 
distribute ERP development activities among teams 
specializing in particular business areas.  
Software architecture plays a major role in 
dividing software into manageable modules assigned 
to individuals or small teams for development 
(Unphon and Dittrich, 2010). However, that might 
be hampered by intricacies of the ERP technical 
design (Rettig, 2007), i.e. ERP systems consist of a 
large number of components linked together in a 
complex web of associations, which has evolved 
during the life-cycle. The overall architecture can be 
improved by refactoring although manual 
refactoring of large enterprise applications is 
challenging. This paper explores automated 
decomposition of ERP systems as a part of software 
design refactoring to improve allocation of modules 
to development teams. 
 
Figure 1: ERP systems development process. 
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3 ALIGNMENT APPROACH 
The alignment approach is elaborated for an ERP 
system which requires major architecture 
refactoring. The refactored architecture will be used 
to guide future software evolution processes 
including project management and team assignment 
processes.  
System redesign and identification of modules 
takes place at certain milestones of software 
evolution. Development teams change more 
frequently. However, it is assumed that once a 
module has been assigned to team knowledge is 
preserved in it even though team members change 
occasionally. Alignment between team expertise and 
design also needs to be periodically updated since 
newly developed components are assigned to 
modules and characteristics of modules might 
change. 
The system is divided in modules using clusters 
built around business centers (Figure 2). The 
business centers are system’s design components 
identified by a system architect as being central to 
providing desired functionality. The clustering is 
performed automatically and clusters consist of 
closely related components as measured by strength 
of associations among the components. There are 
components having only internal associations within 
a cluster and there are associations spanning 
boundaries of the clusters. The latter associations are 
particularly important to determine interfaces and to 
set contracts among development teams. The 
clustering addresses just some of the system’s 
redesign concerns. It is used as an input to other 
refactoring activities (e.g., Riva 2004), which yield 
the final division of the systems into modules. 
Competency requirements are identified for every 
module.  They concern knowledge of specific 
functional or technical areas associated with a 
particular module. For instance, ab absence 
management module requires knowledge of human 
resources management. 
Development teams work continuously 
throughout the system’s life-cycle and has certain 
functional and technical competencies. The available 
competencies concern knowledge possessed by team 
members. Experience in a specific functional or 
technical area plays a major importance in 
determining team competencies. The modules are 
assigned to the development teams by matching the 
available competencies and the competency 
requirements. Some changes in teams’ composition 
can be introduced to achieve a better match. 
4 PRELIMINARY RESULTS 
Feasibility of the alignment approach is evaluated by 
analyzing a third tier ERP system. This system is a 
multi-module system developed by its vendor over 
20 years using object-oriented development 
techniques. The systems has about 4 million source 
lines of code, 26,000 classes containing business 
logics and about 160K associations. IT is a three-tier 
client-server system though architectural principles, 
system design and styles of programming as well as 
functional requirements have experienced many 
changes and maintenance and development of new 
functionality have become increasingly complicated. 
The company has initiated a system’s redesign 
project. In order to simplify the system’s design it is 
attempted to improve decomposition of the system 
in modules. Given the size of the system, at least 
initial decomposition is performed using automated 
clustering techniques. The improved decomposition 
is envisioned to facilitate assignment of 
development teams to individual modules of the 
systems. 
The company has about 10 teams working on 
system’s evolution. A team usually includes a 
product owner, business expert, two to five 
developers and a couple of tester depending on 
workload. The business expert represents customer 
needs  and  specializes  in  a  particular  technical  or  
 
Figure 2: Alignment approach. 
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functional area. The product owner creates 
development tasks to implement the requirements. 
Successful product owners have intimate 
understanding of functional as well as technical 
aspects of her modules. Developers and testers have 
technical competencies and are more productive if 
they have sufficient understanding and experience 
about a given module. 
45 to 50 tentative business centers are identified. 
For example, there is an industry specific solution 
for forest management, which has classes 
implementing functionality for forest clearances 
management, wood transportation and billing. Even 
though clusters are built around the business centers, 
new clusters also can emerge during the clustering 
process.  
The ERP system is clustered using a hierarchical 
clustering algorithm (e.g., Cui and Chae 2011). The 
clustering is performed using a systems 
representation as a graph as an input. The graph’s 
nodes are source code modules and classes. The 
graph’s edges have several types including uses, 
extends, implements and other associations. Nodes 
are attached to clusters to maximize a similarity 
measure calculated as a weighted sum of edges 
connecting the node to candidate clusters. The 
technical description of the clustering algorithm is 
beyond the scope of this paper and additional details 
are provided in (Šūpulniece et al., 2015). 
The clustering yields around 100 clusters though 
the right level of granularity is yet to be determined. 
Figure 3 shows a fragment of high level clustering 
results. Clusters are shown as bubbles and 
associations connect interrelated clusters. It can be 
observed that there is a relatively large number of 
inter-cluster associations even after the clustering 
and the clusters have varying degree of centrality. 
Figure 4 zooms in on three clusters. The bubble 
size represents the number of intra-cluster 
components. Ovals surrounding a bubble and 
enclosed within a square indicate components 
having inter-cluster associations. These components 
are of particular interest because they will serve as 
interfaces among development teams. One of the 
clusters identified is a cluster for processing 
customer payments. This cluster has 229 intra-
cluster components and 86 components interfacing 
with other clusters (there is more than a thousand 
intra-cluster associations).  
The clustering results do not represent a ready-
to-be-used new technical design of the system and 
are not directly transferable to development. It is 
possible that a single cluster might require different 
competences due to inefficiency in the current 
systems design. The clusters will be used by system 
architects and other stakeholders for discussions on 
redesigning the system. That will lead to a set of 
software modules, which could be assigned to 
individual development teams.  
 
Figure 3: A fragment of clustering results. 
Figure 5 illustrates allocation of modules to 
development teams. This illustration focuses on five 
tentative modules: 1) financial accounting (FA) 
billing; 2) sales and distribution (SD) sales order 
processing; 3) forest management (FM) billing; 4) 
FM clearance; and 5) FM transportation. The former 
modules are cross-sectional, while the latter three 
modules belong to a horizontal solution developed 
specifically for the forestry industry.  The identified 
competency requirements are given in Table 1 (the 
knowledge of the base development technologies 
applies to all modules. 
Table 1: Competency requirements for tentative modules. 
Module Required competencies 
FA billing FA 
SD sales order processing CRM 
FM billing FA 
FM clearance FM, GIS integration 
FM transportation FA, GIS integration 
Among the development teams, there are teams 
FA, customer relationships management (CRM) and 
forest management, respectively. Team FA has 
expertise in functional aspects of financial 
accounting what matches to the FA Billing module. 
Similarly, Team CRM specializes in customer facing 
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Figure 4: Sample clusters showing intra-cluster and interface components. 
 
Figure 5: An illustrative matching between teams and modules. 
processes what matches to the SD Sales order 
processing module. Team FM has experience in 
working with forest management related functionality. 
However, the FM Billing module also requires FA 
competencies and there is a decision to be made about 
allocating this module to one of the teams. 
In many cases development teams can be 
rearranged to find the best fit between modules and 
teams. Otero et al. (2009) describes a formal 
approach for assigning teams according to their 
competencies. This method could be adopted for 
purposes of this investigation. It also accounts for 
varying degrees of competency and experience. 
5 CONCLUSIONS 
The paper proposes a method for automated 
clustering of enterprise applications as a means for 
allocating modules to development teams. It is 
argued that ERP systems are best developed by 
teams specializing in specific functional and 
technical areas. The overall architecture is used to 
allocate modules to these specialized development 
teams. Clustering is used for automated 
identification of the modules because manual 
refactoring is prohibitive. Business centers are used 
as a starting point of clustering to attain better 
alignment between software design and expertise of 
development teams. 
The decomposition based allocation is expected 
to bring the following benefits: 1) teams can 
specialize in particular functional and technical areas 
of application development; 2) clear separation of 
responsibilities among the teams; and 3) faster 
integration testing (i.e., teams are responsible for 
FM BillingFA Billing FM Clearance
FM Transportation
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intra-module testing and integration testing focuses 
only on interface components). From the practical 
perspective, research results will be used to find the 
best allocation of modules to development teams and 
to manage collaboration among the teams. From the 
theoretical perspective, further research is expected 
to provide insights in ERP development from the 
vendor perspective and to evaluate actual benefits of 
software design refactoring. 
There are several challenges to be addressed. 
The first challenge is finding the appropriate level of 
granularity or cluster size. The second challenge is 
definition of modules on the basis of clustering 
results. A special attention should be devoted to 
clusters mixing various expertise requirements and 
to identification of competency requirements for the 
modules. Finally, the module to team allocation 
method should be formalized. The granularity level 
will be determined in experimental studies and by 
receiving feedback from the development team. The 
modules will be developed by involving software 
architecting experts. The evaluation will be 
performed by means of the case study and 
comparative analysis of software development 
efficiency measures. 
One of the main challenges is to convince 
development teams that automated refactoring 
suggests appropriate solutions for changing the long-
established way of working and collaborating among 
the teams. 
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Abstract This paper is intentionally provocative. The analysis methods and specification tools we use today are derived 
from the century-old Taylorism via office work-study. If that was our scientific foundation, many obvious 
anomalies should have forced us to find a new paradigm.  Rejecting information-flow in favour of a 
knowledge-field paradigm, we can build a rigorous science of organisational semiotics to underpin the 
engineering of information systems, taking account of the essentially human and social aspects of information: 
semantics/meaning, pragmatics/intention and social products/value, while reaching the level of rigorous 
formality needed for the technical aspects of the system.  Practical case studies have demonstrated the 
advantages of this new approach, which reduces costs, especially over a long period while making the system 
easier for the users to understand. 
1     INTRODUCTION 
We need a sound scientific foundation for 
engineering organisational information systems that 
encompasses the organisational as well as the 
technical.  
How do we compare? Hardware evolves 
phenomenally fast; software less so; and, 60 years on, 
AI still threatens, like Shakespeare’s King Lear, to 
“do such things, what they are, yet I know not; but 
they shall be the terrors of the earth.” As an example, 
Stephen Hawking told the BBC: "The development 
of full artificial intelligence could spell the end of the 
human race." But we are slower still. IS systems 
analysis and design clings to Taylor’s 100-year-old 
scientific management. Today’s UML, looks modern 
but it embodies the same old ideas.  
1.2     Machines 
UML, 1960s’ ISAD tools and Taylor’s 1890s work-
study tools all track the flow of parts and materials 
and sequences of operations performed on them. 
Usually, in factories these are mechanical products, 
but in offices, documents and in computer systems, 
structured data. Taylor’s science concerns only the 
movements of and operations upon objects and 
materials. So, importing his science into our domain 
limits ‘information science’ to some purely technical 
aspects and forces us to treat every organisation as a 
kind of machine.  
Is that enough?  Probably not!  
1.3 Organisations 
Back in the 1960s, the steel industry had an acute 
shortage of systems analysts, and they asked me to 
create courses to address the problem. Computer 
manufacturers providing the only other training at 
that time, taught how to introduce computers into a 
business. That technical bias and lack of 
understanding of the human and social aspects of 
information systems seemed to explain the alarming 
project failure rate. We should be equally alarmed 
today because the failure rate is still high. 
1.4     Mystical Fluids 
Instead, hoping to teach how to improve an 
organisation as an information system, using 
technology where appropriate, I searched for a 
scientific understanding of the role information plays 
in the functioning of organisations. To start with, 
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scientific language must denote things precisely. But 
to understand “information” were we offered a 
hierarchy of mystical fluids – data> information> 
knowledge>wisdom – each distilled from its 
predecessor in a chemical engineering metaphor.  
Even in the 1960s I was scornful of this idea, except 
as an imaginative point of departure 1 . Without a 
terminology with precise operational meanings, we 
cannot conjecture testable hypotheses from which to 
formulate theories for understanding and predicting 
the behaviour of systems employing that wonderful, 
new economic resource: information.  
2 SIGNS AND SEMIOTICS 
 “Information” is a useless primitive concept; it has so 
many different meanings. Armed with the criterion 
“Take me to see some.” I searched for a better 
primitive (Stamper, 1973). And there it stood: the sign. 
Semiotics (Nöth, 1990), the study of signs takes its 
name from the ancient Greek for a symptom (the sign 
of a disease), which must be something physical. From 
its roots in philosophy, semiotics has an extensive 
literature that few were bothered to read.  John Locke 
(1690) had identified the “doctrine of signs” as the 
bridge between the physical and social worlds: our 
technical and organisational domains.  Signs are things 
standing for other things that we want to communicate 
about. So, to displace DIKW’s four mystical fluids, I 
wrote a book about information as a number of 
precisely defined properties of signs, all of them 
capable of empirical investigation. Three categories of 
them are well established in the literature2, but I drew 
attention to two others3 and added the social products 
of using signs to form a “semiotic framework” to 
divide an empirical science of organisational 
information into distinct areas of investigation. 
Incidentally, it serves as a checklist when working on 
any information system because, to be effective, it 
must function correctly on all six levels.   
There is nothing mystical about signs.  They 
always   have   a   physical   form,   which   may    be 
investigated empirically in different ways, as 
indicated in this table.  Technical properties do not 
depend on any human agent whereas the others 
always involve signs in relation to individuals or 
communities. 
                                                        
1 DIKW comes from TS Eliot’s 1934 poem, The Rock.  Science 
may start from imaginative ideas but must develop them with 
criticism and imaginative tools of other kind.  However, a 
scientist who has access to poetic ideas gives me more 
confidence than one of constrained imagination. 
2.1     A Broader Focus 
Can this broader understanding of information help 
us to improve upon the disgraceful track record for 
project failure? Every enterprise is coy about failures, 
so figures are very difficult to obtain, but trawling the 
web, as I last did in 2012, suggests, roughly speaking, 
that 25% succeed, 50% fail to meet functional 
requirements, budget or timing, while 25% are totally 
written off: a disgrace! Will a broad, unifying, 
scientific foundation help to eliminate or reduce those 
failures? 
Each technical branch of semiotics has its own 
scientific support. Physics underpins hardware 
engineering; statistics and probability theory support 
work on the empirics of signs; while the formal 
sciences of logic and mathematics, as adapted by 
computer science, deal with the syntactic aspects of 
signs. Those excellent foundation disciplines tempt 
us to retreat into the safe hands of software 
engineering, well away from the messy domains of 
human and social behaviour.  But the problems of 
engineering software for computers differ 
fundamentally from those of engineering information 
systems for organisations, unless you treat 
organisations as though they were computers with 
various information fluids flowing through them.  
 
A software engineer need not differentiate 
between a game about dungeons and dragons and a 
system affecting the lives or livelihoods of real 
people. Ensuring the safety of an atomic power 
station or providing social security for a population 
entail problems of meaning, intentionality and the 
social value of the signs. Only in relation with  
2 Eg: Syntactics, semantic and pragmatics in the writings of 
Charles Morris (1946) and CS Peirce (1931-35). 
3 CS Peirce included their physical properties and Colin Cherry 
(1957) their statistical properties.  
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 those properties. Working on the analysis and 
design of an enterprise, with or without a computer 
application, one must deal rigorously with the real 
world (not formal) meanings of all the data, the 
intentions they express, and the agents who bear 
responsibility for their personal and social effects.  
2.2     A Unifying Science 
Organisational information systems engineering 
needs a unifying scientific discipline. To the technical 
branches of semiotics we must add appropriate 
treatments of semantics, pragmatics and the social 
properties of signs but also with the essential 
precision and formality for our work. Whereas the 
Taylor’s 100 year-old tools serve the technical 
domains, they do not help us with meanings, 
intentions or the social properties of information, 
unless one counts adding informal comments to the 
documentation. The challenge is to clarify the 
essential human and social concepts and handle them 
in precise formal terms. Until we have without a 
rigorous science behind us, one that deals with 
organisations as well as computers, we shall continue 
to work on organisations as skilled artisans like the 
craftsmen who built early Rolls Royce cars, but 
unable to keep pace with change because 
organisations as they evolve to equate with Rolls-
Royce aero-engines 
2.3     Phases of Scientific Progression 
How can we move forward?  Thomas Kuhn  (1970) 
has shown that science progress in two ways: in a 
Normal phase, while everyone works on a set of 
problems determined by a fixed paradigm with its 
dominant metaphor, taught from similar texts, until 
anomalies undermine the shared body of theory and a 
revolutionary phase is precipitated. Taylor’s late 19th 
century techniques dominate our education and our 
practice but its anomalies are only beginning to 
disturb a few of us.  Perhaps we imagined that 
fundamental changes were taking place while all we 
had were continuous, incremental adaptations of 
Taylor’s methods and tools, via O&M of the interwar 
years, their adaptation for computer systems, 
followed by numerous modifications by software 
engineers that were unified in UML; but, beneath the 
surface, the old ideas remained in place. 
Let us call to mind some of those anomalies, They 
include: an appalling project failure rate; persistence 
of sloppy ideas such as DIKW, inadequate treatment 
of meaning and intentionality, a weak understanding 
of how information delivers any value; high cost of 
system maintenance; obscure documentation that 
prevents an organisation’s management from 
exercising control over projects; obscure mountains 
of documentation that make it difficult to involve an 
organisation’s members from contributing to a 
system’s design and development; a long lead time 
before a project can deliver benefits; and so on. 
Where is our scientific motivation?  
If we had a serious scientific tradition and noticed 
that so much is wrong, we should be out on the 
proverbial streets in protest. Which makes me suspect 
that a lack of scientific spirit in the Information 
Systems community is holding back progress.  Below 
I show that the comments of programme committee for 
another conference that expose their unawareness of 
scientific method and their responsibility to apply it.  
My position is that it is time for a scientific 
revolution in our field. It is time for a new dominant 
metaphor and a better paradigm.  Why doesn’t 
everyone share my disquiet? 
2.4     Resistance to Change 
Perhaps Kuhn’s explanation is enough: people who 
have expended decades acquiring expertise in some 
orthodox methods, for which they are hired at 
comfortable salaries, react against the threat of having 
to learn another way of working.  Certainly, when 
consultancies build computer applications that need 
their expertise to maintain them, they benefit from a 
long-term, reliable cash flow; if all their competitors 
work within the same antiquated paradigm, their 
government and industrial clients have no alternative 
but to buy similar orthodox-style products from 
another consultancy. So why upset the boat?  Those 
who teach the long-established orthodoxy react in a 
similar manner. 
New ideas that threaten a comfortable way of life 
will nearly always come from a rather isolated 
maverick, so the opposition is easily attacked.  When 
Max Planck’s quantum theory encountered this 
treatment he said that science progresses one funeral 
at a time.  We may feel great sympathy for him but 
should acknowledge the difficulty we all encounter 
when adopting a new paradigm. 
So, having called for a revolution, I shall do 
something that you will probably consider even more 
foolish: I assert that there is a radically better 
paradigm for our work that can vastly improve our 
tragically bad project failure rate and it is based on a 
more suitable metaphor, one that embraces both the 
technical and the social aspects of the engineering 
problems we are required to solve. 
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3    CONJECTURE AND 
REFUTATION 
Of course, I express myself this way to provoke you 
to attempt to falsify my risky assertion.  Why?  
Because my research team and I adopted Karl 
Popper’ scientific method of Refutationism: science 
progresses by bold imaginative leaps that formulate 
new universal hypotheses that must be expressed 
precisely enough to be capable of falsification by 
even a single particular empirical observation or 
experiment although no proof of a universal 
hypothesis will result from any number of particular 
empirical tests. In order that I may learn, I invite your 
criticism.    
When the courses I established for the steel 
industry became the basis for the UK’s national 
programme run by the British Computer Society and 
the National Computing Centre, I became an 
academic at the London School of Economics and my 
chance to apply a radically new paradigm had arrived. 
3.1     A New Paradigm 
Instead of the information flow paradigm, I adopted a 
different metaphor from physics: field instead of flow.  
It became rather obvious when examining the 
computerisation of the Department of Health and 
Social Security.  I noticed that a single shelf for books 
could house all the Acts of Parliament and Statutory 
Instruments containing the legal norms defining what 
that huge organ of state must do.  Only a minority of 
the legal norms governed routine bureaucracy and 
only some were worth automating.  If we could 
express that small percentage in a suitable formalism, 
a computer might be able to interpret them, in effect 
turning the legal norms into the programs for 
supporting computer applications.  The actual 
procedure was to translate the 1m shelf of legislation 
into library of 400 thick volumes of “clerical codes” 
that were then translated in orthodox flow 
specifications. 
In addition to the legal norms, the people involved 
in the health and social security work also make use 
of the numerous social norms belonging to their 
shared background knowledge.  So we recast our task: 
to define the knowledge people in this activity 
domain must share if they are to collaborate in an 
organised way. 
Knowledge (note this precise definition) consists 
of social norms (culturally evolved informally as well 
as enacted as legal norms by Parliament) that express 
what things they deal with (perceptual norms), how 
that world functions (conceptual norms), how to 
judge things (evaluative norms) and how to act in 
different situations (behavioural norms).  This 
knowledge field binds together the community 
involved into a system or institution that governs how 
they collaborate on the relevant, shared activity.  
3.2    Refutable Hypotheses  
That broad idea led to the evolution of   
F: a formalism that can express any of the norms in 
question; and  
P: a program to interpret the formalised norms  
Conjecturing a version of F and its associated version 
of P, the research proceeded iteratively by pitting F 
and P against bodies of norms of increasing 
complexity, until they failed, as a result of which 
learned enough to make improved versions of F and 
P.  The scientific investigation never ends because the 
latest hypotheses always invites attempts to refute 
them, but one may apply the formalism and 
interpreter as soon as they seem acceptable for an 
engineering task.   
4    RESULTS 
We have achieved more than we initially hoped for 
and we have been able to test the results on 
innumerable desktop case studies but only two 
substantial actual organisational applications.  (From 
the point of view of the refutationist method, we 
should be attempting many such real applications but 
the opportunity to do so is not readily offered by 
businesses that, contrary to all the propaganda, are 
seldom entrepreneurial enough to take any risk.) 
4.1      Two Business Applications 
Case-I: University Administration In one country, we 
built their administrative system (A) using our 
methods and tools for the first time and, over ten 
years, compared it with a corresponding system (B) 
in a different country in the same region. B employed 
modular software of orthodox design, perfected on 
200+ similar applications worldwide.  System-A was 
bespoke and did all and exactly what the organisation 
required; system-B, on the other hand, forced the 
organisation  
• to change to suit the available software and/or  
• to pay for additional expensive software 
modules and/or  
• to have clerical staff process data in the margins 
of printouts. 
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Such solutions make adaptation to changing 
requirements even slower, and more costly.  Over ten 
years, the comparative costs for System-A were [I 
hesitate to say this, lest I be disbelieved] 80% lower 
than for System-B. Adapting to changing 
requirements was quick, easy and cheap, turning a 
sclerotic organisation into an agile one. Moreover, 
because everyone found System-A easy to 
understand, experienced users with detailed 
knowledge could contribute to the design and on-
going improvement of the system. Additionally, the 
sound theoretical foundations of our methods meant 
that many desirable feature were inbuilt whereas 
orthodox systems, must treat them as optional extras 
at additional cost: a full historical database; explicit 
semantic structures and associated error detection; 
specification of responsibilities; traceable records of 
all error treatment; multi-lingual facility (English and 
one other language but any number of others could be 
added easily).  
Case II: A Complex Expert System  - This 
system was being developed using the best of 
orthodox methods but was on the point of being 
totally written off because the experts commissioning 
it could not understand what was being constructed 
for them.  The orthodox documentation had grown to 
its usual gargantuan volume; with its impenetrable 
style, the experts could not understand much of it; it 
was boring to read and difficult to verify.  So they 
invited two members of our team to apply our 
methods. 
The documentation shrank to about one-twentieth 
of its original volume.  The expert commissioners 
found the new formalism succinct and easy to read.  
They could see what the system designers were 
proposing and were able to steer the emerging system 
toward their goals. Implementation went through 
smoothly and successfully,  
4.2     Criteria of Progress 
You may not think that I have described anything 
resembling a revolution in our scientific field.  That 
is exactly the right attitude. Refutationism demands 
permanent scepticism on the part of its practitioners. 
Despite that, Popper advises one to conjecture “bold 
hypotheses” that shift one’s perspective in a 
surprising way. Better still they should preferably: 
• explain as much as the hypothesis it is intended 
to replace; 
• do so more succinctly,  
• replacing a large obscure model with one that is 
simpler and easier to understand; and 
• in a way that explains more about the domain;  
• preferably bringing to light new invariants in the 
domain; while 
• raising new, exciting lines of enquiry and 
application 
4.3     Success? or Not yet? 
The question: does the “knowledge field” paradigm 
achieve all that?   
Given an organisation specified as a knowledge 
field, any number of suitable information flows can 
be derived from it but not the reverse.  
Case II achieved a massive reduction in the 
documentation while making it easier to understand, 
thus reversing the plan to write off the project; 
• a flow model tells you a lot about boring 
bureaucratic activity whereas the field model 
tells one what should happen for business 
reasons, especially who is responsible and 
mostly why; it contains a semantic model, it 
accounts for human intentions and, by showing 
the intended changes of attitudes, deals with the 
valuable products of the information; 
• the semantics for the domain are contained in a 
Semantic Normal Form that is largely invariant 
over time and between cultures; the 
classification of norms enables one find a stable 
organisational kernel that remains invariant over 
all bureaucratic revisions that do not change the 
essential business activities; 
• the computer-interpretable specification opens 
up a range of organisational research 
opportunities and practical products such as a 
touchstone to test any new computer 
application; with a Parliamentary Counsellor we 
have tested the method for legal drafting and 
parallel design of supporting software; it leads 
to ERP solutions based on ‘atomic’ modules; 
etc. etc. 
5 SCIENTIFIC CRITICISM 
WELCOME 
In conclusion, I present my position to you and 
explicitly ask for your critical questioning.  In the best 
scientific tradition, I want you to take my request 
seriously and make your comments rationally and, 
therefore, capable of rational response. Recently, 
from another conference, the reviewers of my paper 
made unhelpful comments that were: 
• value judgements to which no rational response 
was possible; or 
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• assertions that a statement or explanation is 
wrong or questionable without even a hint of 
why; or 
• complaints that I did not cite their favourite 
authors who, in fact, we had read but found 
irrelevant to our work; or 
• complaints about missing explanations that 
were actually in the text; while others 
• complained that I had relied on their appropriate 
prior knowledge to keep my explanations to a 
length appropriate to a book rather than a 
conference-length paper;  
This made me sceptical about our community 
having a well-established scientific tradition. If one, 
as a scientist (PC member, for example) writes a 
criticism of a scientific document, then one has a duty 
to abide by the same standards of discourse we 
impose on the authors.  
Now is the time for some refutations!  I hope I 
have provoked you into having interesting 
discussions.  It would be unwise of colleagues 
younger than me to be so controvertial but I have 
reached a point in life when worrying about my future 
career would be pointless.  Have fun! 
ACKNOWLEDGEMENTS 
Many members of the research team since 1971 
deserve acknowledgement but I only have space to 
mention:  Kecheng Liu and Yasser Ades who were 
responsible for the two major practical case-studies. 
REFERENCES 
Cherry, Colin, 1957, On Human Communication, 
Cambridge Mass, MIT Press 
Kuhn, Thomas S., 1962, 1970, The Structure of Scientific 
Revolutions, Chicago, Chicago University Press. 
Locke, John, 1690/1959, Essay Concerning Human 
Understanding, unabridged edtion 1959, Dover, New 
York. 
Morris C., l946, Signs, Language and Behaviour, New 
York, Prentice Hall - Braziller.   
Nöth, W. 1990, Handbook of Semiotics, Bloomington, 
Indian University Press 
Pierce C. S., l93l-35, Collected Papers, (6 volumes), 
Hartshorne C. & P. Weiss (eds.), Cambridge, Mass. 
Harvard U.P.   
Popper, Sir Karl, 1934/1959, The Logic of Scientific 
Discovery, London, Hutchinson. 
Popper, Sir Karl, 1963, Conjectures and Refutations, 
London, Routledge and Kegan Paul 
Stamper, R. 1973 Information in Business and 
Administrative Systems, Batsford, London & Wiley, 
New York. 
Stamper, R, 2012  “A New Framework for IS Thinking and 
a Game for Teaching Organisational IS Rather than 
Business Applications of IT,” Proc. UKAIS, New 
College, Oxford 
Our Orthodox Methods and Tools Are 100 Years Old and Due for Replacement
571
Decision Criteria for the Payment of Technical Debt in Software 
Projects: A Systematic Mapping Study 
Leilane Ferreira Ribeiro1,2, Mário André de F. Farias3,4, Manoel Mendonça4 
and Rodrigo Oliveira Spínola1,5 
1Graduate Program in Systems and Computer, Salvador University, Salvador, Bahia, Brazil 
2Federal Institute of Bahia - IFBA, Jequié, Bahia, Brazil 
3Federal Institute of Sergipe, Lagarto, Sergipe, Brazil 
4Federal University of Bahia, Salvador, Bahia, Brazil 
5Fraunhofer Project Center for Software and Systems Engineering at Federal University of Bahia, Salvador, Bahia, Brazil 
leilaneferreira@ifba.edu.br, mario.andre@ifs.edu.br, {manoel.g.mendonca, rodrigoospinola}@gmail.com 
Keywords: Technical Debt, Technical Debt Management, Decision-making Criteria, Software Maintenance, 
Systematic Mapping. 
Abstract: The term Technical Debt (TD) is used to describe the debt that a development team incurs when it takes 
shortcuts in the software development process, but that may increase the complexity and maintenance cost in 
the long-term. If a development team does not manage TD, this debt can cause significant long-term 
problems such as high maintenance costs. An important goal of the management of the debt is to evaluate 
the appropriate time to pay a TD item and to effectively apply decision-making criteria to balance the short-
term benefits against long-term costs. However, although there are different studies that have proposed 
strategies for the management of TD, decision criteria are often discussed in the background and, 
sometimes, they are not even mentioned. Thus, the purpose of this work is to identify, by performing a 
systematic mapping study of the literature, decision-making criteria that have been proposed to support the 
management of TD. We identified 14 decision-making criteria that can be used by development teams to 
prioritize the payment of TD items and a list of types of debt related to the criteria. In addition, the results 
show possible gaps where further research may be performed. 
1 INTRODUCTION 
The term Technical Debt (TD) is used to describe the 
debt that a development team incurs when it takes 
shortcuts in the software development process, but 
that may increase the complexity and maintenance 
cost in the long-term (Brown et al., 2010) (Kruchten 
et al., 2012). In this work, we use the term “TD item” 
to refer to an instance of TD. 
According to Brown et al. (2010), if a 
development team does not manage a TD item, this 
debt can cause significant long-term problems such 
as high maintenance costs. In this sense, effective 
management of TD is an important step to achieve a 
good quality in the software maintenance (Guo et al., 
2014).  
Management strategies have been proposed in 
order to minimize negative impacts of management 
of debt. The main goal of these strategies is to 
evaluate the appropriate time to pay a TD item, i.e. 
the time for the development team change the system 
and eliminate the debt. Thus, knowing decision 
criteria used to choose the most suitable time for the 
payment of TD items is important to balance their 
short-term benefits against long-term costs. 
Although there are different studies that have 
proposed strategies for the management of TD 
(Snipes et al., 2012) (Seaman et al., 2012) (Power, 
2013) (Codabux and Williams, 2013) (Guo et al., 
2014) (Mamun et al., 2014), none of them provides a 
deep discussion on decision-making criteria for the 
payment of TD. On these works, decision criteria are 
often discussed in the background, sometimes they 
are not even mentioned. Thus, despite their 
importance, there is not a comprehensive view on the 
existing criteria.  
In this context, this paper presents a systematic 
mapping study over studies published up to 2014 
that focus on management strategies of TD. This 
allowed us to investigate how researches are being 
conducted in this field and to address the following 
research questions:  
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• RQ1. What decision-making criteria have 
been proposed for the payment of TD? 
• RQ2. What are the types of TD related to the 
decision-making criteria for the payment of 
TD? 
• RQ3. Which empirical evaluations have been 
performed to evaluate the criteria? 
We held searches in three digital libraries (ACM 
Digital Library, IEEE Xplorer, and Scopus). 38 
studies were considered relevant to answer the 
research questions. The results provide a list of 14 
criteria that can be used to support decision-making 
on the payment of TD, and a list of types of TD that 
have been considered in approaches that focus on the 
payment of debt. 
Besides this introduction, this paper has six other 
sections. Section 2 discusses some related work. 
Section 3 details the systematic mapping method. 
Next, in section 4, the results of the mapping study 
are presented. Some implications of this work for 
researchers and practitioners are discussed in section 
5. Next, Section 6 shows the threats to validity. 
Finally, Section 7 presents the conclusions and 
directions for future researches.  
2 RELATED WORK 
In this section, we present other secondary studies in 
the TD area. 
The study performed by Tom et al. (2013) 
reported an exploratory case study that involves 
multivocal literature review, supplemented by 
interviews with software practitioners and academics 
to consolidate understanding of the nature of TD and 
its implications for the software development. The 
results of this study included the creation of a useful 
theoretical framework, consisting of a set of TD 
dimensions, attributes, precedents and outcomes, as 
well as the phenomenon itself and a taxonomy that 
describes and encompasses different forms of TD. 
Villar and Matalonga (2013) performed a 
systematic mapping study in order to understand the 
feasibility of using the TD metaphor as a tool for 
project management. The main purpose was to 
identify the current state of TD definitions. The 
results show that there is no agreed definition of the 
technical debt term. 
In another systematic review, Ampatzoglou et al. 
(2015) investigated how the financial aspects are 
defined in the context of TD and how they are related 
to the concepts of software engineering. The results 
indicate: (i) the most common financial terms used in 
TD researches: principal and interest, and (ii) the 
financial approaches that have been more frequently 
applied for managing TD: real options, portfolio 
management, cost-benefit analysis, and value-based 
analysis. Furthermore, the authors emphasize that the 
application of such approaches lacks consistency, 
i.e., the same strategy is differently applied in 
different studies, and in some cases lacks a clear 
mapping between financial and software engineering 
concepts. 
In another work in this area, Li et al. (2015) 
conducted a systematic mapping in order to obtain a 
comprehensive understanding of TD and an overview 
of the current state of research on its management. 
The results pointed out 10 types of TD, 8 TD 
management activities, and 29 tools for TD 
management. 
In this same sense, Alves et al. (2016) performed 
a systematic mapping study. Their results include an 
initial taxonomy of types of TD, a list of indicators 
that was proposed to identify TD, management 
strategies, and an analysis of the current state of the 
art, which allows to identify possible gaps and 
research topics. 
These studies are different from the mapping study 
presented in this paper. They provide a broad view of 
the TD management through different perspectives. 
This work focuses on identifying a set of criteria to be 
used in the decision-making on the payment of TD 
items. Therefore, our mapping study and the works 
discussed above are complementary to each other. 
3 SYSTEMATIC MAPPING 
METHOD 
Systematic mappings are used to evaluate and 
interpret relevant works relating to a research 
question, an area or a phenomenon of interest 
(Kitchenham and Charters, 2007). A systematic 
mapping study follows a set of well-defined steps, 
according to a protocol, to reduce the bias inherent 
in an informal review of the literature (Petersen et 
al., 2008). We chose to conduct a mapping study 
because it allows accessing and analyzing the 
primary studies aiming to summarize the evidences 
related to our research questions and carry out future 
researches. We describe the steps of the mapping 
method below.  
3.1 Research Questions 
Our general purpose is to better understand the 
decision-making criteria on the payment of TD 
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through a systematic mapping study. Thus, we 
defined three research questions which guide this 
study and reflect our goals. These questions and 
their motivations are described at the following: 
RQ1. What decision-making criteria have been 
proposed for the payment of TD? 
In order to achieve the software quality, a TD 
item must be effectively managed. In this sense, 
evaluating whether a TD must be paid and the 
suitable time for this may reduce the negative 
impacts of debt on the quality of the software 
project. Knowing decision criteria used to choose 
the appropriate time to pay off the debt may support 
this task. 
This question intends to identify and classify 
these decision criteria. 
RQ2. What are the types of TD related to the 
decision-making criteria for the payment of TD? 
A TD item can be inserted at any moment in the 
software development life cycle and may be related 
to several immature artifacts such as bad design, 
incomplete documentation, and missing tests. These 
immature artifacts may be seen as a type of debt that 
may burden software maintenance in the future 
(Alves et al., 2016). 
Different types of debt can bring different 
consequences to the software project, influencing 
what we need to consider when deciding if a debt 
should be paid and when.  
In order to effectively manage TD, it is important 
to know the relation between types of debt and 
decision criteria. Thus, the purpose of this question 
is to identify types of TD that have been studied in 
the works that focus on debt payment criteria. 
RQ3. Which empirical evaluations have been 
performed to evaluate the decision criteria? 
Alves et al. (2016) reported that most of the 
proposals in the TD management area still require 
more empirical evaluation. In this context, this 
question investigates which types of validation have 
been used in studies that focus on decision criteria 
for the payment of TD. This information is 
important to analyze the level of the maturity of the 
proposed approaches. 
3.2 Search Strategy 
In consonance with Petersen et al. (2008), the first 
step in conducting the mapping study is to look for 
primary studies into the defined scope. To define the 
search string, we considered the following aspects 
and keywords:  
• Population: Technical Debt; 
• Intervention: management of TD; 
• Results: methods, criteria, and process to 
support decision on payment of TD. 
We used these keywords and OR and AND 
operators to assemble the terms. Table 1 presents the 
complete search string used in this work. We applied 
the search string to titles and abstracts in some digital 
database. We did not use full text search because full 
text search resulted in a very large number of studies 
from domains other than software projects. The 
search covered papers published up to 2014. 
3.3 Databases and Study Selection 
We chose three digital libraries to the search process: 
(i) ACM Digital Library, (ii) IEEE Xplore, and (iii) 
Scopus. We selected these databases because, 
according to Alves et al. (2016), they have a large 
concentration of studies in the TD area. 
To support the study selection process, we defined 
the following inclusion and exclusion criteria: 
• Inclusion Criteria: the study needs to explore 
a theory, a practice, or an approach related to 
the management of TD. 
• Exclusion Criteria: we excluded studies that 
do not address management of TD. Surveys 
and secondary empirical studies were 
removed, since they report approaches from 
others. Challenges, showcases, and abstracts 
were also excluded, such as Tamburri et al. 
(2013) and Shah et al. (2014). 
The selection of papers was divided into three 
steps. Figure 1 shows the selection process. After the 
search, we had 450 studies, published between 1991 
and 2014. In the first step, we removed the duplicate 
studies. Next, we read the titles and abstract of 
resulting selection in order to analyze if the papers 
were into our scope. Finally, in the last step, we 
completely read each study in order to analyze it. 
The first step returned 332 studies. The second 
step reduced the list to 61 papers. Our final step 
resulted in 38 studies, published between 2010 and 
2014, to be further analyzed and classified. A whole 
list of the studies is available at 
https://goo.gl/RivQ16. Table 2 shows the number of 
papers by publishing type. 
Table 1: Search String. 
Population (("Technical Debt") 
AND 
Intervention (Management OR Monitoring OR 
Control) 
AND 
Results (Criteria OR Method OR Process)) 
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Figure 1: Study selection process. 
3.4 Classification Scheme 
We defined three categories to classify the papers 
and answer the research questions:  
• Decision-making Criteria on Payment of TD 
(RQ1): in order to classify the criteria, a 
researcher collected the decision-making criteria 
and their definitions following the terminology 
straight from the studies. We assumed as a 
criterion the strategy that supports decisions 
about when and if a TD item should be paid; 
• Types of TD Related to the Decision-making 
Criteria (RQ2): this category lists the types of 
TD that were related to any criterion in the 
studies. We used the types of debt proposed by 
Alves et al. (2014); 
• Empirical Evaluation (RQ3): we verified 
whether the proposed criterion has been 
evaluated through empirical methods and, if so, 
which method was used. We considered that a 
study has an empirical evaluation if it brings at 
least one section with some discussion dedicated 
to this topic. 
Table 2: Number of papers by publishing type. 






This section presents the main results of the data 
extraction activity. The extracted data were recorded 
on a spreadsheet that is available at 
https://goo.gl/Akdu8r. We analyzed the extracted 
data in an effort to answer our research question. 
4.1 Decision-making Criteria (RQ1) 
In this section, the decision-making criteria found in 
the literature and their definitions will be presented. 
We classified them into four categories:   
• Nature of the TD: criteria that are related to the 
TD’s properties, such as their severity and time 
when the debt was incurred; 
• Customer: criteria into this category concern 
about the impact that debts have on the 
customers; 
• Effort: criteria that are related to the cost of TD, 
such as the impact of the TD on the project and 
what effort will be applied to pay the TD item. 
• Project: criteria that are related to the projects’ 
properties, such as their lifetime and their 
possibility of evolution. 
These categories may help the development team 
on better understand the decision criteria and decide 
the suitable time to pay off a TD item. For instance, 
in a specific situation, it may be more important for 
the team to prioritize the customer category. Thus, 
criteria related to the category customer may be 
applied in order to perform the management of TD 
items. On the other hand, whether the cost to pay a 
TD item is more important than its impact on 
costumer, criteria related to category effort will be 
more relevant to decide which and when a TD will 
be paid. 
We identified 14 decision-making criteria to 
support the choice of the suitable time for the 
payment of debt. Table 3 presents criteria found in 
this mapping study (sorted by category), as well as 
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Figure 2 shows criteria distribution over the 
investigated years. From this figure, we highlight 
two outcomes:  
(i) Debt impact on the project and Cost-Benefit 
are the most explored criteria by the analyzed studies 
(both studies had 8 citations). Moreover, they appear 
nearly every years covered by this mapping. This 
may indicate that the biggest concern at the moment 
of decision-making on payment of a TD item is the 
impact and extra cost that a debt may cause on the 
project;  
 (ii) most criteria have clearly been not much 
explored. Five criteria were approached by two 
studies and other four only by one study. In this 
same sense, decision-making criteria were covered 
in less than 50% (17 from 38 papers) of the studies 
that focused on management of TD. This set of 
results indicates that these criteria need further 
investigation in order to improve their maturity. 
4.2 Types of TD Related to 
Decision-making Criteria (RQ2) 
In order to answer this question, we identified types 
of TD that were discussed with regards to the 
decision-making criteria. Table 4 presents the 
relation between types of TD and criteria. We can 
see that although many types of TD had already been 
discussed in several researches, only Defect Debt and 
Design Debt were related to criteria. As different 
types of debt can bring different consequences to the 
software project, influencing what we need to 
consider when deciding if a debt should be paid and 
when, the lack of relation between other types of 
debt and decision criteria provides us the following 
open question: “Are criteria independent of types of 
TD or there is some kind of influence between 
them?”. We do not have evidences to answer this 
question. This gap needs to be explored by 
academics in further researches. 
Table 3: Decision-making criteria. 









 Severity of the Debt  Debt items with high level of severity should be paid. S1, S9 
Existence  of 
workaround  
The payment of debt items that have a workaround may be 
delayed. 
S1, S14, S9 
Existence time of debt 
items  in the project. 
Debt items that are a long time in the project should be paid. S9 
Localization of TD  If the debt is located in a resource that will change due to a 
development or maintenance activity, the software engineer 







 Visibility The visible debt must be paid. S5 
Analysis when the 
refactored part will be 
used 
Pay debt items that are in widely used parts of the system. S4, S33 
Debt impact on 
customer 






Debt impact on the 
project 
Debt items that offer the greatest impact on the project should 
be paid. 
S2, S3, S5, 
S8, S9, S1, 
S24, S38 
Scope of tests Debt items with smaller scope of tests to validate their 
adjustment should be prioritized. 
S1, S9 
Cost-Benefit Debt items with good cost-benefit should be paid. If the cost 
of the debt is less than the cost of paying it off, the payment 
can delayed. 
S1, S14, S4, 
S10, S23, S9, 
S24,S28 
Effort to implement the 
proposed correction 
Debt items that require less effort to be paid must be removed 
first. 





Nature of the project Debt items of critical projects must be paid quickly. S11, S24 
Lifetime of the system Debt items in projects that will be discontinued soon should 
not be paid. 
S12, S14, S24 
Need of evolution of 
the system or features 
Debt items of systems or modules that will stop evolving or is 
stable and will not be affected by future changes should not be 
paid. 
S21 
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Figure 2: Criteria distribution over the investigated years. 
4.3 Empirical Evaluations (RQ3) 
We analyzed whether the papers investigated in this 
mapping study have conducted some type of 
empirical evaluation to validate the proposed 
criteria. Despite we identified different criteria in 17 
papers, none of them has been evaluated through an 
empirical study. 
According to Novais et al. (2013), empirical 
evaluation of technologies has increased 
significantly in the software engineering domain 
over the last years. However, we cannot observe this 
regarding studies that focus on decision-making 
criteria for the payment of TD. This implies that 
proposed criteria still require empirical 
investigation, so that their benefits and limitations 
can be known with increased confidence. 
5 DISCUSSION 
5.1 Implications for Practitioners and 
Researchers 
The results of this mapping study point to the 
following implications for practitioners: 
• We identified 14 decision criteria that can be 
used to decide and/or prioritize the payment 
of TD items incurred in software projects. 
After identifying TD items, developers can 
apply the criteria to each of them and decide 
on the payment of that item; 
• We defined 4 categories to facilitate the 
understanding and using of the criteria: nature 
of TD, customer, effort, and project. Software 
engineers can use these categories in the 
initial phases of a strategy for managing the 
TD in their projects. 
For researchers, the findings of this mapping 
study point to the following implications: 
• Different criteria were mapped, however, we 
did not identified any empirical study to 
assess them. This indicates that the criteria 
still require evaluation, so that their benefits 
and limitations could be known; 
• Although there are many types of TD, only 
two of them have been discussed with respect 
to decision-making criteria. Thus, the results 
were not conclusive as regards to the relation 
between decision criterion and types of TD. 
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Table 4: Relation between types of technical debt and 
decision criteria. 
Types of TD Criteria Studies 
Defect Debt 
- Severity of the Debt 
- Existence  of workaround 
- Debt impact on customer 
- Debt impact on the project 
- Scope of tests 
- Cost-Benefit 





- Debt impact on the project 
- Analysis when the refactored 




6 THREATS TO VALIDITY 
Our study has some threats to validity. We present 
them below with the strategies for its mitigation. 
Selection Bias: we selected each study based on 
the judgment of the inclusion and exclusion criteria. 
Thus, we cannot guarantee that all relevant primary 
studies were selected. With the intention of mitigate 
this threat, we discussed the study protocol among 
the researchers to guarantee a common 
understanding and searched the studies into the main 
digital libraries in our field.  
Data Extraction: bias or problems on data 
extraction from selected studies can affect their 
classification. In order to reduce this bias, we 
discussed deeply the definitions of data items and 
the classification scheme.  
External Validity: we carried out a systematic 
mapping study over studies published up 2014 that 
focused on TD management. This implies that we 
might have missed some relevant studies. Thus, we 
cannot generalize our conclusions for whole TD 
management approaches. However, our outcomes 
allow us to draw insights to guide further 
investigations. 
7 CONCLUSIONS 
The goal of this work was to conduct a systematic 
mapping study of the literature in order to identify 
criteria to support the decision on the payment of 
existent TD items in software systems. We focused 
on studies published up 2014 and selected 38 primary 
works that discuss TD management strategies.  
The main contribution of this work was the 
identification of 14 decision criteria that can be used 
by development team to decide and/or prioritize the 
payment of TD items. In addition, we identified that 
only two types of TD were related to decision-
making criteria. In this sense, we cannot recognize 
whether: (i) decision criteria are independent of 
types of TD, or (ii) there is some kind of influence 
between decision criteria and types of TD. 
Considering evaluation methods, we identified 
that none of analyzed studies has performed any kind 
of empirical evaluation. This may indicate a low 
level of maturity of the decision-making criteria for 
payment of TD. 
In general, the results provide some evidence and 
motivation for continuing to study decision criteria 
for TD payment. As future work, we will investigate 
the gaps identified in this mapping study. In 
particular, continuing to explore decision criteria in 
order to answer the following question: Are criteria 
independent of types of TD or there is some kind of 
influence between them?. We also intend to work on 
the development of a TD management strategy based 
on the identified criteria and their combinations. 
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Abstract: Software developing organizations nowadays have a wide choice when it comes to sourcing software 
components. This choice ranges from developing or adapting in-house developed components via buying 
closed source components to utilizing open source components. This study seeks to determine criteria that 
software developers can use to make this choice. Answering this question will result in a list of criteria that 
can, after further validation, be used to develop structured decision support in this type of decision. A first 
step is a literature search resulting in an initial list. Since the literature used was not specifically targeted at 
the question at hand, it was decided to separately conduct interviews to obtain an independently derived list 
of criteria. In a second part of the interview the respondents were confronted with the list resulting from 
literature. Together this resulted in a preliminary proposal for decision criteria for software sourcing. 
1 INTRODUCTION 
Delivery in time and within budget of (business) 
software that meets the functional and quality 
requirements is often a challenge. Component-based 
software development is often used to deal with this 
challenge but the selection of appropriate software 
components then becomes an important decision (Jha 
et al., 2014). A component can be defined as a 
coherent package of software that can be 
independently developed and delivered as a unit, and 
that offers interfaces by which it can be connected, 
unchanged, with other components to compose a 
larger system (D’Souza and Wills, 1997). When 
developing component-based software, an 
organization nowadays has a wide choice of sourcing 
options. The main choices are: 
? In-house development 
? Re-use (possibly with adaption) of earlier in-
house developed components 
? Acquisition of commercial components 
? Usage of open source components 
? Adaption of open source components. 
Choosing between these options is not obvious 
(Cortellessa et al., 2008). However, we were unable 
to find a good overview of criteria that could be used 
for such a decision. In this paper we propose a first 
attempt at filling this gap. A two-fold approach is 
taken. First, in a literature survey we try to identify a 
basic list of criteria. After this we conducted a series 
of interviews with experienced software developers 
and managers without using the results obtained from 
literature. From this, a list of criteria derived from 
practice is extracted. In a second part of the 
interviews, the results from literature are discussed 
explicitly. We expect that the results can be used as 
the basis for the development of structured decision 
process support for sourcing software components. 
In section 2 related work is discussed. The 
methodology used in the research is described in 
section 3, and execution of the research and the 
results in section 4. The paper ends with conclusions 
and a discussion of results in section 5. 
2 RELATED WORK 
A significant body of literature is already available on 
management of software development in general. 
However most of the literature found is only 
indirectly related to software component sourcing. No 
specific literature on software component sourcing 
decision criteria was found. We did find however 
literature on relevant aspects, focusing at the basic 
make-or-buy decision, at the consequences of 
organizing re-use of in-house developed components, 
or on the advantages and disadvantages of using open 
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source which will be a topic of discussion in this 
article as well.  
Morisio et al., (2002) shows the main issues of a 
'make or buy' decision. They also state that each 
product variant has its specific considerations 
regarding appropriate requirements, risks and costs. 
Cortellessa et al., present a framework supporting the 
choice between selection of commercial component 
software and development in-house (Cortellessa et 
al., 2008). Daneshgar et al have examined, in relation 
to the 'make or buy' decision on the basis of 10 
existing decision criteria, additional criteria that 
affect small and medium businesses (Daneshgar et al., 
2013). Boehm and Bhuta (2008) also identified 
advantages and disadvantages of commercial off-the-
shelf products in their study. The choice between the 
use of existing software components rather than to 
fully develop in-house is often made implicitly. Also, 
in projects that have been studied, it is implicitly 
expected that the development time and effort 
required can be reduced by making use of software 
components. However, convincing evidence is not 
yet available (Morisio et al., 2002). They also note 
that when using commercial off the shelf products 
new types of activities and their associated costs have 
to be taken into account (Morisio et al., 2002). The 
suitability of a component-based software system is 
highly dependent on the architecture of the system. 
Consistency and coupling play an important role in 
determining the quality of the system in terms of 
reliability and the effect of the component on the 
maintainability and availability of the system as a 
whole. This is also an area that should be taken into 
account when making sourcing decisions (Jha et al., 
2014). 
From the point of view of re-use as a sourcing 
option, re-use has the potential to shorten lead times, 
improve quality and reduce development costs. The 
studies conducted by (Lim, 1994) and (Kakarontzas 
et al., 2013) suggest that reuse of software results in 
higher quality. Also (Favaro et al., 1998) indicate that 
the economic benefits of software reuse are 
substantial. However, the reuse of software has 
shown to be challenging for many organizations on 
both a technical and organizational level 
(Kakarontzas et al., 2013). Results from the study of 
(Lim, 1994) are broadly consistent with research from 
(Kakarontzas et al., 2013). Lim mentions the 
following arguments for reuse: reduced delivery 
times; lower development costs and higher quality by 
fixing bugs in the product, but balances this with the 
need for sufficient funding for developing, 
maintaining and keeping components for re-use 
available. Frakes (2005) further elaborates the 
organizational issues that need to be dealt with for 
facilitating reuse. 
Also, work is available focusing on the adoption 
and the adaption of open source components. Such 
components have numerous benefits including free 
customizable source code. On the other hand, the use 
of (open source) software components may present 
various challenges concerning selection, testing and 
integration. If a system is being distributed or sold, it 
is e.g. important that a component with an appropriate 
license is selected (Chen et al., 2007). Ruffin and 
Ebert (2004) also state that, depending on the product, 
use, and market conditions, certain open source 
properties may be advantageous. One example is the 
existence of a large user community which results in 
a de-facto standard. Additionally, like (Chen et al., 
2007) they emphasize the importance of adhering to 
license conditions. There seems to be general 
disagreement on the added quality open source can 
provide. The study by (Paulson et al., 2004) suggests 
that defects are generally found and resolved faster in 
open source than in closed source software. Ruffin 
and Ebert (2004) argue that open source software may 
increase security. However, (Schryen and Kadura, 
2009) state that this conclusion requires further 
research, since a solid basis for this conclusion has yet 
to be established. For users of commercial off the 
shelf software components, it is more difficult to track 
changes than for open source software users. Open 
source users are also more concerned about the 
reputation of their support provider (Li et al., 2006). 
In the related field of package software selection 
a good overview is provided by (Jadhav and Sonar, 
2011) which gives an interesting and very possibly 
relevant overview of package selection criteria. 
However, the field is sufficiently distinct to prevent 
us in this stage from accepting these results as-is. 
They can however be looked into in a further stage of 
the research. 
All together we see significant contributions, 
often focusing on specific but related aspects of the 
sourcing criteria issue without, as of yet, resulting in 
a well-structured overview of criteria. Based on this 
conclusion, we decided to investigate sourcing 
criteria in a dedicated study. 
3 METHODOLOGY 
We started with a literature search using relevant 
combinations of the search terms “advantages, 
disadvantages, open source software, closed source 
software, software components, software component 
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selection, software reuse, and software 'make or 
buy'”. We used the generic search engine 
scholar.google.com and also the following online 
databases:  
? ACM Digital Library  
? IEEE Digital Library  
? JSTOR Business, Biological, Mathematics & 
Statistics Collection  
? ScienceDirect (Elsevier)  
? SpringerLink 
Relevancy of papers was assessed first on title and 
abstract. Resulting interesting papers were then 
investigated in detail. Selected papers were also used 
as the basis for a further reference based search 
(forward and backward) to find additional related 
papers. In total 94 papers were selected of which after 
further study 11 were eventually used.  
The results of the literature search were not 
convincing. Meaning that many criteria had to be 
derived from a literature base that was not specifically 
written for our purpose. So although the first resulting 
list of criteria might look plausible, we felt it had 
insufficient justification to serve as the sole basis for 
this research. Straightforward validation of such a list 
(e.g. in a survey) could provide information on the 
relevance of items already on the list, but it would be 
unlikely to lead to adding missing items to this list. 
To substantiate our first impression of the literature 
search and to gain insight into the way in which these 
and local criteria are being interpreted in practice, we 
opted for an in-depth case study. 
Since both relevance and completeness are 
relevant objectives for such a type of research, we 
decided on a twofold approach. In an interview, first 
an open part took place aimed at independently 
identifying a set of criteria that can provide a 
reference set for discussion and valuation of the set 
derived from literature. This was followed by a 
second, semi-structured part. Here, explicitly based 
on the list resulting from literature, we made a first 
attempt to assess the potential relevance of the 
literature set. 
The choice was made for open in-depth interviews 
since we felt the questions were too complex to allow 
sufficient quality results and to provoke sufficient 
response from a survey. We felt the disadvantage of 
limited participation was off-set by the depth and 
quality of the results which we could expect from in-
depth interviews. 
We looked at a single organization where 
component based development had been in use for 
several years and where the sourcing decision is 
therefor made routinely and where alternate sourcing 
options are considered. The organization is a provider 
of e-commerce applications and web applications for 
SME’s and (semi-) government organizations. The 
organization was founded 16 years ago, and currently 
comprises 48 employees of which 35 are developers. 
The organization is relatively young with ages of 
employees varying from 20 to 40 years. 
All five sourcing options identified above are 
standard practice in this organization. However, the 
organization does not have a formal policy regarding 
software component sourcing decision criteria. 
Therefore, we expected that developers and managers 
are forced to contemplate the sourcing decision 
regularly, resulting in the building up of experience. 
In a sense, they can be considered as an expert group. 
We expected this would give us a wider and well 
informed range of answers. Since the organization 
had no formal policy, documentation was unlikely to 
provide relevant information. This also explains our 
reliance on interviews. 
To constrain the interviewees into the sourcing 
decisions they actually make, rather than to trigger 
unsubstantiated perceptions and opinions, we focused 
at the decisions that had been made in the recent past 
on three specific projects. Within this organization we 
strived for maximum variation to promote diversity 
of results.  
Thus recent projects were selected representing all 
the different sourcing options. The projects were each 
taken from different departments within the 
organization, to further increase the potential 
diversity of answers. Similarly, per project different 
stakeholders were interviewed, to account for role-
based bias. Stakeholders having a role in sales, 
project management and software development, were 
selected. To increase response quality even further, 
only staff members with at least three years of 
experience were interviewed. 
Within this setting a detailed design of the two 
parts of the interview was developed. During the first 
part, an open interview was conducted where the 
participants were encouraged to recollect the 
arguments actually used within the specific projects. 
The respondents were not shown the results of the 
literature study to prevent any unintentional bias. 
Respondents were asked to identify the components 
of the project. For each component identified they 
were asked:  
? Were in your opinion other alternatives available?  
? Did any colleague suggest other alternatives? 
? On the basis of what criteria did you choose this 
option? 
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The interviews were recorded and crucial parts 
were transcribed. Using NVivo (Bazeley and 
Jackson, 2013) the results were organized and 
labelled. Subsequently the results were compared by 
the researchers with the list of criteria from the 
literature search, and matches and mismatches have 
been identified, of which the latter resulted in the 
identification of new additional criteria 
The second part of the interview was more 
structured. The basis of this part of the interview is 
the list of criteria found in the literature. The goal is 
to see if these criteria identified in literature have been 
used or could have been used in practice. Also in this 
interview the relation with actual decision making 
practice will be maintained, so questions are again 
aimed at actual experience. Per criterion the 
following questions were asked:  
? Have you used this criterion in an earlier decision?  
? If yes:  
? Can you indicate what project this was?  
? To what extent has this criterion really 
contributed to the decision? 
? If no (we did ask for opinions here):  
? Is this a plausible criterion?  
? Can you think of a project where this criterion 
would have relevant?  
For the second part of the interviews transcription 
was not deemed necessary. Based on the recording, 
the discussions were sufficiently structured and clear. 
The choice was made to do both parts of the 
interview in a single session. This had as an 
advantage that people remembered better what they 
said before and were therefore better able to connect 
what was mentioned in the first part, to the second 
part. This strengthened the results. It was also done 
for pragmatic reasons. It was easier to get 
participation this way. A drawback of course was that 
newly identified criteria could not now be tested 
across the participants. 
Internal validity is fostered by a careful research 
design. Respondents were carefully selected and 
treated with respect. They were informed on the 
purpose of the project and were told their input was 
voluntary, would be treated anonymously and that 
they could, at any time, refuse an answer or stop their 
participation. They were also given the option to 
check our recordings and interpretations derived from 
their interview. Respondents were informed in 
advance about the purpose of the research and were 
also provided with definitions of the sourcing options. 
This allowed them to prepare the interview and also 
can prevent misunderstanding as to the object of 
discussion. This will increase the quality of the 
information obtained, and thus the validity of the 
research. 
External validity is obtained by the ‘factual’ 
context maintained throughout the interviews. 
Results will show that in the particular organization 
some criteria have actually been used in the sourcing 
decision. Naturally, this does not imply relevancy for 
each and all other software organizations. But it does 
show that experienced practitioners have found them 
useful, hinting that others may value the use of 
explicit component sourcing criteria as well. 
Reliability is again supported by the careful 
design of the interviews. This resulted in the 
development of an extended interview guide that 
allowed to a large degree repeatable interviews. 
4 EXECUTION AND RESULTS 
The literature study resulted in a list of 26 criteria (see 
table 1). 
We selected three recent (within the last year) 
projects intending to cover all types of sourcing 
identified above. They were: 
? P1: an e-commerce solution based on an internally 
developed e-commerce platform that uses open 
source software components and recycled in-
house developed software.  
? P2: an e-commerce solution based on the open 
source platform that uses open source software 
components, adapted open source software 
components, and in-house developed software. 
? P3: an internal application framework that uses 
open source software components, closed source 
software components and in-house developed 
software. 
Respondents were asked to identify the components 
in each project. Examples of components mentioned 
were Magento and Wordpress. This proved to be 
more complex than originally expected, resulting in 
some differences in components identified between 
the respondents. For project P1 the respondents 
identified three, five, and five components, resulting 
in the discussion of twelve components. For P2 the 
numbers were five, seven, and “two + others”, also 
resulting in the discussion of twelve components. For 
P3 finally, the numbers were eight and nine resulting 
in discussion of fourteen components.  
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Table 1: Results from literature. 
ID Criterion  
L01 Because the source code is publicly available 
the risk of stopping vendor support is reduced 
because there a possible to switch to another 
supplier (Ruffin and Ebert, 2004)  
L02 Developing an application on a de facto 
standard API protects the application against 
changing supplier conditions (Ruffin and 
Ebert, 2004)  
L03 The risk of having to provide compensation to 
the licensor for the breach of license, patent or 
proprietary rights (Ruffin and Ebert, 2004)  
L04 The number of interactions between different 
components (Jha et al., 2014)  
L05 The scale and complexity of software 
component (Daneshgar et al., 2013)  
L06 Appropriate requirements - the extent to 
which the component standard meets user 
needs (Daneshgar et al., 2013) 
L07 The number of discovered vulnerabilities
(Schryen and Kadura, 2009)  
L08 Lead time required to fix discovered 
vulnerabilities (Ruffin and Ebert, 2004)  
L09 Reliability - maturity, fault tolerance and 
recoverability (Lawrence, 1996)  
L10 Maintainability - analyzability, changeability, 
stability and testability (Lawrence, 1996)  
L11 Effect of the software component on the 
availability of the system as a whole 
(Daneshgar et al., 2013)  
L12 Flexibility in the use of the component
(Daneshgar et al., 2013)  
L13 Delivery time (Lim, 1994)  
L14 Development costs (Lim, 1994)  
L15 Life cycle / maintenance costs (Boehm and 
Bhuta, 2008; Favaro et al., 1998) 
L16 The number of functional additions per 
release (Paulson et al., 2004)  
L17 Freedom to adapt code (Chen et al., 2007)  
L18 License of the component (Chen et al., 2007)  
L19 Intellectual property (Daneshgar et al., 2013)  
L20 Government requiring usage of specific 
accounting software (Daneshgar et al., 2013)  
L21 Wish to maintain a broad technical vision 
across the entire product (Frakes, 2005)  
L22 Wish to use knowledge and business expertise 
efficiently across projects (Frakes, 2005)  
L23 Desire to systematically manage parts which 
allow flexible reaction to changing market 
conditions (Frakes, 2005)  
L24 Availability of capable staff for development
(Lim, 1994)  
L25 Maintaining and keeping available reusable 
software components (Lim, 1994)  
L26 Available financial means to organize re-use
(Frakes, 2005) 
An option here could have been to provide the 
component structure as an input for the interviews. 
However, in that case respondents could have been 
confronted with components they are not really 
familiar with. In many cases this would have resulted 
in additional answers. This would have decreased the 
reliability of the answers given. The results confirm 
that this indeed occurred during the interviews, with 
actually surprisingly little overlap between the 
components identified. This we feel, justified our 
design decision.  
For each project, respondents were selected 
according to the roles specified above. Project P3 was 
an in-house project, so no related sales representative 
was available. Projects P1 and P2 were managed by 
the same project manager. This person was 
interviewed twice for the first part, once for each of 
the projects. The second part naturally only needed to 
be carried out once. In total, this resulted in eight 
interview results for part one and seven for the second 
part.  
At this stage, we had the choice between 
compromising on the number of respondents or on the 
diversity of sourcing in the projects. We opted for an 
optimal diversity of sourcing options, feeling that 
sufficient interviews were left to give valid and 
reliable results.  
The respondents had on average 8.2 years of 
experience of which 6.7 in their current organization, 
providing a solid basis of experience. 
Table 2: Addition criteria found. 
ID Criterion # 
P01 experience with the software component 
within the organization  
5 
P02 availability of documentation  1 
P03 interoperability and compatibility with 
plug-ins and / or frameworks  
5 
P04 the wish of the customer  6 
P05 expected life of the software component  2 
P06 software component is widely accepted 
by the community  
4 
P07 evaluation of the software component by 
the community  
1 
P08 Connect with market demand / increase 
commercial opportunities  
3 
For each interview we reserved four hours in a 
meeting room, so as to have sufficient time and to 
avoid being disturbed. On average, part one of the 
interview took slightly over half an hour, while the 
second part on average lasted for an hour. With some 
time required for the introduction and small rests 
between parts 1 and 2 and sometimes halfway part 2, 
the average duration was less than two hours. The 
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respondents had sufficient time to answer questions 
fully, contributing to the reliability of the answers.  
The additional criteria found in the first part of the 
interviews can be found in table 2. In the column ‘#’ 
is indicated the number of respondents who identified 
this criterion without prompting.  
Of the 26 criteria identified in literature, eleven 
were also confirmed in this first part of the interviews. 
In table 3 the column ‘part-1’shows the number of 
respondents that mentioned criteria (and an 
associated example from the project) that could be 
mapped to this list.  
Table 3: Results interviews. 
ID Part-1 Part-2 
based on usage based on opinion 
L01  3 5 
L02   7 
L03  3 3 
L04 1 4 3 
L05 3 5 1 
L06 3 7  
L07  1  
L08   3 
L09 3 6 1 
L10 2 6 1 
L11 3 5 2 
L12 4 7  
L13  2 4 
L14 6 6 1 
L15 2 5 1 
L16  3 2 
L17  2 4 
L18 5 6 1 
L19  1 2 
L20  2 5 
L21  7  
L22  7  
L23  3 4 
L24 2 4 3 
L25  6 1 
L26  5  
The second part of the interviews only looked at 
the criteria derived from literature, so no additional 
confirmation could be obtained for the criteria P1-P8. 
The results of the second part of the interviews can be 
found in the column ‘part-2’ table 3. The column 
‘based on usage’ shows the number of respondents 
that recognized a criteria as one they had actually 
used in the past. An additional thirteen criteria from 
literature were confirmed here. In all cases an actual 
example was given by the respondents, demonstrating 
factual knowledge rather than speculation.  
We also asked for opinions of respondents in case 
no actual usage took place. If they had not actually 
used the criterion they were asked if they found it 
plausible. The number of respondents who agreed 
with this can be found in the column ‘based on 
opinion’ of table 3.  
When discussing criterion L7 (the number of 
discovered vulnerabilities) no fewer than five 
respondents stated that instead of the number of 
vulnerabilities the criterion should in fact consider 
their (potential) impact. One respondent out of these 
also provided an example of usage of this criterion in 
a recent project. This resulted in an unexpected ninth 
additional criterion: 
P09: Impact of discovered vulnerabilities. 
5 DISCUSSION AND 
CONCLUSIONS  
In this paper we described research aimed at 
identifying criteria to support software component 
sourcing decisions. The literature study resulted in 26 
potential criteria. Some criteria were mentioned by 
several authors, but in principle we saw limited 
overlap between the authors. This did not inspire 
confidence as to the completeness of this list. A more 
complete list would have shown more overlap. 
This triggered design of an independent 
investigation, based on a series of in-depth 
interviews. Here experts from practice were asked, 
based on a recently completed project, to indicate 
criteria used in their sourcing decisions. This resulted 
in the identification of nineteen criteria, of which 
eleven could be matched to the list derived from 
literature and eight were new additions. A ninth 
addition emerged later from de interviews.  
When discussing the quality of the resulting list of 
criteria we can first look at completeness. Naturally, 
the current list may be quite incomplete and further 
research is needed to establish a more complete list of 
commonly useful criteria. Nine new additions to a list 
based on the experience of just a single company does 
suggest that saturation has as yet not been achieved. 
We are likely to find more when more companies are 
included in the research.  
On the other hand, by combining literature and 
practice in this way it would seem that at least the 
most obvious, and maybe then also the most 
important criteria, will have been identified. It must 
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be noted that the research conducted only looked at 
relevance, not at degree of importance. 
Apart from completeness we predominantly 
looked at relevance of the criteria that were identified. 
There a more positive picture emerges. The nine new 
criteria have been found without prompting and have 
been used in practice for a concrete sourcing decision 
within the target organization. That implies that they 
are relevant and other organizations can consider 
using them.  
Likewise, eleven criteria emerged from the 
interviews, which could be easily mapped on the 
literature. For these a similar degree of confidence 
can be expressed. Again these were found without 
prompting and have already been used in a sourcing 
decision practice. And they also have backing from 
literature. 
In the second part of the interviews we used the 
list resulting from literature as input to the interviews. 
Out of the fifteen remaining criteria, for thirteen 
criteria examples were provided that they had been 
used in an actual decision process. The evidence can 
be considered slightly less strong since the 
respondents required prompting for these criteria but 
still examples of usage could be given. It is 
reasonable to conclude that these criteria are also 
relevant. 
That leaves two criteria for which no actual usage 
could be identified. However, L02 (Developing an 
application on a de facto standard API protects the 
application against changing supplier conditions) was 
seen by all seven respondents to be a plausible 
criterion nonetheless. This remarkable consensus 
gives no evident reason to dismiss this criterion. L08 
(lead time required to fix discovered vulnerabilities) 
is also confirmed three times. All in all, there are 
reasons to qualify the entire result as at least 
‘plausible’. 
Furthermore, the initial list presented in this study 
is rather unrefined and needs additional processing. 
Many criteria are overlapping and differ in the level 
of abstraction and aggregation. E.g. criterion P04 
rather broadly states the importance of “customer 
wishes”. This is a more abstract formulation of the 
very specifically formulated L20 (Government 
requiring usage of specific accounting software). 
L07, L08 and P09 all somehow focus on 
vulnerabilities. L03 and L18 both consider license 
issues. Because of this, the current set of criteria 
cannot be seen as a set of independent criteria. Some 
further classification is required. We decided against 
doing so for the results of the literature study for two 
reasons. One because the number of criteria resulting 
was manageable and the other because we did not 
want to run a risk of changing information by our 
interpretations. The current list can be classified 
further, but we decided to wait till additional criteria 
have been identified. 
Obviously, further research will be needed to 
further validate this set of criteria and to add more 
results and insights from practice. An ongoing effort 
is required to discover more potentially useful 
criteria, which may hopefully result in some sort of 
saturation. After that the resulting list can be 
classified in a more coherent and manageable form. 
There is also the interesting aspect of (relative) 
degree of importance of criteria. This is probably very 
much context dependent and therefore local 
assessment will be needed to make a “common 
criteria list” operational in decision making practices 
in software component sourcing. This would open up 
a new line of research in which the decision making 
process of the way in which software components are 
sourced comes into focus. 
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Abstract: The article offers a model for knowledge management and e-learning integration (KMELI). The purpose of 
this model is to support the development of human resources in business environment and use learning as a 
common field for both these disciplines, with a particular emphasis on the determination of learning needs on 
the level of the organisation and the employee. The instructional design approach-based methodological 
framework that describes in detail the activities conducted in each phase is offered for the practical 
implementation of the model. It is important that, before training development is started, an initial analysis 
takes place, in order to separate learning needs from those that cannot be met with the help of training. 
1 INTRODUCTION 
Knowledge management (KM) and e-learning (EL) 
are developed as recognized, self-contained 
disciplines for years. By shifting focus on knowledge 
as the main resource of organization, these disciplines 
are gaining more and more interest. With further 
development, synergistic relationships should 
increase between knowledge management an e-
learning (Liebowitz and Frank, 2011). Some of these 
relationships are quite evident, because both 
disciplines:  
 Deal with knowledge capture, sharing, 
application and generation;  
 Have important technological components to 
enhance learning; 
 Contribute to building a continuous learning 
culture;  
 Can be decomposed into learning objects. 
Several conceptual, technological, organizational 
and content barriers are hindering close integration of 
knowledge management and e-learning (Brown et al., 
1989, Brusilovsky and Vassileva, 2003, 
Benmahamed et al., 2005, Dunn and Iliff, 2005, 
Maier and Schmidt, 2007). For example, workplace 
of a knowledge worker is fragmented: separated 
work, knowledge and learning space; KM and EL use 
separate ICT systems and different technologies (Ley 
et al., 2005); amount of guidance that KM and EL 
provide for learner is not appropriate; KM and EL 
have limited and isolated consideration of context 
(Schmidt, 2005); KM materials are missing 
interactivity (Yacci, 2005). 
By overcoming integration barriers we may 
expect clear benefits for both disciplines and 
increased quality, convenience, diversity and 
effectiveness within an organization (Yordanova, 
2007, Sammour and Schreurs, 2008, Islam and 
Kunifuji, 2011). 
There are several theoretical knowledge 
management an e-learning integration models 
described in literature (Woelk and Agarwal, 2002, 
Schmidt, 2005, Sivakumar, 2006, Maier and Schmidt, 
2007, Mason, 2008, Islam and Kunifuji, 2011, 
Ungaretti and Tillberg-Webb, 2011). Analysis of 
these models shows several integration ways and 
approaches, however, these models are not 
implemented in production environment and lack 
necessary technical specification and application 
support (Judrups, 2015a). As result of specific 
organizational goals and needs models employ 
different adaption and integration approaches 
(Judrups, 2015b). The more general approach is to 
base integration on common ground, which was 
identified as learning. 
The goal of the study was to develop a solution 
that would allow a training centre to be efficient in 
ensuring the development of employees to 
accomplish the objectives of the organisation and 
complete work tasks in business environment. 
Unfortunately, none  of  the  models  described in  
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the literature was of practical use in a situation like 
this. This is why a new knowledge management and 
e-learning integration model (KMELI) was created. 
For the practical implementation of the model, the 
methodology (implementation framework) based on 
instructional design approaches was designed. Thus, 
the goal of this article is to describe the KMELI model 
developed, as well as its implementation framework. 
2 CONTEXT OF THE MODEL  
The context of the development of the model was 
based on a broader study of human resource and 
business management processes and their interaction, 
which created a competence-based human resource 
management framework (Judrups, 2015a). This is 
why the KMELI model must comply with the 
following approaches: 
 employee development uses a competence-
based approach;  
 competence assessment uses e-learning-based 
solutions; 
 personalised development plans are composed 
for employee development; 
 development solutions used are described 
through competences and summarised in a 
development solution catalogue. 
The following requirements were set for the KMELI 
model: 
 meet the learning needs of the organisation; 
 meet the formal and informal learning needs of 
the employees with the use of KM and EL; 
 support automated competence assessment; 
 support employee competence profile and 
competence gap use; 
 support the use of personalised employee 
development plans;  
 support the use of development solutions 
described through competences: resource 
creation, publication, implementation. 
It is intended that these requirements and 
approaches will be elaborated more on further stages 
of the study; therefore, the KMELI model must be 
developed as sufficiently conceptual and general. 
3 BACKGROUND OF THE 
MODEL 
Training is the basis of both the knowledge 
management and e-learning, because both these 
disciplines are crucial components of training 
processes. The interaction and the specific 
approaches of KM and EL help achieve the learning 
goals set by the organisation (Ungaretti and Tillberg-
Webb, 2011).  
The understanding of KM and EL processes can 
be considered and compared as value chains of both 
these disciplines (Wild et al., 2002).  The value chains 
in both the disciplines comprise four sequential 
processes that can be divided into two stages: (1) 
identification of needs and goals; (2) design, 
development, implementation (see Figure 1). 
A comparison of the value chains of knowledge 
management and e-learning shows close relations 
between these disciplines. The commitment of the 
organisation towards e-learning is directly related to 
the first two processes in the knowledge management 
value chain: that is, the necessity to identify the 
strategic knowledge needs of the organisation and the 
lack of required knowledge. The last two processes in 
the KM value chain (the elimination of knowledge 
gap, and the distribution and use of the knowledge 
obtained) coresponds with the last three processes in 
the EL value chain. Proper development of the 
content and the learning approach, followed by the 
implementation of e-learning, allows to eliminate 
knowledge gap and distribute knowledge in the 
organisation, boosting its development and 
improving its competitiveness (Wild et al., 2002). 
 
Figure 1: KM and EL value chain comparison. 
KM and EL both serve the same purpose: 
improving learning and competence development in 
the organisation. However, they use two different 
perspectives. KM uses the organisation-level 
perspective, in order to avoid insufficient sharing of 
information among the employees of the 
organisation. On the other hand, e-learning 
emphasises the perspective of the individual, focusing 
on obtaining individual knowledge (Ras et al., 2005). 
Proper selection of metrics and their consistent 
use allows confirming the accomplishment of the 
Knowledge Management and e-Learning Integration Model (KMELI)
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goals set. The main problem lies not in finding the 
quality standards itself, but in choosing the most 
appropriate ones from the broad selection of 
standards available (Ehlers, 2005). 
4 DESCRIPTION OF THE 
MODEL 
The KMELI model demonstrates the integration of 
knowledge management and e-learning with learning 
as the common aspect of both these disciplines (see 
Figure 2). 
 
Figure 2: KMELI KM and EL integration model. 
The organisation learning cycle begins with the 
identification of knowledge needs and goals on the 
strategic level of the organisation (1). This allows to 
strengthen the traditionally individual aspect of e-
learning and to provide a broader learning context by 
connecting learning results with the strategic goals 
and objectives of the organisation. 
The learning needs and objectives are further 
specified on the level of individual employees and 
groups of employees (2). The acknowledgement of 
the context of the employee (personal learning traits, 
professional functions, tasks and processes, etc.) 
allows to personalise the learning solution and to 
involve the employee better in the learning process, 
helping the employee be more successful in achieving 
the results of the learning.  
During the development, implementation and 
execution of the learning (3), the learning is prepared 
and conducted, ensuring the acquisition, distribution 
and of the relevant knowledge in the organisation. All 
the three stages mentioned above are further 
subjected to quality control with the help of the 
metrics selected (4). In the model, this process is 
deliberately shown as a block that comes out of the 
common part of the integration between KM and EL 
(learning), because the process of quality control 
must ensure successful work of all the KM and EL 
implemented. It is important that the process of 
quality control allows both ensuring control and 
introducing correction on all the three levels. This is 
one of the aspects that will define the quality 
standards to be used in a practical implementation of 
the model. 
5 ANALYSIS OF THE MODEL 
The analysis of the KMELI model confirms that it 
complies with all the requirements set for its 
development:  
 The learning needs of the organisation are 
identified on the first step of the model (1) (see 
Figure 2). The learning and knowledge needs 
are related to the strategic goals of the 
organisation, providing them with the context 
of the organisation and allowing its employees 
to understand better the goals of learning.  
 The formal and informal training of employees 
is planned for the second step of the model (2). 
It is coordinated with the strategic goals of the 
organisation. This step provides for the use of 
individual development and training plans, 
particularly for longer-term training and for 
developing competencies that are more 
difficult to learn. The acquisition of minor 
knowledge necessary for daily work may not 
appear in individual development plans, 
because it can take place with the help of 
knowledge management techniques, such as 
informal training, tips from experienced 
colleagues, use of an archive for the training 
completed etc. 
 The automated competence assessment can be 
accomplished with the use of e-learning 
knowledge assessment tools, which are based 
on various tests and agent software that 
monitors the employee during work hours. The 
results obtained would then be submitted and 
processed for the employee’s competence 
profile. The evaluation of quality and training 
results (4) allows confirming the 
accomplishment of the goals of the training, 
and the acquisition of the competences 
planned. This information would then be 
registered in the competence profile of the user, 
decreasing the competence gap and updating as 
needed the further development plan. 
 All the knowledge and training objects used in 
training can be described with the help of 
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competences as development resources and 
registered in the development solution 
catalogue. In order to use these resources 
successfully, it is necessary to create or 
repurpose a small, self-contained module in a 
way that creates a mutual content-based and 
pedagogic connection among them. 
Competences are used to describe the training 
goal of these modules and the prerequisite 
knowledge for the training (Schmidt, 2005). 
It can be observed that, at its core, the KMELI 
model has an organisation of learning processes with 
a distinct emphasis on connecting the learning 
objectives with the general strategic goals of the 
organisation (1), on taking into account the specific 
needs and contexts of the employees (2), on quality 
control applied throughout the process, and on 
achieving the goals set (see Figure 2). 
Although the model is based on the knowledge 
management and e-learning disciplines, this aspect is 
not reflected significantly in the organisation of the 
learning processes. Therefore, the use of the model 
can be expanded to the entire learning process and 
applied according to the needs of the organisation. 
The learning needs of work groups and employees 
may not arise directly from the cascading of the 
strategic goals of the organisation and its needs. 
These needs can be related to the performance and 
performance ratings of specific employees. These 
needs would, in fact, begin being met on Stage 2, 
while the strategic goals would allow to confirm that 
the work done is necessary and to provide a broader 
context for the training. 
6 RESULTS AND DISCUSSIONS 
Taking into account the analysis and the conclusions, 
it is possible to determine the main principles of the 
KMELI model: 
 KMELI demonstrates the integration of 
nowledge management and e-learning with 
training as the common aspect of both these 
disciplines; 
 The identification of learning needs and goals 
begins at the level of the organisation; 
 The learning needs and goals of the employee 
at the individual level and the level of work 
groups are specified and put into the contexts 
of the employee; 
 The development, implementation and 
execution of training provides the acquisition, 
distribution and use of knowledge in the 
company; 
 The metrics and quality control on all the three 
stages ensure the improvement of processes 
and products, as well as the attainment of 
results. 
Practical implementation of the model developed 
requires methodology, thus a KMELI implementation 
framework was developed. It clarifies the activities 
conducted on each KMELI phase and serves as a 
detailed example for learning processes at the 
organisation. The framework helps in the introduction 
and development of such processes at the 
organisation. The main target audience of the KMELI 
framework are organisations that provide their 
employees, clients and partners with training.  The 
organisations that provide training to external clients 
may need to modify the training objective 
identification processes. 
A KMELI framework must be able to answer the 
following questions: 
 How are the strategic learning goals and needs 
of the organisations defined? 
 How are the learning goals and needs of 
employees and their groups defined? 
 How is training developed and implemented? 
 What are the quality control mechanisms and 
what metrics are to be used? 
The KMELI framework tries to answer the 
questions that are usually resolved with help of the 
instructional design. The instructional design is a 
systematic process that is used to turn teaching and 
training principles into traininig materials and 
activities (Smith and Ragan, 1993). The development 
of training is based on five stages: analysis, design, 
development, implementation, evaluation. This 
general approach is called the ADDIE model (see 
Figure 3), customised variants of which are usually 
created for practical use in organisations (Molenda, 
2003).  
 
Figure 3: ADDIE dynamic model (adopted from 
(Schufletowski, 2002)). 
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During the first stage of the KMELI model, the 
learning needs of the organisation are determined. 
This is similar to the ADDIE model, in which the 
analysis stage is used to study the needs and the 
environment. Such analysis often employs need 
evaluation or performance evaluation techniques. In 
both cases, a list of the needs of the organisation can 
be obtained, although only a part of these needs 
would be directly related to the needs of learning 
(Molenda and Russell, 2006).  
A part of the solutions to performance problems 
would not be related to the use of training at all, and 
in most cases training will only be a part of a bigger 
solution. During the initial analysis, the learning 
needs are separated from other performance 
problems. The development of training is conducted 
to satisfy only the learning needs. Therefore, it is 
practical to introduce the initial analysis stage of the 
KMELI implementation framework, which will 
determine the learning needs of the organisation and 
then transfer it further for the instructional design 
process (see Figure 4). 
 
Figure 4: Initial analysis and learning needs assessment. 
As a result, the KMELI implementation 
framework can be divided into six stages: the initial 
analysis and the five stages of the ADDIE model 
(analysis, design, development, implementation, 
evaluation). It is clear that, in practice, the initial 
analysis will be closely related to the following 
analysis stage, although the decision on the necessity 
and justifiability of training will be a crucial 
milestone. 
7 CONCLUSIONS 
The KMELI model provides a theoretical foundation 
for creating a practically usable knowledge 
management and e-learning integration solution. For 
the practical use of the model, the methodology – 
implementation framework based on instructional 
design approaches was designed. It provides a 
detailed description of the activities conducted on 
each of the stages of the model. It is important that, 
before training development is started, an initial 
analysis take place, in order to separate learning needs 
from those that cannot be met with the help of 
training.  
Further study requires that the model and its 
framework are verified in practice. Successful 
verification results will allow their further use in the 
development of a functioning knowledge 
management and e-learning integration solution. 
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Abstract: Recently, several ontologies have been proposed for real life domains, where these propositions are large and 
voluminous due to the complexity of the domain. Consequently, Ontology Aligning has been attracting a great 
deal of interest in order to establish interoperability between heterogeneous applications. Although, this 
research has been addressed, most of existing approaches do not well capture suitable correspondences when 
the size and structure vary vastly across ontologies. Addressing this issue, we propose in this paper a fuzzy 
clustering based alignment approach which consists on improving the ontological structure organization. The 
basic idea is to perform the fuzzy clustering technique over the ontology’s concepts in order to create clusters 
of similar concepts with estimation of medoids and membership degrees. The uncertainty is due to the fact 
that a concept has multiple attributes so to be assigned to different classes simultaneously. Then, the 
ontologies are aligned based on the generated fuzzy clusters with the use of different similarity techniques to 
discover correspondences between conceptual entities. 
1 INTRODUCTION 
As the study on data engineering actively progresses, 
knowledge management constitutes, nowadays, a 
primordial problematic, where the challenge relies on 
resolving the knowledge capitalization problem by 
improving knowledge merge and share. In this 
context, ontologies are introduced as a potential mean 
for conventional knowledge modeling for any given 
complex domain (Idoudi et al., 2014). In practice, 
several ontologies within the same domain are 
developed independently by different communities. 
Consequently, to date, the popularity of ontologies is 
rapidly rising, and the amount of available ontologies 
remains increasing. Thus, in case of knowledge 
sharing, it is crucial to establish interoperability 
between those ontologies to handle the semantic 
heterogeneity problem (Hamdi and Safar, 2009). 
Several ontology engineering processes are assuming 
this task, mainly the ontology alignment. This area of 
research has resulted in numerous studies (Fernández 
et al., 2012); (Shvaiko and Euzenat, 2005); (Qiu and 
Liu, 2014). Nevertheless, most of those approaches 
fail spectacularly to capture adequate 
correspondences when dealing with large ontologies 
of extremely different levels of granularities (Duan et 
al., 2011). This is due to the size and monolithic 
nature of these large ontologies. In this paper, we 
direct our attention to explore ways of ontology 
aligning. We therefore propose and evaluate a new, 
more efficient, fuzzy clustering-based approach. The 
main objective of adopting the fuzzy clustering is that 
it contributes to optimal organization of the 
ontological structure and it ensures that all the 
resulting clusters are concise enough to avoid any loss 
of information. The alignment process is based on 
three main steps; first the candidate ontology is 
clustered into concise clusters with estimation of 
medoids to the different generated clusters. Thus, we 
propose a semantic distance for clustering analyze. 
Second, clusters of both ontologies are aligned by 
means of their medoids using the semantic similarity 
to determine similar clusters. Once the pairs of similar 
clusters are retained, the third step consists on 
aligning the correspondent entities.  Although, 
several clustering based alignment methods have 
been proposed, our approach is characterized the use 
of fuzzy clustering to avoid information loss when 
ontologies clustering. Moreover, our method uses the 
medoid notion to determine similar blocks, contrarily 
to exisitng method which consist on parsing the 
whole cluster’s entities to conclude similar ones. The 
rest of the paper is organized as follows: in the next 
section, we introduce some related works. In Section 
3, we propose our algorithm for ontology fuzzy 
clustering. In Section 4, we present an alignment 
method. In Section 5, we show some initial 
594
Idoudi, R., Ettabaa, K., Hamrouni, K. and Solaiman, B.
Fuzzy Clustering based Approach for Ontology Alignment.
In Proceedings of the 18th International Conference on Enterprise Information Systems (ICEIS 2016) - Volume 1, pages 594-599
ISBN: 978-989-758-187-8
Copyright c© 2016 by SCITEPRESS – Science and Technology Publications, Lda. All rights reserved
experimental results to demonstrate the efficiency of 
the method. 
2 RELATED WORK 
Thus, in order to perform ontology alignment process, 
several researchers have been interested to perform 
clustering techniques over ontologies. In (Algergawy 
et al., 2011), the author proposed a clustering approach 
based on structural nodes similarity. Therefore, each 
cluster of the source ontology has to be aligned with 
only one subset of the target ontology.  In (Seddiquia 
and Aono, 2009), the approach starts by anchoring, a 
pair of “look-alike” neighbors concepts to be aligned. 
The method outputs a set of alignments between 
concepts within semantically similar subsets. The 
authors in (Hu et al., 2006) address the problem of 
aligning large class hierarchies by introducing a 
partition-based block approach. The process is based 
on predefined anchors and uses structural and 
linguistic similarities to partition class hierarchies into 
small blocks. The COMA++ system presented in 
(Massmann et al., 2011) consists on partitioning large 
ontologies by using relatively simple heuristic rules. It 
starts by transforming ontologies into graphs. Then, 
clustering algorithm is applied to partition the graphs 
into disjoint clusters. To determine similar clusters, the 
aligning process uses limited information about the 
cluster, which results in less alignment quality. In (Hu 
et al., 2008), starting from small clusters, Falcon-AO 
system merges progressively clusters together. The 
alignment process, exploits the whole cluster 
information to determine clusters pairs having higher 
proximity. This proximity is based on anchors. The 
more these clusters share anchors, the more similar 
they are. A structural clustering method based on 
network analysis was proposed in (Schlicht and 
Stuckenschmidt, 2008). The latter produces, in a 
consuming time, an important number of too small 
modules (which may affect the concept’s overall 
context). Authors in (Wang et al., 2011) use two types 
of reduction anchors to align ontologies. In order to 
predict ignorable similarity calculations, positive 
reduction anchors use the concept hierarchy while 
negative reduction anchors use locality of matching.  
3 ONTOLOGY FUZZY 
CLUSTERING 
In this section, we present our method for ontology 
fuzzy clustering using the FCMdd algorithm over 
ontology concepts. The use of fuzzy clustering is 
justified by the fact that a concept has multiple 
attributes so to be assigned to different classes 
simultaneously. Second, the use of fuzzy clustering 
may significantly reduce the loss of information while 
concept’s clustering. 
3.1 The FCMdd Algorithm 
FCMdd clustering technique represents a variant of 
the FCM technique applied over relational data. 
Likewise, the FCMdd allows computing membership 
degrees of concepts to different clusters as well as 
medoids which represent the representative data of 
the clusters. These fuzzy clusters groups semantically 
close concepts, where the membership to each cluster 
is not deterministic but rather ranges in the unit 
interval [0, 1]. It is worth to note that we are interested 
only in this work to concepts	X = 	 {xଵ, … , x୬} , while 
relationships R(x୧, x୨) are used to determine similarity 
in the clustering task. FCMdd is an iterative algorithm 
which tends to minimize this objective function: 
J୑(X, V) = ∑ ∑ (u୧୩)୫୬୩ୀଵୡ୧ୀଵ 	d(x୩ − v୧)ଶ  (1)
Let X = {xଵ,… , x୬} be a set of ontology concepts 
where n is the number of nodes in ontology, 
d()denotes the semantic distance between two 
concepts of X. The set V= {vଵ,… , vୡ} represents a 
subset of X	 with cardinality c(number of clusters); it 
represents the medoids set of the clusters, u୧୩ is the 
membership degree of element x୩ to 
cluster	i	with	 ∑ u୧୩ୡ୧ୀଵ	 = 1. 	  m is the fuzziness 
parameter of the resulting clusters where	m > 1	.  









Specifically, each cluster will be represented by a 
medoid. The latter represents the concept that has the 
minimal average distance with respect to the others.  
Formally the medoid of cluster C, 
where	v୧, c୨	C	;w. r. t.		the	semantic	distance	d(. ): 
v୧ = arg minୡ౟ ஫େ (
ଵ
|େ| ∑ d(v୧, c୨)୬୨ୀଵ ) (3)
The medoids designate the concepts minimizing 
the distance to the other members of the cluster e.g in 
the alignment step; those prototypes may intentionally 
speed-up the task of searching closest clusters. Finally, 
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a specific similarity measure for concepts is needed. 
The latter is presented in the next section. 
3.2 New Semantic Distance 
Intuitively, we assume that two concepts are 
particularly closer while the distance between them is 
minimal; to estimate the distance, we consider the 
relational context of a concept. The idea is to define 
for each concept a relational context that reveals the 
entities to which the concept is related in the 
ontology. The context must hold the knowledge to 
express the circumstances of a concept, its role in the 
ontology and its use cases. For this, we consider both 
kinds of relationship: First, the subsumption relation 
that   gives information about concepts subsumed by 
the concept of interest or the concept that subsume it. 
Second, we consider the object property relation 
which reveals the connected concepts. Given ܥ the set 
of concepts in ontology,  ܴ the set of relations 
including the subsumption and object property 
relations, the relational context of a concept ܿ	ܥ is 
given by: 
ܥ݋݊ݐ(ܿ) 	= 	 {ܿ௜|(ܿ, ܿ௜)	ɛ		ܴ	ᴗ		{ܿ}} 
Figure1 gives an example of the relational context 
of the concept ‘Calcification’ in the mammographic 
ontology, where we can see that it is related according 
to subsumption relation with {Micocalcification, 
Maco-calcification, Lesion} and according to object-
property relation with {Cyst, Mass, Opacity}, then, we 
can define the relational context of the concept 
‘Calcification’ as {Calcification, Mico-calcification, 
Macocalcification, Lesion, Cyst, Mass, Opacity}. 
 
Figure 1: Relational context of the concept 'Calcification'. 
Given two concepts ࢉ࢏ and	ࢉ࢐, the 
distance	d(c୧, 	c୨)	based on relational context between 
them is given as well:  
d(c୧, 	c୨)	=1-	(2. หେ(ୡ౟)	େ	൫ୡౠ൯	หหେ	(ୡ౟)หାหେ	൫ୡౠ൯ห) (4)
|C(c୧)	C	൫c୨൯	| Represents the number of 
common elements between the contexts of c୧ and	c୨. 
3.3 The Fuzzy Clustering Algorithm 
Algorithm 1 illustrates the FCMdd based ontology 
clustering based algorithm. The inputs of the 
algorithm are m: the fuzziness parameter, c: the 
number of clusters (determined by application 
requirement.) as well as the membership degrees and 
medoids set initialisation. The output of the algorithm 
is a set of clusters with correspondant medoids and 
the membership degrees of the concepts to the 
different clusters. It is worth to note, that the use of 
medoids is particularly important for a more flexible 
representation of clusters. Moreover, it helps to speed 
up the task of determining similar clusters between 
candidate ontologies.  
 
4 CLUSTERS ALIGNMENT 
In this section, we present our approach for clusters 
alignment. The input of the algorithm is the set of 
clusters correspondent to the source and target 
ontologies to be aligned. The idea is to compare both 
sets of clusters using the predefined medoids since 
these prototypes give a sketch of the clusters content. 
Thus matching medoids is helpful for users to 
understand the correspondences between clusters. 
The comparison is based on the use of semantic 
similarity. For each source cluster, we compute the 
semantic similarity of its medoid with the target 
medoids. The most similar medoids are retained to 
compare their respective clusters’s entities in the next 
step.  The semantic similarity computation uses an 
external resource to compute the similarity value. In 
this method, we have used the WordNet thesaurus 
Algorithm 1: FCMdd based Ontology Clustering. 
Input:	ܺ	=	{ݔଵ, … , ݔ௡}:	set	of	Ontology’s	concepts,	 
														ܿ	:	Number	of	clusters	, 
													݉:	Fuzziness	parameter	, 





for	݅	 = 	1, . . . , ܿ, 	݇	 = 	1, . . . , ݊ 
Initialize	the	set	of	medoids	V=	{ݒଵ, 	ݒଶ, … , 	ݒ௖} 
ࡾࢋ࢖ࢋࢇ࢚ 
Compute	membership	degrees	ݑ௜௞	for	݅ = 1…ܿ		
and	݇ = 1…݊	According	to	(2); 
	Update		ݒ௜;	i=1…c	according	to	(3); 
	 ௔ܸ௡௖௜௘௡ = ܸ 
	Iter=iter+1 
	Until	( ௔ܸ௡௖௜௘௡ = ܸ	//	convergence	or	iter=MaxIter)	 
Return	ܥ௖ 
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which groups words (nouns, verbs, adjectives) into 
sets of synonyms called synsets. The latte contains all 
the terms denoting a concept. They are linked by 
semantic relationship such as generalization or 
specialization relationship. The similarity between 
two synsets A and B of the two concepts 	cଵ, cଶ is 
computed as well:  
ݏ݅݉௦௘௠௔௡௧௜௖(ܿଵ, ܿଶ) = =max(ܣB/Aܤ) (5)
Once we have determined the couples of clusters 
deemed to be similar. We move from supervising 
predefined matched class pairs to their correspondent 
entities. At this step, we assume that as long as two 
medoids of source and target clusters are semantically 
close, their respective clusters have to be aligned. It is 
then carried to fully align elements inside retained 
similar clusters with the use different similarity 
measures such as the syntactic similarity and the 
structural similarity. The syntactic similarity 
technique is computed over labels characterizing the 
couples of entities to be compared. For this, we have 
used a similarity based Edit-distance which consists 
on comparing two strings and computing the number 
of required edits (insertions, deletions and 
substitutions) of characters to transform one word 
into another. The syntactic similarity equation of two 
concepts	ܿଵ, ܿଶ		is shown in (6), where ed(ܿଵ, ܿଶ) is the 
Edit-distance: 
simୱ୷୬(cଵ, cଶ) = ଵଵାୣୢ(ୡభ,ୡమ)	  (6)
This structural similarity measure relies on the 
intuition that the elements of two distinct models are 
similar when their adjacent elements are similar.  It is 
necessary to check if the concept under consideration 
is surrounded (descendants	 and generalizing) by 
similar concepts in the target ontology.  
simୗ୲୰୳ୡ(cଵ, cଶ) = 	 ൫ୗୡ(ୡభ,୓ଵ)∩ୗୡ(ୡమ,୓ଶ)൯|ୗୡ(ୡభ,୓ଵ)	ୗୡ(ୡమ,୓ଶ)|  (7)
Where		Sc(cଵ, O1) denotes the descendants and 
generalizing of the concept cଵ in the ontology	Oଵ, 
and		Sc(cଶ, O2) refers to the descendants and 
generalizing of the concept cଶ in the ontology	Oଶ. 
Finally the two kinds of similarity techniques 
between cluster’s entities computed above are 
aggregated to determine the global similarity value.	
simୋ୪୭ୠୟ୪(cଵ, cଶ) = 1/2(simୗ୲୰୳ୡ(cଵ, cଶ) +
							sim௦௬௡(cଵ, cଶ))				  (8)
5 EXPERIMENTAL RESULTS 
In this section, we present some initial experimental 
results in order to evaluate the performance of the 
proposed method. We conduct a set of experiments 
applied on real world mammographic ontologies. 
-‘Breast Cancer Grading Ontology (BCGO)’ 
(Bulzan, s.d.): The BCGO ontology has been 
developed in 2009; it contains 541 classes, 56 
properties and 164 individuals. It is designed to be 
application oriented ontology and addresses the 
problem of semantic gap between high-level semantic 
concepts and the characteristics of the low-level 
image.  
-‘Mammo ontology’ (Toujilov, 2012): The Gimi 
mammography ontology has been developed in 2012; 
it contains 692 classes and 135 properties, it is used 
to describe the richness and complexity of the domain 
and has been implemented with OWL 2, where the 
goal is to be integrated into a learning tool to compare 
the reviews of trainees with the expert annotations.  
First, we proceed to compare the semantic 
distance with respect of an existing one called the 
structural proximity proposed in (Hu et al., 2008) and 
has been extensively used for ontology clustering 
such as (Ngo, 2012) and (Tu et al., 2005,) which is: 
prox(c୧, c୨) = ଶ∗ୢୣ୮୲୦(ୡ౟ౠ)ୢୣ୮୲୦(ୡ౟)ାୢୣ୮୲୦(ୡౠ) (9)
Wherec୧୨ is the common superclass of	c୧	and	c୨, 
and depth c୧	gets the depth of c୧	in the original class 
hierarchy. 
For the clustering evaluation, we have used the 
cluster validity measures: Partition coefficient (PC) 
and Partition Entropy (PE). The PC indicates the 
average relative total of membership sharing among 
pairs of fuzzy subsets (Wanga and Zhang, 2007), 
where a high PC score designates a better 








The PE reveals the repartition of entities within 
the clusters (Jafar and Sivakumar, 2014), where a low 
score of PE indicates a better quality of partitioning. 
PE= − ଵ௡∑ ∑ [ߤ௜௝	݈݋݃ଶߤ௜௝]௖௝ୀଵ௡௜ୀଵ 				 (11)
The algorithm is implemented using Java 
language, with setting parameters as well: m = 2 and 
the number of clusters (not the same for all clusters). 
The algorithm converges when the centroids become 
stable. The histograms drawn in Figure 2 present the 
evaluation results of both distance metrics, where we 
notice that the algorithm reported good results for the 
relational context distance; where it generates for 
each data set maximum PC and minimum PE. We 
notice that, by using the structural proximity based 
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distance classes with weak depth tend to have low 
membership to different classes. Moreover, we find 
that, in most cases, medoids designate the classes 
with increased depths, which may lead to 
insignificant representative data, or the latter  have to 
be as representative and general as possible among 
data in a cluster. 
 
Figure 2: Evaluation of the proposed semantic distance. 
To evaluate the alignment quality, we make a 
comparison between the alignments generated from 
our method and the ones generated from FALCON-
AO (Ningsheng et al., 2005) and S-Match 
(Giunchiglia et al., s.d.). These systems are open 
source and available on the net. To this end, we adopt 
3 standard known metrics widely used in data mining 
field: Precision, Recall and F-measure. We assume 
that ܯ designates the set of correspondences 
discovered between ontological entities by the 
proposed tool. ܴ is the set of reference 
correspondences found by the domain expert. These 
metrics are defined as follows: 
-	ܲݎ݁ܿ݅ݏ݅݋݊: which represents the proportion of 
true positives among all matching elements found by 
the method. This allows qualifying the relevance of 
the alignment method: P= |MR|/	|M| 
-	ܴ݈݈݁ܿܽ: indicates the proportion of true positives 
among all matching elements in the reference 
alignment. This measure quantifies the cover of the 
alignment method:  R=	|MR|/|R| 
-	ܨ݉݁ܽݏݑݎ݁: represents the harmonic mean 
between precision and recall. It compares the 




Figure 3: Alignment methods comparaison. 
The Falcon-AO is a method that is based on 
partitioning the ontologies into crisp clusters before 
aligning the blocks.  As regarding the S-Match tool, 
it is based on non-partitioning strategy; but it uses 
structural as well as element-based similarity 
techniques for correspondences discovering. The 
results in Figure 3 indicate that our fuzzy clustering-
based method achieves a slight improvement in 
alignment quality as compared to the other existing 
tools. The reduced search space performs good 
precision by reducing the total of false positives 
number. Although the Falcon-AO system adopts 
ontology partitioning technique to reduce the 
complexity of the alignment problem, the proposed 
method is more efficient. This is due to benefit of the 
use of fuzzy clustering which increases the chance of 
finding correct alignments. As first observation, the 
use of fuzzy clustering has positively influenced the 
alignment quality. This confirms that: 
-The use of clustering technique may reduce 
noticeably the scalability problem by reducing the 
search space. 
-Assigning a concept to several clusters 
simultaneously increases the chance of discovering 
more correct alignments.  
6 CONCLUSION AND FUTURE 
WORK 
In this paper, we propose a fuzzy clustering alignment 
method. The main contributions of this paper are as 
follows: 
-We present a fuzzy clustering method which 
consists on partitioning the ontology into fuzzy 
clusters where a concept may belong to several 






















































ICEIS 2016 - 18th International Conference on Enterprise Information Systems
598
proposed a new semantic distance for clustering 
analyze. 
-We introduce an approach to aligning clusters 
based on the predefined medoids. The latter may 
facilitate the knowledge base visualization, as well as 
speed up the task of matched clusters pairs. 
-We proceed to align similar clusters’ entities 
with the use of multiple similarity techniques. 
As the next step, we are planning to ameliorate the 
system efficiency in terms of precision and recall, we 
are looking as well to perform experiments over large 
ontologies so to be able  to participate in benchmark 
OAEI.  
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