Sparse Mobile CrowdSensing (MCS) is a novel MCS paradigm where data inference is incorporated into the MCS process for reducing sensing costs while its quality is guaranteed. Since the sensed data from different cells (sub-areas) of the target sensing area will probably lead to diverse levels of inference data quality, cell selection (i.e., choose which cells of the target area to collect sensed data from participants) is a critical issue that will impact the total amount of data that requires to be collected (i.e., data collection costs) for ensuring a certain level of quality. To address this issue, this paper proposes a Deep Reinforcement learning based Cell selection mechanism for Sparse MCS, called DR-Cell. We properly model the key concepts in reinforcement learning including state, action, and reward, and then propose to use a deep recurrent Q-network for learning the Q-function that can help decide which cell is a better choice under a certain state during cell selection. Experiments on various real-life sensing datasets verify the effectiveness of DR-Cell over the state-ofthe-art cell selection mechanisms in Sparse MCS by reducing up to 15% of sensed cells with the same data inference quality guarantee.
I. INTRODUCTION
With the prevalence of smart mobile devices, mobile crowdsensing (MCS) becomes a popular sensing mechanism to address various urban tasks such as environment and traffic monitoring [1] . More recently, to reduce data collection cost, Sparse MCS [2] is proposed, which collects data from only a few cells while intelligently inferring the data of rest cells with quality guarantees (i.e., inference error is lower than a threshold). In Sparse MCS, one key issue affecting how much cost can be practically saved is cell selectionwhich cells the organizer decides to collect sensed data from participants [2] . The difficulty of cell selection lies in the fact that collecting data from different cells may lead to diverse inference data quality due to complicated spatio-temporal correlations [3] , while it is hard to foreknow inference quality because we do not know the ground truth of unsensed cells. Hence, it is quite challenging to design a good cell selection strategy.
In this paper, we design a new cell selection framework for Sparse MCS, called DR-Cell, with Deep Reinforcement learning techniques. In general, deep reinforcement learning (RL) can benefit a large set of decision making problems which can be abstracted as 'an agent needs to decide the action under a certain state'. Our cell selection problem can also be interpreted as 'an MCS server (agent) needs to choose the next cell for sensing (action) considering the data already collected (state)'. In this regard, it is promising to apply deep RL on the cell selection problem.
To effectively employ deep RL in cell selection for minimizing number of sensed cells, we still face several issues.
(1) The first issue is how to mathematically model the state, action, and reward, which are key concepts in RL [4] . Briefly, RL attempts to learn a Q-function which takes the current state as input, and generates reward scores for each possible action as output. Only if modeling state, action and reward properly, we can obtain the cell selection policy that can minimize the number of cells selected under the quality requirement.
(2) The second issue is how to learn the Q-function. The state number of cell selection is huge. For example, suppose there are 100 cells in the target area, then even we only consider the current sensing cycle, the possible number of states grows up to 2 100 (whether a cell is sensed or not). To overcome this difficulty, we propose to leverage deep learning along with RL, i.e., deep RL to learn Q-function.
In summary, this work has the following contributions:
(1) To the best of our knowledge, this work is the first research that aims to leverage deep RL to address the critical problem in Sparse MCS, cell selection.
(2) We propose DR-Cell for cell selection with deep reinforcement learning. First, we model state, action, and reward following the inference quality requirement. Then, considering the spatio-temporal correlations hidden in the sensed data, we propose a recurrent neural network structure to learn the reward scores from the inputs of state and action.
(3) Experiments on real data of sensing tasks including temperature and air quality monitoring have verified the effectiveness of DR-Cell. In particular, DR-Cell outperforms the state-of-the-art mechanism by reducing up to 15% of cells while guaranteeing the same quality in Sparse MCS.
II. PROBLEM FORMULATION
In this section, we first define key concepts, and then formulate the cell selection problem in Sparse MCS. Definition 1. Sensing Area. We suppose that the target sensing area can be split into a set of cells (e.g., 1km × 1km grids [3] , [5] ). The objective of a sensing task is to get data (e.g., temperature, air quality) of all the cells in the target area. Definition 2. Sensing Cycle. We suppose the sensing tasks can be split into equal-length cycles, and the cycle length is determined by the MCS organizers [3] , [6] . For example, if an organizer wants to update the data of the target sensing area every one hour, then the cycle length is set to one hour. Definition 3. Ground Truth Data Matrix. Suppose we have m cells and n cycles, then for a certain sensing task, the ground truth data matrix is denoted D m×n , where D[i, j] is the true data in cell i at cycle j.
Definition 4. Cell Selection Matrix. In Sparse MCS, we only select partial cells in each cycle for data collection. Cell selection matrix, denoted S m×n , marks the cell selection results. S[i, j] = 1 means that the cell i is selected at cycle j for data collection; otherwise, S[i, j] = 0.
Definition 5. Inferred Data Matrix. In Sparse MCS, when an organizer decides not to collect any more data in the current cycle, the data of unsensed cells will then be inferred. Then, we denote the inferred data of the k-th cycle asD[:, k], and thus the inferred data of all the cycles as a matrixD m×n . Note that in Sparse MCS, compressive sensing is the de facto choice of the inference algorithm nowadays [3] , [7] - [10] , and we also use it in this work. Definition 6. ( , p)-quality [3] . In Sparse MCS, the quality guarantee is called ( , p)-quality, meaning that in p · 100% of cycles, the inference error (e.g., mean absolute error or classification error) is not larger than . Formally,
where n is the number of total sensing cycles. Note that in practice, since we do not know the ground truth data matrix D, we also cannot know whether error(D[: , k],D [:, k] ) ≤ in the current cycle with 100% confidence. This is why we include p in the quality requirement, as it is impossible to ensure 100% of cycles' error ≤ . To ensure ( , p)-quality, certain assessment method is needed to estimate the probability of error ≤ for the current cycle. If the estimated probability is larger than p, then the current cycle satisfies ( , p)-quality and no more data will be collected (we will then move to the next sensing cycle). In Sparse MCS, leave-one-out based Bayesian inference method is often leveraged for quality assessment [2] , [3] , [9] , and we also use it in this work.
Problem [Cell Selection]: Given a Sparse MCS task with m cells and n cycles, using compressive sensing as data inference method and leave-one-out based Bayesian inference as quality assessment method, we aim to select a minimal subset of sensing cells during the whole sensing process (minimize the number of non-zero entries in the cell-selection matrix S), while satisfying ( , p)-quality:
, satisfy ( , p)-quality
We now use a running example to illustrate our problem in more details, as shown in Figure 1. (1) Suppose we have five cells and the current is the 5th cycle; (2) We select the (3) As we find that the quality requirement is not satisfied, we continue collecting data from cell 5; (4) The quality requirement is now satisfied, so the data collection is terminated for the current cycle, and the data of the unsensed cells is inferred. In this example, we see that after five cycles, there are totally 11 data submissions from participants. The objective of our cell selection problem is to minimize the number of such data submissions.
III. METHODOLOGY

A. Modeling State, Action, and Reward
To apply deep RL on cell selection, we need to model the key concepts in terms of state, action, and reward. Figure 2 illustrates the relationship between the three key concepts in DR-Cell. Briefly speaking, in DR-Cell, based on the current data collection state, we need to learn a Q-function which can output reward scores for each possible action. The action is choosing which cell as the next sensing cell, while reward indicates how good a certain action is.
(1) State represents the current data collection condition of the MCS task. In Sparse MCS, cell selection matrix (Definition 4) can naturally model the state of Sparse MCS, as it records both where and when we have collected data from the target area. While keeping the whole historic data collection matrix may lead to a too large matrix, in practice, we can keep recent k cycles' cell selection matrix as the state, denoted as S = [s −k+1 , ..., s −1 , s 0 ], where s 0 represents the cell selection vector (length is the number of cells) of the current cycle, s −1 represents last cycle, and so on.
(2) Action means all the possible decisions that we may make in cell selection. Suppose there are totally m cells in the target sensing area, then our next selected cell can have m choices, leading to the whole action set A = {1, 2, · · · , m }. Note that while in practice we will not select one cell for more than once in one cycle, to make the action set consistent under different states, we assume that the possible action set is always the complete set of all the cells under any state.
If some cells have already been selected in the current cycle, then the probability of choosing these cells is zero.
(3) Reward is used to indicate how good an action is. In each cycle, we select actions one by one until the selected cells can satisfy the quality requirement for the current cycle (i.e., inference error ≤ ). Satisfying this quality requirement while minimizing the selected cells is the goal of cell selection and should be reflected in the reward modeling. Hence, a positive reward, denoted by R, would be given to an action under a state if the quality requirement is satisfied after the action is taken. In addition, as selecting participants to collect data incurs cost, we also put a negative score −c in the reward modeling of an action. Then, the reward can be written as R = q · R − c, in which q ∈ {0, 1} means whether the action makes the current cycle satisfy the inference quality requirement.
With the above modeling, we then need to learn the Qfunction which can output the reward score of every possible action under a certain state.
B. Training Q-function with Deep Recurrent Q-Network
In traditional RL, a widely used strategy to learn Q-function is the tabular Q-learning, where Q-function is represented by a Q-table, denoted as Q |S|×|A| . Each element in the Q-table, Q[S, A] represents the reward score of an action A ∈ A under a state S ∈ S. However, practical MCS tasks may involve a large number of cells. Suppose there are 50 cells in the target area and we want to consider recent two cycles to model states, then the state space will become extremely huge, |S| = 2 2×50 = 2 100 , which is intractable in practice.
To address this difficulty, we apply Deep Q-Network (DQN). The difference between DQN and tabular Q-learning is that a deep neural network is used to replace the Q-table.
In DQN, we do not need the Q-table lookups, but calculate Q(S, A) by neural networks. More specifically, the DQN inputs the current state and action, then it uses a deep neural network to obtain an estimated value of Q(S, A), shown as
For each selection, we use the neural network parameterized by θ to calculate the Q-function and select the best state-action pair which has the largest reward, or called Q-value. Note that δ-greedy algorithm is used in DQN to balance the exploration and exploitation: under a certain state, we select the best action according to Q-value with a probability 1 − δ and randomly select one of the other actions with the probability δ.
To obtain the estimation of Q-value which approximates the expected one in Eq. (2), our proposed DQN uses the experience replay technique. After one selection, we obtain the experience at current time step t, denoted as e t = S, A, R, S , and the memory pool is D = {e 1 , e 2 , ..., e t }. Then, DQN randomly chooses part of the experiences to learn and update the network parameters θ. The goal is to calculate the best θ to obtain Q θ ≈ Q. The stochastic gradient descent algorithm is applied and the loss function is defined as follow,
Algorithm 1 Deep Q-Network Learning
Initialization: Initialize the network parameters, t = 0 1: while True do 2:
Update the current state S = [s −k , ..., s −1 , s 0 ] 3:
Calculate Q-value by Deep Q-Network with the parameter θt via (2), select action A with δ-greedy algorithm.
4:
if The selected cells in current cycle satisfy the quality requirements then 5:
// The cell selection in this cycle is complete, next state is the initial state in next cycle.
6:
Update the next state S = [s −k+1 , ..., s 0 , s 1 ] 7:
Obtain the reward for this action R = R − c 8: else 9:
// Continue to select cells in this cycle. 10:
Update the next state S = [s −k , ..., s −1 , s 0 ] 11:
Obtain the reward for this action R = −c 12:
end if 13: et = S, A, R, S → D 14:
Randomly select some e from D 15:
Calculate θt via (5) 16:
t + + 17:
if t%RPLACE ITER == 0 then 18:
For each update, DQN randomly chooses part of experiences from D, then calculates and updates the network parameters θ. Moreover, to avoid the oscillations (i.e., the Q-function changes too rapidly in training), we apply the fixed Q-targets technique. That is, we do not always use the latest network parameter θ t to calculate the maximum possible reward of the next state (i.e., max A Q θt (S , A ) ), but update the corresponding parameter θ every a few iterations, i.e.,
The DQN learning algorithm is summarized in Algorithm 1.
In DQN, how to design the network structure also impacts the effectiveness of the learned Q-function. One common way is using dense layers to connect the input (state) and output (a reward vector of all possible actions). However, temporal correlations exist in cell selection, but the dense layers cannot catch the temporal pattern well. We thus propose to use LSTM (Long-Short-Term-Memory) layers to catch temporal patterns, which is also called Deep Recurrent Q-Network (DRQN) [11] . More specifically, in DRQN, Q-function can be defined as,
where O t represents the observation at time step t (i.e., the cell selection vector at t), and H t−1 is the extra input returned by the LSTM network from the previous time step t − 1. In our cell selection problem, a state S = [s −k+1 , ..., s −1 , s 0 ] can be divided into k time steps of observations, and then can also be used as inputs of the DRQN for learning the Q-function. 
IV. EVALUATION
A. Experiment Setup
We adopt two real-life datasets, SensorScope [12] and U-Air [5] , to evaluate DR-Cell. The SensorScope dataset contains temperature sensing values collected from the EPFL campus (57 cells, 7 days). The U-Air dataset includes the air quality readings from Beijing (36 cells, 11 days). We use mean absolute error to measure temperature sensing, and classification error in air quality sensing 1 .
To train DR-Cell, we use the first 2-day data of each dataset to train Q-function. The discount factor γ is set to 0.9 and the neural network learning rate is set to 0.01. The number of hidden units in the LSTM of Deep Q-Network is 64. After training, we enter the testing stage when we can use the trained Q-function to obtain the reward of every action under a certain state, and then choose the action with the largest reward. During testing, we use the leave-one-out Bayesian inference method to ensure ( , p)-quality (Def. 6), same as the original Sparse MCS work [3] .
B. Baseline Algorithms
QBC: Based on active learning literature, Wang et al. [3] propose Query by Committee (QBC) based cell selection for Sparse MCS. QBC uses different inference algorithms, such as compressive sensing and KNN, to infer data of unsensed cells. Then, it allocates the next task to the cell with the largest variance among the inferred values of different algorithms.
RANDOM: RANDOM randomly selects cells one by one until the selected cells can satisfy the quality requirement.
C. Experiment Results
We evaluate DR-Cell with temperature (SensorScope) and PM2.5 (U-Air), as shown in Figure 3 .
In the temperature scenario of Sensor-Scope, for the predefined ( , p)-quality, we set the error bound as 0.3 • C and p as 0.9 or 0.95. This quality requirement is that the inference error is ≤ 0.3 • C for around 90% or 95% of cycles. Figure 3 (leftmost part) shows the average numbers of selected cells for each sensing cycles. DR-Cell always outperforms two baseline methods. More specifically, when p = 0.9, DR-Cell can select 6.9% and 7.9% fewer cells than QBC and RANDOM, respectively. In general, DR-Cell only needs to select 12.84 out of 57 cells for each sensing cycle when ensuring the inference error below 0.3 • C in 90% of cycles. When we increase the quality requirement to p = 0.95, DR-Cell needs to select more cells to satisfy the higher requirement. Particularly, DR-Cell selects 15.08 out of 57 cells under the (0.3 • C, 0.95)-quality and outperforms QBC and RANDOM by selecting 4.6% and 8.5% fewer cells, respectively. In the PM2.5 scenario in U-Air, we set the error bound as 9/36 and p as 0.9 or 0.95 and get the similar observations shown in Figure 3 (rightmost part). When p is 0.9/0.95, DR-Cell selects 9.0/12.5 out of 36 cells and reduces 15.4%/4.1%, and 15.5%/7.3% of selected cells than QBC and RANDOM, respectively.
V. CONCLUSION
This paper proposes a Deep Reinforcement learning based
Cell selection mechanism for Sparse MCS, namely DR-Cell. We properly model the three key concepts in reinforcement learning, i.e., state, action, and reward, and then propose a deep recurrent Q-network with LSTM to learn the Q-function that can output the reward score given an arbitrary state-action pair. Then, under a certain state, we can choose the cell with the largest reward as the next cell for sensing. Experiments on various real sensing datasets verify the effectiveness of DR-Cell in reducing the data collection costs.
