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Introduction
Let us describe the contents of this introduction.
The main result in this book is the construction of Euler systems (a system
of elements satisfying some compatibility under norm maps, more on this below)
in motivic cohomology of Drinfeld modular schemes over A, where A is the ring
of integers (in Drinfeld modular context) of a global field in positive characteristic
(Theorem 4.4.1.1).
The tool (Y -sites) we use for the proof is provided by our paper [Kon-Ya3].
This was a category theoretic result rather than arithmetic. In this book, we
develop more generalities concerning Y -sites, provide the proof of norm relation
in this abstract setting (Theorem 3.2.1.1), and then apply it to arithmetic (the
Drinfeld modular setup).
Below, we give our motivation coming from Euler systems in Section 1 without
technical details. Then the overview of results on Y -sites is given in Section 2.
Having introduced the notion of Y -sites, we give slightly more technical overview
of our result on Euler systems in Section 3.
1. Euler systems
We study Euler systems. For the definition, history, applications, etc. of Euler
systems, the reader is referred to Rubin’s book [Ru]. Our use of the term “Euler
system” is different from that of Rubin’s in two repects. One is that we are on the
automorphic side rather than on the Galois side. The other is that our definition
concerns solely with the norm relation, while Rubin adds some other conditions so
that there is an immediate consequence in Iwasawa theory..
Recall that an Euler system in loc. cit. is a collection of elements in the Galois
cohomology of some p-adic Galois representation, indexed by the ideals of the ring
of integers of some number field. The peculiar main defining property is that the
norm relation (Euler system relation) holds. That is, “an element in the collection
is sent to another element times the local L-factor under the norm map”. The norm
relation does not readily give an application to Iwasawa theory type of result and
it requires some more work. The extra axioms in Rubin’s book are one sufficient
condition; there are other methods. We do not consider this aspect in this book,
and we take as our definition this norm relation and nothing else.
Note also that the L-factor mentioned above is the L-factor on the Galois
side, i.e., it is written in terms of the characteristic polynomial of Frobenius. Our
definition is on the automorphic side. That is, we use the L-factor in terms of Hecke
operators. Let us illustrate this in the following two examples.
The simplest example is the Euler system of cyclotomic units. (See Section 1
where we worked out the technical details ) Cyclotomic units can be understood
as elements in the multiplicative group of cyclotomic fields, and the norm map
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is the norm map of fields for extension of cyclotomic fields (a divisibility of two
ideals, i.e., an integer N1 dividing N2, gives an extension of cyclotomic fields).
The cyclotomic field Q(ζN ) is the moduli space of the multiplicative group scheme
Gm with level Z/NZ-structure. Then, cyclotomic units or elements of the form
1 − ζN form an Euler system. (Here, the multilicative group of a cyclotomic field
is understood as a Galois cohomology (or something related) or as the K1 group of
the spectrum of the cyclotomic field). When N is an integer and p is prime which
is prime to N , there is a norm map between the multiplicative groups of cyclotomic
fields. The norm relation states that the norm of 1 − ζNp can be expressed as an
Euler factor (L-factor) times 1− ζN . The Euler factor is in terms of Frobenius (see
[Ru, Ch. 3.2]), but it can also be understood as a Hecke operator obtained by the
morphisms induced by the change of level structure. Another example is Kato’s
Euler system. The elements are product of Siegel units (Beilinson type elements)
in motivic cohomology of (affine) moduli of elliptic curves indexed by the level
structures.
Notice that it is possible to regard the two examples above in a uniform manner
from the automorphic point of view. The cyclotomic case is for GL1 of Q and the
modular curve case is for GL2 of Q. The L-factor is actually the L-factor on the
automorphic side and may be interpreted in terms of Hecke operators (see [Kat,
Prop. 2.4, p.126], [Sc, Prop. 2.3.6,p.399]).
To incorporate the two cases above and the case for GLd of K where K is
a global field in positive characteristic (for application to the Drinfeld modular
setting) and d ≥ 1, we therefore take as our definition of Euler system to be a
collection of elements in an abelian group (with some functorial structures such as
pushforward (norm), pullback) indexed by ideals in a Dedeking domain with finite
residue fields, satisfying a norm relation that is described in terms of the L-factor
of Hecke operators.
We gave the construction and showed those elements in rational K-theory
were indeed Euler systems and showed the relation to zeta values in our paper
[Kon-Ya1]. In this book, we consider the elements in motivic cohomology of Drin-
feld modular schemes over A (the base ring of integers that appears in Drinfeld
modular context) with Z-coefficient and show that they form an Euler system.
The route to the definition of Rubin’s from our definition is as follows. (See
also [Sc].) We Suppose we have constructed an Euler system (in our sense) in
the motivic cohomology of Drinfeld modular varieties. From motivic cohomology,
we take a realization map, e.g. to absolute etale cohomology (see, for example,
Nekova´rˇ’s survey article [Ne] for this terminology and the procedure of going from
motivic cohomology to its realizations). Using Hochschild-Serre spectral sequence,
we obatin elements in the Galois cohomology of geometric etale cohomology. The
geometric etale cohomology of Drinfeld modular varieties realize the (part of) Lang-
lands correspondence, meaning that the cohomology decomposes into the sum of
the product of a Galois representation and the corresponding automorphic repre-
sentation. There, the L-factor of Hecke operators corresponds to the L-factor of
characteristic polynomial of Frobenius. This is now an Euler system (i.e., a system
of elements satisfying the norm relation) in the usual sense (Galois side).
Euler systems are known for their applications in Iwasawa theory, however,
we do not touch this aspect in this paper. We only mention some (speculative)
difficulties and a known result. One of the differences is that the characteristic p is
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nonzero. One needs to distinguish the cases ℓ = p or ℓ 6= p when considering ℓ-adic
representations (it is confusing but this ℓ is p of Rubin). Some of the arguments in
Rubin’s book may work if ℓ 6= p but for ℓ = p the picture seems different. As for a
known result, there is a work by Seiriki [Se] when the rank of Drinfeld modules is
one. Using the Euler system, with extra work, he gives an Iwasawa theoretic result.
There is another difference in the case of rank two (analogue of the moduli of elliptic
curves). In the number field setting, it is possible to use roots of unity and take
the Tate twist. This enables Kato to consider the L-function at the point that is
relevant to the Birch-Swinnerton-Dyer conjecture. In the function field setting, this
technique is lacking, and we do not expect (direct) application to the conjecture.
However, we still expect there to be an Iwasawa theoretic result at some other
points.
In Section 3 below, we give a slightly more technical details on the method of
proof, using the language of Y -site (as recalled below).
2. Y -sites
We introduced Y -sites in our paper [Kon-Ya3]. This will serve as a tool in
the proof of the theorem on Euler systems. In Chapter 1, we develop further the
techniques concerning Y -sites. This part contains no arithmetic, and may be read
as a sequel to [Kon-Ya3]. Let us describe the contents of this book concerning
Y -sites below.
The reader is assumed to have read the introduction in [Kon-Ya3], but let us
recall briefly what was done. A Y -site and a grid gives rise to associated absolute
Galois monoid M , which is a topological monoid, and a fiber functor, i.e., a functor
from the topos to the category of continuous M -sets. Under some conditions (the
examples treated in this book satisfy them), the fiber functor is an equivalence.
Notice that we focus on sites rather than toposes. The techniques introduced in this
book will enable us to increase the number of objects. We mention that something
similar to Y -sites were considered by Caramello [Ca] and she also has considered
these notions of enlarging the underlying categories of sites.
Let us illustrate the procedure using a (slightly artificial) example. Let F be
a field. Let C be the category of finite Galois extensions of F . We equip this
category with the atomic topology J , and obtain a Y -site (C, J). There exists a
grid for this Y -site and the associated absolute Galois monoid is the usual absolute
Galois group GF of F . The category of sheaves on this Y -site is equivalent to the
category of continuousGF -sets. Now let us see the effect of the procedures of adding
quotient objects (1 2) and of adding finite coproducts (1 3). The procedure of adding
quotients applied to the category C will give us a new category, say C˜, consisting of
all separable extensions of F . This is because any separable extension is a quotient
of some Galois extension of F . The procedure of adding finite coproducts to the
category C˜ will give us a new category, denoted F˜C, whose objects are of the form∐
i∈I Li where each Li is an object of C˜ and I is a finite set. We equip each of C˜ and
F˜C with a Grothendieck topology. Comparison Lemmas imply that the associated
toposes are equivalent to the starting one. Note that the starting category does
give us the Galois group, but is not the usual etale site of the spectrum of F , but
F˜C is. One merit of enlarging the category is that fiber products exist in F˜C. The
following isomorphism is a key to Galois theory: L⊗K L ∼=
∏
g∈G L where L/K is
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a Galois extension of Galois group G. We can consider this type of isomorphisms
in the enlarged category.
For our application, we assume a finite condition on the underlying category
(e.g., the hom sets are finite). This enables us to define the notion of degree. (In
the example above, the degree is the degree of the field extension.) Then we define
presheaf with transfers on a Y -site (this uses the degree). We see that a sheaf of
abelian groups is equipped with the canonical structure of a presheaf with transfers.
It is also true that a presheaf with transfers with values in Q-vector spaces is a sheaf.
We also construct what we call a compact induction functor. We do not give
the general definition but we illustrate this in the example above. Let F ⊂ F1 ⊂ F2
be field extensions (i.e., objects of C˜) and assume that all extensions are Galois. Let
G1, G2 be subgroups of GF corresponding to F1, F2 respectively. Let H = G1/G2.
We obtain a functor from the category of H-sets to the category of GF -sets by
inflation to G1 and inducing up to GF . This is a typical example of the compact
induction functor. In our proof of the norm relation theorem, we wish to compute
the norm with respect to groups such as K = Ker[GL2(Z/NZ) → GL2(Z/NpZ)].
We do not need to consider the whole group (e.g., GLd(AF )) for the computation.
We can study the problem not on the whole Y -site, but within the category of
K-sets. Then to translate the results in the category of K-sets, we use the compact
induction functor.
We have given examples of Y -sites such that the associated absolute Galois
monoid is Z and N (the monoid of natural numbers) in [Kon-Ya3]. We study the
category Cd with the atomic topology in detail in this paper. The absolute Galois
monoid is GLd(AX) (AX is the ring of finite adeles; see Section 2.1 for the precise
definition). In this book, we provide more examples of Y -sites. The first kind is for
classical groups, generalizing the Y -sites for GLd(K) for K a nonarchimedean local
field. The second kind is for an arbitrary connected locally noetherian scheme over
a base scheme. The absolute Galois monoid contains the etale fundamental group,
but may not be profinite in general. We give some example computations in the
case of curves. We formulate a conjecture concerning this group. The third kind
is from Riemannian symmetric spaces. We do not recover the (analytic) topology,
but obtain something close.
3. Euler systems on Y -sites
Having recalled Y -sites, we can give slightly more technical details on the
method of proof.
The setup is as follows. Let d ≥ 1 be an integer. We introduce a category Cd,
which will be the underlying category of a Y -site. Let R be a Dedekind domain
with finite residue fields. For our Drinfeld modular setup, we may take, for example,
R = Fq[T ]. The objects of Cd are torsion R-modules that are generated by at most
d-elements. The morphisms are Q-morphisms of Quillen. We do not recall the
definition here, but recall that if B is a subquotient of A, then it represents a
morphisms from A to B. (We take arrows in the opposite direction of Quillen’s.)
We consider the Y -site with atomic topology.
The following is actually simpler than the setup in the actual proof of the
theorem. (The theorem is more complicated since we need to consider the (qd∞−1)-
torsion.) Here are the given data: A presheaf SB′ (called presheaf of distributions),
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a sheaf F , a morphism of presheaves x : SB′ → F , a presheaf of rings with transfers
G, a morphism of presheaves y : F → G.
Let us take a nonzero ideal I ⊂ R and set N = (R/I)d regarded as an object
of Cd. We take ei = (0, . . . , 0, 1, 0, . . . , 0) ∈ N with 1 in the i-th place for each 1 ≤
i ≤ d. As SB(N) = N as sets, we regard ei as elements of SB
′(N). Then we obtain
elements yx(e1), . . . , yx(ed) ∈ G(N), and the product κI =
∏d
i=1 yx(ei) ∈ G(N).
These are the elements which form an Euler system, as I runs over the nonzero
ideals.
The statement of the norm relation takes the following form. Let I be an ideal
as above and let ℘ be a prime ideal prime to I. Then we have a canonical surjection
R/I → R/I℘ and NI → NI℘. We have a (Q-)morphismm : NI℘ ← NI = NI in Cd,
where the arrow is the surjection. The transfer structure of G gives a map (norm
map) m∗ : G(NI℘)→ G(NI).
The norm relation says that the norm image of something upstairs can be
written as the local L-factor times something downstairs. That is, m∗κI℘ is equal
to the local L-factor in Hecke operators times κI .
To describe the L-factor, we define Hecke operators as follows. Let Ni =
(R/I)d ⊕ (R/℘)i. For each i, we have the canonical surjection Ni → NI to the
first factor, and the canonical NI → Ni inclusion to the second factor. We obtain
morphisms mi : NI ← Ni = Ni and ri : NI ← NI ⊂ Ni in C
d. Then the i-th Hecke
operator Ti is defined to be ri∗m
∗
i .
Then the L-factor is
∑d
i=0(−1)
i(N℘)i(i−1)/2Ti , and the norm relation reads
m∗κI℘ =
d∑
i=0
(−1)i(N℘)i(i−1)/2TiκI
This kind of L-factor is found in, for example, [Sh, Thm. 3.21 Ch. 3].
Let us illustrate this by the example of cyclotomic units. In this case R = Z,
I = mZ for some positive integer m, and ℘ = pZ for a prime number p prime to m.
In this case d = 1. We can take F = G to be the sheaf such that G(m) = F (m) =
Q(ζm)× where ζm is an m-th root of unity. The fact that this F is a sheaf follows
from that for any m|m1, we have Q(ζm) = Q(ζm1)
G where G is the Galois group of
the extension Q(ζm1)/Q(ζm). (One can formulate a variant with the units in the
ring of integers of Q(ζm).) We have elements a/m ∈ Z/mZ = SB
′(I). The map
x : SB′ → F is given by sending a/m to 1 − ζam. The fact that this is a map of
presheaves follows from that these cyclotomic units satisfy distribution property.
Of the two Hecke operators, the Hecke operator T0 is the identity map. The
computation of the Hecke operator T1 is done in Section 1. This comes to the action
of the Frobenius, giving the usual L-factor.
In general, we have in our mind the moduli of “something” (examples are Gm,
elliptic curves, and Drinfeld modules) with various level N structures. We set F
to be the presheaf of units (the (1,1)-motivic cohomology, K1, etc.) of the moduli
spaces, which turns out to be a sheaf. For G, we are thinking of the d-th cohomology
groups.
There are four variants: two choices for the base ring of the variety (not of Cd)
to be either R or K = Frac(R), two choices for the coefficient of cohomology to be
either Z or Q. Of course, there are more variants by taking various localizations of
R and various localizations of Z.
10 INTRODUCTION
Let us give a remark on the differences. The best and strongest result is ob-
tained for the choice R and Z. The easiest is the choice K and Q. In this latter
case, the maps between the moduli spaces are etale. Since, for example, rational
K-theory satisfies etale descent, the presheaf G above becomes a sheaf. For the
choice R and Q, the presheaf G also becomes a sheaf. This follows from that for a
Galois covering m : N → M of Galois group G and any presheaf with transfer H ,
the map m∗ : H(M)→ H(N) induces an isomorphism H(M) ∼= H(N)G. This can
be seen from that 1|G|m∗ gives the inverse.
When G is a sheaf, the proof of the norm relation is considerably easier. This
proof appears essentially in Grigorov [Gr], see also our paper [Kon-Ya2]. We also
mention that this sheaf case has an application to the computation of certain zeta
integral [Kon-Ya1].
We turn to the choice Z for the coefficient. For Iwasawa theoretic applications,
we do not expect that the results in Q-coefficient is sufficient, hence we need to
consider this case. Also, we mention that, even though there is no relation with the
Euler system relation, in (an analogue of) Beilinson’s conjectures, one is interested
in the elements over R rather than over K.
The statement for the choice R is of course stronger than the choice K. When
the choice is K, the moduli spaces tend to be more representable and smooth
over K, the level structures are simpler to describe, and the relevant morphisms
between the moduli are etale. There appear quotients of the moduli schemes in the
definition of Hecke operators, but it follows that the quotient is also smooth over
K and morphisms between them are etale. Hence, there is no problem in checking
that G is a presheaf with transfers in this case.
When the choice is R, there are several things we need to consider. The moduli
in general are not representable. For the moduli of level N structures, the moduli
may not be regular in general. The relevant morphisms are finite, but one does not
know more than that. We circumvent this problem by proving in [Kon-Ya4] that
the moduli of Drinfeld modules over R are regular for the type considered in the
proof of our main theorem. Then, the morphisms become finite flat, and it follows
that G is a presheaf with transfers.
4. Organization
In Chapter 1, we give statements on Y -sites. The prerequisite for this chapter is
our paper [Kon-Ya3]. The reader who is not interested in arithmetic applications
may skip, and it serves as a sequel to it. The results of this section are used
throughout the book.
In Chapter 2, we prove the main norm relation theorem (Theorem 3.2.1.1)
in an abstract setting of presheaves on Y -sites. We first introduce the category
Cd and give it a certain topology (for our main application, we use the atomic
topology). Then we show that it is indeed a Y -site so that the results of Chapter 1
apply. Section 3 is devoted to the proof of the main theorem. This realizes the
slogan “product of distributions is an Euler system”. The applications are given in
Chapter 4.
In Chapter 3, we provide more examples of Y -sites. This chapter depends on
[Kon-Ya3] but logically on no other parts of this book. We note that the example
for classical groups (Section 1) is a generalization of the category Cd of Chapter 2.
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Chapter 4 contains applications of the main norm relation theorem. This chap-
ter does not depend on Chapter 3. In Section 1, we give an application to the norm
computation of cyclotomic units. The details are given to provide how our setup
and this language of Y -sites act in practice, before going on to our main application
for Drinfeld modualr schemes. In Section 2, we show how our definition of Hecke
operators are compatible with the Hecke operators defined using double cosets.
Section 3 contains the special case of our theorem when the presheaf with transfer
is replaced by a sheaf. This section explains how our setup is related to the proof of
norm relation by Colmez [Co]. Section 4 contains our main theorem on the norm
relation of elements in motivic cohomology of Drinfeld modular schemes.
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CHAPTER 1
More generalities on Y -sites
In this chapter, we give some generalities on Y -sites. We refer to Section 2 for
the general introduction to the contents of this chapter.
1. Comparison lemmas
Let (C, J) and (D, J ′) be sites and let F : C → D be a functor. In [SGA4,
EXPOSE III, The´ore`me 4.1] it is shown, under certain conditions, that the functor
Presh(D) → Presh(C) given by the composition with F induces an equivalence
Shv(D, J ′)→ Shv(C, J) of categories. This result is called “comparison lemma” in
loc. cit., and some generalizations are known (see, for example, [Koc-Mo, p.152] or
[J, p.547, Thm 2.2.3]). In this paragraph we give two variants (Proposition 1.6.3.1
and Proposition 1.8.6.2 below) of comparison lemmas which we will use in later
sections.
1.1. We refer to [SGA4] for set theory and the theory of sheaves.
Let U be a (Grothendieck) universe which contains an infinity.
1.1.1. We define essentially U-small category below. A set is called U-small if
it is isomorphic to an element of U. A category C is said to be U-small if the set
of morphisms of C is U-small ([SGA4, TeX Exp I 1.0 footnote]. A category C is a
U-category if for any pair x, y of objects of C, the set HomC(x, y) is U-small.
Definition 1.1.1.1. A category C is essentially U-small if C is a U-category and
C is equivalent to a U-small category.
1.1.2. Let (U-Ens) denote the category of sets that belong to U. Let C be a
category. By a presheaf on C, we mean a contravariant functor from C to (U-Ens) .
We let Presh(C) denote the category of presheaves on C. For a U-category C, there
is the fully faithful Yoneda embedding
hC : C → Presh(C)
which sends an objectX ∈ Obj(C) to the presheaf that X represents. For a presheaf
F on C and an object X of C, we let
yF,X : HomPresh(C)(hC(X), F )→ F (X)
denote the isomorphism inverse to that given in [SGA4].
1.2. Grothendieck topology.
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1.2.1. Sieves. Let us recall the notion of a sieve (cf. [SGA4, EXPOSE I,
De´finition 4.1], [SGA4 12 , Arcata, (6.1)]). Let C be a U-category and let X be
an object of C. A sieve on X is a full subcategory R of the overcategory C/X satis-
fying the following condition: let f : Y → X be an object of C/X and suppose that
there exist an object g : Z → X of R and a morphism h : Y → Z in C satisfying
f = g ◦ h. Then f is an object of R.
For a sieve R on X , we denote by hC(R) the following U-subpresheaf of hC(X):
for each object Y of C, the subset hC(R)(Y ) ⊂ hC(X)(Y ) ∼= HomC(Y,X) consists
of the morphisms f : Y → X in C such that f is an object of R. It follows from
[SGA4, EXPOSE I, 4.2] that, by associating hC(R) to R, we have a one-to-one
correspondence between the sieves on X and the U-subpresheaves of hC(X).
1.2.2. Let C and D be U-categories, let X be an object of C, and let Y be an
object of D. Suppose that a covariant functor F : C/X → D/Y is given. For a sieve
R on Y , we denote by F ∗R the full subcategory of C/X whose objects are those
objects f : Z → X of C/X such that F (f) is an object of R. It is then easy to check
that F ∗R is a sieve on X .
Suppose that there exists a Grothendieck universe V satisfying U ∈ V. Let
G : C → D be a covariant functor. Suppose that G(X) = Y and that F is equal to
the covariant functor C/X → D/Y induced by G. In this case we denote the sieve
F ∗R on X by G∗R.
Let f : X → Z be a morphism in C. Suppose that C = D, Y = Z, and F is
equal to the covariant functor C/X → C/Z which sends an object g :W → X of C/X
to the object f ◦ g of C/Z . In this case we denote the sieve F
∗R on Y by R ×Z X
and call it the pullback of R with respect to the morphism f .
1.2.3. Grothendieck topology. Let C be a U-category. Let us recall the notion of
Grothendieck topology (cf. [SGA4, EXPOSE II, De´finition 1.1], [SGA4 12 , Arcata,
(6.2)]). A Grothendieck topology J on C is an assignment of a set J(X) of sieves
on X to each object X of C satisfying the following conditions:
(1) For any object X of C, the overcategory C/X is an element of J(X).
(2) For any morphism f : Y → X in C and for any element R of J(X), the
sieve R×X Y on Y is an element of J(Y ).
(3) Let X be an object of C, and let R, R′ be two sieves on X . Suppose that
R is an element of J(X) and that for any object f : Y → X of R, the sieve
R′ ×X Y on Y is an element of J(Y ). Then R
′ is an element of J(X).
Let J be a Grothendieck topology on C and let X be an object of C. We say
that a morphism f : F → hC(X) of presheaves on C is a covering of X with respect
to J if the image of f is equal to the subpresheaf hC(R) of hC(X) for some sieve R
on X which belongs to J(X). We say that a morphism f : F → G of presheaves
on C is a covering with respect to J if for any object X of C and for any element
ξ ∈ G(X), the first projection from the fiber product hC(X)×G F of the diagram
hC(X)
y−1G,X (ξ)
−−−−−→ G
f
←− F
to hC(X) is a covering of X with respect to J . When G = hC(X) for some object
X of C, it follows from Condition (2) above that f is a covering with respect to J if
and only if f is a covering of X with respect to J . Let (fi : Yi → X)i∈I be a family
of objects of C/X indexed by a set I. We say that (fi)i∈I is a family covering X
with respect to J if the sieve R(fi)i∈I on X belongs to J(X).
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1.3. Notation.
1.3.1. Let C and D be categories and let F : C → D be a covariant functor.
For an object X of D, we denote by IFX the following category. The objects of I
F
X
are the pairs (Y, f) of an object Y of C and a morphism f : F (Y )→ X in D. For
two objects (Y1, f1) and (Y2, f2) of I
F
X , the morphisms from (Y1, f1) to (Y2, f2) in
IFX are the morphisms g : Y1 → Y2 in C satisfying f1 = f2 ◦ F (g).
1.3.2. For a morphism f : Y → X in a category C, we let Rf denote the full
subcategory of C/X whose objects are the morphisms g : Z → X in C such that
g = f ◦ h for some morphism h : Z → Y in C. It is then easy to check that Rf is a
sieve on X .
More generally, suppose that X is an object of a category C and that a family
(fi : Yi → X)i∈I of objects of C/X indexed by a set I is given. We then let R(fi)i∈I
denote the full subcategory of C/X whose objects are the morphisms g : Z → X in
C such that g = fi ◦ h for some i ∈ I and for some morphism h : Z → Yi in C. It is
then easy to check that R(fi)i∈I is a sieve on X .
Let X be an object of a category C. We say that a sieve R on X has a small
generator if there exists a set I and a family (fi : Yi → X)i∈I of objects of C/X
satisfying R = R(fi)i∈I .
1.3.3. Let C and D be categories, let F : C → D be a covariant functor, and let
X be an object of C. For a sieve R on X , we denote by F!R the full subcategory of
D/F (X) whose objects are the morphisms f : Y → F (X) in D such that f = F (g)◦h
for some object g : Z → X in R and for some morphism h : Y → F (Z) in D. It is
then easy to check that F!R is a sieve on F (X).
1.4. Grothendieck topologies and functors.
1.4.1. Let C and D be categories, and let F : C → D be a covariant functor.
For an object X of D and for an object (Y, f) of IFX , let FY,f : C/Y → D/X denote
the covariant functor which associates, to each object g : Z → Y of C/Y , the object
f ◦ F (g) of D/X .
1.4.2. Continuous and cocontinuous functors. Let J , J ′ be Grothendieck topolo-
gies on C, D, respectively. Following [SGA4, EXPOSE III, De´finition 1.1], we say
that F is continuous with respect to J and J ′ if for any sheaf F on D, the presheaf
F ◦ F op on C is a sheaf. Following [SGA4, EXPOSE III, De´finition 2.1], we say
that F is cocontinuous with respect to J and J ′ if for any object X of C and for any
sieve R on F (X) which belongs to J ′(F (X)), the sieve F ∗X,idF (X)R on X belongs to
J(X).
1.4.3. Induced Grothendieck topology. Let J be a Grothendieck topology on the
category D. We let F ∗J denote the Grothendieck topology induced on the category
C by J with respect to the functor F in the sense of [SGA4, EXPOSE III, 3.1]. By
definition, F ∗J is the finest Grothendieck topology on C such that F is continuous
with respect to F ∗J and J .
It follows from Proposition 5.1 in [SGA4, EXPOSE I] that the pullback functor
F ∗ : Presh(D)→ Presh(C) given by the composite with F has a left adjoint, which
we denote by F! : Presh(C) → Presh(D). It follows from [SGA4, EXPOSE I, 5.2]
that the functor F! is left exact. Let X be a object of C. It follows from [SGA4,
EXPOSE I, 5.4(3)] that we have F!hC(X) = hD(F (X)). If R is a sieve on X , then
an explicit construction of the functor F!, given in the proof of Proposition 5.1 in
[SGA4, EXPOSE I], induces an isomorphism F!hC(R) ∼= hD(F!R), where F!R is
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the sieve on F (X) introduced in Section 1.3.3, such that the diagram
F!hC(R) −−−−→ F!hC(X)
∼=
y ∥∥∥
hD(F!R) −−−−→ hD(F (X))
is commutative.
Lemma 1.4.3.1. Let X be an object of C and let R be a sieve on X. Then R
belongs to F ∗J(X) if and only if the following two conditions hold for any morphism
f : Y → X in C:
(1) The sieve F!(R×X Y ) on F (Y ) belongs to J(F (Y )).
(2) Let g1 : Z1 → Y and g2 : Z2 → Y be two objects of R×X Y and let
W
h1−−−−→ F (Z1)
h2
y yF (g1)
F (Z2)
F (g2)
−−−−→ F (Y )
be a commutative diagram in D. Let R′ denote the full subcategory of D/W
whose objects are the morphisms f ′ : V → W in D such that there exists
an object U of C, a morphism f ′′ : V → F (U) in D, and a commutative
diagram
U
h′1−−−−→ Z1
h′2
y yg1
Z2
g2
−−−−→ Y
in C satisfying h1 ◦ f ′ = F (h′1) ◦ f
′′ and h2 ◦ f ′ = F (h′2) ◦ f
′′. Then R′ is
a sieve on W which belongs to J(W ).
Proof. We apply Proposition 3.2 of [SGA4, EXPOSE III]. It follows that R
belongs to J(X) if and only if for any morphism f : Y → X in C, the morphism
(1.1) F!hC(R×X Y )→ F!hC(Y ) = hD(F (Y ))
induced by the inclusion hC(R ×X Y ) →֒ hC(Y ) is a bicovering in the sense of
[SGA4, EXPOSE II, 5.2].
It follows from the explicit description of the functor F! given in (5.1.1) of
[SGA4, EXPOSE I] that the image of the morphism (1.1) is equal to the sub-
presheaf hD(F!(R ×X Y )) of hD(F (Y )). Hence the morphism (1.1) is a covering
of F (Y ) with respect to J if and only if Condition (1) holds. It follows from the
definition of bicovering that the morphism (1.1) is a bicovering if and only if it is a
covering of F (Y ) with respect to J and the diagonal morphism
F!hC(R×X Y )→ F!hC(R ×X Y )×hD(Y ) F!hC(R ×X Y )
induced by the morphism (1.1) is a covering with respect to J . Since Condition (2)
is a straightforward paraphrase of the last condition, the claim follows. 
Corollary 1.4.3.2. Let X be an object of C and let fC(X) : C/X → C denote
the functor which associates, to each object Y → X of C/X , the object Y of C. Let
f : Y → X be a morphism and let G : (C/X)/f → C/Y denote the functor induced
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by fC(X). Note that G is an isomorphism of categories. Let R be a sieve on f and
let G(R) be a sieve on Y corresponding to R via the isomorphism G of categories.
Then R belongs to fC(X)
∗J(f) if and only if G(R) belongs to J(Y ).
Proof. We apply Lemma 1.4.3.1 when C, D, F , X in loc. cit. are C/X , C,
fC(X), f , and R respectively. One can check that the full subcategory R
′ of D/W
in Condition (2) is equal to the entire D/W . Hence R belongs to fC(X)
∗J(f) if
and only if the sieve fC(X)!(R ×f f ◦ g) on Z belongs to J(Z) for any morphism
g : Z → Y in C. Since fC(X)!(R×f f ◦ g) = G(R)×Y Z, the claim follows. 
1.5. Pushforwards of Grothendieck topologies.
1.5.1. Let (C, J) be a site and let F : C → D be a functor. We know from
[SGA4, Exp III Prop 3.7, p.287] that there exists a finest Grothendieck topology on
D such that the functor F is cocontinuous. We call this topology the pushforward
of J and denote it F∗J . Let us give an explicit description of this pushforward
topology.
1.5.2. Let J be a Grothendieck topology on the category C. For each object X
of D, we let J ′(X) denote the set of sieves R on X satisfying the following property:
for any object (Y, f) of IFX , the sieve F
∗
Y,fR belongs to J(Y ).
Lemma 1.5.2.1. The assignment J ′ of J ′(X) to each object X of D is a Grothendieck
topology on the category D.
Proof. We prove that J ′ satisfies the three conditions in Section 1.2.3.
Let X be an object of D. For any object Y of C and for any morphism f :
F (Y )→ X in D, we have F ∗Y,fD/X = C/Y . By Condition (1) in Section 1.2.3 for J ,
we have C/Y ∈ J(Y ). Hence we have D/X ∈ F∗J(X). Hence J
′ satisfies Condition
(1) in Section 1.2.3.
Let f : Y → X be a morphism in D and let R be a sieve on X which belongs to
J ′(X). For any object Z of C and for any morphism g : F (Z)→ Y in D, we have
F ∗Z,g(R ×X Y ) = F
∗
Z,f◦gR. Since R belongs to J
′(X), we have F ∗Z,f◦gR ∈ J(Z).
Hence we have R ×X Y ∈ J ′(Y ). This shows that J ′ satisfies Condition (2) in
Section 1.2.3.
Let X be an object of D and let R be a sieve on X which belongs to J ′(X).
Let R′ be another sieve on X and suppose that R′ ×X Y belongs to J ′(Y ) for
any object Y → X of R. Let Z be an object of C and let g : F (Z) → X be a
morphism in D. For any morphism h : W → Z in C, we have (F ∗Z,gR
′) ×Z W =
F ∗W,idF (W )(R
′×X F (W )). Here R′×X F (W ) denotes the pullback of R′ with respect
to the composite g ◦ F (h). Suppose that h is an object of F ∗Z,gR. Since g ◦ F (h)
is an object of R, the sieve R′ ×X F (W ) on F (W ) belongs to J ′(F (W )). Hence
(F ∗Z,gR
′) ×Z W = F ∗W,idF (W )(R
′ ×X F (W )) belongs to J(W ). By Condition (3) in
Section 1.2.3 for J , we have F ∗Z,gR
′ ∈ J(Z). This shows that R′ belongs to J ′(X).
Hence J ′ satisfies Condition (3) in Section 1.2.3. This completes the proof. 
It is clear that J ′ above is the finest topology on D such that F is cocontinuous.
Hence by definition, we have F∗J = J
′.
We record the following transitivity property.
Lemma 1.5.2.2. Let E be another category and let G : D → E be a covariant
functor. Then we have G∗(F∗J) = (G ◦ F )∗J .
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Proof. Let X be an object of E and let R be a sieve on X . Then R belongs to
G∗(F∗J)(X) if and only if for any object Y of D, for any morphism f : G(Y )→ X
in E , for any object Z of C, and for any morphism g : F (Z) → Y in D, the full
subcategory R′ of C/Z , whose objects are the morphisms h : W → Z such that
f ◦ G(g ◦ F (h)) is an object of R, is a sieve on Z which belongs to J(Z). We set
f ′ = f ◦ G(g). When (Y, Z, f, g) runs over the quadruples of an object Y of D, a
morphism f : G(Y ) → X in E , an object Z of C, and a morphism g : F (Z) → Y
in D, the pair (Z, f ′) runs through the pairs of an object Z of C and a morphism
f ′ : G(F (Z)) → X in E . Hence R belongs to G∗(F∗J)(X) if and only if for any
object Z of C and for any morphism f ′ : G(F (Z)) → X in E , the full subcategory
R′ of C/Z , whose objects are the morphisms h :W → Z such that f
′ ◦G(F (h)) is an
object of R, is a sieve on Z which belongs to J(Z). This shows that G∗(F∗J)(X)
is equal to (G ◦ F )∗J(X), which proves the claim. 
Lemma 1.5.2.3. Suppose that the functor F is fully faithful. Then we have
J = F ∗F∗J .
Proof. We apply Lemma 1.4.3.1. Let X be an object of C and let R be a sieve
on X . Let us consider the two conditions for R in Lemma 1.4.3.1 with J in loc. cit.
replaced with F∗J . We refer to these two conditions as Conditions (1) and (2) for
F∗J . It suffices to show that R belongs to J(X) if and only if Conditions (1) and
(2) for F∗J hold for any morphism f : Y → X in C. Let g1 : Z1 → Y , g2 : Z2 → Y ,
h1 : W → F (Z1) and h2 : W → F (Z2) be as in Condition (2) in Lemma 1.4.3.1.
Let us consider the sieve R′ on Y in Condition (2). Let V be an object of C and
let m : F (V )→W be a morphism in D. Then it follows from the definition of the
sieve R′ that the sieve F ∗V,mR
′ on V is equal to the entire C/V . This shows that
Condition (2) for F∗J holds for any R and for any f . Hence it suffices to show
that R belongs to J(X) if and only if F!(R ×X Y ) belongs to F∗J(F (Y )) for any
morphism f : Y → X in C.
First we prove the “if” part. Suppose that for any morphism f : Y → X in C,
the sieve F!(R ×X Y ) on F (Y ) belongs to F∗J(F (Y )). This in particular implies
that the sieve F!R on F (X) belongs to F∗J(F (X)). Hence the sieve F
∗
X,idF!R on
X belongs to J(X). By definition the sieve F ∗X,idF!R is the full subcategory of
C/X whose objects are the morphisms f : Y → X in C such that the morphism
F (Y )→ F (X) in D given by the composition with f is an object of F!R. Hence it
follows from the definition of F!R that the morphism f : Y → X in C is an object
of F ∗X,idF!R if and only if there exist an object g : Z → X in R and a morphism
h : F (Y ) → F (Z) in D such that F (f) = F (g) ◦ h. Since F is fully faithful, this
shows that the sieve F ∗X,idF!R on X is equal to R. Hence we have R ∈ J(X).
Next we prove the “only if” part. Suppose that R belongs to J(X). We
show that the sieve F!(R×X Y ) on F (Y ) belongs to F∗J(F (Y )) for any morphism
f : Y → X in C. Since R ×X Y belongs to J(Y ), it suffices to show that F!R
belongs to F∗J(F (X)). Let Y be an object of C and let f : F (Y ) → F (X) be a
morphism in D. We prove that F ∗Y,fF!R belongs to J(Y ). Since F is fully faithful,
there exists a morphism f ′ : Y → X in C such that f = F (f ′). We claim that
F ∗Y,fF!R is equal to the pullback R×X Y of R with respect to f
′. Let g : Z → Y be
a morphism in C. Then g is an object of F ∗Y,fF!R if and only if f ◦F (g) = F (h1)◦h2
for some object W of C, for some object h1 :W → X of R, and for some morphism
h2 : F (Z)→ F (W ) in D. Since F is fully faithful, this shows that g is an object of
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F ∗Y,fF!R if and only if f
′ ◦ g is an object of R. Hence we have F ∗Y,fF!R = R×X Y ,
as we claimed. This in particular implies that F ∗Y,fF!R belongs to J(Y ), which
completes the proof. 
1.6. A full subcategory of the category of presheaves.
1.6.1. Let C be an essentially small category. Let J be a Grothendieck topology
on the category C. Since C is essentially small, there exists a set G of objects of C
such that any object of C is isomorphic to an object of C which belongs to G. It
is then clear that the set G is a topologically generating family of the site (C, J)
in the sense of [SGA4, EXPOSE II, De´finition 3.0.1]. It follows that (C, J) is a
U-site.
1.6.2. Let C′ ∈ U be a category and F : C′ → C be an equivalence of categories.
We can equip C′ with the induced topology and F induces an equivalence of the
categories of U-presheaves: Presh(C)→ Presh(C′).
1.6.3. Let D be a full subcategory of Presh(C) satisfying the following condi-
tion: for any object X of C, the representable presheaf hC(X) on C is an object of
D. As a subcategory of Presh(C), the category D is a U-category. We let ι0 : C → D
denote the covariant functor which sends an object X of C to the object hC(X) of
D.
Proposition 1.6.3.1. Let J be a Grothendieck topology on the category C.
Then the functor Presh(D) → Presh(C) given by the composition with ι0 induces
an equivalence Shv(D, (ι0)∗J)
∼=
−→ Shv(C, J) of categories.
Proof. Let D′ denote the essential image of the composite D → Presh(C)→
Presh(C′). Then the Yoneda embedding factors as C′ → D′ → Presh(C′). Let J ′D
denote the topology induced by (ι0)∗J on D′. It follows from Lemma 1.5.2.3 that
J ′ is equal to the Grothendieck topology induced on C′ by J ′D. We apply The´ore`me
4.1 in [SGA4, EXPOSE III].
Hence it suffices to show that, for any object F in D, there exist a set I, a
family (Xi)i∈I of objects of C indexed by I, and a morphism fi : ι0(Xi) → F in
D for each i ∈ I such that (fi)i∈I is a family covering F with respect to (ι0)∗J .
Let us take a set S of objects of C such that any object of C is isomorphic to some
element in S. Let F be an object of D. We let I =
∐
X∈S F (X) denote the set of
pairs (X, ξ) of an element X ∈ S and an element ξ ∈ F (X). For i = (X, ξ) ∈ I, we
set Xi = X . We let fi : ι0(X)→ F denote the morphism which is sent to ξ under
the bijection yF,X .
We claim that (fi)i∈I is a family covering F ;;with respect to (ι0)∗J . Proving
this claim is equivalent to proving that for any object Y of C and for any morphism
g : ι0(Y ) → F , the sieve (ι0)∗Y,gR(fi)i∈I on Y belongs to J(Y ). It follows from the
definition of the set S that there exists an element X ∈ S and an isomorphism
h : X
∼=
−→ Y in C. Let ξ ∈ F (X) denote the image of g ◦ ι0(h) under the bijection
yF,X . We set i = (X, ξ). We then have g = fi ◦ ι0(h−1). This shows that the
identity morphism idY of Y belongs to the sieve (ι0)
∗
Y,gR(fi)i∈I on Y . Hence the
sieve (ι0)
∗
Y,gR(fi)i∈I is equal to C/Y . In particular it belongs to J(Y ), as we claimed.
This completes the proof. 
1.7. On the canonical topology.
1.7.1. Let C be an essentially small category. Let J be a Grothendieck topology
on the category C. Since C is essentially small, there exists a set G of objects of C
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such that any object of C is isomorphic to an object of C which belongs to G. It
is then clear that the set G is a topologically generating family of the site (C, J)
in the sense of [SGA4, EXPOSE II, De´finition 3.0.1]. It follows that (C, J) is a
U-site.
It is proved in [SGA4, EXPOSE II, The´ore`me 3.4] that the inclusion functor
Shv(C, J) →֒ Presh(C) has a left adjoint, which we denote by aJ : Presh(C) →
Shv(C, J). For a presheaf F on C and for a J-sheaf G on C, we denote by bF,G the
natural bijection
bF,G : HomPresh(C)(F,G)
∼=
−→ HomShv(C,J)(aJ (F ), G).
1.7.2. We let ǫC,J : C → Shv(C, J) denote the functor which associates, to
each object X of C, the J-sheaf aJhC(X) on C.
Let J ′ denote the canonical Grothendieck topology on Shv(C, J) (see [SGA4,
EXPOSE II, De´finition 2.5] for the definition). It follows from Proposition 3.5 of
[SGA4, EXPOSE III] that the functor ǫC,J is continuous in the sense of [SGA4,
EXPOSE III, De´finition 1.1], with respect to the Grothendieck topologies J and
J ′.
Lemma 1.7.2.1. Let F be an object of Shv(C, J). Then for a sieve R on F , the
following two conditions are equivalent:
(1) R belongs to J ′(F ).
(2) For any object X of C and for any element ξ ∈ F (X), there exists a
sieve R′ ∈ J(X) on X satisfying the following condition: for any object
f : Y → X of R′, the composite ǫC,J(Y )
ǫC,J (f)
−−−−→ ǫC,J(X)
ξ˜
−→ F is an
object of R. Here ξ˜ : ǫC,J(X) → F is the morphism in Shv(C, J) cor-
responding to ξ via the bijections F (X)
yF,X
←−−− HomPresh(C)(hC(X), F ) ∼=
HomShv(C,J)(ǫC,J(X), F ).
Proof. Let Sub(F ) denote the set of subpresheaves of F . Since C is essentially
U-small, the set Sub(F ) is a U-small set. Let Sub(F )R ⊂ Sub(F ) denote the subset
whose elements are the subsheaves F ′ ⊂ F satisfying the following property: F ′ is
equal to the image (in the category Presh(C)) of a morphism G → F in Shv(C, J)
which is an object of R. Let FR ⊂ F denote the subpresheaf on C which associates,
for each object X of C, the subset
⋃
F ′∈Sub(F )R
F ′(X) of F (X). It follows from
[SGA3, EXPOSE IV, Corollaire 4.3.12] that R belongs to J ′(F ) if and only if the
inclusion morphism FR →֒ F in Presh(C) induces an isomorphism aJ(FR)
∼=
−→ F in
Shv(C, J). It is straightforward to check that the latter condition is equivalent to
Condition (2). This proves the claim. 
Proposition 1.7.2.2. The functor ǫC,J is cocontinuous with respect to the
Grothendieck topologies J and J ′.
Proof. Let F be an object of Shv(C, J) and let R be a sieve on F which
belongs to J ′(F ). Let X be an object of C and let f : ǫC,J(X)→ F be a morphism
in Shv(C, J). Let us consider the functor (ǫC,J)X,f : C/X → Shv(C, J)/F introduced
in Section 1.4. It then suffices to show that the sieve ((ǫC,J)X,f )
∗R on X belongs
to J(X).
It follows from Lemma 1.7.2.1 that there exists a sieve R′ on X which belongs
to J(X) such that for any object g : Y → X of R′, the composite ǫC,J(Y )
ǫC,J (g)
−−−−→
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ǫC,J(X)→ F is an object of R. This shows that the sieve R′ is a full subcategory
of the sieve ((ǫC,J)X,f )
∗R. Hence it follows from Condition (3) in Section 1.2.3 that
((ǫC,J)X,f )
∗R belongs to J(X). This completes the proof. 
Proposition 1.7.2.3. Let J ′ denote the canonical Grothendieck topology on
Shv(C, J). Then we have J ′ = (ǫC,J)∗J .
Proof. Let F be an object of Shv(C, J) and let R be a sieve on F . It follows
from Proposition 1.7.2.2 that R belongs to (ǫC,J)∗J(F ) if R belongs to J
′(F ). We
prove that R belongs to J ′(F ) if R belongs to (ǫC,J)∗J(F ). Suppose that R belongs
to (ǫC,J)∗J(F ). We check that F satisfies Condition (2) in Lemma 1.7.2.1. Let X
be an object of C and let ξ ∈ F (X). Let ξ˜ : ǫC,J(X) → F be as in Condition (2)
in Lemma 1.7.2.1. We set R′ = ((ǫC,J)X,ξ˜)
∗R. Since R belongs to (ǫC,J)∗J(F ), the
sieve R′ on X belongs to J(X). It follows from the definition of R′ that for any
object f : Y → X in R′, the composite ξ˜ ◦ ǫC,J(f) is an object in R. This shows
that Condition (2) in Lemma 1.7.2.1 is satisfied, which proves the claim. 
1.7.3. Let C′ be a full subcategory of Shv(C, J) satisfying the following con-
dition: for any object X of C, the sheaf aJ (hC(X)) on C is an object of C′. We let
ι0 : C → C
′ denote the covariant functor which sends an object X of C to the object
aJ(hC(X)) of C′. We then have ǫC,J = ιC′ ◦ ι0, where ιC′ : C′ →֒ Shv(C, J) denotes
the inclusion functor.
Corollary 1.7.3.1. Let the notation be as above. Then we have ι∗C′J
′ = (ι0)∗J .
Proof. By Proposition 1.7.2.3 and Lemma 1.5.2.2, we have J ′ = (ǫC,J)∗J =
(ιC′)∗(ι0)∗J . Hence by Lemma 1.5.2.3, we have ι
∗
C′J
′ = (ι0)∗J . This proves the
claim. 
1.8. A full subcategory of the category of sheaves.
1.8.1. Let C be an essentially U-small category. By definition, there exists a
U-small category C′ and a functor F : C′ → C which is an equivalence of categories.
Let C′′ denote the full subcategory of C whose set of objects is F (Obj(C′)). Then
C′′ is U-small and the inclusion C′′ →֒ C is an equivalence of categories.
1.8.2. Let J be a Grothendieck topology on C. Let J ′′ denote the Grothendieck
topology on C′′ induced by the inclusion. Then the functor Shv(C, J)→ Shv(C′′, J ′′)
induced by the restriction is an equivalence of categories. It follows that Shv(C, J)
is a U-topos.
1.8.3. Let D be a fullsubcategory of Shv(C, J), which is essentially U-small.
Assume that the following condition holds: For any object X of C, the sheaf
aJ(hC(X)) is an object of D.
As D is essentially U-small, we can find a U-small full subcategory D′′ of D
such that the inclusion is an equivalence of categories, in the manner similar to the
case of C above.
1.8.4. Let F be the full subcategory of Shv(C, J) whose set of objects is
{aJ(hC(X)) |X ∈ Obj(C
′′)} ∪Obj(D′′).
Then F is U-small. Let ιF : F →֒ Shv(C, J) denote the inclusion.
1.8.5. We note here that by [SGA4, Prop.4.10, Exp II], the set Obj(C′′) is a
set of topological generators for the canonical topology on Shv(C, J).
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1.8.6. Let Jcan denote the canonical topology on Shv(C, J).
Lemma 1.8.6.1. Let the notation be as above. The functor
ιF : Shv(F , ι
∗
FJcan)→ Shv(C, J)
induced by the inclusion is an equivalence of categories.
Proof. This follows from [SGA4, Cor 1.2.1 Exp IV] 
Proposition 1.8.6.2. Let ιD : D → Shv(C, J) denote the inclusion. The func-
tor Presh(D)→ Presh(C) given by the composition with aJ (hC(−)) : C → D induces
an equivalence Shv(D, ι∗DJcan)
∼=−→ Shv(C, J) of categories.
Proof. By construction, the inclusion F → D is an equivalence of categories.
Hence we have Shv(D, ι∗DJcan)
∼= Shv(F , ι∗FJcan). The claim follows from the pre-
vious lemma. 
Let ι denote the functor aJ(hC(−)) : C → D.
Corollary 1.8.6.3. The functor Presh(D)→ Presh(C) given by the composi-
tion with ι induces an equivalence
Shv(D, ι∗J)→ Shv(C, J)
of categories.
Proof. This follows from the previous proposition and Corollary 1.7.3.1. 
2. Adding quotient objects
We briefly explained the motivation for adding quotient objects in Section 2
with the example in the case where (C, J) is the Y -site coming from the classical
Galois theory. The idea is, if one is given a Galois covering Y → X of Galois group
G, to add all intermediary coverings Z → X where Z = Y/H for subgroups H of
G.
Let a Y -site (C, J) be given. We have a canonical map C → Shv(C, J) given
by the Yoneda embedding and the sheafification functor. Note that in Shv(C, J), a
quotient object of any element exists. We wish to take a suitable full subcategory
D ⊂ Shv(C, J) so that it contains the (suitable, may not be all) quotient objects
of objects coming from C. We have a functor ι : C → D and endow D with
the pushforward topology. We show that the associated toposes are equivalent.
Moreover, when (C, J) is a B-site (resp. Y -site), we show that (C˜, ι∗J) is a B-site
(resp. Y -site).
We do not add all quotient objects but restrict ourselves to objects of the
following form (called admissible). Suppose given a morphism Y → X which is a
Galois covering of Galois group G. Then we add quotients Y/H (more precisely, Y
is regarded via the functor above as a sheaf on C and take the quotient sheaf). We
do not allow objects of the form Y/H for arbitrary subgroup H of Aut(Y ). There
is a technical point that works fine with the restriction, and which may or may not
work for general quotients.
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2.1. Preliminary on quotient objects. We would like to apply the two
comparison lemmas (Proposition 1.6.3.1 and Proposition 1.8.6.2) to the case when
(C, J) is a Y -site. As a preliminary, we recall in this paragraph the notion of
a quotient object in a general category and prove some basic fact on a quotient
object.
2.1.1. First let us recall the notion of a quotient objects. Let C be a category,
Y an object in C, and G a subgroup of AutC(Y ). A quotient object of Y by G is
an object in C, which we denote by G\Y , equipped with a morphism c : Y → G\Y
in C satisfying the following universal property: for any object Z in C and for
any morphism f : Y → Z in C satisfying f ◦ g = f for all g ∈ G, there exists a
unique morphism f : G\Y → Z such that f = f ◦ c. In other words, the quotient
object G\Y is an object in C which co-represents the covariant functor from C to
the category of sets which associates, to each object Z ∈ C, the G-invariant part
HomC(Y, Z)
G of the set HomC(Y, Z). We call the morphism c : Y → G\Y the
canonical quotient morphism.
A quotient object of Y byG is unique up to unique isomorphism in the following
sense. Suppose that both Y ′1 and Y
′
2 are quotient objects of Y by G. We denote by
c1 : Y → Y ′1 and c2 : Y → Y
′
2 the canonical quotient morphisms. Then there exists
a unique isomorphism α : Y ′1
∼=
−→ Y ′2 satisfying α ◦ c1 = c2. This claim follows easily
from the universality of quotient objects.
Lemma 2.1.1.1. Let C be a category and let C′ ⊂ C be a full subcategory. Let Y
be an object in C′, and G be a subgroup of AutC(Y ). Suppose that a quotient object
G\Y of Y by G in C exists and that G\Y is isomorphic in C to an object Z in C′.
Then Z is a quotient object of Y by G in C′.
Proof. The universality of Z can be checked easily. 
Lemma 2.1.1.2. Let C be an essentially small category. Let F be an object in
Presh(C) and let G ⊂ AutPresh(C)(F ) be a subgroup. We define an object F
′ in
Presh(C) by setting F ′(Y ) = G\F (Y ) for each object Y in C. Let c : F → F ′ be
the morphism which consists of the quotient maps F (Y ) ։ G\F (Y ) = F ′(Y ) for
all objects Y in C. Then the presheaf F ′, together with the morphism c : F → F ′ is
the quotient object of F by G in the category Presh(C).
Proof. This is a formal consequence of the fact that a small colimit in the
category Presh(C) can be taken sectionwisely. 
Lemma 2.1.1.3. Let C, D be categories and let L : C → D be a functor which
admits a right adjoint R : D → C. Let Y be an object in C and H ⊂ AutC(Y ) be a
subgroup. Suppose that there exists a quotient object G\Y of Y by G exists in C.
Let c : Y → G\Y denote the canonical quotient morphism. Let G′ ⊂ AutD(L(Y ))
denote the image of G under the homomorphism AutC(Y )→ AutD(L(Y )) induced
by L. Then L(G\Y ) together with L(c) : L(Y )→ L(G\Y ) is the quotient object of
L(Y ) by G′ in the category D.
Proof. It suffices to show that, for any object Z ∈ D, the map
HomD(L(G\Y ), Z)→ HomD(L(Y ), Z)
given by the composite with L(c) is injective and its image is equal to the G′-
invariant part of HomD(L(Y ), Z). Let ι1 : HomD(L(G\Y ), Z)
∼=
−→ HomC(G\Y,R(Z))
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and ι2 : HomD(L(Y ), Z)
∼=
−→ HomC(Y,R(Z)) denote the bijections given by the ad-
junction. It follows from the functoriality of the adjunction that the diagram
HomD(L(G\Y ), Z)
ι1−−−−→
∼=
HomC(G\Y,R(Z))
−◦L(c)
y −◦cy
HomD(L(Y ), Z)
ι2−−−−→
∼=
HomC(Y,R(Z))
is commutative and the isomorphism ι2 isG-equivariant whereG acts on HomD(L(Y ), Z)
via the surjection G→ G′ induced by L. Since G\Y is the quotient object of Y by
G, the right vertical map is injective and its image is equal to the G-invariant part
of HomC(Y,R(Z)). Hence the claim follows. 
2.1.2. Let Y be an object in a category C and let G be a subgroup of AutC(Y ).
Let H be a normal subgroup of G and suppose that a quotient object H\Y of Y
by H exists. Let c : Y → H\Y denote the canonical quotient morphism. Let
g ∈ G. Since H is a normal subgroup of G, the composite c ◦ g ◦ h is equal to c ◦ g
for any h ∈ H . Hence it follows from the universality of the quotient object that
there exists a unique morphism αg : H\Y → H\Y such that c ◦ g = αg ◦ c. It is
then easy to check that αg1◦g2 = αg1 ◦ αg2 for g1, g2 ∈ G and that αh = idH\Y for
h ∈ H . Hence the map g 7→ αg gives a group homomorphism G → AutC(H\Y )
which factors through the quotient map G ։ G/H . Let G ⊂ AutC(H\Y ) denote
the image of this homomorphism.
Lemma 2.1.2.1. Under the notation as above, suppose that a quotient object
G\(H\Y ) of H\Y by G exists. Let c′ : H\Y → G\(H\Y ) denote the canonical
quotient map. Then G\(H\Y ) together with the composite c′ ◦ c : Y → G\(H\Y )
is a quotient object of Y by G.
Proof. It suffices to check that, for any object Z in C, the composite HomC(G\(H\Y ), Z)
−◦c′
−−−→
HomC((H\Y ), Z)
−◦c
−−→ HomC(Y, Z) is injective and its image is equal to the G-
invariant part of HomC(Y, Z). We know that the first map −◦ c′ is injective and its
image is equal to the G-invariant part of HomC((H\Y ), Z), and that the second map
−◦c is injective and its image is equal to the H-invariant part of HomC((H\Y ), Z).
Hence it suffices to prove that the second map −◦ c is G-equivariant, where G acts
on HomC((H\Y ), Z) via the surjection G ։ G. The last claim follows from the
equality c ◦ g = αg ◦ c. This completes the proof. 
2.2. Adding quotient objects. Let (C, J) be a U-site. We assume that J is
an A-topology in the sense of [Kon-Ya3, 2.4].
Definition 2.2.0.1. We say that a subgroup H ⊂ AutC(X) is moderate if
there exists a morphism f : X → Y in C such that f belongs to T (J) and that H
is contained in AutY (X).
2.2.1. Let X be an object in C and H be a subgroup of AutC(X). We denote
by H\X the sheaf associated to the presheaf H\hC(X).
Let C˜m denote the full subcategory of the category Shv(C, J) of sheaves on
(C, J) whose objects are sheaves of the form H\X with X in C and H a moderate
subgroup of AutC(X). We note that, for two pairs (X1, H1) and (X2, H2) such that
Xi is an object of C and Hi ⊂ AutC(Xi) is a moderate subgroup for i = 1, 2, the
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equality H1\X1 = H2\X2 does not imply that X1 and X2 are isomorphic. To avoid
such a problem, we will sometimes use the following category C˜m
µ
instead of C˜m.
The objects of C˜m
µ
is a pair (X,H) of an object X of C and a moderate subgroup
H ⊂ AutC(X). For two objects (X1, H1) and (X2, H2) of C˜m
µ
, a morphism from
(X1, H1) to (X2, H2) in C˜m
µ
is a morphism H1\X1 → H2\X2 of sheaves on (C, J).
Let ımµ : C → C˜m
µ
denote the functor which associates, to each object X of
C, the object (X, {idX}) of C˜m
µ
. For an object (X,H) of C˜m
µ
, we let qX,H :
ımµ(X)→ (X,H) denote the morphism in C˜m
µ
induced by the quotient morphism
hC(X) → H\hC(X). It is clear that the functor C˜m
µ
→ C˜m which associates, to
each object (X,H) of C˜m
µ
, the object H\X is an equivalence of categories. We let
ım : C → C˜ denote the composite C
ımµ
−−→ C˜m
µ
→ C˜m. We sometimes regard qX,H
as a morphism ım(X)→ H\X in C˜m
µ
.
We remark that if C is an essentially U-small category, then so are C˜m
µ
and
C˜m.
2.2.2. We also consider full subcategories C˜ of C˜m, that contain objects (iso-
morphic to objects of the form) X\{idX} for all X ∈ C. We impose that if
(Z,HZ) ∼= (X,H) and (X,H) belongs to C˜µ, then (Z,HZ) ∈ C˜µ. The category
Ĉµ is defined in a similar manner as above. We have functors ıµ : C → C˜µ and
ı : C → C˜.
Lemma 2.2.2.1. Let X be an object in C and let H be a subgroup of Aut(X).
Then the sheaf H\X on (C, J) together with the morphism ı(X) → H\X is a
quotient object of {idX}\X by H in the category Shv(C, J). In particular the object
H\X of C˜ together with the morphism ı(X)→ H\X is a quotient object of ı(X) by
H.
Proof. It follows from Lemma 2.1.1.2 that the presheaf H\hC(X) on C to-
gether with the surjection hC(X) ։ H\hC(X) is a quotient object of the presheaf
hC(X) by H . It follows from Lemma 2.1.1.3 that H\X together with the morphism
{idX}\X → H\X is a quotient object of {idX}\X by H in the category Shv(C, J).
Hence by Lemma 2.1.1.1, it is also a quotient object {idX}\X by H in the category
C˜. This proves the claim. 
2.3. The semi-localizing collection T˜ µ. Let (C, J) be a U-site. Let C˜µ be
as in Section 2.2.1. We construct a semi-localizing collection T˜ µ of morphisms in
C˜µ. We show that when (C, J) is a B-site, so is (C˜µ, JT˜ µ). We will show later that
this topology is equal to the pushforward topology. We assume that the topology
J is an A-topology ([Kon-Ya3, Definition 2.4.1]).
Definition 2.3.0.1. Let f : (X,H) → (Y,K) be a morphism in C˜µ. A repre-
sentative of f in C is a diagram X
m
←− X ′
f ′
−→ Y in C such that m belongs to T (J)
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and that the diagram
(2.1) ıµ(X ′)
ıµ(f ′)
$$■
■■
■■
■■
■■
ıµ(m)

ıµ(X)
qX,H

ıµ(Y )
qY,K

(X,H)
f
// (Y,K)
in C˜µ is commutative. We use the notation (f ;m, f ′).
Lemma 2.3.0.2. Suppose (C, J) is a site with A-topology. Let f : (X,H) →
(Y,K) be a morphism in C˜µ. Then there exists a representative of f in C.
Proof. Let us consider the isomorphisms given by adjunctions:
HomC˜µ(ı
µ(X), (Y,K)) = HomShv(C,J)(aJ(hC(X)),K\Y )
∼= HomPresh(C)(hC(X),K\Y ) ∼= (K\Y )(X).
Note that the sieves Rf where f is a morphism in T (J) with target X are cofinal
in J(X). From the explicit description in [Kon-Ya3, 4.4.2] of the sheafification
functor aJ , we further have, using [Kon-Ya3, Lem 2.5.2],
(K\Y )(X) = (aJ(K\hC(Y ))(X)
= lim
−→(m:X′→X)∈T (J)
K\[HomC(X ′, Y )⇒ HomPresh(C)(hC(X
′)×hC(X) hC(X
′), Y )].
Let a ∈ (K\Y )(X) denote the element corresponding to the composite {idX}\X →
H\X
f
−→ K\Y . Take any pair (m : X ′ → X) ∈ T (J) and f ′ ∈ HomC(X ′, Y ) which
corresponds to a in the equality above. Then the diagram X
m
←− X ′
f ′
−→ Y is a
representative of f in C. This completes the proof. 
2.3.1. Let T˜ µ denote the following set of morphisms in C˜µ. Let f : X → Y be
a morphism in C˜µ. Then f belongs to T˜ µ if and only if there exists a representative
(f ;m, f ′) with f ′ ∈ T (J).
2.3.2. In this paragraph we assume that (C, J) is a B-site.
Lemma 2.3.2.1. The functor C → Shv(C, J) which associates an object X of C
to aJ (hC(X)) is faithful.
Proof. LetX and Y be two objects of C. We prove that the map HomC(X,Y )→
HomShv(C,J)(aJ(hC(X)), aJ(hC(Y ))) is injective. Since we have isomorphisms
HomShv(C,J)(aJ(hC(X)), aJ(hC(Y )))
∼= HomPresh(C)(hC(X), aJ(hC(Y ))) ∼= aJ(hC(Y ))(X),
It suffices to show that the map (hC(Y ))(X) → aJ (hC(Y ))(X) induced by the
adjunction morphism hC(Y ) → aJ(hC(Y )) is injective. It follows from an explicit
description of the sheafification functor given in [Kon-Ya3, 4.4.2] we have, using
[Kon-Ya3, Lem 2.5.2],
(2.2)
aJ(hC(Y ))(X) ∼= lim−→
(X′,f)
K\[HomC(X
′, Y )⇒ HomPresh(C)(hC(X
′)×hC(X) hC(X
′), Y )]
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where (X ′, f) runs over the morphisms in T (J) with target X . (The set of mor-
phisms may not be U-small, but the set of isomorphism classes of such morphisms
is U-small. Hence, the right hand side above is U-small.) Since C is an E-category,
it follows that the transition maps in the colimit (2.2) are injective. This proves
that (hC(Y ))(X)→ aJ(hC(Y ))(X) is injective. 
Lemma 2.3.2.2. Let f : (X,H) → (Y,K) be a morphism in C˜µ. Let X
m
←−
X ′
f ′1−→ Y and X
m
←− X ′
f ′2−→ Y be two representatives of f with common X ′ and m.
Then there exists an element g ∈ K satisfying f ′2 = g ◦ f
′
1.
Proof. We have qY,K ◦ ıµ(f ′1) = qY,K ◦ ı
µ(f ′2). The two morphisms qY,K ◦ ı(f
′
1)
and qY,K ◦ ı(f ′2) give two elements of (K\Y )(X
′) which belong to the image of the
map
(2.3) (K\hC(Y ))(X
′)→ (K\Y )(X ′).
Since C is an E-category, it follows that the groupK acts freely on the set (hC(Y ))(Z)
for any object Z of C. Hence it follows from the description of the sheafification
functor aJ given in (2.2) that the map (2.3) is injective. This shows that the two
elements of K\(hC(Y ))(X ′) given by f ′1 and f
′
2 coincide. Hence there exists an
element g ∈ K satisfying f ′2 = g ◦ f
′
1. This completes the proof. 
Lemma 2.3.2.3. Let f : (X,G) → (Y,H) be a morphism which belongs to T˜ µ.
Then for any representative (f ;m′, f ′), the morphism f ′ belongs to T (J).
Proof. Let (f ;m′ : X ′1 → X, f
′ : X1 → Y ) be a representative where f ′ ∈
T (J). Take another representative (f ;m′′ : X ′2 → X, f
′′ : X ′2 → Y ).
We can complete the diagram X ′1
m′
−−→ X
m′′
←−− X ′2 to a square
X ′3
g
−−−−→ X ′2
h
y ym′′
X ′1
m′
−−−−→ X
with h ∈ T (J) using Property (3) of semi-localizing collection. Note that both
(f ;m′ ◦ h, f ′ ◦ h) and (f ;m′′ ◦ g, f ′′ ◦ g) are representatives of f . It follows from
Lemma 2.3.2.2 that we have σ ◦ f ′ ◦ h = f ′′ ◦ g for some σ ∈ H . The morphism σ
belongs to T (J) since it is an isomorphism. Hence the composite σ ◦ f ′ ◦h = f ′′ ◦ g
belongs to T (J). By using that T (J) = T̂ , we see that f ′′ ∈ T (J). This proves the
claim. 
Lemma 2.3.2.4. The set T˜ µ is semi-localizing. Moreover, we have
̂˜
T µ = T˜ µ.
Proof. Let (X,G) be an object of C˜µ and let id(X,G) denote the identity
morphism. Then (id(X,G); idX , idX) is a representative of id(X,G). Since idX belongs
to T (J), it follows that id(X,G) belongs to T˜
µ.
Let f : (X,G)→ (Y,H) and g : (Y,H)→ (Z,K) be two morphisms in T˜ µ. Let
(f ;m′ : X ′ → X, f ′ : X ′ → Y ) be a representative of f . Let (g;n′ : Y ′ → Y, g′ :
Y ′ → Z) be a representative of g. We can complete the diagram X ′
f
−→ Y
n′
←− Y ′
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to a commutative square
Z ′
f ′′
−−−−→ Y ′
n′′
y n′y
X ′
f ′
−−−−→ Y
with n′′ ∈ T (J) using Property (3) of semi-localizing collection ([Kon-Ya3, Def
2.3.1]). Then (g ◦ f ;m′ ◦n′′, g′ ◦ f ′′) is a representative of the composite g ◦ f . Now
suppose that f and g belong to T˜ µ. It follows from Lemma 2.3.2.3 that both f ′ and
g′ belongs to T (J). Then using Property (3) of B-site ([Kon-Ya3, Def 4.2.1]), we
also have f ′′ ∈ T (J). Since g′◦f ′′ ∈ T (J), the composite g◦f hence belongs to T˜ µ.
So T˜ µ is closed under composition. Conversely, suppose that g◦f belongs to T˜ µ. It
follows from Lemma 2.3.2.3 that both g′ ◦ f ′′ belongs to T (J). Since T̂ (J) = T (J),
we have g′ ∈ T (J). Hence g belongs to T˜ µ. This proves that
̂˜
T µ = T˜ µ.
It remains to check that Property (3) holds for T˜ µ. Given morphisms f :
(X,G) → (Y,H) and g : (Z,K) → (Y,H), suppose f ∈ T˜ µ. Take representatives
(f ;m′, f ′) and (g;m′′, f ′′) with f ′ ∈ T (J). We can complete the diagram X ′
f ′
−→
Y
f ′′
←−− Y ′ to a commutative square
Z ′
ℓ
−−−−→ Y ′
h
y yf ′′
X ′
f ′
−−−−→ Y
with ℓ ∈ T (J). We obtain a morphism i : ıµ(Z ′) → (Z,K) as the composite
qZ,K ◦ ıµ(m′′ ◦ ℓ). We can take a representative (i; idZ′ ,m′′ ◦ ℓ). As m′′ ◦ ℓ ∈ T (J),
we have that i ∈ T˜ µ. Then we have the desired commutative square:
Z ′
i
−−−−→ (Z,K)y yg
(X,G) −−−−→
f
(Y,H).

2.4. Let (C, J) be a B-site. Let C˜ and C˜µ be as in Section 2.2.1. We let T˜
denote the set of morphisms f : F1 → F2 in C˜ satisfying the following conditions:
there exist a morphism f ′ : (X1, H1) → (X2, H2) in C˜µ and isomorphisms αi :
Hi\Xi
∼=
−→ Fi for i = 1, 2 such that f ′ belongs to T˜ µ and that the morphism f ′
regarded as a morphism H1\X1 → H2\X2 in C˜ is equal to α
−1
2 ◦ f ◦ α1.
It follows from Lemma 2.3.2.4 that T˜ is semi-localizing. We show that (C˜, JT˜ )
is a B-site.
Proposition 2.4.0.1. Let (C, J) be a B-site. Then the site (C˜, JT˜ ) is a B-site.
Proof. We need to check the three conditions in [Kon-Ya3, Def. 4.2.1]. The
topology JT˜ is by definition an A-topology. It is shown that C˜ is an E-category in
Lemma 2.4.0.2. We show the third condition in Lemma 2.4.0.3 below. 
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Lemma 2.4.0.2. The category C˜ is an E-category, i.e., all the morphisms are
epimorphisms.
Proof. It suffices to prove that C˜µ is an E-category. Let us look at the follow-
ing diagram (2.4) in C˜µ. We are given morphisms f, g1, g2 such that g1 ◦ f = g2 ◦ f .
We want to show that g1 = g2. We have taken representatives (f ; f
′, f ′′), (g1; g
′, g′′1 )
and (g2; g
′, g′′2 ). Note that we can take representatives so that we have the same g
′
for g1 and g2. We complete the diagram B
f ′′
−−→ Y
g′
←− A to the square g′ ◦ i = f ′′ ◦h
with h ∈ T (J).
We then obtain representatives (gi◦f ; f ′◦h, i◦g′′i ) for i = 1, 2. As g1◦f = g2◦f ,
it follows from Lemma 2.3.2.2 that there exists k ∈ K satisfying g′1 ◦ i = k ◦ g
′
2 ◦ i.
Since i is an epimorphism, we have g′1 = k ◦ g
′
2. Note that (g1; f
′′ ◦ h, g′′1 ◦ i) and
(g2; f
′′ ◦ h, k ◦ g′′2 ◦ i) are representatives. Hence we obtain g1 = g2 as desired.
(2.4) ıµ(C)
ıµ(i)
$$■
■■
■■
■■
■■
ıµ(h)

ıµ(B)
ıµ(f ′)
 ı
µ(f ′′) $$■
■■
■■
■■
■■
ıµ(A)
ıµ(g′)
 ıµ(g′′1 ) $$■
■■
■■
■■
■■ ıµ(g′′2 )
$$■
■■
■■
■■
■■
ıµ(X)
qX,G

ıµ(Y )
qY,H

ıµ(Z)
qZ,K

(X,G)
f
// (Y,H)
g1
//
g2 // (Z,K)

Lemma 2.4.0.3. The condition (3) in [Kon-Ya3, Def. 4.2.1] holds: For any
diagram Z
g
−→ Y
f
−→ X in C˜, the composite f ◦ g belongs to T˜ if and only if both f
and g belong to T˜ .
Proof. We have seen in Lemma 2.3.2.4 the if direction.
Suppose g ◦ f belongs to T˜ . We show that g ∈ T˜ . Let us use the notation in
the proof of Lemma 2.3.2.4. From Lemma 2.3.2.3, we know that g′ ◦ f ′′ ∈ T (J).
Hence g′, f ′′ ∈ T (J). Then it follows from n′′ ◦ f ′ = f ′′ ◦ n′ ∈ T that f ′ ∈ T . 
2.5. Comparing the pushforward topology and JT˜ .
Lemma 2.5.0.1. The topology JT˜ associated to the semi-localizing collection T˜
equals the pushforward topology ι∗J .
Proof. Let (Z,H) ∈ Obj(C˜µ). A sieve R of (Z,K) belongs to JT˜ µ(Z) if and
only if there exists a morphism (X,G)→ (Z,K) ∈ T˜ µ which belongs to R. A sieve
R of (Z,K) belongs to (ιµ∗J)(Z) if and only if for any morphism ιµ(Y ) → (Z,K),
there exists a morphism W → Y ∈ T (J) such that ιµ(W ) → ιµ(Y ) → Z belongs
to R.
It is then clear that (ι∗J)((Z,K)) ⊂ JT˜ µ((Z,K)). Let us prove the other
inclusion. Let R ∈ JT˜ ((Z,K)). Take f : (X,G) → (Z,K) ∈ T˜
µ. Note that this
means R contains the sieve Rf . Let Y ∈ C and g : (Y, {idY }) → (Z,K) be an
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arbitrary morphism. Using Property (3) of the semi-localizing collection T˜ µ, we
obtain a commutative square:
(V, S) −−−−→ (X,G)
i
y yf
(Y, {idY })
g
−−−−→ (Z,K)
with i ∈ T˜ µ. Take representatives (i; i1 : U1 → V, i2 : U2 → Y ) and (g; g1 : A1 →
Y, g2 : A2 → Z). We complete the diagram U2
i2−→ Y
g1
←− A1 to a commutative
square
W
b1−−−−→ A1
b2
y g1y
U2
i2−−−−→ Y
with b1 ∈ T (J). We consider the object W ∈ C with the morphism j = g1 ◦ b1 =
i2 ◦ b2 to Y . We need to show that ιµ(j) ◦ g belongs to R. This follows from that
R contains Rf and that ι
µ(j) ◦ g factors through (X,G) by construction. 
2.6. Y -sites. Let (C, J) be a B-site such that T (J) has enough Galois cover-
ings.
2.6.1.
Lemma 2.6.1.1. The functor aJ : Presh(C) → Shv(C, J) commutes with finite
limits and arbitrary small colimits.
Proof. aJ commutes with arbitrary small colimits since it is left adjoint to
the inclusion functor j : Shv(C, J) →֒ Presh(C). To prove that aJ commutes with
finite limits, it suffices to prove that the composite j ◦ aJ commutes with finite
limits. Hence it suffices to prove that, for any object X of C, the functor sX from
Presh(C) to the category of sets which associates aJ (F )(X) to each presheaf F on
C commutes with finite limits. Let us fix an object X of C. Let us consider the
cofiltered category Gal/X introduced in Section 4.4.2 of [Kon-Ya3]. For an object
(Y, f) of Gal/X , let sY,f denote the functor from Presh(C) to the category of sets
which associates F (Y )AutX(Y ) to each presheaf F on C. One can check easily that
the functor sY,f commutes with finite limits. It follows from the argument in Section
4.4.2 of [Kon-Ya3] that the functor sX is isomorphic to the functor which associates
lim
−→(Y,f)
sY,f(F ) for any presheaf F on C. Since a filtered colimit commutes with
finite limits (cf. [Ma] Ch. IX), it follows that the functor sX commutes with finite
limits. This proves the claim. 
Lemma 2.6.1.2. The functor C → Shv(C, J) which associates an object X of C
to aJ (hC(X)) is faithful.
Proof. LetX and Y be two objects of C. We prove that the map HomC(X,Y )→
HomShv(C,J)(aJ(hC(X)), aJ(hC(Y ))) is injective. Since we have isomorphisms
HomShv(C,J)(aJ(hC(X)), aJ(hC(Y ))) ∼= HomPresh(C)(hC(X), aJ(hC(Y ))) ∼= aJ (hC(Y ))(X),
It suffices to show that the map (hC(Y ))(X) → aJ (hC(Y ))(X) induced by the
adjunction morphism hC(Y )→ aJ(hC(Y )) is injective. It follows from the argument
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in Section 4.4.2 of [Kon-Ya3] that we have
(2.5) aJ(hC(Y )) ∼= lim−→
(Z,f)
((hC(Y ))(Z))
AutY (Z)
where (Z, f) runs over the object of Gal/Y introduced in Section 4.4.2 of [Kon-Ya3].
Since C is an E-category, it follows that the transition maps in the colimit (2.5) are
injective. This proves that (hC(Y ))(X)→ aJ(hC(Y ))(X) is injective. 
Lemma 2.6.1.3. The functor ı sends a Galois covering in C to a Galois covering
in C˜. Moreover, for any Galois covering f : X → Y in C, the functor ı induces an
isomorphism AutY (X)
∼=−→ Aut{idY }\Y ({idX}\X) of groups.
Proof. Let f : X → Y be a Galois covering in C. Let us write G = AutY (X).
Then the commutative diagram
∐
g∈GX
∐
g g
−−−−→ X
∐
g idX
y yf
X
f
−−−−→ Y
in the category Presh(C) is cartesian. We apply the sheasification functor to the
above diagram. It follows from Lemma 2.6.1.1 that the diagram
∐
g∈G ι(X)
∐
g ι(g)
−−−−−→ ι(X)
∐
g idι(X)
y yι(f)
ι(X)
ι(f)
−−−−→ ι(Y )
in Shv(C, J) is cartesian. This implies that ι(f) is a Galois covering in C˜ and its
Galois group is isomorphic to G. This proves the claim. 
Lemma 2.6.1.4. Let H\X be an object of C˜. Then the morphism qX,H : ı(X)→
H\X in C˜ is a Galois covering which belongs to T (ı∗J), and its Galois group is
isomorphic to H via the composite H ⊂ Aut(X)→ Aut({idX}\X).
Proof. It suffices to prove a similar statement for the morphism qX,H : ı
µ(X)→
(X,H) regarded as a morphism in C˜µ. Let f : Z → (X,H) be a morphism in C˜µ
and let h1, h2 : Z → ıµ(X) be two morphisms in C˜µ over (X,H). It suffices to
prove that there exists a unique element g ∈ H satisfying h2 = ıµ(g) ◦ h1. The
uniqueness of such g ∈ H follows from Lemma 2.6.1.2 and from that C˜ is an E-
category. Hence it suffices to prove the existence of g. Let us write Z = (Y,K). For
i ∈ {1, 2}, let us choose a representative Y
mi←−− Y ′i
h′i−→ X of hi in C. Since C(T (J))
is semi-cofiltered, we may choose the representatives of h1 and h2 in such a way
that Y ′1 = Y
′
2 and m1 = m2 holds. Since the two representatives can be regarded
as two represntatives of f , it follows from Lemma 2.3.2.2 that there exists g ∈ H
satisfying h′2 = g ◦ h
′
1. Since C˜
µ is an E-category, this implies that h2 = ı
µ(g) ◦ h1.
This proves the claim. 
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2.6.2. From now on until the end of this section, we assume that (C, J) is a
Y -site.
Lemma 2.6.2.1. T (ı∗J) contains enough Galois coverings.
Proof. It suffices to show that T ((ıµ)∗J) contains enough Galois coverings.
Let f : (X,H) → (Y,K) be a morphism in C˜ which belongs to T ((ıµ)∗J). Let us
choose a representative X
m
←− X ′
f ′
−→ Y of f in C. It follows from Lemma 2.3.2.3
that f ′ belongs to T (J). Let us choose a morphism m′ : Y → Z in C such that
m′ belongs to T (J) and that K is a subgroup of AutZ(Y ). Since T (J) contains
enough Galois coverings, we may assume, by changing the representative of f in C
if necessary, that the composite m′ ◦ f ′ is a Galois covering in C. It follows from
Lemma 2.6.1.3 that ı(m′ ◦f ′) is a Galois covering in C˜. Hence ıµ(m′ ◦f ′) is a Galois
covering in C˜µ.
Since ıµ(m′) factors through the morphism qY,K , by Lemma 4.1.3 of [Kon-Ya3],
the morphism f ◦qX,H ◦ıµ(m) = qY,K ◦ıµ(f ′) is a Galois covering in C˜µ. This proves
that T ((ıµ)∗J) contains enough Galois coverings. 
Corollary 2.6.2.2. The site (C˜, ı∗J) is a Y -site in the sense of [Kon-Ya3,
Definition 5.4.2].
Proof. The category C˜ is essentially small since C is essentially small. It
follows from Lemma 2.6.2.1 that T (ı∗J) contains enough Galois coverings. It follows
from Lemma 2.3.2.3 that the morphism qX,H belongs to T ((ıµ)∗J) for any object
(X,H) of C˜µ. By using this and the Λ-connectivity of C(T (J)), one can check easily
that C˜µ(T ((ıµ)∗J)) is Λ-connected. Hence (C˜, ı∗J) is a Y -site. 
2.7. Inheriting the finiteness condition.
Lemma 2.7.0.1. Suppose the cardinality condition (1) in Section 5.8.1 of [Kon-Ya3]
holds for the overcategory C/X for any object X of C. Then the same cardinality
condition is satisfied for the overcategory C˜(T (ı∗J))/Z for any object Z of C˜.
Proof. Let us write Z = H\X , where X is an object of C and H is a moderate
subgroup of AutC(X). It suffices to prove a similar statement for the overcategory
C˜µ(T ((ıµ)∗J))/(X,H). Let f1 : (Y1,K1) → (X,H) and f2 : (Y2,K2) → (X,H)
be two morphisms in C˜µ which belong to T ((ıµ)∗J). We will prove that the set
Hom(C˜µ)/(X,H)(f1, f2) is a finite set.
Let us choose a morphism h : X →W in C which belongs to T (J) such that H
is a subgroup of AutW (X). Then the morphism ı
µ(h) factors through qX,H . Let α :
H\X → ıµ(W ) denote the induced morphism. Observe that Hom(C˜µ)/(X,H)(f1, f2)
is a subset of Hom(C˜µ)/ıµ(W )(α◦f1, α◦f2). Hence by replacing (X,H) with (Y, {idY })
if necessary, we may and will assume that H = {idX}, i.e., (X,H) = ıµ(X).
For each i ∈ {1, 2}, let us choose a representative Yi
mi←−− Y ′i
f ′i−→ X of fi :
(Yi,Ki) → ıµ(X) in C. It follows from Lemma 2.3.2.3 that f ′i belongs to T (J).
Since C˜µ is an E-category, the map Hom(C˜µ)/ıµ(X)(f1, f2) → Hom(C˜µ)/ıµ(X)(f
′
1, f2)
given by the composition with qY1,K1 ◦ ı
µ(m1) is injective. Hence by replacing f1
with f ′1 if necessary, we may and will assume that K1 = {idY1} and f1 = ı
µ(f0) for
some morphism f0 : Y1 → X in C which belongs to T (J).
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Let t : ıµ(Y1) → K2\Y2 be an arbitrary morphism in C˜µ. Let us choose a
representative Y1
m′1←−− U
t′
−→ Y2 of t. Since T (J) is semi-localizing, one can extend
the diagram U
t′
−→ Y2
m2←−− Y ′2 to a commutative diagram
U ′
t′′
−−−−→ Y ′2
m′2
y ym2
U
t′
−−−−→ Y2
in C such that the morpshism m′2 belongs to T (J). Since T (J) contains enough
Galois coverings, there exists a morphism V → U in C which belongs to T (J) such
that the composite f ′0 : V → U
′ m
′
2−−→ U
f0◦m
′
1−−−−→ X is a Galois covering in C. By
replacing f0 ◦m′1 with f
′
0 if necessary, we may will assume that f0 ◦m
′
1 : U → X
is a Galois covering in C. In summary, we have the following: for any morphism
t : ıµ(Y1)→ K2\Y2 in C˜µ, there exists a diagram
(2.6) Y1
m′1←−− U
t′′
−→ Y ′2
in C such that of t in C such that Y1
m′1←−− U
m2◦t
′′
−−−−→ Y2 is a representative of t in C
and that f0 ◦m
′
1 is a Galois covering in C.
If Hom(C˜µ)/ıµ(X)(f1, f2) is an empty set, then there is nothing to prove. Suppose
that there exists a morphism t0 : ı
µ(Y1)→ (Y2,K2) in C˜µ over ıµ(X). Let us choose
a diagram Y1
m′0←−− U0
t′′0−→ Y ′2 in C such that Y1
m′0←−− U0
m2◦t
′′
0−−−−→ Y2 is a representative
of t0 in C and that f0 ◦m′0 is a Galois covering in C. For an arbitrary morphism
t : ıµ(Y1) → K2\Y2 in C˜µ, let us choose a diagram (2.6) as above. Since C(T (J))
is semi-cofiltered and T (J) contains enough Galois coverings, we may assume, by
changing U if necessary, that there exists a morphism α : U → U0 satisfying
m′1 = m
′
0 ◦ α. It follows from Corollary 4.2.4 in [Kon-Ya3] that there exist a
morphism t′′′ : U0 → Y ′2 satisfying t
′′ = t′′′ ◦ α. Since C˜µ is an E-category, ıµ(α)
is an epimorphism in C˜µ. This implies that the diagram Y1
m′0←−− U0
m2◦t
′′′
−−−−→ Y2 is
a representative of t in C. Hence by replacing the diagram (2.6) with the diagram
Y1
m′0←−− U0
t′′′
−−→ Y ′2 , we may assume that U = U0 and m
′
1 = m
′
0. One can check,
by using that C˜µ is an E-category, that the morphism t′′ uniquely determines the
morphism t. It follows from Lemma 2.6.1.2 that t′′ : U0 → Y ′2 is a morphism over
X . Since both f0 ◦m′0 and f
′
2 belongs to T (J) and (C, J) is a B-site, any morphism
U0 → Y ′2 over X belongs to T (J). Since the set of morphisms U0 → Y
′
2 over X is
a finite set, it follows that the set HomC˜µ(T ((ıµ)∗J))/ıµ(X)(f1, f2) is a finite set. This
completes the proof. 
2.7.1. Let (C0, ι0) be a grid of the Y -site (C, J). Suppose that the cardinality
condition (1) in [Kon-Ya3, 5.8.1] is satisfied for the overcategory C(T (J))/X for any
objectX of C. LetD denote the category of smooth leftM(C0,ı0)-sets. It follows from
[Kon-Ya3, Thm. 5.8.1] that the functor ω(C0,ι0) gives an equivalence of categories.
Let ω : C → D denote the composite of the functor ω(C0,ι0) : Presh(C)→ D and the
Yoneda embedding hC : C → Presh(C). In this paragraph, we give a description of
the Grothendieck topology ω∗J in terms of the category D without any reference
to the categories C, Shv(C, J) or the functors ω, ω(C0,ι0).
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Lemma 2.7.1.1. ω∗J is equal to the canonical Grothendieck topology on D.
Proof. It follows from [Kon-Ya3, Lemma 10.1.2] that the functor ω(C0,ι0) :
Presh(C)→ D is isomorphic to the composite of the sheafification functor aJ with
the restriction of ω(C0,ι0) to Shv(C, J). It follows from Theorem 5.8.1 in [Kon-Ya3]
that the restriction of ω(C0,ι0) to Shv(C, J) is an equivalence of categories. Hence
the claim follows from Prop 1.7.2.3. 
Lemma 2.7.1.2. Let f : F → F ′ be a Galois covering in C˜. Then the object
F ′ together with the map f : F → F ′ is a quotient object of F by AutF ′(F ) in the
category Shv(C, J). In particular it is a quotient object of F by AutF ′(F ) in the
category C˜.
Proof. This follows from Lemma 2.7.1.1 and [Kon-Ya3, Lemma 3.2.4]. 
Let f : X → X ′ be a morphism in C which belongs to T . We denote by
Aut[X](X ′) the set of automorphisms of X ′ in C which ascends to an automor-
phism of X via f . Then Aut[X](X ′) is a subgroup of AutC(X
′). We denote by
Aut[X′](X) the set of automorphisms of X in C which descends to an automor-
phism of X ′ via f . Then Aut[X′](X) is a subgroup of AutC(X). There exists
a group homomorphism Aut[X′](X) → AutC(X
′) which sends α˜ to the automor-
phism α of X ′ to which α˜ descends. The automorphism α is uniquely determined
by α˜ since f is an epimorphism. By definition the image of this homomorphism is
equal to Aut[X](X ′). Hence we have a short exact sequence
(2.7) 1→ AutX′(X)→ Aut[X′](X)→ Aut
[X](X ′)→ 1
of groups.
Lemma 2.7.1.3. Let f : X → X ′ be a Galois covering in C which belongs to
T . Let H ⊂ Aut[X](X ′) be a subgroup and let H˜ ⊂ Aut[X′](X) denote the inverse
image of H under the second homomorphism in (2.7). Then the morphism f in C
induces an isomorphism H˜\X ∼= H\X ′ in C˜ such that the diagram
{idX}\X
f
−−−−→ {idX′}\X ′y y
H˜\X
∼=
−−−−→ H\X ′,
in C˜ is commutative, where the vertical arrows are the canonical quotient maps.
Proof. It suffices to prove that the object H\X ′ together with the composite
{idX}\X → {idX′}\X ′ → H\X ′ is a quotient object of {idX}\X by H˜ in C˜. Since
we have an exact sequence 1→ AutX′(X)→ H˜ → H → 1 and since {idX′}\X
′ to-
gether with the morphism {idX}\X → {idX′}\X ′ is the quotient object of {idX}\X
by AutX′(X), the claim follows from Lemma 2.1.2.1, Lemma 2.6.1.4 and Lemma
2.7.1.2. 
Lemma 2.7.1.4. Let f : Y → X be a morphism in C˜ which belongs to T˜ .
Suppose that f is a monomorphism. Then f is an isomorphism.
Proof. Let us choose a morphism g : Z → Y in C˜ such that g belongs to T˜
and that the composite f ◦ g is a Galois covering in C˜. It follows from Lemma 4.1.3
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of [Kon-Ya3] that g is also a Galois covering in C˜. Let us consider the following
commutative diagram
HomC(Z,Z)
g∗
−−−−→ HomC(Z, Y )∥∥∥ yf∗
HomC(Z,Z)
(f◦g)∗
−−−−→ HomC(Z,X)
of sets. Since f is monomorphism, the map f∗ is injective. This implies that g
−1
∗ (g)
and (f ◦ g)−1∗ (f ◦ g) are equal as subsets of HomC(Z,Z). Since g
−1
∗ (g) is a Gal(g)-
torsor and (f ◦ g)−1∗ (f ◦ g) is a Gal(f ◦ g)-torsor, the canonical map Gal(f ◦ g)→
Gal(g) is an isomorphism. It follows from Lemma 2.7.1.2 that g : Z → Y is a
quotient object of Z by Gal(g), and that f ◦ g : Z → X is a quotient object of Z by
Gal(f ◦g). The uniqueness of quotient objects shows that f is an isomorphism. 
3. Adding finite coproducts
The example case of a Y -site of a Galois extensions of a field is given in Sec-
tion 2.
At this point, we have in our mind a Y -site where we have added quotients. The
next step is to add finite coproducts. Again, we have an embedding C → Shv(C, J).
There are corpoducts of objects in Shv(C, J) so we consider such subcategory. We
note that the resulting category is no longer a Y -site, but we still have control over
this category in that when equipped with the pushforward topology, the new site is
still equivalent to the original one. The main merit or the result of this construction
is that the fiber products exist in this larger category.
3.1. F -category.
3.1.1. Let F be a category which has an initial object and finite coproducts.
We say that an object Y of F is connected if for any finite set I, and for any family
(Ni)i∈I of objects of F indexed by the elements in I, the map HomF(Y,Ni) →
HomF(Y,
∐
i∈I Ni) given by the composition with the inclusion morphism Ni →∐
i∈I Ni for each i ∈ I induces a bijection
∐
i∈I HomF (Y,Ni)→ HomF(Y,
∐
i∈I Ni).
Definition 3.1.1.1. We say that a category F is an F -category if the following
two conditions are satisfied:
(1) F has an initial object and finite coproducts.
(2) Any object of F is isomorphic to a coproduct of a family (Ni)i∈I of con-
nected objects of F indexed by a finite set I.
When F is an F -category, we let F (0) ⊂ F denote the full subcategory of connected
objects.
3.1.2. Let F be an F -category. Let M , N be two objects of F . Let us write
M and N as coproducts M =
∐
i∈I Mi and N =
∐
j∈J Nj of connected objects of
F in such a way that both I and J are finite sets.
Lemma 3.1.2.1. We have an isomorphism
HomF (M,N) ∼=
∏
i∈I
∐
j∈J
HomF(0)(Mi, Nj).
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Proof. It follows from the definition of coproducts that we have HomF (M,N) ∼=∏
i∈I HomF(0)(Mi, N). Since Mi is a connected object for each i ∈ I, we have
HomF(0)(Mi, N) =
∐
j∈J HomF(0)(Mi, Nj). This proves the claim. 
3.1.3. Let F be a category which has an initial object and finite coproducts.
We consider the following two conditions for a presheaf F on F .
(1) F sends the initial object ∅ in C to a final object ∗ in the category of sets
in U.
(2) For any finite set I and for any family (Ni)i∈I of objects in C indexed by
the set I, the map F (
∐
i∈I Ni)→ F (Ni) given by the inclusion morphism
Ni →
∐
i∈I Ni in C induces a bijection F (
∐
i∈I Ni)→
∏
i∈I F (Ni).
3.1.4. Let F be an F -category. Let N be an object of F . Then N is of the
form N =
∐
i∈I Ni where I is a finite set and Ni is an object of F
(0) for each
i ∈ I. We set π0(N) = I and call it the set of connected components of N . For
i ∈ I = π0(N), the object Ni of F (0) is called the component at i of N .
It can be checked easily, by using Lemma 3.1.2.1 that the set π0(N) is well-
defined in the sense that it does not depend on the choice of the presentation N =∐
i∈I Ni of N , up to canonical isomorphisms. It is immediate from the definition
that an object N of F is an initial object (resp. connected) if and only if π0(N) is
an empty set (resp. π0(N) consists of a single element).
A morphism f : M → N induces a map π0(M) → π0(N) which we denote
by π0(f). Using Lemma 3.1.2.1 we can regard a morphism f : M → N as a
data (π0(f), (fi)i∈π0(M)) where fi : Mi → Nπ0(f)(i) is a morphism in F
(0) for each
i ∈ π0(M). For i ∈ I, the morphism fi in F (0) is called the component at i of f .
Lemma 3.1.4.1. Let F be an F -category. Let f : M → N be a morphism in
F . Suppose that N is a coproduct N = N1 ∐N2 of two objects N1, N2 of F . For
j ∈ π0(M), we denote by Mj the component at j of M . For i = 1, 2, let ιi : Ni → N
denote the i-th inclusion and let Si ⊂ π0(M) denote the inverse image under the
map π0(f) : π0(M) → π0(N) of the image of the map π0(ιi) : π0(Ni) → π0(N).
We set Mi =
∐
j∈Si
Mj. Let fi : Mi → N1 denote the morphism whose component
at j ∈ Si is equal to the component at j of f . Then for i = 1, 2, the fiber product
Ni ×N M exists and the commutative diagram
(3.1)
Mi
ι′i−−−−→ M
fi
y fy
Ni
ιi−−−−→ N,
where ι′i :Mi →M denotes the inclusion, gives an isomorphism Mi
∼= Ni ×N M .
Proof. Let i ∈ {1, 2}. For each object M ′ of F , it follows immediately from
the definition of the morphisms in F that the map which sends the morphism
h : M ′ →Mi to the pair (ι′i ◦ h, fi ◦ h) gives a bijection from HomF (M
′,Mi) to the
set of pairs (ι′′, f ′) of morphisms such that the diagram
M ′
ι′′
−−−−→ M
f ′
y fy
Ni
ιi−−−−→ N,
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is commutative. This shows that the diagram (3.1) is cartesian. This proves the
claim. 
Lemma 3.1.4.2. Let F be an F -category.
(1) Let N1
f1
−→ N ′
f2
←− N2 be a diagram in F . Suppose that the images of
π0(fi) : π0(Ni) → π0(N ′) for i = 1, 2 do not intersect. Then the fiber
product N1×N ′N2 exists in F and is isomorphic to an initial object of F .
(2) Let N1, N2, N3 and N
′ be objects of F . For i = 1, 2, 3, let fi : Ni → N ′
be a morphism in F . We set N = N1 ∐ N2. Let f : N → N ′ denote
the morphism in F given by f1 and f2. Then the fiber product N ×N ′ N3
of f and f3 exists if and only if the fiber product Ni ×N ′ N3 exists for
each i = 1, 2. Moreover if fiber product N ×N ′ N3 of f and f3 exists, then
the morphism (N1 ×N ′ N3) ∐ (N2 ×N ′ N3) → N ×N ′ N3 induced by the
commutative diagrams
(3.2) Ni ×N ′ N3 //
zztt
tt
tt
tt
tt
N3
f3

Ni
⊂
// N
f
// N ′
for i = 1, 2 is an isomorphism in F .
Proof. Let the notation be as in the claim (1). Let
(3.3)
N
g2
−−−−→ N2
g1
y yf2
N1
f1
−−−−→ N ′
be a commutative diagram in F . We then have π0(f2) ◦ π0(g2) = π0(f1) ◦ π0(g1).
Since the images of π0(f1) and π0(f2) are disjoint, it follows that π0(N) is an
empty set. This shows that, for an object N of F , there does not exist a pair
(g1, g2) of morphisms g1 : N → N1 and g2 : N → N2 such that the diagram (3.3) is
commutative if N is not an initial object of F . If N is an initial object of F , then
it is easy to check that there exists a unique such pair (g1, g2) of morphisms. On
the other hand, it follows from Lemma 3.1.2.1 that, for an object N of F , there
does not exist a morphism from N to an initial object of F if N is not an initial
object of F . Hence the fiber product N1 ×N ′ N2 exists in F and is isomorphic to
an initial object of F . This proves the claim (1).
We prove the claim (2). For an object M of F , we let hM denote the presheaf
F represented by M . It follows from Lemma 3.1.2.1 that hM satisfies Conditions
(1) and (2) in Section 3.1.3. Let the notation be as in the claim (2). First suppose
that the fiber product Ni ×N ′ N3 exists for each i = 1, 2. Let φ : hN1×N′N3 ∐
hN2×N′N3 → hN ×hN′ hN3 denote the morphism of presheaves on F induced by the
diagram (3.2) for i = 1, 2. Here hN1×N′N3 ∐hN2×N′N3 and hN ×hN′ hN3 denote the
coproduct and the fiber product, respectively, in the category of presheaves on F .
It then follows from Lemma 3.1.2.1 that φ(M) : hN1×N′N3(M) ∐ hN2×N′N3(M)→
hN(M)×hN′(M)hN3(M) is bijective. Since any representable presheaf on F satisfies
Conditions (1) and (2) in Section 3.1.3, it follows that the morphism φ of presheaves
on F induces an isomorphism hN1×N′N3 ∐hN2×N′N3
∼=
−→ hN ×hN′ hN3 of presheaves
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on F . This shows that the fiber product N ×N ′ N3 exists in F and the diagrams
(3.2) for i = 1, 2 induce an isomorphism (N1×N ′ N3)∐ (N2×N ′ N3)
∼=
−→ N ×N ′ N3.
Next suppose that the fiber product N ×N ′ N3 of f and f3 exists. It follows
from Lemma 3.1.4.1 that for i = 1, 2 the fiber product Ni ×N (N ×N ′ N3) exists.
This shows that the fiber product Ni×N ′ N3 exists for i = 1, 2. This completes the
proof. 
Corollary 3.1.4.3. Let F be an F -category and let N1
f1
−→ N ′
f2
←− N2 be a
diagram in F . For i = 1, 2 and for j ∈ π0(Ni), let Ni,j denote the component
at j of Ni. For j ∈ π0(N ′), let N ′j denote the component at j of N
′. Then
the fiber product N1 ×N ′ N2 exists if and only if the fiber product N1,j ×N ′
pi0(f1)(j)
N2,j′ exists for any pair (j, j
′) ∈ π0(N1)× π0(N2) satisfying π0(f1)(j) = π0(f2)(j).
Moreover if the fiber product N1×N ′N2 exists, then it is isomorphic to the coproduct∐
(j,j′)N1,j ×N ′pi0(f1)(j)
N2,j′ , where (j, j
′) runs over the pairs (j, j′) ∈ π0(N1) ×
π0(N2) satisfying π0(f1)(j) = π0(f2)(j).
Proof. This can be proved by induction on the cardinality of π0(N1)∐π0(N2)
using Lemma 3.1.4.1 and Lemma 3.1.4.2. 
3.2.
Theorem 3.2.0.1. Let F be an F -category and let Let  : C := F (0) → F
denote the inclusion funcor. Suppose that a Grothendieck topology J on C is given.
Let F be a presheaf on F . Then F is a sheaf with respect to ∗J if and only if its
restriction to C is a sheaf with respect to J and Conditions (1) and (2) in Section
3.1.3 are satisfied.
Proof. Let X be an object of F and R a sieve on X . It follows from the
definition of pushforwards given in Section 1.5, the sieve R belongs to ∗J(X) if
and only if the following condition is satisfied: for any object Y of C and for any
morphism f : Y → X in F , the full subcategory of C/Y whose objects are the
morphisms g : Z → Y in C such that the composite Z
g
−→ Y
f
−→ X is a sieve on
Y which belongs to J(Y ). For i ∈ π0(X), let Xi denote the component of X at
i. Then latter codition is equivalent to the following condition: for any i ∈ π0(X),
the full subcategory of C/Xi whose objects are the morphisms g : Z → Xi in C such
that the composite Z
g
−→ Xi
f
−→ X is a sieve on Y which belongs to J(Xi). From
this one can see easily that if F is a sheaf on (F , ∗J), then its restriction to C is a
sheaf with respect to J and Conditions (1) and (2) in Section 3.1.3 are satisfied.
It remains to prove the converse. Suppose that a presheaf F on F satisfies
Conditions (1) and (2) in Section 3.1.3 and that its restriction to C is a sheaf with
respect to J . Let X be an object of F and let R be a sieve on X which belongs
to (∗J)(X). We will prove that the natural map F (X) ∼= HomF (hF (X), F ) →
HomF(hF (R), F ) is bijective.
To do this let us introduce some more notation. For i ∈ π0(X) let Xi denote
the component of X at i. Let Ri denote the full subcategory of C/Xi whose objects
are the morphisms h : Y → Xi such that the composite Y → Xi → X belongs to
R. Then Ri is a sieve on Xi regarded as an object of C. For any object Y of C, we
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have a natural bijection
hF (R)(Y )
∼=
−→
∐
i∈π0(X)
hC(Ri)(Y )
and for any object Y of F the map
hF(R)(Y )→
∏
j∈π0(Y )
hF (R)(Yi)
is injective, where Yj denotes the component of Y at j. Since F satisfies Conditions
(1) and (2) in Section 3.1.3, we have a natural bijection
HomPresh(F)(hF (R), F ) ∼=
∏
i∈π0(X)
HomPresh(C)(hC(Ri), F |C).
Since F |C is a sheaf with respect to J , we have∏
i∈π0(X)
HomPresh(C)(hC(Ri), F |C) ∼=
∏
i∈π0(X)
F (Xi) ∼= F (X).
This shows that F is a sheaf with respect to ∗J . This proves the claim. 
3.3. Let F be an F -category and Let f : Y → X be a morphism in F . We
say that f is a Galois covering if there exists a group G and a homomorphism
ρ : G→ AutX(Y ) such that the following condition is satisfied: for any connected
object Z of F , the map HomF (Z, Y ) → HomF(Z,X) given by the composition
with f is a pseudo G-torsor. When f is a Galois covering and a homomorphism
ρ in the above definition of Galois covering is specified, we say that f is a Galois
covering with respect to ρ.
The authors would like to apologize for that this notion of Galois covering is
not equivalent to that given in [Kon-Ya3, Def. 3.1.2]. The difference lies in that,
in our new notion of Galois covering, only connected objects are allowed as test
objects Z. For an E-category, [Kon-Ya3, Def. 3.1.2] gives an appropriate notion
of Galois covering. However it is not suitable for an F -category.
We remark that, unlike the notion in [Kon-Ya3, Def. 3.1.2], an analogous
statement of [Kon-Ya3, Lemma 3.1.3] is false for our new notion of Galois covering
for an F -category. When f : Y → X is a Galois covering in an F -category, the
homomorphism ρ : G → AutX(Y ) is not necessarily bijective. Moreover AutX(Y )
may not equal to EndX(Y ) in general. The morphism ρ is always injective unless
Y is not an initial object. However the image of ρ is not uniquely determined by
f . A same morphism f may simultaneously be Galois a covering with respect to
two homomorphism ρ1, ρ2 with different images.
Lemma 3.3.0.1. Let F be an F -category and let f : N → N ′ be a morphism
in F . Let us write N and N ′ as finite coproducts N =
∐
i∈π0(N)
Ni and N
′ =∐
j∈π0(N ′)
N ′j of connected objects in F . Let G ⊂ AutN ′(N) be a subgroup. Let us
choose a complete set S ⊂ π0(N) of representatives of G\π0(N). For each s ∈ S,
let Gs ⊂ G denote the stabilizer of s. Then f is a Galois covering in F with Galois
group G if and only if the following conditions are satisfied:
(1) For each s ∈ S, the homomorphism Gs → AutN ′
pi0(f)(s)
(Ns) induced by the
action of G on N is injective.
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(2) For each s ∈ S, the component Ns → N ′π0(f)(s) at s of the morphism f
is a Galois covering in C with Galois group Gs. Here we regard Gs as a
subgroup of AutN ′
pi0(f)(s)
(Ns) via the injective homomorphism in (1).
Proof. LetM be a connected object in C. We have isomorphisms HomF (M,N) ∼=∐
i∈π0(N)
HomF(0)(M,Ni) and HomF(M,N
′) ∼=
∐
j∈π0(N ′)
HomF(0)(M,N
′
j). Via
these isomorphisms, the map φ : HomF (M,N)→ HomF (M,N ′) given by the com-
position with f is identified with a map
∐
i∈π0(N)
HomF(0)(M,Ni)→
∐
j∈π0(N ′)
HomF(0)(M,N
′
j)
which we denote by φ′. For each i ∈ π0(M), let fi : Ni → N ′π0(f)(i) denote the
component at i of N and let φi : HomF(M,Ni)→ HomF (M,N ′π0(f)(i)) denote the
map given by the composition with fi. Then the map φ
′ is given by the map φi for
each i ∈ π0(N). Hence the map φ is a pseudo G-torsor if and only if for each s ∈ S,
the homomorphism Gs → AutN ′
pi0(f)(s)
(Ns) induced by the action of G on N is
injective and φs is a pseudo Gs-torsor. Hence the claim follows from the definition
of Galois covering. 
3.4. Let (C, J) be a B-site. Let C˜ be as in Section 2.2.1. Let F˜C denote the
full subcategory of Shv(C, J) whose objects are the finite coproducts of of objects
of C˜. For a finite collection (Fi)i∈I of sheaves on (C, J), we denote by
∐
i∈I Fi a
coproduct in the category Shv(C, J), i.e., an object isomorphic to the sheafification
of a coproduct in the category Presh(C).
Lemma 3.4.0.1. Any object of C˜ is a connected object of the category Shv(C, J).
Proof. Let F be an object of C˜. Then F is of the form F = H\X whereX is an
object of C and H is a moderate subgroup of AutC(X). Then for any two presheaves
F1, F2 on C, it follows from the explicit description, given in (4.2) of [Kon-Ya3],
of the sheafification functor aJ that we have aJ(F1)(X) ∐ aJ(F2)(X) ∼= aJ(F1 ∐
F2)(X). Hence we have (aJ(F1)(X))
H ∐ (aJ (F2)(X))H ∼= (aJ(F1 ∐ F2)(X))H .
Hence for any two sheaves F1, F2 on (C, J), we have HomShv(C,J)(H\X,F1) ∐
HomShv(C,J)(H\X,F2) ∼= HomShv(C,J)(H\X,F1 ∐ F2). Hence F ∼= H\X is a con-
nected object in the category Shv(C, J). This completes the proof. 
Corollary 3.4.0.2. The category F˜C is an F -category. Moreover, an object
of F˜C is connected if and only if it is isomorphic in F˜C to an object of C˜.
Proof. It follows from the definition of F˜C that, any finite coproduct in
Shv(C, J) of objects of F˜C is isomorphic in Shv(C, J) to an object of F˜C. Hence
F˜C has an initial object and finite coproducts. Any object of C˜ is connected as an
object of F˜C since it follows from Lemma 3.4.0.1 that it is connected as an object
of Shv(C, J). Since any object of F˜C is a coproduct in Shv(C, J) of objects of C˜, it
is also a coproduct in F˜C of objects of F˜C. This proves that the category F˜C is an
F -category. As we have remarked in Section 3.1.4, an object F of F˜C is connected
if and only if π0(F ) consists of a single element. Hence the second claim follows. 
Let F be an object of F˜C. For any i ∈ π0(F ), we may and will regard, by
Corollary 3.4.0.2, the component Fi at i as an object of C˜. Moreover, for any
morphism f : F → G in F˜C, we regard the component of f at i as a morphism in
C˜.
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Let F˜T denote the set of morphisms f : F1 → F2 in F˜C satisfying the following
conditions: for any i ∈ π0(F1), the component of f at i, regarded as a morphism in
C˜, belongs to T˜ . One can show that the set F˜T is semi-localizing in F˜C in the sense
of [Kon-Ya3, Definition 2.3.1]. However, contrary to the case of T˜ , the A-topology
on F˜C given by F˜T is not intersting, since any morphism from the initial object of
F˜C belongs to F˜T .
3.5. We study fiber products. The main proposition here is that fiber prod-
ucts exist in F˜Cm. Of course, if we consider general full subcategories C˜ ⊂ C˜m,
fiber products may not exist.
Proposition 3.5.0.1. Suppose that (C, J) satisfies the following condition: for
any morphism X → Y in T (J), the group AutY (X) is a finite group. Let F1
f1
−→
F
f2
←− F2 be a diagram in F˜C
m. Suppose that f2 belongs to F˜T
m. Then the fiber
product F1×F F2 exists in F˜C
m and the morphism F1×F F2 → F1 belongs to F˜T
m.
To prove Proposition 3.5.0.1, we need some preliminaries. In the preliminaries
we do not impose the finiteness condition on (C, J) in Proposition 3.5.0.1.
Lemma 3.5.0.2. Let f : (X,H) → (Y,K) be a morphism in C˜µ which belongs
to T˜ . Then there exist an object Z of C, moderate subgroups H ′,K ′ ⊂ AutC(Z)
with H ′ ⊂ K ′, and isomorphisms α : (Z,H ′) ∼= (X,H) and β : (Z,K ′)
∼=
−→ (Y,K)
in C˜µ such that the diagram
(Z,H ′)
c
−−−−→ (Z,K ′)
α
y yβ
(X,H)
f
−−−−→ (Y,K)
in C˜µ, where the upper horizontal arrow c is the morphism in C˜µ induced by the
identity Z
=
−→ Z, is commutative. Moreover, one can choose Z and K ′ so that
there exists a morphism h : Z → Y0 in T such that h is a Galois covering and
K ′ ⊂ AutY0(Z).
Proof. Let us take a representative X
m
←− Z
f ′
−→ Y of f . Let us choose a
morphism t : Y → Y0 in C such that t belongs to T (J) and that K is a subgroup of
AutY0(Y ). It follows from Lemma 2.3.2.3 that f
′ belongs to T (J). Since T (J) has
enough Galois coverings, we may assume, by replacing m and f ′ with their compos-
ites with a suitable morphism to Z which belongs to T (J), that the composite t◦f ′ is
a Galois covering in C. It follows from Lemma 2.6.1.3 that ıµ(t◦f) is a Galois cover-
ing in C˜µ. Moreover, Lemma 3.1.3 of [Kon-Ya3] and the argument of the proof of
Lemma 2.6.1.3 shows that the homomorphism φ : AutY0(Z) → Autıµ(Y0)(ı
µ(Z))
of groups induced by the functor ıµ is an isomorphism. Since the morphism
ıµ(t ◦ f) factors through both qX,H ◦ ıµ(m) and qY,K ◦ ıµ(f), it follows that the
two morphisms qX,H ◦ ıµ(m) and qY,K ◦ ıµ(f) are Galois coverings in C˜µ. Let
H ′ = φ−1(Aut(X,H)(ı
µ(Z))) and K ′ = φ−1(Aut(Y,K)(ı
µ(Z))). The two groups H ′
and K ′ are moderate subgroups of Aut(Z) since they are subgroups of AutY0(Z).
Since qY,K ◦ ıµ(f) factors through qX,H ◦ ıµ(m), we have H ′ ⊂ K ′. It is clear that
(Z,H ′) and (Z,K ′) are quotient objects of Z by H ′ and K ′, respectively, and that
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the morphisms qZ,H′ and qZ,K′ are the canonical quotient morphisms. Hence it fol-
lows from Lemma 3.2.4 of [Kon-Ya3] and the universality of quotient objects that
there exist unique isomorphisms α : (Z,H ′)
∼=−→ (X,H) and β : (Z,K ′)
∼=−→ (Y,K)
satisfying qX,H ◦ ıµ(m) = α ◦ qZ,H′ and qY,K ◦ ıµ(f) = β ◦ qZ,K′ . This implies that
the equality c◦α−1 ◦ ıµ(m) = β−1 ◦f ◦ ıµ(m) holds. Since ıµ(m) is an epimorphism,
we have c ◦ α−1 = β−1 ◦ f , as desired. This completes the proof of the first claim.
The second claim follows from our construction of Z and K ′. 
Lemma 3.5.0.3. Let F be an object of C˜ and let H be a subgroup of AutC˜(F ).
Suppose that there exists a morphism f : F → F0 in C˜ such that f belongs to T˜ and
that H is a subgroup of AutF0(F ). Let H\F denote the sheaf on (C, J) associated
to the presheaf which sends an object X of C to the set H\(F (X)). Then H\F is
isomorphic in Shv(C, J) to an object of C˜m.
Proof. By using Lemma 3.5.0.2, we may and will assume that F = K\X ,
F0 = L\X for some object X of C and moderate subgroups K,L ⊂ AutC(X) with
K ⊂ L, that f : K\X → L\X is the morphism induced by the identity morphism
of X , and that there exists a morphism h : X → X0 in C such that h is a Galois
covering which belongs to T and that L is a subgroup of AutX0(X).
The morphism ι(h) : {idX}\X → {idX0}\X0 in C˜ factors through the morphism
qX,L regarded as a morphism {idX}\X → L\X in C˜, and the latter morphism
factors through the morphism qX,K regarded as a morphism {idX}\X → K\X
in C˜. This implies that H is a subgroup of Aut{idX0}\X0(K\X). It follows from
Lemma 2.6.1.3 that ι(h) : {idX}\X → {idX0}\X0 is a Galois covering in C˜. Let H
′
denote the set of elements of Aut{idX0}\X0({idX}\X) which descends to an element
of H via qX,K . Clearly H
′ is a subgroup of Aut{idX0}\X0({idX}\X) which contains
K. It is clear that the map H ′ → H which sends h′ ∈ H ′ to the unique element to
which h descends is a homomorphism of groups. It follows from Lemma 4.2.6 (1)
of [Kon-Ya3] that this map is surjective. Thus we have the exact sequence
(3.4) 1→ K → H ′ → H → 1.
It follows from Lemma 2.6.1.3 that the functor ι induces an isomorphism
AutX0(X)
∼=
−→ Aut{idX0}\X0({idX}\X) of groups. Let H
′′ denote the subgroup
of AutX0(X) which corresponds to the subgroup H
′ of Aut{idX0}\X0({idX}\X) via
this isomorphism. Clearly H ′′ is a moderate subgroup of AutC(X). By the exact
sequence of (3.4), we see that H\F is isomorphic to H ′′\X in Shv(C, J). This
proves the claim. 
For a sheaf F on (C, J) and for a subgroupH ⊂ AutShv(C,J)(F ), let H\F denote
the sheaf on (C, J) associated to the presheaf which sends an object X of C to the
set H\(F (X)).
Lemma 3.5.0.4. Let F be an object of F˜C and let H be a subgroup of Aut
F˜C
(F ).
Suppose that there exists a morphism f : F → F ′ in F˜C such that f belongs to F˜T
and that H is a subgroup of AutF ′(F ). Then H\F is an object of F˜C
m.
Proof. Since F is an object of F˜C, it is of the form F =
∐
i∈I Fi, where I is a
finite set and Fi is an object of C˜ for each i ∈ I. The action of H on F induces an
action of H on I. Let us choose a complete set S ⊂ I of representatives of H\I. For
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i ∈ S let Hi ⊂ H denote the stabilizer of i ∈ I. Then the action of H on F induces
an action of Hi on Fi. It is easy to check that H\F is a coproduct
∐
i∈S Hi\Fi in
the category Shv(C, J). Hence the claim follows from Lemma 3.5.0.3. 
Lemma 3.5.0.5. Let F be a presheaf on C and let H be a subgroup of AutPresh(C)(F ).
Suppose that F satisfies the following two conditions:
(1) For any morphism f : Y → X, the map F (f) : F (X)→ F (Y ) is injective.
(2) For any object X of C, there exists a Galois covering f : Y → X in C
which belongs to T (J) such that H acts faithfully on the set F (Y ).
Let H\(F (−)) denote the presheaf on C which associates H\F (X) for any object
X of C. Then the morphism H\(F (−)) → H\(aJ(F )(−)) in Presh(C) given by
the adjunction morphism F → aJ(F ) induces an isomorphism aJ(H\(F (−)))
∼=
−→
aJ(H\(aJ(F )(−))) in Shv(C, J).
Proof. Let X be an object of C. It suffices to prove that the map
(3.5) aJ (H\(F (−)))(X)→ aJ(H\(aJ (F )(−)))(X)
is bijective.
First let us assume that H acts faithfully on the set F (X). Let us consider
the cofiltered category Gal/X introduced in Section 4.4.2 of [Kon-Ya3]. Let (Y, f)
be an object of Gal/X . Suppose that σ ∈ AutX(Y ) and h ∈ H satisfies that the
composite F (Y )
F (σ)
−−−→ F (Y )
h
−→ F (Y ) is equal to the identity. This and Condition
(2) on F implies that F (X)
h
−→ F (X) is equal to the identity. Hence it follows from
our assumption on X that h = 1. This implies that the map H\(F (Y )AutX(Y ))→
(H\F (Y ))AutX (Y ) is bijective. Passing to the colimit with respect to (Y, f) we
conclude that the map aJ(H\(F (−)))(X)→ (H\(aJ(F )(−)))(X) is bijective when
H acts faithfully on the set F (X). Condition (1) on F implies that H acts faithfully
on the set F (Y ) for any object (Y, f) of Gal/X . This shows that the map (3.5) is
bijective as desired when H acts faithfully on the set F (X).
Now we let X be an arbitrary object of C. By Condition (2) on F , we can find a
Galois covering f : Y → X such that f belongs to T (J) and thatH acts faithfully on
F (Y ). Let α denote the map the map (3.5) with X replaced with Y . The argument
in the last paragraph shows that the map α is bijective. It is clear that the map
α is AutY (X)-equivariant. Since both aJ(H\(F (−))) and aJ (H\(aJ(F )(−))) are
sheaves, we conclude, by taking the AutY (X)-invariant parts of the domain and
the codomain of the map α, that the map (3.5) is bijective. 
We use the symbol ×Presh to denote fiber products in the category Presh(C).
Lemma 3.5.0.6. Let F1
f1
−→ F
f2
←− F2 be a diagram in F˜C. Suppose that a fiber
product F1×F F2 exists in F˜C. Then the natural morphism F1×F F2 → F1×PreshF F2
in Presh(C) is an isomorphism.
Proof. For any object F ′ of F˜C and for any object X of C, we have iso-
morhisms
F ′(X) ∼= HomPresh(C)(hX , F
′) ∼= HomShv(C,J)(aJ (hX), F
′) ∼= HomF˜C(aJ (hX), F
′).
44 1. MORE GENERALITIES ON Y -SITES
Hence
(F1 ×F F2)(X) ∼=HomF˜C(aJ(hX), F1 ×F F2)
∼=HomF˜C(aJ(hX), F1)×HomF˜C(aJ (hX ),F ) HomF˜C(aJ(hX), F2)
∼=F1(X)×F (X) F2(X).
This shows that F1 ×F F2 is a fiber product of the diagram F1
f1
−→ F
f2
←− F2 in the
category Presh(C), which proves the claim. 
Corollary 3.5.0.7. The natural inclusion F˜C ⊂ F˜Cm preserves fiber products.
Proof. Immediate from the lemma. 
Lemma 3.5.0.8. Let F1
f1
−→ F
f2
←− F2 be a diagram in F˜C. Let H be a subgroup
of Aut
F˜C
(F2). Suppose that H ⊂ AutF (F2) and that there exists morphism f ′2 :
F2 → F3 in F˜T such that H is a subgroup of AutF3(F2). Suppose that the sheaf
F2\H on (C, J) is an object of F˜C. Suppose that a fiber product F1 ×F F2 exists in
F˜C and that the quotient H\(F1 ×F F2) is an object of F˜C. Then a fiber product
F1 ×F (H\F2) exists in F˜C and is isomorphic to H\(F1 ×F F2).
Proof. The presheaf F ′ = F1×PreshF F2 satisfies Conditions (1) (2) in Lemma
3.5.0.5. It follows from Lemma 3.5.0.6, the natural morphism F1 ×F F2 → F ′ in
Presh(C) is an isomorphism. In particular we have H\F ′ ∼= H\(F1 ×F F2). By
definition, we have
H\F ′ = aJ (H\(F
′(−))) ∼= aJ(F1 ×
Presh
F H\(F2(−))).
Hence it suffices to show that the morphism aJ(F1×PreshF H\(F2(−)))→ aJ(F1×
Presh
F
H\F2) is an isomorphism. Since C˜ is an E-category and since
F2(X) ∼= HomF˜C({idX}\X,F2)
for any object X of C, it follows that the map F2(X)→ F2(Y ) is injective for any
morphism f : Y → X in C. This implies that the map H\F2(X)→ (H\F2)(X) is
injective for any object X of C. Hence the map
(F1 ×
Presh
F H\(F2(−)))(X)→ (F1 ×
Presh
F H\F2)(X)
is injective for any object X of C.
Let X be an arbitrary object of C. It suffices to show that the map
(3.6) aJ(F1 ×
Presh
F H\(F2(−)))(X)→ aJ (F1 ×
Presh
F H\F2)(X)
is surjective. Let x be an element of aJ(F1 ×PreshF H\F2)(X) then there ex-
ist an object (Y, f) of Gal/X and an object (Z, h) of Gal/Y such that f ◦ h
is a Galois covering and that x belongs to the image of the map (F1(Y ) ×F (Y )
(H\F2(Z))
AutY (Z))AutX (Y ) → aJ(F1×
Presh
F H\F2)(X). Lemma 4.2.6 of [Kon-Ya3]
gives an isomorphism (F1(Y ) ×F (Y ) (H\F2(Z))
AutY (Z))AutX(Y ) ∼= (F1(Z) ×F (Z)
H\F2(Z))AutX(Z). This shows that x belongs to the image of the map (3.6). Hence
the map (3.6) is surjective. This completes the proof. 
Proof of Proposition 3.5.0.1. We use Corollary 3.4.0.2 and Corollary 3.1.4.3.
It suffices to prove the claim when F1, F2, F are objects of C˜m. By using Lemma
3.5.0.2, we may assume that F2 = H\X , F = K\X for some object X of C and
for some moderate subgroups H,K ⊂ AutC(X) with H ⊂ K, and that f2 is the
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morphism induced by the identity morphism of X . Moreover, by using Lemma
3.5.0.4 and Lemma 3.5.0.8, we are reduced to the case where H = {1}. Let us
take an object (Y, L) of C˜m
µ
satisfying F1 = L\Y . Let us regard f1 as a morphism
(Y, L)→ (X,K) in C˜m
µ
. Let us take a representative Y
m
←− Z
f
−→ X of f1. Let us
choose a morphism h : Y → Y0 in C which belongs to T such that L is a subgroup of
AutY0(Y ). By replacing m and f with their composites with a suitable morphism
to Z which belongs to T , we may assume that the composite h ◦ m is a Galois
covering in C which belongs to T . Let L′ denote the set of elements σ ∈ AutY0(Z)
such that σ descends to an element of L via m in the sense of Section 4.2.1 of
[Kon-Ya3]. It is clear that L′ is a subgroup of AutY0(Z). The last sentence in the
first paragraph of Section 4.2.1 of [Kon-Ya3] gives a map φ : L′ → L characterized
by the following property: any σ ∈ L′ descends to φ(σ) ∈ L via m. It is easy
to check that the map φ is a homomorphism of groups. It follows from Lemma
4.2.6 (1) of [Kon-Ya3] that φ is surjective. From this one can see easily that the
morphism m : Z → Y induces an isomorphism L′\Z
∼=
−→ L\Y = F1. Let σ ∈ L′.
Since qY,L ◦ ıµ(m ◦ σ−1) = qY,L ◦ ıµ(φ(σ−1) ◦m) = qY,L ◦m, the triple (f1;m, f ◦ σ)
is a representative of f1. Hence it follows from Lemma 2.3.2.2 that there exists an
element k ∈ K satisfying f ◦ σ = k ◦ f , i.e., σ descends to k via f . Since f is an
epimorphism in C, such an element k in unique. By sending σ to k, we obtain a
map ψ : L′ → K. It is easy to check that this map is a homomorphism of groups.
Let G =
∐
k∈K {idZ}\Z. It follows from the finiteness condition on (C, J) that
G is an object of F˜Cm. For σ ∈ L′, let σ′ : G→ G be the morphism in F˜Cm defined
as follows: π0(σ
′) : K → K is the map which sends k for k ∈ K to kψ(σ)−1, and
for any k ∈ K the component of σ′ at k is equal to ι(σ) : {idZ}\Z → {idZ}\Z. It
is clear that σ′ is an automorphism of G in F˜Cm and the map η : L′ → Aut
F˜Cm
(G)
which sends σ to σ′ is a homomorphism of groups. Via this map we let L′ act from
the left on the object G of F˜Cm. Let L′\G denote the sheaf on (C, J) associated to
the presheaf which sends an object X of C to the set L′\(G(X)). It is an object of
F˜Cm since it is a coproduct in Shv(C, J) of the family (kerψ\Z)k∈S , where S ⊂ K
is a complete set of representatives of K/ψ(L′). Let m′ : G → {idY }\Y denote
the map all of whose components are the map ι(m) : {idZ}\Z → {idY }\Y . The
morphism m′ is L′-equivariant, where L′ acts on {idY }\Y via the homomorphism
φ : L′ → L. Hence m′ induces the morphism f ′2 : L
′\G→ L\Y = F1.
In this paragraph we construct a morphism L′\G → {idX}\X . Let G →
{idX}\X be a morphism in F˜C
m whose component at k ∈ K is equal to the
morphism ı(k ◦f). We let the group K acts on G as follows: for any k ∈ K and the
action of k on π0(G) = K is the multiplication by k from the left and the action of k
on each component of G is the identity morphism of {idZ}\Z. Then the morphism
f˜ is K-equivariant. Observe that the action of L′ on G commutes with the action
of K on G. One can check easily from the definition of the homomorphism η˜
that η˜(L′) is a subgroup of Aut{idX}\X(G). This implies that η(L
′) is a subgroup
of Aut{idX}\X(G). Hence the morphism f˜1 induces a morphism f
′
1 : L
′\G →
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{idX}\X = F2. Thus we obtain a diagram
L′\G
f ′1−−−−→ F2
f ′2
y yf2
F1
f1
−−−−→ F
in F˜Cm. Let us consider the composite p′ : G → L′\G. One can check that p′
is an epimorphism in F˜Cm by using that C˜m is an E-category and that π0(p
′) is
surjective. Since f1 ◦ f ′2 ◦ p
′ = f2 ◦ f ′1 ◦ p
′, it follows that the diagram above is
commutative.
Since we have an isomorphism L′\Z
∼=
−→ F1 and since G is a fiber product
{idZ}\Z ×F F2 in F˜C
m, it follows from Lemma 3.5.0.8 that the diagram above is
cartesian.
Now suppose f2 belongs to F˜T
m. Then by the following lemma, we see that
the morphism F1 ×F F2 → F1 belongs to F˜T
m.
Lemma 3.5.0.9. Let f : Z → Y be a morphism in C˜ that belongs to T˜ . Let HZ ⊂
Aut(Z) and HY ⊂ Aut(Y ) be subgroups. Suppose there is a group homomorphism
HZ → HY and that the morphism f is equivariant with respect to the HZ-action.
Then the induced morphism Z\HZ → Y \HY belongs to T˜ .
Proof. The claim readily follows by taking the representative of the induced
map (Z,HZ)→ (Y,HY ) to be Z
=
←− Z
f
−→ Y . 
This completes the proof. 
Remark 3.5.0.10. In a category where fiber products exist, there is a simpler
and more familiar definition of a Galois covering. Since by Proposition 3.5.0.1 fiber
products exist, we have the following criterion.
Let f : F1 → F2 be a morphism in F˜C
m and let ρ : G → AutF2(F1) be a
homomorphism of groups. Then, the morphism f is a Galois covering if and only
if the diagram ∐
g∈G F1
∐
g ρ(g)
−−−−−→ F1
∐
g idF1
y yf
F1
f
−−−−→ F2
in F˜C is cartesian.
Lemma 3.5.0.11. Suppose that, for each object X of C, the overcategory C(T (J))/X
satisfies at least one of the two conditions in Section 5.8.1 of [Kon-Ya3]. Let us
fix a grid (C0, ι0) of (C, J). Let ω = ω(C0,ι0) denote the associated fiber functor. Let
F1
f1
−→ F
f2
←− F2 be a diagram in F˜C. Suppose that a fiber product F1×F F2 exists in
F˜C. Then the natural morphism ω(F1 ×F F2)→ ω(F1)×ω(F ) ω(F2) of sets, where
the right hand side it the fiber product in the category of sets, is an isomorphism.
Proof. It follows from Lemma 3.5.0.6 that the F1 ×F F2 is a fiber product in
the category Presh(C). In particular it is a fiber product in the category Shv(C, J).
It follows from [Kon-Ya3, Thm, 5.8.1] that the functor ω induces the equivalence
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of categories between Shv(C, J) and the category of smooth left M(C0,ι0)-sets. Since
fiber products in the latter category can be computed set theoretically, the claim
follows. 
Lemma 3.5.0.12. Let
(3.7)
F1
h
−−−−→ F2
f1
y f2y
F ′1
h′
−−−−→ F ′2
be a commutative diagram in C˜. Suppose that f1 and f2 are Galois coverings in C˜
with finite Galois groups G1 and G2, respectively, which belong to T˜ , and that there
exists an isomorphism φ : G1
∼=
−→ G2 satisfying h◦g = φ(g)◦h for all g ∈ G1. Then
the diagram (3.7) is cartesian in F˜C.
Proof. We may assume that C˜ = C˜m. It follows from Proposition 3.5.0.1
that the fiber product F ′1 ×F ′2 F2 exists in F˜C and the first projection morphism
pr1 : F
′
1×F ′2 F2 → F
′
1 belongs to F˜T . Hence it follows from Lemma 2.3.2.4 that the
morphism h : F1 → F
′
1 ×F ′2 F2 induced by the commutative diagram (3.7) belongs
to F˜T .
We claim that F ′1 ×F ′2 F2 is a connected object of F˜C. Let us consider the
homomorphism ψ : G2 → AutF ′1(F
′
1 ×F ′2 F2) of groups which sends g ∈ G2 to
idF ′1×g. It can be checked easily that the the homomorphism ψ is injective and that
the morphism pr1 is a Galois covering with the Galois group ψ(G2). It follows from
Lemma 3.3.0.1, that the maps π0(f1) : π0(F1) → π0(F ′1) and π0(pr1) : π0(F
′
1 ×F ′2
F2)→ π0(F ′1) induce bijections G1\π0(F1)
∼=
−→ π0(F ′1) and ψ(G2)\π0(F
′
1 ×F ′2 F2)
∼=
−→
π0(F
′
1). By assumption, we have h ◦ g = ψ(φ(g)) ◦ h for any g ∈ G1, Hence the
map G1\π0(F1)→ ψ(φ(G1))\π0(F ′1 ×F ′2 F2) induced by the map π0(h) : π0(F1)→
π0(F
′
1×F ′2F2) is bijective. This shows that the map π0(h) is surjective, which proves
the claim.
Let us regard F ′1 ×F ′2 F2 as an object of C˜. We apply Lemma 2.7.1.4 to the
morphism h in C˜ which belongs to T˜ . To prove that h is an isomorphism, it suffices
to show that h is a monomorphism in C˜.
Let G be an object in C˜. To prove that h is a monomorphism, it suffices to show
that the map ϕ : HomC˜(G,F1)→ HomC˜dm
(G,F ′1)×HomC˜(G,F ′2)HomC˜(G,F2) induced
by the commutative diagram (3.7) is injective. Since both f1 and pr1 are Galois
coverings, the maps HomC˜(G,F1) → HomC˜(G,F
′
1) and HomC˜(G,F
′
1 ×F ′2 F2) →
HomC˜(G,F
′
1) given by the compositions with f1 and pr1, respectively, are pseudo
G1-torsors. Here the groupG1 acts on the set HomC˜(G,F
′
1×F ′2F2) via the composite
ψ ◦ φ. Since f1 = pr1 ◦ h, this shows that the map ϕ is injective. This completes
the proof. 
3.6. On the topology ι′∗J . Let ι
′ denote the composite C
ι
−→ C˜ →֒ F˜C. It
follows from Corollary 1.8.6.3 that the functor Presh(F˜C)→ Presh(C) given by the
composition with ι′ induces an equivalence
(3.8) Shv(F˜C, ι′∗J)
∼=
−→ Shv(C, J)
of categories.
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Proposition 3.6.0.1. Let F be a presheaf on F˜C. Then F is a sheaf with
respect to ι′∗J if and only if its restriction to C˜ is a sheaf with respect to ι∗J and
Conditions (1) and (2) in Section 3.1.3 are satisfied.
Proof. Let J˜ = JT˜ and let  : C˜ →֒ F˜C denote the natural inclusion. By
Lemma 2.5.0.1 we have J˜ = ı∗J . Hence it follows from Lemma 1.5.2.2 that we have
ι′∗J = ∗J˜ . Hence the claim follows from Theorem 3.2.0.1 
One can construct a quasi-inverse ν : Shv(C, J)→ Shv(F˜C, ι′∗J) to the functor
(3.8) explicitly follows: let F be a sheaf on (C, J), then for an object
∐
i∈I Hi\Xi
of F˜C, we set
ν(F )(
∐
i∈I
Hi\Xi) =
∏
i∈I
F (Xi)
Hi .
It is then easy to check that the assignment of ν(F )(
∐
i∈I Hi\Xi) to each object∐
i∈I Hi\Xi of F˜C yields a sheaf ν(F ), well-defined and unique up to canonical
isomorhisms, on F˜C. By sending ν(F ) to any sheaf F on (C, J), we obtain a ν. It
is straightforward to check that ν is a quasi-inverse to the functor (3.8).
3.7. A complement on the topology ι′∗J . Let F˜T
∗
⊂ F˜T denote the
subset of morphisms f which belongs to F˜T such that π0(f) is surjective.
Proposition 3.7.0.1. Suppose that AutY (X) is a finite group for any mor-
phism f : X → Y of C˜ which belongs to C˜. Then F˜T
∗
has enough Galois coverings
is the following sense. For any morphism f : F1 → F2 in F˜C which belongs to
F˜T
∗
, there exists a morphism g : F0 → F1 in F˜C which belongs to F˜T
∗
such that
the comoposite g ◦ f is a Galois covering in F˜C in the sense of Section 3.3.
Proof. For j ∈ {1, 2} and for i ∈ π0(Fj), let Fj,i denote the component at i
of Fj . For i ∈ π0(F1), let fi : F1,i → F2,π0(f)(i) denote the component at i of f . Let
j ∈ π0(F2). Since T˜ has enough Galois coverings, it follows from [Kon-Ya3, Cor.
4.3.2] that there exists an object Gj of C˜ and a morphism gi : Gj → F1,i in C˜ which
belongs to T˜ for each i ∈ π0(f)−1(j) such that hj = fi◦gi does not depend on i and
gi and hj are Galois coverings in C˜. Let Hj = AutF2,j (Gj) and fix a finite group
Ij whose order is equal to the cardinality of the set π0(f)
−1(j). Fix a bijection
ψj : Hj
∼=
−→ π0(f)−1(j). Set F1,(j) =
∐
i∈π0(f)−1(j)
F1,i and G(j) =
∐
s∈Hj
Gj . Let
f(j) : F1,(j) → F2,j denote the morphism induced by f . Let qj : G(j) → F1,(j)
denote the morphism in F˜C such that π0(qj) = ψj and that for any s ∈ Hj , the
component at s of qj is equal to gψj(s). Let H
j =
∏
k∈π0(F2)\{j}
(Hk × Ik) and
set G(j) =
∐
t∈Hj G(j). Set q
j : G(j) → F1,(j) to be
∏
t∈Hj qj . Note that the
group H =
∏
j∈π0(F2)
(Hj × Ij) naturally acts on G(j) over F2,j from the left. Let
ρj : H → AutF2,j (G
(j)) denote the homomorphism given by this action. Then it
is easy to see that f(j) ◦ q
j is a Galois covering in F˜C with respect to ρj . Let
G =
∐
j∈π0(F2)
and let q =
∐
j∈π0(F2)
qj : G → F1. By cositrution q belongs to
F˜T
∗
. Then ρj for each j ∈ π0(F2) gives a natural action of the group H on G over
F2 and f ◦ q is a Galois covering with respect to this action. This shows that F˜T
∗
has enough Galois coverings. 
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Lemma 3.7.0.2. The set F˜T
∗
is a semi-localizing collection of morphisms in
F˜C in the sense of [Kon-Ya3, Def. 2.3.1]. Moreover, we have
̂˜
FT
∗
= F˜T
∗
.
Proof. Let Y1
f1
−→ X
f2
←− Y2 be a diagram in F˜C. Suppose that f1 belongs to
F˜T
∗
. For each i ∈ π0(Y2), set ki = π0(f2)(i). Let us choose an element ji ∈ π0(Y1)
satisfying π0(f1)(ji) = ki. Let Y1,ji (resp. Y2,i) denote the component at ji (resp.
i) of Y1 (resp. Y2). It follows from Lemma 2.3.2.4 that T˜ is semi-localizing. Hence
for each i ∈ π0(Y2), there exists a diagram Y1,ji
g1,i
←−− Zi
g2,i
−−→ Y2,i in C˜ with g2,i ∈ T˜
satisfying f1,ji ◦ g1,i = f2,i ◦ g2,i. We set Z =
∐
i∈π0(Y2)
Zi. For j = 1, 2 let
gj : Z → Yj denote the morphism in F˜C whose component at i ∈ π0(Y2) is given
by gj,i. Then g2 belongs to F˜T
∗
and we have f1 ◦ g1 = f2 ◦ g2. This proves that
F˜T is semi-localizing. One can check easily that
̂˜
FT
∗
= F˜T
∗
. 
By Lemma 3.7.0.2, one can consider the A-topology J
F˜T
∗ on F˜C given by F˜T
∗
.
This Grotendieck topology on F˜C is coaser than ι′∗J , and does not play an important
role in the sequel. Proposition 3.6.0.1 implies that ι′∗J is the Grothendieck topology
generated by the covering familes which are either singleton sets in F˜C or of the
form {Xi → X}i∈π0(X) for some object X of F˜C. In particular a presheaf F on
(F˜C, ι′∗J) is a sheaf if and only if it is a sheaf on (F˜C, JF˜T ∗) and Conditions (1)
and (2) in Section 3.1.3 are satisfied.
4. Degree
In this section, we assume certain finiteness condition on the hom sets of the
category C. For example, all the hom sets in C are finite. Then we have the notion
of the degree of a morphism. The aim of this section is to study this notion. The
degree of a morphism is used in the definition (Definition 5.1.0.1) of presheaves
with transfers.
4.1. Let (C, J) be a Y -site. We assume that for any diagram X
f
−→ Z
g
←− Y
in C with f, g in T = T (J), there exist only finitely many morphisms from X to Y
over Z.
Let f : X → Y be a morphism in T . Since T has enough Galois coverings, there
exists a morphism g : Z → X in T such that the composite f ◦g is a Galois covering.
We choose such a morphism g and consider the diagram Z
f◦g
−−→ Y
f
←− X . We define
the degree deg f of f to be the number of the morphisms from Z to X over Y . It
follows from Lemma 4.1.3 of [Kon-Ya3] that g is also a Galois covering. It follows
from Lemma 4.2.3 (2) of [Kon-Ya3] that the group AutY (Z) acts transitively on
HomY (Z,X) and the stablizer of g is equal to AutX(Z). Hence by definition, we
have
(4.1) deg f = ♯AutY (Z)/♯AutX(Z).
We claim that the degree of f does not depend on the choice of g. Let g′ : Z ′ → X
be another morphism in T such that f ◦ g′ is a Galois covering. To prove the
claim, we may assume that there exists a morphism h : Z ′ → Z over Y . Since
it follows from Lemma 4.2.3 (2) of [Kon-Ya3] that AutY (Z
′) acts transitively on
HomY (Z
′, X), we may assume, by replacing h with its composite with a suitable
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element in AutY (Z
′), that the morphism h is over X . By Lemma 4.2.6 (4) of
[Kon-Ya3] it follows that, we have short exact sequences:
1→ AutZ(Z
′)→ AutX(Z
′)→ AutX(Z)→ 1
and
1→ AutZ(Z
′)→ AutY (Z
′)→ AutY (Z)→ 1.
From this we have
♯AutX(Z
′)/♯AutX(Z) = ♯AutZ(Z
′) = ♯AutY (Z
′)/♯AutY (Z).
Hence ♯AutY (Z
′)/♯AutX(Z
′) = ♯AutY (Z)/♯AutX(Z). This shows that the degree
of f does not depend on the choice of g.
Lemma 4.1.0.1. (1) If f : X → Y is an isomorphism in C, then we have
deg f = 1.
(2) Let f : X → Y and g : Y → Z be morphisms in C which belongs to T .
Then we have deg g ◦ f = deg f deg g.
Proof. The claim (1) is obvious from the definition of deg f . We prove the
claim (2). Let us choose a morphism h : W → X in C which belongs to T such
that the composite g ◦ f ◦ h is a Galois covering in C. Then by (4.1) we have
deg g◦f = ♯AutZ(W )/♯AutX(W ) = (♯AutZ(W )/♯AutY (W ))·(♯AutY (W )/♯AutX(W )) = deg g deg f,
which proves the claim (2). 
4.1.1. Let us consider the site (C˜, ι∗J) introduced in Section 6. By Corol-
lary 2.6.2.2 this is a Y -site. One then has the notions of degree both for morphisms
in T and for those in T˜ . Lemma 2.6.1.3 implies that these two notions of degree are
compatible with respect to the functor ι : C → C˜. Let us consider the category F˜C
and the class F˜T of morphisms in F˜C introuced in Section 3.4. We can naturally
extend the notion of degree to the morphisms in F˜T as follows. Let f : X → Y be
a morphism in F˜T . For i ∈ π0(X), let fi denote the component at i of f . Then the
degree of f is the Z-valued function on π0(Y ) whose value at j ∈ π0(Y ) is equal to
the sum ∑
i∈pi0(X)
pi0(f)(i)=j
deg fi.
Let us fix a grid (C0, ı0) of (C, J) and set M = M(C0,ι0). Let ω : Shv(C, J) →
(M -set)sm denote the fiber functor, introduced in Section 5.7.3 of [Kon-Ya3], as-
sociated to the grid (C0, ı0).
Lemma 4.1.1.1. Let f : S → T be a morphism of smooth left M -sets. Then f
is an epimorphism in (M -set)sm if and only if f is surjective as a map of sets.
Proof. If f is surjective, then f is an epimorphism since the forgetful functor
from D to the category of sets is faithful. Suppose that f is not surjective. We will
prove that f is not an epimorphism. The claim is clear when S is an empty set.
Let us assume that S is non-empty and choose an element s ∈ S. Let R ⊂ T × T
denote the union of the diagonal subset T ⊂ T × T and f(S) × f(S). Then R
is an equivalence relation on the set T . Let U denote the quotient of the set T
under the equivalence relation R. Since R is stable under the diagonal action of
M(C0,ι0) on T × T , the action of M(C0,ι0) on T induces a structure of a smooth left
M(C0,ι0)-set on U . Let g : T → U denote the quotient map and let g
′ : T → U
4. DEGREE 51
denote the constant map whose value is the class of f(s) in U . Then both g and g′
are morphisms in D and we have g ◦ f = g′ ◦ f . However g is not equal to g′ since
f is not surjective. This shows that the map f is not an epimorphism in D. 
Lemma 4.1.1.2. Let f be a morphism in C˜ which belongs to T˜ . Then ω(f) is
surjective as a map of sets.
Proof. By the definition of T˜ , we may and will assume that f is either of
the form ι(f ′) for some morphism f ′ : X → Y in C which belongs to T (J), where
ι : C → C˜ is as in Section 2.2.1, or of the form f : ι(X)→ H\X for some object X in
C and a subgroup H ⊂ AutC(X). For the latter case the claim follows immediately
from the definition of H\X and Lemma 10.1.2 of [Kon-Ya3]. From now on we
assume that we are in the former case. We set f ′′ = hC(f
′) : hC(X) → hC(Y ).
Then F (f ′) : F (Y )→ F (X) is injective for any sheaf F on (C, J). Hence aJ(f ′′) :
aJ(hC(X)) → aJ(hC(Y )) is an epimorphism in the category Shv(C, J). It follows
from Theorem 5.8.1 of [Kon-Ya3] and Lemma 10.1.2 of [Kon-Ya3] that ω(f ′′) is
an epimorphism in the category of smoothM -sets. By Lemma 10.1.2 of [Kon-Ya3],
we can identify ω(f) with ω(C0,ι0)(f
′). Hence it follows from Lemma 4.1.1.1 that
ω(f) is surjective as a map of sets. 
4.1.2.
Lemma 4.1.2.1. Let f : X → Y be a morphism in T˜ . Then for any element y
of the set ω(Y ), the cardinality of its fiber ω(f)−1(y) is equal to deg f .
Proof. First we prove the case where f is a Galois covering. It follows from
Lemma 4.1.1.2 that the fiber π0(f)
−1(y) is non-empty. Let G = AutY (X) and let
x, x′ ∈ π0(f)−1(y). It suffices to show that there exists a unique element g ∈ G
satisfying x′ = gx. Let us choose an object Z of C0 such that both x and x′ belong
to the image of the map X(ı0(Z))→ ω(X). Note that X(ı0(Z)) ∼= HomC˜(ι(Z), X).
Since f is a Galois covering, the map Since X(ı0(Z)) → Y (ı0(Z)) between the
sections on ı0(Z) is a pseudo G-torsor. Hence there exists a unique element g ∈ G
satisfying x′ = gx. It follows from Lemma 2.4.0.2 that the map X(ı0(Z))→ ω(X)
is injective. This proves the claim when f is a Galois covering.
For general f , let us take a morphism g : Z → X in T˜ such that the composite
h = f ◦ g is a Galois covering. Then by applying the claim for the Galois coverings
g and h, we obtain the claim for f . This completes the proof. 
Corollary 4.1.2.2. Let f : F1 → F2 be a morphism in F˜C. For i ∈ π0(F2), let
F2,i denote the component of F2 at i. Let us identify ω(F2) with
∐
i∈π0(F2)
ω(F2,i).
Then for any i ∈ π0(F2,i) and for any y ∈ ω(F2,i) the degree deg(f)(i) of f at i is
equal to the cardinality of the fiber ω(f)−1(y).
Proof. This follows immediately from Lemma 4.1.2.1. 
Corollary 4.1.2.3. Let
F ′1 −−−−→ F1
f ′
y yf
F ′2
g
−−−−→ F2
be a cartesian diagram in F˜C.
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Then for any i ∈ π0(F ′2), we have
deg(f ′)(i) = (deg(f))(π0(g)(i)).
Proof. This follows from Corollary 4.1.2.2 and Lemma 3.5.0.11. 
5. Presheaves with transfers
We introduce the notion of presheaves with transfers. We have in mind the
presheaf of (motivic) cohomology of moduli spaces. The change-of-level morphisms
(usually) induce pullback and pushforward morphisms between the cohomology
groups of the moduli spaces. The axioms we state here are the expected properties
of such pushforwards. We refer to Section 4 for the example of motivic cohomology
groups of Drinfeld modular schemes. The easier example of the multiplicative
groups of cyclotomic fields (i.e., the K1 of fields) is treated in Section 1.
The transfer structure is not unrelated to the topology. We show that a sheaf
of abelian groups is equipped with a canonical structure of presheaf with transfers
(Proposition 5.2.0.1). In the other direction, we see that a presheaf with transfer
with values in Q-vector spaces is a sheaf (Corollary 5.1.0.5).
With the transfer structure, we are able to define Hecke operators as a pullback
followed by a pushforward. We also introduce a presheaf of rings with transfers to
be a presheaf of rings that satisfies the projection formula.
5.1. Definition and basic properties. Let (C, J) be a Y -site. Let C˜ be as
in Section 2.2.1. Let F˜C be as in Section 3.4. We assume that for any object X of
C, the overcategory C(T (J))/X satisfies the condition (1) of [Kon-Ya3, 5.8.1].
Definition 5.1.0.1. An abelian presheaf with transfers on F˜C is a presheaf
G of abelian groups on F˜C satisfying the Conditions (1) and (2) in Section 3.1.3,
equipped with, for each morphism f : F → F ′ in F˜C which belongs to F˜T , a
homomorphism f∗ : G(F )→ G(F ′) satisfying the following properties:
(1) For any two composable morphisms f and f ′ which belong to F˜T , we
have (f ◦ f ′)∗ = f∗ ◦ f ′∗.
(2) For any cartesian diagram
F1
g1 //
f

F ′1
f ′

F2
g2 // F ′2
in F˜C such that f ′ belongs to F˜T , we have g∗2 ◦ f
′
∗ = f∗ ◦ g
∗
1 .
(3) The composite f∗ ◦ f∗ is the multiplication by deg f , which means that,
if we write F ′ =
∐
i∈π0(F ′)
F ′i , then the endomorphism of
∏
i∈π0(F ′)
G(F ′i )
induced by the endomorphism f∗ ◦ f∗ of G(F ′) is equal to the homomor-
phism which sends (xi)i∈π0(F ′) ∈
∏
i∈π0(F ′)
G(F ′i ) to (deg(f)(i)xi)i∈π0(F ′).
The following lemma assures us that Condition (2) in Definition 5.1.0.1 for F˜C
makes sense.
We note that by our assumption (C, J) satisfies the condition in Proposition
3.5.0.1. Hence for any diagram F1
f1
−→ F ′
f2
←− F2 diagram in F˜C with f2 in F˜T ,
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the fiber product F1 ×F ′ F2 exists and the first projection pr1 : F1 ×F ′ F2 → F1
belongs to F˜T .
Lemma 5.1.0.2. Let f : F → F ′ be an isomorphism in the category F˜C. Let
G be an abelian presheaf with transfers on F˜C. Then the composite f∗f∗ is the
identity on G(F ′) and the composite f∗f∗ is the identity on G(F ).
Proof. Since f is an isomorphism, the map f∗ is an isomorphism. Note that
any isomorphism in F˜C belongs to F˜T . It follows from Lemma 4.1.0.1 (1) that we
have deg f = 1. Hence the composite f∗f
∗ is equal to the identity on G(F ′). Since
f∗f∗f
∗ = f∗ and f∗ is an isomorphism, the composite f∗f∗ is equal to the identity
on G(F ). This proves the claim. 
Lemma 5.1.0.3. Let f : F → F ′ be a morphism in F˜C which belongs to F˜T .
Suppose that F is isomorphic to the coproduct F ∼= F1 ∐ · · · ∐ Fn for some objects
F1, . . . , Fn in F˜C. For i = 1, · · · , n let ιi : Fi → F denote the i-th inclusion
morphism and set fi = f ◦ ιi. Let G be an abelian presheaf with transfers on F˜C.
Then we have f∗ =
∑n
i=1(fi)∗ι
∗
i : G(F )→ G(F
′).
Proof. It suffices to prove the claim when F = F ′ and f : F → F is the
identity morphism. Suppose that f = idF . By Lemma 5.1.0.2 we have f∗ is the
identity map on G(F ). Since (fi)∗ι
∗
i = (ιi)∗ι
∗
i is equal to the multiplication by
deg ιi for each i, it suffices to prove that
∑n
i=1 deg ιi = 1. For i = 1, . . . , n, let
π0(F )i denote the image of the map π0(ιi) : π0(Fi) → π0(F ). Then the set π0(F )
is equal to the disjoint union π0(F ) =
∐n
i=1 π0(F )i. It can be checked that the
degree of the morphism ιi is equal to 1 on π0(F )i, and is zero on the complement
π0(F ) \ π0(F )i. Hence we have
∑n
i=1 deg ιi = 1. This proves the claim. 
Lemma 5.1.0.4. Let f : F → F ′ be a morphism in C˜ and let g : F1 → F ′ be
a Galois covering in C˜ which belongs to T˜ . Suppose that there exists a morphism
h : F1 → F in C˜ satisfying g = f ◦ h. Let HomF ′(F1, F ) ⊂ HomF˜C(F1, F ) denote
the subset of such morphisms h. Then for any abelian presheaf G with transfers on
F˜C we have g∗f∗ =
∑
h∈HomF ′ (F1,F )
h∗ : G(F )→ G(F1).
Proof. It follows from Proposition 2.4.0.1, Lemma 2.6.1.1, and Lemma 4.2.3
(2) of [Kon-Ya3] that the diagram∐
h∈HomF ′ (F1,F )
F1
f ′1−−−−→ F1
f ′2
y gy
F
f
−−−−→ F ′
is cartesian. Here f ′1 is the morphism whose component at h is the identity mor-
phism of F1 for each h ∈ HomF ′(F1, F ), and f ′2 is the morphism whose component
at h ∈ HomF ′(F1, F ) is the morphism h : F1 → F . For h ∈ HomF ′(F1, F ), let
ih : F1 →֒
∐
h∈HomF ′ (F1,F )
F1 denote the inclusion to the component at h. We have
f ′1 ◦ ih = idF1 and f
′
2 ◦ ih = h for each h ∈ HomF ′(F1, F ). Hence, by Lemma 5.1.0.3,
we have
g∗f∗ = (f
′
1)∗f
′
2
∗
=
∑
h∈HomF ′ (F1,F )
(f ′1 ◦ ih)∗i
∗
hf
′
2
∗
=
∑
h∈HomF ′ (F1,F )
idF1∗h
∗.
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Therefore
g∗f∗ =
∑
h∈HomF ′(F1,F )
h∗.
This proves the claim. 
Corollary 5.1.0.5. Let F be a presheaf with transfers with values in Q-vector
spaces. Then F is a sheaf.
Proof. Let m : M → N be a Galois covering of group G. It suffices to prove
that the map F (N)→ F (M)G induced by m∗ is an isomorphism. By the definition
of transfers, we have degm = m∗m
∗. By Lemma 5.1.0.4, we havem∗m∗ =
∑
σ∈G σ.
Using these, one can check that 1|G|m∗ is the inverse of the map above induced by
m∗. 
5.2. The transfer structure on sheaves.
Proposition 5.2.0.1. Let G be an abelian sheaf on F˜C. Then G has the
structure of presheaf with transfers. The structure is uniquely determined.
Before proving Proposition 5.2.0.1, we give a candidate for the transfer homo-
morphism for each morphism in F˜C which belongs to F˜T .
Let f : F → F ′ be a morphism in C˜ which belongs to T˜ . It follows from
Lemma 2.6.2.1 that there exists an object F1 in C˜ and a morphism f1 : F1 → F
which belongs to T˜ such that the composite f ◦ f1 is a Galois covering in C˜. We
then define the transfer map f∗ : G(F ) → G(F ′) to be the composite of the map
G(F ) → G(F1)AutF ′ (F1) which sends x ∈ G(F ) to
∑
f ′1∈HomF ′ (F1,F )
f ′∗1 (x) and the
inverse of the isomorphism G(F ′)
∼=
−→ G(F1)
AutF ′ (F1). The following lemma shows
that the map f∗ does not depend on the choice of F1.
Lemma 5.2.0.2. Let F be an F -category and let F (0) ⊂ F denote the full sub-
category of connected objects. Suppose that the category F (0) is semi-cofiltered in
the sense of [Kon-Ya3, Def. 2.4.4] and that any morphism in F (0) is an epimor-
phism. Let N → N ′
f1
←− N1
f2
←− N2 be a diagram in F (0) such that f1 and f1 ◦ f2
are Galois coverings in F (0). Suppose that the set HomN ′(N1, N) is non-empty.
Then the map HomN ′(N1, N) → HomN ′(N2, N) given by the composition with f2
is bijective.
Proof. The injectivity follows since f2 is an epimorphism in F (0). We prove
the surjectivity. Let h : N2 → N is a morphism over N ′. We apply Lemma 4.2.3
(1) of [Kon-Ya3] to the diagram
N2
f2
−−−−→ N1
h
y f1y
N −−−−→ N ′.
There exists an automorphism g ∈ AutN ′(N1) such that h = f1 ◦ g ◦ f2. Hence the
claim follows. 
Let f : F → F ′ be a morphism in F˜C which belongs to F˜T . For i ∈ π0(F ), let
Fi denote the component at i of F and let fi denote the component at i of f . For
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j ∈ π0(F ′) we let F ′j denote the component at j of F
′. We let f∗ : G(F )→ G(F ′)
denote the unique homomorphism such that the diagram
G(F )
f∗
−−−−→ G(F ′)
∼=
y ∼=y∏
i∈π0(F )
G(Fi) −−−−→
∏
j∈π0(F ′)
G(F ′j)
is commutative. Here the bottom horizontal map is the homomorphism which
sends (xi)i∈π0(F ) ∈
∏
i∈π0(F )
G(Fi) to (yj)j∈π0(F ′) ∈
∏
j∈π0(F ′)
G(F ′j), where yj =∑
π0(f)(i)=j
(fi)∗xi for each j ∈ π0(F ′).
Proof of Proposition 5.2.0.1. It follows from Lemma 5.1.0.3 and Lemma
5.1.0.4 that for any structure of presheaf with transfers on G, the transfer homo-
morphism for a morphism f is equal to the homomorphism f∗ introduced above.
This proves the uniqueness of the structure of presheaf with transfers on G.
It remains to prove that the collection (f∗) of maps f∗ introduced above satisfies
the three properties in Definition 5.1.0.1.
We prove that the collection (f∗) satisfies the property (1) in Definition 5.1.0.1.
Let F
f
−→ F ′
f ′
−→ F ′′ be a diagram in F˜C such that f and f ′ belong to F˜T . We
prove that (f ′ ◦ f)∗ is equal to f ′∗ ◦ f∗. We are easily reduced to the case when f
and f ′ are morphisms in C˜. Let us take a morphism h : F1 → F in C˜ which belongs
to T˜ such that the composite f ′ ◦ f ◦ h is Galois covering in C˜. Let us consider the
three sets S = HomF ′′(F1, F ), S
′ = HomF ′′(F1, F
′), and S1 = HomF ′(F1, F ). By
definition S1 is a subset of S and the composition with f gives a map S → S′. It
follows from [Kon-Ya3, Lemma 4.2.3] that the group AutF ′′(F1) acts transitively
on the sets S and S′ and that the group AutF ′(F1) acts transitively on the set S1.
Since the stabilizer of h ∈ S and f ◦h ∈ S′ in AutF ′′(F1) are equal to AutF ′(F1) and
AutF (F1) respectively, we have (f ◦ h)∗ ◦ f∗(x) =
∑
g∈AutF (F1)\AutF ′ (F1)
g∗ ◦ h∗(x)
and (f ′ ◦ f ◦ h)∗ ◦ (f ′ ◦ f)∗(x) =
∑
g∈AutF (F1)\AutF ′′ (F1)
g∗ ◦h∗(x) for any x ∈ G(F )
and (f ′ ◦ f ◦h)∗ ◦ f ′∗(y) =
∑
g∈AutF ′ (F1)\AutF ′′ (F1)
g∗ ◦ (f ◦h)∗(y) for any y ∈ G(F ′).
Hence the equality (f ′ ◦ f)∗ = f
′
∗ ◦ f∗ holds. This proves that the collection (f∗)
satisfies the property (1) in Definition 5.1.0.1.
Let the notation be as in the property (2) in Definition 5.1.0.1. We prove the
equality g∗2 ◦ f
′
∗ = f∗ ◦ g
∗
1 . By using Corollary 3.1.4.3 we are easily reduced to the
case when F2, F
′
1 and F
′
2 are objects in C˜. Let us take a morphism h
′ : F ′ → F ′1
in C˜ which belong to T˜ such that f ′ ◦ h′ is a Galois covering in C˜. It follows from
Proposition 2.4.0.1 and [Kon-Ya3, Lemma 4.2.3] that there exist an object F in C˜
a morphism g : F → F ′ in C˜ and a morphism h : F → F2 in C˜ which belongs to T˜
satisfying g2 ◦ h = f ′ ◦ h′ ◦ g. For each i ∈ π0(F1), let F1,i denote the component
at i of F1 and let fi : F1,i → F2 and g1,i : F1,i → F ′2 denote the component at i
of f and g1, respectively. It follows from Corollary 4.3.2 of [Kon-Ya3] that there
exist an object F3 in C˜ a morphism f3 : F3 → F in C˜ which belongs to T˜ , and
a morphism f3,i : F3 → F1,i which belongs to T˜ for each i ∈ π0(F1) such that
h ◦ f3 = fi ◦ f3,i holds for each i ∈ π0(F ) and that h ◦ f3 is a Galois covering in
C˜. It follows from the construction of the transfer homomorphisms that we have
(h ◦ f3)∗ ◦ f∗ ◦ g∗1 =
∑
i∈π0(F )
∑
hi∈HomF2 (F3,F1,i)
h∗i ◦ g
∗
1,i. Since the diagram in the
property (2) in Definition 5.1.0.1 is cartesian, the map
∐
i∈π0(F )
HomF2(F3, F1,i)→
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HomF ′2(F3, F
′
1) given by the composition with g1,i for each i ∈ π0(F ) is bijective.
Hence we have (h◦f3)∗◦f∗◦g∗1 =
∑
h′′∈HomF ′2
(F3,F ′1)
h′′∗. It follows from Lemma 4.2.3
(1) of [Kon-Ya3] that for any h′′ ∈ HomF ′2(F3, F
′
1), there exists an automorphism
α ∈ AutF ′2(F
′) satisfying h′′ = h′◦α◦g◦f3. Since it follows from Proposition 2.4.0.1
that g ◦ f3 is an epimorphism in C˜ the map HomF ′2(F
′, F ′1)→ HomF ′2(F3, F
′
1) given
by the composition with g ◦ f3 is bijective. Therefore we have (h ◦ f3)∗ ◦ f∗ ◦ g∗1 =
(g ◦ f3)∗ ◦ (
∑
h′′′∈HomF ′2
(F ′,F ′1)
h′′′∗) = (g ◦ f3)∗ ◦ h′∗ ◦ f ′∗ = (h ◦ f3)
∗ ◦ g∗2 ◦ f
′
∗. This
proves that the collection (f∗) satisfies the property (2) in Definition 5.1.0.1.
We prove that the collection (f∗) satisfies the property (3) in Definition 5.1.0.1.
Let f : F → F ′ be a morphism in F˜C which belongs to F˜T . We prove that the
composite f∗ ◦ f∗ is equal to the multiplication by deg f . We are easily reduced to
the case when f is a morphism in C˜. Let us take a morphism h : F1 → F in C˜ which
belongs to T˜ such that the composite f ◦h is Galois covering in C˜. Let s denote the
cardinality of the set HomF ′(F1, F ). It follows from the construction of the transfer
homomorphism f∗ that the composite (f ◦ h)∗ ◦ f∗ is equal to the homomorphism
(f ◦ h)∗ multiplied by s. It follows from Corollary 4.1.2.3 and Lemma 4.2.3 of
[Kon-Ya3] that we have s = deg f . This proves that the composite is equal to the
multiplication by deg f . This completes the proof. 
In a similar manner, one can show that any abelian sheaf on F˜C has a unique
structure of abelian presheaf with transfers on F˜C.
5.3. Hecke operators.
5.3.1. A homomorphism of abelian presheaves with transfers is a homomor-
phism of abelian presheaves compatible with f∗. If F is an abelian sheaf on F˜C,
any homomorphism of abelian presheaves from an abelian presheaf with transfers
to F is compatible with f∗.
5.3.2. Hecke operators. Let D = [X
f
←− Z
g
−→ Y ] be a diagram in F˜C such that
g belongs to F˜T . Let G be an abelian presheaf with transfer on F˜C. We define the
Hecke operator TD for G to be the composite
TD = g∗ ◦ f
∗ : G(X)→ G(Y ).
5.3.3. Examples of Hecke operators. We will give an interpretation of the Hecke
operators with the usual Hecke operators in terms of double cosets in Section 2.
Let d ≥ 1 be an integer. Let X be as in Section 2, i.e., X is a regular noether-
ian scheme of pure Krull dimension one such that the residue field at each closed
point is finite. Let us consider the category Cd introduced in Section 1.1.1 and the
Grothendieck topologies Jd and Jdm on C
d introduced in the statement of Theorem
1.7.0.1. It follows from Theorem 1.7.0.1 that (Cd, Jd) and (Cd, Jdm) are Y -sites.
Let us denote by F˜C
d
(resp. by F˜C
d
m) the category F˜C introduced in Section 3.4
constructed from the Y -site (Cd, Jd) (resp. (Cd, Jdm)).
Let N be an object in Cd, and F ′ be an object in F˜C
d
(resp. in F˜C
d
m). Suppose
that F ′ is of the form F ′ =
∐
j Hj\N
′
j (resp. F
′ =
∐
j(Hj\N
′
j)
†) such that N ′j ⊕N
is an object in Cd for every j. We define an object F ′ ⊕ [N ] in F˜C
d
(resp. in F˜C
d
m)
by
F ′ ⊕ [N ] =
∐
j
(Hj ×AutOX (N))\(N
′
j ⊕N).
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The two morphisms N ′j = N
′
j →֒ N
′
j ⊕N and N
′
j և N
′
j ⊕N = N
′
j ⊕N induce the
morphisms
rF ′⊕[N ],F ′ ,mF ′⊕[N ],F ′ : F
′ ⊕ [N ]→ F ′
in F˜C
d
(resp. in F˜C
d
m). When F
′ is an object in F˜C
d
m, the morphism mF ′⊕[N ],F ′
is a fibration in F˜C
d
m.
Let G be an abelian presheaf with transfers on F˜C
d
(resp. on F˜C
d
m). The
composite
(mF ′⊕[N ],F ′)∗r
∗
F ′⊕[N ],F ′ : G(F
′)→ G(F ′)
is called the Hecke operator for [N ] (resp. [N ]†) and is denoted by T[N ] (resp. T[N ]†).
5.4. Presheaf of rings with transfers.
Definition 5.4.0.1. A presheaf of rings with transfers on F˜C is a presheaf G of
rings on F˜C equipped with a structure of abelian presheaf with transfers satisfying
the following property:
• For any morphism f : F → F ′ in F˜T , for any x ∈ G(F ), and for any
y ∈ G(F ′), we have f∗(x · f∗y) = f∗(x) · y and f∗(f∗y · x) = y · f∗(x).
Any sheaf of rings on F˜C has a unique structure of presheaf of rings with
transfers on F˜C. This can be proved as follows. Suppose that G is a sheaf of rings
on F˜C. It follows from Proposition 5.2.0.1 that G, regarded as an abelian sheaf
with respect to the addition, has a unique structure of presheaves with transfers on
F˜C. We claim that the collection (f∗) of the transfer homomorphisms satisfies the
condition above. To prove the claim, we may and will assume that f is a morphism
in C˜ which belongs to T˜ . Let us take a morphism h : F1 → F in C˜ which belongs to
T˜ such that the composite f ◦ h is a Galois covering in C˜. Then for any x ∈ G(F )
and for any y ∈ G(F ′), we have (f ◦h)∗f∗(x ·f∗y) =
∑
h′∈HomF ′(F1,F )
h′∗(x ·f∗y) =∑
h′∈HomF ′ (F1,F )
(h′∗x·(f ◦h)∗y) = (
∑
h′∈HomF ′ (F1,F )
h′∗x)·(f ◦h)∗y = (f ◦h)∗f∗(x)·
(f ◦ h)∗y = (f ◦ h)∗(f∗(x) · y). Since (f ◦ h)∗ is injective, we have one of the desired
equalities f∗(x · f
∗y) = f∗(x) · y. In a manner similar to that, we can prove the
other equality f∗(f
∗y · x) = y · f∗(x).
Lemma 5.4.0.2. Let G be a presheaf of rings with transfers on F˜C. Let f1 :
F1 → F ′ and f2 : F2 → F ′ be morphisms in F˜C which belong to F˜T . For i = 1, 2,
let pri : F1 ×F ′ F2 → Fi denote the i-th projection. We set f = f1 ◦ pr1 = f2 ◦ pr2.
Then for any x ∈ G(F1) and for any y ∈ G(F2), we have f∗(pr∗1x · pr
∗
2y) = (f1)∗x ·
(f2)∗y.
Proof. Since f = f1 ◦ pr1, we have f∗(pr
∗
1x · pr
∗
2y) = (f1)∗(x · (pr1)∗pr
∗
2y). It
follows from Condition (2) in Definition 5.1.0.1 that we have (pr1)∗ ◦pr
∗
2 = f
∗
1 (f2)∗.
Hence f∗(pr
∗
1x · pr
∗
2y) = (f1)∗(x · f
∗
1 (f2)∗y) = (f1)∗x · (f2)∗y. This proves the
claim. 
6. The compact induction functor
Let (C, J) be a Y -site. Let C˜ be as in Section 2.2.1. Let F˜C be as in Section 3.4.
We assume that for any object X of C, the overcategory C(T (J))/X satisfies the
condition (1) of [Kon-Ya3, 5.8.1]. We note that the last condition is equivalent to
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the following condition: for any morphism f : Y → X in C which belongs to T (J),
there exists only finitely many endomorphisms Y → Y over X .
Suppose that M be a topological monoid and K,K′ ⊂M× are open subgroups
such that K′ is a normal subgroup of K. Set G = K/K′ and let B(G) denote
the category of finite left G-sets. Then by sending an object S of B(G) to the
smooth M-set M×K S :=M× S/ ∼, where ∼ is the equivalence relation given by
(mk, s) ∼ (m, ks) for any m ∈ M, k ∈ K, and s ∈ S. we obtain a functor from
B(G) to the category of smooth left M-sets. Below we construct a similar functor
to F˜C, which we call the compact induction functor.
For example, we take M = GLd(L) where L is a nonarchimedean local field,
K = GLd(OL) for the ring of integerOL of L, andK′ = Ker[GLd(OL)→ GLd(OL/̟OL]
where ̟ is a uniformizer.
6.1. Preliminary on the overcategory F˜C/F ′ .
6.1.1. Let F ′ be an object in F˜C. Let us consider the overcategory F˜C/F ′ .
We let C˜/F ′ ⊂ F˜C/F ′ denote the full subcategory whose objects are the morphisms
F → F ′ in F˜C such that F is an object in C˜. This notation may be confused with
that of overcategories. However there is no risk of serious confusion, since if F ′ is
an object of C˜, then C˜/F ′ is equal to the overcategory of morphisms to F
′ in C. It
then can be checked easily that the category F˜C/F ′ is an F -category, and an object
of F˜C/F ′ is connected if and only if it is isomorphic to an object of C˜/F ′ .
Let us write F ′ =
∐
i∈π0(F ′)
F ′i . We regard each F
′
i as an object of C˜. Ob-
serve that C˜/F ′ is equal to the categorical sum
∐
i∈π0(F ′)
C˜/F ′i . For i ∈ π0(F
′), let
i : C˜/F ′i →֒ C˜ denote the inclusion functor. Let T˜/F ′i denote the set of morphisms f
in C˜/F ′i such that i(f) belongs to T˜ . We saw in Proposition 2.4.0.1 that (C˜, ι∗J)
is a B-site. It follows that T˜/F ′i is semi-localizing and any morphism in C˜/F ′i is
an epimorphism. It follows from Corollary 1.4.3.2 that the Grothendieck topol-
ogy ∗i ι∗J on C˜/F ′i is equal to the A-topology given by T˜/F ′i . Moreover it follows
from Lemma 2.6.2.1 that the category C˜/F ′i (T˜/F ′i ) has enough Galois coverings. Let
F˜T /F ′ denote the set of morphisms in F˜C/F ′ which belongs to F˜T as a morphism
in F˜C.
Let ι′ : C →֒ F˜C denote the composite C
ι
−→ C˜ →֒ F˜C and let  : F˜C/F ′ →֒ F˜C
denote the inclusion functor. Let us consider the Grothendieck topology ∗ι′∗J .
Then it is not hard to check, by using Corollary 1.4.3.2 that a contravariant functor
G from the category F˜C/F ′ to the category of sets is a sheaf on (F˜C/F ′ , 
∗ι′∗J) if
and only if G satisfies Conditions (1) and (2) in Section 3.1.3 and the following
conditions:
(3) For each i ∈ π0(F ′), the restriction of G to C˜/F ′i is a sheaf on (C˜/F ′i , 
∗
i ι∗J).
6.1.2. Let f : F → F ′ a morphism in F˜C. Let ιf : F˜C/F → F˜C/F ′ denote the
functor given by the composition with f . It is clear that the functor ιf commutes
with the fiber products. Hence it follows from the definition of sheaves on F˜C/F
that for any sheaf G on F˜C/F ′ , its composite with ιf is a sheaf on F˜C/F . We
denote the sheaf on F˜C/F by f
∗G and call it the pullback of G with respect to the
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morphism f . By associating f∗G to each sheaf G on F˜C/F ′ , we obtain a functor
f∗ from the category of sheaves on F˜C/F ′ to the category of sheaves on F˜C/F .
Proposition 6.1.2.1. Let f : F → F ′ be a morphism in C˜ which belongs to T˜ .
Let φ : G1 → G2 be a morphisms of sheaves on F˜C/F ′ . Then φ is an isomorphism
if its pullback f∗(φ) : f∗G1 → f∗G2 with respect to f is an isomorphism.
Proof. We may and will assume that f is a Galois covering which belongs
to T˜ . Let g′ : F ′1 → F
′ be an object in F˜C/F ′ . We prove that the map φ(F
′
1) :
G1(F
′
1) → G2(F
′
1) given by φ is bijective. Since G1 and G2 are sheaves on F˜C/F ′ ,
they satisfy Conditions (1) and (2) in Section 3.1.3. Hence to prove φ(F ′1) is bi-
jective, we may assume that g′ : F ′1 → F
′ is an object in C/F ′ . It follows from
Proposition 2.4.0.1 that there exist an object F1 in C˜ and morphisms f1 : F1 → F ′1
and g : F1 → F satisfying g′ ◦ f1 = f ◦ g. We may and will assume, by using
Lemma 2.3.2.4, that f1 belongs to T˜ . It then follows from Lemma 2.6.2.1 that
there exist an object F2 in C˜ and a morphism h : F2 → F1 which belongs to T˜ such
that f1 ◦ h : F2 → F ′1 is a Galois covering in C˜ which belongs to T˜ . Since f
∗(φ)
is an isomorphism, it follows that φ(F2) : G1(F2) → G2(F2) is bijective. Hence
φ(F2) induces a bijection G1(F2)
AutF ′1
(F2) → G2(F2)
AutF ′1
(F2). Since G1 and G2 are
sheaves on F˜C/F ′ , it follows that the map φ(F
′
1) : G1(F
′
1) → G2(F
′
1) is bijective.
This proves the claim. 
Corollary 6.1.2.2. Let f : F → F ′ be a morphism in C˜ which belongs to T˜ .
Then a commutative square in the category F˜C/F ′ is cartesian if its base change to
the square in the category F˜C/F is cartesian.
Proof. For an object G in F˜C, we denote by hG the presheaf on F˜C rep-
resented by G. One can check easily that hG satisfies Conditions (1) and (2) in
Section 3.1.3. It follows from Corollary 3.1.5 of [Kon-Ya3] and Lemma 2.7.1.2 that
the restriction of hG to C˜ is a sheaf on C˜. Hence it follows from Proposition 3.6.0.1
that hG is a sheaf on F˜C. Thus its pullback hG|F˜C/F ′
to F˜C/F ′ is a sheaf on F˜C/F ′ .
Let
(6.1)
F1
g
−−−−→ F2
f1
y f2y
F ′1
g′
−−−−→ F ′2
be a commutative square in the category F˜C/F ′ . Suppose that its base change
F1 ×F ′ F −−−−→ F2 ×F ′ Fy y
F ′1 ×F ′ F −−−−→ F
′
2 ×F ′ F
is cartesian in the category F˜C/F . The commutative diagram (6.1) gives a mor-
phism φ : hF1 |F˜C/F ′
→ (hF ′1×hF ′2
hF2)|F˜C/F ′
of sheaves on F˜C/F ′ . Here hF ′1×hF ′2
hF2
denotes the fiber product in the category of presheaves on F˜C. It follows from
Lemma 2.6.1.1 and Lemma 3.5.0.6 that hF ′1 ×hF ′2
hF2 is a sheaf on F˜C and hence
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(hF ′1 ×hF ′2
hF2)|F˜C/F ′
is a sheaf on F˜C/F ′ . It follows from our assumption that the
pullback f∗(φ) with respect to f is an isomorphism. Hence it follows from Propo-
sition 6.1.2.1 that φ is an isomorphism. Hence the diagram (6.1) is cartesian. This
proves the claim. 
6.2. The category B(G). For a finite group G, we denote by B(G) the follow-
ing category: an object in B(G) is a finite set with a left G-action, and a morphism
in B(G) is a G-equivariant map. It can be checked easily that the category B(G) is
an F -category and an object S in B(G) is connected if and only if S is non-empty
and the group G acts transitively on S.
6.3. The compact induction functor from B(G). Let c : F → F ′ be a
Galois covering in C˜m which belongs to T˜ m. Let G = AutF ′(F ) be its Galois
group. We note that, as a consequence of Lemma 2.7.1.2, c : F → F ′ is a quotient
object of F by G. In this paragraph we construct a functor MG from B(G) to F˜C
m.
Let S be an object in B(G). We let the group G act on
∐
s∈S F in such a way
that for each g ∈ G, the map π0(g) : S → S is given by the action of g on S,
and that the component at s of g :
∐
s∈S F →
∐
s∈S F is equal to the morphism
g : F → F . In this way, we can regard G as a subgroup of Aut
F˜C
(
∐
s∈S F ) when
S is non-empty. We set MG(S) = MG,F (S) = G\
∐
s∈S F . Here for the notation
G\
∐
s∈S F we refer to the statement of Lemma 3.5.0.3. When S is empty, the
symbol G\
∐
s∈S F stands for an initial object in F˜C.
The argument in the proof of Lemma 2.2.2.1 shows that MG(S) is a quotient
object in Shv(C, J) of
∐
s∈S F by G. Hence the morphism
∐
s∈S F → F in F˜C
m,
whose component at s is equal to the identity morphism idF for each s ∈ S,
induces a morphism MG(S) → F
′ in Shv(C, J). Hence it follows from Lemma
3.5.0.4 that MG(S) is an object of F˜C
m and that MG(S) is a quotient object
in F˜Cm of
∐
s∈S F by G. We will frequently use this fact in this section. The
morphism MG(S) → F ′ constructed above gives an object in F˜C
m
/F ′ , which we
denote by M˜G(S) by abuse of notation. For a morphism f : S → T in B(G), we
construct a morphism MG(f) : MG(S) → MG(T ) in F˜C
m
/F ′ as follows. Let α
denote the morphism
∐
s∈S F →
∐
t∈T F characterized by the following property:
the map π0(α) : S → T is equal to f and the component α at each s ∈ S is the
identity morphism of F . Let us consider the composite
∐
s∈S F → MG(T ) of the
morphism α with the canonical quotient map
∐
t∈T F → MG(T ). It follows from
the universality of the quotient objects that this composite factors through the
canonical morphism
∐
s∈S F → MG(S). Hence we obtain a morphism MG(S) →
MG(T ) which we denote by MG(f). It can be checked easily that the morphism
MG(f) in F˜C
m is over F ′. Hence MG(f) gives a morphism M˜G(S) → M˜G(T ) in
F˜Cm/F ′ which we denote by M˜G(f). We thus obtain functors MG : B(G)→ F˜C
m
and M˜G : B(G) → F˜C
m
/F ′ such that MG is equal to the composite of M˜G with
the forgetful functor F˜Cm/F ′ → F˜C
m which sends an object F1 → F ′ in F˜C
m
/F ′
to the object F1 in F˜C
m.
The following lemma follows immediately from the definition of the functor
MG.
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Lemma 6.3.0.1. For an object S in B(G), we have a bijection π0(S)
∼=
−→ π0(MG(S))
which is functorial in S. 
Lemma 6.3.0.2. For an object S in B(G), the diagram∐
s∈S F
(1)
−−−−→ F
(2)
y yc
MG(S)
(3)
−−−−→ F ′
in F˜Cm is cartesian. Here (1) is the morphism whose component at s is the iden-
tity morphism idF for each s ∈ S, the morphism (2) is the canonical morphism∐
s∈S F → MG(S), and (3) is the structure morphism of the object M˜G(S) in
F˜C/F ′ .
Proof. First suppose that S is a connected object in B(G). Let us choose
s ∈ S and let Gs ⊂ G denote the stabilizer of s. Then the inclusion F →֒
∐
s′∈S F
of the component at s induces an isomorphism Gs\F
∼=
−→ MG(S). Let us consider
the diagram Gs\F
f1
−→ F ′
f2
←− F in F˜Cm whose morphisms are induced by the
identity morphism on F .
It follows from Lemma 2.6.1.4 that f2 is a Galois covering and that we have
HomF ′(F, F ) ∼= AutF ′(F ) = G.
It follows from Lemma 2.6.1.4 that the canonical morphism cs : F → Gs\F is a
Galois covering. It follows from Lemma 4.2.3 (2) of [Kon-Ya3] that the map
HomF ′(F, F )→ HomF ′(F,Gs\F )
given by the composition with cs is surjective. Hence it follows from the definition of
a Galois covering that we have a bijection HomF ′(F,Gs\F ) ∼= Gs\G. Thus it follows
from Lemma 4.2.3 (2) of [Kon-Ya3] that we have an isomorphismMG(S)×F ′ F ∼=∐
s∈S F . This proves the claim when S is a connected object in B(G).
Since B(G) is an F -category, we obtain, by using Lemma 3.1.4.2, an isomor-
phism φS : MG(S) ×F ′ F
∼=
−→
∐
s∈S F for any object S in B(G). This proves the
claim. 
Lemma 6.3.0.3. The functors M˜G and MG commute with fiber products.
Proof. Since the forgetful functor F˜Cm/F ′ → F˜C
m commutes with fiber prod-
ucts, it suffices to show that the functor M˜G commutes with fiber products.
By Lemma 6.3.0.2, we have an isomorphism φS : MG(S) ×F ′ F
∼=
−→
∐
s∈S F
in F˜Cm for any object S in B(G). It can be checked easily that for a morphism
f : S → T in B(G), the morphismMG(S)×F ′F →MG(T )×F ′F induced byMG(f)
is identified, via the isomorphisms φS and φT , with the morphism φf :
∐
s∈S F →∐
t∈T F such that the map π0(φf ) is equal to the map f and for each s ∈ S, the
component at s of φf is equal to the identity morphism on F . From this we can see
easily that the functor B(G)→ F˜Cm/F which associates to each object S in B(G)
the object MG(S) ×F ′ F commutes with fiber products. Hence the claim follows
from Corollary 6.1.2.2. 
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Lemma 6.3.0.4. For any morphism f : S → T in B(G), the morphism MG(f)
in F˜Cm/F ′ belongs to F˜T
m
/F ′ .
Proof. Since any morphism in B(G) is written as a composite i ◦ j of mor-
phisms in B(G) with i injective and j surjective, we may assume that f is either
injective or surjective. Suppose that f is injective. Then T is a coproduct in B(G)
of S and T \S. ThenMG(T ) is identified with a coproduct ofMG(S) andMG(T \S)
and under this identification the morphism MG(f) is equal to the canonical mor-
phism MG(S) →֒ MG(S) ∐ MG(T \ S). This in particular implies that MG(f)
belongs to F˜T m/F ′ in this case.
Suppose that f is surjective. Let cS :
∐
s∈S F → MG(S) and cT :
∐
t∈T F →
MG(T ) denote the canonical morphisms. Let us denote by f
′ the morphism∐
s∈S
F →
∐
t∈T
F
characterized by the following property: the map π0(f
′) : S → T is equal to f and
the component of f ′ at each s ∈ S is the identity morphism of F . We then have
MG(f)◦ cS = cT ◦ f ′. Since cS , cT , and f ′ belong to F˜T
m
∗
, it follows from Lemma
3.7.0.2 that MG(f) belongs to F˜T
m
∗
. This proves the claim. 
Lemma 6.3.0.5. Let f : S → T be a morphism in B(G). The map S → Z
which sends s ∈ S to the cardinality of f−1(s) factors through the surjective map
S ։ G\S = π0(S). We denote the induced map π0(S) → Z by deg f . Then deg f
is equal to the composite of the bijection π0(S)
∼=
−→ π0(MG(S)) in Lemma 6.3.0.1
with the map degMG(f) : π0(MG(f))→ Z.
Proof. The argument in the proof of Lemma 6.3.0.3 shows that the diagram∐
s∈S F −−−−→ MG(S)y yMG(f)∐
t∈T F −−−−→ MG(T )
in F˜Cm is cartesian. Hence the claim follows from Corollary 4.1.2.3. 
6.4. Composition law. Let H ⊂ G be a subgroup. We set F ′′ = H\F . It
follows from Lemma 2.2.2.1 that the canonical morphism F → F ′ factors through
the canonical morphism F → F ′′. We denote by c
/H
/G the induced morphism F
′′ →
F ′.
For an object S in B(G), we denote by rGH(S) the object in B(H) obtained by
restricting the action of G on S to H . By definition we have rGH(S) = S as a set.
By associating rGH(S) for each object S in B(G), we obtain a functor B(G)→ B(H)
which we denote by rGH . For an object S in B(G), we let c/G,S :
∐
s∈S F →MG(S)
denote the canonical morphism. Then the morphism c/G,S factors through the
canonical morphism c/H,rGH(S). We denote by c
/H
/G,S : MH(r
G
H(S)) → MG(S) the
induced morphism.
For an object S in B(H), we denote by G ×H S the quotient of the direct
product G × S as sets under the following equivalence relation: we say that two
elements (g, s), (g′, s′) ∈ G × S are equivalent if there exists an element h ∈ H
which satisfies (g′, s′) = (gh−1, hs). For g ∈ G and for an element x ∈ G ×H S
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represented by (g′, s) ∈ G × S, we define gx to be the class of (gg′, s). This gives
an action from the left of the group G on the set G ×H S. Since G and H are
finite groups, the G-set G ×H S is an object in B(G). We thus obtain a functor
G×H − : B(H)→ B(G) which sends an object S in B(H) to the object G×H S in
B(G). For an object S in B(H), we let jG,S : S → G×
H S denote the map of sets
which sends s ∈ S to the class of (1, s) ∈ G× S.
Let S be an object in B(H) and let T be an object in B(G). Suppose that a
morphism f : S → rGH(T ) in B(H) is given. The map G × S → T which sends
(g, s) ∈ G× S to gf(s) factors through the quotient G× S ։ G×H S. We denote
the induced map G ×H S → T by iGH(f). It is easy to see that the map i
G
H(f) is
a morphism in B(G). The map HomB(H)(S, r
G
H(T ))→ HomB(G)(G×
H S, T ) which
sends f ∈ HomB(H)(S, r
G
H(T )) to i
G
H(f) is bijective. In fact, its inverse map is given
by sending a morphism f ′ : G ×H S → T in B(G) to its composite with the map
jG,S : S → G ×H S. Hence the functor G ×H − : B(H) → B(G) is left adjoint to
the functor rGH : B(G)→ B(H).
Let c
/H
/G ◦ − : F˜C
m
/F ′′ → F˜C
m
/F ′ denote the functor which sends an object
f : F1 → F ′′ in F˜C
m
/F ′′ to the object c
/H
/G ◦ f : F1 → F
′ in F˜Cm/F ′ .
Lemma 6.4.0.1. Let the notation be as above. Then the functor (c
/H
/G ◦−)◦ M˜H
is canonically isomorphic to the functor M˜G ◦ (G×H −).
Proof. Let S be an object in B(H). Let jG,S,∗ :
∐
s∈S F →
∐
t∈G×HS F
denote the morphism in F˜C such that the map π0(jG,S,∗) is equal to jG,S : S →
G ×H S and that for each s ∈ S, the component of jG,S,∗ at s is the identity
morphism idF . It is then easy to check that the morphism jG,S,∗ induces a bijec-
tion H\(
∐
s∈S F (−))
∼=
−→ G\(
∐
t∈G×HS F (−)) of presheaves on C. By applying the
sheafifcation functor, we obtain an isomorphism H\(
∐
s∈S F )
∼=
−→ G\(
∐
t∈G×HS F )
in F˜Cm. It is easy to check that this isomorphism induces an isomorphismMH(S)
∼=
−→
MG(G×H S) in F˜C/F ′ . By construction, this isomorphism is functorial in S. Thus
we obtain an isomorphism (c
/H
/G ◦ −) ◦ M˜H
∼=
−→ M˜G ◦ (G ×H −) of functors. This
proves the claim. 
Lemma 6.4.0.2. Let S be an object in B(G). Let aGH,S : G×
H rGH(S)→ S denote
the map which sends the class of (g, s) ∈ G×S in G×H rGH(S) to gs ∈ S. Then a
G
H,S
is a morphism in B(G) and the morphism c
/H
/G,S : MH(r
G
H(S)) → MG(S) is equal
to the composite of the isomorphism ψS : MH(r
G
H(S))
∼= MG(G ×
H rGH(S)) given
by Lemma 6.4.0.1 with the morphism MG(a
G
H,S) :MG(G×
H rGH(S))→MG(S).
Proof. It is easy to check that the map aGH,S is a morphism in B(G). It
follows from Lemma 3.2.2 of [Kon-Ya3] that the canonical morphism c/H,rGH(S)
is an epimorphism. By the definition of the morphism c
/H
/G,S, we have c
/H
/G,S ◦
c/H,rGH(S) = c/G,S. Hence it suffices to prove that c/G,S is equal to the composite
MG(a
G
H,S)◦ψS◦c/H,rGH(S). It can be checked easily that the composite ψS◦c/H,rGH(S)
is equal to the composite of the morphism ι(jH,rGH (S),∗) with c/G,G×HrGH(S). Since
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the composite
S = rGH(S)
j
H,rG
H
(S)
−−−−−−→ G×H rGH(S)
aGH,S
−−−→ S
is equal to the identity, we obtain the claim. 
Lemma 6.4.0.3. Let S be an object in B(H) and let T be an object in B(G). Let
f : S → rGH(T ) be a morphism in B(H). Then the composite of MH(f) : MH(S)→
MH(r
G
H(T )) with c
/H
/G,T : MH(r
G
H(T )) → MG(T ) is equal to the composite of the
isomorphism MH(S) ∼= MG(G ×H S) given by Lemma 6.4.0.1 with MG(iGH(f)) :
MG(G×H S)→MG(T ).
Proof. It follows from Lemma 6.4.0.2 that c
/H
/G,T is equal to the composite of
the isomorphism ψT : MH(r
G
H(T ))
∼= MG(G ×H rGH(T )) given by Lemma 6.4.0.1
with the morphism MG(a
G
H,T ) :MG(G×
H rGH(T ))→MG(T ). Since the composite
G×H S
G×Hf
−−−−→ G×H rGH(T )
aGH,T
−−−→ T
is equal to iGH(f), the claim follows. 
6.5. Given full subcategories C˜ ⊂ C˜m and F˜C ⊂ F˜Cm, we consider the full
subcategory B(G)m ⊂ B(G) consisting of objects S such that M˜G(S) ∈ F˜C
m
is isomprhic to an object of F˜C. We will use the same notations such as MG,
M˜G, c
/H
/G,T , etc.
CHAPTER 2
The category Cd and finite adeles
The aim is to introduce Y -sites with underlying category Cd. We give the
definition of Cd in Section 1.1.1 and introduce some Grothendieck topologies on it.
We give a proof that they are indeed Y -sites. Then, we construct grids for those
Y -sites. The computation of the absolute Galois monoids is given in the following
Section 2.
We present one of our main theorems (Theorem 3.2.1.1) in Section 3. This is
about the norm relation of elements in some sections of presheaves with transfers on
the Y -site introduced in this chapter. Its applications are presented in Chapter 4.
1. The category Cd and some Grothendieck topologies
We introduce the category Cd and some Grothendieck topologies. Then we
show that it is a Y -site and construct a grid.
Let us recall the analogous statements in the case of the Galois theory of a
field F . The objects of the category are separable extensions of the field F . The
morphisms are F -morphisms. With the atomic topology, it becomes a Y -site. A
grid can be constructed by introducing a fixed separable closure of F . An object
of the grid is a finite extension contained in this separable closure. Note that it
is a poset. The galois group is computed as the limit of the (finite) Galois groups
of the Galois extensions L/F as L runs over finite Galois extensions in the fixed
separable closure.
For our category Cd, we do not introduce an analogue of a fixed separable
closure, but we introduce the category (poset) of lattices contained in O⊕dX . Corre-
sponding to the (poset of) finite Galois extensions is the category (poset) of pairs
of lattices.
The actual computation of the absolute Galois monoid is done in the next
section. See its introduction for more detail.
Let X be a regular noetherian scheme of pure Krull dimension one. We do not
assume that X is separated.
1.1. Definition of the category Cd. Let d ≥ 1 be a positive integer.
1.1.1. We define the category Cd = CdX as follows. An object in C
d is a coherent
OX -module of finite length which admits a surjection from O
⊕d
X . For two objects
N and N ′ in Cd, the set HomCd(N,N
′) of morphisms from N to N ′ is the set of
isomorphism classes of diagrams
N ′ և N ′′ →֒ N
in the category of coherent OX -modules where the left arrow is surjective and the
right arrow is injective. Here two diagrams N ′ և N ′′ →֒ N and N ′ և N ′′′ →֒ N
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are considered to be isomorphic if there exists an isomorphism N ′′
∼=
−→ N ′′′ of OX -
modules such that the diagram
N ′ և N ′′ →֒ N
‖ ↓ ∼= ‖
N ′ և N ′′′ →֒ N
is commutative. The composition of two morphisms N ′ և M →֒ N and N ′′ և
M ′ →֒ N ′ is seen in the following diagram:
N
↑
N ′ և M
↑  ↑
N ′′ և M ′ և M ×N ′ M ′
where the square means that the square is cartesian. This definition of morphisms is
due to Quillen ([Qu]) except that here we take morphisms in the opposite direction.
An object of the category Cd can be regarded as an object of the category of
OX -modules. Since these two categories have quite different types of morphisms,
it may cause serious confusion when we discuss the morphisms of the category Cd.
To avoid such confusion, we use the following terminology: for two objects N and
N ′ of Cd, a morphism from N to N ′ in Cd is referred to as a morphism from N to
N ′, while a morphism from N to N ′ in the category of OX -modules is referred to
as a homomorphism from N to N ′.
Remark 1.1.1.1. For a coherent OX -module M of finite length, the condition
that M admits a surjection from O⊕dX is equivalent to the condition that M admits
a surjection from a locally free OX -module of rank d. It is clear that the former
condition implies the latter condition. Let us prove that the latter condition im-
plies the former condition. To do this we need to introduce some notation. For an
effective Cartier divisor Z ⊂ X , we let iZ : Z →֒ X denote the canonical inclusion
and IZ ⊂ OX the sheaf of ideals defining Z. We note that Z is affine and artinian.
We say that an OX -module M is annihilated by IZ if the adjunction homomor-
phism M → iZ∗i
∗
ZM is an isomorphism. Let M be a coherent OX -module of finite
length, the condition that M admits a surjection φ : F ։ M from a locally free
OX -module F of rank d. By our assumption, there exists an effective Cartier di-
visor Z ⊂ X such that M is annihilated by IZ . Since Z is artinian, there exists
an isomorphism α : O⊕dZ
∼=
−→ i∗ZF of OZ -modules. Since i
∗
Z is right exact and iZ∗ is
exact, the composite
O⊕dX → iZ ∗ i
∗
ZO
⊕d
X = iZ∗O
⊕d
Z
iZ∗(α)−−−−→ iZ∗i
∗
ZF
iZ∗i
∗
Z(φ)−−−−−−→ iZ∗i
∗
ZM
∼=−→M
is a surjective homomorphism of OX -modules. Hence M admits a surjection from
O⊕dX .
1.1.2. Suppose that X = Spec (A) is an affine scheme. Then the functor
that sends N to the A-module of the global section Γ(X,N) gives an equivalence
of categories from the category of coherent OX -modules of finite length to the
category of A-modules of finite length. For an A-module M of finite length, (resp.
a morphism f of A-modules of finite length), we denote, by abuse of notation,
the corresponding coherent OX -module of finite length (resp. the corresponding
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morphism of coherent OX -modules of finite length) by the same symbol M (resp.
f) if there is no risk of confusion.
1.1.3. Let N be an object in Cd. For an automorphism α : N
∼=−→ N of N as
an OX -module, we let z(α) denote the morphism N → N in Cd represented by the
diagram
N
α
←− N
=
−→ N
of OX -modules. It is easy to see that any endomorphism of N in C
d is an auto-
morphism and the map z : AutOX (N) → AutCd(N) which sends α to z(α) is an
isomorphism of groups. For an automorphism α : N
∼=
−→ N of N as an OX -module,
we denote, by abuse of notation, the automorphism z(α) of N in Cd by the same
symbol α if there is no risk of confusion.
1.1.4. We often consider the following two types of morphisms in Cd. Let N
be an object in Cd. For a sub OX -module N ′ of N , the morphism N ′ = N ′ →֒ N
in Cd is denoted by rN,N ′ : N → N ′. For a quotient OX -module N ′′ of N , the
morphism N ′′ և N = N in Cd is denoted by mN,N ′′ : N → N
′′.
1.2. The set C(N,N ′).
1.2.1. In Section 1.1.1, we define the morphisms in Cd as some equivalences
classes of diagrams. However the definition is often inconvenient for practical use
since we are forced to make some efforts in checking if two diagrams belong to the
same equivalence class. In this paragraph we will give an alternative description of
the morphisms in Cd. Although the latter description is a little more ad-hoc, it is
more suitable for the actual computation.
LetN andN ′ be objects in Cd. Let C(N,N ′) denote the set of triples (N1, N2, α)
of OX -submodules N1 ⊂ N2 ⊂ N and an isomorphism α : N2/N1
∼=
−→ N ′ of OX -
modules. For (N1, N2, α) ∈ C(N,N ′), we denote by α˜ : N2 → N ′ the composite
of α with the surjection N2 ։ N2/N1. To each triple (N1, N2, α) ∈ C(N,N ′) we
associate the morphism N → N ′ in Cd represented by the diagram
N ′
α˜
←− N2
⊂
−→ N.
This gives a map C(N,N ′)→ HomCd(N,N
′).
Lemma 1.2.1.1. The map C(N,N ′)→ HomCd(N,N
′) is bijective.
Proof. We construct the inverse map. Let f : N → N ′ be a morphism
represented by a diagram
N ′
q
←− N ′′
i
−→ N.
We set N1 = i(Ker q) and N2 = i(N
′′). The homomorphism i induces an isomor-
phism N ′′/Ker q ∼= N2/N1. Let α : N2/N1
∼=
−→ N ′ denote the composite of the
inverse of this isomorphism with the isomorphism N ′′/Ker q ∼= N ′ induced by q.
By sending f to the triple (N1, N2, α) we obtain a map HomCd(N,N
′)→ C(N,N ′).
It is then easy to check that this map is the desired inverse. 
Corollary 1.2.1.2. Suppose that the residue fields of all closed points of X
are finite fields. Then for any two objects N , N ′ in Cd, the set HomCd(N,N
′) is a
finite set.
Proof. Since the set C(N,N ′) is a finite set, the claim follows from Lemma
1.2.1.1. 
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We describe how the composition of morphisms in Cd is expressed via the
bijection in Lemma 1.2.1.1.
Lemma 1.2.1.3. Let N
f
−→ N ′
g
−→ N ′′ be a diagram in Cd. Let (N1, N2, α) ∈
C(N,N ′) and (N ′1, N
′
2, β) ∈ C(N
′, N ′′) be triples corresponding to the morphisms
f and g, respectively. Then the triple in C(N,N ′′) corresponding to g ◦ f is equal
to (α˜−1(N ′1), α˜
−1(N ′2), β ◦α). Here α : α˜
−1(N ′2)/α˜
−1(N ′1)
∼=
−→ N ′2/N
′
1 is the isomor-
phism induced by α˜.
Proof. The diagram
N ′
α˜
←− N2
↑ ↑
N ′2
α˜
←− α˜−1(N ′2),
where the vertical maps are the inclusions, is commutative and cartesian. It then
follows from the definition of the composite of the morphisms in Cd that g ◦ f is
represented by the diagram
N ′′
β˜◦α˜
←−− α˜−1(N ′2)
⊂
−→ N.
Since the kernel of the homomorphism β˜ ◦ α˜ : α˜−1(N ′2)→ N
′′ is equal to α˜−1(N ′1),
the claim follows. 
Let N be an object of Cd. Let Pair(N) denote the following poset. The
elements of Pair(N) are the pairs (N1, N2) of OX -submodules of N with N1 ⊂ N2.
For two elements (N1, N2) and (N
′
1, N
′
2) of Pair(N), we have (N1, N2) ≤ (N
′
1, N
′
2)
if and only if N ′1 ⊂ N1 ⊂ N2 ⊂ N
′
2. By associating, to each element (N1, N2) of
Pair(N) to the equivalence class of the diagram
N2/N1 և N2 →֒ N,
we obtain a contravariant functor from Pair(N) regarded as a category to the
undercategory CdN/. Let us denote this functor by N
Lemma 1.2.1.4. The functor  is an anti-equivalence of categories.
Proof. It follows from Lemma 1.2.1.1 and the bijectivity of the map z in
Section 1.1.3 that the functor  is essentially surjective.
Let (N1, N2) and (N
′
1, N
′
2) be two elements of Pair(N). Let (M1,M2, α) be an
element of C(N2/N1, N
′
2/N
′
1) and let f : N2/N1 → N
′
2/N
′
1 denote the corresponding
morphism in Cd. Then it follows from Lemma 1.2.1.3 that the equality N(N1, N2) =
f ◦N(N ′1, N
′
2) holds if and only if (N
′
1, N
′
2) ≤ (N1, N2),M1 = N
′
1/N1,M2 = N
′
2/N1,
and α is equal to the inverse of the isomorphism N ′2/N
′
1
∼=
−→ (N ′2/N1)/(N
′
1/N1)
induced by the quotient homomorphism N ′2 → N
′
2/N1. This shows that the functor
 is fully faithful. 
Example 1.2.1.5. We explain how to compute the group AutN ′(N) for a mor-
phism f : N → N ′ in Cd. Let (N1, N2, α) ∈ C(N,N ′) the triple corresponding to f .
If β : N
∼=
−→ N is an OX-linear automorphism, then it follows from Lemma 1.2.1.3
that the composite of the automorphism N ∼= N corresponding to (N, 0, β) with f
is given by the triple (β−1(N1), β
−1(N2), α ◦ β), where β : β−1(N2)/β−1(N1)
∼=
−→
N2/N1 is the isomorphism induced by β. Hence the group AutN ′(N) is isomorphic
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to the subgroup of elements β ∈ AutOX (N) such that β(Ni) = Ni for i = 1, 2 and
that the automorphism of N2/N1 induced by β is equal to the identity.
1.3. Fibrations and cofibrations.
1.3.1. A morphism f : N → N ′ in Cd is called a fibration (resp. a cofibration)
if it is represented by a diagram
N ′
p
և N ′′
i
→֒ N
of OX -modules, in which i (resp. p) is an isomorphism. In particular for a quotient
OX -module (resp. an OX -submodule) N ′ of an objectN ∈ Cd, the morphismmN,N ′
(resp. rN,N ′) is a fibration (resp. a cofibration). We will use the following properties
satisfied by fibrations and cofibrations.
Lemma 1.3.1.1. (1) Let
M
f
−−−−→ N
r
y my
M ′
f ′
−−−−→ N ′
be a commutative diagram in Cd, where r is a cofibration and m is a
fibration. Then there exists a morphism h : M ′ → N in Cd satisfying
f = h ◦ r and f ′ = m ◦ h.
(2) Any morphism f in Cd is of the form f = m ◦ r where r is a cofibration
and m is a fibration.
(3) Any isomorphism in Cd is a fibration.
(4) Let M
f
−→ N
g
−→ N ′ be morphisms in Cd. Then the composite g ◦ f is a
fibration if and only if f and g are fibrations.
Proof. Let the notation be as in the claim (1) and let (M1,M2, α1) ∈ C(M,N),
(M3,M4, α2) ∈ C(M,M ′) and (M5,M6, α3) ∈ C(M,N ′) denote the triple corre-
sponding to the morphisms f , r, and m◦f . Since m◦f factors through both f and
r, we have M1 ⊂M5 ⊂ M6 ⊂M2 and M3 ⊂ M5 ⊂ M6 ⊂ M4. Since r is a cofibra-
tion, we have M3 = 0. Since m is a fibration, we have M6 = M2. This shows that
M3 ⊂ M1 ⊂ M2 ⊂ M4. For i = 1, 2, let M ′i denote the image of Mi under the iso-
morphism α2 : M4 = M4/M3
∼=
−→M ′. We define the isomorphism β : M ′2/M
′
1 → N
to be the composite of the inverse of the isomorphism M2/M1
∼=
−→M ′2/M
′
1 induced
by α2 with the isomorphism α1. Let h : M
′ → N be the morphism in Cd corre-
sponding to the triple (M ′1,M
′
2, β). Then it is easy to check that f = h ◦ r. Since
f ′ ◦ r = m ◦ f = m ◦ h ◦ r and r is an epimorphism in Cd, we have f ′ = m ◦ h. This
proves the claim (1).
Let f : N → N ′ be a morphism in Cd represented by a diagramN ′
p
և N ′′
i
→֒ N .
Then f is equal to the composite of the cofibration represented by N ′′
=
←− N ′′
i
→֒ N
and the fibration N ′
p
և N ′′
=
−→ N ′′. This proves the claim (2).
The claim (3) is obvious.
Let the notation be as in the claim (4). Let (M1,M2, α1) ∈ C(M,N) and
(M3,M4, α2) ∈ C(M,N ′) denote the triples corresponding to the morphisms f and
g ◦ f , respectively. Since g ◦ f factors through f , we have M1 ⊂ M3 ⊂ M4 ⊂ M2.
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It can be checked that f (resp. g, resp. g ◦ f) is a fibration if and only if M2 = M
(resp. M4 =M , resp. M4 =M2). Hence the claim (4) follows.

Remark 1.3.1.2. The statements of Lemma 1.3.1.1 remain valid if we exchange
the roles of fibrations and those of cofibrations. We can check this by using the
functor D which will be introduced later. For example, in the notation of the claim
(4), f and g are cofibrations if g ◦ f is a cofibration. We did not include this
statement as a part of Lemma 1.3.1.1 since we will not use this in the sequel.
1.4. Lattices. Let π0(X) denote the set of connected components of X . The
set π0(X) is a finite set and each X
′ ∈ π0(X) is an integral scheme. We let ηX′
denote the generic point of X ′. Set ηX =
∐
X′∈π0(X)
ηX′ and let jX : ηX →∐
X′∈π0(X)
X ′ = X denote the canonical morphism. We set KX = jX∗j
∗
XOX and
call it the sheaf of total ring of fractions on X . We regard OX as an OX -submodule
of KX via the adjunction homomorphism OX → KX .
1.4.1. We set
V = K⊕dX .
We say that an OX -submodule L of V is an OX -lattice of V if L is coherent and
j∗XV/L = 0. For example, the OX -submodule O
⊕d
X of K
⊕d is an OX -lattice of V .
Lemma 1.4.1.1. Let L be an OX-lattice of V . Then L is a locally free OX -
module of rank d.
Proof. Since the question is local, we may assume that X = Spec R is a
spectrum of discrete valuation ring. Let K denote the field of fractions of R.
It suffices to show that any finite generated R-submodule N of K⊕d such that
(K⊕d/N) ⊗R K = 0 is free of rank d. The last claim follows from the well-known
fact that any finitely generated torsion-free R-module is free. 
Lemma 1.4.1.2. Let L1, L2 be OX-lattices in V . Then both L1∩L2 and L1+L2
are OX-lattices of V .
Proof. The OX -module L1 ∩ L2 is coherent since it is a quasi-coherent OX -
submodule of L1 and X is noetherian. We have j
∗
XV/(L1 ∩ L2) = 0 since it is
isomorphic to an OηX -submodule of of j
∗
X(V/L1 ⊕ V/L2) = 0. This shows that
L1 ∩ L2 is an OX -lattice of V .
The OX -module L1 + L2 is coherent since it is quasi-coherent and finitely
generated, and X is noetherian. We have j∗XV/(L1 + L2) = 0 since it is a quotient
of j∗XV/L1 = 0. This shows that L1 + L2 is an OX -lattice of V . 
Lemma 1.4.1.3. Let L be an OX-lattice of V . Then for an OX-submodule L′
of V , the following conditions are equivalent:
(1) Both (L+L′)/L and (L+L′)/L′ are coherent OX -modules of finite length.
(2) Both L/(L∩L′) and L′/(L∩L′) are coherent OX -modules of finite length.
(3) L′ is an OX-lattice of V .
Proof. The equivalence of the first two conditions is obvious since L/(L∩L′) ∼=
(L+ L′)/L′ and L′/(L ∩ L′) ∼= (L + L′)/L.
Suppose that L satisfies Condition (2). The OX -module L∩L′ is coherent since
both L and L/(L∩L′) are coherent. Since L′/(L∩L′) are coherent, it follows that
L′ is coherent. Observe that j∗XV/L
′ is a quotient of j∗XV/(L ∩ L
′). Since both
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j∗XV/L and j
∗
XL/(L ∩ L
′) vanish, we have j∗XV/(L ∩ L
′) = 0. Hence j∗XV/L
′ = 0.
This proves that Condition (2) implies Condition (3).
Suppose that L′ satisfies Condition (3). Since both j∗XV/L
′ and j∗XV/L vanish,
we have
(1.1) j∗X(L+ L
′)/L = j∗X(L + L
′)/L′ = 0.
Note that the OX -modules (L+L′)/L and (L+L′)/L′ are coherent since they are
quasi-coherent and finitely generated, and X is noetherian. Since X is noetherian
of Krull dimension one, (1.1) shows that both (L + L′)/L and (L + L′)/L′ are of
finite length. Hence Condition (3) implies Condition (1). 
1.5. Enough Galois coverings. In this paragraph, we prove that the set
Mor(Cd) of the morphisms in Cd contains enough Galois coverings.
Proposition 1.5.0.1. The set of the morphisms in Cd contains enough Galois
coverings. Moreover, if f : N → N ′ is a fibration in Cd, then there exists a fibration
h : M → N in Cd such that the composite f ◦ h is a Galois covering in Cd.
To prove Proposition 1.5.0.1 we use the following lemma.
Lemma 1.5.0.2. Let f : N → N ′ be a morphism in Cd given by the diagram
N ′
p
և N ′′
i
→֒ N . Suppose that there exist OX-submodules N1, N2 ⊂ N ′ and effective
Cartier divisors Z1, Z2 ⊂ X such that p−1(N1) ∼= iZ1∗O
⊕d
Z1
and N/i(p−1(N2)) ∼=
iZ2∗O
⊕d
Z2
. Then f is a Galois covering in Cd.
Proof. LetM be an object in Cd. It suffices to show that the group AutN ′(N)
acts freely on the set HomCd(M,N) and that the map αM : HomCd(M,N) →
HomCd(M,N
′) given by the composition with f induces an injective map from
AutN ′(N)\HomCd(M,N) to HomCd(M,N
′).
Lemma 1.2.1.4 shows that any morphism in Cd is an epimorphism. It follows
that the group AutN ′(N) freely acts on the set HomCd(M,N). Hence it suffices to
prove that, for any x ∈ HomCd(M,N
′), the group AutN ′(N) acts transitively on
the set α−1M (x) if α
−1
M (x) is non-empty.
Take an element x ∈ HomCd(M,N
′) and let us consider the set α−1M (x). Suppose
y ∈ α−1M (x) is given by the diagram N
s′
և F
s
→֒ M . We let F ′1 = s
′−1(i(p−1(N1))),
F ′2 = s
′−1(i(p−1(N2))), and F
′′ = Ker s′.
Let I1,I2 ⊂ OX denote the sheaves of ideals defining the closed subschemes
Z1, Z2, respectively. Since F
′
1/F
′′ ∼= iZ1∗O
⊕d
Z1
, F/F ′2
∼= iZ2∗O
⊕d
Z2
, and M is gener-
ated by d elements, it follows that F ′1/F
′′ ∼= iZ1∗i
∗
Z1
F ′1 and F/F
′
2 is equal to the
maximal OX -submodule of M/F ′2 annihilated by I2. Hence F
′′ = I1F ′1 and F
is equal to the maximal OX -submodule M ′ of M satisfying I2M ′ ⊂ F ′2. Since
s(F ′1) and s(F
′
2) depend only on x, the OX -submodules s(F ) and s(F
′′) of M are
uniquely determined by x and are independent of the choice of y. Note that y
is the composite of the canonical morphism s(F )/s(F ′′) և s(F ) →֒ M and an
isomorphism s(F )/s(F ′′) ∼= N . Thus the set α−1M (x) is canonically isomorphic to
the subset of the set of isomorphisms s(F )/s(F ′′) ∼= N such that the composite
M → s(F )/s(F ′′) ∼= N → N ′ equals the morphism x. Hence the group AutN ′(N)
acts transitively on the set α−1M (x). This proves the claim. 
Proof of Proposition 1.5.0.1. Let f : N → N ′ be a morphism in Cd. Let
(N1, N2, α) ∈ C(N,N
′) be the triple corresponding to the morphism f . Let us
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choose a surjection φ : O⊕dX ։ N and let L = φ
−1(N2). Let us take two effective
Cartier divisors Z,W ⊂ X such that N2 and N/N2 are annihilated by I = IZ
and J = IW , respectively. We note that I and J are invertible OX -modules.
Let us consider the product I J of ideals. We set M = L/I JL. Since N/N2
is annihilated by J , we have J ⊕d ⊂ L. We denote by i′ : J ⊕d/I JL →֒ M
the injective homomorphism induced by the inclusion J ⊕d ⊂ L. Since J is an
invertible OX -module, there exists an isomorphism b : OX/I J
∼=
−→ J /I J 2
of OX -modules. Let i : O
⊕d
X /IL →֒ M denote the composite of i
′ with the
isomorphism O⊕dX /IL
∼= J ⊕d/I JL induced by b. Since N2 is annihilated by
I , the submodule IL is contained in the kernel of φ. Hence the homomorphism
φ induces a surjective homomorphism p : O⊕dX /IL ։ N . Let h : M → N denote
the morphism represented by the diagram
N
p
← O⊕dX /IL
i
→M.
It then follows from Lemma 1.5.0.2 that the composite f ◦ h is a Galois covering.
This proves the claim. 
1.6. The category Cd0 .
1.6.1. We let Paird denote the following poset. The elements of Paird are
the pairs (L1, L2) of OX -lattices of V with L1 ⊂ L2. For two elements (L1, L2) and
(L′1, L
′
2) in Pair
d, we have (L1, L2) ≤ (L
′
1, L
′
2) if and only if L
′
1 ⊂ L1 ⊂ L2 ⊂ L
′
2.
We let Cd0 denote the opposite category of the poset Pair
d regarded as a small
category. By definition, the set of objects in Cd0 is that of Pair
d and for two elements
(L1, L2) and (L
′
1, L
′
2), the set HomCd0 ((L1, L2), (L
′
1, L
′
2)) consists of a single element
if (L1, L2) ≥ (L′1, L
′
2), and is the empty set otherwise. Here the symbol ≥ denotes
the ordering of the poset Paird. To avoid confusion, we never use the symbols ≥
and ≤ to denote the ordering of the dual poset Cd0 .
1.6.2. Let ιd0 : C
d
0 → C
d denote the following functor. For (L1, L2) ∈ Pair
d,
we set ιd0((L1, L2)) = L2/L1, which, by Lemma 1.4.1.3, Lemma 1.4.1.1 and Re-
mark 1.1.1.1, is an object in Cd. For two elements (L1, L2), (L′1, L
′
2) ∈ Pair
d with
(L1, L2) ≤ (L′1, L
′
2), the functor ι
d
0 sends the unique morphism f : (L
′
1, L
′
2) →
(L1, L2) in Cd0 to the morphism in C
d represented by the diagram
L2/L1 և L2/L
′
1 →֒ L
′
2/L
′
1.
We introduce the following full subcategories Cd0,m and C
d
0,r of C
d
0 : the objects
of Cd0,m (resp. C
d
0,r) are the objects (L1, L2) of C
d
0 satisfying L1 ⊂ L2 ⊂ O
⊕d
X (resp.
O⊕dX ⊂ L1 ⊂ L2). Let ι
d
0,m and ι
d
0,r denote the restriction of ι
d
0 to C
d
0,m and C
d
0,r,
respectively.
Lemma 1.6.2.1. The categories Cd0 , C
d
0,m and C
d
0,r are Λ-connected.
Proof. Let C0 denote one of the three categories Cd0 , C
d
0,m and C
d
0,r. Let
(L1, L2) and (L
′
1, L
′
2) be objects of C0. We set L
′′
1 = L1 ∩ L
′
1 and L
′′
2 = L2 + L
′
2.
By Lemma 1.4.1.2, we have (L′′1 , L
′′
2) ∈ Pair
d. One can check easily that (L′′1 , L
′′
2)
is an object of C0. Since L′′1 ⊂ L1 ⊂ L2 ⊂ L
′′
2 and L
′′
1 ⊂ L
′
1 ⊂ L
′
2 ⊂ L
′′
2 , we have a
diagram (L1, L2)← (L
′′
1 , L
′′
2)→ (L
′
1, L
′
2) in C0. This proves the claim.
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1.7. The first main theorem. Let T d (resp. T dm, resp. T
d
r ) denote the set
of morphisms (resp. fibrations, resp. cofibrations) in Cd. The main result of this
section is the following:
Theorem 1.7.0.1. The set T d, T dm, and T
d
r are semi-localizing collections of
morphisms in Cd. Let Jd, Jdm,and J
d
r denote the Grothendieck topologies on C
d
associated to T d, T dm, and T
d
r , respectively, in the sense of [Kon-Ya3, Lemma
2.3.4]. Then (Cd, Jd), (Cd, Jdm), and (C
d, Jdr ) are Y -sites in the sense of [Kon-Ya3,
Def. 5.4.2]. Moreover, the pairs (Cd0 , ι
d
0), (C
d
0,m, ι
d
0,m), and (C
d
0,r, ι
d
0,r) are grids of
(Cd, Jd), (Cd, Jdm), and (C
d, Jdr ), respectively in the sense of [Kon-Ya3, Definition
5.5.3].
1.8. Proof of Theorem 1.7.0.1 for T d. First we prove Theorem 1.7.0.1 for
T d. We use the following:
Proposition 1.8.0.1. Let C be an essentially small category. Let (C0, ι0) be a
pair of a small category C0 and a functor ι0 : C0 → C. Suppose that the following
conditions are satisfied.
(1) The category C0 is a poset and is Λ-connected,
(2) The set of the morphisms in C contains enough Galois coverings,
(3) The functor ι0 is essentially surjective,
(4) For any object X of C0, ι0,/X : C0,/X → C/ι0(X) is essentially surjective,
(5) For any object X of C0, the functor ι0,X/ : C0,X/ → Cι0(X)/ is an equiva-
lence of categories.
Then the category C is semi-cofiltered, the pair (C, J), where J denotes the atomic
topology on C, is a Y -site, and the pair (C0, ι0) is a grid of (C, J).
Remark 1.8.0.2. The conditions (1), (3), (4), and (5) above are identical to
the four conditions, given in [Kon-Ya3, Definition 5.5.1], for the pair (C0, ι0) to
be a pregrid when C is a Λ-connected category. The reason why we restate these
four conditions instead of imposing that (C0, ι0) is a pregrid is that we would like
to apply Proposition 1.8.0.1 to the situation where we do not a priori know if
C is Λ-connected, and where C turns out to be Λ-connected as a consequence of
Proposition 1.8.0.1.
Proof. First we prove that C is semi-cofiltered. Let Y1
f1
−→ X
f2
←− Y2 be a
diagram in C. By Condition (3), one can take an objectX ′ of C0 and an isomorphism
ι0(X
′) ∼= X in C. By Condition (4), one can choose a diagram Y ′1
f ′1−→ X ′
f ′2←− Y ′2
and isomorphisms β1 : ι0(Y
′
1)
∼= Y1, β2 : ι0(Y ′2)
∼= Y2 such that the diagram
ι0(Y
′
1)
ι0(f
′
1)−−−−→ ι0(X
′)
ι0(f
′
2)←−−−− ι0(Y
′
2)
β1
y αy yβ2
Y1
f1
−−−−→ X
f2
←−−−− Y2
is commutative. Since the category C0 is Λ-connected, there exists a diagram Y ′1
g1
←−
Z ′
g2
−→ Y ′2 in C0. Since C0 is a poset, we have f
′
1 ◦ g1 = f
′
2 ◦ g2. Set Z = ι0(Z
′). We
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have a commutative diagram
Z
β2◦ι0(g2)
−−−−−−→ Y2
β1◦ι0(g1)
y yf2
Y1
f1
−−−−→ X
in C. This shows that the category C is semi-cofiltered.
Let J denote the atomic topology on C. Since C0 is a poset, any morphism in
C0 is an epimorphism. Hence Condition (5) implies that any morphism in C is an
epimorphism. This shows that (C, J) is a B-site in the sense of [Kon-Ya3, Def.
4.2.1]. Since C0 is Λ-connected and ι0 is essentially surjective, the category C is also
Λ-connected. This shows that (C, J) is a Y -site. The claim that (C0, ι0) is a grid of
(C, J) follows immediately from Conditions (1)-(5). 
Remark 1.8.0.3. Let (C0, ι0) be a grid of a Y -site (C, J), and let ι
∗
0T (J) denote
the set of morphisms in C0 of type J . Then T (J) is semi-localizing in the sense of
[Kon-Ya3, Def. 2.3.1]. Let ι∗0J denote the Grothendieck topology on C0 associated
to ι∗0T (J) in the sense of [Kon-Ya3, Lemma 2.3.4]. Then (C0, ι
∗
0J) is a B-site, and
satisfies Conditions (1) and (3) of [Kon-Ya3, Definition 5.4.2]. However (C0, ι∗0J)
is not necessarily a Y -site, since C0(ι∗0J) is not necessarily Λ-connected.
Proof of Theorem 1.7.0.1 for T d. It suffices to show that the category
C = Cd and the pair (C0, ι0) = (C
d
0 , ι
d
0) satisfy Conditions (1)-(5) in Proposition
1.8.0.1.
Condition (1) follows from Lemma 1.6.2.1. Condition (2) follows from Propo-
sition 1.5.0.1.
Let N be an arbitrary object of C. Let us take a surjection p : O⊕dX ։ N and
let L denote the kernel of p. Then the pair (L,O⊕dX ) is an object of C0 and p induces
an isomorphism O⊕dX /L
∼= N . This proves that Condition (3) is satisfied.
Condition (4) follows from Proposition 1.8.0.4 below.
Let us prove that Condition (5) is satisfied. Let X be an object of C0 and let
N = ι0(X). Then the undercategory C0,X/ is isomorphic to the dual of the poset
Pair(N). Hence it follows from Lemma 1.2.1.4 that the functor ι0,X/ : C0,X/ →
Cι0(X)/ is an equivalence of categories. This proves that Condition (5) is satisfied.

The following statement is the technical heart of this section.
Proposition 1.8.0.4. Let (L1, L2) be an object of C
d
0 , and let N → L2/L1 be
a morphism in Cd represented by a diagram
L2/L1
p
ևM
j
→֒ N.
Then there exists an object (L′1, L
′
2) of C
d
0 with (L
′
1, L
′
2) ≥ (L1, L2) and isomor-
phisms f : L2/L
′
1
∼=
−→M and g : L′2/L
′
1
∼=
−→ N of OX-modules such that the diagram
L2/L1 ←−−−− L2/L′1
⊂
−−−−→ L′2/L
′
1∥∥∥ fy yg
L2/L1
p
←−−−− M
j
−−−−→ N
of OX-modules is commutative.
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Proof. Let us take an effective Cartier divisor Z ⊂ X such that M is an-
nihilated by the sheaf IZ of ideals defining Z. Let α denote the quotient homo-
morphism α : L2 → L2/L1. Since Z is artinian, one can take projective covers
β1 : P1 ։ i
∗
Z(L2/L1) and β2 : P2 ։ i
∗
ZM in the category of quasi-coherent OZ -
modules. Then there exist homomorphisms γ1 : i
∗
ZL2 → P1 and γ2 : P2 → P1
satisfying i∗Z(α) = β1 ◦ γ1 and i
∗
Z(p) ◦ β2 = β1 ◦ γ2. Since projective covers are
essential surjections, the homomorphisms γ1 and γ2 are surjective. Hence by the
projectivity of P1 and P2, one can choose a right inverse si of γi for i ∈ {1, 2}.
This in particular implies that Kerγi is locally free. Since M admits a surjection
from O⊕dX , one can show, by comparing the the local ranks of Ker γ1 and Ker γ2,
that there exists a surjective homomorphism f1 : Ker γ1 ։ Ker γ2. We have a
decomposition of i∗ZL2 into the direct sum i
∗
ZL2 = s1(P1) ⊕ Ker γ1. We define
f2 : i
∗
ZL2 → P2. to be the following homomorphism: the restriction of f2 to s1(P1)
is equal to the composite
s1(P1) ∼= P1
s2−→ P2
and the restriction of f2 to Ker γ1 is equal to the composite
Kerγ1
f1
−→ Ker γ2 →֒ P2
It is easy to check that f2 is a surjective homomorphism. We let f
′ denote the
composite
L2 → iZ∗i
∗
ZL2
iZ∗(f2)−−−−−→ iZ∗P2
iZ∗(β2)−−−−−→ iZ∗i
∗
ZM
∼= M.
Then the homomorphism f ′ is surjective.
Let L′1 denote the kernel of f
′ and f the isomorphism L2/L
′
1
∼=−→ M induced
by f ′. It follows from Lemma 1.4.1.3 that L′1 is an OX -lattice in V . Then f
′
induces an injective homomorphism α′ : M →֒ V/L′1. Let us take injective hulls
β′1 : M →֒ J1 and β
′
2 : N →֒ J2 of M and N , respectively, in the category of
OX -modules. Then there exist homomorphisms γ′1 : J1 → V/L
′
1 and γ
′
2 : J1 → J2
satisfying α′ = γ′1 ◦ β
′
1 and β
′
2 ◦ j = γ
′
2 ◦ β
′
1. Since injective hulls are essential
injections, the homomorphisms γ′1 and γ
′
2 are injective. Hence by the injectivity of
J1 and J2, one can choose a left inverse ti of γ
′
i for i ∈ {1, 2}. The two OX -modules
Ker t1 and Ker t2 are torsion divisible OX -modules which are co-finitely generated.
One can show, by comparing the local coranks of Ker t1 and Ker t2, that there
exists a injective homomorphism g1 : Ker t2 ։ Ker t1. We have a decomposition of
J2 into the direct sum J2 = γ
′
2(J1) ⊕ Ker t2. We define g2 : J2 → V/L
′
1 to be the
following homomorphism: the restriction of g2 to γ
′
2(J1) is equal to the composite
γ′2(J1)
∼= J1
γ′1−→ V/L′1
and the restriction of g2 to Ker t2 is equal to the composite
Ker t2
g1
−→ Ker t1 →֒ V/L
′
1.
Then the homomorphism g2 is injective. We let g
′ : N → V/L′1 denote the com-
posite N
β′2−→ J2
g2
−→ V/L′1. Let L
′
2 denote the inverse image under the homomor-
phism V ։ V/L′1 of the image of g
′. We let g denote the inverse of isomorphism
N
∼=
−→ L′2/L1 induced by g
′. By construction, we have the following commutative
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diagram
L2/L1 ←−−−− L2/L′1
⊂
−−−−→ L′2/L
′
1∥∥∥ fy∼= ∼=yg
L2/L1
p
←−−−− M
j
−−−−→ N
of OX -modules, where the vertical arrows are isomorphisms. This proves the claim.

1.9. Proof of Theorem 1.7.0.1 for T dm.
Lemma 1.9.0.1. Let f : N → N ′ be a Galois covering in Cd. Suppose that f is
the composite f = m ◦ r of a cofibration r and a fibration m. Then m is a Galois
covering in Cd
Proof. We apply Lemma 4.2.6 of [Kon-Ya3] to the B-site (Cd, Jd). It suffices
to show that any automorphism in AutN ′(N) descends to an automorphism in
AutN ′(M), where M denotes the domain of the morphism m. Let g˜ ∈ AutN ′(N)
and consider the commutative diagram
N
r◦g˜
−−−−→ M
r
y my
M
m
−−−−→ N ′
in Cd. It follows from Lemma 1.3.1.1 (1) that there exists a morphism g :M →M
over N ′ such that r ◦ g˜ = g ◦ r. Since any endomorphism of M is an automorphism,
we have g ∈ AutN ′(M). This shows that g˜ descends to the automorphism g. This
proves the claim. 
Lemma 1.9.0.2. T dm is a semi-localizing collection of morphisms in C
d.
Proof. It follows from (3) and (4) of Lemma 1.3.1.1 that T dm contains all the
identity morphisms in Cd and is closed under the composition. Let Y1
f1
−→ X
f2
←− Y2
be a diagram in Cd such that the morphism f2 belongs to T dm. Since we have shown
that Cd is semi-cofiltered, there exists a diagram Y1
g1
←− Z
g2
−→ Y2 in Cd satisfying
f1 ◦ g1 = f2 ◦ g2. It follows from (2) of Lemma 1.3.1.1 that one can write g1 as the
composite g1 = m ◦ r of a fibration m :W → Y1 with a cofibration r : Z →W . By
applying (1) of Lemma 1.3.1.1 to the diagram
Z
g2
−−−−→ Y2
r
y yf2
W
f1◦m
−−−−→ X,
we obtain a morphism h :W → Y2 satisfying f1 ◦m = f2 ◦ h, i.e, the diagram
W
h
−−−−→ Y2
m
y yf2
Y1
f1
−−−−→ X,
is commutative. This proves that T dm is a semi-localizing collection of morphisms
in Cd. 
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Let Jdm denote the A-topology on C
d associated to T dm. Recall that we have
shown that any morphism in Cd is an epimorphism. Hence it follows from (4) of
Lemma 1.3.1.1 that the site (Cd, Jdm) is a B-site and we have T
d
m = T (J
d
m) where
in the right hand side we used the notation in [Kon-Ya3, Def. 2.4.2].
Definition 1.9.0.3. Let C0, C be categories and let ι0 : C0 → C be a functor.
Let T be a set of morphisms in C.
A morphism f in C0 is called of type T if ι0(f) belongs to T . An object X of
C0 is called an edge object of C0 with respect to T if any morphism f : Y → X in
C0 is of type T .
Lemma 1.9.0.4. Let (L1, L2) be an object of C
d
0,m. Then (L1, L2) is an edge
object of Cd0,m with respect to T
d
m if and only if L2 = O
⊕d
X .
Proof. Suppose that L2 = O
⊕d
X . Then any object (L
′
1, L
′
2) of C
d
0,m with
(L1, L2) ≤ (L′1, L
′
2) satisfies L
′
2 = O
⊕d
X . This shows that (L1, L2) be an edge object
of Cd0,m.
Suppose that L2 6= O
⊕d
X . Then the unique morphism from (L1,O
⊕d
X ) to (L1, L2)
in Cd0,m is not of type T
d
m. Hence (L1, L2) is not an edge object of C
d
0,m. This
completes the proof. 
Corollary 1.9.0.5. The full subcategory Cd0,m,e ⊂ C
d
0,m of edge objects with
respect to T dm is Λ-connected. The restriction of the functor ι
d
0,m to C
d
0,m,e is essen-
tially surjective.
Proof. For any two objects (L1,O
⊕d
X ) and (L
′
1,O
⊕d
X ) of C
d
0,m,e, we have a
diagram (L1,O
⊕d
X ) ← (L1 ∩ L
′
1,O
⊕d
X ) → (L
′
1,O
⊕d
X ) in C
d
0,m,e. Hence C
d
0,m,e is Λ-
connected. The second claim follows since any object N of Cd admits a surjective
homomorphism from O⊕dX . 
Lemma 1.9.0.6. (Cd, Jdm) is a Y -site.
Proof. First we prove that T dm contains enough Galois coverings. Let f : Y →
X be a morphism which belongs to T dm. Since T
d contains enough Galois coverings,
there exists a morphism g : Z → Y in Cd such that the composite f ◦ g is a Galois
covering in Cd. Let us write, by using (2) of Lemma 1.3.1.1, the morphism g as a
composite g = m◦ r of a fibration m : W → Y with a cofibration r : Z →W . Then
it follows from Lemma 1.9.0.1 that f ◦m is a fibration which is a Galois covering.
This proves that T dm contains enough Galois coverings.
To complete the proof, it suffices to prove that the category Cd(T dm) is Λ-
connected. Let X and Y be two objects of Cd(T dm). By Corollary 1.9.0.5 one can
take edge objects X ′ and Y ′ with respect to T dm and isomorphisms ι0,m(X
′) ∼= X
and ι0,m(Y
′) ∼= Y in Cd. It follows again from Corollary 1.9.0.5 that there exists
a diagram X ′ ← Z ′ → Y ′. We set Z = ι0,d(Z
′). We thus obtain a diagram
X ← Z → Y in Cd. This proves that the category Cd(T dm) is Λ-connected and the
proof is complete. 
Proof of Theorem 1.7.0.1 for T dm. It suffices to prove that the Y -site (C, J) =
(Cd, Jdm) and the pair (C0, ι0) = (C
d
0,m, ι0,m) satisfy the four conditions in Definition
5.5.3 of [Kon-Ya3].
Condition (1) follows from Lemma 1.6.2.1, and Condition (2) follows from
Corollary 1.9.0.5.
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We check Condition (3). Let X = (L1, L2) be an object of Cd0,m and set X
′ =
ιd0,m(X). Let f
′ : Y ′ → X ′ be a morphism in Cd which belongs to T dm. It follows
from Proposition 1.8.0.4 that there exist an object Y = (L′1, L
′
2) of C
d
0 , a morphism
f : Y → X in Cd0 and an isomorphism ι
d
0(Y )
∼= Y ′ such that the diagram
ιd0(Y )
ιd0(f)−−−−→ ιd0,m(X)
∼=
y ∥∥∥
Y ′
f ′
−−−−→ X ′
is commutative. Since f ′ belongs to T dm, it follows that L
′
2 = L2. This implies
that Y is an object of Cd0,m. Hence f is a morphism in C
d
0,m and Condition (3) is
satisfied.
Let X be an object of Cd0,m. One can check easily that the functor C
d
0,m,X/ →
Cd0,X/ induced by the inclusion C
d
0,m →֒ C
d
0 is an equivalence of categories. We set
X ′ = ιd0,m(X). It follows from (5) of Lemma 1.3.1.1 that C
d
m,X′/ → C
d
X′/ induced by
the inclusion Cdm →֒ C
d is an equivalence of categories. Hence Condition (4) follows
from the corresponding condition for T d. 
1.10. The dual functors D and D0. We introduce two dual functors D and
D0. The first functor D is an anti auto-equivalence of the category Cd, which is
induced by a variant of the theory of duality over artinian local rings. The second
functor D0 is an anti auto-equivalence of the category Cd0 , which is given by taking
the OX -linear duals of locally free OX -modules.
1.10.1. We set D = KX/OX . For an OX -module N of finite length we set
D(N) = H omOX (N,D). For a homomorphism f : N → N
′ of OX -modules of
finite length, we let D(f) : D(N ′) → D(N) denote the homomorphism of OX -
modules given by the composite with f . It follows from the theory of duality over
artinian local rings that D(N) is an OX -module of finite length and the natural
homomorphism N → D(D(N)) is an isomorphism. Moreover, if the homomorphism
f is injective (resp. surjective), then the homomorphism D(f) is surjective (resp.
injective). We can also check that for each OX -module N of finite length, the OX -
module D(N) is (non-canonically) isomorphic to N . In particular if N is an object
in Cd, then D(N) is also an object in Cd.
1.10.2. Let N and N ′ be two objects of Cd and let f be a morphism from N
to N ′ in Cd. Let us choose a diagram
(1.2) N ′
p
←− N ′′
i
−→ N
of OX -modules which represents f . By applying the functor D to this diagram we
obtain
D(N ′)
D(p)
−−−→ D(N ′′)
D(i)
←−− D(N).
We note that D(p) is injective and D(i) is surjective. Let M ⊂ D(N) denote the
inverse image under D(i) of the image of D(p). Then the homomorphism D(i)
induces the surjective homomorphism q : M → D(N ′) of OX -modules. Let D(f)
denote the equivalence class of the diagram
D(N ′)
q
←−M
⊂
−→ D(N).
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One then can check that D(f) is a morphism from D(N) to D(N ′) in Cd and is
independent of the choice of a diagram (1.2) which represents f . By associating
D(f) for each morphism f in Cd we obtain a covariant functor D : Cd → Cd. More-
over, the isomorphism N → D(D(N)) for each object of Cd induces an isomorphism
idCd → D ◦ D of functors.
Proposition 1.10.2.1. Let f be a morphism in Cd. Then f is a cofibration
(resp. a fibration) if and only if D(f) is a fibration (resp. a cofibration).
Proof. It is immediate from the definition of the functor D. 
1.10.3. For a locally freeOX -module L of finite rank, we set L∨ = H omOX (L,OX).
If L = O⊕dX , then L
∨ is a free OX -module of rank d. Let us fix an isomorphism
α : (O⊕dX )
∨
∼=
−→ O⊕dX of OX -modules.
Let L be an OX -lattice of V . We regard L∨ as an OX -lattice of V in a way
depending on α as follows. We set
V ∗ = jX∗H omOηX (j
∗
XV,OηX ).
For any OX -lattice L′, the inclusion L′ →֒ V induces a morphism j∗XL
′ ∼= j∗XV .
This gives an isomorphism
(1.3) H omOηX (j
∗
XV,OηX ) ∼= j
∗
XL
′∨.
The isomorphism (1.3) applied to L′ = O⊕dX implies that the isomorphism α induces
an isomorphism V ∗ ∼= V . The inverse of the isomorphism (1.3) for L′ = L induces,
by adjunction, a homomorphism L′∨ → V ∗. By composing this with the inverse of
the isomorphism V ∗ ∼= V above, we obtain a homomorphism βL : L∨ → V . It is
easy to check that βL is injective and its image is an OX -lattice of V . We regard
L∨ as an OX -lattice of V by identifying L∨ with its image under βL.
By associating (L∨2 , L
∨
1 ) to each object (L1, L2) of C
d
0 , we obtain a contravariant
functor D0 from Cd0 to itself. One can check easily that D0◦D0 is equal to the identity
functor. It is clear that an object X of Cd0 is an object of C
d
0,m (resp. of C
d
0,r) if and
only if D0(X) is an object Cd0,r (resp. of C
d
0,m).
1.10.4. Let (L1, L2) be an object of Cd0 . We construct an isomorphism c(L1, L2) :
L∨1 /L
∨
2
∼=−→ D(L2/L1) as follows. Let us consider the functor D′ = RH om
•
OX (−,OX)
from the category of OX -modules to the derived category DX of OX -modules. We
regard the category of OX -modules as a full subcategory of DX . For a locally free
OX -module L of finite rank, we have a natural isomorphism D′(L) ∼= L∨. Observe
that the complex 0 → KX → D → 0 gives an injective resolution of the com-
plex OX . Hence for a coherent OX -module N of finite length we have a canonical
isomorphism D′(N) ∼= D(N)[−1].
By applying the functor D′ to the short exact sequence 0 → L1 → L2 →
L2/L1 → 0, we obtain a distinguished triangle D′(L2)→ D′(L1)→ D′(L2/L1)[1]
+1
−−→
which can be regarded as a short exact sequence 0→ L∨2 → L
∨
1 → D(L2/L1)→ 0.
The last exact sequence induces an isomorphism L∨1 /L
∨
2
∼=
−→ D(L2/L1) which we
denote by c(L1, L2).
1.11. Proof of Theorem 1.7.0.1 for T dr .
Proof of Theorem 1.7.0.1 for T dr . The isomorphism c(L1, L2) for each ob-
ject (L1, L2) of C
d
0 induces an isomorphism ι
d
0◦D0 ∼= D◦ι
d
0 of functors. In particular,
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we have a diagram
Cd0,r
D0−−−−→ Cd0,m
ιd0,r
y yιd0,m
Cd
D
−−−−→ Cd
of categories and functors, which is commutative up to isomorphisms of functors.
Hence the assertions of Theorem 1.7.0.1 for T dr follows from those for T
d
m 
This completes the proof of Theorem 1.7.0.1.
2. Computation of the absolute Galois monoids
We introduced Y -sites with underlying category Cd and grids in the previous
Section 1. The goal of this section is to compute the associated Galois monoid,
which is a topological monoid. The answer (Theorem 2.2.6.4) is, in the case of the
Y -site with atomic topology, that the Galois monoid is isomorphic to GLd(AX).
The grid for Cd are described in terms of OX -lattices, but the adelic objects
are closer to ÔX -lattices. Therefore we introduce the poset of ÔX -lattices and the
poset of pairs of such lattices. The comparison of these two types of lattices, hence
of the grids and abolute Galois monoids, is given in the earlier part of this section.
The steps in proving the theorem is as follows. We introduced the category of
OX -lattices in KdX (see Section 1.4) and poset of pairs of lattices. In the analogy
with the classical Galois theory of a base field, a lattice correponds to a finite
separable extension of the base field contained in a fixed separable closure of the
base field and a pair of lattices corresponds to an inclusion of two finite separable
extensions. In order to compare with the finite adeles, we introduce the category
of ÔX -lattices and the poset of pairs of lattices. Using these, we form a Y -site and
a grid, and a morphism from the original category. The absolute Galois monoid of
this latter pair of a Y -site and a grid can be computed to be GLd(AX) (or something
similar depending on the Grothendieck topology).
In Section 2.1, we recall the topological ring structure of the ring of finite adeles.
There is nothing new but we supplied details since it was not so easy to find them in
the literature and we use them for the proof of the main statements of this section.
Let X be as in the previous section, i.e., X is a regular noetherian scheme of
pure Krull dimension one. In this section we assume that the residue field at each
closed point is finite. We let |X | denote the set of closed points of X .
2.1. The ring AX of finite adeles on X.
2.1.1. For a closed point x ∈ |X |, let ÔX,x denote the completion of the
local ring OX,x at x, and Frac ÔX,x denote the field of fractions. We let AX =∏′
x∈|X| Frac ÔX,x denote the ring of (finite) adeles on X , and ÔX =
∏
x∈|X| ÔX,x ⊂
AX its ring of integers. Here
∏′
means the restricted direct product with respect
to the inclusions ÔX,x ⊂ Frac ÔX,x. For each x ∈ |X |, we regard the ring ÔX,x
as a topological ring with respect to the mX,x-adic topology, where mX,x ⊂ OX,x
denotes the maximal ideal. We regard the ring ÔX as a topological ring with
respect to the product topology. We endow AX with the finest topology such that
for any a ∈ AX , the map ÔX → AX which sends b to a+ b is continuous. In other
words, we say that a subset U ⊂ AX is open if the subset {b ∈ ÔX | a + b ∈ U}
of ÔX is open for any a ∈ AX . We will prove in Corollary 2.1.1.4 below that AX
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is a topological ring with respect to this topology. When X is the spectrum of the
ring of integers of a finite extension F of Q, the topological ring AX is the usual
(topological) ring of finite adeles of F .
Lemma 2.1.1.1. (1) ÔX is an open subset of AX .
(2) If U ⊂ AX is an open subset, then a+U is an open subset of AX for any
a ∈ AX .
(3) Let U ⊂ ÔX be a subset. Then U is an open subset of AX if and only if
U is an open subset of ÔX .
(4) Let U ⊂ AX be a subset. Then U is an open subset of AX if and only if
for any a ∈ U there exists an open neighborhood Ua of 0 in ÔX satisfying
a+ Ua ⊂ U .
Proof. The claim (1) follows from the definition of the topology of AX , since
the subset {b ∈ ÔX | a + b ∈ ÔX} of ÔX is equal to ÔX if a ∈ ÔX , and is empty
otherwise.
The claim (2) is obvious from the definition of the topology of AX .
The “only if” part of the claim (3) is obvious since the inclusion map ÔX →֒ AX
is continuous. We prove the “if” part. Suppose that U ⊂ ÔX is an open set of
ÔX . Since ÔX is a topological ring, a + U is an open set of ÔX for any a ∈ ÔX .
The claim follows from the definition of the topology of AX , since the subset {b ∈
ÔX | a + b ∈ U} of ÔX is equal to (−a) + U if a ∈ ÔX , and is empty otherwise.
This proves the claim (3).
The “if” part of the claim (4) follows from the claim (3). We prove the “only if”
part. Let U ⊂ AX be an open subset and let a ∈ U . Then Ua = {b ∈ ÔX | a+b ∈ U}
is an open subset of ÔX containing 0. Since a+ Ua ⊂ U , the claim follows. 
Corollary 2.1.1.2. The set of open ideals of ÔX forms a fundamental system
of neighborhoods of 0 both in ÔX and in AX .
Proof. Let U be an open set of ÔX containing 0. Since the open ideals of
ÔX,x forms a fundamental system of neighborhoods of 0 in ÔX,x, there exist a finite
subset S ⊂ |X | and an open ideal Is ⊂ ÔX,s for each s ∈ S such that U contains
the open ideal
∏
x 6∈S ÔX,x×
∏
s∈S Is. This proves that the open ideals of ÔX form
a fundamental system of neighborhoods of 0 in ÔX . It follows from Lemma 2.1.1.1
that they also form a fundamental system of neighborhoods of 0 in AX . 
Lemma 2.1.1.3. For any a ∈ AX the map AX → AX which sends b to ab is
continuous.
Proof. Let a = (ax)x∈|X| ∈ AX and let I ⊂ ÔX be an open ideal. By
Corollary 2.1.1.2, it suffices to prove that the set {b ∈ AX | ab ∈ I} contains an
open ideal of ÔX . There exists a finite subset S1 ⊂ |X | such that ax ∈ ÔX,x
for x 6∈ S1. There exist a finite subset S ⊂ |X | containing S1 and an open ideal
Is ⊂ ÔX,s for each s ∈ S such that I contains the open ideal
∏
x 6∈S ÔX,x×
∏
s∈S Is.
Let s ∈ S. It is easy to see that there exists an open ideal Js ⊂ ÔX,s satisfying
asJs ⊂ Is. We set J =
∏
x 6∈S ÔX,x×
∏
s∈S Js. Then J is an open ideal of ÔX which
satisfies aJ ⊂ I. This proves the claim. 
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Corollary 2.1.1.4. The addition AX × AX → AX and the multiplication
AX × AX → AX are continuous.
Proof. The claim for the addition follows immediately from Lemma 2.1.1.1
(2). We prove the claim for the multiplication. Let U ⊂ AX be an open set and let
(a, b) ∈ AX ×AX be a pair satisfying ab ∈ U . By Lemma 2.1.1.1 (2) and Corollary
2.1.1.2, it suffices to prove that there exist open ideals J1, J2 ⊂ ÔX satisfying
(a+ J1)(b+ J2) ⊂ U . It follows from Lemma 2.1.1.1 (2) and Corollary 2.1.1.2 that
there exists an open ideal I ⊂ AX satisfying ab + I ⊂ U . It follows from Lemma
2.1.1.3 that there exist open ideals J′1, J
′
2 ⊂ ÔX satisfying aJ
′
2 ⊂ I and bJ
′
1 ⊂ I. We
set Ji = J′i ∩ I for i = 1, 2. Then J1 and J2 are open ideals of ÔX and we have
(a + J1)(b + J2) ⊂ ab + aJ2 + bJ1 + J1J2 ⊂ ab + I + I + I2 ⊂ I. This proves the
claim. 
Lemma 2.1.1.5. (1) An element a = (ax)x∈|X| ∈ ÔX is invertible in AX
if and only if ax 6= 0 for all x ∈ |X | and ax ∈ Ô
×
X,x for all but finitely
many x ∈ |X |.
(2) If a ∈ ÔX is invertible in AX , then the ideal aÔX generated by a is an
open ideal of ÔX .
(3) Any open ideal I ⊂ ÔX is generated by an element a ∈ ÔX which is
invertible in AX .
(4) The open ideals of ÔX form a fundamental system of neighborhoods of
0 ∈ ÔX .
Proof. The claim (1) is obvious from the definition of AX .
Let a = (ax)x∈|X| ∈ ÔX be an element which is invertible in AX . The ideal
aÔX generated by a is equal, as a subset of AX , to the direct product of the ideals
axÔX,x of ÔX,x. It follows from the claim (1) that axÔX,x is a non-zero ideal of
ÔX,x for all x ∈ |X | and axÔX,x = ÔX,x for all but finitely many x ∈ |X |. Since
any non-zero ideal of ÔX,x is open, the claim (2) follows from the definition of the
topology on ÔX .
Let I ⊂ ÔX be an open ideal. Since the open ideals of ÔX,x form a fundamental
system of neighborhoods of 0 ∈ ÔX,x for each x ∈ |X |, there exist a finite subset
S ⊂ |X | and an open ideal Js ⊂ ÔX,s for each s ∈ S such that I contains the
direct product
∏
x 6∈S ÔX,x ×
∏
s∈S Js. This in particular implies that I is of the
form I =
∏
x 6∈S ÔX,x× IS for some open ideal IS ⊂
∏
s∈S ÔX,s. Since
∏
s∈S ÔX,s is
a direct product of finitely many rings, there exists an ideal Is for each s ∈ S such
that IS =
∏
s∈S Is as a subset of
∏
s∈S ÔX,s. Since Is ⊃ Js, the ideal Is is open in
ÔX,s and hence is generated by a non-zero element as ∈ ÔX,s. We set ax = 1 for
x ∈ |X | \ S. Then the element a = (ax)x∈|X| is invertible in AX and the ideal I is
generated by the element a. This proves the claim (3).
The claim (4) follows from the definition of the topology of ÔX and the well-
known fact that for each x ∈ |X |, the open ideals of ÔX,x form a fundamental
system of neighborhood of 0 ∈ ÔX,x. 
Corollary 2.1.1.6. (1) Any open ideal of ÔX is compact.
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(2) For any open ideals I1, I2 ⊂ ÔX , with I1 ⊂ I2, the quotient I2/I1 is finite
as an abelian group.
(3) The natural map ÔX → lim←−I
ÔX/I is bijective, where I runs over the open
ideals of ÔX .
Proof. Let I ⊂ ÔX be an open ideal. It follows from Lemma 2.1.1.5 that I
is equal to the direct product of open ideals of ÔX,x where x runs over the closed
points of X . Since any open ideal of ÔX,x is compact, the claim (1) follows.
Let the notation be as in the claim (2). Then it follows from the claim (1) that
I2/I1 with the quotient topology is discrete and compact. Hence I2/I1 is a finite
set. This proves the claim (2).
It follows from Lemma 2.1.1.5 (3) that any open ideals of I ⊂ ÔX is of the
form I =
∏
x∈|X| Ix, where Ix ⊂ ÔX,x is an open ideal for each x ∈ |X | satisfying
Ix = ÔX,x for all but finitely many x ∈ |X |. Hence the limit lim←−I
ÔX/I is equal
to the direct product
∏
x∈|X| lim←−Ix
ÔX,x/Ix, where for each x ∈ |X |, Ix runs over
the open ideals of ÔX,x. Since ÔX,x is the completion of OX,x, we have ÔX,x ∼=
lim
←−Ix
ÔX,x/Ix. This proves the claim (3). 
Let I ⊂ ÔX be an open ideal. It then follows from Lemma 2.1.1.5 (3) that
I = aÔX for some element a ∈ ÔX which is invertible in AX . We let I−1 denote
the ÔX -submodule of AX generated by a−1. It is clear that I−1 does not depend
on the choice of a.
For an ÔX -submodule L of an AX -module W , we let I−1L denote the ÔX -
submodule a−1L of W .
2.2. The posets Latd and LatdA. Let us fix an integer d ≥ 1. We use the
notation in the previous section. Let Latd denote the set ofOX -lattices in V = K
⊕d
X .
The aim of this paragraph is to introduce the notion of an ÔX -lattice in A
⊕d
X
and relate ÔX -lattices in A
⊕d
X with OX -lattices in V .
2.2.1. Let A⊕dX be the free AX -module of rank d over AX , equipped with the
product topology. An ÔX -lattice of A
⊕d
X is an ÔX -submodule of A
⊕d
X which is
compact and open in A⊕dX . Let Lat
d
A denote the set of the ÔX -lattices in A
⊕d
X . We
regard LatdA as a poset with respect to the inclusions.
Lemma 2.2.1.1. (1) Ô⊕dX ⊂ A
⊕d
X is an ÔX-lattice.
(2) The set LatdA forms a fundamental system of neighborhoods of 0 in A
⊕d
X .
(3) Let L be an ÔX-lattice in A
⊕d
X . Then for any open ideal I ⊂ ÔX , the
ÔX-submodules IL and I−1L of A
⊕d
X are ÔX-lattices in A
⊕d
X .
(4) Let L be an ÔX-lattice in A
⊕d
X . Then for any finite set S ⊂ A
⊕d
X , the
ÔX-submodule of A
⊕d
X generated by L and S is an ÔX-lattice in A
⊕d
X .
Proof. The claim (1) follows from Lemma 2.1.1.1 (1) and Corollary 2.1.1.6
(1).
It follows from Corollary 2.1.1.2 that the set
{I1 ⊕ · · · ⊕ Id | I1, . . . , Id ⊂ ÔX are open ideals}
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forms a fundamental system of neighborhoods of 0 in A⊕dX . It follows from Corollary
2.1.1.6 (1) that I1⊕· · ·⊕Id ∈ Lat
d
A for any open ideals I1, . . . , Id ⊂ ÔX . This proves
the claim (2).
It follows from Lemma 2.1.1.5 (3) that I is generated by an element a ∈ ÔX
which is invertible in AX . It then follows from Lemma 2.1.1.3 that the map A
⊕d
X →
A⊕dX which sends x to ax is a homeomorphism. Hence both IL = aL and I
−1L =
a−1L is an ÔX -lattice in A
⊕d
X . This proves the claim (3).
We prove the claim (4). Let L′ denote the ÔX -submodule of A
⊕d
X generated
by L and S is an ÔX -lattice in A
⊕d
X . Since L
′ contains L as an ÔX -submodule,
L′ is an open submodule of A⊕dX . It follows from Corollary 2.1.1.4 that the map
L×
∏
s∈S ÔX → A
⊕d
X which sends (x, (as)s∈S) to x+
∑
s∈S ass ∈ A
⊕d
X is continuous.
Since L×
∏
s∈S ÔX is compact, its image L
′ is a compact subset of A⊕dX . Hence L
′
is an ÔX -lattice in A
⊕d
X . This proves the claim (4). 
Lemma 2.2.1.2. For L1, L2 in Lat
d
A with L1 ≤ L2, the quotient L2/L1 equipped
with the quotient topology is a discrete ÔX-module of finite length.
Proof. Since L1 is open, the quotient L2/L1 equipped with the quotient topol-
ogy is a discrete ÔX -module. Let us consider the open covering L2 =
⋃
a∈L2
(a+L1)
of L2. Since L2 is compact, there exists a finite subset S ⊂ L2 such that L2 =⋃
a∈S(a + L1). This shows that L2/L1 is a finite set. Hence L2/L1 is of finite
length as an ÔX -module. 
Lemma 2.2.1.3. For L1, L2 in Lat
d
A, the intersection L1 ∩ L2 and the sum
L1 + L2 in A
⊕d
X are in Lat
d
A.
Proof. The subset L1 ⊂ A
⊕d
X is closed since its complement is a union of
translations of L1, each of which is an open subset of A
⊕d
X . Hence L1 ∩ L2 is a
closed subset of the compact set L2. This shows that L1 ∩ L2 is compact. Since
L1 ∩ L2 is open and compact, we have L1 ∩ L2 ∈ Lat
d
A.
By Lemma 2.2.1.2 the quotient (L1 + L2)/L1 ∼= L2/(L1 ∩ L2) is finite as an
abelian group. Hence L1 + L2 is a union of a finite number of translations of L1.
This shows that L1 + L2 is open and compact. Hence L1 + L2 ∈ Lat
d
A. 
Lemma 2.2.1.4. Let L1,L2 ∈ Lat
d
A. Then there exist open ideals I1, I2 ⊂ ÔX
satisfying I1L2 ⊂ L1 ⊂ I
−1
2 L2.
Proof. It follows from Lemma 2.2.1.3 and Lemma 2.2.1.2 that (L1 + L2)/L1
and (L1+L2)/L2 are discrete ÔX -modules of finite length. Hence there exist open
ideals I1, I2 ⊂ ÔX such that (L1+L2)/L1 is annihilated by I1 and that (L1+L2)/L2
is annihilated by I2. Hence we have I1L2 ⊂ L1 ⊂ I
−1
2 L2. This proves the claim. 
We regard an element in A⊕dX as a row vector. Hence the group GLd(AX) acts
on A⊕dX via the multiplication from the right.
Let g ∈ GLd(AX). For an ÔX -lattice L ⊂ A
⊕d
X , we set Lg = {vg | v ∈ L}.
Lemma 2.2.1.5. Let L ∈ LatdA and g ∈ GLd(AX). Then we have Lg ∈ Lat
d
A.
Proof. We set L0 = Ô
⊕d
X . It follows from Lemma 2.2.1.4 that there exist open
ideals I1, I2 ⊂ ÔX satisfying I1L0 ⊂ L ⊂ I
−1
2 L0. It follows from Lemma 2.2.1.1 (4)
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and Lemma 2.2.1.4 applied for d = 1 that there exist open ideals J1, J2 ⊂ ÔX such
that all entries of the matrix g belong to J−11 and that all entries of the matrix g
belong to J−12 . Since Lg ⊂ I
−1
2 L0g ⊂ I
−1
2 J
−1
1 L0 and I1L0g
−1 ⊂ I1J
−1
2 L0 ⊂ J
−1
2 L, we
have I1J2L0 ⊂ Lg ⊂ I
1
2J
−1
1 L0. It follows from Lemma 2.2.1.2 that I
1
2J
−1
1 L0/I1J2L0
is a discrete ÔX -module of finite length. Hence Lg is generated by I1J2L0 and a
finite set. Hence it follows from Lemma 2.2.1.1 that Lg is an ÔX -lattice in A
⊕d
X .
This proves the claim. 
Corollary 2.2.1.6. For g ∈ GLd(AX), the map A
⊕d
X → A
⊕d
X given by the right
multiplication by g is a homeomorphism.
Proof. This follows from Lemma 2.2.1.1 and Lemma 2.2.1.5. 
Lemma 2.2.1.7. Any open ÔX-submodule of Ô
⊕d
X is free of rank d as an ÔX -
module.
Proof. We let L0 = Ô
⊕d
X . Let L be an open ÔX -submodule of L0. Set
N = Ô⊕dX /L. Then N is discrete and compact. Hence N is a discrete ÔX -module
of finite length. Let S ⊂ |X | denote the support of the OX -module of finite length
corresponding to N . Then S is a finite set. We set ÔSX =
∏
x∈|X|\S ÔX,x. Since
the topological ring ÔX is equal to the direct product ÔX = ÔSX ×
∏
s∈S OX,s, the
ÔX -modules L0 and L have the corresponding decompositions L0 = LS×
∏
s∈S L0,s
and L = LS×
∏
s∈S Ls. It follows from the definition of S that we have L
S = LS0 =
(ÔSX)
⊕d. For s ∈ S, the module Ls is an ÔX,s-submodule of Ô
⊕d
X,s of finite index.
Hence Ls is free of rank d over ÔX . This proves that L is a free ÔX -module of rank
d for any s ∈ S. This proves the claim. 
Lemma 2.2.1.8. Any L ∈ LatdA is free of rank d as an ÔX-module. Moreover
the homomorphism iL : L⊗ÔX AX → A
⊕d
X induced by the inclusion L ⊂ A
⊕d
X is an
isomorphism of AX-modules.
Proof. We set L0 = Ô⊕d ∈ Lat
d
A. It follows from Lemma 2.2.1.3 that L+L0
is in LatdA. It follows from Lemma 2.2.1.2 that N = (L + L0)/L0 is a discrete
ÔX -module of finite length. Since the annihilator of the ÔX -module N is an open
ideal of ÔX , it follows that there exists an element in ÔX ∩A
×
X such that aN = 0.
Hence we have aL ⊂ L0. Since aL is an open submodule of L0 = Ô
⊕d
X , it follows
from Lemma 2.2.1.7 that L is a free ÔX -module of rank d.
The ring AX can be written as a colimit AX = lim−→I I
−1ÔX , where I runs over
the ideals of ÔX of the form I = aÔX for some a ∈ ÔX ∩ A
×
X , and I
−1ÔX denotes
the ÔX -submodule of x ∈ AX consisting of elements x satisfying Ix ⊂ ÔX . Since
I ⊂ ÔX is a principal ideal generated by a non-zero-divisor, I−1ÔX is isomorphic
to ÔX as an ÔX -module. Hence AX is a flat ÔX -module.
Since AX is a flat ÔX -module, we have, for two lattices L1,L2 ∈ Lat
d
A with L1 ≤
L2, a short exact sequence 0→ L1⊗ÔXAX → L2⊗ÔXAX → (L2/L1)⊗ÔXAX → 0.
Since L2/L1 is a discrete ÔX -modules of finite length, it is annihilated by an element
a ∈ ÔX ∩ A
×
X , which shows that (L2/L1)⊗ÔX AX = 0. Hence the homomorphism
L1 ⊗ÔX AX → L2 ⊗ÔX AX is an isomorphism.
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It follows from the commutativity of the diagram
L⊗ÔX AX
∼=
−−−−→ (L+ L0)⊗ÔX AX
∼=
←−−−− L0 ⊗ÔX AX
iL
y iL+L0y iL0y∼=
A⊕dX A
⊕d
X A
⊕d
X
that the homomorphism iL : L⊗ÔX AX → A
⊕d
X is an isomorphism. This proves the
claim. 
2.2.2. We set X̂ = Spec ÔX .
Let us construct a morphism νX : X̂ → X of schemes. For a finite subset
S ⊂ |X | let ÔSX =
∏
x∈|X|\S ÔX,x. The projection homomorphism ÔX → Ô
S
X
induces the morphism Spec ÔSX → X̂ which is an open immersion. The schemes
Spec ÔSX form an open basis of the underlying topological space of X̂. Let U ⊂ X
be an affine open dense subscheme and set S = |X | \ |U |. Then S is a finite
set and the natural map Γ(U,OX) →
∏
x∈|U|OX,x → Ô
S
X induces a morphism
νU : Spec ÔSX → U of schemes. By patching νU ’s for various U , we obtain a
morphism νX : X̂ → X of schemes.
Lemma 2.2.2.1. The morphism νX : X̂ → X is flat.
Proof. Let U = Spec R ⊂ X be an affine open dense subscheme and let
S = |X | \ |U |. Since ÔSX is a torsion-free R-module, the claim follows. 
For an OX -module F , we set ΓA(F) = Γ(X̂, ν∗XF). Then ΓA(F) is a ÔX -
module. This construction gives a functor ΓA from the category of OX -modules to
the category of ÔX -modules.
Lemma 2.2.2.2. The functor ΓA is exact and commutes with filtered colimits.
Proof. Since X̂ is affine, the first claim follows from Lemma 2.2.2.1. The
second claim can be checked easily. 
Lemma 2.2.2.3. If Z ⊂ X is an effective Cartier divisor, then ΓA(IZ) is an
open ideal of ÔX . Here we regard ΓA(IZ) as an ideal of ÔX via the homomorphism
ΓA(IZ) → ΓA(OX) = ÔX which is injective due to Lemma 2.2.2.2. Conversely,
any open ideal of ÔX is of the form ΓA(IZ) for some effective Cartier divisor on
X.
Proof. Let Z ⊂ X be an effective Cartier divisor. For each closed point
x ∈ |X |, let us choose an element a′x ∈ OX,x such that the ideal IZ,x of OX,x is
generated by a′x. Let ax denote the image of a
′
x in the completion ÔX,x. Then by
definition the ideal ΓA(IZ) of ÔX is generated by a single element a = (ax)x∈|X| ∈
ÔX . Since Z is artinian, a′x is a non-zero-divisor for any x ∈ |X | and a
′
x is a unit
of ÔX,x except for finitely many x’s. This proves that the ideal ΓA(IZ) of ÔX is
open.
Let I ⊂ ÔX be an open ideal. It follows from Lemma 2.1.1.5 (3) that the
ideal I is generated by a single element a = (ax)x∈|X| ∈ ÔX which is invertible in
AX . Let us take a finite subset S ⊂ |X | such that ax is a unit of ÔX,x for any
x ∈ |X |\S. Let R =
∏
x∈S ÔX,x/axÔX,x and set Z = Spec R. Since the composite
2. COMPUTATION OF THE ABSOLUTE GALOIS MONOIDS 87
OX,x →֒ ÔX,x ։ ÔX,x/axÔX,x is surjective for any x ∈ S, one can regard Z as a
closed subscheme of X . It is then easy to check that the ideal ΓA(IZ) of ÔX is
equal to I. This completes the proof. 
Let Z ⊂ X be an effective Cartier divisor. Since Z is artinian, Z is affine and
Γ(Z,OZ) ∼=
∏
z∈Z OZ,z . The inclusion Z →֒ X induces a surjective homomorphism
OX,z ։ OZ,z for each z ∈ Z. Hence we obtain a surjective homomorphism πZ :
ÔX → Γ(Z,OZ).
Let us consider the diagram
(2.1)
Z −−−−→ X̂∥∥∥ yνX
Z
iZ−−−−→ X
,
where the upper horizontal arrow is the closed immersion Z →֒ X̂ given by πZ . It
is easy to check that the diagram (2.1) is commutative.
Lemma 2.2.2.4. The diagram (2.1) is cartesian.
Proof. It suffices to prove the claim Zariski locally on X . Hence we may
assume that X = Spec R is affine and the ideal sheaf IZ is generated by a single
element a ∈ Γ(X,OX) = R. Then for any closed point x ∈ |X | we have OZ,x =
OX,x/aOX,x. Since Γ(Z,OZ) ∼=
∏
x∈Z OZ,x, we have Γ(Z,OZ)
∼= ÔX/aÔX and
the claim is proved. 
Lemma 2.2.2.5. Let Z ⊂ X be an effective Cartier divisor and let N be an
OX-module annihilated by IZ , Then there exists a natural isomorphism
(2.2) ΓA(N) ∼= Γ(X,N)
of ÔX-modules. Here we regard the right hand side as an ÔX-module via the iso-
morphism Γ(X,N) ∼= Γ(X, iZ∗i
∗
ZN) = Γ(Z, i
∗
ZN) and the homomorphism πZ :
ÔX → Γ(Z,OZ).
Proof. Since νX is flat and the diagram (2.1) is cartesian, we obtain the
desired isomorphism (2.2) by applying [EGA4-2, Lemme (2.3.1)] to i∗ZN . 
Corollary 2.2.2.6. Let N be an OX-module of finite length. Then the func-
tor ΓA gives a bijection from the set of OX-submodules of N to the set of ÔX -
submodules of ΓA(N).
Proof. Let us take an effective Cartier divisor Z ⊂ X such that N is annihi-
lated by IZ . Then the functor i∗Z gives a bijection from the set of OX -submodules
of N to the set of OZ -submodules of i
∗
ZN . Since Z is affine and the underly-
ing topological space of Z is discrete, the global section functor gives a bijec-
tion from the set of OZ -submodules of i∗ZN to the set of Γ(Z,OZ)-submodules
of Γ(Z, i∗ZN) = Γ(X, iZ∗i
∗
ZN)
∼= Γ(X,N). Hence the claim follows from Lemma
2.2.2.5. 
Lemma 2.2.2.7. We have a canonical isomorphism ΓA(jX∗OηX )
∼= AX .
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Proof. To prove the claim, we may assume that X = Spec R is affine and
integral. Then R is a Dedekind domain. Let F denote the field of fractions of R.
Then we have ΓA(jX∗OηX ) = ÔX ⊗R F , where we regard ÔX as an R-algebra via
the diagonal map R →
∏
x∈|X|OX,x → ÔX . Since for any element a ∈ F , the
composite F → FracOX,x → Frac ÔX,x maps a to an element of ÔX,x except for
finitely many closed points x ∈ |X |. Hence the diagonal map F →
∏
x∈|X| Frac ÔX,x
induces a homomorphism F → AX which makes the diagram
R
⊂
−−−−→ Fy y
ÔX
⊂
−−−−→ AX
commutative. This diagram induces a ring homomorphism λ : ΓA(jX∗OηX )→ AX .
The homomorphism λ is surjective since for any element a of AX , there exists a non-
zero element b ∈ R such that ba belongs to ÔX . The homomorphism λ is injective
since it is equal to the composite of the injective homomorphism ΓA(jX∗OηX ) =
ÔX ⊗R F →֒ AX ⊗R F with the inverse of the isomorphism AX ∼= AX ⊗R F . 
Lemma 2.2.2.7 provides an isomorphism ΓA(V ) ∼= A
⊕d
X . We denote this isomor-
phism by λd.
Let us construct a map TA : Lat
d → LatdA. Later we will prove that this map is
bijective. Let L ∈ Latd. Since the functor ΓA is exact, the inclusion L →֒ V induces
an injective homomorphism ΓA(L) →֒ A
⊕d
X of ÔX -modules. Via this injection we
regard ΓA(L) as an ÔX -submodule of A
⊕d
X .
Lemma 2.2.2.8. ΓA(L) is an ÔX -lattice of A
⊕d
X .
Proof. Let us choose an effective Cartier divisor Z ⊂ X such that O⊕dX /(L ∩
O⊕dX ) is annihilated by IZ . Then we have L ⊃ I
⊕d
Z . It follows from Lemma
2.2.2.3 that ΓA(IZ)⊕d is an ÔX -lattice of A
⊕d
X . Since ΓA(L) ⊃ ΓA(IZ)
⊕d, it
follows from Lemma 2.2.2.3 that ΓA(L) is an open ÔX -submodule of A
⊕d
X . It follows
from Lemma 2.2.2.5 that we have isomorphisms ΓA(L)/ΓA(IZ)⊕d ∼= ΓA(L/I
⊕d
Z )
∼=
Γ(X,L/I⊕dZ ). Since L/I
⊕d
Z is of finite length, it follows that ΓA(L)/ΓA(IZ)
⊕d is a
finite abelian group. Since ΓA(IZ)⊕d is compact, it follows that ΓA(L) is compact.
This proves that ΓA(L) is an ÔX -lattice of A
⊕d
X . 
Lemma 2.2.2.9. The map TA : Lat
d → LatdA given by ΓA is injective.
Proof. Let L,L′ ∈ Latd and suppose that ΓA(L) = ΓA(L′) as ÔX -lattices of
A⊕dX . Since ΓA is exact, we have ΓA(L/(L ∩ L
′)) ∼= ΓA(L′/(L ∩ L′)) ∼= 0. It follows
from Lemma 2.2.2.5 that L/(L∩L′) ∼= L/(L∩L′) ∼= 0. Hence we have L = L′. 
Lemma 2.2.2.10. The map TA : Lat
d → LatdA given by ΓA is surjective.
Proof. It suffice to prove the surjectivity. Let L be an arbitrary ÔX -lattice
of A⊕dX . Then there exists open ideals I, J ⊂ ÔX satisfying (I
−1)⊕d ⊂ L ⊂ J⊕d.
It follows from Lemma 2.2.2.3 that there exist effective Cartier divisors Z,W ⊂ X
satisfying I = ΓA(IZ) and J = ΓA(IW ) as ideals of ÔX . It follows from Corollary
2.2.2.6 that there exists a unique OX -submodule N of (I
−1
Z )
⊕d/I⊕dW such that
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ΓA(N) = L/J⊕d as ÔX -submodules of (I−1)⊕d/L ⊂ J⊕d. Let L denote the inverse
image of N under the quotient homomorphism (I −1Z )
⊕d ։ (I −1Z )
⊕d/I⊕dW . It
follows from Lemma 1.4.1.3 that L is an OX -lattice of V . It is then straightforward
to check that ΓA(L) = L as an ÔX -submodule of A
⊕d
X . This prove that the map
TA is surjective. 
It follows from Lemma 2.2.2.9 and Lemma 2.2.2.10, that the map TA is bijective.
it is easy to check that the map TA preserves the orderings. Hence the map TA is
an isomorphism of posets.
2.2.3. We let PairdA denote the following poset. The elements of Pair
d
A are
the pairs (L1,L2) of elements in Lat
d
A with L1 ≤ L2. For two elements (L1,L2) and
(L′1,L
′
2) in Pair
d
A, we have (L1,L2) ≤ (L
′
1,L
′
2) if and only if L
′
1 ≤ L1 ≤ L2 ≤ L
′
2.
The isomorphism TA induces an isomorphism Pair
d ∼=−→ PairdA of posets.
We let CdA,0 denote the opposite category of the poset Pair
d
A regarded as a
small category. By definition, the set of objects in CdA,0 is that of Pair
d
A and for
two elements (L1,L2) and (L′1,L
′
2), the set HomCd0 ((L1,L2), (L
′
1,L
′
2)) consists of
a single element if (L1,L2) ≥ (L′1,L
′
2), and is the empty set otherwise. Here the
symbol ≥ denotes the ordering of the poset PairdA. To avoid confusion, we never
use the symbols ≥ and ≤ to denote the ordering of the dual poset CdA,0.
The isomorphism TA induces an isomorphism Cd0
∼=
−→ CdA,0 of categories. We let
ιA,0 : CdA,0 → C
d denote the composite of the inverse of this isomorphism with the
functor ιd0.
We introduce the following full subcategories CdA,0,m and C
d
A,0,r of C
d
A,0: the
objects of CdA,0,m (resp. C
d
A,0,r) are the objects (L1,L2) of C
d
A,0 satisfying L1 ⊂ L2 ⊂
Ô⊕dX (resp. Ô
⊕d
X ⊂ L1 ⊂ L2). Let ι
d
A,0,m and ι
d
A,0,r denote the restriction of ι
d
A,0 to
CdA,0,m and C
d
A,0,r, respectively.
Since the isomorphism TA induces isomorphisms Cd0
∼=
−→ CdA,0, C
d
0,m
∼=
−→ CdA,0,m,
and Cd0,r
∼=
−→ CdA,0,r of categories, it follows from Theorem 1.7.0.1 that the pairs
(CdA,0, ι
d
A,0), (C
d
A,0,m, ι
d
A,0,m), and (C
d
A,0,r, ι
d
A,0,r) are grids of (C
d, Jd), (Cd, Jdm), and
(Cd, Jdr ), respectively in the sense of [Kon-Ya3, Definition 5.5.3].
For an object (L1, L2) of Cd0 , the isomorphism in Lemma 2.2.2.5 induces an
isomorphism TA(L2)/TA(L1) ∼= Γ(X,L2/L1) of ÔX -modules, which is functorial in
the sense that it induces an isomorphism of functors from Cd0 to the category of
ÔX -modules. Here we regard Γ(X,L2/L1) as an ÔX -module via the isomorphism
Γ(X,L2/L1) ∼= Γ(X, iZ∗i
∗
Z(L2/L1)) = Γ(Z, i
∗
Z(L2/L1)) and the homomorphism
πZ : ÔX → Γ(Z,OZ), where Z ⊂ X is an effective Cartier divisor such that L2/L1
is annihilated by IZ .
Let (C, J) = (Cd, Jd) (resp. (Cd, Jdm), resp. (C
d, Jdr )). Let (C0, ι0) = (C
d
0 , ι
d
0)
(resp. (Cd0,m, ι
d
0,m), resp. (C
d
0,r, ι
d
0,r)) and let (CA,0, ιA,0) = (C
d
A,0, ι
d
A,0) (resp. (C
d
A,0,m, ι
d
A,0,m),
resp. (CdA,0,r, ι
d
A,0,r)). Then the isomorphism TA induces an isomorphism M(C0,ι0)
∼=
M(CA,0,ιA,0) of monoids. In the following paragraphs we will compute the monoid
M(CA,0,ιA,0).
2.2.4. When C = Cd (resp. Cdm, resp. C
d
r ), we set M = GLd(AX) (resp. {g ∈
GLd(AX) | g−1 ∈Matd(ÔX)}, GLd(AX) ∩Matd(ÔX)). Then M is a submonoid of
GLd(AX).
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Let (L, g) ∈ LatdA × GLd(AX). It follows from Lemma 2.2.1.5 that Lg is an
element of LatdA. The map Lat
d
A×GLd(AX) which sends (L, g) to Lg
−1 induces an
action from the left of the group GLd(AX) on the set Lat
d
A. It is clear that for any
g ∈ GLd(AX), the action of g−1 on Lat
d
A gives an automorphism Lat
d
A → Lat
d
A
of posets. Hence it induces an automorphism of the category CdA,0. Moreover if g
belongs to the monoid M, then it induces an automorphism of the full subcategory
CA,0 of CdA,0. We denote the last automorphism by αg : CA,0 → CA,0.
2.2.5. We construct a map φ : M → M(C0,ι0) as follows. Let g ∈ M. Then
for any object (L1,L2) of CA,0, the automorphism L2
∼=
−→ L2g−1 given by the right
multiplication by g−1 induces an isomorphism
(2.3) L2/L1
∼=
−→ L2g
−1/L1g
−1
of ÔX -modules. It follows from Lemma 2.2.2.5 that we have isomorphisms
Γ(X, ιA,0(L1,L2)) ∼= L2/L1
and
Γ(X, ιA,0(αg(L1,L2))) ∼= L2g
−1/L1g
−1.
Hence the isomorphism (2.3) induces an isomorphism ιA,0(L1,L2) ∼= ιA,0(αg(L1,L2)).
It is straightforward to check that this isomorphism is functorial in (L1,L2). We
thus obtain an isomorphism γg : ιA,0 → ιA,0 ◦ αg of functors. By sending g ∈ M to
the pair φ(g) = (αg, γg) we obtain a map φ : M → M(CA,0,ιA,0). It is easy to check
that the map φ is a homomorphism of monoids.
We will prove that the homomorphism φ is an isomorphism. First let us intro-
duce the object
Y = (Ô⊕dX , Ô
⊕d
X )
of CdA,0.
Lemma 2.2.5.1. The object Y is an edge object of CA,0.
Proof. The claim is clear when C = Cd. When C = Cdm, the claim follows from
Lemma 1.9.0.4. When C = Cdr , it follows from Lemma 1.9.0.4 and the construction of
the functor D0 introduced in Section 1.10.3 that the object (L1, L2) of the category
Cd0,r is an edge object if and only if L1 = O
⊕d
X . This implies that Y is an edge
object of CA,0 when C = Cdr . 
Lemma 2.2.5.2. The homomorphism φ is injective.
Proof. Let g ∈ M and suppose that φ(g) = (αg, γg) is the unit element of
M(CA,0,ιA,0). Since αg(Y ) = Y , we have Ô
⊕d
X g
−1 = Ô⊕dX . It follows that g belongs to
GLd(ÔX). Let I ⊂ ÔX be an arbitrary open ideal. When C = Cd (resp. Cdm, resp.
Cdr ), we set Y (I) = (I
⊕d, Ô⊕dX ) (resp. (I
⊕d, Ô⊕dX ), resp. (Ô
⊕d
X , (I
−1)⊕d). Then Y (I) is
an object of CA,0. Since φ(g) is the unit element of M(CA,0,ιA,0), we have αg(Y (I)) =
Y (I) and the automorphism of ιA,0(Y (I)) given by γg is equal to the identity. Hence
the automorphism (ÔX/I)⊕d (resp. (ÔX/I)⊕d, resp. (I−1/ÔX)⊕d) given by the right
multiplication by g−1 is equal to the identity. This shows that g belongs to the
kernel of the map GLd(ÔX)→ GLd(ÔX/I) induced by the quotient homomorphism
ÔX ։ ÔX/I. Since I is arbitrary and the map GLd(ÔX) → lim←−IGLd(ÔX/I) is
bijective, it follows that g is equal to the unit element of M. This proves that the
map φ is injective. 
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Lemma 2.2.5.3. The group GLd(AX) acts transitively on the set Lat
d
A.
Proof. Let L ∈ LatdA. It follows from Lemma 2.2.1.8 that L is free of rank
d over ÔX . Let us choose an ÔX -basis b1, . . . , bd of L. Recall that L is an ÔX -
submodule of A⊕dX . Hence we may regard b1, . . . , bd as row vectors with coefficients
in AX . Let h denote the d×d matrix whose i-th row is equal to bi for i = 1, . . . , d. It
then follows from the second statement of Lemma 2.2.1.8 that the matrix h belongs
to GLd(AX). We set g = h−1. By construction we have L = Ô
⊕d
X g
−1. This proves
that the action of GLd(AX) on Lat
d
A is transitive. 
Lemma 2.2.5.4. The homomorphism φ is surjective.
Proof. Let (α, γα) be an element of M(C0,ι0). Since ι(α(Y )) is isomorphic to
ι(Y ) in C, the object α(Y ) is of the form (L,L) for some L ∈ LatdA. Moreover if
C = Cdm (resp. C = C
d
r ), then we have L ⊂ Ô
⊕d
X (resp. Ô
⊕d
X ⊂ L). Since the group
GLd(AX) acts transitively on Lat
d
A, there exists an element g ∈ GLd(AX) such
that L = Ô⊕dX g
−1. If C = Cdm (resp. C = C
d
r ), then we have g
−1 ∈Matd(ÔX) (resp.
g ∈ Matd(ÔX)). Hence in any case we have g ∈ M. Since Y is an edge object,
it follows from Lemma 8.1.5 of [Kon-Ya3] that there exists an element h ∈ KY
satisfying (α, γα) = φ(g)h. Hence the claim follows from Lemma 2.2.5.5 below. 
Lemma 2.2.5.5. Any element of KY belongs to the image of φ.
Proof. Let (α, γα) ∈ KY . Let I ⊂ ÔX be an arbitrary open ideal. and let us
consider the object Y (I) of CA,0. Let fI denote the unique morphism from Y (I) to
Y in CA,0. Since (α, γα) ∈ KY , we have α(Ô
⊕d
X ) = Ô
⊕d
X . It follows from Lemma
1.5.0.2 that the morphism ιA,0(f) in C is a Galois covering in C. Since the diagram
ιA,0(Y (I))
∼=
−−−−→ ιA,0(α(Y (I)))
ιA,0(f)
y yιA,0(α(f))
ιA,0(Y )
idιA,0(Y )
−−−−−→ ιA,0(Y )
,
where the upper horizontal arrow is the isomorphisms in C given by γα, is com-
mutative, it follows from Corollary 7.1.2 of [Kon-Ya3] that α(Y (I)) = Y (I) and
ιA,0(α(f)) = ιA,0(f). Let αI denote the unique element of AutOX (ιA,0(Y (I))) such
that z(α) is equal to the automorphism of ιA,0(Y (I)) given by γα, where z is the
isomorphism of groups introduced in Section 1.1.3. It follows from the construction
of the functor ιA,0 that ΓA(ιA,0(Y (I))) is canonically isomorphic to (ÔX/I)⊕d or
(I−1/ÔX)⊕d. Hence the automorphism ΓA(αI) of the ÔX -module ΓA(ιA,0(Y (I)))
can naturally be regarded as the right multiplication by the inverse of an element
of GLd(ÔX/I). Since γα is an isomorphism of functors, it follows that the fam-
ily (ΓA(αI))I, where I runs over the open ideals of ÔX , gives an element of the
projective limit lim
←−I
GLd(ÔX/I). Since the map GLd(ÔX) → lim←−IGLd(ÔX/I) is
bijective, there exists an element g ∈ GLd(ÔX) such that for any open ideal I of
ÔX , the automorphism ΓA(αI) is given by the right multiplication by the inverse of
the image of g in GLd(ÔX/I). It is then straightforward to check that the element
(α, γα) of MCA,0,ιA,0 is equal to φ(g). This proves the claim. 
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2.2.6. We endow the group GLd(AX) with the coarsest topology such that the
two subsets
U1K,P = {g ∈ GLd(AX) | Kg ⊂ P}
and
U2K,P = {g ∈ GLd(AX) | Kg
−1 ⊂ P}
of GLd(AX) are open for any compact subset K ⊂ A
⊕d
X and for any open subset
P ⊂ A⊕dX .
When X is the spectrum of the ring of integers of a finite extension F of Q, this
topology on GLd(AX) coincides with the usual topology on the group GLd(AX).
Lemma 2.2.6.1. (1) The map GLd(AX) → GLd(AX) which sends g to
g−1 is a homeomorphism.
(2) If U ⊂ GLd(AX) is an open subset, then Ug and gU are open subsets of
GLd(AX) for any g ∈ GLd(AX).
(3) The map m : A⊕dX ×GLd(AX)→ A
⊕d
X which sends (x, g) to xg is contin-
uous.
Proof. The map GLd(AX)→ GLd(AX) which sends g to g−1 is bijective and
sends U1K,P , U
2
K,P to U
2
K,P , U
1
K,P , respectively. Hence the claim (1) follows.
For any g ∈ GLd(AX), we have gU1K,P = U
1
Kg−1,P , gU
2
K,P = U
2
K,Pg−1 , U
1
K,P g =
U1K,Pg, and U
2
K,P g = U
2
Kg,P . Hence the claim (2) follows from Corollary 2.2.1.6.
Let P ⊂ A⊕dX be an open set. Let (x, g) ∈ A
⊕d
X ×GLd(AX) be a pair satisfying
xg ∈ P . Then it follows from Corollary 2.2.1.6 that Pg−1 is an open neighborhood
of x in A⊕dX . Since any open subgroup of Ô
⊕d
X is compact, it follows from the
definition of the topology on AX that there exists a lattice L ∈ Lat
d
A satisfying
x+L ⊂ Pg−1. Hence (x+L)×U1x+L,P is an open neighborhood of (x, g) contained
in m−1(P ). This shows that m−1(P ) is an open subset of A⊕dX × GLd(AX). This
proves the claim (3). 
For an element (L1,L2) ∈ Pair
d
A, we let KL1,L2 ⊂ GLd(AX) denote the sub-
group of the elements g ∈ GLd(AX) such that Lig = Li for i = 1, 2 and the map
induced by g on L2/L1 is the identity.
Lemma 2.2.6.2. (1) For any (L1,L2) ∈ Pair
d
A, the group KL1,L2 is an
open subgroup of GLd(AX).
(2) For two elements (L1,L2), (L′1,L
′
2) ∈ Pair
d
A with (L1,L2) ≤ (L
′
1,L
′
2), the
group KL′1,L′2 is a subgroup of KL1,L2 of finite index.
(3) For (L1,L2) ∈ Pair
d
A and for g ∈ GLd(AX), we have g
−1KL1,L2g =
KL1g,L2g.
(4) For any finite number of elements (L1,1,L1,2), (L2,1,L2,2), . . . , (Lr,1,Lr,2) ∈
PairdA, there exists an element (L
′
1,L
′
2) ∈ Pair
d
A satisfying KL′1,L′2 ⊂⋂r
i=1KLi,1,Li,2 .
(5) For any open subset U ⊂ GLd(AX) and for any g ∈ U , there exists an
element (L1,L2) ∈ Pair
d
A satisfying KL1,L2g ⊂ U and gKL1,L2 ⊂ U .
Proof. Let us choose a complete set S ⊂ L2 of representatives of L2/L1. It
follows from Lemma 2.2.1.2 that S is a finite set. We note that s+L1 is a compact
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open subset of A⊕dX for each s ∈ S. By definition, the group KL1,L2 is equal to the
intersection
KL1,L2 =
⋂
s∈S
(U1s+L1,s+L1 ∩ U
2
s+L1,s+L1).
Hence KL1,L2 is an open subset of GLd(AX). This proves the claim (1).
Let (L1,L2), (L′1,L
′
2) ∈ Pair
d
A be two elements with (L1,L2) ≤ (L
′
1,L
′
2). Let
g ∈ KL′1,L′2 . Since Li is the inverse image of Li/L
′
1 under the surjection L
′
2 ։
L′2/L
′
1 for i = 1, 2, it follows from the definition of KL′1,L′2 that we have L1g = L1
and L2g = L2. Since the right multiplication by g induces the identity map on
L′2/L
′
1, it also induces the identity map on L2/L1. Hence we have g ∈ KL1,L2 .
This proves that KL′1,L′2 ⊂ KL1,L2 . It follows from Lemma 2.2.1.4 that there exist
open ideals I1, I2 ⊂ ÔX satisfying I1L2 ⊂ L′1 ⊂ L
′
2 ⊂ I
−1
2 L2. We let C
′ denote
the set of pairs ((L′′1 ,L
′′
2 ), α) of an element (L
′′
1 ,L
′′
2) ∈ Pair
d
A with (L
′′
1 ,L
′′
2 ) ≤
(I1L2, I
−1
2 L2) and an isomorphism α : L
′′
2/L
′′
1
∼=
−→ L′2/L
′
1 of ÔX -modules. It follows
from Lemma 2.2.1.2 that there exist only finitely many ÔX -lattices L ∈ Lat
d
A
satisfying I1L2 ⊂ L ⊂ I
−1
2 L2 and that the group AutÔX (L
′
2/L
′
1) is a finite group.
Hence the set C′ is a finite set. The group KL1,L2 acts on the set C
′ by setting
g · ((L′′1 ,L
′′
2 ), α) = ((L
′′
1g
−1,L′′2g
−1), α ◦ βg), where βg : L′′2g
−1/L′′1g
−1
∼=
−→ L′′2/L
′′
1
is the homomorphism of ÔX -modules induced by the right multiplication by g. It
can be checked easily that the subgroup KL′1,L′2 ⊂ KL1,L2 is equal to the stabilizer
of the element ((L′1,L
′
2), idL′2/L′1). Hence KL′1,L′2 is a subgroup of KL1,L2 of finite
index. This proves the claim (2).
The claim (3) is clear from the definition of KL1g,L2g.
The claim (4) follows from the claim (2) since it follows from Lemma 1.6.2.1
that the poset PairdA is filtered.
We prove the claim (5). By definition of the topology on GLd(AX), there exists
an open neighborhood U ′ of g such that U ′ ⊂ U and that U ′ is an intersection of
finitely many subsets of GLd(AX), each of which is either of the form U1K,P or
of the form U2K,P for some compact subset K ⊂ GLd(AX) and for some open
subset P ⊂ GLd(AX). Hence it follows from the claim (4) that, to prove the
claim (5), we may assume that U = U1K,P or U = U
2
K,P . First suppose that
U = U1K,P . Since any open subgroup of Ô
⊕d
X is compact, it follows from the
definition of the topology on AX that for any y ∈ U , there exists a lattice Ly ∈ Lat
d
A
satisfying y + Ly ⊂ U . Let g ∈ U1K,P . Since K ⊂
⋃
x∈K(x + Lxgg
−1) and K is
compact, there exists a finite subset S ⊂ K satisfying K ⊂
⋃
s∈S(s + Lsgg
−1).
We set L′1 =
⋂
s∈S(Lsgg
−1) and let L′2 be the ÔX -submodule of A
⊕d
X generated by∑
s∈S(Lsgg
−1) and S. Then we have (L′1,L
′
2) ∈ Pair
d
A. Let k ∈ KL′1,L′2 . It follows
from the definition of the pair (L′1,L
′
2) that (s+Lsgg
−1)k = s+Lsgg−1 for any s ∈ S.
Hence we have Kkg ⊂
⋃
s∈S(sg + Lsg) ⊂ P . This shows that KL′1,L′2g ⊂ U
1
K,P .
By the claim (3), we have g−1KL′1,L′2g = KL′1g,L′2g. Hence gKL′1g,L′2g ⊂ U
1
K,P . It
follows from the claim (4) that there exists an element (L1,L2) ∈ Pair
d
A satisfying
KL1,L2 ⊂ KL′1,L′2 ∩ KL′1g,L′2g. We then have KL1,L2g ⊂ U
1
K,P and gKL1,L2 ⊂ U
1
K,P .
Next suppose that U = U2K,P . Let g ∈ U
2
K,P . Since g
−1 ∈ U1K,P , there exists
an element (L1,L2) ∈ Pair
d
A satisfying KL1,L2g
−1 ⊂ U1K,P and g
−1KL1,L2 ⊂ U
1
K,P .
Hence we have gKL1,L2 ⊂ U
2
K,P and KL1,L2g ⊂ U
2
K,P . This proves the claim (5). 
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Corollary 2.2.6.3. (1) The set {KL1,L2 | (L1,L2) ∈ Pair
d
A} forms a
fundamental system of neighborhoods of 1 in GLd(AX).
(2) The multiplication map GLd(AX)×GLd(AX)→ GLd(AX) is continuous.
Proof. The claim (1) is an immediate consequence of Lemma 2.2.6.2 (5).
Let U ⊂ GLd(AX) be an open set and let g1, g2 ∈ GLd(AX) be elements satisfy-
ing g1g2 ∈ U . It follows from Lemma 2.2.6.2 (5) that there exists (L′1,L
′
2) ∈ Pair
d
A
such that g1g2KL′1,L′2 ⊂ U . We set (L1,L2) = (L
′
1g
−1
2 ,L
′
2g
−1
2 ). Then g1KL1,L2g2 ⊂
U . It follows from Lemma 2.2.6.1 (2) that g1KL1,L2 × KL1,L2g2 is an open subset
of GLd(AX) × GLd(AX) containing (g1, g2) whose image under the multiplication
map is contained in U . This shows that the multiplication map is continuous. This
proves the claim (2). 
Theorem 2.2.6.4. The map φ : M → M(CA,0,ιA,0) is an isomorphism of topo-
logical monoids. Here we regard M(CA,0,ιA,0) as a topological monoid as in Corollary
11.1.3 of [Kon-Ya3].
Proof. It follows from Lemma 2.2.5.2 and Lemma 2.2.5.4 that φ is a bijective
homomorphism of monoids. It follows from Corollary 2.2.6.3 (1) that the map φ is
a homeomorphism. Hence the claim follows. 
For a presheaf F of sets on C, we set
ω(C0,ι0)(F ) = lim−→
(L1,L2)∈ObjC0
F (L2/L1).
As is explained in Section 5.7.3 of [Kon-Ya3], the set ω(C0,ι0)(F ) has a natural
structure of a left M(C0,ι0)-set. Via the isomorphisms
M(C0,ι0)
∼= M(CA,0,ιA,0)
φ
←−
∼=
M
of topological monoids, we regard ω(C0,ι0)(F ) as a left M-set. By associating
ω(C0,ι0)(F ) to each presheaf F of sets on C, we obtain a functor ω(C0,ι0) from the
category of presheaves on C to the category of left M-sets.
Corollary 2.2.6.5. The restriction of the functor ω(C0,ι0) to the category
Shv(C, J) of sheaves on (C, J) gives an equivalence from the category Shv(C, J)
to the category of smooth left M-sets. Here a left M-set S is called smooth if for
any s ∈ S, there is an open subgroup K ⊂M such that gs = s holds for every g ∈ K.
Proof. This follows from Theorem 2.2.6.4 and Theorem 5.8.1 of [Kon-Ya3].

2.3. We record the following for later use.
Proposition 2.3.0.1. Let (L1, L2) be an object of Pair
d. Let H be a subgroup
of AutOX (L2/L1). Let KL1,L2,H ⊂ GLd(AX) denote the compact open subgroup of
the elements g ∈ GLd(AX) such that Lig = Li for i = 1, 2 and the action of g on
L2/L1 lies in H. Then the following assertions hold.
(1) There is a unique GLd(AX)-equivariant isomorphism ω(H\(L2/L1)) ∼=
GLd(AX)/KL1,L2,H that sends the element in ω(H\(L2/L1)) represented
by the element idL2/L1 in H\Hom(L2/L1, L2/L1) to the class of the iden-
tity matrix in GLd(AX)/KL1,L2,H .
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(2) For any presheaf F on FCd, the map Hom(H\(L2/L1), F a)→ F a(L2/L1)→
ω(F a) ∼= ω(F ) induces an isomorphism Hom(H\(L2/L1), F a) ∼= ω(F )KL1,L2,H .
Proof. First, we prove the case where H is a singleton. Let HL1/L2 be the
group introduced in Section 7.6.1 of [Kon-Ya3] for X = L1/L2. One can compute
directly that HL1/L2 is isomorphic to KL1,L2 . Then [Kon-Ya3, Cor. 7.6.3, Lem.
7.6.2] imply the assertions by unfolding the definitions of the functor ω there.
Let h ∈ H . Then by [Kon-Ya3, Lem 7.7.1] (or one can show directly), there ex-
ists an element g of GLd(AX) such that g ∈ KL1,L2,H inducing an action h on L2/L1.
Then the sheaf H\(L2/L1) corresponds via the functor ω to GLd(AX)/KL1,L2,H as
quotients of L2/L1 and GLd(AX)/KL1,L2 via the isomorphism above.
The rest of the assertions follow from the construction of the functor ω. 
3. An Euler system of distributions
In this section, we prove our main (abstract) theorem (Theorem 3.2.1.1). This
theorem is a realization of the slogan “tensor product of d distributions is an Euler
system for GLd”. An application in the context of Drinfeld modular schemes is
given in Theorem 4.4.1.1.
The assumptions or the setup for the theorem (namely, Situations I and II) may
look complicated. The reason for this complication is that in the Drinfeld modular
setup, the theta functions are defined only upto (qd∞ − 1)-st roots of unity. Things
would be a lot easier and become simpler if we are to deal only with the elements
that are (qd∞ − 1)
d−1 times what we consider. Then the simpler setup explained
in 3 applies, but the result is less sharp.
The result of this section for the case when d = 1 may also be applied to proving
the norm compatibility of cyclotomic units (see Section 1). The case when d = 2 is
closely related to the Euler system of Kato (but in the motivic cohomology rather
than in K-theory). We warn that the normalization is different from [Kat]; we
choose (m∗,∗)∗ (see text for the notation) for our norm maps, while Kato chooses
(r∗,∗)∗ as his norm maps.
3.1. Distributions.
3.1.1. Let d ≥ 1 be an integer. Let X be as in Section 2, i.e., X is a regular
noetherian scheme of pure Krull dimension one such that the residue field at each
closed point is finite. Let us consider the category Cd introduced in Section 1.1.1
and the Grothendieck topology Jdm on C
d introduced in the statement of Theorem
1.7.0.1. It follows from Theorem 1.7.0.1 that (Cd, Jdm) is a Y -site. We denote by
C˜dm, C˜
d,µ
m and F˜C
d
m the categories C˜, C˜
µ and F˜C introduced in Sections 2.2.1 and
3.4 for (C, J) = (Cd, Jdm). We say that a morphism f in C˜
d
m (resp. in C˜
d,µ
m , resp. in
F˜C
d
m) is a fibration if it belongs to T˜ (resp. T˜
µ resp. F˜T
∗
) introduced in Section
2.4 (resp. Section 2.3.1, resp. Section 3.7) for (C, J) = (Cd, Jdm).
3.1.2. We define two special abelian presheaves SB′ = SB′d, and SB
∗′ = SB∗
′
d
on Cd. For an object N in Cd, let SB′(N) (resp. SB∗
′
(N)) be the free abelian
group generated by the set Γ(X,N) of global sections of N (resp. Γ(X,N) \ {0}).
For a morphism N ′
p
և N ′′
i
→֒ N from N to N ′ in Cd, define a homomorphism
SB′(N ′) → SB′(N) (resp. SB∗
′
(N ′) → SB∗
′
(N)) by sending x ∈ Γ(X,N ′) (resp.
x ∈ Γ(X,N ′)\{0}) to the element
∑
p(y)=x i(y). Let us consider the sheaves (SB
′)a
and (SB∗
′
)a on (Cd, Jdm) associated with the presheaves SB
′ and SB∗
′
, respectively
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Let us consider the functor ι′ : Cd → F˜C
d
m introduced in Section 3.6 for (C, J) =
(Cd, Jdm). By applying the functor ν : Shv(C, J) → Shv(F˜C
d
m, ι
′
∗J) in Section 3.6
we obtain the sheaves ν((SB′)a) and ν((SB∗
′
)a) on F˜C
d
m. We denote the sheaves
ν((SB′)a) and ν((SB∗
′
)a) on F˜C
d
m by SB and SB
∗, respectively and call them the
Schwartz-Bruhat sheaf (of rank d) and the punctured Schwartz-Bruhat sheaf (of
rank d) respectively.
3.1.3. Let (C0, ι0) = (Cd0,m, ι
d
0,m), where the notation is as in Section 1.6.1.
Set ω = ω(C0,ι0). It follows from Corollary 1.8.6.3 and Corollary 2.2.6.5 that the
composite ω ◦ ι′∗ gives an equivalence from the category of abelian sheaves on F˜C
d
to the category of smooth left Z[M]-module, where
M = {g ∈ GLd(AX) | g
−1 ∈Matd(ÔX)}.
Let us compute the smooth left Z[M]-modules ω ◦ ι′∗(SB) and ω ◦ ι′∗(SB∗). As we
discussed in Section 3.6, the functor ν is a quasi-inverse to the functor ι′∗. Hence
it follows from Lemma 10.1.2 of [Kon-Ya3] that for a presheaf F on Cd, we have
a M-equivariant isomorphism ω(F )
∼=
−→ ω ◦ ι′∗(ν(F a)) which is functorial in F . In
particular we have isomorphisms ω(SB′) ∼= ω ◦ ι∗(SB) and ω(SB∗
′
) ∼= ω ◦ ι∗(SB∗)
of left Z[M]-modules.
Let S(Ô⊕dX ) denote the set of locally constant, compactly supported Z-valued
functions on Ô⊕dX . We regard S(Ô
⊕d
X ) as the abelian group whose addition is defined
pointwisely.
Lemma 3.1.3.1. For any f ∈ S(A⊕dX ), there exists an ÔX-lattice L ⊂ Ô
⊕d
X of
A⊕dX such that f factors through the quotient map Ô
⊕d
X ։ Ô
⊕d
X /L.
Proof. Let x ∈ Ô⊕dX . Since f is locally constant, it follows from Lemma 2.2.1.1 (1)
that there exists a lattice Lx ∈ Lat
d
A with Lx ⊂ Ô
⊕d
X such that f is constant on
x + Lx. Since Ô
⊕d
X is compact, there exists a finite subset S ⊂ Ô
⊕d
X satisfying
Ô⊕dX =
⋃
s∈S(s + Ls). We set L =
⋂
s∈S Ls. It follows from Lemma 2.2.1.3 that
L ∈ LatdA. It is clear from the construction that L satisfies the desired property.
This completes the proof. 
For a lattice L ∈ LatdA with L ⊂ Ô
⊕d
X , let S(Ô
⊕d
X )L ⊂ S(Ô
⊕d
X ) denote the
subset of functions f such that f factors through the quotient map Ô⊕dX ։ Ô
⊕d
X /L.
For each L ∈ LatdA with L ⊂ Ô
⊕d
X ,
ξL : S(A
⊕d
X )L → SB(Ô
⊕d
X /L)
denote the following map. For f ∈ S(Ô⊕dX )L, let f
′ : Ô⊕dX /L → Z denote the map
induced by f . Then we set ξL(f) =
∑
y∈Ô⊕dX /L
f ′(y)y ∈ SB(Ô⊕dX /L). It can be
checked easily that the map ξL is bijective and that for two lattices L, L′ with
L′ ⊂ L ⊂ Ô⊕dX , the diagram
S(Ô⊕dX )L
⊂
−−−−→ S(Ô⊕dX )L′
ξL
y ξL′y
SB′(Ô⊕dX /L1)
SB′(ιd
A,0(g))
−−−−−−−−→ SB′(Ô⊕dX /L
′)
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is commutative. Here g : (Ô⊕dX ,L
′) → (Ô⊕dX ,L) denotes the unique morphism in
Cd0,m. It follows from Lemma 3.1.3.1 that S(Ô
⊕d
X ) is equal to the union S(Ô
⊕d
X ) =⋃
L⊂Ô⊕dX
S(Ô⊕dX )L. Hence by taking the colimit of the bijections ξL with respect to
L, we obtain a bijection
ξ : S(Ô⊕dX )
∼=−→ ω(SB′).
Let us regard an element f ∈ S(Ô⊕dX ) as a function on A
⊕d
X which is indentically
zero outside Ô⊕dX . For f ∈ S(Ô
⊕d
X ) and for g ∈ M, we let gf denote the function
on Ô⊕dX whose value at x ∈ Ô
⊕d
X is equal to f(xg). It follows from Corollary 2.2.1.6
that gf belongs to S(Ô⊕dX ). The map M × S(Ô
⊕d
X ) → S(Ô
⊕d
X ) which sends (g, f)
to gf gives S(Ô⊕dX ) a structure of a left Z[M]-module. It then follows from the
definition of the action of M on ω(SB′) that the bijection ξ : S(Ô⊕dX )
∼=
−→ ω(SB′) is
an isomorphism of left Z[M]-modules.
Since SB∗
′
is a subpresheaf of SB′, it follows from the construction of ω that
the M-equivariant map ω(SB∗′)→ ω(SB′) induced by the inclusion SB∗′ →֒ SB′ is
injective. It can be checked easily that the image of the map ω(SB∗
′
) → ω(SB′)
is equal to the image under ξ of the submodule of S(Ô⊕dX ) of the functions f with
f(0) = 0.
Definition 3.1.3.2. Let F be an abelian sheaf on F˜C
d
m. A distribution (resp.
punctured distribution) with values in F is a homomorphism SB→ F (resp. SB∗ →
F ) of abelian sheaves on F˜C
d
m.
3.2. Construction of Euler systems.
3.2.1. Let G be a presheaf of rings with transfers on F˜C
d
m. Suppose for each
i = 1, . . . , d, the following data are given.
(1) An abelian sheaf Fi on F˜C
d
m, and an abelian subpresheaf F
′
i ⊂ Fi equipped
with a structure of an abelian presheaf with transfers such that the inclu-
sion F ′i ⊂ Fi is a homomorphism of abelian presheaves with transfers.
(2) A homomorphism αi : F
′
i → G of abelian presheaves with transfers.
(3) An object Ni in C1 and a generator bi ∈ Γ(X,Ni) as ÔX -module.
(4) A quotient OX -module N
′
i of Ni.
Let b′i denote the image of bi in N
′
i . We write N =
⊕d
j=1Nj , N
′ =
⊕d
j=1N
′
j and
N ′′i = Ker(Ni ։ N
′
i).
We consider the following two settings which we call Situation I and Situation II.
Situation I: we have a morphism g′i : SB
′ → ι′∗F ′i of abelian presheaves for
each i. Let us consider the composite SB′ → ι′∗F ′i ⊂ ι
′∗Fi. The adjunction
property of the sheafification functor (−)a induces the morphism (SB′)a →
ι′∗Fi. By applying ν in Section 3.6, we obtain a distribution gi : SB→ Fi
with values in Fi. This morphism gi factors through F
′
i as SB→ F
′
i → Fi.
Situation II: we assume N ′i 6= 0 and we have a morphism g
′
i : SB
∗′ → ι′∗F ′i
of abelian presheaves for each i. Let us consider the composite SB∗
′
→
ι′∗F ′i ⊂ ι
′∗Fi. The adjunction property of the sheafification functor (−)a
induces the morphism (SB∗
′
)a → ι′∗Fi. By applying ν in Section 3.6, we
obtain a punctured distribution gi : SB
∗ → Fi with values in Fi. This
morphism gi factors through F
′
i as SB
∗ → F ′i → Fi.
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We set
κN,(bj) =
d∏
j=1
pr∗j (αjg
′
j(Nj)([bj ])) ∈ G({idN}\N)
where prj (j = 1, . . . , d) is the morphism Nj = Nj →֒ N from N to Nj given by
the inclusion of Nj into the j-th factor of N. The product notation
∏d
i=1 ai means
the product a1 · · · ad taken in this order.
In the two settings above, if F ′i is a sheaf, then we may take Fi = F
′
i . This
would make the exposition much clearer, but in application we have a case where
F ′i may not be a sheaf.
Theorem 3.2.1.1. Suppose that we are either in Situation I or in II.
Then the following statements hold.
(1) If Supp (N ′′i ) ⊂ Supp (N
′
j) for any 1 ≤ i, j ≤ d, then
(mN,N′)∗κN,(bj) = κN′,(b′j).
(2) Let ℘ be a closed point of X. Suppose that Supp (N ′′i ) ⊂ {℘} ⊂ Supp (Ni)
for every i. Let e denote the number of i’s with ℘ 6∈ Supp (N ′i). Then
(mN,N′)∗κN,(bj) =
e∑
r=0
(−1)rqr(r−1)/2℘ T[κ(℘)⊕r]κN′,(b′j),
where κ(℘) is the residue field at ℘ and q℘ is the cardinality of κ(℘).
3.3. Proof of Theorem 3.2.1.1 (1).
3.3.1. We set N′′ =
⊕
iN
′′
i . By decomposing the surjection Ni ։ N
′
i into
the composite of two surjections and by using induction, we may assume that
lengthOX,xN
′
i ⊗OX OX,x ≥ lengthOX,xN
′′
j ⊗OX OX,x for any x ∈ X and for any i, j.
Under the assumption, it follows from Lemma 1.5.0.2 that the morphismmN,N′ :
N→ N′ is a Galois covering in Cd which is a fibration. Let us compute the group
H = AutN′(N). As we have explained in Example 1.2.1.5, the group H consists of
the automorphisms of the form z(σ) (see Section 1.1.3 for the notation z(−)), where
σ : N → N is an automorphism of the OX -module N such that σ(N′′) = N′′ and
that the automorphism of the OX -module N′ induced by σ is equal to the identity.
For such an automorphism σ : N → N, the difference σ − idN gives an OX -linear
homomorphism N → N′′. Conversely, for an OX -linear homomorphism N → N′′,
we set σf = idN + ι ◦ f , where ι : N′′ →֒ N denotes the inclusion homomorphism.
We can check, by using the assumption that Supp (N ′′i ) ⊂ Supp (N
′
j) holds for any
1 ≤ i, j ≤ d and by Nakayama’s lemma, that σf is anOX -linear automorphism ofN.
This shows that the map HomOX (N,N
′′) → H which sends f ∈ HomOX (N,N
′′)
to z(σf ) is bijective. By the assumption on the length of N
′
i and of N
′′
i , the map
HomOX (N
′,N′′)→ HomOX (N,N
′′) given by the composition of the quotient map
N ։ N′ is an isomorphism of groups. By using this, we can check that the com-
posite HomOX (N
′,N′′)
∼=
−→ HomOX (N,N
′′)
∼=
−→ H is an isomorphism of groups. In
particular,H is an abelian group. The abelian group HomOX (N
′,N′′) is canonically
isomorphic to the direct product HomOX (N
′,N′′) ∼=
∏d
i=1 HomOX (N
′
i ,N
′′). Via
the isomorphism HomOX (N
′,N′′)
∼=
−→ H constructed above, we obtain the direct
product decomposition H =
∏d
i=1Hi of the group H .
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3.3.2. Given an objectM in Cd, by abuse of notation, we denote simply by M
the sheaf {idM}\M . In this subsection, we define the objects and the morphisms
of the following diagram in F˜C
d
m and show that it is commutative and that the
middle square is cartesian:
(3.1) N
βi //
r
N,N˜i
$$
m
N,N′
❃
❃
❃
❃
❃
❃
❃
❃ N i
γi //
δi


N˜i
δ′i

r
N˜i,Ni //
m
N˜i,N
′
i
""❊
❊❊
❊❊
❊❊
❊❊
Ni
N′
γ′i //
r
N′,N′
i
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H˜i\N˜i
ǫi // N ′i .
Consider the subgroup H ′i =
∏
j 6=iHj ⊂ H for each i = 1, . . . , d. We set
N i = H
′
i\N and let βi : N → N i denote the canonical morphism. We can check,
by using Lemma 6.3.0.3 that the morphism
β1 × · · · × βd : N→ N1 ×N′ · · · ×N′ Nd
in F˜C
d
m is an isomorphism.
Let N˜i denote the inverse image of N
′
i ⊂ N
′ under the OX -homomorphism
N→ N′. Let H˜i denote the group of automorphisms of the object N˜i in Cd of the
form z(σ), where σ : N˜i
∼=
−→ N˜i is an automorphism of the OX -module N˜i such that
σ(N′′) = N′′ and that the endomorphisms ofN′′ and N ′i = N˜i/N
′′ induced by σ are
the identity homomorphisms. Let δ′i : N˜i → H˜i\N˜i denote the canonical morphism.
By using Lemma 1.2.1.3 we can check that the equality mN˜i,Ni ◦ h = mN˜i,Ni holds
for any h ∈ H˜i. Hence it follows from Lemma 2.2.2.1 that the morphism mN˜i,Ni
factors through the canonical morphism δ′i. We denote the induced morphism
H˜i\N˜i → Ni by ǫi.
Let us consider the morphism r
N,N˜i
: N → N˜i. By using Lemma 1.2.1.3 we
can check that the equality r
N,N˜i
◦ h′ = r
N,N˜i
holds for any h′ ∈ H ′i. Hence it
follows from Lemma 2.2.2.1 that the morphism r
N,N˜i
factors through the canonical
morphism βi : N→ N i. We denote the induced morphism N i → N˜i by γi.
It follows from the construction of the isomorphism HomOX (N
′,N′′)
∼=
−→ H
that for any automorphism σ of the OX -module N such that z(σ) ∈ H , we have
σ(N˜i) = N˜i and the automorphism σi of N˜i induced by σ satisfies z(σi) ∈ H˜i.
Hence it follows from Lemma 2.7.1.2 that the composite
N
r
N,N˜i−−−−→ N˜i → H˜i\N˜i
factors through the morphism mN,N′ : N → N′. We denote by γ′i the induced
morphism γ′i : N
′ → H˜i\N˜i in C˜dm.
We have δ′i ◦ γi ◦ βi = δ
′
i ◦ rN,N˜i = γ
′
i ◦mN,N′ = γ
′
i ◦ δi ◦ βi. It follows from
Proposition 2.4.0.1 that βi is an epimorphism in C˜dm. Hence we have δ
′
i ◦γi = γ
′
i ◦δi.
Observe that mN˜i,N ′i
◦ r
N,N˜i
= rN′,N ′i ◦mN,N′ . Hence we have ǫi ◦γ
′
i ◦mN,N′ =
ǫi ◦δ′i ◦rN,N˜i = mN˜i,N ′i
◦r
N,N˜i
= rN′,N ′i ◦mN,N′ . It follows from Proposition 2.4.0.1
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that mN,N′ is an epimorphism in C˜dm. Hence we have ǫi ◦ γ
′
i = rN′,Ni . We thus
obtain the commutative diagram (3.1).
We prove that the middle square of the diagram (3.1) is cartesian. The homo-
morphism HomOX (N
′
i ,N
′′)→ AutOX (N˜i) which maps f to (n 7→ n+f(n)) induces
an isomorphism φ : Hi ∼= H˜i satisfying rN,N˜i ◦ α = φ(α) ◦ rN,N˜i . Since H
′
i is a
normal subgroup of H , it follows from Lemma 4.2.6 (2) and (3) of [Kon-Ya3] that
the morphism δi is a Galois covering with Galois group isomorphic to H/H
′
i. Since
the inclusion Hi →֒ H induces an isomorphism Hi ∼= H/H ′i, it follows from Lemma
3.5.0.12 that the middle square in (3.1) is cartesian.
3.3.3. By the definition of κN,(bj), we have
κN,(bj) = (β1 × · · · × βd)
∗
d∏
j=1
pˇr∗j (rN˜j ,Njγj)
∗(αjg
′
j(Nj)[bj ])
where pˇrj : N1 ×N′ · · · ×N′ Nd → N j denotes the j-th projection. Hence,
(mN,N′)∗κN,(bj) = (δ1 × · · · × δd)∗
d∏
j=1
pˇr∗j (rN˜j ,Njγj)
∗(αjg
′
j(Nj)[bj ])
=
d∏
j=1
(γ′j)
∗(δ′j)∗r
∗
N˜j ,Nj
(αjg
′
j(Nj)[bj ]).
Let y be an element in Γ(X, N˜i), and y
′ be its image in Γ(X,N ′i). Suppose that
N ′i is generated by y
′. Let [y] ∈ SB∗(N˜i) ⊂ SB(N˜i), [y′] ∈ SB
∗(N ′i) ⊂ SB(N
′
i) be
the sections corresponding to y, y′. Then we have
δ′∗δ′∗([y]) =
∑
x∈Ker(N˜→N ′)
[y + x] = m∗
N˜,N ′
([y′]).
The first equality is because the group H˜i is isomorphic to Hom(N
′
i ,Ker(N˜i → N
′
i)),
and the second equality follows from the definition of the Schwartz-Bruhat sheaf.
Since δ′ is a fibration, it follows that δ′∗([y]) = ǫ
∗[y′]. Applying this, we then have
(mN,N′)∗κN,(bj) =
∏d
j=1 r
∗
N′,N ′j
(αjg
′
j(N
′
j)[b
′
j ])
= κN′,(b′j).
This proves Theorem 3.2.1.1(1). 
3.4. Reduction to the local case. The first step in our proof of Theo-
rem 3.2.1.1 (2) is to reduce the case when X is a local scheme. In the succeeding
paragraphs, we will prepare arguments necessary for this reduction step.
3.4.1. We will consider the category Cd, C˜dm, C˜
d,µ
m and F˜C
d
m for various X . To
avoid confusion, we will write Cd, C˜dm, C˜
d,µ
m and F˜C
d
m for X by C
d
X , C˜
d
m,X , C˜
d,µ
m,X and
F˜C
d
m,X , respectively.
3.4.2. Let ℘ be a closed point of X . We set X℘ = Spec OX,℘.
From now on until the end of Section 3.4 we assume that |X |\{℘} is non-empty.
We let U ⊂ X denote the unique open subscheme satisfying |U | = |X | \ ℘. We let
j℘ : U →֒ X denote the canonical inclusion and i℘ : X℘ →֒ X denote the canonical
morphism. Let us consider the functors (j℘)∗ : CdX → C
d
U and i
∗
℘ : C
d
X → C
d
X℘
which
associate, to each object N in CdX , the pullbacks (j
℘)∗N and i∗℘N , respectively.
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The pair ((j℘)∗, i∗℘) gives an equivalence of categories from the category C
d
X to the
product category CdU × C
d
X℘
. The following lemma can be checked easily. We omit
the proof.
Lemma 3.4.2.1. Let f : N → N ′ be a morphism in CdX . Then f is a Galois
covering (resp. a fibration) in CdX if and only if the morphism (j
℘)∗(f) is a Galois
covering (resp. a fibration) in CdU and the morphism i
∗
℘(f) is a Galois covering
(resp. a fibration) in CdX℘ . Moreover the functors (j
℘)∗ and i∗℘ give an isomorphism
AutN ′(N)
∼=
−→ AutN ′|U (N |U )×AutN ′℘(N
′
℘) of groups. 
3.4.3. For a presheaf F℘ on CdU and for a presheaf F℘ on C
d
X℘
, we define
F℘ ⊠ F℘ as the presheaf on CdX which associates, to each object N in C
d, the set
F℘(N |U )× F℘(N℘).
Lemma 3.4.3.1. Let F℘ be a presheaf on FCdU and let F℘ be a presheaf on
FCdX℘ . Then there exists an isomorphism θF℘,F℘ : (F
℘ ⊠ F℘)
a
∼=
−→ (F℘)a ⊠ (F℘)a
of presheaves on CdX such that for each object N in C
d
X , the diagram
(3.2)
(F℘ ⊠ F℘)(N) F
℘((j℘)∗(N))× F℘(i
∗
℘(N℘))y y
(F℘ ⊠ F℘)
a(N)
θF℘,F℘ (N)
−−−−−−−→ (F℘)a((j℘)∗(N))× (F℘)a(i∗℘(N℘))
is commutative. Here the vertical arrows in the diagram are the maps induced by the
morphisms F℘ → (F℘)a, F℘ → (F℘)a, and F℘ ⊠ F℘ → (F℘ ⊠ F℘)a. In particular,
the presheaf (F℘)a ⊠ (F℘)
a on FCdX is a sheaf.
Proof. Let N be an object in Cd. Let us consider the category Gal/N in-
troduced in Section 4.4.2 of [Kon-Ya3]. It follows from Lemma 3.4.3.1 that
the functor which associates, to each object f : M → N in Gal/N , the pair
((j℘)∗(f), i∗℘(f)) gives an equivalence of categories from Gal/N to the product cat-
egory Gal/(j℘)∗N ×Gal/i∗℘N . Hence, by the last statement in Lemma 3.4.3.1 and
by the description of the functor (−)a given in Section 4.4.2 of [Kon-Ya3], we have
a bijection θF℘,F℘(N) : (F
℘ ⊠ F℘)
a(N)
∼=
−→ (F℘)a((j℘)∗(N))× (F℘)a(i∗℘(N℘)) such
that the diagram (3.2) is commutative. We can check, by using the construction
of the pullback maps, given in Section 4.4.4 of [Kon-Ya3], with respect to a mor-
phism in Cd, that the bijection θF℘,F℘(N) is functorial in N . Hence the collection
of bijections θF℘,F℘(N) for all objects N in C
d
X gives an isomorphism of presheaves
on CdX . This completes the proof. 
3.4.4. Let us fix an object N℘ in CdU . Let us consider the functor ηN℘ : C
d
X℘
→
CdX which associates, to each object N℘ of C
d
X℘
, an object N℘ ⊕ N℘ of CdX . Here
the symbol N℘ ⊕N℘ stands for the object j
℘
∗N℘ ⊕ (i℘)∗N℘ of CdX .
Let F be an object in C˜dm,X℘ . Let us write F = H\N℘, where N℘ is an
object in CdX℘ and H ⊂ AutCdX℘
(N℘) is a subgroup. Via the functor ηN℘ , we
sometimes regard H as a subgroup of ηN℘(N℘). We set η˜N℘(F ) = H\ηN℘(N℘).
This is an object in C˜dm,X . By using Lemma 3.4.2.1, we can check that the presheaf
H\HomCdX (−, ηN
℘(N℘)) on C
d
X is isomorphic to the presheaf (H\HomCdX℘
(−, N℘))⊠
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HomCdU (−, N
℘). Hence it follows from Lemma 3.4.3.1 that η˜N℘(F ) is isomorphic, as
a presheaf on CdX , to the presheaf H\N℘ ⊠ {idN℘}\N
℘. Via this isomorphism, one
can construct a morphism η˜N℘(f) : η˜N℘(F )→ η˜N℘(F ′) in C˜dm,X for each morphism
f : F → F ′ in C˜dm,X℘ , which gives a functor η˜N℘ from C˜
d
m,X℘
to C˜dm,X . By abuse
of notation, we denote by the same symbol η˜N℘ the functor F˜C
d
m,X℘ → F˜C
d
m,X
induced by η˜N℘ .
Lemma 3.4.4.1. Let N℘ be an object in CdU .
(1) For any diagram F1 → F ′ ← F2 in F˜C
d
m,X℘ , the map HomF ′(F1, F2) →
Homη˜N℘ (F ′)(η˜N℘(F1), η˜N℘(F2)) given by the functor η˜N℘ is bijective.
(2) The functor η˜N℘ commutes with fiber products.
(3) The functor η˜N℘ sends any fibration in F˜C
d
m,X℘ to a fibration in F˜C
d
m,X .
Proof. For any diagram F℘,1 → F ′℘ ← F℘,2 of presheaves in C
d
X℘
and for
any presheaf F℘ on CdU , one can check easily that the map HomF ′℘(F℘,1, F℘,2) →
HomF ′℘⊠F℘(F℘,1 ⊠ F
℘, F℘,2 ⊠ F
℘), which sends a morphism f : F℘,1 → F℘,2 over
F ′℘ to the morphism induced by f and idF℘ , is bijective. Applying this to the case
when the diagram F℘,1 → F
′
℘ ← F℘,2 is equal to the diagram F1 → F
′ ← F2 and
when F℘ = {idN℘}\N℘, we obtain the claim (1).
The claim (2) is an immediate consequence of the claim (1).
We prove the claim (3). It suffices to show that the functor η˜N℘ sends any
fibration in C˜dm,X℘ to a fibration in C˜
d
m,X . Suppose that f : F → F
′ is a fibration
in C˜dm,X℘ . Let us write F = H\N℘ and F
′ = H ′\N ′℘, where N℘ and N
′
℘ are
objects in CdX℘ and H ⊂ AutFCdX℘
(N℘) and H
′ ⊂ AutFCdX℘
(N ′℘) are subgroups.
Let us denote by fµ the morphism (N℘, H) → (N ′℘, H
′) in C˜d,µm,X℘ corresponding
to f . Let us take a model (fµ;m, f ′) of fµ. Then f ′ is a fibration in CdX℘ . Let
us denote by ηµN℘ the functor C˜
d,µ
m,X℘
→ C˜d,µm,X induced by ηN℘ . Then the triple
(ηµN℘(f
µ); ηN℘(m), ηN℘(f
′)) is a model of the morphism η˜µN℘(f
µ) in C˜d,µm,X . It follows
from Lemma 3.4.2.1 (2) that ηN℘(f
′) is a fibration. Hence η˜µN℘(f
µ) is a fibration
in C˜d,µm,X , which proves the claim (3). 
Lemma 3.4.4.2. Let N℘ be an object in CdU . For a presheaf G on F˜C
d
m,X , let
(η˜N℘)
∗G denote the presheaf on F˜C
d
m,X℘ given by the composite of G with η˜N℘ .
(1) Suppose that G is a sheaf on F˜C
d
m,X. Then (η˜N℘)
∗G is a sheaf on F˜C
d
m,X℘ .
(2) Suppose that G is an abelian presheaf (resp. a presheaf of rings) with
transfers on F˜C
d
m,X. Then the presheaf (η˜N℘)
∗G together with the map
η˜N℘(f)∗ for each fibration f in F˜C
d
m,X℘ is an abelian presheaf (resp. a
presheaf of rings) with transfers on F˜C
d
m,X℘ .
Proof. The claim (1) is obvious.
We prove the claim (2). The claim when G is a presheaf of rings with transfers
immediately follows from the claim when G is an abelian presheaf with transfers.
Hence it suffices to show that, when G is an abelian presheaf with transfers, the
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presheaf (η˜N℘)
∗G together with the map η˜N℘(f)∗ for each fibration f in F˜C
d
m,X℘
satisfies the three conditions in Definition 5.1.0.1. It is clear that Condition (1)
is satisfied. Condition (2) is satisfied since the functor η˜N℘ commutes with fiber
products. To prove that Condition (3) is satisfied, it suffices to prove that, for any
fibration f : F → F ′ in C˜dm,X℘ , we have deg f = deg η˜N℘(f). It follows from Proposi-
tion 3.7.0.1, the category F˜C
d
m,X℘ has enough Galois coverings which are fibrations.
Hence there exists a Galois covering g : F1 → F ′ in C˜dm,X℘ such that HomF ′(F1, F )
is non-empty. It follows from Lemma 3.4.4.1 (2) that the morphism η˜N℘(g) is a
Galois covering in C˜dm,X . It follows from Lemma 3.4.4.1 (1) that the functor η˜N℘
induces a bijection HomF ′(F1, F )
∼=
−→ Homη˜N℘ (F ′)(η˜N℘(F1), η˜N℘(F )). An argument
in the proof of Proposition 5.2.0.1 shows that deg f and deg η˜N℘(f) are equal to
the cardinalities of the sets HomF ′(F1, F ) and Homη˜N℘(F ′)(η˜N℘(F1), η˜N℘(F )), re-
spectively. Thus we have deg f = deg η˜N℘(f). This completes the proof. 
3.5. Proof of Theorem 3.2.1.1 (2). We now start the proof of Theorem 3.2.1.1
(2). We finish the proof at the end of Section 3.5. By using Lemma 3.4.4.2 if nec-
essary, we may and will assume that X = X℘ = Spec (OX,℘) and that we are in
Situation I. By decomposing the surjection Ni ։ N
′
i into the composite of two
surjections and by using Theorem 3.2.1.1 (1), we may and will assume that e ≥ 1,
that N1 = · · · = Ne = N ∼= κ(℘), N ′i = 0 for i = 1, . . . , e, and that Ni = N
′
i 6= 0 for
i = e+ 1, . . . , d. We set F = {idN}\N.
3.5.1. For i = 1, . . . , d, we have either (N ′i , N
′′
i ) = (0, Ni) or (N
′
i , N
′′
i ) =
(Ni, 0). Hence we have a canonical isomorphism Ni ∼= N ′i ⊕ N
′′
i . We set N
′′ =⊕e
i=1N
′′
i
∼= κ(℘)⊕e. The isomorphisms Ni ∼= N ′i ⊕ N
′′
i for i = 1, . . . , d give a
canonical isomorphism N ∼= N′ ⊕N′′.
For r = 0, . . . , e, we define two objects Er, E
′
r in F˜C
d
m as follows. We set
M′′r =
⊕r
i=1N
′′
i . Let H
′′
r denote the group of the automorphisms of the OX -
module N′′ that stabilizeM′′r . For h
′′
r ∈ H
′′
r , the restriction of h
′′
r toM
′′
r induces an
OX -automorphism of M′′r , which we denote by h
′′
r |M′′r :M
′′
r →M
′′
r . For h
′′
r ∈ H
′′
r ,
we regard idN′ ⊕h′′r : N
′⊕N′′
∼=−→ N′⊕N′′ as an automorphism of the OX -module
N via the canonical isomorphism N ∼= N′ ⊕N′′ above. We use the symbol z(−)
introduced in Section 1.1.3. We set Hr = {z(idN′ ⊕ h′′r ) | h
′′
r ∈ H
′′
r } ⊂ AutCd(N).
We define E′r to be Hr\N. We denote by cr the canonical morphism F → E
′
r in
C˜dm. It follows from Lemma 2.6.1.4 the morphism cr is a Galois covering in C˜
d
m with
Galois group Hr.
Let us consider the functor MHr : B(Hr) → F˜C
d
m,/E′r
constructed in Section
6.3, that sends an object S in B(Hr) to the object Hr\
∐
s∈SN. We set Sr =
HomOX (N,M
′′
r ). We regard the set Sr as an object in B(Hr) by setting z(idN′ ⊕
h′′r ) · sr = h
′′
r |M′′r ◦ s for h
′′
r ∈ H
′′
r and for s ∈ Sr. We denote the object M˜Hr(Sr) in
F˜C
d
m,/E′r
by ηr : Er → E′r.
Let j′′r :M
′′
r →֒M
′′
e = N
′′ denote the inclusion homomorphism of OX -modules.
The map j′′r ◦ − : Sr → r
He
Hr
(Se) given by the composition with j
′′
r is a morphism in
B(Hr). Applying the functor MHr , we obtain a morphism Er →MHr (r
He
Hr
(Se)) in
F˜C
d
m over E
′
r . Since Hr is a subgroup of He, we have the morphisms c
/Hr
/He
: E′r →
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E′e, which we denote by f
′
r, and c
/Hr
/He,Se
:MHr(r
He
Hr
(Se))→ Ee introduced in Section
6.4. We denote by fr : Er → Ee the composite Er → MHr (r
He
Hr
(Se))
c
/Hr
/He,Se−−−−−→ Ee.
We have the following commutative diagram in F˜C
d
m:
Er
ηr
−−−−→ E′r
fr
y yf ′r
Ee
ηe
−−−−→ E′e.
3.5.2. It follows from the construction of the functor MHe that the inclusion
N →֒
∐
h∈He
N of the component at 1 ∈ He induces an isomorphism
(3.3) F
∼=
−→MHe(He)
in F˜C
d
m. For each i = 1, . . . , e, let µi : N = N
′′
i →֒ N
′′ = M′′e be the OX -
homomorphism given by the inclusion into the i-th factor. Let us consider the map
wi : He → Se that sends z(idN′ ⊕ h′′e ) ∈ He to the composite h
′′
e ◦ µi. Then wi
is a morphism in B(He). By applying the functor MHe and composing with the
isomorphism (3.3), we obtain the morphism α′i : F → Ee in F˜C
d
m over E
′
e. We let
Ee = Ee ×E′e · · · ×E′e Ee be the e-fold fiber product of ηe, and i : F → Ee be the
morphism (α′1, . . . , α
′
e).
3.5.3. For each r = 0, . . . , e, we let Er denote the e-fold fiber product Er ×E′r
· · · ×E′r Er of Er over E
′
r, and let fr = fr × · · · × fr : Er → Ee.
Proposition 3.5.3.1. Let the notations be as above. The morphisms i and fj
for each j = 0, . . . , e are fibrations, and we have
deg i =
e∑
r=0
(−1)rqr(r−1)/2℘ deg fe−r .
Before giving a proof of Proposition 3.5.3.1, we introduce some notation. For
r = 0, . . . , e and for i = 1, . . . , e, let prr,i : Er → Er denote the projection to the
i-th factor.
For r = 0, . . . , e, we set
tr = ι
He
Hr
(j′′r ◦ −) : He ×
Hr Sr → Se.
Here the notation ιHeHr (−) be as in Section 6.4. Let Sr =
∏e
i=1 Sr. We endow Sr
with the diagonal left action of the group Hr and regard it as an object in B(Hr).
The map j′′r ◦ − : Sr → r
He
Hr
(Se) induces a map Sr → r
He
Hr
(Se), which we denote by
(j′′r ◦ −)1≤i≤e. We set
tr = ι
He
Hr
((j′′r ◦ −)1≤i≤e) : He ×
Hr Sr → Se.
We denote by w : He → Se the morphism in B(He) which sends he ∈ He to
(wi(he))1≤i≤e. Then w is a morphism in B(He).
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Lemma 3.5.3.2. There exist isomorphisms Ee
∼=
−→MHe(Se) and Er
∼=
−→MHe(He×
Hr
Sr) for r = 0, . . . , e such that the diagrams
(3.4)
Er
fr−−−−→ Ee
∼=
y y∼=
MHe(He ×
Hr Sr)
MHe (tr)−−−−−−→ MHe(Se)
for r = 0, . . . , e and
(3.5)
F
i
−−−−→ Ee
∼=
y y∼=
MHe(He)
MHe (w)−−−−−→ MHe(Se)
are commutative. Here the left vertical arrow in the diagram (3.5) is the isomor-
phism (3.3).
Proof. Let r be an integer with 0 ≤ r ≤ e. Since Er = MHr(Sr), it follows
from Lemma 6.3.0.3 and Lemma 6.4.0.1 that we have isomorphisms
(3.6) Er ∼=MHr (Sr)
∼= MHe(He ×
Hr Sr)
in F˜C
d
m. When r = e, we in particular obtain an isomorphism
(3.7) Ee ∼= MHe(Se).
We prove that the isomorphisms (3.7) and (3.6) satisfy the desired properties.
Let us fix an integer r with 0 ≤ r ≤ e. We prove that the diagram (3.4) is
commutative. By Lemma 6.4.0.1, we have an isomorphism γ : MHe(He ×
Hr Sr) ∼=
Er. It follows from Lemma 6.4.0.3 that the composite of γ with fr : Er → Ee is
equal to MHe(tr). Since the composite pre,i ◦ fr is equal to the composite fr ◦ prr,i
for i = 1, . . . , e, the morphism fr is equal to the composite of the isomorphism (3.6)
with the morphism MHe(tr). Hence the diagram (3.4) is commutative.
It follows from the construction of the morphism i that the composite pre,i ◦ i :
F → Ee is equal to the composite of the isomorphism (3.3) with MHe(wi) for i =
1, . . . , r. Hence the morphism i is equal to the composite of the isomorphism (3.3)
with the morphism MHe(w). This shows that the diagram (3.5) is commutative,
which completes the proof. 
Proof of Proposition 3.5.3.1. By Lemma 3.5.3.2, we have deg fr = degMHe(tr)
for r = 0, . . . , e and deg i = degMHe(w). We apply Lemma 6.3.0.5 to the mor-
phisms tr for r = 0, . . . , e and to the morphism w. Then, to prove the claim, it
suffices to show the equality
(3.8) ♯w−1(s) =
e∑
r=0
(−1)rqr(r−1)/2℘ ♯t
−1
e−r(s)
holds for any s ∈ Se.
By assumptionN′′ is an e-dimensional κ(℘)-vector space. Let Gr(N′′, r) be the
set of r-dimensional subspaces of N′′. Let Tr denote the set of pairs (W, (νi)1≤i≤e)
of W ∈ Gr(N′′, r) and (νi)1≤i≤e ∈
∏e
i=1HomOX (N,W ). For h
′′
e ∈ H
′′
e , for W ∈
Gr(N′′, r), and for (νi)1≤i≤e ∈
∏e
i=1HomOX (N,W ), we set h
′′
e ·W = h
′′
e (W ) and
h′′e · (W, (νi)1≤i≤e) = (h
′′
e (W ), (h
′′
e ◦ νi)). Here h
′′
e ◦ νi denotes the composite of νi
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with the isomorphism W
∼=
−→ h′′e (W ) induced by h
′′
e . This gives an action of the
group H ′′e on the sets Gr(N
′′, r) and Tr. It can be checked easily that the group
H ′′e acts transitively on the set Gr(N
′′, r) and the stabilizer of M′′r ∈ Gr(N
′′, r) is
equal to H ′′r . This shows that the map
ψr : He ×
Hr Sr → Tr
which sends the class of (z(idN′⊕h′′e ), (si)1≤i≤e) ∈ He×Sr to the element (h
′′
e (M
′′
r ), (h
′′
e◦
j′′r ◦ si)1≤i≤e) is an isomorphism in B(He). Composing the isomorphism (3.6) with
MHe(ψr), we obtain an isomorphism
Er ∼= MHe(Tr).
Observe that the composite tr ◦ ψ−1r : Tr → Se is equal to the map which sends
(W, (νi)1≤i≤e) ∈ Tr to (jW ◦ νi)1≤i≤e. Here jW : W →֒ N′′ = M′′e denotes the
inclusion homomorphism of OX -modules. Hence for each s = (si)1≤i≤e ∈ Se, the
cardinality of t−1r (s) is equal to the number of W ∈ Gr(N
′′, r) satisfying W ⊃ V ,
where V =
∑e
i=1 Im si.
We recall some notations in q-calculus. For non-negative integers j,m, n ≥ 0
with m ≤ n, we let [j] = q℘
j−1
q℘−1
, [j]! = [j][j − 1] · · · [1], and
[
n
m
]
=
[n]!
[m]![n−m]!
.
Since
[
n
m
]
is the number of m-dimensional subspaces in an n-dimensional κ(℘)-
vector space, we have
♯t−1r (s) =


[
e− dimκ(℘) V
r − dimκ(℘) V
]
, if dimκ(℘) V ≤ r
0, if dimκ(℘) V > r.
Applying Gauss’ binomial formula [Kac-Ch, (5.5)], we have
e∑
r=0
(−1)rqr(r−1)/2℘ t
−1
e−r(s) =
{
0, if V 6= N′′
1, if V = N′′.
On the other hand, it can be checked easily that for each s = (si)1≤i≤e ∈ Se, the
cardinality of w−1(s) is
♯w−1(s) =
{
0, if V 6= N′′
1, if V = N′′.
We thus obtain the desired equality (3.8) for each s ∈ Se. This completes the
proof. 
3.5.4. Let b ∈ Γ(X,N). Recall that Se = HomOX (N,N
′′). For an element
s ∈ Se, let us consider s(b) ∈ Γ(X,N′′). We regard s(b) as an element in Γ(X,N) via
the embedding Γ(X,N′′) →֒ Γ(X,N) induced by the inclusionN′′ →֒ N′⊕N′′ ∼= N.
The element
(3.9) ([s(b)])s∈Se ∈ SB(
∐
s∈Se
F)
is invariant under the action of He. Here we let the group He act on
∐
s∈Se
F in
such a way that for each he = z(idN′ ⊕ h′′e ) ∈ He, the action he :
∐
s∈Se
F →∐
s∈Se
F of he is the morphism characterized by the following property: the map
π0(he) : Se → Se is given by the composition with h′′e , and the component at s
of he is equal to the automorphism he : F → F. Since SB is a sheaf, the element
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(3.9) defines an element in SB(Ee), which we denote by b˜. For j = 1, . . . , e, let us
consider the element g˜′j = gj(Ee)(b˜j) ∈ Fj(Ee).
Lemma 3.5.4.1. The element g˜′j ∈ Fj(Ee) belongs to the subset F
′
j(Ee) ⊂
Fj(Ee).
Proof. The set Se consists of two He-orbits {0} and Se \ {0}. Let Ee,0 and
E0e denote the component of Ee corresponding to the He-orbits {0} and Se \ {0},
respectively. We then have Ee = Ee,0∐E0e . For j = 1, . . . , e, let g˜
′
j,0 ∈ Fj(Ee,0) and
g˜′0j ∈ Fj(E
0
e ) denote the pullback of g˜
′
j with respect to the inclusions Ee,0 → Ee and
E0e → Ee, respectively. It then suffices to show g˜
′
j,0 ∈ F
′
j(Ee,0) and g˜
′0
j ∈ F
′
j(E
0
e ).
Since the set {0} consists of the single element 0, the inclusion N→
∐
0∈{0}N
is an isomorphism and induces an isomorphism He\N ∼= Ee,0. Since rN,{0} ◦ h =
rN,{0} for any h ∈ He, it follows from Lemma 2.2.2.1 the morphism rN,{0} :
F → {id{0}}\{0} in C˜
d
m factors through the canonical morphism F → He\N.
We denote by rEe,0,{0} : Ee,0 → {0} the composite of the induced morphism
He\N → {0} with the inverse of the isomorphism He\N ∼= Ee,0 above. Let j
be an integer with 1 ≤ j ≤ e. It is easy to check that the pullback of b˜j ∈ SB(Ee)
with respect to the inclusion Ee,0 → Ee is equal to the pullback of the image of
[0] ∈ SB({id{0}}\{0}) with respect to rEe,0,{0}. Hence g˜
′
j,0 is equal to the pullback
of g′({0})([0]) ∈ F ′j({id{0}}\{0}) with respect to rEe,0,{0}. This shows that the
element g˜′j,0 ∈ Fj(Ee,0) belongs to the subset F
′
j(Ee,0) ⊂ Fj(Ee,0).
For j = 1, . . . , e, let He,j ⊂ He denote the stabilizer of µj ∈ Se. Then the
map He → Se that sends z(idN′ ⊕ h′′e ) ∈ He to h
′′
e · µj gives an isomorphism
He/He,j
∼=
−→ Se \ {0}. By applying the functor MHe , we obtain an isomorphism
φj : He,j\N
∼=
−→ E0e . We denote by ce : F→ He,j\N the canonical morphism. It can
be checked easily that we have prj ◦h = prj for any h ∈ He,j . Hence the morphism
prj : F → {idNj}\Nj = {idN}\N factors through the morphism ce. Taking the
composite with the inverse of φj , we obtain the morphism prj : E
0
e → {idN}\N .
Let b ∈ Γ(X,N). It follows from the definition of the element b˜ ∈ SB(Ee) that
the pullback of b˜ with respect to the inclusion E0e → Ee is equal to pullback of
[b] ∈ SB({idN}\N) with respect to the morphism prj . Hence g˜
′0
j is equal to the
pullback of g′j({idN}\N)([b]) ∈ F
′
j({idN}\N) with respect to the morphism prj .
This shows that the element g˜′0j ∈ Fj(E
0
e ) belongs to the subset F
′
j(E
0
e ) ⊂ Fj(E
0
e ).
This completes the proof. 
We set F′ = {idN′}\N
′. We set g˜j = αj(g˜
′
j) ∈ G(Ee). We also set
κ′ =
d∏
j=e+1
r∗
N′,N ′j
αjg
′
j(Nj)([bj ]) ∈ G(F
′).
Let us consider the morphisms rN,N′ ,mN,N′ : F → F′. Since we have rN,N′ ◦
h = rN,N′ and mN,N′ ◦ h = mN,N′ for any h ∈ He, it follows from Lemma 2.2.2.1
that the morphisms rN,N′ andmN,N′ induce morphisms E
′
e → F
′ which are denoted
by rE′e,N′ , mE′e,N′ respectively. For r = 1, . . . , e, we set rE′r ,N′ = rE′e,N′ ◦ f
′
r and
mE′r,N′ = mE′e,N′ ◦f
′
r. Let rEe,N′ , mEe,N′ denote the morphisms rE′e,N′ ◦ (ηe×· · ·×
ηe), mE′e,N′ ◦ (ηe × · · · × ηe) : Ee → F
′ respectively.
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Lemma 3.5.4.2. We have
(mN,N′)∗κN,(bj)(3.10)
=
e∑
r=0
(−1)rqr(r−1)/2℘ (mEe,N′)∗(fe−r)∗f
∗
e−r((
e∏
j=1
pr∗e,j g˜j) · r
∗
Ee,N′κ
′).
Proof. Let the notation be as in the proof of Lemma 3.5.4.1. It follows from
the construction of the morphism i : F→ Ee that the composite F
ce−→ He,j\N
φj
−→
E0e → Ee, where the last morphism is the inclusion, is equal to the composite
pre,j ◦ i. Hence, by the argument in the proof of Lemma 3.5.4.1, we have the
equality
i∗pr∗e,j g˜j = pr
∗
j (αjg
′
j(Nj)([bj ]))
for j = 1, . . . , e.
For j = e + 1, . . . , d, the composite rN′,N ′j ◦ rEe,N′ ◦ i is equal to prj : F →
{idNj}\Nj. Hence we have
κN,(bj) = i
∗((
e∏
j=1
pr∗e,j g˜j) · r
∗
Ee,N′κ
′).
Since mN,N′ = mEe,N′ ◦ i, we have
(mN,N′)∗κN,(bj) = (mEe,N′)∗i∗i
∗((
e∏
j=1
pr∗e,j g˜j) · r
∗
Ee,N′κ
′).
By Proposition 3.5.3.1, it is equal to
e∑
r=0
(−1)rqr(r−1)/2℘ (mEe,N′)∗(fe−r)∗f
∗
e−r((
e∏
j=1
pr∗e,j g˜j) · r
∗
Ee,N′κ
′).
This proves the claim. 
Lemma 3.5.4.3. Let r be an integer with 0 ≤ r ≤ e. Then we have
(mEe,N′)∗(fr)∗f
∗
r ((
e∏
j=1
pr∗e,j g˜j) · r
∗
Ee,N′κ
′)(3.11)
=(mE′r ,N′)∗((
e∏
j=1
(ηr)∗f
∗
r g˜j) · r
∗
E′r ,N
′κ′).
Proof. For each i = 1, . . . , e, consider the following diagram:
Er
fr

Er
prr,i
oo ηr×···×ηr //
fr

E′r
f ′r

mE′r,N′
❅
❅
❅
❅
❅
❅
❅
Ee Eepre,i
oo ηe×···×ηe //
m
Ee,N′
::E
′
e
mE′e,N′// F′
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where ηr and f
′
r are as in Section 3.5.1. It can be checked easily that the diagram
is commutative. Hence we have
(mEe,N′)∗(fr)∗f
∗
r ((
e∏
j=1
pr∗e,j g˜j) · r
∗
Ee,N′κ
′)
= (mEe,N′)∗(((fr)∗f
∗
r
e∏
j=1
pr∗e,j g˜j) · r
∗
Ee,N′κ
′)
= (mE′e,N′)∗(((f
′
r)∗(ηr × · · · × ηr)∗
e∏
j=1
pr∗r,jf
∗
r g˜j) · r
∗
E′e,N
′κ′).
By Lemma 5.4.0.2 we have
(ηr × · · · × ηr)∗
e∏
j=1
pr∗r,jf
∗
r =
e∏
j=1
(ηr)∗f
∗
r g˜j.
Hence
(mEe,N′)∗(fr)∗f
∗
r ((
e∏
j=1
pr∗e,j g˜j) · r
∗
Ee,N′κ
′)
=(mE′e,N′)∗(((f
′
r)∗
e∏
j=1
(ηr)∗f
∗
r g˜j) · r
∗
E′e,N
′κ′)
=(mE′r,N′)∗((
e∏
j=1
(ηr)∗f
∗
r g˜j) · r
∗
E′r ,N
′κ′).
This proves the claim. 
3.5.5. For r = 0, . . . , e, we setM
′′
r =
⊕e
i=r+1N
′′
i . Let c
′
r : {idN′⊕M′′r
}\N′ ⊕M
′′
r →
F′ ⊕ [M
′′
r ] denote the canonical morphism (see Section 5.3.3 for notation). We re-
gard N′ ⊕M
′′
r as a quotient OX -module of N via the projection homomorphism
pr : N ։
⊕d
j=e+1Nj ⊕
⊕e
i=r+1Ni = N
′ ⊕M
′′
r . Observe that the kernel of pr is
equal to M′′r . Hence for any h
′′
r ∈ H
′′
r , there exists an automorphism h
′′
r of the
OX -module M
′′
r satisfying pr ◦ (idN′ ⊕ h
′′
r ) = (idN′ ⊕ h
′′
r) ◦ pr. This shows that
the equality c′r ◦mN,N′⊕M′′r
◦ hr = c′r ◦mN,N′⊕M′′r
holds for any hr ∈ Hr. Hence
it follows from Lemma 2.2.2.1 that the composite c′r ◦mN,N′⊕M′′r
factors through
the canonical morphism F → E′r. We denote by δr : E
′
r → F
′ ⊕ [M
′′
r ] the induced
morphism. We then have the following commutative diagram
Ee Er
froo ηr // E′r
δr //
rE′r,N′

mE′r,N′
&&
F′ ⊕ [M
′′
r ] m
F′⊕[M′′r ],F
′
//
r
F′⊕[M′′r ],F
′

F′
F′ F′.
Lemma 3.5.5.1. Let the notations be as above. Then for j = 1, . . . , e, we have
(ηr)∗fr
∗(b˜j) = δ
∗
rr
∗
F′⊕[M
′′
r ],F
′
([0]) in SB(E′r).
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Proof. It follows from Lemma 6.3.0.2 that the following diagram in F˜C
d
m is
cartesian: ∐
s∈Sr
F
(1)
//
(2)


F
cr

Er ηr
// E′r.
Here (1) is the morphism in F˜C
d
m every component of which is the identity mor-
phism on F, and (2) is the composite of the canonical isomorphism
∐
s∈Sr
F ∼=
{id∐
s∈Sr
N}\
∐
s∈Sr
N with the canonical morphism
{id∐
s∈Sr
N}\
∐
s∈Sr
N→ Er.
By Condition (2) of Definition 5.1.0.1 we have
c∗r(ηr)∗fr
∗(˜bj) =
∑
s∈Sr
[s(bj)] =
∑
x∈M′′r
[x]
= m∗
N,M
′′
r⊕N
′
([0]) = c∗rδ
∗
rr
∗
F′⊕[M
′′
r ],F
′
([0]).
Since cr is a fiber and SB is a sheaf on F˜C
d
m, the claim follows. 
3.5.6. Let G′r be the subgroup of AutOX (N) of elements g
′ such that the
equalities g′(N′′) = N′′, g′(M′′r ) = M
′′
r , and g
′(N′ ⊕M′′r ) = N
′ ⊕M′′r hold, and
that the automorphism of (N′ ⊕M′′r )/M
′′
r induced by g
′ is equal to the identity.
We set Gr = {z(g′) | g′ ∈ G′r} ⊂ AutCd(N). It follows from Lemma 1.5.0.2 that
the morphism m
N,N′⊕M
′′
r
: N → N′ ⊕M
′′
r is a Galois covering in C
d which is a
fibration. Hence it follows from Lemma 2.6.1.3 that the morphism m
N,N′⊕M
′′
r
:
F → {id
N′⊕M
′′
r
}\N′ ⊕M
′′
r is a Galois covering in F˜C
d
m which is a fibration. We
can check, by using Lemma 1.2.1.3, that the group Aut
N′⊕M
′′
r
(N) is equal to z(G′′r ),
where G′′r denotes the group of automorphisms g
′′
r of the OX -module N satisfying
pr ◦ g′′r = pr. This shows that AutN′⊕M′′r
(N) is a subgroup of Gr. For g
′
r ∈ G
′
r,
let g′r|M′′r
denote the the automorphism of the OX -module N′′/M′′r induced by g
′
r,
regarded as an automorphism of M
′′
r via the isomorphism M
′′
r
∼= N′′/M′′r given
by the composite M
′′
r →֒ N
′′ ։ N′′/M′′r . Then the map Gr → AutCd(M
′′
r ) which
sends z(g′r) ∈ Gr to z(g
′
r|M′′r
) gives a short exact sequence
1→ Aut
N′⊕M
′′
r
(N)→ Gr → AutCd(M
′′
r )→ 1.
Hence by Lemma 2.7.1.3, we obtain an isomorphism Gr\N
∼=
−→ F′ ⊕ [M
′′
r ].
Observe that Hr is a subgroup of Gr. Hence the canonical morphism F →
Gr\N induces a morphism E′r = Hr\N → Gr\N. Then δr : E
′
r → F
′ ⊕ [M
′′
r ]
is equal to the composite of the morphism E′r → Gr\N with the isomorphism
Gr\N
∼=
−→ F′ ⊕ [M
′′
r ].
3. AN EULER SYSTEM OF DISTRIBUTIONS 111
3.5.7. Let us consider the functor MGr : B(Gr) → F˜C
d
m. It follows from
Lemma 6.4.0.1 that we have an isomorphism MGr(Gr/Hr)
∼=
−→ E′r. Let us consider
the abelian group HomOX (N
′,M′′r ). For g
′
r ∈ G
′
r the restriction of g
′
r to the OX -
submodule M′′r gives an automorphism of M
′′
r , which we denote by g
′
r|M′′r . Let
j′ : N′ →֒ N′ ⊕N′′ ∼= N denote the inclusion homomorphism of OX -modules. For
g′r ∈ G
′
r, the image of the difference g
′
r|N′ − j
′ : N′ → N is contained inM′′r . Hence
it induces a homomorphism N′ →M′′r of OX -modules, which we denote by D(g
′
r).
For z(g′r) ∈ Gr and for µ ∈ HomOX (N
′,M′′r ), we set z(g
′
r) · µ = g
′
r|M′′r ◦ µ+D(g
′
r).
This gives an action from the left of Gr on HomOX (N
′,M′′r ). In this way, we regard
HomOX (N
′,M′′r ) as an object in B(Gr). For a homomorphism µ : N
′ → M′′r of
OX -modules, we denote by αµ : N′ ⊕ N′′ → N′ ⊕ N′′ the endomorphism of the
OX -module N′⊕N′′ such that the restriction of αµ to N′′ is equal to the inclusion
N′′ →֒ N′ ⊕ N′′ and that the restriction αµ to N′ is equal to the sum of the
inclusion N′ →֒ N′ ⊕N′′ and the composite N′
µ
−→M′′r →֒ N
′′ →֒ N′ ⊕N′′. Since
αµ ◦α−µ = α−µ ◦αµ = idN′⊕N′′ , the endomorphism αµ is an automorphism of the
OX -module N′⊕N′′. We regard αµ as an automorphism of the OX -module N via
the isomorphism N ∼= N′ ⊕N′′. The map
(3.12) α : HomOX (N
′,M′′r )→ Gr
which sends µ to z(αµ) is an injective homomorphism of groups. It can be checked
easily that the composite of α with the quotient map Gr → Gr/Hr gives an iso-
morphism
(3.13) HomOX (N
′,M′′r )
∼=
−→ Gr/Hr
in B(Gr).
3.5.8. Let i be an integer with e + 1 ≤ i ≤ d. Let us consider the abelian
group Sr,i = HomOX (N
′
i ,M
′′
r ). For z(g
′
r) ∈ Gr and for µ ∈ Sr,i, we set z(g
′
r) · µ =
g′r|M′′r ◦µ+D(g
′
r)i. HereD(g
′
r)i denote the restriction ofD(g
′
r) to the i-th component
N ′i ⊂ N
′. This gives an action from the left of Gr on Sr,i and Sr,i is an object in
B(Gr). We set E′r,i = MGr(Sr,i). We denote by ǫ
′
i : E
′
r,i → Gr\N
∼= F′ ⊕ [M
′′
r ]
the structure morphism of M˜Gr(Sr,i). Since Sr,i is isomorphic to a quotient of
HomOX (N
′,M′′r )
∼= Gr/Hr, the group Gr acts transitively on Sr,i. Let Gr,i ⊂ Gr
denote the stabilizer of 0 ∈ Sr,i. Since Sr,i ∼= Gr/Gr,i, we have E′r,i
∼= Gr,i\N. We
denote by βr,i : F → E
′
r,i the composite of the canonical morphism F → Gr,i\N
with this isomorphism. It follows from the definition of the action of Gr on Sr,i
that we have rN,Ni ◦ gr,i = rN,Ni for any gr,i ∈ Gr,i. Hence by Lemma 2.2.2.1, the
morphism rN,Ni in F˜C
d
m factors through the morphism βr,i : N → Gr,i\N ∼= E
′
r,i.
We denote by cr,i : E
′
r,i → {idN ′i}\N
′
i the induced morphism.
Lemma 3.5.8.1. For i = e+1, . . . , d, we have (ǫ′i)∗c
∗
r,i([bi]) = r
∗
F′⊕[M
′′
r ],F
′
r∗
N′,N ′i
([bi])
in SB(F′ ⊕ [M
′′
r ]).
Proof. It follows from the definition of the group Gr,i that the composite
HomOX (Ni,M
′′
e )
(1)
−−→ HomOX (N
′,M′′e )
(2)
−−→ Gr/Hr
(3)
−−→ Gr/Gr,i
is an isomorphism in B(Gr). Here the map (1) is the homomorphism given by
the composition with the projection N′ → Ni, the map (2) is the isomorphism
(3.13), and the map (3) is the natural quotient map. Let H denote the image
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of the composite of the homomorphism (1) with the homomorphism α in (3.12).
Then the two quotient maps Gr → Gr/Gr,i and Gr → Gr/H gives an isomorphism
Gr
∼=−→ Gr/Gr,i × Gr/H in B(Gr). Hence it follows from Lemma 6.3.0.3 that the
following diagram is cartesian:
F
(4)
//
βr,i


H\N
(5)

E′r,i
ǫ′i
// F′ ⊕ [M
′′
r ].
Here (4) is the canonical morphism and (5) is the morphism induced by the canon-
ical morphism F→ Gr\N ∼= F′ ⊕ [M
′′
r ]. Hence
β∗r,i(ǫ
′
i)
∗(ǫ′i)∗c
∗
r,i([bi]) =
∑
g∈H
g∗r∗
N,Ni [bi]
= m∗
N,N/M′′r
r∗
N/M′′r ,Ni
([bi])
= β∗r,i(ǫ
′
i)
∗r∗
N′⊕[M
′′
r ],N
′
r∗
F′,Ni
([bi]).
Since ǫ′i ◦ βr,i is a fibration and SB is a sheaf on F˜C
d
m, the claim follows. 
Proof of Theorem 3.2.1.1(2). Let r be an integer with 0 ≤ r ≤ e. By
Lemma 3.5.4.2 and Lemma 3.5.4.3, it suffices to prove that the equality
(mE′r ,N′)∗((
e∏
j=1
(ηr)∗f
∗
r g˜j) · r
∗
E′r,N
′κ′) = (m
F′⊕[M
′′
r ],F
′)∗(rF′⊕[M′′r ],F′
)∗κN′,(b′j)
holds.
By Lemma 3.5.5.1, we have
(mE′r,N′)∗((
e∏
j=1
(ηr)∗f
∗
r g˜j) · r
∗
E′r ,N
′κ′)
= (m
F′⊕[M
′′
r ],F
′)∗((
e∏
j=1
r∗
F′⊕[M
′′
r ],F
′αjgj(N
′)([0])) · (δr)∗r
∗
E′r ,N
′κ′).
Hence it suffices to prove that the equality (δr)∗r
∗
E′r ,N
′κ′ = r∗
F′⊕[M
′′
r ],F
′
κ′ holds.
Let i be an integer with e + 1 ≤ i ≤ d. Let us consider the homomorphism
β′′i : HomOX (N
′,M′′r )→ Sr,i given by the composition with the inclusion N
′
i →֒ N
′
of the i-th component. The homomorphism β′′i is a morphism in B(Gr). Hence
we obtain, by applying the functor MGr to β
′′
i , a morphism E
′
r → E
′
r,i in F˜C
d
m,
which we denote by β′i. The homomorphism β
′′
i for each i = e + 1, . . . , d induces
an isomorphism HomOX (N
′,M′′r )
∼=
−→
∏d
i=e+1 Sr,i. Hence it follows from Lemma
6.3.0.3 that the morphism β′e+1×· · ·×β
′
d : E
′
r → E
′
r,e+1×F′⊕[M′′r ]
· · ·×
F′⊕[M
′′
r ]
E′r,d
is an isomorphism.
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Let us consider the diagram
E′r
β′i //
rE′r,N′

E′r,i
ǫ′i //
cr,i

F′ ⊕ [M
′′
r ]
r
F′⊕[M′′r ],F
′
// F′
r
N′,N′
i

F′ r
N′,N′
i
// {idN ′i}\N
′
i {idN ′i}\N
′
i .
The left square of this diagram is commutative since we have rN′,N ′i ◦ rE′r,N′ ◦ cr =
cr,i ◦ β′i ◦ cr and since cr is an epimorphism in C˜
d
m.
By Lemma 3.5.8.1, we have
(δr)∗r
∗
E′r ,N
′κ′
= (ǫ′e+1 × · · · × ǫ
′
d)∗(β
′
e+1 × · · · × β
′
d)∗r
∗
E′r,N
′κ′
=
d∏
i=e+1
(ǫ′i)∗c
∗
r,i(αig
′
i(N
′
i)([bi]))
=
d∏
i=e+1
r∗
F′⊕[M
′′
r ],F
′r
∗
N′,N ′i
(αig
′
i(N
′
i)([bi]))
= r∗
F′⊕[M
′′
r ],F
′
κ′.
Hence Theorem 3.2.1.1(2) is proved. 

CHAPTER 3
Other examples of Y -sites
The purpose of this chapter is to present three kinds of examples of Y -sites.
In Section 1, we construct Y -sites and grids whose absolute Galois monoids are
classical groups, in the spirit similar to the category Cd of Chapter 2.
In Section 2, we construct a Y -site for a connected locally noetherian scheme
over a base scheme. When the scheme equals the base, we recover the etale funda-
mental group. In general, the absolute Galois monoids may not be profinite. We
give several examples.
In Section 3, we have an example for Riemannian symmetric spaces. We see
that we recover the group structure but not the topology. In order to recover the
topology, we suspect that enriching the category to topological spaces might help.
1. Y -sites for classical groups
1.1. Notation and terminology. Let K be a non-archimedean local field
whose residue field is finite. Let L be either K or a separable quadratic extension
of K. Let OK and OL denote the ring of integers of K and L, respectively. Let
mL ⊂ OL denote the maximal ideal and ∗ : L→ L the generator of Gal(L/K).
Let D be a one-dimensional L-vector space, and ǫ : D → D a ∗-semilinear map
satisfying ǫ ◦ ǫ = idD.
Lemma 1.1.0.1. Let I be an OL-lattice of D. Then we have ǫ(I) = I. If
moreover the extension L/K is at most tamely ramified, then there exists an OL-
basis e of I satisfying ǫ(e) ∈ {e,−e}.
Proof. Let us choose an arbitrary OL-basis e′ of I. Since e′ is an L-basis of
D, there exists u ∈ L satisfying ǫ(e′) = ue′. The equality ǫ ◦ ǫ = idD implies that
uu∗ = 1. In particular we have u ∈ O×L . Hence we have ǫ(I) = I.
Suppose moreover that the extension L/K is at most tamely ramified. Then
we can choose v ∈ O×L satisfying uv
∗/v ∈ {±1}. Then the OL basis e = ve
′ of I
satisfies the desired property. 
Let V be a finite dimensional L-vector space, and ψ : V ×V → D a K-bilinear
map. We say that ψ is a non-degenerate ǫ-hermitian form on V if ψ satisfies the
following conditions:
• ψ is ∗-sesquilinear, i.e., ψ(av, w) = ψ(v, a∗w) = aψ(v, w) for any v, w ∈ V
and for any a ∈ L,
• ψ(w, v) = ǫ(ψ(v, w)) for any v, w ∈ D,
• {v ∈ V | ψ(v, w) = 0 for all w ∈ V } = {0}.
1.2. Aim. Let K, L, ∗, D, and ǫ be as in Section 1.1. Let us assume that the
characteristic of the residue field of K is odd. Suppose that a finite dimensional
L-vector space V and non-degenerate ǫ-hermitian form ψ : V × V → D on V are
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given. The aim of this section is to introduce a semi-cofiltered category BILψ, a
poset category Cψ0 , and a functor ι0 : C
ψ
0 → BIL
ψ in a way as “less artificial” as
possible such that BILψ equipped with the atomic topology J is a Y -site, that the
pair (Cψ0 , ι0) is a grid for (BIL
ψ, J), and the monoid M(Cψ0 ,ι0)
is isomorphic to the
group
G(ψ) = {(g, λ) ∈ GLK(V )×K
× | ψ(gv, gw) = λψ(v, w) for all v, w ∈ V }.
1.3. The category BIL. Let K, L and ∗ be as in Section 1.1. In this section
we introduce a category BIL.
In a later section we will construct the desired category BILψ as a full subcat-
egory of BIL under the assumption that a finite dimensional L-vector space V and
non-degenerate ǫ-hermitian form ψ : V × V → D on V are given and that K is of
odd residue characteristic. We note that we do not require the datum (V, ψ) in the
definition of BIL.
Let C′ denote the following category. The objects of C′ are OL-modules of finite
length. For two objects M , M ′ of C′, the morphisms from M to M ′ in C′ are the
isomorphism classes of the diagrams
M ′
p
ևM ′′
i
→֒M
in the category of OL-modules such that i is injective and p is surjective. Here two
such diagrams are regarded to be isomorphic if they satisfy the condition in Section
1.1.1. For an integer d ≥ 1, we let C′d denote the full subcategory of C′ whose
objects are the OL-modules of finite length generated by at most d elements.
Let BIL denote the following category. The objects of BIL are the quadruples
(M,N, ε, φ), where M is an object of C′, N is an object of C′1, ε : N → N is ∗-
semilinear map satisfying ε◦ε = idN , and φ is an OK-bilinear map φ :M×M → N
satisfying φ(am, n) = φ(m, a∗n) = aφ(m,n) and φ(n,m) = ε(φ(m,n)) for any
a ∈ OL, m,n ∈ M . For two objects (M,N, ε, φ) and (M ′, N ′, ε′, φ′) of BIL,
the morphisms from (M,N, ε, φ) to (M ′, N ′, ε′, φ′) in BIL are the pairs (α, β) ∈
HomC′(M,M
′)×HomC′1(N,N
′) satisfying the following condition: if M ′
p
ևM ′′
i
→֒
M and N ′
q
և N ′′
j
→֒ N are diagrams of OL-modules which represent α and β
respectively, then φ satisfies
• φ(i(M ′′)× i(M ′′)) ⊂ j(N ′′),
• φ(i(Ker p)× i(M ′′)) ⊂ j(Ker q),
• φ(i(M ′′)× i(Ker p)) ⊂ j(Ker q),
• for any x, x′ ∈ N ′′ satisfying j(x′) = ε(j(x)), we have q(x′) = ε′(q(x)),
and the OK-bilinear map
i(M ′′)/i(Ker p)× i(M ′′)/i(Ker p)→ j(N ′′)/j(Ker q)
induced by φ corresponds to φ′ via the isomorphismsM ′ ∼=M ′′/(Ker p) ∼= i(M ′′)/i(Ker p)
and N ′ ∼= N ′′/(Ker q) ∼= j(N ′′)/i(Ker q).
Now let us consider the functor F : BIL → C′ × C′1 that sends (M,N, ε, φ) to
(M,N). It follows from the definition of morphisms in BIL that the functor F is
faithful.
Lemma 1.3.0.1. BIL is an E-category, i.e, any morphism in BIL is an epi-
morphism.
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Proof. Since C′×C′1 is an E-category, the claim follows from the faithfulness
of F . 
The following statement is obvious from the definition of morphisms in BIL.
We state it as a lemma since we would like to use it for reference.
Lemma 1.3.0.2. Let X = (M,N, ε, φ) be an object of BIL. Let f = (α, β) :
(M,N) → (M ′, N ′) be a morphism in C′ × C′1. Let M ′
p
և M ′′
i
→֒ M and
N ′
q
և N ′′
j
→֒ N be diagrams of OL-modules which represent α and β respec-
tively. Then there exists an object Y of BIL such that F (Y ) = (M ′, N ′) and f
is a morphism from X to Y in BIL if and only if φ(i(M ′′), i(M ′′)) ⊂ j(N ′′) and
φ(i(M ′′), i(Ker p)) ⊂ j(Ker q). Moreover such an object Y is unique if it exists. 
Lemma 1.3.0.3. Let X be an object of BIL. Then the functor BILX/ →
(C′ × C′1)F (X)/ induced by F between the overcategories is fully faithful.
Proof. It follows from Lemma 1.3.0.1 that the categories BILX/ and (C
′ ×
C′1)F (X)/ are quasi-posets. Hence it suffices to prove that the functor BILX/ →
(C′ × C′1)F (X)/ is full.
Let f : X → Y and g : X → Z be morphisms in BIL and let h : F (Y )→ F (Z)
be a morphism in C′ × C′1 satisfying F (g) = F (h) ◦ F (f). It suffices to prove
that h is a morphism from Y to Z in BIL. For S ∈ {X,Y, Z}, let us write
S = (MS , NS , εS, φS).
For t ∈ {f, g, h}, let us write t = (αt, βt). Let MT
pt
և Mt
it
→֒ MS and
NT
qt
և Nt
jt
→֒ NS be diagrams of OL-modules which represent αt and βt respec-
tively. Here S and T denote the domain and codomain of t. Since g = h ◦ f , it
follows that ig(Mg), ig(Ker pg), jg(Ng) and jg(Ker qg) are equal to if (p
−1
f (ih(Mh))),
if(p
−1
f (ih(Ker ph))), jf (q
−1
f (jh(Nh))) and jf (q
−1
f (jh(Ker qh))), respectively.
Hence we have
φY (ih(Mh)× ih(Mh))
=qf (j
−1
f (φX(if (p
−1
f (ih(Mh)))× if (p
−1
f (ih(Mh))))))
=qf (j
−1
f (φX(ig(Mg)× ig(Mg))))
⊂qf (j
−1
f (jg(Ng)))
=qf (j
−1
f (jf (q
−1
f (jh(Nh)))))
=jh(Nh)
and
φY (ih(Mh)× ih(Ker ph))
=qf (j
−1
f (φX(if (p
−1
f (ih(Mh)))× if (p
−1
f (ih(Ker ph))))))
=qf (j
−1
f (φX(ig(Mg)× ig(Ker pg))))
⊂qf (j
−1
f (jg(Ker qg)))
=qf (j
−1
f (jf (q
−1
f (jh(Ker qh)))))
=jh(Ker qh).
Hence it follows from Lemma 1.3.0.2 that there exists an object Z ′ of BIL with
F (Z ′) = (MZ , NZ) such that h is a morphism from Y to Z
′ in BIL. Since g = h◦f
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is a morphism from Y → Z in BIL and a morphism from Y to Z ′ in BIL at the
same time. Hence it follows from 1.3.0.2 that we have Z ′ = Z. This completes the
proof. 
Lemma 1.3.0.4. Let d ≥ 1 be an integer and let BILd denote the full-subcategory
of BIL whose objects are objects X = (M,N, ε, φ) of BIL such that M is an ob-
ject of C′d. Let X = (M,N, ε, φ), Y = (M0, N0, ε0, φ0) be objects of BIL
d and let
f = (α, β) be a morphism from X to Y in BIL. Suppose that φ0 is not identically
zero and that the morphism α : M → M0 is a Galois covering in C′d. Then f is a
Galois covering in BILd in the sense of Definition 3.1.2 of [Kon-Ya3].
Proof. It follows from Lemma 1.3.0.1 that BILd is an E-category.
Let X ′ = (M ′, N ′, ε′, φ′) be an arbitrary object of BILd. To prove that f
is a Galois covering, in BILd, it suffices to show that for any two morphisms
g, g′ : X ′ → X in BILd with f ◦g = f ◦g′, there exists an automorphism h : X → X
in BILd satisfying g′ = h ◦ g. In fact, since BILd is an E-category, such an
automorphism h is unique if exists, and is automatically an automorphism over Y .
Let us write g = (γ, δ) and g′ = (γ′, δ′). Since α ◦ γ = α ◦ γ′ and α is a
Galois covering in C′d, there exists a unique automorphism η :M →M in C′d over
M0 satisfying γ
′ = η ◦ γ. It suffices to show that there exists an automorphism
κ : N → N in C′1 such that δ′ = κ ◦ δ and (η, κ) is an automorphism of X in
BILd. Let N ′
q
և N ′′
j
→֒ N and N ′
q′
և N ′′′
j′
→֒ N be diagrams of OL-modules which
represent δ and δ′, respectively. Since N is an object of C′1, there exists an integer
r ∈ Z satisfying the following property:
• If r ≥ 0, then we have j′(N ′′′) = mrLj(N
′′) and j′(Ker q′) = mrLj(Ker q),
• If r ≤ 0, then we have m−rL j
′(N ′′′) = j(N ′′) and m−rL j
′(Ker q′) = j(Ker q).
Let M ′
p
և M ′′
i
→֒ M and M ′
p′
և M ′′′
i′
→֒ M be diagrams of OL-modules which
represent γ and γ′, respectively. The existence of the automorphism η implies that
we have i(M ′′) = i′(M ′′′) and i(Ker p) = i′(Ker p′).
LetN1 denote the image of the map φ :M×M → N . We then haveN1 = mrLN1
if r ≥ 0 and m−rL N1 = N1 if r ≤ 0. By our assumption on φ, we have N1 6= 0.
This implies r = 0. Since j′(N ′′′) = j(N ′′) and j′(Ker q′) = j(Ker q), there exists
an automorphism κ : N → N in C′1 such that δ′ = κ ◦ δ.
It follows from Lemma 1.3.0.3 that (η, κ) is an automorphism of X in BILd.
This proves that f is a Galois covering in BILd. 
We introduce some terminology which we will use in later paragraphs. For
a finitely generated OL-module M and an integer d, we say that M is generated
exactly by d elements if M/mLM is a d-dimensional OL/mL-vector space.
Definition 1.3.0.5. Let X = (M,N, ε, φ) be an object of BIL. For m ∈ M ,
let φ(m,−) denote the ∗-semilinear map fromM to N that sends n ∈M to φ(m,n).
Let Hom∗(M,N) denote the set of ∗-semilinear maps from M to N . We endow
Hom∗(M,N) with a structure of an OL-module by setting (af)(m) = a(f(m)) for
any a ∈ OL, f ∈ Hom∗(M,N). Let us consider the map bφ : M → Hom∗(M,N)
that sends m ∈M to φ(m,−). It is easy to see that bφ is OL-linear.
(1) We say that X is non-degenerate if the map bφ is injective.
(2) Let d be an integer. We say that X is d-good if both M and the image of
bφ are generated exactly by d elements.
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Lemma 1.3.0.6. Suppose that K is of odd residue characteristic. Let d ≥ 1 an
integer and X = (M,N, ε, φ) an object of BILd which is d-good and non-degenerate.
Let p : M˜ → M (resp. q : N˜ → N) be a surjective homomorphism of OL-modules
such that M˜ (resp. N˜) is generated exactly by d elements (resp. one element) and
Ker p (resp. Ker q) is isomorphic to (OL/mLOL)⊕d (resp. OL/mLOL) as an OL-
module. Let α : M˜ → M and β : N˜ → N be morphisms in C′ represented by the
diagrams M
p
և M˜
id
−→ M˜ and and N
q
և N˜
id
−→ N˜ , respectively. Let X˜ and X˜ ′ be
objects of BILd such that F (X˜) = F (X˜ ′) = (M˜, N˜) and f = (α, β) is a morphism
from X˜ to X and a morphism from X˜ ′ to X˜ at the same time. Then there exists
a morphism g : X˜ → X˜ ′ in BILd satisfying f = f ◦ g.
Proof. Let us choose a uniformizer̟ ∈ OL and c ∈ {±1} satisfying̟∗ = c̟.
We may assume that M =
⊕d
i=1OL/m
ni
L OL, N = OL/m
N
LOL, for positive integers
ni (1 ≤ i ≤ d) and N , and that there exist c′ ∈ {±1} such that ε(a mod mNLOL) =
c′a∗ mod mNLOL for any a ∈ OL. By assumption we have 1 ≤ n1, . . . , nd ≤ N .
Let us write X˜ = (M˜, N˜ , ε˜, φ˜) and X˜ ′ = (M˜, N˜ , ε˜′, φ˜′). We may further
assume that M˜ =
⊕d
i=1OL/m
ni+1
L OL, N = OL/m
N+1
L OL, that p and q are
canonical surjections, and that ε˜(a mod mN+1L OL) = ε˜
′(a mod mN+1L OL) = c
′a∗
mod mN+1L OL for any a ∈ OL. Let e1, . . . , ed ∈ M˜ denote the standard genera-
tors of M˜ and let G = (φ˜(ei, ej)), G
′ = (φ˜′(ei, ej)) ∈ Matd(O/m
N+1
L O) denote the
matrix representation of φ˜, φ˜′ respectively. Let S = diag(̟N−n1 , · · · , ̟N−nd) and
T = diag(̟n1 , . . . , ̟nd). It suffices to prove that there exists X ∈ Matd(OL) such
that G′ = (1 + t(TX)∗)G(1 + TX). Let us choose lifts G˜, G˜′ ∈Matd(OL) of G, G′
in such a way that tG˜∗ = c′G˜ and tG˜′∗ = cG˜′. We have G˜′ ≡ G˜ mod mNLMatd(O).
Let us write G˜′ − G˜ = ̟NY for some Y ∈ Matd(O). Then we have tY ∗ = cNc′Y .
By assumption there exists H ∈ Matd(OL) such that G˜ = SH . Moreover
by the non-degeneracy of φ, we have H ∈ GLd(OL). Since tG˜∗ = c′G˜, we have
G˜ = c′S∗tH∗. Then for any X ∈ Matd(O), we have (1 + t(TX)∗)G(1 + TX) =
G˜ + ̟N (cNc′t(HX)∗ + HX) mod mNLMatd(OL). Hence if we set X =
1
2H
−1Y ,
then we have the desired equality G′ = (1 + t(TX)∗)G(1 + TX). 
1.4. A pair (C˜ψ0 , ι˜0). Let K, L, ∗, D, and ǫ be as in Section 1.1. Suppose
that a finite dimensional L-vector space V and a non-degenerate ǫ-hermitian form
ψ : V × V → D on V are given.
In this section we introduce a poset category C˜ψ0 and a functor ι˜0 : C˜
ψ
0 → BIL.
In a later section we construct the desired category Cψ0 as a full subcategory of C˜
ψ
0 ,
and the desired functor ι0 as a functor induced by the restriction of ι˜0 to C
ψ
0 so
that (Cψ0 , ι0) is a grid.
Let Pairψ denote the following poset. The elements of Pairψ are the quadru-
ples (L1, L2, I1, I2) of OL-lattices L1, L2 ⊂ V and I1, I2 ⊂ L satisfying L1 ⊂ L2,
I1 ⊂ I2, ψ(L2 × L2) ⊂ I2, and ψ(L1 × L2) ⊂ I1. For two elements (L1, L2, I1, I2)
and (L′1, L
′
2, I
′
1, I
′
2) of Pair
ψ, we have (L1, L2, I1, I2) ≤ (L′1, L
′
2, I
′
1, I
′
2) if and only if
L′1 ⊂ L1 ⊂ L2 ⊂ L
′
2 and I
′
1 ⊂ I1 ⊂ I2 ⊂ I
′
2. Let C˜
ψ
0 denote the poset category corre-
sponding to the order dual ofPairψ . Observe that, for an objectX = (L1, L2, I1, I2)
of C˜ψ0 , the ∗-semilinear map ǫ induces a ∗-semilinear map εX : I2/I1 → I2/I1 and
the ǫ-hermitian form ψ induces an OK-bilinear map L2/L1×L2/L1 → I2/I1 which
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we denote by ψX . Let ι˜0 : C˜
ψ
0 → BIL denote the functor that sends an object
X = (L1, L2, I1, I2) of C˜
ψ
0 to (L2/L1, I2/I1, εX , ψX), and that sends a morphism
from (L1, L2, I1, I2) to (L
′
1, L
′
2, I
′
1, I
′
2) in C˜
ψ
0 to the morphism in BIL represented
by the diagrams L′2/L
′
1 և L
′
2/L1 →֒ L2/L1 and I
′
2/I
′
1 և I
′
2/I1 →֒ I2/I1.
Definition 1.4.0.1. LetX = (L1, L2, I1, I2) be an object of C˜
ψ
0 and n ≥ 0 be an
integer. We set Sn(X) = (mnLL1, L2,m
n
LI1, I2) and T
n(X) = (m2nL L1,m
−n
L L2,m
n
LI1,m
−2n
L I2).
Then Sn(X) and T n(X) are objects of C˜ψ0 and we have a commutative diagram
· · · −−−−→ T 2(X) −−−−→ T 1(X) −−−−→ T 0(X) Xy y ∥∥∥
· · · −−−−→ S2(X) −−−−→ S1(X) −−−−→ S0(X) X.
in C˜ψ0 .
1.5. The category BILψ. In this section we construct the category BILψ .
Let us denote by B˜IL
ψ
the full subcategory of BIL whose collection of objects
is the essential image of the functor ι˜0.
Lemma 1.5.0.1. Let X be an object of C˜ψ0 . Then the functor ι˜0,X/ : C˜
ψ
0,X/ →
B˜IL
ψ
ι˜0(X)/ between the undercategories induced by ι˜0 is an equivalence of categories.
Proof. It is easy to see that the composite of ι˜0,X/ with the functor Fι˜0(X)/ :
B˜IL
ψ
ι˜0(X)/ → (C
′ × C′1)F (ι˜0(X))/ induced by F is fully faithful. Hence it follows
from Lemma 1.3.0.3 that ι˜0,X/ is fully faithful.
Lemma 1.3.0.2 implies that the functor ι˜0,X/ is essentially surjective. Thus
ι˜0,X/ gives an equivalence of categories. 
Lemma 1.5.0.2. Let X = (M,N, ε, φ) be an object of B˜IL
ψ
such that φ is not
identically zero. Then, for any morphism f : Y → X in B˜IL
ψ
, there exists a
morphism g : Z → Y in B˜IL
ψ
such that the composite f ◦ g is a Galois covering
in B˜IL
ψ
.
Proof. We may assume that Y = ι˜0(Y0) for some object Y0 of C˜
ψ
0 . It follows
from Lemma 1.5.0.1 that there exists a morphism f0 : Y0 → X0 in C˜
ψ
0 such that
f is equal to the composite of ι˜0(f0) with an isomorphism ι˜0(X0)
∼=
−→ X in B˜IL
ψ
.
We may assume that X = ι˜0(X0) and f = ι˜0(f0).
Let us writeX0 = (L1, L2, I1, I2) and Y0 = (L
′
1, L
′
2, I
′
1, I
′
2). Choose a sufficiently
large integer n ≥ 1 so that m2nL L2 ⊂ L
′
1, L
′
2 ⊂ m
−n
L L2, m
n
LI2 ⊂ I
′
1, and I
′
2 ⊂ m
−2n
L I2.
Then Z0 = T
n(X0) is an object of C˜
ψ
0 and there exists a morphism g0 : Z0 → Y0 in
C˜ψ0 . We set Z = ι˜0(Z0) and g = ι˜0(g0).
Set d = dimL V . It follows from Lemma 1.5.0.2 that the morphism from
m−nL L2/m
2n
L L2 to L2/L1 give by the diagram
L2/L1 և L2/m
2n
L L2 →֒ m
−n
L L2/m
2n
L L2
is a Galois covering in C′d. Since φ is not identically zero, it follows from Lemma
1.3.0.4 that g ◦ f is a Galois covering in BILd. This in particular shows that g ◦ f
is a Galois covering in B˜IL
ψ
, which completes the proof. 
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We note that the category B˜IL
ψ
is not necessarily semi-cofiltered. The follow-
ing lemma gives a counterexample.
Lemma 1.5.0.3. Let X = (M,N, ε, φ) be an object of B˜IL
ψ
. Suppose that φ is
identically zero. Then the overcategory B˜IL
ψ
/X is not Λ-connected.
Proof. We may assume that X = ι˜0(X0) for some object X0 of C˜
ψ
0 . Let us
write X0 = (L1, L2, I1, I2). Since φ is identically zero, we have ψ(L2, L2) ⊂ I1.
Let us choose a uniformizer ̟K ∈ OK . Let us choose an integer n ≥ 1 satisfying
mnLI2 ⊂ I1 and ψ(L2, L2) 6⊂ m
n
LI2. Then Y0 = S
n(X0) is an object of C˜
ψ
0 and there
exists a morphism f0 : Y0 → X0 in C˜
ψ
0 .
We also set X ′0 = (L1, L2, ̟
−1
K I1, ̟
−1
K I2) and Y
′
0 = S
n(X0). Then X
′
0 and Y
′
0
are objects of C˜ψ0 and there exists a morphism f
′
0 : Y
′
0 → X
′
0 in C˜
ψ
0 . Set Y = ι˜0(Y0),
Y ′ = ι˜0(Y
′
0 ), and X
′ = ι˜0(X
′
0). The pair of the identity map on L2/L1 and the
isomorphism m−1K I2/m
−1
K I1
∼=
−→ I2/I1 given by the multiplication by ̟K induces an
isomorphism γ : X ′
∼=
−→ X in B˜IL
ψ
. Set f = ι˜0(f0) and f
′ = γ ◦ ι˜0(f ′0). Let us
consider the diagram Y
f
−→ X
f ′
←− Y ′ in B˜IL
ψ
.
Assume that there exist an object Z of B˜IL
ψ
and morphisms g : Z → Y ,
g′ : Z → Y ′ satisfying f ◦ g = f ′ ◦ g′. Let us write Z = (M ′, N ′, ε′, φ′) and
f ◦ g = (α, β). Let us choose diagrams
M
p
ևM ′′
i
→֒M ′
and
N
q
և N ′′
j
→֒ N ′
of OL-modules which represent α and β, respectively.
Then we have φ′(i(M ′′), i(M ′′)) ⊂ j(N ′′). Let N1 denote the OL-submodule
of j(N ′′)/mnLj(N
′′) generated by the image of the composite i(M ′′) × i(M ′′)
φ′
−→
j(N ′′)→ j(N ′′)/mnLj(N
′′). Since f ◦ g = (α, β), we have N1 6= {0}. Since f ′ ◦ g′ =
(α, β), we have N1 = ̟KN1. Hence by Nakayama’s lemma we have N1 = {0},
which leads to contradiction. This proves that B˜IL
ψ
/X is not Λ-connected. 
Let d = dimL V . We let BIL
ψ denote the full subcategory of B˜IL
ψ
whose
objects are the objects X = (M,N, ε, φ) of B˜IL
ψ
such that φ is d-good and the
overcategory B˜IL
ψ
/X is Λ-connected.
Proposition 1.5.0.4. Suppose that K is of odd residue characteristic. Let X
be an object in B˜IL
ψ
which is d-good and non-degenerate. Then X is an object of
BILψ.
Proof. Let f : Y → X and f ′ : Y ′ → X be two morphisms in B˜IL
ψ
We
prove that there exist and object Z of B˜IL
ψ
and two morphisms g : Z → Y and
g′ : Z → Y ′ satisfying f ◦ g = f ′ ◦ g′. We may assume that Y = ι˜0(Y0) and
Y ′ = ι˜0(Y
′
0) for some objects Y0, Y
′
0 of C˜
ψ
0 .
It follows from Lemma 1.5.0.1 that there exists a unique tuple (f0, f
′
0, α, α
′) of
morphisms f0 : Y0 → X0, f
′
0 : Y0 → X
′
0 in C˜
ψ
0 and isomorphisms α : ι˜0(X0)
∼=
−→
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X , α′ : ι˜0(X
′
0)
∼=
−→ X satisfying f = α ◦ ι˜0(f0) and f ′ = α′ ◦ ι˜0(f ′0). Let us
write X0 = (L1, L2, I1, I2), X
′
0 = (L
′
1, L
′
2, I
′
1, I
′
2), Y0 = (M1,M2, J1, J2), and Y
′
0 =
(M ′1,M
′
2, J
′
1, J
′
2). For an integer n ≥ 1, set Xn = S
n(X0) and X
′
n = S
n(X ′0). Then
Xn and X
′
n are objects of C˜
ψ
0 and we have two projective systems · · · → X2 →
X1 → X0 and · · · → X ′2 → X
′
1 → X
′
0 in the category C˜
ψ
0 .
By successively applying Lemma 1.3.0.6, we have an isomorphism αn : ι˜0(Xn)
∼=
−→
ι˜0(X
′
n) in B˜IL
ψ
for each n ≥ 1 such that the diagram
· · · −−−−→ ι˜0(X2) −−−−→ ι˜0(X1) −−−−→ ι˜0(X0)
α2
y α1y yα′−1◦α
· · · −−−−→ ι˜0(X
′
2) −−−−→ ι˜0(X
′
1) −−−−→ ι˜0(X
′
0)
in B˜IL
ψ
is commutative. The family (αn)n≥1 of isomorphisms induces an OL-
linear isomorphisms γ : L2
∼=
−→ L′2 and δ : I2
∼=
−→ I ′2 satisfying the equalities
ψ(γ(x), γ(x′)) = δ(ψ(x, x′)) and ǫ(δ(y)) = δ(ǫ(y)) for any x, x′ ∈ L2 and y ∈ I2.
By extending γ and δ by L-linearity, we obtain L-linear isomorphisms γ˜ : V
∼=
−→ V
and δ˜ : D
∼=
−→ D satisfying the equalities ψ ◦ (γ˜, γ˜) = δ˜ ◦ ψ and ǫ ◦ δ˜ = δ˜ ◦ ǫ.
For an integer n ≥ 1, set Zn = T
n(X0) and Z
′
n = T
n(X ′0). Then Zn and
Z ′n are objects of C˜
ψ
0 and the pair (γ˜, δ˜) induces an isomorphism γn : ι˜0(Zn)
∼=
−→
ι˜0(Z
′
n) in B˜IL
ψ
. Choose a sufficiently large integer m ≥ 1 so that there exist
morphisms g0 : Zm → Y0 and g′0 : Z
′
m → Y
′
0 in C˜
ψ
0 . Then the triple (Z, g, g
′) =
(ι˜0(Zm), ι˜0(g0), ι˜0(g
′
0) ◦ γm) has the desired property. 
For OL-lattices L′ ⊂ V and I ⊂ D, we let L′⊥/I denote the subset
L′⊥/I = {x ∈ V | ψ(x, y) ∈ I for all y ∈ L
′}
of V . Then L′⊥/I is an OL-lattice of V .
Let L′ ⊂ V be an OL-lattice and I1, I2 ⊂ D be OL-lattices. We say that the
triple (L′, I1, I2) is admissible if ψ(L
′, L′) ⊂ I2, I1 ⊂ I2, and L′⊥/I1 ⊂ mLL
′. For an
admissible triple (L′, I1, I2), we set XL′,I1,I2 = (L
′⊥
/I1
, L′, I1, I2).
Lemma 1.5.0.5. Let (L′, I1, I2) be an admissible triple. Then XL′,I1,I2 is an
object of Cψ0 .
Proof. XL′,I1,I2 is an object of C˜
ψ
0 such that ι˜0(XL′,I1,I2) is d-good and non-
degenerate. Hence it follows from Proposition 1.5.0.4 that XL′,I1,I2 is an object of
Cψ0 . 
Corollary 1.5.0.6. Let X be an object of B˜IL
ψ
. Then there exists a mor-
phism f : Y → X in B˜IL
ψ
such that Y is an object of BILψ.
Proof. We may assume that X = ι˜0(X0) for some object X0 of C˜
ψ
0 . Let us
write X0 = (L1, L2, I1, I2). Choose a sufficiently large integer n ≥ 1 so that the
OL-submodule L′1 = L
⊥
2,/mnLI2
of V is contained in mLL2 ∩L1. Then (L2,mnLI2, I2)
is an admissible triple. Set Y0 = XL2,mnLI2,I2 . Then Y0 is an object of C
ψ
0 and there
exists a morphism f0 : Y0 → X0 in C˜
ψ
0 . This proves the claim. 
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Corollary 1.5.0.7. Suppose that K is of odd residue characteristic. Then the
category BILψ is Λ-connected and semi-cofiltered.
Proof. First we prove that BILψ is Λ-connected. It is easy to see that C˜ψ0 is
a cofiltered poset. This implies that B˜IL
ψ
is Λ-connected. Let X,Y be two objects
of BILψ. Since B˜IL
ψ
is Λ-connected, there exists a diagram X ← Z ′ → Y in
B˜IL
ψ
. It follows from Corollary 1.5.0.6 that there exists a morphism Z → Z ′ in
B˜IL
ψ
such that Z is an object of BILψ . Thus we obtain a diagram X ← Z → Y
in BILψ. This proves that BILψ is Λ-connected.
Next we prove that BILψ is semi-cofiltered. Let Y1
f1
−→ X
f2
←− Y2 be a diagram
in BILψ. Since B˜IL
ψ
/X is Λ-connected, there exist an object Z
′ of B˜IL
ψ
and
morphisms g′1 : Z
′ → Y1 and g′2 : Z
′ → Y2 in B˜IL
ψ
satisfying f1 ◦ g′1 = f2 ◦ g
′
2. It
follows from Corollary 1.5.0.6 that there exists a morphism h : Z → Z ′ in B˜IL
ψ
such that Z is an object of BILψ. By setting g1 = g′1 ◦h and g2 = g
′
2 ◦h, we obtain
a diagram Y1
g1
←− Z
g2
−→ Y2 in BIL
ψ satisfying f1 ◦ g1 = f2 ◦ g2. This proves that
BILψ is semi-cofiltered. 
Corollary 1.5.0.8. Suppose that K is of odd residue characteristic. Then the
category BILψ equipped with the atomic topology J is a B-site.
Proof. Since it follows from Corollary 1.5.0.7 that BILψ is semi-cofiltered,
one can consider the atomic topology J on BILψ. It follows from Lemma 1.3.0.1
that BILψ is an E-category. Hence (BILψ, J) is a B-site. 
1.6. The pair (Cψ0 , ι0). Let C
ψ
0 ⊂ C˜
ψ
0 denote the full subcategory whose ob-
jects are the objectsX of C˜ψ0 such that ι˜
ψ
0 (X) is an object of BIL
ψ. Then the restric-
tion of the functor ι˜0 to C
ψ
0 factors through the inclusion functor BIL
ψ →֒ B˜IL
ψ
.
Let ι0 : C
ψ
0 → BIL
ψ denote the induced functor.
Proposition 1.6.0.1. Suppose that K is of odd residue characteristic. Then the
category BILψ equipped with the atomic topology J is a Y -site and the pair (Cψ0 , ι0)
is a grid of (BILψ, J). Moreover, the topological monoid M(Cψ0 ,ι0)
is canonically
isomorphic to the locally profinite group
G(ψ) = {(g, λ) ∈ GLL(V )×K
× | ψ(gv, gw) = λψ(v, w) for all v, w ∈ V }.
Here we equip G(ψ) with the topology induced from the topology on GLL(V )×K×.
Proof. First we prove that (BILψ, J) is a Y -site. It follows from Corollary
1.5.0.8 that (BILψ, J) is a B-site. It follows from Corollary 1.5.0.7 that BILψ is
Λ-connected. It is obvious that BILψ is essentially small since B˜IL
ψ
is essentially
small. Hence to prove that (BILψ , J) is a Y -site, it suffices to prove that the
collection of morphisms in BILψ has enough Galois covering. Let f : Y → X =
(M,N, ε, φ) be a morphism in BILψ. We prove that there exists a morphism
g : Z → Y in BILψ such that the composite f ◦ g is a Galois covering in BILψ. By
Lemma 1.5.0.1, we may assume that f = ι0(f0) for some morphism f0 : Y0 → X0
in Cψ0 . Let us write X0 = (L1, L2, I1, I2) and Y0 = (L
′
1, L
′
2, I
′
1, I
′
2). Since X is
d-good, the triple (L2, I1, I2) is admissible. Set Z0 = XL2,I1,I2 . By definition
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Z0 = (L
′′
1 , L2, I1, I2) where L
′′
1 = L
⊥
2,/I1
. It follows from Lemma 1.5.0.5 that Z0 is an
object of Cψ0 . Let us choose an integer n ≥ 0 satisfying m
2n
L L
′′
1 ⊂ L
′
1, L
′
2 ⊂ m
−n
L L2,
mnLI1 ⊂ I
′
1, and I
′
2 ⊂ m
−2n
L I2. Then Zn = T
n(Z0) is an object of C
ψ
0 . Let g0 denote
the unique morphism from Zn to Y0 in C
ψ
0 and set g = ι0(g0). It follows from
Lemma 1.3.0.4 that f ◦ g is a Galois covering in BILψ. This proves that (BILψ, J)
is a Y -site.
Next we prove that (Cψ0 , ι0) is a grid of (BIL
ψ , J). Since J is the atomic
topology, it suffice to show that (Cψ0 , ι0) is a pregrid of BIL
ψ . We will check that
(Cψ0 , ι0) satisfies the four conditions in Definition 5.5.1 of [Kon-Ya3]. It is easy
to check that the poset Cψ0 is Λ-connected. It is clear from the definition that the
functor ι˜0 : C˜
ψ
0 → B˜IL
ψ
is essentially surjective. Hence the functor ι0 : C
ψ
0 → BIL
ψ
is essentially surjective. Let X be an object of Cψ0 . It follows from Lemma 1.5.0.1
that the functor C˜ψ0,X/ → B˜IL
ψ
ι˜0(X)/ induced by ι˜0 is an equivalence of categories.
This implies that the functor Cψ0,X/ → BIL
ψ
ι0(X)/
induced by ι0 is an equivalence of
categories. Hence (Cψ0 , ι0) satisfies (1), (2), and (4) in Definition 5.5.1 of [Kon-Ya3].
To prove that (Cψ0 , ι0) is a grid of (BIL
ψ, J), it remains to show that (Cψ0 , ι0)
satisfies (3) in Definition 5.5.1 of [Kon-Ya3]. LetX0 be an object of C
ψ
0 and setX =
ι0(X0). Let f : Y → X be a morphism in BIL
ψ. Let us write X0 = (L1, L2, I1, I2)
and Y = (M,N, ε, φ). Let us take an integer n ≥ 0 satisfying m2nL (L
⊥
2,/I2
) ⊂ L1,
mnLM = {0}, and m
n
LN = {0}. Set Z0 = T
n(XL2,I1,I2). Then it follows from
Lemma 1.5.0.5 that Z0 is an object of C
ψ
0 . By construction there exists a morphism
g0 : Z0 → X0. Set Z = ι0(Z0) and g = ι0(g0). Since BIL
ψ is semi-cofiltered, there
exist an object W of BILψ and morphisms f ′ : W → Y , g′ : W → Z in BILψ
satisfying f ◦f ′ = g◦g′. It follows from the choice of n that the morphism f ′ factors
through g′, i.e, there exists a morphism h : Z → Y satisfying f ′ = h ◦ g′. We have
already proved that Cψ0,Z0/ → BIL
ψ
Z/ is an equivalence of categories. Hence there
exist an object Y0 of C
ψ
0 , morphisms h0 : Z0 → Y0 and f0 : Y0 → X0 in C
ψ
0 , and
an isomorphism β : ι0(Y0)
∼=
−→ Y in BILψ satisfying h = β ◦ ι0(h0). Since BIL
ψ
is an E-category, this implies that ι0(f0) = f ◦ β. This proves that the functor
Cψ0,/X0 → BIL
ψ
/X induced by ι0 is essentially surjective. Hence (C
ψ
0 , ι0) is a grid of
(BILψ, J).
Now let us compute the monoidM(Cψ0 ,ι0)
. For (g, λ) ∈ G(ψ), let α˜g,λ : C˜
ψ
0 → C˜
ψ
0
denote the functor that sends an object (L1, L2, I1, I2) of C˜
ψ
0 to (g(L1), g(L2), λI1, λI2).
Then for each object object (L1, L2, I1, I2) of C˜
ψ
0 , we have isomorphisms L2/L1
∼=
−→
g(L2)/g(L1) and I2/I1
∼=
−→ λI2/λI1 ofOL-modules given by g and the multiplication
by λ, respectively. These isomorphisms induce a natural isomorphism ι˜0
∼=
−→ ι˜0◦α˜g,λ
which we denote by γ˜g,λ. Since the full subcategory BIL
ψ of B˜IL
ψ
is strict, the
functor α˜g,λ and the natural isomorphism γ˜g,λ induce a functor αg,λ : C
ψ
0 → C
ψ
0
and a natural isomorphism γg,λ : ι0
∼=
−→ ι0 ◦ αg,λ. By sending (g, λ) to the pair
(αg,λ, γg,λ), we obtain a map Φ : G(ψ) → M(Cψ0 ,ι0)
. It is easy to see that Φ is a
homomorphism of monoids.
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Next we prove that Φ is bijective. Let us fix OL-lattices L0 ⊂ V and I0 ⊂ D
satisfying ψ(L0×L0) ⊂ I0 and set L′1 = L
⊥
0,/I0
. Let us choose an integer n0 ≥ 0 such
that mn0L L
′
1 ⊂ mLL0. Then for any n ≥ n0, the triple (L0,m
n
LI0, I0) is an admissible
triple. Hence it follows from Lemma 1.5.0.5 that Xn = XL0,mnLI0,I0 is an object of
Cψ0 . Let (g, λ), (g
′, λ′) ∈ G(ψ) and suppose that Φ(g, λ) = Φ(g′, λ′). Then for any
n ≥ n0 we have g(L0) = g
′(L0), g(m
n
LL
′
1) = g
′(mnLL
′
1), λI0 = λ
′I0, and the pair of
isomorphisms L0/m
n
LL
′
1
∼=−→ g(L0)/g(mnLL
′
1) given by g and I0/m
n
LI0
∼=−→ λI0/mnLλI0
given by λ is equal to the pair of isomorphisms L0/m
n
LL
′
1
∼=
−→ g(L0)/g(mnLL
′
1) given
by g′ and I0/m
n
LI0
∼=
−→ λI0/mnLλI0 given by λ
′. Since
⋂
n≥n0
g(mnLL
′
1) = {0} and⋂
n≥n0
mnLλI0 = {0}, we have (g, λ) = (g
′, λ′). This proves that Φ is injective.
Let (α, γα) be an arbitrary element of M(Cψ0 ,ι0)
. For any n ≥ n0, set α(Xn) =
(L1,n, L2,n, I1,n, I2,n). Then γα induces OL-linear isomorphisms gn : L0/mnLL
′
1
∼=
L2,n/L1,n and λn : I0/m
n
LI0
∼= I2,n/I1,n. The naturality of γα implies L2,n =
L2,n0 , L1,n = m
n−n0
L L1,n0 , I2,n = I2,n0 , and I1,n = m
n
LI2,n0 . Hence these OL-
linear isomorphisms induces OL-linear isomorphisms L0
∼=
−→ L2,n0 and I0
∼=
−→ I2,n0 .
By extending these isomorphism by L-linearity, we obtain L-linear isomorphisms
g : V → V and λ : D → D. Since each λn is compatible with ǫ, we have λ ∈
K×. Since the pair (gn, λn) gives an isomorphism from ι0(Xn) to ι0(α(Xn)) in
BILψ, it follows that the pair (g, λ) belongs to G(ψ). For any n ≥ n0, the triple
(m−nL L0,m
n
LI0,m
−2n
L I0) is an admissible triple. Hence it follows from Lemma 1.5.0.5
that Yn = Xm−nL L0,mnLI0,m
−2n
L I0
is an object of Cψ0 . One then can check that we have
α(Yn) = αg,λ(Yn) and the isomorphism γα(Yn) : ι0(Yn)
∼=
−→ ι0(α(Yn)) is equal to
γg,λ(Yn). Since the family (Yn)n≥0 of objects of C
ψ
0 is cofinal in C
ψ
0 , it follows that
α = αg,λ and γα = γg,λ. This proves that Φ is surjective.
Finally we prove that Φ is an isomorphism of topological monoids. For OL-
lattices L1, L2 ⊂ V and I1, I2 ⊂ D satisfying L1 ⊂ L2 and I1 ⊂ I2, letH(L1, L2, I1, I2)
denote the subgroup of GLL(V )×K× that consists of the elements (g, λ) ∈ GLL(V )×
K× satisfying (g(L1), g(L2), λI1, λI2) = (L1, L2, I1, I2) and the OL-linear automor-
phisms of L2/L1 and I2/I1 given by g and λ respectively are equal to the identity
morphisms. If X = (L1, L2, I1, I2) is an object of C
ψ
0 , then the subgroup Φ
−1(KX)
of G(ψ) is equal to G(ψ) ∩ H(L1, L2, I1, I2). In particular Φ−1(KX) is an open
subgroup of G(ψ). Conversely, Let H ⊂ G(ψ) be an open subgroup. Then there
exists OL-lattices L1, L2 ⊂ V and I1, I2 ⊂ D satisfying L1 ⊂ L2 and I1 ⊂ I2 and
G(ψ) ∩ H(L1, L2, I1, I2) ⊂ H . Let us choose a sufficiently large n ≥ n0 satisfy-
ing m2nL L0 ⊂ L1 ⊂ L2 ⊂ m
−n
L L0 and m
n
LI0 ⊂ I1 ⊂ I2 ⊂ m
−2n
L I0. Then we have
Φ(H) ⊃ KYn , which implies that Φ(H) is an open subgroup ofM(Cψ0 ,ι0)
. This proves
that Φ is an isomorphism of topological groups. 
Remark 1.6.0.2. One also obtains a monoid version of the statements above
by introducing an appropriate non-atomic topology on BILψ.
1.7. A variant. In some applications, it seems more convenient to introduce
a variant of the pair ((BILψ, J), (Cψ0 , ι0)). In this section, we will give a definition
of the variant, which will be denoted by ((B̂IL
ψ
, J), (C˜ψ0 , ι̂0)).
To this end, we will introduce a notion of a blowup of a category.
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1.8. Blowup of a category. Let C be a category and let D be its full subcat-
egory. Suppose that D is essentially small and semi-cofiltered. Under this situation
we will introduce a category Bl(C,D) and call it the blowup of C at the comple-
ment of D. The category Bl(C,D) has the following property: the inclusion functor
D → C factors as
D
ι
−→ Bl(C,D)→ C
with ι fully faithful.
Definition 1.8.0.1. We say that a morphism f : X → Y in C is a move from
D in C if its domain X is an object of D. We say that two moves f : X → Y
and f ′ : X ′ → Y ′ from D in C are equivalent if Y = Y ′ and there exists a diagram
f ← g → f ′ in the overcategory C/X .
By using the assumption that D is essentially small and semi-cofiltered, one
sees that this notion gives an equivalence relation on the collection of moves from
D in C, and that for any object Y of C, the equivalence classes of moves whose
codomain is Y forms a small set.
We let Bl(C,D) denote the following category.
Definition 1.8.0.2. The objects of Bl(C,D) are the equivalence classes of
moves from D in C. Let Z and Z ′ be two objects of Bl(C,D). Let us choose
moves f : X → Y and f ′ : X ′ → Y ′ from D in C which represent Z and Z, respec-
tively. Then the morphisms from Z to Z ′ in Bl(C,D) are the morphisms g : Y → Y ′
such that the two moves g ◦ f and f ′ are equivalent.
One can check easily that the category Bl(C,D) is well-defined and is semi-
cofiltered. We call the category Bl(C,D) the blowup of C at the complement of
D.
By associating the class of a move f to its codomain, we obtain a functor
Bl(C,D) → C. Moreover by associating idX : X → X to each object X of D, we
obtain a functor D → Bl(C,D) which is fully faithful.
Remark 1.8.0.3. Later we will use this notion when C = B˜IL
ψ
and D = BILψ
and define the category B̂IL
ψ
as the blowup Bl(B˜IL
ψ
,BILψ).
When constructing a Y -site for classical groups, it was not so convenient to use
B˜IL
ψ
and we used the full subcategory BILψ as the underlying category. However,
in this process, we eliminate basic objects like ({0}, {0}, 0 : {0} × {0} → {0}). In
applications, we suspect that this type of objects should be included. The category
B̂IL
ψ
is introduced to circumvent this type of problem. In B̂IL
ψ
, such objects
regenerate in a proper manner, and moreover, we can use this as the underlying
category of a Y -site such that the toposes are equivalent.
We called this new category a blowup, because the sequence D → Bl(C,D)→ C
resembles the sequence U → BlZ(X) → X of schemes where Z ⊂ X is a closed
subscheme, U = X \ Z, and BlZ(X) is the blowup of X at Z.
1.8.1. We define the category B̂IL
ψ
to be the blowup Bl(B˜IL
ψ
,BILψ). One
then can check that the fully faithful functor BILψ → B̂IL
ψ
induces an equivalence
Shv(B̂IL
ψ
, J)
∼=
−→ Shv(BILψ, J)
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of categories. We note that, any move from BILψ in B˜IL
ψ
is a morphism in
B˜IL
ψ
. Hence we have B̂IL
ψ
= Bl(B˜IL
ψ
,BILψ). The functor ι˜0 induces a functor
Bl(C˜ψ0 , C
ψ
0 ) → B̂IL
ψ
. Since the functor Bl(C˜ψ0 , C
ψ
0 ) → C˜
ψ
0 is an isomorphism of
categories, we obtain a functor C˜ψ0 → B̂IL
ψ
which we denote by ι̂ψ0 . Let J denote
the atomic topology on the semi-cofiltered category B̂IL
ψ
. Then one can check
that (B̂IL
ψ
, J) is a Y -site and (C˜ψ0 , ι̂0) is a grid for (B̂IL
ψ
, J). Moreover the
commutative diagram
Cψ0 −−−−→ C˜
ψ
0
ι0
y yι̂0
BILψ −−−−→ B̂IL
ψ
of categories and functors induces an isomorphism M(C˜ψ0 ,ι̂0)
→M(Cψ0 ,ι0)
of groups.
2. A Y -site for a connected locally noetherian scheme over a scheme
In this section we introduce, for a scheme S and a connected locally noetherian
scheme X over S, a semi-cofiltered category SCHS,X . The category SCHS,X con-
tains the category Et0(X) of connected objects of the small e´tale site Et(X), and is
contained in the category of schemes over S. Let J denote the atomic topology on
SCHS,X . We will prove that (SCHS,X , J) is a Y -site and that for any morphism
f : Y → Z in SCHS,X , there are only finitely many automorphisms of Y over
Z. Hence it follows from Proposition 6.2.1 of [Kon-Ya3] that there exists a grid
(C0, ι0) of the Y -site (SCHS,X , J). We will give a more explicit construction of a
grid (C0, ι0) of (SCHS,X , J).
Let MS,X denote the absolute Galois monoid M(C0,ι0). Later we will see in
Corollary 2.3.0.6 that MS,X is a locally profinite group and is independent, up to
isomorphisms, of the choice of a grid (C0, ι0). It follows from Theorem 5.8.1 of
[Kon-Ya3] that the fiber functor ω(C0,ι0) gives an equivalence of categories from
Shv(SCHS,X , J) to the category of smooth left MS,X-sets.
Let (C0, ι0) be a grid of (SCHS,X , J). Then for an object Y0 of C0, the open
subgroup KY0 of MS,X is a profinite group isomorphic to the e´tale fundamental
group ι0(Y0). In particular MS,X is a locally profinite group.
In the case when S = X , the locally profinite group MS,X is profinite and
is isomorphic to the e´tale fundamental group X . However, in general case, the
locally profinite group MS,X is not necessarily profinite. In Section 2.5, we will
give three examples. One is given by a semi-abelian variety. The others are given
by a Shimura curve and by an affine curve of positive characteristic.
2.1. Preliminary. Let C be a category. Two objects X , Y of C are called
Λ-related in C if there exists a diagram X ← Z → Y in C. So the category C is
Λ-connected if and only if any two objects of C are Λ-related in C. If C is semi-
cofiltered, then Λ-relationship in C gives an equivalence relation on the collection
of objects of C. For an object X of C, the full subcategory of C whose objects are
the objects of C which are Λ-related to X in C is called the Λ-connected component
of X in C. If C/X is Λ-connected, then the Λ-connected component of X in C is
Λ-connected. If C is semi-cofiltered, then the Λ-connected component of X in C is
Λ-connected and semi-cofiltered.
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2.2. The absolute Galois monoid as a monoid of endomorphisms. Let
(C, J) be a Y -site and let (C0, ι0) be a grid. Let I be the order dual of the poset C0
and let us consider the pro-object
Y = (ι0(X))X∈I
in the category C indexed by the filtered poset I.
We construct a homomorphism
(2.1) Φ :M(C0,ι0) → EndPro(C)(Y )
from the absolute Galois monoid M(C0,ι0) to the monoid EndPro(C)(Y ) of endomor-
phism of Y in the category Pro(C) of filtered pro-objects of C as follows. Let
(α, γα) ∈ M(C0,ι0). For each object X of C0, the composite of the projection
Y → ι0(α(X)) and the inverse of the isomorphism γα(X) : ι0(X)
∼=
−→ ι0(α(X))
gives an element fX ∈ HomPro(C)(Y, ι0(X)). For any morphism h : X
′ → X in C0,
we have a commutative diagram
Y −−−−→ ι0(α(X ′))
γα(X
′)
←−−−−
∼=
ι0(X
′)∥∥∥ ι0(α(h))y yι0(h)
Y −−−−→ ι0(α(X))
γα(X)
←−−−−
∼=
ι0(X).
This shows that (fX)X∈I is an element of lim←−X∈I
HomPro(C)(Y, ι0(X)) = EndPro(C)(Y ).
We define Φ in (2.1) to be the map that sends (α, γα) to (fX)X∈I . It is easy to see
that the map Φ is a homomorphism of monoids.
Proposition 2.2.0.1. The homomorphism Φ is an isomorphism of topological
monoids. Here we equip HomPro(C)(Y, ι0(X)) = lim−→X′∈I
HomC(ι0(X
′), ι0(X)) with
the discrete topology for each X ∈ I, and EndPro(C)(Y ) = lim←−X∈I HomPro(C)(Y, ι0(X))
with the limit topology.
To prove Proposition 2.2.0.1, we need the following lemma.
Lemma 2.2.0.2. Let Z be an object of C. Then for any f ∈ HomPro(C)(Y, Z),
there exists a unique pair (X, β) of X ∈ I and an isomorphism β : ι0(X)
∼=
−→ Z in
C such that f is equal to the class of β ∈ HomC(ι0(X), Z) in HomPro(C)(Y, Z).
Proof. First we prove the existence. Let us choose an element X ′ ∈ I and
a morphism f ′ : ι0(X
′) → Z that represents f . Since C0,X′/ → Cι0(X′)/ is an
equivalence of categories, there exists an object h : X ′ → X of C0,X′/ such that
ι0(h) is isomorphic to f
′ as an object of Cι0(X′)/, i.e., there exists an isomorphism
β : ι0(X)
∼=
−→ Z satisfying f ′ = β ◦ ι0(h). Then the pair (X, β) satisfies the desired
property.
Next we prove the uniqueness. Suppose that f is the class of an isomorphism
β : ι0(X)
∼=
−→ Z and an isomorphism β′ : ι0(X ′)
∼=
−→ Z at the same time. Then
there exists a diagram X
h
←− X ′′
h′
−→ X ′ in C0 satisfying β ◦ ι0(h) = β′ ◦ ι0(h′).
The composite β′−1 ◦ β gives an isomorphism from ι0(h) : ι0(X ′′) → ι0(X) to
ι0(h
′) : ι0(X
′′)→ ι0(X ′) in the undercategory Cι0(X′′)/. Since C0,X′′/ → Cι0(X′′)/ is
an equivalence of categories, we have X = X ′ and h = h′. Since C is an E-category,
the equality β ◦ ι0(h) = β′ ◦ ι0(h′) implies β = β′. Thus we have (X, β) = (X ′, β′),
which proves the claim. 
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Proof of Proposition 2.2.0.1. First we prove that Φ is injective. Suppose
that two elements (α, γα), (α
′, γ′α′) are sent to the same element of EndPro(C)(Y ).
Let X ∈ I. Then the composite Y → ι0(α(X))
γα(X)
−1
−−−−−−→ ι0(X) is equal to the
composite Y → ι0(α′(X))
γ′
α′
(X)−1
−−−−−−→ ι0(X). By Lemma 2.2.0.2, we have α(X) =
α′(X) and γα(X) = γ
′
α′(X). Hence we have (α, γα) = (α
′, γ′α′), which proves the
injectivity of Φ.
Next we prove that Φ is surjective. Let f = (fX)X∈I ∈ EndPro(C)(Y ). For
each X ∈ I, it follows from Lemma 2.2.0.2 that there exists a unique pair (Z, β)
of an object Z of C0 and an isomorphism β : ι0(Z)
∼=
−→ ι0(X) such that fX is
equal to the composite Y → ι0(Z)
β
−→ ι0(X). Let us write Z = α(X) and β
−1 =
γα(X). Let h : X
′ → X be a morphism in C0. Since fX = ι0(h) ◦ fX′ , the
composite Y → ι0(α(X ′))
γα(X
′)−1
−−−−−−→ ι(X ′)
ι0(h)
−−−→ ι0(X) is equal to the composite
Y → ι0(α(X))
γα(X)
−1
−−−−−−→ ι0(X). Hence there exists a diagram α(X)
g
←− X ′′
g′
−→
α(X ′) in C0 satisfying γα(X)−1 ◦ ι0(g) = ι0(h) ◦ γα(X ′)−1 ◦ ι0(g′). Then γα(X) ◦
ι0(h) ◦ γα(X ′)−1 is a morphism from ι0(g′) to ι0(g) in the undercategory Cι0(X′′)/.
Since C0,X′′/ → Cι0(X′′)/ is an equivalence of categories, there exists a morphism
h′ : α(X ′)→ α(X) satisfying γα(X) ◦ ι0(h) ◦ γα(X ′)−1 = ι0(h′). Let us denote this
h′ by α(h). Then we have γα(X) ◦ ι0(h) = ι0(α(h)) ◦ γα(X ′). Thus we obtain an
element (α, γα) ∈M(C0,ι0) satisfying Φ(α, γα) = f , which proves the surjectivity of
Φ.
Finally we prove that Φ is a homeomorphism. Let I ′ denote the subset of I
that consists of edge objects of C0. Since edge objects are cofinal in C0, we have
EndPro(C)(Y ) = lim←−X∈I′
HomPro(C)(Y, ι0(X)). ForX ∈ I
′ and g ∈ HomPro(C)(Y, ι0(X)),
let UX,g ⊂ EndPro(C)(Y ) denote the subset of elements f ∈ EndPro(C)(Y ) such that
the composite Y
f
−→ Y → ι0(X) is equal to g. Then the family (UX,g)X,g forms
an open basis of EndPro(C)(Y ). It follows from Lemma 2.2.0.2 that there exists a
unique pair (X ′, β) of an object X ′ of C0 and an isomorphism β : ι0(X ′)
∼=
−→ ι0(X)
such that g is equal to the composite Y → ι0(X ′)
β
−→ ι0(X). Then the subset
Φ−1(UX,g) of M(C0,ι0) is equal to the set of elements (α, γα) ∈ M(C0,ι0) satisfying
α(X) = X ′ and γα(X) = β
−1. Suppose that Φ−1(UX,g) is nonempty and choose
x ∈ Φ−1(UX,g). Then it follows from Lemma 8.1.5 of [Kon-Ya3] that Φ−1(UX,g)
is equal to xKX . Since the family (xKX)X,x forms an open basis of M(C0,ι0), it
follows that the map Φ is a homeomorphism. This completes the proof. 
Lemma 2.2.0.3. Let f : Z ′ → Z be a morphism in C. Then the map
HomPro(C)(Y, Z
′)→ HomPro(C)(Y, Z)
is surjective.
Proof. Let g ∈ HomPro(C)(Y, Z). Let us choose an object X of C0 and a
morphism g0 : ι0(X)→ Z in C whose class in HomPro(C)(Y, Z) is equal to g. Since
C is semi-cofiltered, there exist an object W of C and morphisms f ′ : W → ι0(X)
and g′0 :W → Z
′ in C satisfying f◦g′0 = g0◦f
′. Since (C0, ι0) is a grid, it follows from
the axiom of a grid that there exist a morphism h : X ′ → X and an isomorphism
β : ι0(X
′)
∼=
−→ W in C satisfying ι0(h) = f
′ ◦ β. Let g′ ∈ HomPro(C)(Y, Z) denote
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the class of the composite ι0(X
′)
β
−→W
g′0−→ Z ′. Then the map HomPro(C)(Y, Z
′)→
HomPro(C)(Y, Z) sends g
′ to g. Since g is arbitrary, the claim is proved. 
Corollary 2.2.0.4. Let X be an edge object of C0. Suppose that the overcat-
egory C(T (J))/ι0(X) satisfies one of the two cardinality conditions in Section 5.8.1
of [Kon-Ya3]. Then the composite
M(C0,ι0)
∼= EndPro(C)(Y )→ HomPro(C)(Y, ι0(X))
is surjective.
Proof. Let I ′ denote the poset of elements X ′ ∈ I satisfying X ≤ X ′. Then
we have EndPro(C)(Y ) = lim←−X′∈I′
HomPro(C)(Y, ι0(X
′)). It follows from Lemma
2.2.0.3 that the transition maps in this limit are surjective. By our assumption on
C(T (J))/ι0(X), we have either that the fibers of the map HomPro(C)(Y, ι0(X
′)) →
HomPro(C)(Y, ι0(X)) are finite sets for every X
′ ∈ I ′, or that I ′ has a cofinal subset
that is at most countable. Hence the map EndPro(C)(Y )→ HomPro(C)(Y, ι0(X)) is
surjective, which proves the claim. 
2.3. The Y -site SCHS,X. Let S be a scheme. Let SCHS be the following
category. The objects of SCHS are schemes over S which are nonempty, connected,
and locally noetherian. For two objects X and Y of SCHS , the morphisms from X
to Y in SCHS are the finite e´tale morphisms X → Y of schemes over S.
Lemma 2.3.0.1. The category SCHS is a semi-cofiltered E-category.
Proof. First we prove that any morphism in SCHS is faithfully flat and quasi-
compact. Let f : X → Y be a morphism in SCHS . Then f is flat since f is e´tale,
and f is quasi-compact since f is finite and is in particular affine. If suffices to
show that f is surjective. Since f is finite, it follows from Proposition 6.1.10 of
[EGA2] that f is universally closed. Since f is finite e´tale, f is flat and is locally
of finite presentation. Hence it follows from The´ore`me 2.4.6 of [EGA4-2] that f is
universally open. Since Y is connected, this implies that f is surjective.
It follows from Corollaire 5.3 of [SGA1, Expose´ VIII] that any morphism in
SCHS is an epimorphism in the category of schemes. This implies that SCHS is
an E-category.
Next we prove that SCHS is semi-cofiltered. Let Y1 → Z ← Y2 be a diagram in
SCHS . Let us consider the fiber product W = Y1×Z Y2 in the category of schemes.
Then W is finite and surjective over a locally noetherian scheme Y1. Hence W is
nonempty and locally noetherian. Let W0 be a connected component of W . Since
W is locally noetherian, it follows from Corollaire 6.1.9 of [EGA1] that W0 is open
and closed in W . Hence the restriction to the projections W → Yi to W0 is finite
and e´tale. Thus we have a commutative diagram
W0 −−−−→ Y2y y
Y1 −−−−→ Z
in the category SCHS . This proves that SCHS is semi-cofiltered. 
Let X be an object of SCHS and consider the Λ-connected component SCHS,X
of X in SCHS .
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Lemma 2.3.0.2. The category SCHS,X is Λ-connected and semi-cofiltered.
Proof. It follows from Lemma 2.3.0.1 and the last sentence in Section 2.1. 
Let J denote the atomic topology on SCHS,X .
Proposition 2.3.0.3. The pair (SCHS,X , J) is a Y -site. Moreover, for any
morphism f : Y → Z in SCHS,X , there are only finitely many automorphisms of
Y over Z.
Proof. First we prove that (SCHS,X , J) is a Y -site. It follows from Lemma
2.3.0.1 that SCHS,X is an E-category. It follows from Lemma 2.3.0.2 that SCHS,X
is Λ-connected and semi-cofiltered. Hence it suffices to prove that the collection of
morphisms in SCHS,X has enough Galois coverings. Let Y be an object of SCHS .
It suffices to prove that the collection of morphisms in the overcategory (SCHS)/Y
has enough Galois coverings. The category (SCHS)/Y is equal to the category
Et0(Y ) of connected e´tale coverings of Y . Since Et0(Y ) is the full subcategory of
the Galois category Et(Y ) of e´tale coverings of Y , it is equivalent to the categoryBG
of nonempty finite sets with continuous transitive left G-actions for some profinite
group G. Observe that for any open subgroup H ⊂ G, there exists an open normal
subgroup of G contained in H . Hence the collection of morphisms in Et0(Y ) has
enough Galois coverings. This proves that (SCHS,X , J) is a Y -site.
The last assertion follows since for any two objects S, T of BG, there exist only
finitely many morphisms from S to T in BG. 
As we have seen in the proof of Proposition 2.3.0.3, the overcategory (SCHS,X)/X
is equivalent to BG for some profinite group G. Let us fix an equivalence α : BG→
(SCHS,X)/X . Let I denote the filtered poset of open subgroups of G. For H ∈ I, let
us write α(G/H) : XH → X . Then X˜ = (XH)H∈I is a pro-object in the category
SCHS,X . Let C′0 denote the following category. An object of C
′
0 is a pair (Y, f) of
an object Y of SCHS,X and a morphism f : X˜ → Y in the category of pro-objects
in SCHS,X , i.e., f is an element of the filtered colimit lim−→H∈I
HomSCHS,X (XH , Y ).
For two objects (Y, f) and (Y ′, f ′) of C′0, a morphism from (Y, f) to (Y
′, f ′) in C′0
is a morphism g : Y → Y ′ in SCHS,X satisfying f ′ = g ◦ f in the category of
pro-objects in SCHS,X .
Since SCHS,X is an E-category, it follows that C
′
0 is a quasi-poset. Let ι
′
0 :
C′0 → SCHS,X denote the functor that sends (Y, f) to Y .
Let us choose a skeletal full subcategory C0 of C′0 and let ι0 denote the restriction
of ι′0 to C0.
Proposition 2.3.0.4. The pair (C0, ι0) is a grid of (SCHS,X , J).
Proof. Since J is the atomic topology, it suffice to show that (C0, ι0) is a
pregrid of SCHS,X . We will check that (C0, ι0) satisfies the four conditions in
Definition 5.5.1 of [Kon-Ya3]. It is easy to check that the poset C0 is Λ-connected.
We note that, for any morphism f : Z → X in SCHS,X , there exists an element
H ∈ I such that f and α(H) are isomorphic in the overcategory (SCHS,X)/X . Let
Y be an arbitrary object of SCHS,X . By definition, we have a diagram Y
g
←− Z
f
−→ X
in SCHS,X . Let us choose an element H ∈ I and an isomorphism β : XH
∼=
−→ Z
from α(H) to f in (SCHS,X)/X . Then the pair Y˜ of Y and the class of g ◦ β
is an object of C′0 satisfying ι
′
0(Y˜ ) = Y . This shows that the functor ι
′
0 : C
′
0 →
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SCHS,X is essentially surjective. Hence the functor ι0 : C0 → SCHS,X is essentially
surjective. Let (Y, f) be an object of C0. Then it is clear from the definition that
the functor C0,(Y,f)/ → (SCHS,X)Y/ induced by ι0 is an equivalence of categories.
This implies that the functor Hence (C0, ι0) satisfies (1), (2), and (4) in Definition
5.5.1 of [Kon-Ya3].
It remains to prove that (C0, ι0) satisfies (3) in Definition 5.5.1 of [Kon-Ya3].
Let (Y, f) be an object of C0 and let us choose H0 ∈ I such that f is the class of
some morphism f ′ : XH0 → Y in SCHS,X . Let us consider the functor C0,/(Y,f) →
(SCHS,X)/Y induced by ι0. Let g : Y
′ → Y be a morphism in SCHS,X . Since
SCHS,X is semi-cofiltered, there exist an object Z of SCHS,X and morphisms g′ :
Z → XH0 , f
′′ : Z → Y ′ satisfying f ′ ◦ g′ = g ◦ f ′′.
Let φ : S → G/H0 be a morphism in BG. Then φ is surjective. Choose
s ∈ φ−1(1·H0). Then the stabilizer H ′ of s in G is an open subgroup of G contained
in H0 and the map G→ S that sends g to gs induces an isomorphism γ : G/H ′ → S
such that φ ◦ γ is equal to the canonical projection G/H ′ → G/H0. Since α is an
equivalence of categories, this in particular implies that there exist an element
H1 ∈ I with H1 ⊂ H0 and an isomorphism γ1 : XH1 ∼= Z in SCHS,X satisfying
that the composite g′ ◦ γ1 is equal to the transition morphism XH1 → XH0 . Let h
denote the class of the morphism f ′′ ◦ γ1 in lim−→H∈I
HomSCHS,X (XH , Y
′). Then the
pair (Y ′, h) is an object of C′0 and the morphism g is a morphism from (Y
′, h) to
(Y, f) in C′0. This proves that the functor C0,/(Y,f) → (SCHS,X)/Y induced by ι0 is
essentially surjective. Hence (C0, ι0) satisfies (3) in Definition 5.5.1 of [Kon-Ya3].
This completes the proof. 
We define MS,X to be the absolute Galois monoid M(C0,ι0).
It follows from Proposition 2.2.0.1 that, as a topological monoid, MS,X is iso-
morphic to the monoid EndPro(SCHS,X )(X˜) of endomorphism of X˜ = (XH)H∈I in
the category Pro(SCHS,X) of pro-objects of SCHS,X . Here we equip
HomPro(SCHS,X)(X˜,XH) = lim−→
H′∈I
HomSCHS,X (XH′ , XH)
with the discrete topology for each H ∈ I, and
EndPro(SCHS,X )(X˜) = lim←−
H∈I
HomPro(SCHS,X)(X˜,XH)
with the limit topology.
Lemma 2.3.0.5. Let (Y, f) be an object of C0. Then the open subgroup K(Y,f)
of MS,X is isomorphic to the e´tale fundamental group of Y .
Proof. Let us consider the functor ι
(Y,f)
0 : (C0)/(Y,f) → (SCHS,X)/Y induced
by ι0. Then (SCHS,X)/Y equipped with the atomic topology JY is a Y -site, the pair
((C0)/(Y,f), ι
(Y,f)
0 ) is a grid of ((SCHS,X)/Y , JY ), and K(Y,f) can be identified with
the absolute Galois monoid M
((C0)/(Y,f),ι
(Y,f)
0 )
. Note that the Galois category Et(Y )
is canonically equivalent to the category F˜C in Section 3.4 for C = (SCHS,X)/Y .
It is easy to see from the construction of C0 that the fiber functor ω((C0)/(Y,f),ι(Y,f)0 )
restricted to F˜C gives a fiber functor of the Galois category Et(Y ). From this
we can see that K(Y,f) ∼= M((C0)/(Y,f),ι(Y,f)0 )
is isomorphic to the e´tale fundamental
group of Y . 
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Corollary 2.3.0.6. The absolute Galois monoid MS,X is a locally profinite
group and is independent, up to isomorphisms, of the choice of a grid (C0, ι0). More-
over, the fiber functor ω(C0,ι0) gives an equivalence of categories from Shv(SCHS,X , J)
to the category of smooth left MS,X-sets.
Proof. It follows from Proposition 2.3.0.3 that (SCHS,X , J) is a Y -site. such
that for any morphism f : Y → Z in SCHS,X , there are only finitely many auto-
morphisms of Y over Z. Hence it follows from Proposition 9.1.1 of [Kon-Ya3] that
MS,X is independent, up to isomorphisms, of the choice of a grid (C0, ι0). Since J
is the atomic topology, it follows from Lemma 8.1.7 of [Kon-Ya3] that MS,X is a
group. Hence it follows from Lemma 2.3.0.5 that MS,X is a locally profinite group.
The last assertion follows from Theorem 5.8.1 of [Kon-Ya3]. 
Since all morphisms in the category SCHS are affine, there exists a limit
(2.2) X̂ = lim←−
H∈I
XH
in the category of schemes over S. For schemes Y, Z over S, let HomS(Y, Z) denote
the set of morphisms from Y to Z in the category of schemes over S.
Proposition 2.3.0.7. Let us consider the monoid EndS(X̂) of endomorphisms
of the scheme X̂ over S. For each H ∈ I, we endow HomS(X̂,XH) with the discrete
topology and EndS(X̂) = lim←−H
HomS(X̂,XH) with the limit topology.
Then both as a monoid and as a topological space, MS,X is equal to the sub-
monoid of endomorphisms σ ∈ EndS(X̂) satisfying the following property: there
exists H0 ∈ I and a morphism f : XH0 → X in SCHS,X such that the diagram
(2.3)
X̂
σ
−−−−→ X̂y y
XH0
f
−−−−→ X,
where the vertical arrows are the canonical projections, is commutative.
Proof. It follows from Proposition 2.2.0.1 that we have an isomorphismMS,X =
lim
←−H
lim
−→H′
HomSCHS,X (XH′ , XH). For eachH ∈ I, the set lim−→H′
HomSCHS,X (XH′ , XH)
is a subset of HomS(X̂,XH). Hence we obtain an injective map from MS,X to
EndS(X̂) = lim←−H
HomS(X̂,XH). Let σ ∈ EndS(X̂) and suppose that there exist
H0 ∈ I and a morphism f : XH0 → X in SCHS,X such that the diagram (2.3) is
commutative. For each H ∈ I, let σH denote the composite of σ with the projection
X̂ → XH .
Let I ′ denote the set of H ′ ∈ I with H ′ ⊂ H0 For each H ′ ∈ I ′, let X ′H′
denote XH′ regarded as a scheme over X via the composite of XH′ → XH0 with
f . Then for any H ∈ I, the morphism σH can be regarded as a morphism from
X̂ ′ = lim
←−H′∈I′
X ′H′ to XH in the category of schemes over X . Since XH is finite
e´tale over X and X is locally noetherian, the morphism XH → X is locally of finite
presentation. Hence there exists an element H ′ ∈ I ′ such that σH factors through
the projection X̂ ′ → X ′H′ and that the resulting morphism fH : X
′
H′ → XH makes
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the diagram
XH′
fH
−−−−→ XHy y
XH
f
−−−−→ X
commutative, where the the vertical arrows are the canonical projections. Since
the vertical arrows and f are finite e´tale, it follows from Corollaire 4.8 of [SGA1,
Expose´ I] that fH is finite e´tale. This shows that σH ∈ HomS(X̂,XH) comes from
an element of lim
−→H′
HomSCHS,X (XH′ , XH). Hence σ comes from an element of
MS,X.
The claim on the topologyMS,X follows immediately from the definition of the
topology on MS,X . This completes the proof. 
Lemma 2.3.0.8. Let S be a scheme and let X be a connected, locally noetherian
scheme over S. Then the locally profinite group MS,X is profinite if and only if
there exists a morphism Y → X and a finite subgroup K of the group AutS(Y ) of
automorphisms of the scheme Y over S such that MS,X is isomorphic to the e´tale
fundamental group of the Deligne-Mumford stack K\Y .
Proof. By Lemma 2.3.0.5, we have an open subgroup KX ofMS,X isomorphic
to the e´tale fundamental group G of X . Let us choose an open subgroup H ⊂ G
such that H is an open normal subgroup of MS,X .
By using the theory of fpqc descent, one can prove that the pair of XH and
the canonical projection X˜ → XH is a quotient object X˜ by H in the category
Pro(SCHS,X). Hence it follows from the construction of KX →֒MS,X that for any
σ ∈ MS,X , there exists a unique endomorphism fσ : XH → XS in SCHS,X such
that the diagram
X̂
Φ(σ)
−−−−→ X̂y y
XH
fσ
−−−−→ XH
is commutative. By the uniqueness we have fστ = fσ ◦ fτ for any σ, τ ∈MS,X and
we have fσ = idXH if and only if σ ∈ H . By sending σ to fσ we obtain an injective
homomorphism MS,X/H → AutS(XH) of groups. Set Y = XH and let K denote
the image of the homomorphism G ∼= M(C0,ι0). Then the pair (Y,K) satisfies the
desired property. 
2.4. Functoriality of MS,X.
2.4.1. Functoriality of MS,X with respect to X. Let S be a scheme and let X
and Y be objects of SCHS . Then we have locally profinite groups MS,X and MS,Y
that contain the e´tale fundamental groups π1(X) and π1(Y ), respectively, as open
compact subgroups. Suppose that a morphism f : X → Y of schemes over S is
given. Then the covariant functoriality of the e´tale fundamental groups give a ho-
momorphism π1(f) : π1(X) → π1(Y ) that is canonical up to conjugation by the
elements of π1(Y ). If f is a morphism in SCHS , then the homomorphism π1(f)
extends to an isomorphism MS,X
∼=
−→ MS,Y of locally profinite groups. However,
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for general f , the homomorphism π1(f) does not always extend to a homomor-
phism MS,X → MS,Y of locally profinite groups. So MS,X does not have a good
functoriality with respect to X .
2.4.2. Functoriality of MS,X with respect to S. Let g : T → S be a morphism
of schemes and let X be an object of SCHT . Then it follows from Proposition
2.3.0.7 that we have an injective, continuous homomorphism g∗ : MT,X → MS,X
of topological monoids whose restriction to π1(X) gives the identity morphism on
π1(X).
Below we study the image of the homomorphism g∗ : MT,X → MS,X when
both S and T are spectra of fields.
Lemma 2.4.2.1. Let S be a locally noetherian scheme and X a connected scheme
that is of finite type over S. Then X is an object of SCHS and any object of SCHS,X
is of finite type over S.
Proof. It follows from Proposition 6.3.7 of [EGA1] that X is locally noether-
ian. Hence X is an object of SCHS . To prove the second assertion, we may assume
that S is the spectrum of a noetherian ring A. Let Y be an object of SCHS,X . Then
there exists a scheme Z over S and finite e´tale morphisms f : Z → Y and Z → X
over S. Let us choose an affine open subscheme U ⊂ Y and set V = f−1(U). Since
f is finite, V is an affine open subscheme of Z. Since Z is of finite type over S, it
follows from Lemma 6.3.2.1 of [EGA1] that for any x ∈ V , there exists an affine
open neighborhood V ′ of x in V such that V ′ is of finite type over S. Since V is
quasi-compact, it follows that V is of finite type over S. Set V = SpecC. Then it
follows from Proposition 6.3.3 of [EGA1] that C is a finitely generated A-algebra.
Thus the claim follows from Proposition 7.8 of [At-Ma]. 
Lemma 2.4.2.2. Let k be a field, X a scheme of finite type over Spec k, and a
an element of Γ(X,OX). Suppose that there exists a subfield of the ring Γ(X,OX)
that contains a. Then a is algebraic over k.
Proof. Suppose that a is transcendental over k. Let k0 denote the prime
subfield of k and let B (resp. B0) denote the k-subalgebra (resp. k0-subalgebra) of
Γ(X,OX) generated by a. Let us consider the morphism f : X → SpecB. Since
a is transcendental over k, it follows that SpecB and SpecB0 are non-empty and
the image of f is Zariski dense. Since X is of finitely type over k, it follows from
Chevalley’s theorem that the image of f is a constructible subset of SpecB. Hence
there exists a finite set S of closed points of SpecB whose complement is equal to
the image of f .
Note that the morphism g : SpecB → SpecB0 is surjective. This implies that
the image of the composite g ◦f contains the complement of g(S). In particular the
image of g ◦ f contains a closed point of SpecB0. It follows from our assumption
that any non-zero element of B0 is invertible in Γ(X,OX). Hence the composite
g ◦ f factors through the morphism Spec FracB0 → SpecB0. This implies that the
image of the composite g ◦ f is a singleton that consists of the generic point of
SpecB0, which gives a contradiction. 
Corollary 2.4.2.3. Let k be a field and X an integral scheme that is of finite
type over Spec k. Let L denote the set of elements of Γ(X,OX) that are algebraic
over k. Then L is a finite extension of k and any subfield of Γ(X,OX) is contained
in L.
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Proof. Since X is an integral scheme, it follows that L is a subfield of the
integral domain Γ(X,OX). Let us choose an affine open U = SpecA of X so that
A is a finitely generated k-algebra. Then L/k is a subextension of the finitely
generated field extension FracA/k. Hence it follows from Theorem 3.1.4 of [Na]
that L/k is a finitely generated field extension.
Since L/k is algebraic, L is a finite extension of k. It follows from Lemma 2.4.2.2
that any subfield of Γ(X,OX) is contained in L. Hence the claim follows. 
Corollary 2.4.2.4. Let k be a field, and let X and Y be integral schemes
that are of finite type over Spec k. For S ∈ {X,Y }, let L(S) denote the set of
elements of Γ(S,OS) that are algebraic over k. Then L(X) and L(Y ) are finite
extensions of k and for any morphism f : X → Y , there exists a unique morphism
g : SpecL(X)→ SpecL(Y ) that makes the diagram
X
f
−−−−→ Yy y
SpecL(X)
g
−−−−→ SpecL(Y )
commutative.
Proof. It follows from Corollary 2.4.2.3 that L(X) and L(Y ) are finite exten-
sions of k. Since L(Y ) is a field and Γ(X,OX) is not equal to {0}, the composite
β : L(Y ) →֒ Γ(Y,OY ) → Γ(X,OX) is injective. Hence it follows from Corollary
2.4.2.3 that the image of β is contained in L(X). This completes the proof. 
Let K be a perfect field and k a subfield of K. Set S = Spec k and T = SpecK.
Let X be an integral scheme that is of finite type over T . Let I denote the filtered
poset of open subgroups of π1(X) and let us consider the scheme X̂ = lim←−H∈I
XH
as in (2.2). For H ∈ I, let LH denote the set of elements of Γ(XH ,OXH ) that
are algebraic over K. Then each LH is a finite separable extension of K and
L̂ = lim
−→H∈I
LH is a separable closure of K.
Proposition 2.4.2.5. Let K, k, S, T , X, and L̂ be as above. Then there exists
a canonical homomorphism φ :MS,X → Aut(L̂/k) of groups such that the image of
the homomorphism MT,X →MS,X is equal to φ−1(Gal(L̂/K)). The homomorphism
φ is surjective if at least one of the following conditions is satisfied.
(1) There exists a scheme X0 over S such that X is isomorphic to X0 ×S T
as a scheme over T .
(2) X is geometrically connected over Lπ1(X) and for any σ ∈ Aut(L̂/k), there
exist H ∈ I and a morphism φσ : XH → X of schemes over S such that
σ(Lπ1(X)) ⊂ LH and the diagram
XH
φσ
−−−−→ Xy y
Specσ(Lπ1(X))
σ∗
−−−−→ SpecLπ1(X)
is commutative.
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Proof. Using Proposition 2.3.0.7, we regardMS,X as a submonoid of EndS(X̂).
It follows from Corollary 2.4.2.4 that any σ ∈ MS,X , there exists unique τσ ∈
Endk(L̂) that makes the diagram
X̂
σ
−−−−→ X̂y y
Spec L̂
τ∗σ−−−−→ Spec L̂
is commutative. SinceMS,X is a group, we have τσ ∈ Autk(L̂). By sending σ to τ
−1
σ ,
we obtain a homomorphism φ : MS,X → Aut(L̂/k) that has the desired property.
The claim on the surjectivity of φ is a consequence of Corollary 2.2.0.4. 
2.5. Examples.
2.5.1. Let S be a scheme and let X be a connected, locally noetherian scheme
over S. Suppose that the e´tale fundamental group of X is trivial. Then it fol-
lows easily from Proposition 2.3.0.7 that we have MS,X = AutS(X) with discrete
topology.
In particular, when S = Spec Q and X = Spec C. Then it follows easily from
Proposition 2.3.0.7 that we haveMSpec Q,Spec C = Aut(C/Q) with discrete topology.
2.5.2. Let S be a scheme and let X be a connected, locally noetherian scheme
over S.
Lemma 2.5.2.1. Suppose that there exists a finite e´tale endomorphism f : X →
X over S of degree n ≥ 2. Then MS,X is not profinite.
Proof. Lemma 2.3.0.5 gives an open subgroup H of MS,X isomorphic to the
e´tale fundamental group π1(X) of X . Then any integerm ≥ 1, them-th iteration of
f gives an open subgroup H(m) of MS,X such that H
(m) contains H as a subgroup
of index nm. This in particular shows that MS,X is not profinite. 
2.5.3. Let k be field and A a semi-abelian variety over k. Then for a positive
integer n ≥ 2 not divisible by the characteristic of k, the endomorphism A → A
given by the multiplication by n is finite e´tale. Hence it follows from Lemma 2.5.2.1
that if A is not zero-dimensional, then MSpec k,A is not profinite.
Suppose moreover that k is an algebraically closed field of characteristic zero.
Then the e´tale fundamental group π1(A) of A is a free Ẑ-module of finite rank. In
this case, it follows easily from Proposition 2.3.0.7 that we have
MSpec k,A = (π1(A) ⊗Z Q)⋊ (Endk(A)⊗Z Q)
×.
Here Endk(A) denotes the ring of endomorphisms of the commutative groups
schemes A over Spec k, and we equip π1(A) ⊗Z Q (resp. (Endk(A) ⊗Z Q)×) with
the adelic (resp. the discrete) topology.
2.5.4. Let us consider the case when S is the spectrum of subfield k of the field
C of complex numbers andX is a smooth, geometrically irreducible hyperbolic curve
over k. Then it follows from Lemma 2.3.0.8 that the group MSpec k,X is profinite if
and only if X is not k-arithmetic in the sense of [Mo, Remark 2.1.1].
Let (G,X) be a Shimura datum such that a connected component of X is
isomorphic to the complex upper half plane. Suppose that k contains the reflex
field of (G,X) and that X is a connected component a Shimura curve for (G,X)
with respect to some sufficiently small compact open subgroup of G(A∞Q ). In this
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case X is not k-arithmetic in the sense of [Mo, Remark 2.1.1]. Hence MSpec k,X is
not a profinite group.
2.5.5. Let p be a prime number and let k = Fp an algebraic closure of Fp.
Let us consider the case when S = SpecFp and X = A1k = Spec k[t]. The Artin-
Schreier morphism f : X → X over Spec k, given by the homomorphism k[t]→ k[t]
of k-algebras that sends t to tp− t, is finite e´tale of degree p. Hence Lemma 2.5.2.1
shows that MS,X is not profinite.
It follows from Theorem 0.7 of [Ta2] that any connected affine smooth curve
Y over k is Λ-related to X in the category SCHS . In particular Y is Λ-related to
X in SCHS . Hence we have MS,Y ∼= MS,X for any connected affine smooth curve
Y over k. This seems to suggest that it is important to study the locally profinite
group MS,X .
In Conjecture 1.13 (ii) of [Ta1], Tamagawa made the following conjecture:
for any two algebraically closed fields l, l′ of characteristic p and for any con-
nected smooth affine curves Y and Y ′ over l and l′, respectively, the natural map
IsomFp(Y, Y
′)→ Isom(π1(Y ), π1(Y
′))/Inn(π1(Y
′)) is an isomorphism.
We would like to propose the following variant of Tamagawa’s conjecture when
l = l′ = Fp. Our conjecture can be described purely in terms of the locally profinite
group MS,X .
Conjecture 2.5.5.1. Let S = Spec Fp and X = A1k be as above. Let K,K
′ be
two open compact subgroups of MS,X. Suppose that an isomorphism γ : K
∼=−→ K′
of profinite groups are given. Then there exists an element g ∈ MS,X such that
K′ = gKg−1 and that γ is equal to the isomorphism K→ K′ given by the conjugation
by g.
Let us fix a grid (C0, ι0) of the site SCHS,X with the atomic topology. Let Y
and Y ′ be connected smooth affine curves over k. Then it follows from Theorem
0.7 of [Ta2] that Y and Y ′ are objects of SCHS,X . Let us choose objects Y0, Y ′0
of C0 such that there exist isomorphisms ι0(Y0) ∼= Y and ι0(Y ′0 )
∼= Y ′ in SCHS,X .
These isomorphisms induce isomorphisms π1(Y ) ∼= KY0 and π1(Y
′) ∼= KY ′0 that are
uniquely determined up to inner automorphisms.
Let Y , Y ′, Y0, Y
′
0 as above. We claim that Tamagawa’s conjecture for Y and
Y ′ is equivalent to Conjecture 2.5.5.1 for KY0 and KY ′0 . Suppose that Tamagawa’s
conjecture is true for Y and Y ′. Let γ : KY0
∼=
−→ KY ′0 be an isomorphism of topo-
logical groups. Let us consider the composite γ′ : π1(Y ) ∼= KY0
γ
−→ KY ′0
∼= π1(Y
′).
By assumption, the isomorphism γ′ comes, up to inner automorphisms, from an
isomorphism β′ : Y
∼=
−→ Y ′ of schemes over S. Let β denote the composite
ι0(Y0) ∼= Y
β′
−→ Y ′ ∼= ι0(Y ′0). It follows from Corollary 2.2.0.4 that there exists
an element g = (α, γα) ∈ MS,X such that α(Y0) = Y ′0 and γα(Y0) = β. It is
then straightforward to check that we have KY ′0 = gKY0g
−1 and that γ is equal to
the isomorphism KY0 → KY ′0 given by the conjugation by g. Hence Tamagawa’s
conjecture for Y and Y ′ implies Conjecture 2.5.5.1 for KY0 and KY ′0 . Conversely,
suppose that Conjecture 2.5.5.1 is true for KY0 and KY ′0 . Suppose that an isomor-
phism γ′ : π1(Y )
∼=
−→ π1(Y ′) of topological groups is given. Let us consider the
composite γ : KY0 ∼= π1(Y )
γ′
−→ π1(Y
′) ∼= KY ′0 . By assumption, there exists an
element g ∈ MS,X such that KY ′0 = gKY0g
−1 and that γ is equal to the isomor-
phism KY0 → KY ′0 given by the conjugation by g. Let I denote the order dual of
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C0. Then ι0(Y0) and ι0(Y ′0) are quotient objects of the limit X̂ = lim←−Z∈I
ι0(Z) in
the category of schemes over S with respect to the actions of the groups KY0 and
KY ′0 , respectively. By Proposition 2.3.0.7 we regard g as an automorphism of X̂.
Then g induces automorphism β : ι0(Y0)
∼=
−→ ι0(Y ′0). Let β
′ denote the composite
Y ∼= ι0(Y0)
β
−→ ι0(Y ′0)
∼= Y ′. It is then straightforward to check that we have the
isomorphism γ′ is equal, up to conjugation by elements of π1(Y
′), to the isomor-
phism π1(Y )
∼=
−→ π1(Y ′) given by β′. Hence Conjecture 2.5.5.1 for KY0 and KY ′0
implies Tamagawa’s conjecture for Y and Y ′.
3. Y -sites for Riemannian symmetric spaces
A Riemannian manifold is called a Riemannian locally symmetric space if its
curvature tensor is invariant under the parallel transforms. It follows from Theorem
1.3 of [He, Ch. IV] that this definition is equivalent to that given in [He, p. 200].
We say that a Riemannian manifold X is geodesically connected if for any two
points p, q ∈ X , there exists a finite geodesic segment from p to q. Let X be a
geodesically connected Riemannian manifold and let p ∈ X . We say that X is
bounded if there exists a real number r such that for any q ∈ X , the length of a
geodesic from p to q is at most r. It is easy to see that this notion is independent of
the choice of a point p ∈ X . Let us consider the following category LS. The objects
of LS are the Riemannian locally symmetric spaces of non-positive curvature which
are geodesically connected, simply connected, and bounded. For two objects U , V
of LS, the morphisms from U to V are the injective local isometries from V to U .
(Here local isometries are assumed to be open mappings.) Be careful of that the
morphisms from U to V are not maps from U to V , but maps from V to U .
Lemma 3.0.0.1. Let U and V be Riemannian locally symmetric space and
ϕ1, ϕ2 : U → V local isometries. Suppose that U is path-connected and ϕ1 and
ϕ2 coincide on a non-empty open subset of U . Then we have ϕ1 = ϕ2.
Proof. It follows from Proposition 5.5 of [He, Ch. IV] that any local isometry
U → V is real analytic. Hence it follows from Lemma 4.3 [He, Ch. VI] that we
have ϕ1 = ϕ2. 
Lemma 3.0.0.2. Let U be an object of LS and let p ∈ U . Let X be a complete,
simply connected Riemannian globally symmetric space. Suppose that there exists
an open neighborhood V of p in U and a local isometry ϕ : V → X. Then ϕ can
uniquely be extended to a local isometry ϕ˜ : U → X. Moreover ϕ˜ is injective.
Proof. Let q ∈ U . Then there exists a continuous curve γ : [0, 1] → U with
γ(0) = p and γ(1) = q. Then it follows from Proposition 11.3 of [He, Ch. I] that
ϕ is extendable along γ. Precisely speaking, in the statement of Proposition 11.3
of [He, Ch. I], it is assumed that both the domain and the codomain of ϕ˜ are
complete. However the completeness of the domain is not used in the proof. Since
U is simply connected, it follows from Proposition 11.4 of [He, Ch. I] that the value
at q of the extended map does not depend on the choice of γ. Hence we obtain
a local isometry ϕ˜ : U → X that extends ϕ. The uniqueness of ϕ˜ follows from
Lemma 3.0.0.1.
It remains to prove that ϕ˜ is injective. Suppose that there exist q, q′ ∈ U
satisfying q 6= q′ and ϕ˜(q) = ϕ˜(q′). Let us choose a finite geodesic segment δ :
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[0, 1]→ U satisfying δ(0) = q and δ(ℓ) = q′. Then ϕ˜ ◦ δ is a finite geodesic segment
from ϕ˜(q) to itself. Since X is of non-positive curvature, it follows that ϕ˜ ◦ δ is a
constant map. Hence δ is a constant map, which gives a contradiction. 
Lemma 3.0.0.3. The category LS is semi-cofiltered.
Proof. Let U1
f ′1−→ V
f ′2←− U2 be a diagram in LS. This diagram gives injective
local isometries f1 : V → U1 and f2 : V → U2. Let us fix a point p ∈ V . Then
there exist an open neighborhood W of p in V and a simply connected complete
Riemannian globally symmetric space X such that there exists a local isometry
g : W → X . Since U1 and U2 are objects of LS, it follows from Lemma 3.0.0.2
that there exists a unique local isometry gi : Ui → X such that the restriction of
gi ◦ fi to W is equal to g. By the uniqueness we have g1 ◦ f1 = g2 ◦ f2. Choose a
sufficiently large r such that the open ball B(g(p), r) in X contains the images of g1
and g2. Then gi gives a morphism g
′
i : B(g(p), r)→ Ui and we have f
′
1 ◦g
′
1 = f
′
2 ◦g
′
2.
This completes the proof. 
In particular, the Λ-relationship among the objects of LS gives an equivalence
relation on the collection of objects of LS. Now let us fix an object U0 of LS
and let LS(U0) denote the full-subcategory of LS whose objects are the objects of
LS which are Λ-related to U0. Let C be an arbitrary full subcategory of LS(U0)
satisfying the following cofinality condition: for any object U of LS(U0), there
exists an object V of C and a morphism from V to U in LS(U0).
Proposition 3.0.0.4. C is semi-cofiltered and the pair (C, J) of C and the
atomic topology J on C is a Y -site.
Proof. It is clear that LS is an E-category. Hence C is an E-category.
Let us prove that C is semi-cofiltered. Let U1
f1
−→ V
f2
←− U2 be a diagram in
C. As we mentioned in Section 2.1, the category LS(U0) is semi-cofiltered, there
exist an object T of LS(U0) and morphisms g1 : T → U1, g2 : T → U2 satisfying
f1 ◦ g1 = f2 ◦ g2. Let us choose an object T ′ of C and a morphism h : T ′ → T in
LS(U0). Then we have f1 ◦g1 ◦h = f2 ◦g2 ◦h. This proves that C is semi-cofiltered.
In a similar manner, one can prove that the category C is Λ-connected.
It follows from Lemma 3.0.0.1 that any morphism in the category LS is a
monomorphism. This implies that any morphism in C is a Galois covering and its
Galois group is the trivial group that consists of the identity morphism. This in
particular shows the class of morphisms in C has enough Galois coverings. This
complete the proof. 
Remark 3.0.0.5. Let X be a simply connected complete Riemannian globally
symmetric space and let p ∈ X be a point. Fix a subset S ⊂ R>0 with supS =∞.
Then the full subcategory C of LS whose set of objects is {B(p, r) | r ∈ S} gives an
example of such a category. Here B(p, r) denotes the geodesic open ball of radius r
with center p, and we regard B(p, r) just as a Riemannian manifold, by forgetting
the inclusion B(p, r) →֒ X . In this case, we can take any object of C as U0.
Now let us construct a grid for C. Let g denote the Lie algebra over R of Killing
vector fields on U0. Let us choose a point p ∈ U0. Then the geodesic symmetry
with respect to p on a neighborhood of p induces an involution s of g, and the pair
(g, s) is an effective orthogonal Lie algebra in the sense of p.213 of Helgason’s book
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[He]. Let X be a simply connected complete Riemannian globally symmetric space
associated to (g, s). Let C0 denote the following category. The objects are the open
subsets of X which is isometric to an object of C. For two objects U , V of C0, there
is at most one morphism from U to V in C0, and the morphism exists if and only
if V ⊂ U as subsets of X . The tautological assignment U 7→ U gives a functor
from C0 to C which we denote by ι0. Then the pair (C0, ι0) is a grid for the Y -site
(C, J). Let G = Isom(X,X) denote the group of isometries from X to itself. We
then have an isomorphism G ∼= M(C0,ι0) of groups. We note that G is a Lie group
whose Lie algebra is isomorphic to g.
Remark 3.0.0.6. In this settings, topology on M(C0,ι0) is discrete. Hence the
isomorphism G ∼= M(C0,ι0) is not an isomorphism of topological groups.

CHAPTER 4
Applications of the norm relation theorem
In this chapter, we give applications of the main abstract norm relation theorem
(Theorem 3.2.1.1). The main (new) result is the theorem on Drinfeld modular
schemes (Theorem 4.4.1.1).
We present the details of the computations in the cyclotomic case in Section 1.
We defined Hecke operators in a general manner in Section 5.3.2, and was
used in the statement of Theorem 4.4.1.1. In Section 2, we show that those Hecke
operators coincide with the usual ones defined using double cosets.
It happens that if the presheaf of transfers G in Theorem 3.2.1.1 is a sheaf,
then the proof of the norm relations is simplified much. We address this issue in
Section 3.
1. Cyclotomic units
In this section, we present the Euler system of cyclotomic units using our
main theorem. The norm relation of cyclotomic units boils down to the equation
Norm(1− ζnp) = 1−Frobpζn where Norm is the norm map for the field extension
Q(ζnp)× over Q(ζn). The reader will see that the following proof using our theorem
is rather long, but this is a proof that generalizes to higher ranks.
Of course there is nothing new. Our aim is to work out the details and present
how we do the explicit computations in our category C1.
1.1. Some Galois group computations.
1.1.1. Set X = SpecZ so that AX = Ẑ ⊗Z Q is the ring of finite adeles and
ÔX = Ẑ =
∏
p Zp where p runs over all primes. Let d = 1. We study the category
C1. We will identify an objectN of C1 and the abelian group Γ(X,N). By definition,
an object of C1 is isomorphic to Z/nZ for some n ≥ 1. (If n = 1, the object is 0.)
Lemma 1.1.1.1. Let n, n′ be positive integers. Then
(1) HomC1(Z/nZ,Z/n
′Z) ∼=


∐
d|(n/n′),d≥1
(Z/n′Z)× if n′|n,
∅ if n′ 6 |n.
(2) AutC1(Z/nZ) ∼= (Z/nZ)
×
Proof. An element of HomC1(Z/nZ,Z/n
′Z) is represented by a diagram Z/n′Z
p
և
N
i
→֒ Z/nZ for some N ∈ C1. If n′ 6 |n, such a diagram cannot exist, hence the
clai in this case follows. Suppose n′|n. The diagram forces N ∼= dZ/nZ for some
d|n and i is the canonical inclusion . Two such diagrams (with p1 and p2 as the
surjections) are equivalent if and only if there exists an isomorphism β such that
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the diagram
Z/n′Z
p1
և dZ/nZ →֒ Z/nZ
‖ β↓ ∼= ‖
Z/n′Z
p2
և dZ/nZ →֒ Z/nZ.
This commutativity forces β to be the identity map. Hence the two diagrams are
equivalent if and only if p1 = p2. Now the set of such surjections is isomorphic to
(Z/n′Z)×. The claim (1) follows. The claim (2) follows immediately from (1). 
1.1.2. Let n and n′ be positive integers. Then any morphism f ∈ HomC1(Z/nZ,Z/n
′Z)
is a Galois covering by Lemma 1.5.0.2.
Lemma 1.1.2.1. The Galois group of f is canonically isomorphic to Ker[(Z/nZ)× →
(Z/n′Z)×] where the map is the modulo n′ map.
Proof. The Galois group is the subgroup of elements α of AutC1(Z/nZ) such
that f ◦ α = f . Suppose that α is represented by the diagram Z/nZ
=
և Z/nZ
α0
→֒
Z/nZ for some α0 ∈ AutÔX (Z/nZ). The composite f ◦ α is computed using the
diagram
Z/nZ
↑ α0
Z/nZ
=
և Z/nZ
↑ ι ◦ ↑ ι
Z/n′Z
ι
և dZ/nZ
=
և dZ/nZ
and one can see that it is represented by the diagram Z/n′Z
p
և dZ/nZ
α0◦ι
→֒ Z/nZ.
Hence f ◦ α = f if there exists β ∈ AutOX (dZ/nZ) such that the diagram
Z/n′Z
p
և dZ/nZ
α0◦ι
→֒ Z/nZ
‖ β↓ ∼= ‖
Z/n′Z
p
և dZ/nZ
ι
→֒ Z/nZ.
Note that the commutativity of the left square forces β ≡ idmodn′. So if α0 6≡
idmodn′, then such a β does not exist. If α0 ≡ idmodn′, then one can construct
such β. This proves the claim. 
1.1.3. The previous lemma may be deduced from Example 1.2.1.5 in the fol-
lowing way.
Let us assume d = 1. Let f : N → N ′ be a morphism in C1 and let (N1, N2, α)
the corresponding triple. It follows from Lemma 2.1.4.1 that f is a Galois cov-
ering. Let us compute its Galois group G. As mentioned in 2.1.3, the group
G is equal to AutN ′(N). Observe that any OX -submodule of N is stable un-
der any OX -linear automorphism of N . This gives a canonical homomorphism
ϕ : AutOX (N) → AutOX (N2/N1) and the group G is isomorphic to its kernel.
Let I, J ⊂ OX denote the annihilator ideal sheaf of N , N ′, respectively. The
OX -action on N and N2/N1 induce isomorphisms AutOX (N) ∼= Γ(X,OX/I)
× and
AutOX (N2/N1)
∼= Γ(X,OX/J)×. The homomorphism ϕ is then identified with
the homomorphism Γ(X,OX/I)× → Γ(X,OX/J)×. Hence the Galois group G is
isomorphic to the kernel of the last homomorphism.
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1.2. On Cyclotomic Units. In this subsection, we give an application of our
result to the cyclotomic case. We set X = SpecZ and d = 1. We consider Situation
II. We remark here that to actually meet the conditions in Situation II, we need to
define G(−) to be the ring of K-groups, that is, ⊕nKn(−), but we only work with
K1(−) below, for simplicity.
1.2.1. We define cyclotomic fields as the coordinate ring of the moduli of level
structures on Gm. What follows below may seem familiar if the reader has seen how
a Hecke algebra acts as algebraic correspondences on the moduli of elliptic curves
or abelian varieties with level structures. The treatment may seem elaborate, but
this suits well with the formalism we have developed in earlier sections, and we can
avoid making the choice of roots of unity.
Let N ∈ C1. Let FN denote the functor from the category of Q-schemes to
the category of sets, that sends a Q-scheme S to the set of isomorphism classes
of monomorphisms ψ : NS → Gm,S of S-group schemes. Here NS is the constant
S-group scheme with the group structure N . The functor is representable by a
scheme, which we also denote FN . Note that N ∼= Z/nZ for some integer n ≥ 1.
Then FN is isomorphic to SpecQ(ζn) for a primitive n-th root of unity ζn.
We construct a covariant functor G′ from FC1 to the category of schemes
as follows. For an object
∐
iNi ∈ FC
1 with each Ni ∈ C1, we set G′(N) =∐
i FNi . Let f be a morphism in C
1 represented by the diagram N
p
և N ′′
ι
→֒
N ′. Let S be a Q-scheme and let ψ ∈ G′(N ′)(S). As ψ(ι(Kerp)) is identified
with µh ⊂ Gm,S where h is some integer and µh is the group scheme of h-th
roots of unity, we have an isomorphism Gm,S/ψ(ι(Kerp))
h-th∼=
−−−−→ Gm,S where the
isomorphism is the map induced by the h-th power map Gm,S → Gm,S. We set
ϕ : NS
ψ◦ι◦p−1
−−−−−→ Gm,S/ψ(ι(Kerp)) ∼= Gm,S . Then ϕ belongs to G
′(N)(S) and this
defines a morphism G′(N ′)
G′(f)
−−−→ G′(N) of schemes.
We need to know that if f is a Galois covering, then G′(f) is also a Galois
covering (or a Galois extension of fields). We showed in Lemma 1.5.0.2 that any
morphism f : Z/nZ→ Z/n′Z in FCd is a Galois covering. Of course, the extension
of fields F (Z/nZ) ⊃ F (Z/n′Z) is a Galois extension. The Galois group for the
covering f is canonically isomorphic to Ker((Z/n′Z)× → (Z/nZ)×) as we showed
in Lemma 1.1.2.1. One then can check directly that G(f ′) gives a canonical isomor-
phism between the Galois group of f and the Galois group of the field extension
G′(f).
1.2.2. Now we construct a punctured distribution. Let R be the presheaf on
FC1 obtained by taking the first K-group of each section of G′ so that R(N) =
K1(G
′(N)) = K1(FN ) for N ∈ C1. As the K1 of a field is its multiplicative group,
if N = Z/nZ with n ≥ 2, then R(N) is isomorphic to Q(ζn)× where ζn is a primitive
n-th root of unity. We remarked in the previous section that G′ preserves Galois
coverings. It then follows that R is a sheaf.
Let mZ/nZ,Z/n′Z : Z/n
′Z
q
և Z/nZ
=
→֒ Z/nZ be a morphism in C1. Here q sends
1modn to 1modn′. Take b ∈ Γ(OX ,Z/n′Z) \ {0}. We take 0 ≤ b ≤ n′ − 1 and
regard it as an element of Z or of Z/nZ by abuse of notation.
Let ψZ/nZ : (Z/nZ)FZ/nZ → Gm,FZ/nZ denote the universal object for FZ/nZ.
Let b˜ ∈ q−1(b). Then the restriction of ψZ/nZ to the section FZ/nZ ⊂ (Z/nZ)FZ/nZ
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corresponding to b˜ gives an element in K1(FZ/nZ) = R(Z/nZ). We denote this n-th
root of unity by ψZ/nZ(˜b).
1.2.3. We compute m∗Z/nZ,Z/n′Z(ψZ/n′Z(b)).
Lemma 1.2.3.1. We have m∗Z/nZ,Z/n′Z(ψZ/n′Z(b)) = ψZ/nZ(˜b)
n
n′ .
Proof. By definition, m∗Z/nZ,Z/n′Z(ψZ/n′Z(b)) is given by the composite
FZ/nZ →֒ (Z/n
′Z)FZ/nZ
ψ
−→ Gm,FZ/nZ
where the first morphism is the section corresponding to b and the second morphism
ψ is the base change of ψZ/n′Z with respect to G
′(mZ/nZ,Z/n′Z) : FZ/nZ → FZ/n′Z.
When regarded as an element in FZ/n′Z(FZ/nZ), the morphism ψ is the image under
G′(mZ/nZ,Z/n′Z) of the universal object ψZ/nZ ∈ FZ/nZ(FZ/nZ).
Hence it follows from the definition of G′(mZ/nZ,Z/n′Z) that ψ is equal to the
composite
(Z/n′Z)FZ/nZ
ψZ/nZ◦p
−1
−−−−−−−→ Gm,FZ/nZ/ψZ/nZ(Ker p)
n
n′−−→ Gm,FZ/nZ .
Hence we have m∗Z/nZ,Z/n′Z(ψZ/n′Z(b)) = ψZ/nZ(˜b)
n
n′ . 
We construct a punctured distribution g : SB∗
′
→ R as follows. For N ∈ C1,
we set g(N) : SB∗
′
(N) → Z[Γ(OX , N) \ {0}] → K1(FN ) = R(N) to be the map
that sends b ∈ Γ(OX , N) \ {0} to ψN (0) − ψN (b) = 1 − ψN (b). This extends
naturally to any object in FC1. We check that it is a morphism of presheaves. Let
f : N
p
և N ′′
ι
→֒ N ′ be a morphism in FC1. We show that the diagram
SB∗
′
(N)
g(N)
−−−−→ R(N)
f∗
x f∗x
SB∗
′
(N ′)
g(N ′)
−−−−→ R(N ′)
is commutative. We may assume that f is a morphism in C1. We may further
assume that either ι = id or p = id since any morphism is a composite of those two
types of morphisms. The commutativity in the case p = id is easy and is omitted.
Suppose ι = id. We may assume N = Z/nZ and N ′ = Z/n′Z for some n, n′ ∈ Z
and p sends 1 to 1.
Then for b ∈ Γ(OX ,Z/n′Z) \ {0} ⊂ SB
∗′(Z/n′Z), we have
g(Z/nZ)(f∗(b)) = g(Z/nZ)(
∑
p(y)=b y)
=
∏
p(y)=b(1 − ψZ/nZ(y)) =
∏
1≤a≤n′(1− ψZ/nZ(
n
n′ a)ψZ/nZ(b))
= 1− ψZ/nZ(b)
n
n′ = f∗(1 − ψZ/n′Z(b)) = f
∗(g(Z/n′Z)(b)).
At one point above, we used the identity
1−Xk =
∏
1≤a≤k
(1− ζakX)
where k ≥ 1 is an integer and ζk is a primitive k-th root of unity. This proves that
g is a morphism of presheaves, hence a punctured distribution.
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1.2.4. We now have Situation II. Let us give the statement of the theorem in
this case. Suppose n = n′p for some prime number p such that (n′, p) = 1. We de-
fined κZ/nZ,b ∈ R(Z/nZ) = Q(ζn)
×. By definition, this is of the form 1−ψZ/nZ(b),
that is, a cyclotomic unit. Concerning these elements, we have the following corol-
lary of our main theorem.
Corollary 1.2.4.1. We have
mZ/nZ,Z/n′Z∗κZ/nZ,˜b = (T[0] − T[Z/pZ])κZ/n′Z,b.
Proof. This follows from Theorem 3.2.1.1. 
Below we compute explicitly the action of the Hecke operators that appeared
above. Of course, T[0] is the identity map.
1.2.5. Let N = Z/nZ ∈ C1 be of order prime to p. Let mN⊕Z/pZ,N : N
p
և
N ⊕ Z/pZ
=
→֒ N ⊕ Z/pZ and rN⊕Z/pZ,N : N
=
և N
ι
→֒ N ⊕ Z/pZ where p is the
projection and ι(x) = (x, 0).
Lemma 1.2.5.1. We have
(1) m∗N⊕Z/pZ,NκN,b = κN⊕Z/pZ,(pb,0)
(2) r∗N⊕Z/pZ,NκN,b = κN⊕Z/pZ,(b,0)
Proof. Let ψN denote the universal object for FN . Its pullback byG
′(mN⊕Z/pZ,N)
then equals
ψ : NFN⊕Z/pZ
ψN⊕Z/pZ◦p
−1
−−−−−−−−−→ Gm,FN⊕Z/pZ/ψN⊕Z/pZ(Ker p)
∼=p-th
−−−−→ Gm,FN⊕Z/pZ.
Hence m∗N⊕Z/pZ,NψN (b) = ψN⊕Z/pZ(p, 0) and the claim (1) follows.
Similarly, the pullback byG′(rN⊕Z/pZ,N ) of the universal object equals ψN⊕Z/pZ◦
ι. Hence r∗N⊕Z/pZψN (b) = ψN⊕Z/pZ(b, 0) and the claim (2) follows. 
1.2.6. Now let us compute the action of the Hecke operators. We have seen
that R is a sheaf. Then by Lemma 5.1.0.4, the map mZ/nZ⊕Z/pZ,Z/nZ∗ is the com-
posite
R(N ⊕ Z/pZ)
ϕ
−→ R(N ⊕ Z/pZ)H
m∗−1
N⊕Z/pZ,N
−−−−−−−→ R(N)
where H = Gal(mN⊕Z/p,N ) is the Galois group and ϕ(x) =
∑
σ∈H σ
∗(x). The
definition of the Hecke operator tells us to identify R(N⊕Z/p)H and R(N⊕ [Z/p]).
Then we see that mN⊕[Z/pZ],N∗ = (m
∗
N⊕Z/pZ,N)
−1.
Corollary 1.2.6.1. Let bp−1 ∈ Z/nZ denote the element such that p(bp−1) =
b ∈ Z/nZ. We have
T[Z/pZ]κN,b = κN,bp−1 .
Proof. By definition, T[Z/pZ] = mZ/nZ⊕[Z/pZ]∗r
∗
Z/nZ⊕[Z/pZ]∗. The two maps
on the right hand side can be computed using Lemma 1.2.5.1 and the discussion
preceding this corollary. 
In this way we have avoided making the choice of roots of unity and yet have
stated the norm relations.
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2. Hecke operators of double cosets
In this section, we show how our Hecke operators defined in Section 5.3.2 co-
incide with the usual Hecke operators defined using double cosets.
2.1. Let us consider the following setup. Let K be a nonarchimedean local
field andO ⊂ K be the ring of integers. Fix a positive integer d. Let K = GLd(O) ⊂
GLd(K). Let H = H(GLd(K),K) denote the Hecke algebra of bi-K-invariant Z-
valued functions on GLd(K).
Let X = SpecO. Let F be an abelian sheaf on F˜C
d
. Set V = ω(F ) so that it
is a GLd(K)-module. We have an action of H on V K. Let ̟ ∈ O be a uniformizer.
For 0 ≤ r ≤ d, let gr = diag(̟−1, . . . , ̟−1, 1, . . . , 1) ∈ GLd(K) denote the diagonal
matrix with ̟−1 appearing r times and 1 appearing d − r-times. We let Tgr ∈ H
denote the Hecke operator corresponding to (the characteristic function of) the
double coset [KgrK]. (This does not depend on the choice of the uniformizer.)
2.1.1. Let L1 ⊂ L2 ⊂ K⊕d beO-lattices. LetH ⊂ AutO(L2/L1) ∼= AutCd(L2/L1)
be a subgroup. Then by Proposition 2.3.0.1, we have an isomorphism cL1,L2,H :
F ((L2/L1)/H)
∼
−→ V KL1,L2,H . We simply write cL1,L2 = cL1,L2,{e} when the group
H is the trivial group.
2.1.2. Set L0 = O⊕d. We let ϕ : L0/L0 → 0 denote the morphism in FC
d
represented by the diagram
0և0 →֒ L0/L0.
(Remark: Of course L0/L0 ∼= 0 but it is important to note explicitly the choice
of the two lattices (in this case L0 and L0), when considering the comparison
isomorphisms such as cL0,L0 .)
Let ℘ ⊂ O be the maximal ideal and let κ(℘) = O/℘ be the residue field.
Recall that we defined Hecke operators T[κ(℘)⊕r] for each 0 ≤ r ≤ d. It acts on
F (0).
We remark here that KL0,L0 = GLd(O) by definition. Hence Tgr acts on
V KL0,L0 .
We are ready to state the compatibility statement.
Proposition 2.1.2.1. For each 0 ≤ r ≤ d, the following diagram
F (0)
cL0,L0◦ϕ
∗
−−−−−−−→ V KL0,L0
T[κ(℘)⊕r ]
y yTgr
F (0)
cL0,L0◦ϕ
∗
−−−−−−−→ V KL0,L0
is commutative.
2.2. We first prove a series of lemmas concerning compatibilities of the iso-
morphisms cL1,L2,H with respect to pullbacks and the GLd(K)-action. Then we
come back to the proof of Proposition later in Section 2.3.1.
Lemma 2.2.0.1. Let L1 ⊂ L2 ⊂ K
⊕d and H ⊂ AutCd(L2/L1) be a subgroup.
Then the diagram
F ((L2/L1)/H)
(1)
−−−−→ F (L2/L1)
∼=
ycL1,L2,H ∼=ycL1,L2
V KL1,L2,H
(2)
−−−−→ V KL1,L2
2. HECKE OPERATORS OF DOUBLE COSETS 149
is commutative. Here the map (1) is the pullback by the canonical quotient map
L2/L1 → (L2/L1)/H. The map (2) is the canonical inclusion (induced by the
identity map on V ).
Proof. This follows from the construction of the isomorphisms cL1,L2 and
cL1,L2,H given in Proposition 2.3.0.1. 
Lemma 2.2.0.2. Let L′1 ⊂ L1 ⊂ L2 ⊂ L
′
2 be O-lattices. Then the diagram
F (L2/L1)
(1)
−−−−→ F (L′2/L
′
1)
cL1,L2
y ycL′1,L′2
V KL1,L2
(2)
−−−−→ V
KL′1,L
′
2
is commutative. Here the map (1) is the pullback by L2/L1 և L2/L
′
1 →֒ L
′
2/L
′
1.
The map (2) is the inclusion induced by the indentity map on V .
Proof. This also follows from the construction of the isomorphisms cL1,L2 and
cL′1,L′2 given in Proposition 2.3.0.1. 
Lemma 2.2.0.3. Let L′1 ⊂ L1 ⊂ L2 ⊂ L
′
2 be O-lattices and H ⊂ AutCd(L2/L1)
be a subgroup. Suppose that the composite map f : L′2/L
′
1 → L2/L1 → (L2/L1)/H,
where the first arrow is the map represented by L2/L1 և L2/L
′
1 →֒ L
′
2/L
′
1 and the
second arrow is the canonical quotient map, is Galois. Then KL′1,L′2 ⊂ KL1,L2,H is a
normal subgroup and the Galois group is canonically isomorphic to KL1,L2,H/KL′1,L′2 .
Proof. We have
Aut(L1/L2)/H(L
′
1/L
′
2)
∼= Autω((L1/L2)/H)(ω(L
′
1/L
′
2))
∼= AutGLd(K)/KL1,L2,H (GLd(K)/KL′1,L′2) = NKL1,L2,H (KL′1,L′2)/KL′1,L′2
where N means the normalizer. The first isomorphism uses the equivalence of
categories induced by ω, and the second follows from the computation of ω.
Since f is Galois, we have
[KL1,L2,H : KL′1,L′2 ] = deg f = #Aut(L1/L2)/H(L
′
1/L
′
2) = #NKL1,L2,H (KL′1,L′2)/KL′1,L′2 .
Here the first equality is by definition, and the second equality follows easily and
Lemma 5.1.0.4. This implies that KL′1,L′2 is a normal subgroup of KL1,L2,H and the
Galois group is isomorphic to KL1,L2,H/KL′1,L′2 as claimed. 
Lemma 2.2.0.4. Let L′1 ⊂ L1 ⊂ L2 ⊂ L
′
2 be O-lattices. Let H ⊂ AutFCd(L2/L1)
andH ′ ⊂ AutFCd(L
′
2/L
′
1) be subgroups. Suppose there is a morphism f : (L
′
2/L
′
1)/H
′ →
(L2/L1)/H in F˜C
d
induced by the morphism
L2/L1 և L2/L
′
1 →֒ L
′
2/L
′
1,
where the arrows are induced by the identity map on L2 and the inclusion L2 ⊂ L′2
respectively. Then the diagram
F ((L′2/L
′
1)/H
′))
f∗
−−−−→ F ((L2/L1)/H))
cL′1,L
′
2,H
′
y∼= ∼=ycL1,L2,H
V
KL′
1
,L′
2
,H′ tr−−−−→ V KL1,L2,H
is commutative. Here tr(x) =
∑
σ∈KL1,L2,H/KL′1,L
′
2
,H′
σ(x) is the trace (norm, trans-
fer) map.
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Proof. This follows from Lemma 5.1.0.4. 
2.3.
2.3.1. We give a proof of Proposition 2.1.2.1.
Set L0 = O⊕d and K = KL0,L0 = GLd(O). Fix 0 ≤ r ≤ d and write g = gr for
short. By definition, the action of Tg on V is given as the composite
V K
(1)
−−→ V K∩g
−1Kg tr−→ V g
−1Kg g·−−−→ V K
where (1) is the canonical inclusion and tr(v) =
∑
σ∈g−1Kg\K∩g−1Kg σ(v).
2.3.2. Note that L0g = (℘
−1)⊕r ⊕O⊕d. Let
[L0g/L0] = (L0g/L0)/AutCd(L0g/L0) ∈ F˜C
d
.
We have a map r : L0/L0 = L0/L0 →֒ L0g/L0 in FC
d. (Remark again: Of
course L0/L0 ∼= 0 but it will be important to specify the lattice(s) when considering
the compatibility map such as cL1,L2 .) We write r : [L0g/L0] → L0/L0 for the
morphism in F˜C
d
induced by r. We have another map
m : L0g/L0g և L0g/L0
=
−→ L0g/L0
where the arrow is the map induced by the identity map on L0g. We write m :
[L0g/L0]→ L0g/L0g for the morphism in F˜C
d
induced by m.
We consider the following diagram.
F (L0/L0)
r∗
−−−−−→ F ([L0g/L0])
m∗
−−−−−→ F (L0g/L0g)
R∗g
−−−−−→ F (L0/L0)
∼=


y
cL0,L0 ∼=


yf ∼=


y
cL0g,L0g ∼=


y
cL0,L0
V K −−−−−→ V K∩g
−1Kg tr
−−−−−→ V g
−1Kg g·−
−−−−−→ V K
where the map f is cL0g,L0g,AutCd (L0g/L0). We see that left square is commuta-
tive since K ∩ g−1Kg = KL0,L0g,AutCd (L0g/L0) and the injectivity of V
K∩g−1Kg →
V KL0,L0g using Lemmas 2.2.0.1, 2.2.0.2. The square in the middle is commuta-
tive by Lemma 2.2.0.4. The commutativity of the right square follows from the
definition of R∗g.
2.3.3. Now consider the following diagram in FCd.
L0/L0
r
←−−−−− L0g/L0
m
−−−−−→ L0g/L0g
Rg
←−−−−− L0/L0
ϕ
x

 (1)
x

 (2)
x

 ϕ
x


0
r
κ(℘)⊕r ,0
←−−−−−− κ(℘)⊕r
m
κ(℘)⊕r ,0
−−−−−−−→ 0
id
←−−−−− 0
The map (2) is defined in a similar manner as ϕ. For the map (1), take any
isomorphism α : κ(℘)⊕r
∼=
−→ L0g/L0 of O-modules. Then the map (1) is defined to
be the map represented by
L0g/L0
α
←− κ(℘)⊕r
=
−→ κ(℘)⊕r.
One can check directly that the two left squares are commutative. The third square
is commutative since HomFCd(0, L0g/L0g) ∼= HomFCd(0, 0) consists of one element.
By Lemma 2.2.2.1, [L0g/L0] is a quotient object. We thus obtain maps m and
r as in the diagram below from m and r respectively by the property of a quotient
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object. We obtain the following commutative diagram in F˜C
d
:
L0/L0
r
←−−−−− [L0g/L0]
m
−−−−−→ L0g/L0g
Rg
←−−−−− L0/L0
ϕ
x

 (1)
′
x

 (2)
x

 ϕ
x


0
r
0,[κ(℘)⊕r ]
←−−−−−−− [κ(℘)⊕r]
m
0,[κ(℘)⊕r ]
−−−−−−−−→ 0
id
←−−−−− 0
where (1)′ is the map induced by (1).
We take the sections of F of this diagram and obtain a commutative diagram:
F (L0/L0)
r∗
−−−−−→ F ([L0g/L0])
m∗
−−−−−→ F (L0g/L0g)
R∗g
−−−−−→ F (L0/L0)
ϕ∗


y (1)
′∗


y (2)
∗


y ϕ
∗


y
F (0)
r∗
0,[κ(℘)⊕r ]
−−−−−−−→ F ([κ(℘)⊕r])
m
0,[κ(℘)⊕r ]∗
−−−−−−−−→ F (0)
=
−−−−−→ F (0).
By definition, the bottom row is T[κ(℘)⊕r] on F (0). Using the commutative diagram
above with the commutative diagram (2.3.2), we obtain the proposition. 
3. The universal Euler system of Distribution sheaves
Recall that in the notation of our main theorem (Theorem 3.2.1.1), we took G
to be a presheaf with transfers. In this section, we look at what happens if G is a
sheaf (recall that a sheaf has a canonical structure as a presheaf with transfers, and
a presheaf with transfers with values in Q-vector spaces is naturally a sheaf). In this
sheaf case, there is a universal setup for the theorem (to be made precise below),
which can be constructed using the presheaf of distributions. In the universal setup,
we see the connection more directly with the (usual) distributions of Schwartz-
Bruhat functions on the ring of finite adeles, justifying the use of the notation SB
for our (pre)sheaf of distributions.
This is the formulation that appears in Colmez’s article [Co] on Kato’s Euler
systems (i.e., d = 2). We do not include the proof here, but in this universal case,
there is a much simpler proof of the norm relation theorem. This proof appeared
in Colmez for d = 2, and in Grigorov [Gr] and in Kondo-Yasuda [Kon-Ya2].
3.1. We give an example of Situation I of Section 3.2.1. Via the equivalence
mentioned in Secion 3.1.3, we see that our theorem translates (when d = 2) to the
statement in Colmez’s article (the proof of Prop. 1.10 in [Co]).
3.1.1. LetGSB denote the sheaf of rings associated with the presheaf⊕r≥0SB
′⊗r
of tensor algebra on SB′. Set G = GSB. For 1 ≤ i ≤ d, let Fi = F ′i = SB
and αi : SB
′ → Fi be the canonical map of a presheaf to its associated sheaf.
The maps gi : Fi → GSB is the inclusion into the degree 1 part. Then the data
(G,Fi, F
′
i , αi, gi) is an example of Situation I. One can also obtain a Situation II
example by replacing SB by SB∗ above.
3.1.2. This example is universal in the following sense. Suppose we are given
the data (G,Fi, F
′
i , αi, gi) for Situation I. Assume that (1) G is a sheaf, and (2)
Fi = F , αi = α, and gi = g for all i (for some F , α, and g). Let F
a denote the
sheaf associated with F and c : F → F a the canonical map. Let αa : F a → Ga = G
denote the map associated with α. Then the data (G, SB, SB, idSB, α
a ◦ (c ◦ g)a) is
a setup for Situation I.
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One can check easily that the elements κN,(bj) ∈ G(N) constructed using the
data (G,F, F ′i , α, g) and those using the data (G, SB, SB, idSB, α
a ◦ (c ◦ g)a) are the
same.
From the map (αa ◦ c ◦ g)a : SB → G and the universality of the tensor
algebra, one obtains a map η : GSB → G of sheaves and a commutative diagram of
presheaves:
GSB
η
−−−−→ Gx xαa
SB
(c◦g)a
−−−−→ F ax xc◦g
SB′
=
−−−−→ SB′
Here the left upper vertical arrow is the inclusion at degree 1 and the left lower
vertical arrow is the canonical map. Let N and bj be as in Section 3.2.1. Using
this diagram, one can check that the element κN,(bj) ∈ G(N) is the image by η(N)
of κN,(bj) ∈ GSB(N). As the map η is compatible with transfers and pullbacks, the
norm relation for GSB (i.e., the statement of Theorem 3.2.1.1) gives the relation
for G. Therefore it suffices to prove the theorem in the case (GSB, SB, SB, idSB, β),
where β is the canonical inclusion to the degree 1 part, to cover the cases where
the assumptions (1) and (2) hold.
3.1.3. Let us write the statement for GSB in terms of the Bruhat-Schwartz
functions S(Ad) using the isomorphisms induced by the functor ω (see Section 3.1.3).
We treat the simplest but essential case (see the beginning of the proof of The-
orem 3.2.1.1(2) in Section 3.5) where Ni = 0, N
′
i = A/℘,N = ⊕
d
i=1Ni = 0,
N′ = ⊕di=1N
′
i = (A/℘)
d. Let L = L0 = ÔdX and L1 = ℘Ô
d
X be Ô
d
X -lattices
in Ad so that N = L/L0 and N′ = L/L1. By definition, KL,L0 = GLd(ÔX)
and KL,L1 = Ker[GLd(ÔX) → GLd(ÔX/℘ÔX)]. We have SB(N) = SB(L/L0) ∼=
S(A⊕dX )
KL,L0 and SB(N′) = SB(L/L1) ∼= S(A
⊕d
X )
KL,L1 . The characteristic function
χL on L lies in SB(N) and the characteristic functions χb+L1 with b ∈ L/L1 belong
to SB(N′). The Galois group of N
p
և N′
=
→֒ N′ is isomorphic to GLd(A/℘)
(see Lemma 1.1.2.1 for the case d = 1; the general case is similar). An ele-
ment g ∈ GLd(A/I) acts on SB(N
′) as g ◦ χb+L1 = χbg+L1 . Now consider SB
⊗d.
We have SB⊗d(N′) = SB⊗d(L/L1) ∼= (S(A
⊕d
X )
KL,L1 )⊗d = S(Matd(AX))KL,L1 and
SB⊗d(N) ∼= S(Matd(AX))KL,L0 . The element κN,(0) is then the characteristic func-
tion χMatd(ÔX). Let bi = (δij)1≤j≤d ∈ L/L1. Then the element κN′,(bj) is the
characteristic function χ1+℘Matd(ÔX). Here 1 means the identity matrix. Hence we
obtain m∗κN′,(bj) = χGLd(ÔX) ∈ S(Matd(AX))
KL,L0 . Hence the theorem amounts
to describing the relation between χGLd(ÔX ) and χMatd(ÔX) using Hecke operators.
(We refer to Section 2.1 for the comparison of the usual Hecke operators and the
ones defined in this article.)
The proof of the statements in Theorem 3.2.1.1 in this universal sheaf case
is much simpler than the one presented in this article. The proof for e = d is
found in Grigorov [Gr, Prop. 1.4.2], and for e = d − 1, d is found in our other
article [Kon-Ya2, Section 5]. The method of the proof in loc. cit. applies to
general e. We remark here that this example for d = 2 is alluded to in the article
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by Colmez [Co, Proof of Prop. 1.10]. We hope this explains why he considers
distributions (of Bruhat-Schwartz functions).
4. In the motivic cohomology of Drinfeld modular schemes
We proved in previous sections that certain (abstract) elements in some presheaves
with transfers constructed out of distributions form an Euler system (a norm com-
patibility system).
In this section, we give an application. The presheaves with transfers are
motivic cohomology groups of Drinfeld modular schemes (defined over an open
subset U of SpecA, see text below for notation) with integral coefficients. The
distributions are those of Siegel units. The main theorem states that the elements
in motivic cohomology constructed as products of Siegel units form an Euler system.
Prior to this work, we have constructed elements in the rational K-theory of
Drinfeld modular varieties over k and showed the norm compatility. That is, we
improve our previous result in two respects: to work over U rather than over k,
and to work with coefifcents in Z rather than in Q. The first point should have
been realized back when we worked on our paper, but somehow it escaped us that
the Siegle units we have been considering are actually defined over U (we always
worked away from the level). We have never written down the second point until
now, because there is not really an arithmetic application of this result. (For the
zeta elements over k, we did use the fact that the elements form an Euler system
to compute the regulator.) We hope to see some applications of this result.
We also remark here that our result concerns motivic cohomology and not
algebraic K-theory. There is a technical issue, which disappears with coefficients in
Q, that we do not know how to avoid.
4.1. Drinfeld modular varieties.
4.1.1. Notations. Let C be a smooth projective geometrically irreducible curve
over a finite field Fq of q elements. Let F denote the function field of C. Fix a
closed point ∞ of C. Let q∞, F∞, | |∞ : F∞ → qZ∞ ∪ {0} denote the cardinality of
the residue field of C at ∞, the completion of F at ∞, and absolute value at ∞,
respectively. Let A = Γ(C\{∞},OC) be the coordinate ring of the affine Fq-scheme
C \ {∞}.
4.1.2. We fix an integer d ≥ 1.
Definition 4.1.2.1 ([Dr]). Let S be a scheme over Spec A. A Drinfeld mod-
ule of rank d over S is a scheme E in A-modules over S satisfying the following
conditions:
(1) Zariski locally on S, E is isomorphic to Ga as a commutative group
scheme.
(2) If we denote the A-action on E by ϕ : A→ EndS-group(E), then, for every
a ∈ A \ {0}, the a-action ϕ(a) : E → E on E is finite, locally free of
constant degree |a|d∞.
(3) The A-action on LieE induced by ϕ coincides with the A-action on LieE
which comes from the structure homomorphism A→ Γ(S,OS).
4.1.3. Let N be a torsion A-module. Let S be an A-scheme and (E,ϕ) be a
Drinfeld module of rank d over S.
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Definition 4.1.3.1. A structure of level N on (E,ϕ) is a morphism ψ of A-
modules
ψ : N → HomS-schemes(S,E)
such that there is an equality∑
m∈Kera:N→N
ψ(m) = Ker(a : E → E)
as effective Cartier divisors of E for each nonzero a ∈ A.
Let d ≥ 1 be an integer. Unless N is cofinitely generated by at most d elements
as an A-module, there exists no level N -structure on a Drinfeld module of rank d.
Below we only consider the structure of level N for an A-module N of finite length.
4.1.4. We recall the representability and regularity of moduli spaces from our
other paper [Kon-Ya4]. Let U ⊂ SpecA be an open subscheme. LetMdN,U denote
the functor
(U -scheme)→ (Set)
that sends a U -scheme S to the set of isomorphism classes of Drinfeld modules of
rank d over S with structure of level N .
Proposition 4.1.4.1. Let N be a nonzero finitely generated torsion A-module.
(1) Suppose N is a finitely generated A-module and |SuppN | ≥ 2. Let U ⊂
SpecA be an open subscheme. Then the functor MdN,U is representable
by a regular affine U -scheme.
(2) Let Z ⊂ SuppN be a nonempty subset. Let U ⊂ SpecA \ Z be an open
subscheme. Then the functor MdN,U is representable by a regular affine
U -scheme.
Proof. This is [Kon-Ya4, Prop. 4.2.1]. 
4.1.5. Let U ⊂ SpecA be a nonempty open subscheme. Let CdU denote the
full subcategory of Cd consisting of objects N such that the pair (N,U) meets the
condition of (1) or (2) of Proposition 4.1.4.1. We consider the functor
CdU → (U -schemes)
that sends an object N ∈ CdU to M
d
N,U . Let h : N1 → N2 be a morphism in C
d
U .
Suppose it is represented by the diagram:
N2
g
և N3
f
→֒ N1.
There is a morphism of schemesMdN1,U →M
d
N3,U
corresponding to the injection f ,
and a morphism of schemesMdN3,U →M
d
N2,U
corresponding to the surjection g (re-
called later in Section 4.3. We associate the composite morphism to the morphism
h and obtain the functor above.
4.1.6. We consider the map
ob C˜m → (U -schemes)
where we set C = CdU , that sends an object H\N of C˜
m to the quotient scheme
H\MdN,U . We let C˜ denote the full subcategory of C˜
m consisting of objects H\N
such that H\MdN,U is regular.
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Remark 4.1.6.1. We proved regularity of certain types of quotients H\MdN,U
in our paper [Kon-Ya4]. The most important examples for our application are
those quotients by parabolic subgroups of GLd(A/I) of the moduli Md(A/I)d,U .
These will appear in the proof of our main theorem.
4.1.7. Let (U -schemes)ff denote the subcategory where all the morphisms are
assumed to be finite flat. We construct a functor
Md−,U : C˜ → (U -schemes)ff
as follows. An object H\N is sent to the object H\MdN,U . Let H\X → K\Y be
a morphism in C˜. The corresponding morphism is constructed as follows. Take a
representative
X
m
←− Z
r
−→ Y.
such that J\Z ∼= H\X for some subgroup J ⊂ AutC(Z). The quotient morphism
MdZ,U → J\M
d
Z,U is flat since M
d
Z,U and J\M
d
Z,U are regular and any finite
map between regular schemes is flat (see [Al-Kl, V, p.95, 3.6]). It is faithfully
flat since it is surjective. Hence the morphism r descends, giving us a morphism
H\MdX,U
∼= J\MdZ,U → K\M
d
Y,U . Note that finiteness, flatness and surjectivity
also descend. This gives the desired functor.
Let F˜C denote the category obtained from C˜ by adding finite coproducts (i.e.,
the procedure of Section 3). This functor extends naturally to a functor F˜C →
(U -schemes)ff . We also denote this functor by Md−,U .
4.2. Theta functions. Let (E,ϕ) be a Drinfeld module of rank d over an
A-scheme S. Let π : E → S denote the structure morphism. We regard S as a
closed subscheme of E via the zero section S →֒ E.
Definition 4.2.0.1 (pretheta function). Let f ∈ Γ(E \ S,O×E ). We say f is a
pre-theta function if the following two conditions are satisfied:
(1) For a ∈ A \ {0}, let Na : O
×
E\Kerϕ(a) → O
×
E\S denote the norm map with
respect to the finite locally free morphism ϕ(a) : E \ Kerϕ(a) → E \ S.
Then Na(f) = f for any a ∈ A \ {0}.
(2) The order ordS(f) of zero of f at the closed subscheme S is equal to
qd∞ − 1.
Lemma 4.2.0.2 (cf. [Kat, Prop 1.3, p.121] and [Sc, Thm 1.2.1, p.384]). Let the
notations be as above. Suppose S is reduced. Then there exists a pre-theta function
and is unique up to µqd∞−1(S).
Proof. Let us consider the exact sequence
0→ O×S → π∗O
×
E\S
ordS−−−→ ZS → 0
of Zariski-sheaves on S. The multiplicative monoid A \ {0} acts on OE\S by the
norm map Na for a ∈ A \ {0}. The above exact sequence induces the structure of
A \ {0}-module on ZS and on O
×
S , becomes an exact sequence of A \ {0}-modules,
and defines an element of the extension module Ext1Z[A\{0}]S(ZS ,O
×
S ) in the abelian
category of Zariski sheaves of A \ {0}-modules on E. Since A \ {0} acts trivially
on ZS and via the character | |d∞ : A \ {0} → q
dZ≥0
∞ on O
×
S , we have (|a|
d
∞ −
1)Ext1Z[A\{0}]S(ZS ,O
×
S ) = 0 for any a ∈ A \ {0}. Since the greatest common
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divisor of |a|d∞ − 1 as a runs through A \ {0} is q
d
∞ − 1, the extension group
Ext1Z[A\{0}]S (ZS ,O
×
S ) is annihilated by q
d
∞ − 1. In particular, the above exact
sequence splits after pulling back by qd∞ − 1 : ZS → ZS . Now let f be the image of
1 ∈ ZS by the section which gives the splitting.
The choice of such an f is unique up to HomZ[A\{0}]S(ZS ,O
×
S )
∼= µqd∞−1(S). 
Definition 4.2.0.3 (theta function). Let f be a pretheta function for a Drinfeld
module (E,ϕ) of rank d over a reduced scheme S. We set θE/S = f
qd∞−1. By
Lemma 4.2.0.2, θE/S is uniquely determined, independently of the choice of the
pre-theta function f . We call θE/S the theta function.
4.3. Distribution property of Siegel units.
Lemma 4.3.0.1. Consider the cartesian diagram
E′ = E ×S′ S
h
−−−−→ Ey y
S′ −−−−→ S
where E is a Drinfeld module over S and E′ is a Drinfeld module over S′, and S,
S′ are reduced schemes. Then
h∗θE/S = θE′/S′ .
Proof. Let f be a pretheta function for E/S. It is easy to check that Condi-
tions (1)(2) of Definition 4.2.0.1 hold for h∗f , i.e., h∗f is a pre-theta function for
E′/S′. Taking the (qd∞ − 1)-st power, we obtain the claim. 
Lemma 4.3.0.2. Let E′
h
−→ E be an isogeny of Drinfeld module over a reduced
base scheme S. Then
h∗θE′/S = θE/S
Proof. Because h is an isogeny, it commutes with the A-action, i.e.,
h ◦ ϕa = ϕ
′
a ◦ h
where ϕ : A → End(E), ϕ′ : A → End(E′) are the structures of Drinfeld mod-
ules. Let f be a pretheta function for E′/S. It follows that h∗f satisfies Defini-
tion 4.2.0.1(1).
One can check (2) directly so that h∗f is a pre-theta function. Taking the
(qd∞ − 1)-st power, we obtain the claim. 
4.3.1. Let d ≥ 1. Let (N,U) be a pair satisfying the condition of Proposi-
tion 4.1.4.1. We let EdN,U → M
d
N,U denote the universal Drinfeld module. Since
MdN,U is regular (in particular reduced), we have a pretheta function in O(E
d
N,U \
{0})×. We write θ
(d)′
N,U for any one of the pretheta functions. We write θ
(d)
N,U =
(θ
(d)′
N,U)
qd∞−1 for the theta function.
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4.3.2. Let ψ : N → Hom(MdN,U , E
d
N,U ) denote the universal level structure.
For n ∈ N , we set
g
(d)′
N,U,n = ψ(n)
∗θ
(d)′
N,U
and
g
(d)
N,U,n = ψ(n)
∗θ
(d)
N,U .
These are elements of O(MdN,U ). Suppose ψ(n)(M
d
N,U ) ∩ ψ(0)(M
d
N,U ) = ∅. Then
g
(d)′
N,U,n and g
(d)
N,U,n belong to O(M
d
N,U )
×. We call them Siegel units and preSiegel
units.
Let N1, N2 ∈ CdU and N1
α
−→ N2 be an injection of A-modules. We obtain a
cartesian diagram:
EdN2,U
rE−−−−→ EdN1,Uy y
MdN2,U −−−−→r
MdN1,U .
Here the morphism r is that given by the morphism of functors that sends (E →
S, ψ : N2 → Hom(S,E)) to (E → S, ψ′ : N1
α
−→ N2
ψ
−→ Hom(S,E)).
Lemma 4.3.2.1. Let n1 ∈ N1 and set n2 = α(n1) ∈ N2. We have
r∗g
(d)
N1,U,n1
= g
(d)
N2,U,n2
.
Proof. From Lemma 4.3.0.1, we have
r∗Eθ
(d)
N1,U
= θ
(d)
N2,U
.
The claim follows by diagram chasing. 
4.3.3. Let N1, N2 ∈ CdU be nonzero objects and N1
α
−→ N2 be a surjection of
A-modules. We obtain a morhpism MdN1,U → M
d
N2,U
by sending (E → S, ψ :
N1 → Hom(S,E)) to (E/ψ(Kerα) → S, ψ′ : N2 → Hom(S,E/ψ(Kerα)) where ψ′
is that induced by ψ.
From the definition of moduli functors, we obtain a comutative diagram
E1
m1−−−−→ E1/ψ(Kerα)
∼=
−−−−→
m2
E2 ×MdN2,U
MdN1,U
m3−−−−→ E2y y y y
MdN1,U
=
−−−−→ MdN1,U
=
−−−−→ MdN1,U
m
−−−−→ MdN2,U
where the last square is cartesian. Here, E1 = E
d
N1,U
and E2 = E
d
N2,U
for short.
Lemma 4.3.3.1. Let n2 ∈ N2. Then
m∗gN2,U,n2 =
∏
α(n1)=n2
gN1,U,n1 .
Proof. By Lemma 4.3.0.1, m∗2m
∗
3θ
(d)
N2,U
is the theta function for the Drinfeld
module
E1/ψ(Kerα)→M
d
N1,U .
By Lemma 4.3.0.2, this also equals m1∗θ
(d)
N1,U
. Specializing this equation at n2, we
obtain the claim. 
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4.4. Elements in motivic cohomology. We will use the motivic cohomol-
ogy of Mazza-Voevodsky-Weibel from [MVW].
For i = 1, . . . , d, let Ni ∈ CdU be a nonzero A-module of finite length that is
generated by one element. Let bi ∈ Ni \ {0}. Set N =
⊕d
i=1Ni. For i = 1, . . . , d,
let ιi : Ni → N be the inclusion into the i-th factor. We take bi’s so that g
(d)
Ni,bi
is
a unit. Each ιi induces fi :MdN,U →M
d
Ni,U
.
We identify the group of unitsO(X)× and the motivic cohomologyH1M(X,Z(1))
of a scheme X smooth over a field. Using the product structure H1M(X,Z(1))
⊗d →
HdM(X,Z(d)) for positive integers d of motivic cohomology, we set
κ′
N,U,(bi)
= f∗1 g
(d)′
N1,(b1),U
· · · f∗dg
(d)′
Nd,(bd),U
∈ HdM(M
d
N,U ,Z(d))
and
κN,U,(bi) = (q
d
∞ − 1)κ
′
N,U,(bi)
∈ HdM(M
d
N,U ,Z(d)).
We note that the element κ′
N,U,(bi)
depends on the choice of the preSiegel units
involved in the definition. The element κN,U,(bi) is independent of the choice because
the preSiegel units are determined up to (qd∞ − 1)-st roots of unity.
We remark here that the product of Siegel units f∗1 g
(d)
N1,(b1),U
· · · f∗dg
(d)
Nd,(bd),U
is
uniquely determined, but it is (qd∞ − 1)
d−1 times κN,(bi), and is less sharp.
4.4.1. We use the notation above. Let N ′i be a nonzero quotient A-module of
Ni for i = 1, . . . , d. (In particular, N
′
i ∈ C
d
U .) Let b
′
i denote the image of bi in N
′
i .
We write N′ =
⊕d
j=1N
′
j and N
′′
i = Ker(Ni → N
′
i). Let m : M
d
N,U → M
d
N′,U be
the morphism induced by the surjection N → N′. Since m is finite surjective, we
have the pushforward map
m∗ : H
d
M(M
d
N,U ,Z(d))→ H
d
M(M
d
N′,U ,Z(d))
between the motivic cohomology groups.
Theorem 4.4.1.1. The following statements hold. (1) If SuppN ′′i ⊂ SuppN
′
j
for any 1 ≤ i, j ≤ d, then
m∗κN,(bj),U = κN′,(b′j),U
(2) Let ℘ be a closed point of C. Suppose that SuppN ′′i ⊂ {℘} ⊂ SuppNi for
every i. Let e denote the number of i’s with ℘ /∈ SuppN ′i . Then
m∗κN,(bi),U =
e∑
r=0
(−1)rqr(r−1)/2℘ T[℘⊕r]κN′,(b′j),U
where T[℘⊕r] are the Hecke operators as defined in Section 5.3.3.
4.5. A Lemma on motivic cohomology. This section contains a lemma
concerning motivic cohomology groups. The lemma is stated generally, but applied
only to Drinfeld modular schemes. We use it in Lemma 4.6 to show that the
presheaf of motivic cohomology groups is equipped with transfers. The notation
and content of this section are independent of the rest of the sections.
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4.5.1. Let k be a field. (It will be a finite field in our application.) For
smooth schemes X , Y over k, let Cork(X,Y ) denote the abelian group of finite
correspondence from X to Y . By definition, Cork(X,Y ) is the free abelian group
generated by the integral closed subschemes W ⊂ X ×Speck Y such that the com-
posite W →֒ X ×Speck Y → X is finite and surjective over a connected component
of X . The motivic cohomology groups are presheaves with transfers (see [MVW,
Example 2.7]). Let f : X → Y be a morphism of smooth k-schemes. Then the
graph Γf of f belongs to Cork(X,Y ). We call the action (see the remark after
[MVW, Definition 2.1]) by Γf the pullback by f and will be denoted f
∗. For a
morphism g : X → Y which is finite and surjective over a connected component of
Y , the transpose tΓg of the graph of g belongs to Cork(Y,X). The action by
tΓg
will be called the pushforward by g and will be denoted g∗.
Lemma 4.5.1.1. Let
(4.1)
X ′
g′
−−−−→ X
f ′
y yf
Y ′
g
−−−−→ Y
be a commutative diagram of equidimensional schemes which are smooth over k.
Suppose that f has the following property: for any connected component of X, the
restriction of f to the component is finite and surjective onto a connected component
of Y . Suppose f ′ has a similar property. Assume that g satisfies (*). Suppose
moreover that there exists an dense open subschemes U ⊂ Y such that the base
change
(4.2)
X ′ ×Y U
g′|U
−−−−→ X ×Y U
f ′|U
y yf |U
Y ′ ×Y U
g|U
−−−−→ U
of the diagram (4.1) is cartesian. Then the diagram
(4.3)
HiM(X
′,Z(j))
g′∗
←−−−− HiM(X,Z(j))
f ′∗
y yf∗
HiM(Y
′,Z(j))
g∗
←−−−− HiM(Y,Z(j))
of abelian groups is commutative.
Proof. Let Γf ∈ Cork(X,Y ), Γg ∈ Cork(Y
′, Y ), Γf ′ ∈ Cork(X
′, Y ′), and
Γg′ ∈ Cork(X ′, X) denote the graph of f , g, f ′, and g′, respectively. Let tΓf ∈
Cork(Y,X),
tΓf ′ ∈ Cork(Y ′, X ′) denote the tranposes. Then we have g∗ ◦ f∗ =
Γ∗g ◦
tΓ∗f = (
tΓf ◦ Γg)∗ and f ′∗ ◦ g
′∗ = tΓ∗f ′ ◦ Γ
∗
g′ = (Γg′ ◦
tΓf ′)
∗. Hence it suffices
to show the equality tΓf ◦ Γg = Γg′ ◦ tΓf ′ in Cork(Y ′, X). Our assumption on g
implies that g maps the generic point of any connected component of Y ′ to the
generic point of some connected component of Y . It follows that, for any integral
closed subscheme W ⊂ Y ′ ×Speck X which is finite and surjective over a connected
component of Y ′, the image of the generic point ξW of W under the morphism
W → Y ′ belongs to Y ′ ×Y U . Hence to prove the claim, it suffices to prove the
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tΓf |U ◦ Γg|U = Γg′|U ◦
tΓf ′|U in Cork(Y
′ ×Y U,X ×Y U). The last claim can be
checked easily by using the cartesian diagram (4.2). 
4.5.2.
Lemma 4.5.2.1 (projection formula). Let f : X → Y be a finite morphism of
equidimensional schemes which are smooth over k. Then for any x ∈ HiM(X,Z(j))
and for any y ∈ Hi
′
M(Y,Z(j
′)), we have the projection formula
f∗(x · f
∗y) = (f∗x) · y.
where the dot denotes the product in motivic cohomology.
Proof. Omitted. 
4.6. Motivic cohomology presheaf of rings with transfers. For x ∈ F˜C
(recall that this category depends on a choice of U), we set
G(x) =
⊕
i≥0
HiM(M
d
−,U (x),Z(i))/((q
d
∞ − 1)-torsion).
Ideally, we do not want to divide out the (qd∞ − 1)-torsion. The reason we mod
out by (qd∞ − 1)-torsion arises from that the preSiegel units are defined only up
to (qd∞ − 1)-st roots of unity. We will obtain a result without modding out by
(qd∞ − 1)-torsion in the end.
Now, G defined as above is a presheaf since the morphisms between theMd−,U(x)’s
are flat and motivic cohomology is contravariant with respect to flat maps between
regular schemes. We have the pushforward maps, since the schemes Md−,U (x) are
regular and the morphisms between them are finite (proper). We show that these
pushforward maps give the structure of transfers.
Lemma 4.6.0.1. The presheaf G is a presheaf of rings with transfers.
Proof. We need to check the three conditions in Definition 5.1.0.1 and the
condition in Definition 5.4.
Condition (1) holds trivially. The condition in Definition 5.4 holds because of
Lemma 4.5.2.1.
We show that Condition (2) holds. Suppose we are given a cartesian diagram
as in Condition (2). Recall that the fiber product in F˜C is computed explicitly in
the proof of Proposition 3.5.0.1. We are thus reduced to the case of the cartesian
diagram (3.5) in the proof of Proposition 3.5.0.1. In particular, the objects aside
from the left upper corner are of the form Gi\Z for some Gi with i = 1, 2, 3. Now
consider the corresponding diagram of U -schemes via the functor Md−,U . We can
choose a dense open U ′ ⊂ U . such that the morphisms in the restriction of the
diagram of U -schemes to U ′ are all etale. Each morphism can be described purely
in terms of the groups Gi’s. Using this description, one can check that the diagram
of U ′-schemes is cartesian. Then one can apply Lemma 4.5.1 to deduce the claim.
We show that Condition (3) holds. We may assume that f is a morphism in
C. Observe that the degree of a morphism between A-schemes equals that of a
morphism between k-schemes. The morphisms between Drinfeld modular varieties
over k arer e´tale. Hence, the degree can be computed purely in terms of the
level structures, i.e., in terms of homomorphisms in the category of A-modules.
On the other hand, the degree of a morphisms in C can be computed interms of
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automorphisms groups in C (see Section 1 for the example computation when d = 1)
and in turn in terms of A-modules. One can check directly the cases of morphisms
of type N1 = N1 →֒ N2 and N և N1 = N1 to deduce the claim. 
4.7. Define a presheaf H ′ on FCd by setting H ′(N) = O(MdN ×UN UN)
× for
an object N in Cd. We claim that H ′ is a sheaf. It suffices to check that for a Galois
covering N → N ′ of Galois group G, the sheaf property H(N)G = H(N ′) holds.
By the irreduciblity of the moduli, it suffices to check the claim for unit groups
of the corresponding moduli spaces over k. There, the morphism is the quotient
morphism by the group G, hence the claim follows. We equip it with the canonical
structure of transfers (see Section 5.2).
Define a sub presheafH ofH ′ by settingH(N) = {xq
d
∞−1 |x ∈ H ′(N)} ⊂ H(N)
for an object N in F˜C. The structure of transfers on H induces a structure of
transfers on H ′.
We define a morphism of presheaves g : SB∗′ → H . Suppose we are given an
object N ∈ F˜C and φ ∈ SB∗′(N). Take a Galois covering N → N of Galois group
G = Gal(N/N) with an object N =
∐m
i=1Ni ∈ FC
d such that the pullback of φ to
SB∗′(N) is of the following form:
r∑
i=1
∑
g∈G/Hj
gajφNi(j),bj .
Here each aj is an integer, bj ∈ Ni(j) \ {0}, and Hj ⊂ G is a subgroup which
fixes i(j) ∈ {1, . . . ,m} = π0(N) and further fixes bj under the action given via
Hj → Aut(Ni(j)). Recall that we defined φNi(j),bi to be the characteristic function
of bi.
For each j ∈ {1, . . . , r}, setN ′j = 〈bj〉 ⊂ Ni(j) to be the sub A-module generated
by bj . Let rj : Ni(j) → N
′
j be the morphism represented by N
′
j = N
′
j ⊂ Ni(j). We
have r∗jφ
′
N ′j ,bj
= φNi(j),bj . Since Gal(rj) = Hj , it follows that φNi(j),bj is Hj-
invariant.
Let
α =
r∏
i=1
∏
g∈G/Hj
g(r∗j θ
′
N ′j,bj
)aj .
It is an element of H ′(N). Since r∗j θ
′
Nj ,bj
is Hj-invariant, the element α is G-
invariant. Hence αq
d
∞−1 defines an element of (H ′(N)G)q
d
∞−1 = H(N). We define
g to be the morphism of presheaves that sends φ to αq
d
∞−1.
We have maps
O(Md−,U (N))
× =−→ H1M(M
d
−,U (N),Z(1))→
⊕
j≥1
HjM(M
d
−,U (N),Z(j))
where the first is the identification and the second is the canonical inclusion. The
multiplication-by-(qd∞−1) map induces an isomorphism α : O(M
d
−,U (N))
×/((qd∞−
1)-torsion)
∼=
−→ (O(Md−,U (N))
×)q
d
∞−1. We define a morphism H → G by
H(N) = (O(Md−,U (N ))
×)q
d
∞−1
α−1
−−→ (O(Md−,U (N))
×)/((qd∞ − 1)-torsion
=
⊕
j≥0H
j
M(M
d
−,U (N),Z(j))/((q
d
∞ − 1)-torsion) = G(N )
for each N ∈ F˜C.
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Now take Fi = H,F
′
i = H
′ in Situation II. Then Theorem 3.2.1.1 implies
m∗κ
′
N,(bj)
=
e∑
r=0
(−1)rqr(r−1)/2℘ T[℘⊕r]κ
′
N′,(b′j)
in G(N′). (The theorem is stated only for presheaves with transfers on F˜Cd, but
the argument there works for the category F˜C that we are using. To use Theo-
rem 3.2.1.1, we also need to check that the schemes occuring in the proof of the
theorem are indeed regular. This follows from Theorem 1.1.1 of [Kon-Ya4].)
Now, take any lift of the equation to
⊕
j≥0H
j
M(M
d
−,U (N
′),Z(j)). Multiplying
both sides by (qd∞ − 1) gives the desired equality. 
5. Remark: Integrality of zeta elements
This remark is independent of the other parts of this book. We constructed
what we call zeta elements in the rational K-theory of Drinfeld modular varieties
and showed that the subspace generated by zeta elements surjects to the space of
certain automorphic forms (automorphic forms for Drinfeld modules) in [Kon-Ya1,
p.531, Theorem 1.2]. We addressed the question of the integrality of zeta elements
on [Kon-Ya1, p.532, Section 1]. We answer this in the affirmative below.
We recall that the zeta elements are generated by elements κI,J,γ in [Kon-Ya1,
p.538, 2.4.7]. These elements are in the rational K-theory of moduli spaces MdI,J
whereMdI,J isM
d
(A/I)d−1⊕(A/J),SpecA×SpecASpecF in this book for ideals I, J ⊂ A.
The elements κI,J,γ can be expressed as a linear combination of elements of the form
κN,SpecF,(bi) using the notation in this book (but allowing the open subscheme to be
the limit), where N may run through some modules, that descends to the rational
K-theory of Md(A/I)d−1⊕(A/J),SpecF . As we have seen in this book, the elements
κN,SpecF,(bi) are indeed defined over SpecA in the sense that there is an element in
the rational K-theory of Md(A/I)d−1⊕(A/J),SpecA that maps to κN,SpecF,(bi) via the
restriction map. This answers the integrality question in the affirmative.
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