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RATE OF CONVERGENCE FOR DISCRETE
APPROXIMATION OF OPTION PRICES
LAURI VIITASAARI1,∗
Abstract. In this article, we study the rate of convergence of prices
when a model is approximated by some simplified model. We also pro-
vide a method how explicit error formula for more general options can
be obtained if such formula is available for digital option prices. We
illustrate our results by considering convergence of binomial prices to
Black-Scholes prices. We also consider smooth convergence in which the
approximation does not oscillate for general class of payoff functions.
Keywords: rate of convergence, binomial model, Black-Scholes model
2010 AMS subject classification: 91G20, 91G60
1. Introduction
Fundamental theorem of asset pricing states that arbitrage-free prices of
claims can be computed by expectation with respect to an equivalent mar-
tingale measure. However, usually the prices cannot be computed in closed
form and one has to use numerical methods. These numerical methods can
roughly be divided into three different categories, which all have efficiencies
and drawbacks; tree-methods, Monte Carlo-methods and methods based on
partial different equations (PDE) or partial integro-differential equations
(PIDE). Especially, an upside on tree-methods is that they are relatively
easy to implement. As a drawback, it may happen that even if we have
weak convergence for processes, the actual prices may not converge. For
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instance, the convergence of prices in exponential Le´vy models is studied in
details by Cawston and Vostrikova [2].
In this paper, we consider the convergence of prices of some sequence
of simplified models. We introduce a notion of uniform integrability with
respect to a bond-payoff pair (Bn, f). Using this notion we show that if the
prices for digital options converge, then the prices for a wide class of options
converge if and only if the family of processes is uniformly integrable with
respect to a pair (Bn, f) in given sequence of martingale measures Qn. We
also give more relaxed, but only sufficient conditions under which the prices
converge.
Under some additional conditions we also obtain exact error expansion
for prices if we have such expansion for digital option prices. Moreover, this
error expansion is relatively easy to compute from error expansion for digital
options. As a benefit, we obtain an easily implemented method for pricing
complicated claims. For these result we use a pricing formulas derived by
Viitasaari [15] which can be applied for values of options at some time t,
not only the prices i.e. the values at time t = 0. Hence, depending on
the model and the corresponding approximation, it is possible to construct
approximations that converge faster to true values compared to some PDE-
methods and are simpler to implement.
1.1. Convergence of prices in binomial tree approximations. We
illustrate how to obtain error expansion for prices of general options by con-
sidering binomial tree approximation for Black-Scholes prices. In a binomial
model with n time periods, the stock price S either rises to Su or falls to
Sd at each time period. With different choices of u and d one gets different
kind of binomial models.
It is well known that the binomial option prices converges to the Black-
Scholes option prices as the number n of time periods increase to infinity.
The first proofs to this result were given by Cox et al. [4] and Rendleman
and Bartter [13]. A more general proof was afterwards provided by Hsia [7].
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Later the focus has been on the rate of convergence. Heston and Zhou [6]
worked with Cox, Ross, and Rubinstein (CRR) model, where u = eσ
√
∆t and
d = 1/u with σ corresponding to the volatility of the stock in Black-Scholes
model and ∆t = T
n
. They showed that the error is of order O
(
1√
n
)
for
general class of options. However, for European call options the convergence
is faster. Leisen and Reimer [11] proved that for the CRR model, the Jarrow
and Rudd [9] model and the Tian [14] model, the error for European call
options is of order O
(
n−1
)
. However, Leisen and Reimer did not give an
explicit formula for the error.
First two results on the exact formula for the error are due to Francine
and Marc Diener [5] and Walsh [16]. Francine and Marc Diener worked with
the CRR model and proved the following result in our notation:
In the n-period CRR model, if S0 = 1, the binomial price V
C
BT (n)(K) of
European call option with strike K and maturity T = 1 satisfies
V CBT (n)(K) = V
C
BS(K) +
e−
d2
1
2
24σ
√
2π
A− 12σ2(∆2n − 1)
n
+O
(
1
n
√
n
)
where V CBS(K) is the corresponding Black-Scholes price,
∆n = 1− 2frac
[
log( 1K )+n log d
log u−log d
]
, A = −σ2(6 + d21+ d22) + 4(d21 − d22)r− 12r2,
and frac(x) denotes the fractional part of x.
Walsh considered general class of options. In particular, Walsh considered
payoff functions which are piecewise C2, regular, and the function and its
derivatives are polynomially bounded. He chose u = eσ
√
∆t+r∆t and d =
e−σ
√
∆t+r∆t in a binomial model with even number of periods. For call
option he obtained
V CBT (n)(K) = V
C
BS(K) +
S0e
− d
2
1
2
24σ
√
2πT
A− 12σ2T (∆2n − 1)
n
+O
(
1
n
√
n
)
,
where A is constant and
∆n = 1− 2frac
[
log
(
S0
K
)
+ n log d
log u− log d
]
.
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The ∆n appearing in these formulas oscillates between −1 and 1, and
thus the binomial prices usually oscillate around Black-Scholes prices. As a
result, it can happen that doubling the number of time steps leads to larger
error. The smooth convergence, in which case one can improve the rate by
standard extrapolation techniques, was studied by Chang and Palmer [3]. In
particular, they generalised the results of Diener and Diener [5] and Walsh
[16] by considering a generalised class of binomial models with additional
parameter λn appearing in u and d. As a result, they obtained an explicit
formula for the error for digital and call options in their generalised class
of binomial models, and with suitable choices of λn they obtained smooth
convergence. The result of Chang and Palmer is one of the main tools of
our analysis, and we introduce their result in section 3.
We also consider generalised class of binomial models introduced by Chang
and Palmer [3] and find an explicit formula for the error for general class
of options. We consider payoff functions which are piecewise C1 and poly-
nomially bounded. Hence, our result covers wider class of options than the
result of Walsh. Moreover, our formula seems to be a simpler one and has a
simpler proof. Our result is also valid if n is odd number. We also consider
smooth convergence and show that if we use a modification of binomial ap-
proximation rather than actual binomial approximation, we obtain smooth
convergence for a class of options.
The rate of convergence can also be improved by constructing the bino-
mial model in suitable way. The problem was studied first by Joshi [10]
for odd number of time periods and later by Xiao [17] for even number of
time periods. However, in such cases one needs to consider the underlying
option for which one wants to improve the convergence and the improved
rate does not hold for general options. Combining results of [17] and [10]
with our modified binomial approximation we can obtain faster convergence.
However, we do not go into details since the binomial approximations are
not the focus of this article.
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The rest of the paper is organised as follows. In section 2 we state our main
results with discussions. In section 3 we consider exact error expansion for
approximation error and apply our results to binomial tree approximation
for Black-Scholes prices. Section 5 is devoted to actual proofs.
2. Convergence of prices in simplified model
2.1. Auxiliary facts.
Definition 2.1. A market (M) is represented by a six-tuple (Ω,F , B, S, (Ft), IP),
where B denotes the bond-process which is increasing, adapted and satisfies
B0 = 1. An underlying asset X on that market is given by a process Xt
which is adapted to the filtration Ft generated by the stock process S.
We assume that for a given model, the set of equivalent martingale mea-
sures is not empty and for chosen pricing measure Q the price of a European
type option f(XT ) is denoted by V
f
Q and given by
(2.1) V fQ = IEQ[B
−1
T f(XT )].
We denote the price of digital option 1XT>a by V
D
Q (a) and the price of digital
option 1XT≥a by V˜
D
Q (a). Similarly, we denote by V
C
Q (a) the call price with
strike a given by
(2.2) V CQ (a) = IEQ[B
−1
T (XT − a)+].
We consider the following class of payoff functions:
Definition 2.2. For a function f : IR+ → IR, we denote f ∈ Π if f is
continuously differentiable except on a finite set of points 0 < s1 < s2 < . . . <
sN (and possibly on s0 = 0) in which f and f
′ have jump-discontinuities.
The jump and the limits from the left at zero is defined as ∆−f(0) = f(0−) =
f ′(0−) = 0.
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Remark 2.1. We could extend our analysis to cover a case when the amount
of jumps is countable. However, in this case we would have to deal with infi-
nite series corresponding to jumps and we would need some extra conditions
related to jumps. Hence, for simplicity, we restrict our analysis to finite
number of jumps. We also wish to emphasise that actually we may have
that f ′ has countable many discontinuities and still our results are valid
exactly in the same form as long as f has finite number of discontinuities.
Definition 2.3. For a function f : IR+ → IR, we denote f ∈ ΠQ(XT ) if the
following conditions are satisfied:
(1) f ∈ Π,
(2) f(XT ) ∈ L1(Q),
(3) f satisfies
(2.3) lim
x→∞
|f(x−)|Q(XT ≥ x) = 0
and,
(4) the Riemann-Stieltjes integral∫ ∞
0
f ′(a)V CQ (da)
exists.
One of our main tools are the following pricing formulas. For proofs and
details, we refer to [15].
Theorem 2.1. Let f ∈ ΠQ(XT ). Then the price V f of an option f(XT ) is
given by
V f = f(0)IEQ[B
−1
T ] +
∫ ∞
0
f ′(a)V DQ (a)da
+
N∑
k=0
∆−f(sk)V˜ DQ (sk)
+
N∑
k=0
∆+f(sk)V
D
Q (sk),
(2.4)
RATE OF CONVERGENCE 7
where ∆−f(sk) = f(sk) − f(sk−) and ∆+f(sk) is a jump on right side at
sk, respectively.
Corollary 2.1. Let f ∈ ΠQ(XT ). If f ′ is absolutely continuous on every
interval (sk, sk+1), then
V f = f(0)IEQ[B
−1
T ] +
∫ ∞
0
f ′′(a)V CQ (a)da
+
N∑
k=0
∆−f(sk)V˜ DQ (sk)
+
N∑
k=0
∆+f(sk)V
D
Q (sk)
+
N∑
k=0
(f ′(sk+)− f ′(sk−))V CQ (sk)
(2.5)
2.2. Main theorems. Assume that we have an arbitrage-free market model
(M). We assume that we have chosen, for some particular reason, one
equivalent martingale measure Q and we are given the underlying asset
XT . We emphasise that our model may not be complete, we simply choose
one particular measure Q among (possibly) many martingale measures. We
consider a sequence of models (Ωn,Fn, Bn, Sn, (Fnt ), IPn) with underlying
assets XnT and measures Qn which converges to the original model in the
following sense:
Definition 2.4. The model (Ωn,Fn, Bn, Sn, (Fnt ), IPn) with given martin-
gale measures Qn converges to (Ω,F , B, S, (Ft), IP) with Q if;
(1) prices V Dn,Qn(a) of a digital option 1XnT>a under measure Qn and the
price V DQ (a) of a digital option 1XT>a under measure Q satisfies
(2.6) V Dn,Qn(a) = V
D
Q (a) +O(g(n)),
for every continuity point of V DQ (a) and for some function g(n) such
that g(n)→ 0 as n tends to infinity.
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(2) The bonds converge with the same rate i.e.
(2.7) IEQn [(B
n
T )
−1] = IEQ[B−1T ] +O(g(n)).
Remark 2.2. Note that our definition is not far from classical notion of
weak convergence. Indeed, if the bond is constant, then the convergence (2.6)
is the definition of weak convergence. However, for our purpose we need more
general definition for convergence in order to also cover stochastic interest
models. Note also that condition (2) is a technical condition which is not
of interest. Indeed, it simply guarantees that when applying pricing formula
(2.1) to compute the rate for prices, the first term does not make the rate
worse. Note also that if the bonds do not convergence, we may still be able to
construct an approximation for digital prices. As a result, we would obtain
that call prices do convergence but put prices do not.
Once given the original model, the associated measure Q and the under-
lying asset XT we refer to it with notation (M). Similarly, we refer to the
approximating sequence of models with (Mn) and denote (Mn) → (M) if
the model converge in the sense of Definition 2.4. Price for an option f(XnT )
in simplified model are denoted by V fn,Qn . Similarly, prices for digital options
1Xn
T
≥a and 1Xn
T
>a are denoted by V˜
D
n,Qn
(a) and V Dn,Qn(a).
Given measures Q and Qn and the processes X and Xn we consider the
following class of payoff functions:
Definition 2.5. We denote f ∈ Π(M,Mn) if the pricing assumptions are
valid for models (M) and (Mn) for every n i.e.
(2.8) Π(M,Mn) = ΠQ(XT ) ∩
(⋂
n
ΠQn(X
n
T )
)
,
and V DQ (a) and f(a) have no common jump points.
Remark 2.3. Note that everything now depends on the measures Qn and
Q and underlying processes Xnt and Xt. However, we omit this dependence
on the notation to make the notation clearer.
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We need one more definition before stating our main theorem.
Definition 2.6. Let f ∈ ⋂nΠQn(XnT ). Then we say that XnT is uniform
integrable with respect to the pair (Bn, f), if for every ǫ > 0 there exists a
number a such that
(2.9) sup
n
|IEQn [(BnT )−1f(XnT )1XnT>a]| < ǫ.
For uniform integrability with respect to (Bn, f), we use short notation
and say that XnT is (B
n, f)-UI.
Theorem 2.2. Let f ∈ Π(M,Mn) and assume that (Mn) → (M). Then
the following are equivalent:
(1) XnT is (B
n, f)-UI,
(2) there exists g˜(n)→ 0 as n tends to infinity such that
(2.10) V fn,Qn = V
f
Q +O(g˜(n)),
(3) there exists g˜(n)→ 0 as n tends to infinity such that
(2.11) sup
n
∣∣∣∣∫ ∞
0
f ′(a)(V Dn,Qn(a)− V D(a))g˜(n)−1da
∣∣∣∣ <∞
Remark 2.4. We restricted that f has finite amount of jumps. If f has
countable many jumps, then in addition of (2.11) we also need similar con-
dition for jumps.
Remark 2.5. Note that the rate for prices of general options can be better
or worse than for digital options. As a classical example omit the bond
and consider a sequence of random variables given by Xn = n
α
1[0, 1n ]
for
some α ≤ 1. Now we have Xn → 0 almost surely and hence in distribution
also. Moreover, the distribution functions converge with rate 1
n
. However,
expectations does not converge at all for α = 1 and for α < 1, expectations
converge at rate nα−1 which is worse than the rate for distribution functions.
On the other hand, CRR-model serves as an example for an approximation
when convergence for call prices is better than for digital prices.
10 VIITASAARI
Our main theorem gives sufficient and necessity conditions on convergence
for prices. However, the conditions may be difficult to check. The follow-
ing corollary gives easier, but only sufficient conditions when we have the
convergence of prices.
Corollary 2.2. Let f ∈ Π(M,Mn) and assume that (Mn)→ (M). Then
(1) if there exists g˜(n)→ 0 as n tends to infinity such that
(2.12) h(a) := sup
n
|f ′(a)(V Dn,Qn(a)− V DQ (a))g˜(n)−1| ∈ L1(IR+),
then conditions of Theorem 2.2 are satisfied,
(2) if there exist a set Υ of Lebesgue-measure zero, a function h(a) ∈
L1(IR+) and g˜(n)→ 0 as n tends to infinity such that
(2.13) sup
n
sup
a∈IR+−Υ
|[h(a)]−1f ′(a)(V Dn,Qn(a)− V DQ (a))g˜(n)−1| <∞,
then conditions of Theorem 2.2 are satisfied.
2.3. Notes on weak convergence and uniform integrability. Let the
bond Bt = 1 for every t and put f(x) = x. Then we can formulate our main
theorem as follows:
Theorem 2.3. Assume that Xn converges to X in distribution. Then the
following are equivalent:
(1) IEQn [Xn]→ IEQ[X],
(2) the family Xn is uniformly integrable.
In the context of relation between convergence of random variables and
uniform integrability, the following is well known.
Theorem 2.4. Let Xn,X be positive random variables in L
1 and assume
that Xn → X in probability. Then the following are equivalent:
(1) the family Xn is uniformly integrable,
(2) Xn → X in L1,
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(3) IE[Xn]→ IE[X].
According to our main theorem, we see directly that uniform integrability
and convergence of expectations are equivalent under weak convergence,
even if the random variables are defined on different probability spaces.
There is also a nice characterisation of uniform integrability due to Leskela¨
and Vihola [12].
Definition 2.7. A random variable X is bounded in increasing convex order
by Y and denoted by X ≤icx Y if
(2.14) IE(X − a)+ ≤ IE(Y − a)+ ∀a ∈ IR.
The authors in [12] proved the following:
Theorem 2.5. Let Xn be a family of positive random variables (possibly
defined on different probability spaces). Then the following are equivalent:
(1) the family Xn is uniformly integrable,
(2) the family Xn is icx-bounded by an integrable random variable X i.e.
Xn ≤icx X for every n,
(3) limt→∞ supn
∫∞
t
IPn(Xn > a)da = 0.
It can be shown that if Xn converges to an integrable random variable X
in distribution and Xn is icx-bounded by X, then X is the minimal element
which dominates Xn in increasing convex order in the sense that for any
other dominating random variable X˜ we have X ≤icx X˜. From financial
point of view, this means that for call option our approximating price is too
cheap compared to the option’s true value.
We wish also to give a comment on weak convergence. It is well known
(see [8], for instance) that the following are equivalent:
(1) Xn → X in distribution,
(2) IEf(Xn)→ f(X) for all continuous bounded functions f ,
(3) IEf(Xn)→ f(X) for all functions f ∈ C∞0 .
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By Theorem 2.2 we can deduce that actually the only important feature is
that the first derivative of f has compact support in order to have (3).
3. Exact error expansion in simplified model
Our main theorem tells us when the prices convergence. Following same
technique, we can also obtain exact error expansion for general option prices
if we have the exact error expansion for digital option prices. We clarify this
with a guiding example where we have exact error coefficients for one leading
term. Evidently, same method can be applied in a case we have many.
Assume we have exact error expansion for digital options and bonds of
forms
(3.1) V Dn,Qn(a) = V
D
Q (a) +An(a)g(n) +O(G(n)),
(3.2) V˜ Dn,Qn(a) = V˜
D
Q (a) + A˜n(a)g(n) +O(G(n)),
and
(3.3) IEQn [(B
n
T )
−1] = IEQ[B−1T ] +Bn(a)g(n) +O(G(n)),
where g(n) → 0 as n tends to infinity, An(a) is bounded in n, and G(n) =
o(g(n)). Assume now that f ∈ Π(M,Mn) and satisfies
(3.4) sup
n
∣∣∣∣∫ ∞
0
f ′(a)An(a)da
∣∣∣∣ <∞.
Then, computing formally, we have
V fn,Qn = V
f
Q + g(n)
∫ ∞
0
f ′(a)An(a)da
+ g(n)
N∑
k=1
∆−f(sk)A˜n(sk) + g(n)
N∑
k=1
∆+f(sk)An(sk)
+ f(0)Bn(a)g(n) +G(n)
∫ ∞
0
f ′(a)On(a)da
+O(G(n))
(3.5)
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for some function On(a) which is bounded in n. In order to get an exact
error expansion for prices, we would like to show that
(3.6) G(n)
∫ ∞
0
f ′(a)On(a)da = O(G(n)).
However, it is not complicated to construct counter-examples to show that
this is not true in general. For instance, put On(a) = 1n>a, G(n) = n
−1,
and f(x) = x.
In order to have (3.6) we can apply Theorem 2.2 and Corollary 2.2 for a
modified digital approximation given by
(3.7) Vˆ Dn,Qn(a) = V
D
n,Qn
(a)−An(a)g(n)
and if the rate turns out to be suitable then we can, for example have error
expansion of the form (here we have omitted the effect of bond and jumps)
(3.8) V fn,Qn = V
f
Q + g(n)
∫ ∞
0
f ′(a)An(a)da+O(G(n)).
However, typically in an error expansion we are only interested in exact
coefficients and the last term is negligible such that we only want to know
that it is very small compared to other terms. For instance, we could express
the error expansion in form
(3.9) V fn,Qn = V
f
Q + g(n)
∫ ∞
0
f ′(a)An(a)da+ o(g(n)).
Instead of applying our main theorems, this kind of reduction can be done
with easier conditions to check. For simplicity, we state the result in a simple
form. For extensions, see discussion and remarks below.
Theorem 3.1. Let f ∈ Π(M,Mn) be continuous. Assume that IEQn [(BnT )−1]
converges to IEQ[B
−1
T ] with rate o(n
−β) and digital option prices satisfy
(3.10) V Dn,Qn(a) = V
D
Q (a) +
An(a)
nβ
+O(n−κ),
14 VIITASAARI
where An(a) is bounded in n. Put
(3.11) Fδ,θ(a) =
∫ a
0
|yδf ′(y)|1+θdy.
If there exist constants δ and θ such that
(3.12) θ >
β
κ− β , δ >
θ
1 + θ
,
(3.13) V
Fδ,θ
Q <∞,
(3.14) sup
n
∫ ∞
0
|aδf ′(a)|1+θ |An(a)|da <∞,
and XnT is (B
n, Fδ,θ)-UI, then
(3.15) V fn,Qn = V
f
Q +
1
nβ
∫ ∞
0
f ′(a)An(a)da+ o(n−β).
We assumed that the payoff function f is continuous. However, since the
amount of jumps is finite we simply need to have error expansion for digital
prices V˜ Dn,Qn(a) and we only have to add the terms corresponding to jumps
in order to have expansion for discontinuous functions. Note also that we
introduced the theorem in a simple form where we only had one leading
error term, the bonds does not have effect and the expansion was in powers
of n. This was due to the fact that the main contribution of theorem is to
explain how integrals of functionsO(n−κ) can be dealt easily in our situation.
Evidently we could extend similar analysis to cover a case where the error
expansion contains more terms or the rate is given by some function G(n)
which is not of power type. Moreover, if the error expansion for bonds is
not of given form, it only affects by terms f(0)(IEQn [(B
n
T )
−1] − IEQ[B−1T ])
and the final error expansion is easy to modify from (3.15).
Remark 3.1. Note that (3.14) implies
(3.16) sup
n
∣∣∣∣∫ ∞
0
f ′(a)An(a)da
∣∣∣∣ <∞,
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and hence (3.15) is reasonable.
Remark 3.2. Technical assumptions on Theorem 3.1 may seem a bit odd
at first sight and hence we wish to give financial interpretation. From finan-
cial point of view, we are especially interested in having convergence for call
prices which is equivalent to considering convergence for discounted expecta-
tions. For simplicity, let us omit the bond and assume that f ′ = 1. We are
interested, for instance, to find an error expansion of the form
V fn,Qn = V
f
Q +
An(a)
n
+ o(n−1).
Let
ρ = sup{p : max[sup
n
IEQn [X
n
T ]
p, IEQ[XT ]
p] <∞}.
From financial point of view, the case ρ < 1 is not of interest and hence we
assume that ρ ≥ 1. Now it is straightforward to see that moments converge
for every p < ρ, and hence we have to choose θ < ρ− 1. On the other hand,
we need that
κθ
1 + θ
> 1⇔ θ > 1
κ− 1 .
This implies that we have to compute the error expansion for digital options
up to term
κ >
ρ
ρ− 1 .
In other words, if the underlying assets have fewer moments then we need
to compute more accurate error expansion for digital option prices.
Remark 3.3. Let the last term O(n−κ) be given by On(a)
nκ
for some function
On(a) which is bounded in n. If f
′ has compact support, then we always
have that ∫ ∞
0
f ′(a)
On(a)
nκ
da = O(n−κ).
If V fn,Qn converges to V
f
Q with rate O(n
−β) and we have (3.16), then we also
have
sup
n
∣∣∣∣∫ ∞
0
f ′(a)
On(a)
nκ−β
da
∣∣∣∣ <∞.
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Hence, if we have the following uniform integrability: ∀ǫ > 0 there exists K
s.t. ∣∣∣∣∫ ∞
K
f ′(a)
On(a)
nκ−β
da
∣∣∣∣ < ǫ,
we also have
V fn,Qn = V
f
Q +
1
nβ
∫ ∞
0
f ′(a)An(a)da+ o(n−β).
Remark 3.4. If we know the exact error expansion for call prices, we can, if
f has enough smoothness, apply equation (2.5) to obtain exact error expan-
sion. This can be useful indeed, since the convergence can be faster for call
options. Evidently, the error expansion does not depend on the particular
choice between equations (2.4) and (2.5) but it may be easier and more clear
to consider equation (2.5) instead of (2.4). As an example, this becomes
particularly clear for binomial models.
According to Theorem 3.1 it is sufficient to study the error for digital
and call options only and even the exact error expansion follows, which can
be particularly useful. In next section we illustrate the usage of Theorem
3.1 by considering generalised binomial tree approximation of Black-Scholes
model, for which, thanks to Chang and Palmer [3], the error expansions for
call and digital prices are explicitly known.
3.1. Error expansion for binomial tree prices. In this section we con-
sider binomial tree approximations for Black-Scholes prices. We restrict our
analysis to stock options i.e. we consider XnT = S
n
T and XT = ST , where
St follows a geometric Brownian motion. We use the following notation:
σ as the volatility, r as the continuously compounded interest rate and T
as the maturity. We denote by V C
BT (n)(a) the price of the call option with
strike a and maturity T in the n-period binomial model and V CBS(a) the
Black-Scholes price of the call option with strike a and maturity T , given
by:
V CBS(a) = S0Φ(d1)− ae−rTΦ(d2),
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where Φ(·) is the standard normal distribution function and di are given in
Appendix A. Similarly, the prices for digital options 1x≥a with strike a are
denoted by V˜ D
BT (n)(a) and V˜
D
BS(a). Prices for option f(ST ) are denoted by
V f
BT (n) and V
f
BS . We use notation f ∈ Π(BS,BT (n)) to emphasise that we
consider Black-Scholes model and binomial tree models with n time steps.
We also need several short notations for different functions of n and a. The
list and definitions are given in appendix.
We consider the following generalised class of binomial models introduced
by Chang and Palmer [3].
Definition 3.1 (The class of binomial models). Let ∆t = T
n
and λn an ar-
bitrary bounded function of n. We consider n-period binomial model, where
u = eσ
√
∆t+λnσ2∆t, d = e−σ
√
∆t+λnσ2∆t,
with initial stock price S0.
With different choices of λn one gets different binomial models. For ex-
ample, the choice λn = 0 gives the Cox, Ross and Rubinstein model, and the
choice λn = r/σ
2− 1/2 gives the Jarrow and Rudd model [9]. The following
error expansions in a generalised binomial model for digital and call options
was proved in [3].
Theorem 3.2. Let ∆t = T
n
and λn an arbitrary bounded function of n. For
the n-period binomial model, where
u = eσ
√
∆t+λnσ2∆t, d = e−σ
√
∆t+λnσ2∆t,
if the initial stock price is S0 and the strike price is a and maturity T , then
(1) the price of a digital call option satisfies
V˜ DBT (n)(a) = V˜
D
BS(a) +
e−rT e−
−d2
2
2√
2π
[
∆n√
n
− d2(∆n)
2
2n
+
Bn
n
]
+O
(
1
n
√
n
)
,
(3.17)
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and
(2) the price of a European call option satisfies
V CBT (n)(a) = V
C
BS(a) +
S0e
−−d
2
1
2
24σ
√
2πT
An − 12σ2T ((∆n)2 − 1)
n
+O
(
1
n
√
n
)
,
(3.18)
where ∆n, An and Bn are given in Appendix A.
Remark 3.5. In [3], the authors actually stated their result in a form where
the remaining term was given by o(n−1). However, by careful examination
of the proof one obtains that it is actually O
(
1
n
√
n
)
.
Remark 3.6. In the proof of Theorem 3.2, the authors assumed that the
strike satisfies S0d
n ≤ a ≤ u
d
S0u
n. This is a natural assumption since in the
n-period binomial model, the price of a digital option is e−rT and the price
of a call option is S0 if a < S0d
n. Similarly, for a > S0u
n the prices for both
are zero. However, it is straightforward to see that the formulas of Theorem
3.2 are true for any strike price.
Remark 3.7. In [3], the authors used payoff function f(x) = 1x≥a for
digital option with strike a. Evidently, if the strike is not on a lattice point,
the formula (3.17) holds for the payoff f(x) = 1x>a as well. For our result,
we need similar formula for payoff f(x) = 1x>a when the strike is on a
lattice point. By examining the proof of Chang and Palmer [3], we obtain
that in this case, the formula is given by (3.17), where ∆n is replaced with
∆n(a)− 2. In other words, if a is a terminal stock price we have
V DBT (n)(a) = V
D
BS(a) +
e−rT e−
−d22
2√
2π
[
∆n − 2√
n
− d2(∆n − 2)
2
2n
+
Bn
n
]
+O
(
1
n
√
n
)
,
(3.19)
For the details, see [3].
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Lemma 3.1. Let f ∈ Π and assume that f ′ is polynomially bounded i.e.
there exists positive constants c1, c2 and p such that |f ′(a)| ≤ c1 + c2ap for
every a ≥ 0. Then f ∈ Π(BS,BT (n)).
Now we can state our main theorem of this section:
Theorem 3.3. Let f ∈ Π and assume that f ′ is polynomially bounded.
Then for the n-period generalised binomial model, the price of a European
option f(ST ) satisfies
V f
BT (n) = V
f
BS +
1√
n
∫ ∞
0
f ′(a)
e−rT e−
d2
2
2√
2π
∆nda
+
1
n
∫ ∞
0
f ′(a)
e−rT e−
d2
2
2√
2π
[
Bn − d2∆
2
n
2
]
da
+
∑
N1(sk)
∆−f(sk)Jn(sk) +
∑
N1(sk)
∆+f(sk)Ĵn(sk)
+
∑
N2(sk)
[∆−f(sk) + ∆+f(sk)] Jn(sk)
+ o
(
1
n
)
,
(3.20)
where the functions ∆n, Bn, Jn and Ĵn are defined in Appendix A, N1(sk)
is the set of jumps of f on the lattice points and N2(sk) is the set of jumps
of f not on the lattice points. Moreover, the integrals are bounded in n.
Corollary 3.1. Let f ∈ Π such that f ′(a) is absolutely continuous on ev-
ery interval (sk, sk+1). Moreover, assume that f
′ and f ′′ are polynomially
bounded. Then for the n-period generalised binomial model, the price of a
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European option f(ST ) satisfies
V f
BT (n) = V
f
BS +
1
n
∫ ∞
0
f ′′(a)Hn(a)da
+
∑
N1(sk)
∆−f(sk)Jn(sk) +
∑
N1(sk)
∆+f(sk)Ĵn(sk)
+
∑
N2(sk)
[∆−f(sk) + ∆+f(sk)] Jn(sk)
+
1
n
N∑
k=0
(f ′(sk+)− f ′(sk−))Hn(sk)
+ o
(
1
n
)
,
(3.21)
where the functions Hn, Jn and Ĵn are defined in Appendix A, N1(sk) is the
set of jumps of f on the lattice points and N2(sk) is the set of jumps of f
not on the lattice points. Moreover, the integral is bounded in n.
Our theorems show that for a wide class of options, the rate of convergence
is of order O( 1√
n
). Moreover, the derivative f ′ of the payoff function is
usually absolutely continuous and hence the second derivative exists almost
everywhere. In this case, the rate is of order O(n−1) and if the function has
discontinuities, then the rate is of order O(1/
√
n).
Walsh also gave an explicit formula for the error and proved that under his
assumptions, the rate of convergence is of order O(1/
√
n) if the discontinuity
is not on a lattice point and the rate of convergence is of order O(n−1)
if all the discontinuities are on lattice points. Compared to the formula
of Walsh, our result covers a wider class of payoff functions and a wide
class of binomial models. Note also that we obtain, as Walsh did under his
assumptions, that if f ′ is absolutely continuous on every interval (sk, sk+1),
all the discontinuities lie on lattice points and the function is regular, then
the rate of convergence is of order O(n−1) for any binomial model within our
class. Indeed, if all the discontinuities lie on lattice points, then ∆n(sk) =
1 for all jump points sk and by regularity, ∆−f(sk) = ∆+f(sk). Thus
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the coefficients of the term 1√
n
cancel and we obtain convergence of order
O(n−1).
3.2. Smooth convergence in binomial tree approximation and im-
proving speed of convergence. Typically binomial prices oscillates around
Black-Scholes prices, and for general options this is indeed so as can be seen
from Theorem 3.3. This is unwanted feature, since when the prices oscillates
around Black-Scholes price, it may happen that by doubling the amount of
steps n one also double the error. The main reason why the authors in
[3] considered generalised class of binomial models was the smooth conver-
gence, formal definition given below, for which this oscillation feature no
longer holds.
Definition 3.2. We say that an converges smoothly to a with order β, if
(3.22) an = a+
C
nβ
+ o(n−β)
for some constant C.
When the convergence is smooth, it follows that for large n the sequence
an is monotone and hence there is no oscillation. In this case, we can use
standard extrapolation techniques to accelerate the convergence. For more
details on smooth convergence of binomial prices, we refer to [14] and [3].
In [3], the authors proved that with suitable choice of λn in generalised
binomial model, one can obtain smooth convergence for digital and call
options. More precisely, they showed that if λn is chosen such that the
strike coincides with a stock price at terminal node, then the convergence for
digital options is smooth with order 12 and the convergence for call options
is smooth with order 1. More interesting, Chang and Palmer proposed a
center binomial model, where λn is chosen such that the strike is a geometric
average of two terminal stock price. In this center binomial model, they
obtained smooth convergence of order 1 for both, digital and call option. In
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particular, for center binomial model they chose
(3.23) λn(a) =
log
(
a
S0
)
− (2j0 − 1− n)σ
√
∆t
nσ2∆t
,
where
(3.24) γ˜ =
log
(
a
S0
)
+ nσ
√
∆t
2σ2∆t
,
(3.25) j0 = min{m ∈ IN : m ≥ γ˜},
and a is the strike of the option. Since for smooth convergence the choice of
λn depends on the strike, we cannot obtain smooth convergence in general
for every option f . However, if we do not use direct binomial approximation
but instead combine different center binomial models we obtain smooth con-
vergence for more general payoff functions f . In principal, we could simply
approximate Black-Scholes price by computing center binomial digital price
for jump terms and integral
(3.26)
∫ ∞
0
f ′(a)V Dn,λ(a)(a)da,
where V D
n,λ(a)(a) is the price of a digital option in center binomial model
with strike a and λ(a) given by (3.23). From implementation point of view
however, we can only approximate integral (3.26) with suitable numerical
integration method. We show how to obtain smooth convergence only for
functions which has enough smoothness, but more general cases can be ob-
tained by obvious modifications (see Remark 3.8).
We consider an interval [0, nα] for some α > 0 and trapezoidal approxi-
mation with n equidistant points for integrals of type∫ nα
0
g(a)da.
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The approximation is given by
(3.27) It,n =
nα−1
2
n−1∑
k=0
(
g(knα−1) + g((k + 1)nα−1)
)
.
Theorem 3.4. Let f be three times continuously differentiable such that
all derivatives of f are polynomially bounded. Let λn(a) be given by (3.23)
and let V D
n,λ(a)(a) denote the price of a digital option with strike a in center
binomial model with λn(a). If α <
1
3 , then
V ft,n =
nα−1
2
n−1∑
k=0
f ′(knα−1)V Dn,λ(knα−1)(kn
α−1)
+
nα−1
2
n−1∑
k=0
f ′((k + 1)nα−1)V Dn,λ((k+1)nα−1)((k + 1)n
α−1)
(3.28)
converges smoothly to Black-Scholes price with order 1
n
i.e.
(3.29) V ft,n = V
f
BS +
C
n
+ o
(
1
n
)
,
where
(3.30) C =
∫
f ′(a)C(a)da,
C(a) =
e−rT e
d2
2
2√
2π
· d
3
1 + d1d
2
2 + 2d2 − 4d1
24
+
e−rT e
d22
2√
2π
·
[
(2− d1d2 − d21)
√
T
6σ
r +
Td1r
2
2σ2
]
.
(3.31)
Example 3.1. As a non-trivial example, consider power option f(x) =
(xn − K)+. In this case we have f(x) = 0, if x ≤ K. Hence we have
to approximate integral over interval (K,nα) and on this set f is smooth
enough to apply Theorem 3.4.
Remark 3.8. For simplicity we assumed that f is continuous. However, if f
has jumps, then we simply add terms ∆+f(sk)V
D
n,λ(sk)
(sk) and ∆−f(sk)V Dn,λ(sk)(sk)
corresponding to the jumps into our estimators V fq,n and V
f
t,n. Similarly, if f
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is only piecewise smooth we simply compute integrals separately over differ-
ent intervals. Note also that we only considered trapezoidal rule. Depending
on the smoothness of f however, we can apply any numerical integration
method we wish. Hence, though the rate of convergence remains the same,
one could use algorithms that are more sophisticated in order to decrease the
error.
Our approximation (3.28) is not binomial approximations. In both ap-
proximations we compute n different binomial probabilities, but for every
point ak the corresponding binomial probability is from different binomial
distribution. However, from the implementation point of view our approx-
imation is extremely easy to implement, as we only adjust λn according to
grid point ak, compute the corresponding binomial probability and compute
weighted sum of all points ak. As a benefit, we obtain smooth conver-
gence, and hence we may apply standard extrapolation techniques such as
Richardson extrapolation. With same procedure we can improve the speed
of convergence for continuous options f with sufficient smoothness. In this
case we can use formula 2.4 and approximate the integral∫ ∞
0
f ′′(a)V CBS(a)da
numerically. Then, if the number of steps n is even, we can compute the call
prices for every ak in the model proposed by Xiao [17] and obtain better rate.
Similarly, if n is odd, we can follow Joshi [10] to obtain faster convergence.
For more details about improving the rate of convergence, the interested
reader is referred to original papers.
4. Conclusions
From financial point of view, we obtain that the prices converge for a wide
class of options. In particular, usually payoff functions are polynomially
bounded. For such options, according to Theorem 2.2, prices converge for
many distributions of interest of the underlying process X. For instance,
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our theorem is applicable for many models such as stochastic interest rate
and volatility models, and jump-diffusion models or other exponential Levy
models (for detailed study of convergence of prices in Levy models, see [2]).
More precisely, for polynomially bounded payoff functions f , the convergence
of prices depends on how many moments of X are finite. We also emphasise
that our result cover wide class of exotic options, but not Barrier options.
However, in [15] the author proved similar pricing formulas for Barrier type
options, and hence our results could be formulated for these kind of options
as well.
Our results can also be applied when considering the values of options at
some time t. Another method for option valuation is to solve the correspond-
ing PDE or PIDE. Evidently, solutions for these problems are rarely available
in closed form and one has to use numerical methods such as finite difference
methods. In such cases one has to consider different important concepts such
as stability and accuracy. For example, some of the most simple difference
methods for Black-Scholes PDE have error of order O(∆t) +O(∆x2). That
is, the error is proportional to the time step and the square of the space
step.
According to Theorem 3.1 it can be more reasonable in some situations
to approximate the distribution function of the underlying process Xt (or
more precisely, the price of a digital option) with some sequence of processes
{Xnt }n≥1 such that the value of the option f(XnT ) can be computed, exactly
or with good accuracy, in the approximating model. In particular, this can
be extremely useful if one can obtain sufficiently good rate for conditional
distribution function. As a result one can obtain fast algorithms for option
valuation by finding approximations such that digital option prices conver-
gence sufficiently fast, and on approximating model one can find value for
option f(XnT ) exactly or with a proper algorithm. A derivation of such
approximations for different processes Xt and models (Ω,F , B, S, (Ft), IP)
would be an interesting subject of further research.
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Note also that as difference methods solve equation recursively, the er-
ror with respect to time discretisation can cumulate. Using our method
the error in time does not cumulate if the prices for digital options can be
valued for every t. We also emphasise that using our method the amount
of computer work is not necessarily larger than using methods for solving
PDEs. For example, for finite difference method one usually needs to solve
n-dimensional system of linear equations for every time step and this has
to be done separately for every option f . Compared to our method, we
need to compute a product of known matrix and a vector that arise from
numerical integration and discretisation in space. Although, our matrix is
full while the matrices arising from difference methods are sparse and thus
admit specifically adapted algorithms for solving the linear equation system.
In our method, the computation of value in the approximating model should
be computationally easy. Note also that once one has access to digital prices,
our method is extremely easy to implement compared to many sophisticated
finite difference algorithms.
5. Proofs
We begin with an auxiliary lemma.
Lemma 5.1. Let Y ∈ L1. Then for every ǫ > 0 there exists δ > 0 such that
IP(A) < δ ⇒ IE[Y 1A] < ǫ.
Proof of Theorem 2.2. Without loss of generality we can assume that f is
continuous and f(0) = 0, since the amount of jumps is finite and convergence
f(0)IEQn [(B
n
T )
−1]→ f(0)IEQ[B−1T ]
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follows from (2.7).
(2)⇒ (3): By (2.4) and (2) we have
|V fn,Qn − V
f
Q |
= |
∫ ∞
0
f ′(a)(V Dn,Qn(a)− V DQ (a))da|
≤ Cg˜(n)
as n tends to infinity. Hence we have (3).
(3)⇒ (2): Now we have
|V fn,Qn − V
f
Q |
= |
∫ ∞
0
f ′(a)(V Dn,Qn(a)− V DQ (a))da|
≤ g˜(n) sup
n
|
∫ ∞
0
f ′(a)(V Dn,Qn(a)− V DQ (a))g˜(n)−1da|.
Hence we have (2).
(2) ⇒ (1): Let ǫ > 0 be fixed. Assume that XnT is not (Bn, f)-UI and we
have (2). From (2) we conclude that there exists N such that
|IEQn [(BnT )−1f(XnT )1XnT>a]− IEQ[B−1T f(X)1XT>a]| <
ǫ
2
,
when n ≥ N . By Lemma 5.1 we can take a large enough such that
|IEQ[B−1T f(XT )1XT>a]| <
ǫ
2
which implies that we have
|IEQn [(BnT )−1f(XnT )1XnT>a]| < ǫ.
Now ǫ is arbitrary, which implies that for every ǫ > 0 we can find a number
a independent of n such that |IEQn [(BnT )−1f(XnT )1XnT>a]| < ǫ. Hence we
have a contradiction.
(1)⇒ (2): It is evident that for every continuity point a of V DQ (a) we have
IEQn [(B
n
T )
−1f(XnT )1XnT≤a]→ IEQ[B−1T f(XT )1XT≤a].
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Let now ǫ > 0 be fixed. By (1) and Lemma 5.1 we can take a continuity
point a of V DQ (a) such that
sup
n
|IEQn [(BnT )−1f(XnT )1XnT>a]| <
ǫ
3
and
|IEQ[B−1T f(XT )1XT>a]| <
ǫ
3
.
Finally, take N such that
|IEQn [(BnT )−1f(XnT )1XnT≤a]− IEQ[B−1T f(X)1XT≤a]| <
ǫ
3
for every n ≥ N . This implies that V fn,Qn → V
f
Q i.e. we have (2). 
Proof of Corollary 2.2. Evidently, we have (2.13)⇒ (2.12). Moreover, (2.12)
⇒ (2.11) which completes the proof. 
Proof of Theorem 3.1. Now we have
(5.1) V Dn,Qn(a) = V
D
Q (a) +
An(a)
nβ
+
On(a)
nκ
for some function On(a) which is bounded in n. Thus, by Theorem 2.1 and
condition (3.16) we only have to show that∫ ∞
0
f ′(a)
On(a)
nκ
da = o(n−β).
Note that O∗ =: supa supn|On(a)| <∞. We have
1
nκ
∫ ∞
0
|f ′(a)On(a)|da
=
1
nκ
∫ 1
0
|f ′(a)On(a)|da
+
1
nκ
∫ ∞
1
|f ′(a)On(a)|da
≤ O
∗ sup0≤a≤1|f ′(a)|
nκ
+
1
nκ
∫ ∞
1
|f ′(a)On(a)|da.
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Evidently, the first term is o(n−β). For the second term, we obtain by Ho¨lder
inequality that
1
nκ
∫ ∞
1
|f ′(a)On(a)|da
≤
[∫ ∞
1
1
aδ
1+θ
θ
da
] θ
1+θ
[∫ ∞
1
|aδf ′(a)|1+θ |On(a)|
1+θ
nκ(1+θ)
da
] 1
1+θ
≤ c(θ, δ)(O
∗)
θ
1+θ
nκ˜
[
sup
n
∫ ∞
0
|aδf ′(a)|1+θ |On(a)|
nκ
da
] 1
1+θ
where κ˜ = κθ
θ+1 > β by (3.12). It remains to show that
sup
n
∫ ∞
0
|aδf ′(a)|1+θ |On(a)|
nκ
da <∞.
By (5.1), (3.13) and (3.14) this is equivalent to condition
sup
n
∫ ∞
0
|aδf ′(a)|1+θV Dn,Qn(a)da <∞.
This follows from assumption that XnT is (B
n, Fδ,θ)-UI and hence we are
done. 
Before proving the results related to binomial tree approximations, we
start with a simplifying lemma.
Lemma 5.2. Let f ∈ Π such that f ′ is polynomially bounded. Then
(5.2)
∫ ∞
0
|af ′(a)|p|e−
d2
2
2 d31|da <∞
for every p ≥ 1.
Proof of Lemma 3.1. Evidently we have
f ∈
⋂
n
ΠBT (n)(S
n
T ),
where BT (n) denotes binomial tree with n number of steps. Hence we only
have to prove that f ∈ ΠBS(ST ), where BS denotes Black-Scholes model.
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In order to have this it is sufficient to show that
(5.3) |
∫ ∞
0
f ′(a)V DBS(a)da| <∞,
where V DBS(a) = e
−rTΦ(d2). Note that for every number x > 0, we have
1− Φ(x) ≤ 1√
2πx
e−
x2
2 .
Hence for sufficiently large a, we have
(5.4) Φ(d2) ≤ 1√
2π|d2|
e−
d2
2
2 .
The statement follows from Lemma 5.2. 
Proof of Theorem 3.3. For sufficiently large a, we have
(5.5) e−
d22
2
∣∣∣∣Bn − d2∆n2
∣∣∣∣ ≤ ce− d222 |d1|3,
and
(5.6) e−
d2
2
2 |∆n| ≤ ce−
d2
2
2 |d1|3
for some constant c. Now the result follows from Theorem 3.1, Lemma 3.1,
Theorem 3.2 and Remark 3.7. 
Proof of Corollary 3.1. The proof is essentially the same as the proof of
Theorem 3.3 and the details are left to the reader. 
The proof for smooth convergence is based on the following well known
auxiliary result (for instance, see [1]).
Lemma 5.3. Let It,n denote the trapezoidal approximation with n equidis-
tant points for integral ∫ b
0
g(a)da
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given by (3.27). If g is two times continuously differentiable on [0, b], then
the error for trapezoidal approximation satisfy∣∣∣∣It,n − ∫ b
0
g(a)da
∣∣∣∣ ≤ b312n2 supx∈[0,b]|g′′(x)|.
Theorem 3.4. For every fixed a we have (see [3])
|λn(a)| ≤ 1
σ
√
Tn
.
Hence, since f is polynomially bounded, we have
(5.7)
∫ ∞
0
f ′(a)Bn,λ(a)(a)da = C +O
(
1√
n
)
,
where Bn,λ(a)(a) is given in Appendix A with λn(a) given by (3.23) and C
is given by (3.30). From Theorem 3.2 we obtain that
V ft,n =
nα−1
2
n−1∑
k=0
(
f ′(knα−1)V DBS(kn
α−1) + f ′((k + 1)nα−1)V DBS(kn
α−1)
)
+
1
n
· n
α−1
2
n−1∑
k=0
(
f ′(knα−1)Bn,λ(a)(kn
α−1) + f ′((k + 1)nα−1)Bn,λ(a)(kn
α−1)
)
+
1
n
√
n
· n
α−1
2
n−1∑
k=0
(
f ′(knα−1)On(knα−1) + f ′((k + 1)nα−1)On(knα−1)
)
=: I1 +
I2
n
+
I3
n
√
n
,
where I1 and I2 are trapezoidal approximations for integrals∫ nα
0
f ′(a)V DBS(a)da
and ∫ nα
0
f ′(a)Bn,λ(a)(a)da.
Since α < 13 , we obtain by (5.7) and Lemma 5.3 that
I1 −
∫ nα
0
f ′(a)V DBS(a)da = o(n
−1)
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and
I2
n
− 1
n
∫ nα
0
f ′(a)C(a)da = o(n−1),
where C(a) is given by (3.31). Hence we have
V ft,n = V
f
BS+
C
n
−
∫ ∞
nα
f ′(a)V DBS(a)da−
1
n
∫ ∞
nα
f ′(a)C(a)da+
I3
n
√
n
+o(n−1).
It is straightforward to see that∫ ∞
nα
f ′(a)V DBS(a)da = o(n
−1)
and ∫ ∞
nα
f ′(a)C(a)da = o(n−1).
Hence we only have to show that I3
n
√
n
= o(n−1) in order to complete the
proof. This follows by arguments in the proof of Theorem 3.1, since f ′ is
polynomially bounded and we have∫ ∞
0
apV Dn,λ(a)(a)da→
∫ ∞
0
apV DBS(a)da
for every p > 0. 
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Appendix A. List of constants for binomial error expansion
u = eσ
√
∆t+λn∆t, d = e−σ
√
∆t+λn∆t
d1 =
log S0
a
+
(
r + σ
2
2
)
T
σ
√
T
, d2 = d1 − σ
√
T ,
∆n = 1− 2frac
[
log S0
a
+ n log d
log u
d
]
,
Bn =
d31 + d1d
2
2 + 2d2 − 4d1
24
+
(2− d1d2 − d21)
√
T
6σ
(r − λnσ2)
+
Td1
2σ2
(r − λnσ2)2,
B˜n = −σ2T (6 + d21 + d22) + 4T (d21 − d22)(r − λnσ2)− 12T 2(r − λnσ2)2,
Jn =
e−rT e−
d2
1
2√
2π
[
∆n√
n
− d2∆
2
n
2n
+
Bn
n
]
,
Ĵn =
e−rT e−
d2
1
2√
2π
[
∆n − 2√
n
− d2(∆n − 2)
2
2n
+
Bn
n
]
,
Hn =
S0e
− d
2
1
2
24σ
√
2πT
[
B˜n − 12σ2T (∆2n − 1)
]
.
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