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 represents the orthogonal sum of two
subspaces. Two spaces, Vj and Wj are constructed by orthonormal scaling functions, ,, and
orthonormal wavelet functions, ,, respectively. Scaling function , and wavelet function , , are
obtained as shown in equation (2).
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with high-pass filter, ,1,2 and low-pass filter, ,1,2 . means
inner product. Using these functions, DWT of a given signal, f, provides scaling coefficients and wavelet
coefficients. The scaling coefficient at the jth level kth time is computed by [8-9]:
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The wavelet coefficient at the jth level and kth time is
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Fig.1 (a) 2-level decomposition; (b) 2-level frequency separation property.
Figure 1(a) and (b) show 2-level analysis part of the DWT and its frequency separation property.
Removing noise components by thresholding [7] the wavelet coefficients is based on the observation that
in many signals; energy is mostly concentrated in a small number of wavelet dimensions. The
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coefficients of these dimensions are relatively large compared to other dimensions or to any other signal
(mainly noise) that has its energy spread over a large number of coefficients. Thus, by setting smaller
coefficients to zero, one can nearly optimally reduce noise while preserving the important information of
the original signal [10].
Let T denote the given threshold. The soft thresholding is defined by
0
)).((
For the hard thresholuding
0
There are two types of thresholding techniques hard thresholding and soft thresholding. In hard
thresholding all coefficients below a predefined threshold value are set to zero. But, in soft thresholding
where in addition the remaining coefficients are linearly reduced in value. So here in this method soft
thresholding is applied with sure selection rule. Note that the range over which the SURE threshold is
considered is based on a maximum value equal to the universal threshold, so that the SURE threshold is
always less than the universal threshold. Thresholding can be done universally across all wavelet
decomposition levels, referred to as level-independent thresholding, or else the threshold level can be
varied at each level, level-dependent thresholding [10-13].
Energy detection algorithm is one of the simple and effective schemes among the various spectrum
sensing techniques. The objective is to identify the channels occupied by the primary user by the analysis
of the energy in each identified channel. The main drawback of energy detection scheme is that it can’t
distinguish between noise and energy of the signal. In case of white noise the detector told that primary
user is present all around the spectrum, especially for low SNR signals.
In this work, wavelet based de-noising algorithm is applied prior to energy detection algorithm; in order
to avoid false estimation of spectrum holes. Normally the signal transmitted through the channel is
corrupted by the noise.
( )
Fig. 2 Implementation of wavelet based energy detector.
3232   Vinit Gupta and Abhay Kumar /  Procedia Engineering  38 ( 2012 )  3228 – 3234 
Let )()( is the signal transmitted over the channel. Where )( is the signal and )( is
the channel noise sample presence of noise makes cause false triggering at the detector end. In order to
avoid false triggering the received signal is first de-noised using wavelet based sure algorithm. After de-
noising the conventional energy detection algorithm is applied to remaining signal.
Firstly, in each time slot, a block of signal samples are segmented into T frames. Denote tth frame of the
input samples by )( , 1,......,1,0,1,.....,1,0 , where N is the number of samples in a
frame, and T is the number of frames .Then the segmented frames are multiplied by a window function as
described in equation (3).
, ( ) ( ) ( ) (3)
1,......,1,0,1,.....,1,0
After that, FFT is applied to the windowed frame (equation 4). Note that )(, are real numbers and
the frequency spectrum of )(, ;
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is symmetric, thus for each frame only 1
2
tones of
1,......,1,0,2/,.....,1,0),( ,
are required (assume N is even). These tones are separated by / Hz.
The power spectral density (PSD) calculation follows the FFT operation. Define )( , the PSD
of )(, , as:
,)()( 2
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The PSDs of T consecutive frames are used for averaging, yielding:
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Where the factor 1/T  is not actually required. Let be the mean of )( calculated across all
frequency tones:
2/
0
),(
2
2
(7)
3233 Vinit Gupta and Abhay Kumar /  Procedia Engineering  38 ( 2012 )  3228 – 3234 
Where, again, the factor 2/N+2 can be dropped. In order to be robust to the noise level, the decision
variable D (k) is formed as a ratio:
,
)(
)( 2/,........,1,0 (8)
Finally, thresholding is applied to )( for k=0,1,….,N/2, and the decision on channel states are made
according to the following rules:
Occupied if )(
available if )(
where is a threshold parameter.
In order to illustrate the proposed scheme a simulation study is carried out with twenty primary users in
the spectrum span of 20-40 MHz. signals transmitted over the channel are assume to be corrupted by
Random Gaussian noise. First conventional energy detection algorithm is applied for spectrum sensing
the results are shown in figure 3(a). As its clear from figure that there is incorrect information about
spectrum usability as particular spectrum span is not utilized by primary user but there is a indication of
power in that particular span. This false triggering is due to noise signal and this aspect limits the
effectiveness of the conventional energy detection algorithm.
Fig.3 (a) Spectrum sensing with conventional energy detection algorithm; (b) Spectrum sensing with modified
energy detection algorithm
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.
Secondly the modified energy algorithm is applied to the same signal. In this work, a wavelet based soft
thresholding technique is used. Mother wavelet used is DB8 and the algorithm applied is heursure. As
clearly, indicated by the figure 3(b). Due to de-noising feature incorporated in conventional energy
detection algorithm. Probability of false detection is greatly reduced.
Spectrum sensing is a critical component of the emerging opportunistic spectrum access system. Low
probability of false estimation of spectrum holes results in optimum usability of channel resources. In
this work we have explore the effectiveness of wavelet based modified energy detection algorithm for
spectrum sensing. As clear from simulation carried out, the modification applied detects and suppress the
noisy power and thus relaxes the constraints of false identification of spectrum holes due to noisy
channel, thus maximize the throughput for secondary users.
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