MicroRNAs (miRNAs) are a class of small RNAs that posttranscriptionally regulate gene expression in animals and plants. The recent rapid advancement in miRNA biology, including high-throughput sequencing of small RNA libraries, inspired the development of a bioinformatics software, miRAuto, which predicts putative miRNAs in model plant genomes computationally. Furthermore, miRAuto enables users to identify miRNAs in non-model plant species whose genomes have yet to be fully sequenced. miRAuto analyzes the expression of the 5′-end position of mapped small RNAs in reference sequences to prevent the possibility of mRNA fragments being included as candidate miRNAs. We validated the utility of miRAuto on a small RNA dataset, and the results were compared to other publicly available miRNA prediction programs. In conclusion, miRAuto is a fully automated user-friendly tool for predicting miRNAs from small RNA sequencing data in both model and non-model plant species. miRAuto is available at
INTRODUCTION
Several classes of small RNAs have been discovered in the past decade. One such class of non-coding RNAs (ncRNAs) is the microRNA (miRNA), which is found in many organisms and implicated in a wide range of biological processes, including differentiation during development and metabolism (Bartel, 2009) . Lately, small RNA deep sequencing technology has shown significant promise for small RNA identification and has become commonly available and affordable (Grimson et al., 2008; Ruby et al., 2006) . According to the miRBase database (Release 18, Nov. 2011), 18,226 hairpin precursor miRNAs (pre-miRNAs) have been discovered in 168 organisms. In the Plant miRNA Database (PMRD), approximately 9,200 pre-miRNAs have been cataloged in 123 plant species, including Arabidopsis thaliana, Oryza sativa, Populus trichocarpa, and Glycine max.
Characteristics, such as a miRNA's stem-loop structure, the free-folding energy of its precursor, and the conservation of miRNA sequences, are widely used by miRNA detection programs to effectively predict miRNAs (Berezikov et al., 2005; Ritchie et al., 2007; Xue et al., 2005) . Using these characteristics, many studies about miRNAs from non-model plant species have been reported as well (Donaire et al., 2011; Kim et al., 2012; Mica et al., 2009) .
Here, we developed the miRNA auto-detection ("miRAuto") software, which enables users to predict conserved and novel miRNA candidates in both model and non-model plant genomes. miRAuto predicts candidate miRNAs based on expression analysis of the 5′-end position of mapped small RNAs in reference sequences (i.e., genomic sequences, contigs, or EST databases), thereby reducing the probability that mRNA fragments are included as candidate miRNAs. miRAuto is different from the existing miRNA prediction software because of its user-friendly interface and integrated analysis. To predict miRNAs, miRAuto uses database information and predicted/ statistical approaches, which provide reliable results in both model and non-model plant species for conserved and novel miRNAs. Furthermore, we tested miRAuto on a small RNA dataset to illustrate the usage of the program. These results were compared to existing miRNA prediction software to evaluate the performance of miRAuto. Furthermore, some miRNA candidates predicted by miRAuto were validated experimentally using Northern blot analysis. miRAuto provides an efficient, user-friendly solution for miRNA prediction from small RNA deep sequencing data, thereby providing a convenient tool for miRNA research in plants.
MATERIALS AND METHODS

Work flow and data processing
Having consulted with the previously developed programs, such as miRDeep (Friedlander et al., 2008) four modules: (1) data pre-processing, (2) classification of other small RNAs, (3) identification of conserved and novel miRNA candidates, and (4) prediction of their target genes (Fig. 1) . The data pre-processing module is designed to remove the 3′ adaptor sequence of deep sequencing reads and filter low quality sequencing reads using fastx_toolkit-0.0.13.2 (Blankenberg et al., 2010) . After this process, the distinct reads are collapsed into a unique read and counted. Read types exhibiting the following properties were discarded during this step: (1) less than 15 nucleotide (nt) in length, (2) ambiguous nucleotides, and (3) no adaptor sequence. To classify other small RNA molecules, these refined reads are queried against ncRNAs (rRNA, tRNA, snRNA, and snoRNA) from known databases (rfam, ribosomal Database Project -release 10: http://rdp.cme.msu.edu, snoRNA database: http://lowelab.ucsc.edu/snoRNAdb, tRNAscan, and genomic tRNA database: http://lowelab.ucsc.edu/GtRNAdb) using the Burrows-Wheeler Aligner (BWA) search. Matched reads are excluded from further analysis. This feature is depicted in Fig. 1 .
To predict conserved miRNAs in model plant species, refined data were compared to mature sequences of known miRNAs cataloged in a database (miRBase and/or PMRD: Fig. 2) . Matched data were considered conserved miRNA candidates, whereas unmatched data were presumed to be novel miRNA candidates. For novel miRNA candidates, expression of the 5′end position of mapped small RNAs (the minimum default depth was set to 100) was analyzed using genomic sequences (Fig. 2) . Based on this expression analysis, flanking sequences were obtained from highly expressed small RNA sequences. Using sliding window methods (i.e., window size: 200 nt + the length of small RNA + 5 nt, moving size: 30 nt), sub-sequences were extracted from the flanking sequences, which were further subjected to secondary structure analysis using the RNAfold program (Hofacker et al., 1994) (http://www.tbi.univie.ac.at-/~ivo/RNA/vienna package). Stem-loop structures exhibiting the lowest acceptable minimum free energy of folding (MFE) were considered best and were therefore selected. The default parameters for annotating the stem-loop structure were: mismatches ≤ 6, bulge size ≤ 2, and bulge frequency ≤ 2.
To predict miRNAs in non-model plant species, expression of the 5′-end position of a miRNA was primarily analyzed from the contigs of a reference genome or an EST database as a reference sequence (Fig. 3) . The method used to predict the flanking sequences and secondary structures of miRNAs from nonmodel plants was identical to that described above (Supplementary Fig. S2 ). miRNA target genes were predicted using two different approaches: (1) Plant Small RNA target Analysis Server with the default settings, and (2) BWA antisense matching allowing G-U pairs with up to four mismatches.
Construction of a small RNA library
A small RNA sequencing library was constructed using the Small RNA Sample Prep Kit (Illumina, USA) according to the manufacturer's instructions. Briefly, five micrograms of total RNA from hot pepper fruit samples [Capsicum annuum; CM334; 25 days after pollination (25 DAP)] were ligated to 3′ and 5′ adaptors sequentially and converted to cDNA by reverse transcription-polymerase chain reaction (RT-PCR). The resulting cDNAs were amplified by PCR, gel-purified, and submitted for Illumina/Solexa sequencing. The GEO accession number for this series is GSE42219.
Northern blot analysis
Total RNA was extracted from three different hot pepper tissues using TriReagent (Ambion). Twenty micrograms of each total RNA sample from the fruit (25 DAP), leaf, and flower were individually separated on a 15% UREA-polyacrylamide gel, transferred to Hybond-NX membrane (GE Healthcare), and chemically cross-linked via 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide (EDC) (Pall and Hamilton, 2008) . For labeling reaction of probes for Northern blotting, 2 μl of 10 μM oligonucleotide, 2 μl 10X T4 PNK buffer (Takara, Japan), 2.5 μl of [γ-32 P] ATP [> 7,000 Ci/mmole (~150 μCi/μl)], 12.5 μl of dH 2 O, and 1 μl of T4 Poly Nucleotide Kinase (Takara, Japan) were combined and incubated for 1 h at 37°C. The labeled probes were further purified using PERFORMA Spin Columns (Edge Bio) according to the manufacturer's instructions. Probe sequences used for Northern blot analysis are; miR167a: 5′-TAGATCATGCTGGC- Fig. 1 . miRAuto architecture using the use-case model. The system architecture of miRAuto using the use-case model, which enables users to work step-by-step through an automated pipeline.
