For an arbitrary (3,L) quasi-cyclic(QC) low-density parity-check (LDPC) code with girth at least ten, a tight lower bound of the consecutive lengths is presented. For an arbitrary length above the bound the corresponding LDPC code necessarily has a girth at least ten, and for the length equal to the bound, the resultant code inevitably has a girth smaller than ten. This new conclusion can be well applied to some important issues, such as the proofs of the existence of large girth QC-LDPC codes, the construction of large girth QC-LDPC codes based on the Chinese remainder theorem, as well as the construction of LDPC codes with the guaranteed error correction capability.
It is widely accepted that avoiding short cycles is an important method to improve the decoding performance of low-density parity-check (LDPC) codes. As many efficient methods to delete 4-cycles and 6-cycles have been developed [1] [2] [3] [4] [5] [6] [7] , how to avoid 8-cycles and even longer cycles has recently become a focus. An LDPC code is defined as the null space of a sparse matrix. If the matrix is with uniform column weight of R and uniform row weight of L, then the resultant codes are termed as (R,L)-regular. If the matrix is composed of circulant permutation matrices (CPM), then the corresponding codes are called quasi-cyclic (QC). In this paper, we denote a girth at least g by girth-g + and a girth equal to g by girth-g. In order to construct girth-10 + (3,L) LDPC codes, various methods are proposed from many clever ideas, such as allowing slope pairs (ASP) [8] , quadratic permutation polynomial [9] , balanced loops [10] , government equations [11] , lattice [12] , 3-D cyclic lattices [13] , adjacent matrix theory [14] and hill-climbing algorithm [15] . Although a large-girth code can be efficiently found by *Corresponding author (email: zhangghcast@163.com) these methods, its code length is usually fixed in the sense that if the length needs to be adjusted, these algorithms must restart from scratch. An interesting technique, distinct from the above method, is to construct large-girth (3,L) codes with consecutive lengths, i.e. arbitrary integers LP, P above a certain lower bound. Recently, a type of girth-10 + (3,L) LDPC with consecutive lengths is proposed by Liu et al. [16] using the rings over finite polynomials; however, this method imposes some strict conditions on shift matrices and hence the lower bound proposed can hardly cast light on designing general girth-10 + (3,L) LDPC codes with consecutive lengths.
The main contribution of this paper is as follows. By analyzing the property of a general girth-10 + (3,L)QC-LDPC code defined by an arbitrary shift matrix, a tight lower bound of consecutive lengths is proposed. Using this shift matrix, the resulting code has a girth at least ten for arbitrary lengths above the bound, and smaller than ten for the length equal to the bound. The new bound naturally includes the recently proposed bound by [16] as a special case, and can serve as a general guideline for designing girth-10 + (3,L)QC-LDPC codes with consecutive lengths. For cryptography, many important results have been proposed during the last two decades, including the basic mathematical theory [17, 18] , pseudorandom sequence design [19] [20] , encryption system design [21] [22] [23] [24] , and cipher analysis and attack [25] [26] [27] [28] . Since Zhou recently noted that large-girth LDPC codes would play an important role in cryptology [29] , the contribution of this paper can also be well used in cryptography.
Tight lower bound of consecutive lengths
For a (3,L) QC-LDPC code with length N=XL, its paritycheck matrix H X can be expressed as [30] 
where I(p) represents an X×X circulant permutation matrix with one at column-(r+p) mod X for row-r, 0≤r≤X-1, and zero elsewhere. The shift matrix S corresponding to H X is denoted by
where for 1≤u≤2, 1≤v≤L-1 , {0,1, , 1} Proof: The idea of the proof is to show that there exist no 4-cycles, 6-cycles and 8-cycles within H P (or equivalently within S). Here are the hints. Assume that there is a t-cycle(t=4,6 or 8) within H P , then a formula holds in the modulus of P due to eq. (4) of [30] . By some basic algebraic operations, this formula is turned into a normal form such that its right-hand side (RHS) and left-hand side (LHS) are all nonnegative. Provided that P is larger than both the LHS and RHS, the formula which holds in the modulus of P also holds without the modulus. Therefore, the formula obviously holds in the modulus of an arbitrary integer, for example, Q, indicating a t-cycle within H Q , which contradicts g(H Q )≥10.
Before deriving the proof in details, we first analyse all the possible patterns of 4-,6-and 8-cycles within S. From [30] , a 4-cylce can only occur in any two rows of S, a 6-cycle only in all the three rows of S, and an 8-cycle only in either any two rows or all the three rows of S.
Case A: 4-cycles (A.1) 4-cycles in the 0th and 1st rows: Assume that there is such a 4-cycle, then there exist two integers i≠j such that
Since P>A, the above equation becomes p 1,i =p 1, j . Hence,
Eq. (4) shows that there exists a 4-cycle within H Q . A contradiction. (A.2) 4-cycles in the 0th and 2nd rows: Similarly, such cycles can not exist owing to P>B.
(A.3) 4-cycles in the 1st and 2nd rows: Assume that there is such a 4-cycle then there exist two integers i≠j satisfying
As P>max{2A,2B}≥A+B, eq. (5) can be simplified as
Hence,
Eq. (7) indicates that there is a 4-cycle within H Q . A contradiction.
Case B: 6-cycles in the 0th, 1st, and 2nd rows: Assume that there is such a 6-cycle as shown in Figure 1 (a), then there exist three integers i,j,k(i≠j;j≠k;k≠i) such that
Therefore,
Eq. (10) suggests that there is a 6-cycle with H Q , which contradicts g(H Q )≥10.
Case C: 8-cycles (C.1):8-cycles in any two rows (C.1.1) 8-cycles in the 0th and 1st rows: Assume that there is such an 8-cycle, and then there exist four integers i,j,k,l(i≠j;j≠k;k≠i;l≠i) such that
As P>2A, eq. (11) becomes Hence,
Eq. (13) shows that there is an 8-cycle in H Q . A contradiction.
(C.1.2) 8-cycles in the 0th and 2nd rows: Similarly, such cycles can not occur since P>2B.
(C.1.3) 8-cycles in the 1st and 2nd rows: Assume that there is such an 8-cycle, and then there exist four integers i,j,k,l(i≠j;j≠k;k≠l;l≠i) satisfying 1, 2,
whether D i , D j , D k and D l are nonnegative or not, there are in total sixteen cases to be considered. Only six typical cases are listed below for simplicity, and the other ten cases can be proved similarly.
Owing to P>2(C+D), eq. (14) can be expressed as
Therefore, the following equation always holds in whatever cases. 
Following the form of eq. (2), eq. (22) can be equivalently rewritten as
Although without explicit definition, according to the proof of Theorem 2 and Table 1 in [16] , l L-1 -l 0 is obviously the maximal value in the 1st line of S. Therefore, A=l L-1 -l 0 , B=3(l L-1 -l 0 ), C=2(l L-1 -l 0 ) and D=0. By lemma1, g(H P )≥10 for arbitrary integers P≥2×3×(l L-1 -l 0 )+1, provided g(H Q )≥10 for a certain integer Q. Thus, the lower bound discovered by [16,eq.(9) ] is only a special case of lemma 1.
When P<2 max(A,B,C+D)+1, can g(H P )≥10 hold anymore? For the case of P=2max (A,B,C+D) , we have a negative answer. A, B) )<10. Case (C): If the differences between the 2nd and 1st lines of S include both positive and negative integers, then obviously C and D are both positive integers. In this case, we define two nonempty sets as follows:
In eq. (14), let i k = ∈Y and j l = ∈ X then we have
For H 2(C+D) , eq. (25) describes an 8-cycle in the 1st and 2nd lines of S, which indicates that g(H 2C+2D )<10. Therefore, in case (C) we also have g (H 2max(A, B, C+D) )<10. Remark 2: Although g(H P )≥10 can hold for rare integers P<2max (A,B,C+D) , in most cases the girth can not reach 10. In fact, by our computer computation, it seems that there is no law on the girth for this region.
From Lemmas 1 and 2, the main result of this paper can be described below. 
Example 2: It is easily verified that the 3×6 shift matrix S as shown in (27) ensures that g(H Q )=10 for Q=97. Since max{A,B,C+D}=C+D=134, by Theorem 1 g(H P )≥10 for all lengths N=6P≥6(268+1)=1614. 
For girth-10 + (3,6)QC-LDPC codes, the minimal value of consecutive lengths given by Examples 1 and 2 are 1086 and 1614, respectively, which are much smaller than that (2058) of [16] . This is because Theorem 1 does not impose any constraints on the form of shift matrices, which greatly expands the search region of the proper shift matrices.
Construction of large-girth LDPC codes by Chinese remainder theorem (CRT)
Using CRT, a longer new code can be obtained from several shorter component codes, the girth of the new code at least equal to the maximal girth of all the component codes [31] . Combined with CRT, original array codes and shorted array codes have been used as component codes to construct girth-6 and girth-8 + QC-LDPC codes [31, 32] respectively. Since the size of CPM (i.e., P) of all component codes must be coprime in the CRT method, and since P can only be prime for array codes, the two resultant types of LDPC codes are not flexible in lengths. If large-girth QC-LDPC codes with consecutive lengths were used as component codes, the CRT method will produce QC-LDPC codes with both large girth and flexible lengths. Besides, coupled with some search methods [10, [14] [15] for large-girth LDPC codes, Theorem 1 can readily generate many families of QC-LDPC codes with large girth as well as consecutive length. Thus, Theorem 1 has important applications in the construction of large-girth LDPC codes by the CRT method.
Construction of LDPC codes with guaranteed error correction capability (GECC)
Although LDPC codes have good error correcting properties under iterative decoding such as SPA, they generally do not have the GECC (i.e., correcting any combinations of at most n errors) as classical error-correction codes like Golay and BCH codes. Recently, a type of column weight-three LDPC codes [33] with GECC is investigated. These codes can correct any combinations of at most g/2-1 errors in g/2 iterations using Gallager-A algorithm, provided they have a girth g≥10. As Gallager-A algorithm is much simpler than SPA algorithm, LDPC codes with GECC will play a big role on some specific occasions. Obviously, QC-LDPC codes with GECC (4 bits) and arbitrary lengths (above a threshold) can be easily constructed with the help of Theorem 1.
Conclusions
A novel property of general girth-10 + (3,L) QC-LDPC codes is proposed and proved. The property states that from a given girth-10 + (3,L)QC-LDPC code, any (3,L)QC-LDPC code defined by the same shift matrix and an arbitrary size P can be obtained with a girth at least 10, provided that P is larger than a certain bound related to the shift matrix. Moreover, this bound is proved to be optimal in the sense that for P equal to the bound, the corresponding code necessarily has a girth less than 10. Finally, we would like to suggest the following problems to be further considered: (1) Investigate the three above-mentioned applications of Theorem 1. (2) "Extending" Theorem 1 to the case of girth-12 should be a meaningful problem, since QC-LDPC codes can have a girth at most 12 [30] .
