Abstract-In this paper, we consider the problem of simultaneously classifying sensor types and estimating hidden parameters in a network of sensors subject to gossip-like communication. More precisely, we consider a network of noisy sensors which measure a common scalar unknown parameter. We assume that a fraction of the nodes is subject to the same (but possibly unknown) offset. The goal for each node is to simultaneously estimate the common unknown parameter and to identify the class each node belongs to, only through local communication and computation. We propose a distributed estimator based on the maximum-likelihood (ML) approach and we show that, in case the offset is known, this estimator converges to the centralized ML as the number of sensor nodes goes to infinity. We also compare this strategy with a distributed implementation of the expectation-maximization (EM) algorithm; we show tradeoffs via numerical simulations in terms of robustness, speed of convergence and implementation simplicity.
I. INTRODUCTION

I
N recent years, we have witnessed an increasing interest in the design of control and estimation algorithms which can operate in a distributed manner over a network of locally communicating units. A prototype of such methods is the average consensus algorithm [1] , [2] , which can be used as a distributed procedure for computing the average of a set of real numbers. Since the average is the building block for many estimation methods, the average consensus has been proposed as a possible way to obtain distributed estimation algorithms and, in particular, to obtain distributed Kalman filtering [3] , [4] . However, while averaging is suitable for the estimation of real valued parameters, it is typically of no help when the quantities to be estimated belong to a finite alphabet. Moreover, the average is an operation which fuses data, loosing in this way the possible information that is specific to each unit. In the model that we consider in the present paper, the measurement of each sensor node depends on a scalar parameter which is common to all sensors, and a binary parameter which is specific to the node.
More precisely, we assume that we have units and that each unit measures that can be expressed as (1) where is a continuous parameter influencing all the units , with being a binary set, is a discrete parameter influencing each unit independently and is a noise term. The goal of each unit is to estimate the common parameter and its specific class . Notice that the presence of the common parameter imposes that any efficient estimation technique will require cooperation between units and therefore will require communication. Our goal is to propose a distributed algorithm solving this problem. It is worth mentioning that there exist several different notions of distributed algorithms depending on the communication protocol that one selects. Inspired by the literature on the average consensus problem, we focus here on a "gossip" type communication protocol [5] . According to this protocol the communication links between nodes are randomly selected based on some probabilistic law. The reason for this choice is that this protocol models conveniently situations in which both the communication links and the nodes themselves are unreliable.
The problem we are proposing fits in the general classes of unsupervised clustering or classification and of Gaussian mixtures estimation [6] , [7] . A wide number of algorithms for solving these problems have been proposed in the computer science literature both for centralized scenarios [8] and for distributed scenarios [9] - [14] .
There are several examples of applications of these algorithms. One application is related to scenarios in which the data used for the classification belongs to different owners who, without sharing the entire set of raw data, want to cooperate to achieve the classification goal [15] . Other applications can be found in the context of wireless sensor networks. In particular, in [16] distributed Gaussian mixtures estimation is applied to acoustic source localization, while in [17] it is applied in the field of video-surveillance systems. In [9] and [10] instead this technique is proposed for environmental monitoring, where the goal is to estimate quantities which are functions of space, as in temperature monitoring for fire detection [18] . Moreover, in [14] an interesting application to particle filtering is proposed. Finally, average consensus can be used for distributed estimation of a parameter from distributed sensor measurements [19] . Another scenario involves the fault detection for sensor networks if the fault can be modeled by a bias added to the measurement [20] .
A. Description of the Related Literature
The most popular technique for solving the classification problem is the expectation-maximization (EM) algorithm [21] . This is an iterative algorithm which alternates expectation (E) steps, which are averages, and maximization (M) steps. When it is necessary to distribute this algorithm over a number of smart sensor nodes, the critical point is how to distribute the average operations, typically being the maximization an operation that can be done locally with no need of information exchange. The distributed EM algorithms proposed in the literature essentially differ by the strategy adopted to distribute the average over the nodes. In [12] , analysis focus on a communication protocol of "mean field" type: at each iteration each node acquires information for the (E) step from a random subset of all nodes chosen uniformly; comparison bounds with respect to the centralized EM algorithm are then proposed. In [9] and [10] , some strong coordination is required since the algorithm proposed is based on a message passing procedure on a predefined circular path over the nodes. In [11] a variational Bayes method is proposed for the estimation of Gaussian mixtures with an unknown number of components where the weights of the mixtures may depend on the specific unit; also in this paper the distributed version is obtained by finding a prescribed communication sequence through the nodes.
Differently, the works [13] and [14] propose a distributed EM algorithm which assumes the same gossip type communication protocol considered in the present paper. We will call those algorithms gossip-based EM algorithms (GEM hereafter). In [13] , a predefined number of iterations of the gossip type averaging are performed between two consecutive M steps. Since the gossip type averaging is an iterative algorithm that converges to the average only asymptotically, its truncation after a certain number of iterations causes errors which are difficult to evaluate mathematically. Therefore, the choice of the number of averaging iterations between consecutive M steps is difficult to be done especially in a distributed manner. The approach proposed in [14] is different. In fact, between two consecutive M steps there is only one averaging step which, inspired by stochastic approximation algorithms, is weighted by a constant gain converging to zero as time goes to infinity. Under certain conditions, the author shows that the output of this version of GEM algorithm converges to the solution given by the centralized EM algorithm. However also in this case the choice of the weight evolution strongly affects the transient performance of this algorithm. Moreover, vanishing weights of the averaging steps is inadequate for time-varying Gaussian mixtures. Besides EM, also clustering algorithms such as the K-means, for which distributed implementations have been proposed [12] , can be employed for classification.
B. Paper Contribution and Structure
In this paper, we explore a different solution to the previous problem. More specifically, we propose a distributed gossipbased algorithm for the maximum-likelihood (ML) estimation, which we call Gossip Maximum-Likelihood (GML), hereafter. The advantages of this approach with respect to GEM algorithms is that the GML algorithm is not based on repetitive average calculations as for GEM. The GML instead requires only two averages and one ranking. This implies that there is no need for GML to preliminarily choose any parameter as it is for GEM. Moreover, it is possible for GML to obtain a rather accurate mathematical analysis about its performance when the number of nodes is very large, while this is much more complicate for GEM. On the other hand, the main drawback of GML as compared to GEM is that the former cannot be easily generalized to encompass scenarios in which the parameters and belong to multidimensional spaces. Finally, the proposed solution is based on a gossip-like distributed ranking algorithm which is itself an original contribution of the present paper (see [22] for more details). This work extends and complete the preliminary results presented in [23] .
The structure of the paper is as follows. Section II introduces the model and the mathematical notation; the decentralized ML estimator is studied in Section II-A while its limit behavior is characterized in Section IV. Some generalizations are discussed in Section V while in Section VI an alternative approach based on a Bayesian model is presented. Section VII describes a distributed implementation of alternating-type algorithms such as those found Sections VI and V. Some simulations are presented in Section VIII, while conclusions are drawn in Section IX. In order to streamline exposition all proofs are postponed until the Appendix.
II. THE MODEL
In this section, we give a more precise description of the model we consider and of the estimation cost which the proposed estimation algorithm aims at minimizing. Assume that the measurements are as in (1) , where , are zero mean, independent Gaussian random variables with variance ; for simplicity we restrict to the case in which can take only two values, 0 and 1, i.e.,
. 1 We also assume that the fraction of units for which is strictly less than 1/2. The goal of each unit is to estimate and .
The extension to the case in which the difference between the two symbols is unknown is discussed in Section V. The algorithm we propose does not require the knowledge of the variance which can therefore be considered unknown.
A. Maximum-Likelihood Estimator
When the bias term is not present, the centralized maximum-likelihood estimator of (assuming that all measurements are available) is given by (2) This arithmetic average can be asymptotically evaluated by the agents in the graph through standard consensus algorithms as long as the graph is strongly connected.
The presence of the bias terms makes the problem quite harder. In this paper, we propose a decentralized version of the centralized maximum-likelihood estimator for this problem. We set some useful notation. We consider the vectors 1 The solution we propose can be extended immediately to the case in which T 2 fa; bg where a; b are assumed to be known real parameters. The generalization of our results to the case in which T can take multiple values is not straightforward. and and the following weights , . The maximum-likelihood estimator is defined as
Remark 1: The choice of the maximum-likelihood estimator is motivated by the simplicity of the solution we obtain from it. Of course, it would be natural to seek for "optimal" estimators which minimize, for example, the variance of the estimation error , or the average classification error . Unfortunately these optimal estimators are in general computationally intractable even in the centralized case. We will show instead that the maximum-likelihood estimator is not only computationally simple, but also prone to a decentralized implementation.
It is easy to solve the minimization in (3) for a fixed :
The estimator is then a function of the average , which can be obtained by a standard consensus algorithm, and of the average bias . This second term however is not directly available, therefore (4) is not an implementable solution. Rather, substituting (4) in (3) we obtain (5) This minimization can be solved in two steps by considering (6) For every , put
Let us define and consider a permutation 2 such that . Clearly, the above minimization is solved by the vector such that if otherwise (8) 2 The subscript notation is quite standard in statistics to denote ordered samples.
Substituting in (6) and performing simple algebraic transformations, we obtain that the solution of the outer minimization problem in (6) becomes , where
Clearly, from (8) if otherwise (10) and from (4) we get (11) III. DECENTRALIZED MAXIMUM-LIKELIHOOD ESTIMATOR Notice that each agent can compute by a consensus algorithm. Moreover, as it will be discussed later, there exists an efficient decentralized algorithm capable of ordering the , so that each agent knows its ordered position . In other words, if the observation of agent is the smallest 3 among all observations (i.e., , ) then ; if is the second smallest, then and so on; more precisely, and
The map is a permutation of the set . Using a notation which is rather common in the statistics literature, we can define as the inverse permutation w.r.t. , i.e., , which implies that For each value , the agent is thus capable of computing through (8) . In order to compute using (10) we need to know the ordered position of agent with respect to . This would follow if we could compute in a decentralized fashion, but this is not evident at all, because of the presence of the aggregation term in (9) . Consider the discrete derivative of (12) for . Notice that, differently from , the quantity can be computed by the agent in ordered position . Define the set of local minima (interpreting, conventionally, and as always true assertions). If we knew that then our computational problem could be solved as follows. First, notice that under the function would decrease until its minimum point and then would increase for . A generic agent in position can compute . If then , namely , which 3 For simplicity of exposition we assume that it is not possible that any two agents have the same observation, i.e., 6 9(i; j), i 6 = j : = .
implies by (10) that . If instead , then . So, in this way, each agent could compute its ML estimator . Again, using consensus all agents can then compute and can therefore also compute using formula (4) .
Of course, the decentralized algorithm proposed above can always be implemented by the agents. Later on in this paper we will show that typically, for large, possesses just one local minimum in [0,1/2], which happens to be the global minimum in [0,1], while possibly exhibiting other local minima in ]1/2,1]. It follows that, with high probability, the maximum-likelihood estimator can be obtained by applying the previous algorithm to all agents whose ordered position is above , while forcing all agents whose position is below to estimate . We can summarize the previous reasoning in the following definitions: if otherwise (13) where the superscript stands for approximate maximum likelihood. This approximate maximum-likelihood estimator converges (as ) to the maximum-likelihood estimator in (3) as formally stated in Corollary 12.
Before describing the algorithm to compute in a distributed fashion, we need to introduce some useful general distributed algorithms that will be used in our algorithm.
A. Decentralized Average and Ranking Computation
We model the network of distributed agents with a graph where is the set of nodes and is the set of edges corresponding to the communication links. We indicate with , the set of neighbors of node , i.e., . We assume that the graph is undirected, i.e., nodes are capable of bidirectional communications, and that it is connected, i.e., there is a path between any two nodes. We also assume that each sensor node knows its label , i.e., nodes are numbered from 1 to . As shown in the previous section, in order to compute the AML estimators and , as given in (13), it is necessary to compute the averages of some quantities, namely and , and the ranking of each node .
Distributed algorithms for computing averages are well studied and are also known as average consensus algorithms (see surveys [24] , [25] , and reference therein). The following proposition provides the convergence properties of the Randomized Gossip Average Consensus, which have been well studied in [5] and [26] .
Proposition 2 (Gossip Average Consensus [5] , [26] ): Consider Algorithm 1. If the graph is connected and for all edges then we have almost surely
The randomized implementation of the average consensus has the advantage to be asynchronous, i.e., nodes do not require time-synchronization or fine coordination, and to be parallelizable, i.e., several nodes can perform the updates at the same time as long as the updating node pairs are disjoint [5] .
Algorithm 1 Randomized Gossip Average Consensus [5]
Require: graph , probability distribution over , measurements 1: for all node do 2:
, . 3: end for 4: repeat 5: randomly select edge with 6:
In the sequel of the paper, we also need a distributed algorithm which is able to rank the nodes of a network based on the ordered list of the magnitude of their measurements. The algorithm is randomized in the same spirit of the previous randomized gossip average consensus, i.e., at each time an edge of the network is selected at random and the corresponding nodes exchange information and update their local variables. The pseudo-code of this algorithm is given in Algorithm 2.
Algorithm 2 Randomized Gossip Ranking
Require: graph , probability distribution over , measurements , node " " has ID . 1: for all node do Without entering into the details which can be found in [22] , it suffices here to assume that this algorithm requires, for each node , a local "state" at iteration . This local state needs to be initialized as a function of the "local" measurement value and node ID ; we denote the initialization procedure as
Similarly to what has been done above, we denote with a "ranking" operator, defined in [22] , which takes as arguments , where , and returns the "updated" state as
The state contains, in particular, a variable which is the current estimate at node of its rank. We call a procedure which extract this variable from , i.e.,
The Randomized Gossip Ranking algorithm is sketched above. And its asymptotic behavior of this algorithm is formally stated in the following theorem [22] . 
B. Decentralized Estimation and Classification Algorithm: Gossip Maximum Likelihood (GML)
We are now ready to present the algorithm that allows each sensor to compute the approximate maximum-likelihood (AML) estimate for the unknown parameter and for its unknown class . The algorithm is based on the randomized gossip average consensus and ranking presented in the previous section and it is summarized in Algorithm 3. In practice, it is necessary to compute the mean of the measurements, , (Algorithm 1) and the ranking of the nodes (Algorithm 2) to evaluate the condition given by (13) that corresponds to lines 12-21 of Algorithm 3. The variable represents the estimates of node at time of the displacement of its measurement from the average, i.e., , while the variable represents the fraction of nodes that belongs to the class "1", i.e.,
. The variables instead represent the estimate of node at time of the unknown node class and the unknown parameter , respectively. From Theorems 2 and 3 it follows that the estimates and will converge to and to , respectively. Therefore the conditions stated in lines 12 and 17 will coincide with the condition of (13) . As a consequence will converge (as the number of gossip iterations goes to infinity) to the asymptotic maximum-likelihood . In order to compute the centralized approximate AML estimate of the parameter it is necessary to compute the fraction of the "1"-class nodes . This is achieved by lines 22-23 in the algorithm which correspond to an average consensus applied to the time increments of the input signal . This guarantees that at every time instant . Since all are equal to after a certain iteration, then the input signals of the equations in lines 22-23 become zero; therefore, asymptotically each will converge to . This claim is formally stated in the next proposition.
Algorithm 3 Gossip Maximum-Likelihood Estimation and Classification (GML)
Require: graph , probability distribution over , measurements , node " " has ID . 1: for all node do 2:
, , , 
IV. LIMIT BEHAVIOR As seen in Section II-A, the gossip maximum likelihood (GML) algorithm attempts at finding, in a distributed manner, the approximate maximum-likelihood (AML) estimator defined in (13); this has been formally stated in Proposition 4. The purpose of this Section is to show that, under suitable assumptions, AML converges as to the maximum-likelihood estimator in (3) as formally stated in Corollary 12. In order to do so, we need to study the behavior (in particular the monotonicity) of the objective random function when . To emphasize dependence on , from now on we will use the notation and , to denote the objective function and its variation.
The core of our analysis consists in a concentration result: a suitably scaled version of is proven to converge to a deterministic function , while the corresponding variation converges to its derivative (Theorems 9 and 10). This will allow to study the monotonicity properties of for large . We recall that, in our approach, the bias values are fixed, even if unknown to the agents; set now and assume that (18) We start with some preliminary considerations on the ordered variables which play a crucial role in the structure of . 
Let us now consider the following normalized and scaled version of
Equations (21) and (22) suggest that and should be close to each other for large . We can thus guess that (23) where (24) Likely enough, local extrema of will converge, almost surely, to the local extrema of so that, if possesses just one local minimum on [0,1/2] which is the global minimum, then this will also happen to almost surely when . This would mean that our decentralized algorithm will almost surely coincide with the centralized ML algorithm. The next section will make precise all these considerations.
A. Analysis of the Function
In spite of its apparent simplicity, an analytical study of the function is not easy to obtain. It is immediate to verify that is continuous. Regarding its monotonicity, numerical investigations seem to show that has one or two local minima depending on the particular values for and , i.e., the derivative of is equal to zero once or three times. However, the derivative of seems to be equal to zero in only one point in which corresponds to the global minimum.
One case which can be studied in detail is the "small noise" case, i.e., the limit ; this is done in the following proposition.
Proposition 5: Under the assumption of model given by (3) we have that uniformly for , where is equal to one for positive and zero otherwise. Moreover, if , then
The previous proposition states that, if the two distributions concentrate around the points 0 and 1, then the proposed algorithm exactly compute the correct mixing parameter in the Gaussian mixture (22) .
However, when there is substantial overlap, the estimation has a bias toward the midpoint 1/2, and in the limit of very large variance the estimate is completely uninformative. In fact it can be verified that (see also Fig. 1) The value of the minimum of the asymptotic function as a function of the noise variance for is reported in Fig. 1 (dotted line) . As stated in the previous proposition, for small and for large . As mentioned above, the graph shows that this minimum monotonically increases from to 1/2, thus confirming the hypothesis that the global minimum is always in the interval (0,1/2) for all values of and . Fig. 1 also shows the mean and standard deviation of the minimum of over ten Monte Carlo runs for sensor nodes.
B. Concentration Results
In the sequel, we present some concentration results which make rigorous the considerations done above. We recall a standard result on the concentration of binomial r.v. which will be our main technical tool.
Theorem 6: Let be a binomial r.v of type . Put, for , . Then, for any , it holds Remark: Notice that, for any , there exists a constant , such that . The following result is also standard but we will give an elementary proof in the Appendix for the sake of making the paper self-contained. (27) By the way the approximate ML algorithm has been defined, the condition expressed above in (27) yields (28) In other terms, the approximate AML algorithm is close to the ML solution with high probability for large . We would like to remark that conditions a) and b) of Corollary 12 can easily be checked numerically and turn out to be satisfied in all examples considered. An analytical proof of these conditions is at the moment not available except for the limit case treated in Proposition 5.
V. GENERALIZATION
One drawback of the model in (1) is that the 's are assumed to belong to a known binary alphabet . In particular, in this paper we have considered the case . A simple yet important generalization is to allow that the alphabet is partially unknown. For instance, one can assume that only the cardinality of is known. In the binary case considered in this paper this is equivalent to assume that (29) with and unknown. 4 In this more general scenario, the maximum-likelihood estimator (3) becomes (30) Solving (30) is considerably more difficult than (3). One possible approach is to utilize an alternating minimization algorithm as follows.
i) Fix and solve (31) ii) Fix and solve (32) Problem (31) is analogous to (3) with the only difference that in (3) we assumed . Hence, this can be solved as described in Section II-A.
Instead, problem (32) admits the following closed form solution: (33) in which the averages can be computed by resorting to averaging gossip iterations.
Remark 13: Notice that, whenever we need to decentralize iterative algorithms, whose iterations require some averaging operations, we need to substitute those averaging steps with a certain number of averaging gossip iterations. However, a finite number of averaging gossip iterations result in an error on the average whose effect on the global algorithm is difficult to evaluate in general. In fact, the number of averaging gossip iterations allowed at every averaging step is an important parameter to be chosen, since a large number of iterations may cause a delayed algorithm convergence, while a small number may cause a big error in the averaging which can deteriorate the steady state performance. An alternative approach is proposed in [14] in which only one average gossip iteration, followed by a low-pass filter, is inserted in place of the sequence of several gossip iterations. More details about this approach are provided in Section VII.
VI. BAYESIAN MODELING AND THE EM ALGORITHM
An alternative approach for the solution of the previous problems is based on the so called expectation-maximization (EM) algorithm. In this section, we explicitly derive the EM algorithm when is assumed to be known and equal to 1. Similar equations can be derived for the more general scenario when is unknown, but in the interest of space are omitted. This approach postulates that , are independent and identically distributed (i.i. Note that in the estimation problem (3) the number of unknowns grows with the number of data; instead the i.i.d. assumption on the 's allows to keep the parameter space in (36) of fixed dimension. As a result, the asymptotic properties of the estimators in (36), such as consistency and asymptotic efficiency, follow straightforwardly from standard asymptotic theory of maximum-likelihood estimators, see [27] . An estimator of the variables can then be obtained by maximizing the maximum-likelihood estimator of the posterior probability i.e.,
The maximum-likelihood estimator of the posterior probability is given, from the invariance principle (see, e.g., [27] ), by (37) where is a suitable normalization constant.
The maximum-likelihood problem (36) is a typical estimation problem for a finite mixture distribution (see [6] ) and does not have a closed-form solution. One possible approach is to resort to the well known Expectation-Maximization (EM) algorithm in [21] . This is an iterative algorithm which is known to converge to a local maxima of the likelihood. In the interest of space we only report the final equations for EM iterations. We refer the reader to [6] for a derivation of the EM algorithm which can be easily adapted to this specific problem.
Let , , and the estimators at the th iteration of the EM algorithm; the estimators for the th iteration are given by the following.
1) Expectation
Step: compute the posterior probabilities (38) 2) Maximization Step:
The EM algorithm (38), (39) has a "centralized" nature. However it can be easily decentralized (i.e., computed by each node only using local information) since it is essentially based on averages. It is well known that this can be done resorting to consensus or gossip algorithms [1] , [5] . An algorithm based on gossip has been proposed in [13] . The averages in (39) can be computed using standard consensus algorithms.
As expected, if the number of iterations used to compute the averages in (39) is sufficient to reach consensus, this distributed-EM algorithm converges to the centralized-EM solutions. However, as soon as the number of iterations is not sufficient to reach consensus, the distributed-EM algorithm either oscillates or even diverge, failing to provide sensible estimates. Indeed, simulations suggest that distributed-EM is not robust against errors which may result from an insufficient number of consensus iterations. As a consequence, deciding how many iterations are "enough" is a delicate matter. We have instead followed a different route, which is based on the algorithm discussed in Section VII.
One could consider this Bayesian formulation also for the measurement model (29). This is a standard estimation problem for a mixture of two Gaussian distributions with unknown means and unknown (but common) variance. An EM algorithm similar to (38), (39) can be derived (see [6] ). Of course, in the distributed setting, when averages are computed using consensus algorithms one encounters the same drawbacks as discussed before. In the simulation experiments presented later in Section VIII, we have followed the strategy discussed in Section VII. The resulting gossip-based distributed EM algorithms are called Gossip EM (GEM).
Remark 14: It is well known that the results obtained by the EM algorithm depend on the choice of initialization. We have actually noticed in our simulation studies that the GEM algorithm seems even more sensitive to initialization. The choice adopted in the simulation results reported below was to perform a preliminary ranking of the observations which can be used to set initial values for the cluster means. One may wonder how much effort should be invested in the initialization phase. Experimental evidence shows that indeed this choice is not very critical and we have decided to run our ranking algorithm for (equal to the network size) gossip iterations. Of course this is to be accounted when comparing the algorithms. This is the reason why in Figs. 3 , 5, and 6 the plots which refer to GEM are constant for respectively 100 and 30 iterations.
VII. DISTRIBUTED SOLUTION OF "ALTERNATING-TYPE" ALGORITHMS
In this section, we address the problem of implementing alternating algorithms (such as those described in Sections VI and V) in a distributed scenario. For the sake of exposition we abstract from the specific algorithms in Sections VI and V and consider the following algorithm which alternates between the two steps. Assume we have agents each having assigned a given function , and a given function . For do the following steps. i) Given compute ii) Given compute Assume now that, as , this alternating algorithm converges to a fixed-point configuration , . Our purpose is to compute the fixed point of this algorithm (or at least a "good" approximation) by means of distributed computations. Let be the "local copy" at the agent of the "state" at iteration . Ideally, one would like that for all . Let us define . . . and let denote an "average consensus" operator, i.e., an operator which preserves the "average" of its argument and such that We propose the following algorithm in which we need the auxiliary variables . These have the same dimension of and should represent an approximation of the average values of . The vector is defined from in a similar way in which the vector is defined from .
where is a tuning parameter which regulates how fast the update of is allowed to be. If no update is performed in c) so that is constant and therefore, from b), converges to its "average" i.e., to . This distributed gossip algorithm, which is inspired by the distributed EM algorithms in [10] , [14] , has been employed in the simulation Section VIII to implement the alternating minimization algorithms proposed in Section V as well as the EM algorithm of Section VI. As suggested in [14] , in the simulation experiments the "low-pass" parameter is driven to one with a schedule of the type where while for the GML in Section V and for the EM in Section VI. We have actually noticed that for the EM algorithm the choice of this parameters is rather critical and, if is too small (which means that the update is fast), then the algorithm fails.
VIII. SIMULATIONS
In this section, we compare the GML algorithm proposed in this paper with more standard EM algorithms based on gossip iterations, as proposed in Sections V and VI (see also [14] ). More specifically, we compare the following algorithms.
1) GML
: this is the gossip-based distributed Maximum-Likelihood described in Section II-A which is based on the model (1) with as in Section II.
2) GML: the gossip-based distributed Maximum-Likelihood based on model (29), which also estimates using the alternating maximization approach described in Section V, with the distributed implementation described in Section VII.
3) GEM
: this is the GEM algorithm introduced in Section VI with the distributed implementation described in Section VII, based on the measurement model (1) with as in Section II. 4) GEM: this is the GEM algorithm for the estimation of a mixture of two Gaussian distributions with different and unknown means discussed at the end of Section V, with the distributed implementation described in Section VII.
As performance metrics we have chosen the relative classification errors over the network as well as the estimated proportion of class 1 nodes, i.e., . In particular, we compare these algorithms under three different scenarios: in the first scenario we consider a network with a large number of nodes, in the second scenario we study their robustness to outliers, and in the last scenario we compare their resilience to node failure.
A. Scenario 1: Large Scale Networks
In this scenario, we assume that sensors are deployed and connected via a random geometric graph, i.e., nodes have a link if their relative distance is smaller than the communication range . A typical realization of a geometric graph with sensor is depicted in the left panel of Fig. 2 . The sensors measure data according to the model (1) or equivalently according to the model (29) with . We generate data with , , and with so that . The results shown in Fig. 3 indicate a comparable performance between GEM and GML both when is known (left panels) and when is unknown (right panels). We have also tried different values of but no significant differences have been observed. One typical realization of the estimators and (estimators for and at the th node) obtained by the distributed GML algorithm are reported in Fig. 4 indicating a smooth convergence to the true values except for some occasional rapidly vanishing spikes for the 's.
B. Scenario 2: Robustness to Outliers
In this scenario, we performed some tests with a smaller network shown in the center panel of Fig. 2 subject to some "anomalous" conditions such as the presence of outliers. In particular, we artificially added an outlier, . The results 5 shown in Fig. 5 indicates that the GML algorithm is somewhat more robust than the GEM. This simulation is just intended to test the robustness of the algorithm "as is," although, of course, both algorithms could be modified in order to properly handle outliers, at the price of higher computational and implementation complexity.
C. Scenario 3: Resilience to Nodes Failure
In this scenario, we tested robustness against nodes failure. In particular, for a network of 30 nodes (center panel of Fig. 2) , a random number (between 8 and 14) of nodes are turned off after 50 gossip iterations while maintaining connectivity of the surviving ones (right panel of Fig. 2 ). The nodes which are turned off do not participate in the subsequent gossip updates. It is just 5 Since we observed that the qualitative behavior of the algorithms which use the information = 1 is similar to the behavior of those which also estimate , we decided to report only the results relative to the algorithms GML and GEM with unknown . Right: histogram of the relative classification error after 1000 gossip iterations. Data are generated as follows: = 0, (1=N) T = 0:3, = 0:3; an outlier has been added y(1) = 02. The (green) tick dash-dotted line is the centralized EM while the (blue) thin dash-dotted line is the minimum of the asymptotic cost function F (!) (see Fig. 1 ). Right: histogram of the relative classification error after 1000 gossip iterations. Data are generated as follows: = 0, (1=N) T = 0:3, = 0:3. Randomly selected nodes die after 50 gossip iterations (these nodes are account for in the performance computation but are never selected (and hence never updated) after the 50th gossip exchange. The (green) tick dash-dotted line is the centralized EM while the (blue) thin dash-dotted line is the minimum of the asymptotic cost function F (!) (see Fig. 1 ).
assumed that their class estimate is "frozen" after death and this value is included in the performance results shown in Fig. 6 . Also in this scenario, it seems that the GML algorithm is more resilient to nodes failure when compared to the GEM.
D. Discussion
The simulation results show that under normal conditions, our ranking-based algorithm and the GEM algorithms have comparable performance in terms of convergence speed and steadystate errors. However, the GEM algorithms required nontrivial initialization and tuning of the parameters to optimize their performance unlike the GML strategy. Moreover, under non ideal conditions such as in the presence of outliers or the failure of a substantial fraction of nodes, our GML seems to be consistently more robust than the GEM.
IX. CONCLUSION
In this paper, we studied the problem of performing simultaneous binary classification and noisy parameter estimation in a network of distributed sensors subject to topological communication constraints. We have proposed a fully decentralized approximate ML solution and proved that, when the number of agents goes to infinity, such a solution converges, with probability one, to the centralized ML solution. Compared to more classical approaches like EM methods, our algorithm presents similar convergence rates and steady-state errors but stronger robustness to outliers and resilience to nodes failure. Moreover, unlike our ML strategy, the gossip EM required nontrivial initialization and parameter tuning to obtain good performance.
Different research avenues are possible, such as the generalization to multiple classes, the development of more robust strategies when the offset is unknown as well as the problem of distributed implementation of alternating-type algorithms.
APPENDIX
Proof of Proposition 4:
We start by noting that from Proposition 2 follows that almost surely and , while from Theorem 3 we have that almost surely there exists such that for . Without loss of generality, let us now assume that all measurements are distinct, i.e., 6 and define From Proposition 2 it also follows that there exists such that for all and forall almost surely. This fact and Theorem 3 imply that there exists such that Therefore, according to (13) , this implies that holds almost surely for all . Note now that where we used the fact that , and the last equality follows from (16) almost surely for some . Since for the difference , then Proposition 2 implies that almost surely, and consequently also (17) .
Proof of Proposition 5: From (23) and (24) it suffices to show that uniformly for , where
Through a change of variable it is easy to verify that
Denote now
Let us define and so that (A.40) 6 The theorem holds also for y y . . . y but the proof is slightly more tedious since the ranking might not be unique.
For simplicity we also use and . Using (A.40) and suitable change of variables it follows that and so
Since the first two elements of the sum do not depend on and they converge to zero as tends to zero. It remains to be proved that the third element of the sum converges uniformly to zero in as tends to zero. Let
Notice that is decreasing in and that . Now, if , then which is a positive and increasing function of . If instead then which is a positive and decreasing function of . We can argue that and so, in order to prove the uniform convergence to zero of the left-hand side, it is enough to prove that converges to zero as converges to zero.
Notice finally that, from the previous arguments we have that . To prove that it is equivalent to prove that . Assume by contradiction that this is not true. Then there would exist a real constant and a sequence converging to zero such that for all . This would imply that and so
Notice that the right hand side converges to as tends to infinity. This would imply that which yields a contradiction.
The fact that follows from the uniform convergence and from the fact that is the unique minimum of the limit function.
Proof Arguing in a similar way for the second addend in (A.43), we obtain the first estimation in (25) .
The second estimation in (25) follows from repeating the same arguments above with the binomial r.v. . This yields the second estimation. Finally, the third one can also be obtained along the same lines of reasoning.
Proof of , we obtain the thesis.
