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ABSTRACT
In this thesis, I describe research results on three topics : (i) a phase transition in the 
area-law regime of quantum circuits driven by projection measurements; (ii) ultra slow 
dynamics in two dimensional spin circuits; and (iii) tensor network methods applied to 
boolean satisfiability problems.
(i) Nonuniversal entanglement level statistics in projection-driven quantum circuits; 
Non-thermalized closed quantum many-body systems have drawn considerable attention, 
due to their relevance to experimentally controllable quantum systems. In the first part 
of the thesis, we study the level-spacing statistics in the entanglement spectrum of output 
states of random universal quantum circuits where, at each time step, qubits are subject to 
a finite probability of projection onto states of the computational basis. We encounter two 
phase transitions with increasing projection rate: The first is the volume-to-area law tran-
sition observed in quantum circuits with projective measurements (Cao and Luca, 2018; 
Chan et al., 2018; Skinner et al., 2018); The second separates the pure Poisson level statis-
tics phase at large projective measurement rates from a regime of residual level repulsion in 
the entanglement spectrum within the area-law phase, characterized by non-universal level
v
spacing statistics that interpolates between the Wigner-Dyson and Poisson distributions.
The same behavior is observed in both circuits of random two-qubit unitaries and circuits
of universal gates, including the set implemented by Google in its Sycamore circuits.
(ii) Ultra-slow dynamics in a translationally invariant spin model for multiplication and
factorization; Slow relaxation of glassy systems in the absence of disorder remains one of
the most intriguing problems in condensed matter physics. In the second part of the thesis
we investigate slow relaxation in a classical model of short-range interacting Ising spins on
a translationally invariant two-dimensional lattice that mimics a reversible circuit that, de-
pending on the choice of boundary conditions, either multiplies or factorizes integers. We
prove that, for open boundary conditions, the model exhibits no finite-temperature phase
transition. Yet we find that it displays glassy dynamics with astronomically slow relax-
ation times, numerically consistent with a double exponential dependence on the inverse
temperature. The slowness of the dynamics arises due to errors that occur during thermal
annealing that cost little energy but flip an extensive number of spins. We argue that the
energy barrier that needs to be overcome in order to heal such defects scales linearly with
the correlation length, which diverges exponentially with inverse temperature, thus yielding
the double exponential behavior of the relaxation time.
(iii) Reversible circuit embedding on tensor networks for Boolean satisfiability; Finally,
in the third part of the thesis we present an embedding of Boolean satisfiability (SAT) prob-
lems on a two-dimensional tensor network. The embedding uses reversible circuits encoded
into the tensor network whose trace counts the number of solutions of the satisfiability prob-
lem. We specifically present the formulation of #2SAT, #3SAT, and #3XORSAT formulas
into planar tensor networks. We use a compression-decimation algorithm introduced by us
in ref (Yang et al., 2018) to propagate constraints in the network before coarse-graining the
boundary tensors. Iterations of these two steps gradually collapse the network while slow-
ing down the growth of bond dimensions. For the case of #3XORSAT, we show numeri-
vi
cally that this procedure recognizes, at least partially, the simplicity of XOR constraints for
which it achieves subexponential time to solution. For a #P-complete subset of #2SAT we
find that our algorithm scales with size in the same way as state-of-the-art #SAT counters,
albeit with a larger prefactor. We find that the compression step performs less efficiently
for #3SAT than for #2SAT.
vii
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Chapter 1
Quantum circuits and random matrix theory
1.1 Non-thermalized states in quantum circuits
Closed quantum many-body systems undergoing unitary evolution generically reach a ther-
malized regime, exhibiting volume-law entanglement (Deutsch, 1991; Calabrese and Cardy,
2005; Rigol et al., 2008; Mezei and Stanford, 2017). Exceptions to this scenario have
drawn considerable attention, due to their relevance to experimentally controllable quan-
tum systems. For example, many-body localization, which precludes thermalization and
leads instead to area-law entanglement, has been the subject of extensive theoretical and
experimental work (Altshuler et al., 1997; Oganesyan and Huse, 2007; Pal and Huse, 2010;
Bardarson et al., 2012; Grover, 2014; Kondov et al., 2015; Schreiber et al., 2015; Choi et al.,
2016; Wei et al., 2018; Smith et al., 2016). Recently, failure to thermalize has also been
reported in simulations of quantum circuits subjected to random measurement events that
model coupling to a classical environment (Cao and Luca, 2018; Chan et al., 2018; Skinner
et al., 2018; Li et al., 2019; Li et al., 2018; Bao et al., 2019; Jian et al., 2019; Gullans
and Huse, 2019). Interest in these models is fueled by the ongoing efforts to exploit noisy
intermediate-scale quantum devices for tasks beyond the reach of classical computers.
The studies of Refs. (Cao and Luca, 2018; Chan et al., 2018; Skinner et al., 2018; Li
et al., 2019; Li et al., 2018; Bao et al., 2019; Jian et al., 2019; Gullans and Huse, 2019)
follow the time evolution of an initial product state of qubits arranged in a one-dimensional
chain induced by local unitary gates randomly chosen from a volume-law entangling set
(such as, e.g., the Clifford set), and subsequently measurement of each qubit with probabil-
1
ity p. Intuitively, the non-unitary projective measurement operation effectively disentangle
the state and, at sufficiently large measurement rate, results in a localization of the system
in Hilbert space characterized by the volume-to-area law transition described in Refs. (Cao
and Luca, 2018; Chan et al., 2018; Skinner et al., 2018; Li et al., 2019; Bao et al., 2019;
Jian et al., 2019; Gullans and Huse, 2019).
In the above reports, the amount of entanglement is quantified by the entanglement
entropy. The entanglement entropy usually features complexity of a quantum state. How-
ever, a natural question arises: what is the difference between measurement driven area law
phase and other known disentangled phase? This thesis aims to address this problem by
studying the level spacing statistics of the entanglement spectrum statistics (ESS) (Li and
Haldane, 2007). I show that ESS reveals three qualitatively different regimes separated by
two transitions.
1.2 Quantum Circuits and Random Matrix Theory
We consider n qubits evolving in time t from an initial product state of the form
|Ψ(t = 0)〉 = |ψ1〉 ⊗ |ψ2〉 ⊗ · · · ⊗ |ψn〉 , (1.1)
where the single-qubit state for the j-th qubit is defined as |ψj 〉 = cos(θj /2) |0〉
+sin(θj /2)e
iφj |1〉with arbitrary angles θj and φj . In what follows, the initial state evolves 
under the action of (i) random unitary gates, and (ii) single-qubit projection operators, 
randomly inserted after each gate with a finite probability p. The state at time t is
|Ψ(t)〉 = M |Ψ(t = 0)〉 =
∑
x
Ψx(t) |x〉 , (1.2)
where |x〉 = |x1x2 . . . xn〉 is a configuration in the computational basis with xj = 0, 1 for
j = 1, . . . , n, and M is a 2n × 2n non-unitary matrix describing both the unitary evolution








Figure 1·1: Illustration of initial product state evolved in time in a quan-
tum circuit. The circuit consists of local two-qubit unitary gates (blocks)
and projection operators (circles). The latter are introduced randomly with
probability p.
qubit gates are represented as blocks and projection operators as circles.
We choose the projection operator acting on the j-th qubit to take the form M0 =
I1 ⊗ I2 ⊗ · · · ⊗ |0j〉 〈0j| ⊗ · · · ⊗ In, where Ij is the identity operator on a single qubit.
Although we have chosen to project to the |0〉 instead of the |1〉 state, this choice is imma-
terial in what follows. Projection operators are not norm-preserving, and hence the final
state |Ψ(t)〉 is not normalized by default. We normalize final states for consistency. Pro-
jection operators can be physically interpreted as randomly picking a qubit and resetting
it to the computational basis. As will become evident below, the projector operators have
a disentangling effect, similar to that of the addition of measurement operators in random
Clifford or Haar-random circuits (Cao and Luca, 2018; Chan et al., 2018; Skinner et al.,
2018; Li et al., 2019; Li et al., 2018; Bao et al., 2019; Jian et al., 2019; Gullans and Huse,
2019). In particular, projectors also lead to a volume-to-area law transition as a function of
nonunitary operator density.
3
Now, consider the pure state |Ψ〉 = ∑x Ψx|x〉 after evolution with a quantum circuit as
specified above, where x is the configuration of the qubits in the computational basis and
Ψx is the coefficient for each x. Ψx can be reshaped into a matrix ΨA,B by splitting the




ΨA,B |xA〉 ⊗ |xB〉 , (1.3)
where xA and xB are the local configurations for subsystems A and B, respectively. The





λk |xkA〉 ⊗ |xkB〉 , (1.4)
which is equivalent to singular value decomposition (SVD) of matrix ΨA,B with singular
values λk.
The set of entanglement levels λk defines the entanglement spectrum (ES). The entan-













For Haar-random states, the probability distribution for adjacent entanglement level ratios,
which defines the ESS, follows Wigner-Dyson statistics from random matrix theory (Yang





(1 + r + r2)1+3β/2
(1.7)
with Z = 4π/81
√
3 and β = 2 for the Gaussian Unitary Ensemble (GUE) distribution. In
4





The most marked difference between the GUE and Poisson distributions is the level repul-




Entanglement spectrum on projection driven
phase transitions in quantum circuit
The main result of this part is that the EES features three qualitatively different regimes sep-
arated by two transitions: the first transition displays the same phenomenology as discussed
in the case of random projective measurements, namely, a volume-to-area law transition at
a finite projection rate, p = pS . Because of the sizeable bond dimensions encountered for
large systems when p is near the first transition at pS , we did not study directly the scal-
ing of the entanglement entropy with system size around that point. Instead, we studied
the first order mutual information between nearest neighbor spins, and reproduced results
similar to those Ref. (Li et al., 2019) for that same quantity, at the same location that they
find the volume-to-area transition. In the context of the EES, this volume-to-area law tran-
sition separates the Wigner-Dyson entanglement spectrum statistics at low projection rate,
p < pS , from a finite regime within the area-law phase, pS < p < pc, in which the ESS
assumes a non-universal form that interpolates between the Wigner-Dyson and Poisson
statistics (see Fig. 2·1). By resolving the entanglement bond dimensions of the 1+1D net-
work spatially, we conclude that the transition from non-universal to Poisson statistics at
pc is associated with the percolation of entangled bonds in the spacetime geometry of the
circuit. We observe the same behavior, with two transitions, in 1+1D circuits comprised
of either two-qubit random Haar unitaries or of gates drawn from universal sets, including










Figure 2·1: Phase diagram as a function of projection probability p. We ob-
serve three phases separated by two phase transitions at pS and pc. The first
transition, at pS , is the volume-to-area transition identified in Refs. (Cao and
Luca, 2018; Chan et al., 2018; Skinner et al., 2018; Li et al., 2019; Li et al.,
2018; Bao et al., 2019; Jian et al., 2019; Gullans and Huse, 2019). The sec-
ond transition separates the pure Poisson level statistics phase (p > pc) from
a regime of residual level repulsion in the entanglement spectrum (p < pc),
characterized by non-universal level spacing statistics that interpolates be-
tween the Wigner-Dyson and Poisson distributions. We identify this second
projective-measurement-driven transition as a percolation transition of en-
tangled bonds in 1+1D spacetime.
2.1 Mapping quantum circuit with projection into tensor network
2.1.1 Tensor network mapping
In this section, we map the random quantum circuits introduced above and illustrated in
Fig. 2·1 into a square-grid tensor network and detail the contraction algorithm we use to
compute entanglement properties. The tensorial representation of the elements of the cir-
cuits is illustrated in Fig. 1·1.
Each two-qubit gate g is expressed as a 4 × 4 unitary matrix T g(i1i2)(o1o2), where (i1i2)









































Figure 2·2: Panel (a) shows how to rewrite a local two-qubit Haar random
gate followed by a projection operator into two tensors where each one has
four active (i1, i2, o1, o2) and two dummy (b, b′) indices. The active indices
can be lumped together as i1i2 and o1o2. Panel (b) shows how to use the
correspondence between two- and one-bit gates and a rank-4 tensor to map
a quantum circuit into a rectangular tensor network.
spectively. Each 4 × 4 matrix can be reshaped into a 2 × 2 × 2 × 2 tensor T gi1i2o1o2 . Since
we want to transform the circuit into a square lattice geometry, we regroup the indices of
























where U(i1o1)m and V(i2o2)m′ are unitary matrices and Λmm′ is a semi-positive diagonal












, with b an index running over singular values, are then
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reshaped to tensors Tαi1o1b and T
β
i2o2b
. To end up with a rectangular geometry, we add a
fourth “dummy” index with dimension 1 to each tensor, connecting it with a neighboring
tensor in the space dimension, as indicated by the faint vertical lines in Fig. 2·2a.
Each single-qubit projector can also be expressed as a tensor T po1o′1 , where o
′
1 has di-








Since initial states are taken to be product states, they can be written simply as a tensor
product of vectors, each vector corresponding to a single-qubit state. The state for the first
qubit, for example, is |ψi1〉 = [cos(θi1/2), sin(θi1/2)eφi1 ] = Vi1 . This can be contracted








Finally, wherever no gates are applied to qubits at the top and bottom boundaries, a rank-3
identity tensor δi1o1b is added to complete the square lattice. With the above transforma-
tions, we map the evolution described by the quantum circuit into a tensor network, as
shown in Fig. 2·2b. Note that the final (right) column of n indices is left free.
Next, we adopt a common indexing scheme for all tensors in the network, where we
denote every single tensor index as s. The set of all indices in the tensor network is thus
{S} = {s1, s2, ..., sN}, where N = 2d(2n − 1) is the total number of indices and d is the
circuit depth in time steps with 2 columns of two-qubit gates per time step. Each tensor
can be uniquely determined by its subset of indices {s} ⊂ {S} as T{s}. In this language,





where Tr indicates a trace over all non-free indices connecting tensors. Obtaining the final
state is thus equivalent to partially contracting a tensor network.
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Figure 2·3: Illustration of the coarse-graining process used to contract ten-
sor networks in the time direction.
2.1.2 Contraction algorithm
To contract tensor networks, we employ a variant of the iterative compression-decimation
(ICD) algorithm introduced in Ref. (Yang et al., 2018). We perform iterations of alternating
compression and decimation steps until the width of the lattice is fully contracted.
The compression step is a sweep over lattice bonds where we first contract the tensors at
the ends of each visited bond and then perform a SVD to restore the structure of the lattice,
in a way reminiscent of the density-matrix renormalization group algorithm (Schollwöck,
2011). This step becomes significant when the projector density in quantum circuits is
increased, as we will discuss below. We use the tools developed in Ref. (Yang et al., 2018)
to implement compression efficiently.
The decimation step coarsens the lattice at the expense of increasing bond dimensions.
As illustrated in Fig. 2·3 the tensor network coarse-graining is performed in time direction,
so that every two columns of tensors are contracted into one. At the end of decimation, we
get a tensor chain representing the final state.
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2.2 Numerical Results of ESS in Projection Driven Quantum Circuit
We now use the formulations and tools previously discussed to perform numerical in-
vestigations of the ESS as a function of projector density, p, in random quantum cir-
cuits satisfying the geometry given in Fig. 1·1. For each circuit realization, the initial
state is of the form of Eq. (1.1), where all θj and φj are selected uniformly at random.
For comparative purposes, two separate gate sets were used to construct the random cir-
cuits. The first case is composed of two-qubit gates selected from the Haar-random mea-







W, fSim} (Arute et al., 2019). A single-qubit projector is applied
with probability p to each qubit after every gate and before the final time step. We calculate
the ES of many random realizations and bin the spectra for the same p to obtain the ESS.
Our results are summarized in Fig. 2·4.
We begin by characterizing the quantum chaotic and integrable regimes for these cir-
cuits with Wigner-Dyson and Poisson distribution ESS, respectively, and then proceed to
describe a previously unforeseen intermediate regime. For p < pS , the ESS follows the
GUE distribution over the entire range of r, as seen in Fig. 2·4a,d. This corresponds to
a highly entangled final state (i.e. volume-law state), indicating that the system has set-
tled into the quantum chaotic regime. On the other hand, for p > pc, with pc ' 0.41,
the ESS follows the Poisson distribution, which indicates that the system is integrable —
see Fig. 2·4c,f. The intuition for this change in the ESS as a function of p is that as the
frequency of projectors is increased, the system becomes frozen in local states, therefore
failing to entangle (Cao and Luca, 2018; Chan et al., 2018; Skinner et al., 2018; Li et al.,
2019; Li et al., 2018; Bao et al., 2019; Jian et al., 2019; Gullans and Huse, 2019). The small
deviations from the expected exact Poisson distribution are due to our choice to avoid plac-
ing projectors in the final time step of simulations. This choice prevents us from potentially
reducing the number of qubits in the system at the final time step. This effect disappears in
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the thermodynamic limit, which is investigated below by analysis using finite size scaling.
The primary result in our work is the discovery of an intermediate regime between
pS < p < pc, where the ESS smoothly transitions from the GUE distribution to the Pois-
son. We call this phase the residual repulsion phase. As shown in Fig. 2·4b,e, the strict
level repulsion emblematic of the chaotic regime disappears, i.e. P (r) becomes nonzero
for r → 0, and is replaced by a distribution that is between the two regimes, having a
maxima at a non-zero value of r. For the quantum circuits taken from the set Usyc, this
transitionary phase exists within a shifted window of p values, specifically 0.15 < p < 0.3.
We infer that this quicker transition occurs as a result of the particular universal gate set
which we have selected. The argument is as follows: from Usyc, the gate responsible for
introducing entanglement into the system is the fSim gate, which is an iSWAP gate con-
catenated with a controlled Z, having an internal block structure as 1× 1, 2× 2, 1× 1. The
entanglement created by this gate is not as robust as that introduced by a random Haar uni-
tary gate, having no predefined symmetries or structure. The entanglement arising from this
structured gate is therefore more susceptible to the presence of projective measurements.
Similar evidence for this argument is also found when considering a separate universal set
U = CNOT,T,Hadamard. For this gate set, the entangling gate (CNOT) has an internal
structure of 2 × 2, 2 × 2, and only encodes a bit flip operation. In this case, we found that
the residual repulsion phase exists only within the narrow window 0.01 < p < 0.03. In
light of these narrower transition windows for the gate sets Usyc and U, we choose to focus
our attentions on the Haar-random circuits when investigating the thermodynamic limit of
the ES.










provides a measure of distance between two distributions P (x) and Q(x). If we calculate
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the DKL between numerically calculated ESS distributions in the residual repulsion phase
and the Poisson distribution, there should exist a point pwhereDKL goes to zero, indicating
that the numerical distributions have definitively become Poisson. However, as previously
mentioned, the numeric distributions will necessarily deviate from the Poisson distribution
for small-n circuits, such that the DKL takes on a nonzero even in the Poisson phase. We
therefore instead calculate the quantity
∆DKL = DKL(Pfinal||PPoisson)−DKL(P2layer||PPoisson) , (2.6)
where Pfinal is the calculated final state ESS distribution and P2layer is the ESS distribu-
tion obtained by evolving random initial n-qubit product states with a single time step
of Haar-random two-qubit gates. This quantity is positive in the residual repulsion phase
but vanishes in the Poisson phase, and can hence be used as an indicator of the transition
between the two phases with varying p.
In Fig. 2·5 we locate the transition point pc by use of two distinct figures of merit. The
first one is the aforementioned ∆DKL, shown in Fig. 2·5a. In the inset of Fig. 2·5b, we
plot ∆DKL as a function of 1/n and use the data for various n to extrapolate linearly to
n → ∞. For small p, ∆DKL extrapolates to a positive value at infinite size. The slope of
the finite-size scaling curve increases with increasing p and at pc ' 0.41 the curves start
intersecting the ∆DKL = 0 axis at finite n, indicating a transition to the Poisson phase.
Additionally, in Fig. 2·5c we show how the position of the maximum of Pfinal(r) changes
with p. For the Poisson distribution the maximum is at r = 0, whereas the GUE distribution
has its maximum P (r) at r = (
√
5− 1)/2 ≈ 0.618. Fig. 2·5c shows that the maximum of
Pfinal(r) decreases from r ≈ 0.618, reaching zero close to pc.
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2.3 ESS transition at pc and bond percolation in spacetime
We propose that the transition at pc can be explained as bond percolation in a square lat-
tice (Kesten, 1980). Percolation theory, however, predicts a transition at p = 0.5 and not
at the observed pc ≈ 0.41. The reason for this discrepancy is that a single projector may
affect multiple bonds.
To illustrate this, we consider the more direct mapping from circuit to tensor network
shown in Fig. 2·6a, which implements only the first step of Fig. 2·2a. Without projectors,
this yields a rotated square lattice with uniform bond dimension 2. Adding a projection
operator to a bond reduces the dimension of that bond to 1. Naively, one would expect
that percolation occurs when a giant component of bonds with a projector forms, which
for the square lattice would happen at density p = 0.5. However, the projection of a qubit
to the computational basis has a disentangling effect also in its vicinity in spacetime and
not only at the particular point of insertion of a projector. This effect is resolved by the
compression step of our algorithm. In the example of Fig. 2·6a, after the compression
step, all bonds indicated by a green line are also reduced to dimension 1. This reasoning
suggests a modified percolation threshold based on the density of dimension-1 bonds after
a compression sweep, which we call the effective projection rate.
We verify this numerically. Fig. 2·6b shows the effective projection rate as a function of
the density of projectors p. Dashed black lines indicate that an effective projection ratio of
0.5 is achieved at p ≈ pc. This agrees well with our ESS-based estimate for the transition
point. As the two-dimensional bond percolation transition is characterized by absence of
long range correlations, this reflects the fact that the system becomes integrable at p > pc.
It should be noted that the compression algorithm is exact to machine precision and hence
accuracy does not factor appreciably into this reasoning.
The work presented here explores projection-driven quantum circuits from the perspec-
tive of the ESS of the output state. Our results uncover three distinct behaviors of the
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entanglement spectrum with increasing the rate, p, of projection of qubits to the compu-
tational basis. The first regime, 0 < p < pS , displays volume-law entanglement entropy
and Wigner-Dyson statistics of the EES. At p = pS the systems undergoes a volume-to-
area-law transition similar to that studied in Refs. (Cao and Luca, 2018; Chan et al., 2018;
Skinner et al., 2018; Li et al., 2019; Li et al., 2018; Bao et al., 2019; Jian et al., 2019;
Gullans and Huse, 2019). The principal result of this paper is that the ESS of the area law
phase emerging at p = pS is non-universal and interpolates between Wigner-Dyson and
Poisson statistics, with the region of residual level repulsion extending up to a second tran-
sition, p = pc > pS , beyond which the ESS of the system is Poisson. Our tensor network
algorithm, which resolves entanglement by monitoring the distribution of bond dimensions
across the 1+1D spacetime of the circuit, allows us to identify the transition between non-
universal and Poisson statistics as a percolation transition of entangled bonds and to locate
the corresponding critical value p = pc via finite size scaling. We note that, unlike previ-
ous results in Refs. (Bao et al., 2019; Jian et al., 2019) obtained in the limit of large local
Hilbert space dimension that associate the volume-to-area law transition to percolation in
a classical Potts model, here we find that the ESS transition from non-universal to Poisson
statistics is due to percolation of entangled bonds in the circuit spacetime itself.
This work leaves open the question of the origin of the intermediate regime with non-
universal statistics of the entanglement spectrum. The nature of level statistics is de-
termined by the details of the interactions between eigenvalues which can induce com-
plex non-universal level statistics, including a Griffiths-like phase observed in studies of
MBL (Gopalakrishnan et al., 2016; Serbyn and Moore, 2016). More detailed work is







Figure 2·4: Level spacing ratio distributions for the entanglement spec-
trum in the three phases of Fig. 2·1. From (a) to (c), the distributions
are taken from circuits constructed from the random Haar-measure with
N bits and with depth d = N , whereas from (d) to (f) the distributions





W, fSim with N bits and depth d = 2N . (a)(d) in volume-
law phase, (b)(e) in residual repulsion phase and (c)(f) in area law phase.
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Figure 2·5: (a) KL divergence ∆DKL between P (r) of evolved states and
that of Poisson distribution as a function of projection rate p at different
system size. (b) ∆DKL at infinite size as a function of projection rate p.
Inset: finite-size scaling for ∆DKL. (c) Position of maximum P (r) as a







Figure 2·6: (a) Bond dimension distribution before (left) and after (right)
compression in a tensor network corresponding to circuit with projectors
inserted in bonds marked red. Bonds whose dimension is reduced to 1 after
compression are indicated by green lines. (b) Numerical results for effective
projection rate as a function of projector insertion rate p.
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Chapter 3
Glassy Dynamics and Thermal Dynamics
3.1 Glassy systems
The nature of the slow relaxation of glassy systems in the absence of disorder remains one
of the most intriguing problems in condensed matter physics. There are two classes of the-
ories of glasses: one that argues for a bona fide thermodynamic transition into a glass phase
at finite temperature, such as in the Random First Order Transition theory (Kirkpatrick and
Thirumalai, 1987; Kirkpatrick and Wolynes, 1987; Kirkpatrick et al., 1989); and the other
that views glassy behavior as a purely dynamical phenomenon, in the absence of any fi-
nite temperature thermodynamic transition. A notable example of this latter scenario is
provided by plaquette spin models (Lipowski, 1997; Newman and Moore, 1999; Garrahan
and Newman, 2000), which are known to display super-Arrhenius equilibration rates that
scale as an exponential of a power of the inverse temperature. All instances of glassiness
known so far fit roughly into the above two categories, and are caused by one or more of
the following factors: disorder, frustration, phase transitions, or the imposition of kinetic
constraints. In this work, we ask whether there is a principled way of designing models
that display ultra-slow dynamics in the absence of all of these factors. Within this context,
we furthermore ask for the slowest possible dynamics, i.e., a relaxation time that is doubly
exponential in inverse temperature, a behavior that has so far only been observed as a result
of the aforementioned factors that we are here foregoing (see, e.g., Ref. (Ritort and Sollich,
2003)).
An intuitive approach to answering this question is to appeal to the correspondence
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between some statistical mechanics models with translationally invariant (short-range) in-
teractions and hard computational problems, such as the tiling of the plane (Leuzzi and
Parisi, 2000; Gottesman and Irani, 2009). It may seem natural to speculate that, when re-
garded as descriptions of physical systems in contact with thermal reservoirs, these models
would display long glassy relaxation rates that reflect the complexity of the computation.
In disordered systems, it has been shown that this intuition can be misleading: glassy dy-
namics can be observed even in models that encode easy computations (Ricci-Tersenghi,
2010). Below we produce another example in which the complexity class of the computa-
tion encoded in the model does not reflect the slow relaxation toward the ground state, even
though the model is translationally invariant and has no glass phase.
3.2 Model
In this Section, we present a classical statistical mechanics spin model on a two-dimensional
lattice with short-range interactions that encodes the functionality of a reversible multipli-
cation circuit. The two elements of the model are: (a) a regular lattice covered by logic
gates, the states of which are dictated by truth tables of allowed configurations of input
and output bits (or Ising spins) for each gate; and (b) an interaction energy that penalizes
neighboring gates for which input/output states are incompatible with one another.
We illustrate the spin model in Fig. 3·1, where the gates (boxes) are connected so as
to form a regular lattice. The inset highlights two neighboring gates, with their connec-
tions to their neighbors, where bit lines connect outputs to inputs. In the case depicted
(that is relevant to the multiplication circuit we deploy), each gate has 10 line-connections,
corresponding to 5 input and 5 output bits. The states q and q′ of the gates take values
0, 1, . . . , 25 − 1, which label all possible 5-bit input states; here we utilize reversible gates,
so that the (5) output bits are uniquely determined by the (5) input bits, and vice-versa. The




Figure 3·1: Schematic of gates placed at the sites of a regular lattice with
each gate connected to its neighbors. The inset depicts the details of the
connection between neighboring gates: each link connects two spins (bits)
representing one of the outputs of one gate and one of the inputs of its neigh-
boring gate, respectively, The ferromagnetic interaction J ensures that the
output on one gate is compatible with the input to its neighbor. The q and q′
label the input/output configurations of the spins (bits) that satisfy the truth
table for each of the two gates, respectively. Red dashed lines demonstrate




Figure 3·2: (a) Schematic of the multiplication circuit for 4-bit numbers a
and b; (b) detailed structure of elementary gates LCARRY, RCARRY and
CORNER used in the circuit, along with their truth tables.
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interactions that penalize configurations of states where the inputs of one gate do not match
the outputs of its neighbors. This penalty enters in the form of a ferromagnetic interaction,
depicted in the inset of Fig. 3·1, which shows examples of parallel and anti-parallel spins
corresponding, respectively, to matched and unmatched bits between the two neighboring
gates.
In Fig. 3·2 we show the specific circuit that implements multiplication for 4-bit num-
bers. (Multipliers of L-bit numbers are implemented in the same fashion.) This circuit
is a reversible logic version of the standard array multiplier. It utilizes 3 types of gates:
LCARRY, RCARRY and CORNER. Each of these gates has 5 inputs and 5 outputs, with
truth tables shown in panel (b) of Fig. 3·2. It is at the boundaries of the system where
the inputs and outputs of the whole multiplication circuit are written to or read from. The
result of a multiplication of two L-bit numbers, a = 2L−1 aL−1 + · · · + 2 a1 + a0 and
b = 2L−1 bL−1 + · · · + 2 b1 + b0, namely S ′ = a × b = 22L−1 S ′2L−1 + · · · + 2S ′1 + S ′0, is




(2L−1). The bits in the input register S, as well as
in the carrier input c, are all set to 0. (The output bits of the carrier c′ are also 0 at exit.)
Note that, in this design, the total number of gates required for the multiplication of two
L-bit numbers is Ngates = 2L2.
In order to construct the Hamiltonian of the spin model, which formalizes the above
discussion, we introduce the following notation. We start by labeling the gates by an index
g, and the links or wires between gates by `. It is useful to define the sets of input and
output wires out of gate g, denoted by win(g) and wout(g). Notice that if an output of gate
g is connected to an input of gate g′ by a wire `, then ` ∈ wout(g) ∩ win(g′). On each wire
` we define two classical spins σin` and σ
out
` , which we refer to as “twin” spins. These spins,
which represent the Boolean variables via the relation xin,out` = (1 + σ
in,out
` )/2, must align
ferromagnetically if the output of one gate is to match the input of its neighbor. We shall
use the shorthand notation σin(g) for the 5 variables σin` with ` ∈ win(g), and σout(g) for
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the 5 variables σout` with ` ∈ wout(g). Finally, we denote by L∂ the set of links ` at the
boundary, which we use to fix inputs/outputs to the circuit (these are wires at the boundary
of the circuit).
With this notation, the Hamiltonian of the model is given by
























The function T g is the negation of the function Tg that encodes the truth table of gate g: if
the input and output spins satisfy the gate, Tg = 1 (T g = 0), and if they do not, Tg = 0
(T g = 1). Hgates penalizes configurations (i.e., costs energy ∆g > 0) if the input and
output bits (or their spin equivalents) violate the truth table of gate g. The neighbor-gate
compatibility is implemented through Hlinks, containing ferromagnetic terms of strength
J` > 0 that enforce alignment between connected inputs and outputs of neighboring gates
(sharing a link `). (Notice that we allow for the most general form of the Hamiltonian that
involves gate- and link-dependent couplings, a choice that is relevant to the discussion of
Sec. 3.3 below.) Finally,Hboundary describes local bias fields h` that fix the states of a subset
of twin spins on a boundary link (` ∈ L∂) when h` → ∞. These biases fix the boundary
conditions of inputs or outputs appropriate for the specific computation (multiplication or
factoring) implemented by the system.
To be more precise, by fixing S = 0, the bits of a and b, and ancillary inputs c = 0 and
outputs c′ = 0 using external fields h` in Eq. (3.1), the model performs the multiplication
S ′ = a × b upon reaching the minimum energy state. Alternatively, factorization of the
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2L-bit integer S ′ is implemented by appropriate selection of external fields h` that fix the
bits of S ′ and c = c′ = 0, while leaving the spins belonging to a and b free. In the case
of multiplication, the ground state is uniquely determined by the boundary, since there is
only one product S ′ for given factors a and b. On the other hand, depending on the number
S ′ to be factorized, there may be multiple solutions. For a semi-prime 2L-bit number that
is the product of two L-bit prime numbers, there are two solutions (differing by where the
numbers a and b settle along the boundaries, since a× b = b× a).
As already mentioned in the introduction, this paper was motivated by the astronom-
ically slow (double exponential) time-to-solution found by our earlier annealing studies
of the the relaxation into the ground state of the statistical mechanics model encoding the
multiplication circuit presented above. The initial goal of those studies was to use this
model to factorize semi-prime numbers. More interesting for applications to physical sys-
tems is that the above computationally inspired model also displays double exponentially
slow relaxation rates for open boundary conditions (h` = 0), a result we discuss in detail
in Sec. 4.1. Hereafter we will concentrate on this free-boundary case, for which we prove
that no thermodynamic phase transition occurs down to zero temperature (see below).
3.3 Thermodynamics
In this Section, we derive the exact expression for the partition function of the model de-
fined in Sec. 3.2 and we show that the system lacks a finite-temperature thermodynamic
phase transition. In what follows, we work with open boundary conditions (h` = 0). The
partition function (omitting one layer of ferromagnetic bonds in the wires at the outputs of

















This expression can be computed via transfer matrices, if we properly slice the lattice in
a sequence of layers. These layers contain a single gate g, as we depict in Fig. 3·1. An
L-bit multiplier can be thus sliced into 2L2 layers, one for each gate. The layer has two
boundaries, which enclose the gate g. For all spins not attached to links in win(g)∪wout(g),
the transfer matrix acts trivially; we denote the spins on this trivial line by σ̄(g). Therefore
the transfer operator can be written as Tg = tg ⊗ 1σ̄(g), where tg acts only on the spins
on the links attached to the gate. Specifically, the layer functions as a transfer matrix
between the spins σout` , ` ∈ win(g) and the spins σout`′ , `′ ∈ wout(g). Explicitly, denoting





























〈σout`1 , σout`2 , σout`3 , σout`4 , σout`5 | .
(3.3)













corresponds to the sum over all possible configurations on the boundary. The state |Σ〉 is





















(2 cosh βJ`) , (3.6)
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as follows from the non-trivial part tg of the transfer operator in Eq. (3.3). (The factor of
31 = 25−1 accounts for all the configurations that pay energy for violating the truth table.)
The partition function Z ′ is thus given by








Recall that we omitted the 5L ferromagnetic bonds at the outputs of the circuit; accounting
for those links yields
Z = Z ′
∏
`∈Lout∂
(2 cosh βJ`) , (3.8)
or equivalently, factoring out the contributions from all the gates and the links,












The resulting free energy of the model then reads,












ln (2 cosh βJ`)
]
. (3.10)
Notice that this free energy has no singularities as a function of β and hence, the spin
model with open boundary conditions (h` = 0) displays no finite temperature thermody-
namic transition, independent of the values of the couplings ∆g, J`. Moreover, the free
energy is independent of the specific truth table assigned to each of the gates. In par-
ticular, the lack of a thermodynamic transition survives for a model in which the row of
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RCARRY − CORNER gates is replaced by a row of RCARRY − LCARRY, and the sin-
gle (double) U-turns at the top (bottom) of the multiplication circuit are removed (i.e., the
corresponding J` couplings set to zero.) While the resulting circuit no longer implements
multiplication, it is this “multiplication-circuit inspired” (MCI) model that can be regarded
as a translationally invariant physical system with short ranged interactions. Below, we
show that both the multiplication circuit and the MCI model with open boundary condi-





In this Section we use classical thermal annealing to study the relaxation dynamics of
the MCI model with open boundary conditions. We shall focus on the case of a uniform
ferromagnetic interaction J` = J and ∆g → ∞, for which all gates satisfy their truth
tables. In this case, the dynamics is carried out via a Metropolis algorithm that flips a gate
state q, satisfying the truth table, into another satisfying state q′.
We start from a random initial spin configuration and lower the bath temperature from
T0 to T = 0 during a time τ according to:
T (t) = T0 (1− t/τ) . (4.1)
We define Eτ (T ) to be the value of the energy per link when the time-dependent temper-
ature T (t) reaches a given value T . In the limit of infinitely slow annealing, i.e., τ → ∞,
one has E∞(T ) = Ethermal(T ). Using Eq. (3.10), the total thermal energy per link is
Ethermal(T ) = J [1− tanh(J/T )] , (4.2)
where we shifted the ground state energy to 0, which is convenient for the annealing studies
below.
Figure 4·1 shows Eτ (T ) for the L = 512 multiplier and different values of τ . The solid
black line corresponds to the equilibrium result in Eq. (4.2). Red lines show the numerical
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Increasing 𝜏
Figure 4·1: Energies Eτ (T ) for a multiplication circuit with L = 512, as a
function of the instantenous temperature T for cooling times τ varying from
29 to 221 are shown in red. The simulations are carried out for J = 1/2 and
T0 = 1. The thermodynamic (equilibrium) energy [Eq. (4.2)] is shown in
black.
results for Eτ (T ) for values of τ in the range from 29 to 221. Notice that Eτ (T ) monotoni-
cally decreases, yet the system is unable to reach its ground state for finite annealing times,
falling out of equilibrium. The minimum or residual energy Eτ (0) ∼ 1/`2τ defines a length
scale `τ that measures the typical distance between defects in the frozen state.
To analyze the data we consider fits to three functional forms of Eτ (0) vs. annealing
time, τ : (i) lnEτ (0) ∼ − ln τ , (ii) lnEτ (0) ∼ −
√
ln τ , and (iii) lnEτ (0) ∼ − ln ln τ .
These arise from three models of relaxation via activation over a barrier corresponding,
respectively, to different dependences of the barrier ∆B(`τ ) on the length scale `τ : (i)
∆B(`τ ) ∼ constant, (ii) ∆B(`τ ) ∼ ln `τ , and (iii) ∆B(`τ ) ∼ `aτ , a > 0.
In Figure 4·2 we plot Eτ (0) as a function of τ for both the multiplication circuit and for
the MCI model for L = 512. The fits to the three types of annealing behavior along with
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Figure 4·2: Residual en-
ergy Eτ (T = 0) at
the end of the cool-
ing protocol as a func-
tion of annealing time τ
in the range 29 to 221
for the MCI model and
the multiplication circuit
with L = 512 and open
boundaries. Fits to three
functional forms ofEτ (0)
vs annealing time τ are
shown: (i) lnEτ (0) =
−α(i) ln τ + γ(i) (black)
with α(i) = 0.21 and
γ(i) = −1.63; (ii)
lnEτ (0) = −α(ii)
√
ln τ+
γ(ii) (green) with α(ii) =
1.37 , γ(ii) = 0.51;
and (iii) lnEτ (0) =
−α(iii) ln ln τ + γ(iii) (red)
with α(iii) = 2.14 , γ(iii) =
1.08. The χ2 for the three
fits are shown in the leg-
end. The best fit is to
form (iii), with a χ2 close
to 1. We note that the
simulation results for the
multiplication circuit and
the MCI models fall on
top of one another within
the error bars of the data.


















Figure 4·3: Residual en-
ergy Eτ (T = 0) at
the end of the cooling
protocol as a function
of annealing time τ in
the range 210 to 223 for
the CNOT2 circuit with
L = 512 and open
boundaries. Fits to three
functional forms ofEτ (0)
vs annealing time τ are
shown: (i) lnEτ (0) =
−α(i) ln τ + γ(i) (black)
with α(i) = 0.16 and
γ(i) = −1.48; (ii)
lnEτ (0) = −α(ii)
√
ln τ+
γ(ii) (green) with α(ii) =
1.08 , γ(ii) = 0.29;
and (iii) lnEτ (0) =
−α(iii) ln ln τ + γ(iii) (red)
with α(iii) = 1.77 , γ(iii) =
0.93. The χ2 for the three
fits are shown in the leg-
end. The best fit is to
form (ii), with a χ2 close
to 1.
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the corresponding reduced chi-squared statistic χ2, which we use as a figure of merit to
evaluate the quality of each fit, strongly support model (iii), namely lnEτ (0) ∼ − ln ln τ ,
which follows from an energy barrier that scales as ∆B(`τ ) ∼ `aτ , with a ∼ 1.
The energy Eτ (0) reached at the end of the protocol for a given τ can be matched
to the thermodynamic value of Ethermal(T ) for some T > 0; we define τ(T ) as the time
scale needed in order that Eτ (0) reaches Eτ (0) = Ethermal(T ). In that case, `τ = ξ(T ),
the thermal correlation length, which, given that the model displays no finite temperature
transition, only diverges at zero temperature as ξ ∼ e−J/T . This translates into a relaxation
time for equilibration of the double exponential form:
τ ∼ exp [exp(J/T )] . (4.3)
The remarkable appearance of such a slow dynamical relaxation time in a system for
which we prove that there is no finite-temperature thermodynamic phase transition is the
main result of our work. While we do not have a detailed analytical understanding of
the origin of this behavior, in Sec. 4.2 we will argue that its origin can be traced back to
the amplification of errors induced downstream of a single-bit defect in the course of the
computation.
For comparison, and in order to sharpen the discussion of Sec. 4.2, we shall consider
two additional translationally invariant spin systems derived from computational models
that display the behaviors of cases (i) and (ii) above. These simpler computational models,
shown in Fig. 4·4, represent two different ways of wiring CNOT gates in a square lattice
array. The first model, referred to as CNOT1, is illustrated in Fig. 4·4(a). In CNOT1 the
output control (C) and output target (T ) bits of a given gate are connected to the input
control and the input target bits of a neighboring gate, respectively. In the second CNOT2
model, shown in Fig. 4·4(b), the wires are switched: the output control (C) and output
target (T ) bits of a given gate are connected to the input target and input control bits of
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a neighboring gate, respectively. While, as in the case of the MCI model, one can prove
that neither of the resulting statistical mechanics models displays a finite temperature ther-
modynamic transition, the simple change in the wiring drastically changes the relaxational
dynamics of the corresponding models. In particular, the freezing energy Eτ (0) vs. anneal-
ing time behaves as cases (i) and (ii) for CNOT1 and CNOT2, namely, lnEτ (0) ∼ − ln τ ,
and lnEτ (0) ∼ −
√
ln τ , respectively.
Indeed, Figure 4·3 shows Eτ (0) as a function of τ for a lattice of size L = 512 for
the CNOT2 model. As in the case of the multiplication and MCI models, we show the
three corresponding fits to the three kinds of annealing behaviors, along with the χ2 for
each of these fits. As advertised, the best fit to the data corresponds to case (ii), namely
lnEτ (0) ∼ −
√
ln τ .
We remark that the methodology we have used here to extract the temperature depen-
dence of the relaxation time τ is unambiguous, as it only depends on the excess energy
at the end of the annealing protocol, which is a well-behaved and monotonous function
of τ , as shown in Fig. 4·1. This enables us to perform the high-precision fits of Figs. 4·2
and 4·3 that unequivocally distinguish between different superexponential relaxations. In
contrast, the alternative method of extracting relaxation rates based on simulating a quench
to zero temperature requires further assumptions, such as, e.g., exponential decay of the
energy within an arbitrarily chosen time window and absence of plateaux(Garrahan and
Newman, 2000). It is hence unclear how to apply the quench approach rigorously (see,
e.g., Refs. (Newman and Moore, 1999; Garrahan and Newman, 2000)). We have nev-
ertheless also performed quench simulations for the MCI model that confirm the doubly
exponential relaxation.
33
CNOT CNOT CNOT CNOT
CNOT CNOT CNOT CNOT
CNOT CNOT CNOT CNOT












Figure 4·4: Left panel: Translationally invariant spin systems constructed
by CNOT gates. Right panel: We show two different ways of wiring CNOT
gates in a square lattice array. (a) In the first model, referred to as CNOT1,
the output control (C) and output target (T ) bits of a given gate are con-
nected to the input control and the input target bits of a neighboring gate,
respectively. (b) In the second CNOT2 model, the wires are switched: the
output control (C) and output target (T ) bits of a given gate are connected
to the input target and input control bits of a neighboring gate, respectively.
4.2 Defects and propagation of errors
The three classes of dynamics encountered above can be rationalized by considering the
nature of the defects — links where input and output spins are mismatched — and the
energy barriers associated with the process of healing them. Even though a single defect
only costs energy 2J , it affects an extended region of downstream bits as the computation
proceeds. Since the truth tables of all gates are always satisfied, another way of visualizing
errors generated by a single defect is to follow the changes induced by the computation in
the state, q = 0, 1, ...25− 1, of each of the gates from those in a ground state in the absence
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of defects (the ”parent state”).
More precisely, we start with a zero-energy (i.e., ground) state and create an excited
state with minimum energy 2J by flipping one of the input spins of a gate at the center of
the system and realigning the rest of the spins downstream of the error, so that all bonds
but the original defective one are satisfied. To visualize the buildup of errors in this excited
state, we compute its overlap with the “parent” ground state. Figure 4·5 exemplifies single
defects and their downstream bit flips induced by the computation for the four circuits
CNOT1, CNOT2, multiplication, and MCI. The single error leads to the presence of two
distinct regions A (white region in Fig. 4·5) and B (colored region in Fig. 4·5) that, while
containing no error themselves, correspond to different ground states. We remark that there
is no interfacial energy penalty — the cost is again only the 2J paid at the defective link.
To relax the defect and reach a global ground state one must flip the entire region A or B.
In Fig. 4·5(a) we consider the case of the CNOT1 circuit. We note that when the defect
is induced in the input target (T ) spin (bit) the line of downstream defects (dashed black
line in panel (c.1)) can be healed by moving the origin of the defect line downward to the
lower boundary of the circuit with no energy cost, as in the case of a domain wall in a
one-dimensional Ising model. When defects are initiated from a flip in the input control
(C) spin the region B is built out of disconnected single lines of flipped bits, which can be
healed sequentially. In this case, the defect can be moved vertically towards the boundary
by generating one additional defect at cost 2J . The additional defect can then be moved
horizontally all the way to the boundary at no extra cost. Therefore, the defects can effec-
tively propagate vertically by paying a cost 2J . This is therefore an example of class (i),
with a constant energy barrier 2J .
In Fig. 4·5(b) we show the corresponding downstream effect of a single defect initiated
at the C-input in the CNOT2 circuit for which region B is a Sierpinski gasket (a fractal),
identical to that found in the triangular plaquette model (The same pattern also occurs when
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the errors are initiated from a defect in the T -input.) We remark that the CNOT2 circuit
provides a new realization of this type of fractal structure on a square, instead of triangular,
lattice. As in the triangular plaquette model (Newman and Moore, 1999; Garrahan and
Newman, 2000), defects can be healed in a hierarchical manner by overcoming energy bar-
riers that are logarithmic in the linear size of the triangular region, thus providing an exam-
ple of class (ii). This hierarchical relaxation leads to a qualitatively slower super-Arrhenius
characteristic relaxation time as function of temperature of the form τ ∼ exp 1/T 2.
Finally, the downstream effects of a single defect in the multiplication circuit and MCI
model (at the input of a LCARRY gate at the center of the system) are shown in Fig. 4·5(c).
In this case there are three kinds of defects, depending on which of the inputs (a; b or
c; or S) to a gate is flipped to initiate the error. Fig. 4·5(c) shows the different shapes
of the regions that are misaligned with the parent state for the different types of defects.
For all but S defects, errors spread into a two-dimensional wedge. As detailed in the
figure, the multiplication circuit and MCI model show the same behavior when the errors
are initiated from the b-, c- or S-inputs, but display error regions of the same size but
of different orientation for defects originated from the a-input. We note that, unlike the
CNOT models, here the overlaps do depend explicitly on the parent state. Panel (c.5) of
Fig. 4·5(c) shows the distribution of overlaps for each type of defect computed for 1024
randomly chosen parent states.
Qualitatively we expect that healing for the case in Fig. 4·5(c) should proceed as de-
picted in the cartoon in Fig. 4·6. In order to flip region B, one progressively increases
the bulge of region A invading B. The boundary or interface of the bulge must contain
additional defects and hence the barrier scales as the length scale of the bulge, where de-
fects are created to produce the curvature. It is this scaling of the energy barrier with the
length of the buldge that makes this model qualitatively different from classes (i) and (ii),
and consistent with the scaling of the barrier within class (iii). This cartoon rationalizes
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Type (i) (ii) (iii)
Circuit CNOT1 CNOT2 multiplication/MCI
∆B O(1) lnξ ξ
df 1 1.5849 ∼ 2
τ exp(1/T ) exp(1/T 2) exp(exp(1/T ))
Table 4.1: Summary of the three types of relaxation rates encountered in
this work. For each of these relaxation types we show: an example of a
circuit displaying that type of behavior; the scaling of the barrier height ∆B
with correlation length ξ; the fractal dimension df of the region of errors
due to a single defect; and the resulting temperature dependence of the re-
laxation rate τ .
the surprisingly slow relaxation times observed in the data presented in Fig. 4·2, which are
consistent with the double exponential behavior of the rate with the inverse temperature in
Eq. (4.3). We summarize the results of this Section in Table 4.1.
In the above discussion of the MCI model, we analyzed the doubly exponential de-
pendence of relaxation on temperature. It is also useful to show how the relaxation rate di-
verges with system size. To do this, we calculate the relaxation time τg required to reach the
ground state. The ground state is reached when the total number of broken spin-spin links
is less than one. When this is the case, the distance between defects `τ must be comparable
or larger than system size L. Given that Eτ (0) ∼ 1/`2τ and lnEτ (0) ∼ −α(iii)lnln(τ), we
find τg = exp(L2/α(iii)) ∼ exp(L). This is compatible with the computational complexity
of NP-hard problems restricted to planar lattices and graphs (i.e., the so-called “square-root
phenomenon”).
Table 4.2: Absolute disparity error per pixel for the test data and different
parameter values. In each experiment one parameter is adjusted while other
parameters are unchanged.



























Figure 4·5: Downstream propagation of errors due to a single defective
link placed at the center of a system of size L = 512 for the four models:
CNOT1, CNOT2, multiplication circuit, and MCI. Colored areas indicate
the regions of errors in which the states of gates differ from those in the ref-
erence ground state (defect free state). (a) Error propagation in the CNOT1
model. The errors initiated in a spin-flip at the control C-input form inde-
pendent columns, which can be healed sequentially as detailed in the text,
whereas spin-flips of the target T -input generate the vertical dashed black
line. (b) Error propagation in the CNOT2 model. The error region is pat-
terned in a Sierpinski gasket independent of whether the error is initiated by
a flip in the control or target input spins. (c) Error propagation in the multi-
plication circuit and in MCI models, both of which feature different shaped
regions of errors depending on which of the five input spins of the LCARRY
gate at the center of the lattice initiate the error: the red regions of equal
area in panels (c.1) and (c.2) originate from a defect in the a-input of the
gate for the multiplication and MCI models, respectively; the blue region in
panel (c.3), which is virtually the same for the two models, originates from
defects in either b- or c-input spins; and the green line in panel (c.4) is fea-
tured in both models and originates from a defect in the S-input spin of the
LCARRY gate. The histogram in panel (c.5) shows the distributions of the
three types of defects in the multiplication and MCI models (color-coded as
in panels (c.1)-(c.4)), computed for 1024 randomly chosen parent states. In
panel c.5, the green line representing the overlap with the error induced by
a defect in the S-input to the gate should go all the way to 100% but was
cut off in order to set a reasonable scale for the rest of the figure. (We note
that defects in the simpler CNOT1 and CNOT2 models do not depend on the
parent state.)
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A B A B A B
Figure 4·6: Panels from left to right: cartoon of the defect relaxation pro-
cess, illustrating an energy barrier ∝ ξ required to flip the right side of the




5.1 Tensor network method in condensed matter physics
Tensor networks have appeared, under various guises, in many fields of science, such as
a practical tool for data-driven computational tasks (Cichocki et al., 2017) or a formal
concept in theoretical computer science (Valiant, 1979), among other applications. In con-
densed matter physics, tensor networks provide the basis for powerful algorithms in the
study of strongly interacting quantum systems (Verstraete et al., 2008; Orús, 2014; Bridge-
man and Chubb, 2017; Biamonte and Bergholm, 2017). Also, when combined with the
notion of coarse-graining, tensor network contraction can become an effective renormal-
ization group apparatus, which can be employed to solve classical statistical mechanics
models, even at criticality (Levin and Nave, 2007; Jiang et al., 2008; Gu and Wen, 2009;
Zhao et al., 2016; Bal et al., 2017; Yang et al., 2017). These successes make it tantaliz-
ing to ask whether practical tensor network approaches can be developed to solve generic
instances of computer science problems with high computational complexity.
Efficient tensor network contraction protocols can be obtained for particular categories
of computational problems, such as problems defined on tree-like graphs (Biamonte et al.,
2015; Shi et al., 2006) or problems where tensor entries satisfy specific conditions (Cai and
Choudhary, 2007; Bravyi, 2009; Cai et al., 2009). However, exact tensor network contrac-
tion is #P-hard (Damm et al., 2002), a fact encountered in specific implementations of NP-
or #P-hard problems using tensors (Garcia-Saez and Latorre, 2012; Dueñas-Osorio et al.,
2018). Furthermore, broad classes of both conceptually and practically important prob-
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lems, such as many variants of counting Boolean satisfiability (#SAT), have been proven
to admit no meaningful approximation scheme (Roth, 1996), which in turn means that no
approximate tensor network contraction is likely to be accurate. Therefore, for this class
of problems, it is important to determine how efficient physics-inspired tensor network
coarse-graining can be in obtaining exact solutions. This is the premise for the present
work.
We introduce a tensor network method that performs exact counting of general count-
ing satisfiability (#SAT) problems. Our launchpad is the observation that the solutions
of any classical computation can be encoded as ground states of a suitably defined vertex
model on a square lattice that represents a reversible circuit (Chamon et al., 2017). Here we
show how to implement this mapping for the variants #2SAT using only local interactions,
with a logical gate on every site of the lattice and an appropriate choice of local gates and
boundary conditions. We thus recast these counting problems as the computation of the
partition function of a vertex model at zero temperature, which can be achieved via con-
traction of a corresponding tensor network (Yang et al., 2018). Since we are interested in
obtaining exact answers, we cannot employ approximate short-range entanglement removal
techniques commonly used in the coarse-graining of tensor networks for condensed matter
systems. Instead, we use an iterative compression-decimation procedure, which detects and
resolves incompatibilities in neighboring tensor entries (hence implementing compression)
before each coarse-graining (decimation) step. This allows us to propagate constraints from
boundary to bulk and ultimately obtain the exact count of satisfying assignments of a given
#SAT formula.
5.2 Tensor networks on computational tasks
Tensor networks have appeared, under various guises, in many fields of science, such as
a practical tool for data-driven computational tasks (Cichocki et al., 2017) or a formal
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concept in theoretical computer science (Valiant, 1979), among other applications. In con-
densed matter physics, tensor networks provide the basis for powerful algorithms in the
study of strongly interacting quantum systems (Verstraete et al., 2008; Orús, 2014; Bridge-
man and Chubb, 2017; Biamonte and Bergholm, 2017). Also, when combined with the
notion of coarse-graining, tensor network contraction can become an effective renormal-
ization group apparatus, which can be employed to solve classical statistical mechanics
models, even at criticality (Levin and Nave, 2007; Jiang et al., 2008; Gu and Wen, 2009;
Xie et al., 2012; Zhao et al., 2016; Evenbly, 2017; Bal et al., 2017; Yang et al., 2017). These
successes make it tantalizing to ask whether practical tensor network approaches can be de-
veloped to solve generic instances of computer science problems with high computational
complexity.
Efficient tensor network contraction protocols can be obtained for particular categories
of computational problems, such as problems defined on tree-like graphs (Biamonte et al.,
2015; Shi et al., 2006) or problems where tensor entries satisfy specific conditions (Cai and
Choudhary, 2007; Bravyi, 2009; Cai et al., 2009). However, exact tensor network contrac-
tion is #P-hard (Damm et al., 2002), a fact encountered in specific implementations of NP-
or #P-hard problems using tensors (Garcia-Saez and Latorre, 2012; Dueñas-Osorio et al.,
2018). Furthermore, broad classes of both conceptually and practically important prob-
lems, such as many variants of counting Boolean satisfiability (#SAT), have been proven
to admit no meaningful approximation scheme (Roth, 1996), which in turn means that no
approximate tensor network contraction is likely to be accurate. Therefore, for this class
of problems, it is important to determine how efficient physics-inspired tensor network
coarse-graining can be in obtaining exact solutions. This is the premise for the present
work.
We introduce a tensor network method that performs exact counting of general counting
satisfiability (#SAT) problems. Our launchpad is the observation that the solutions of any
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classical computation can be encoded as ground states of a suitably defined vertex model
on a square lattice that represents a reversible circuit (Chamon et al., 2017). Here we show
how to implement this mapping for the variants #2SAT, #3SAT, and #3XORSAT using only
local interactions, with a logical gate on every site of the lattice and an appropriate choice
of local gates and boundary conditions. We thus recast these counting problems as the
computation of the partition function of a vertex model at zero temperature, which can be
achieved via contraction of a corresponding tensor network (Yang et al., 2018). Since we
are interested in obtaining exact answers, we cannot employ approximate short-range en-
tanglement removal techniques commonly used in the coarse-graining of tensor networks
for condensed matter systems. Instead, we use an iterative compression-decimation pro-
cedure, which detects and resolves incompatibilities in neighboring tensor entries (hence
implementing compression) before each coarse-graining (decimation) step. This allows us
to propagate constraints from boundary to bulk and ultimately obtain the exact count of
satisfying assignments of a given #SAT formula.
Our numerical benchmarks reveal a number of significant features of our tensor network
approach. First, the compression-decimation protocol automatically detects the complexity
dichotomy between #3XORSAT (in P) and #kSAT (#P-complete). Our numerical results
correspondingly indicate subexponential scaling of the average time to solution for the case
of #3XORSAT. This is in contrast to most general algorithmic tools devised to solve generic
SAT problems, whose time performance on XORSAT scales exponentially. Furthermore,
the scaling of our method is comparable to that of state-of-the-art #SAT counters for a class
of #2SAT instances defined on 3-regular graphs. #3SAT instances, on the other hand, are
less amenable to this tensor network approach.
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Chapter 6
Tensor network on Boolean satisfiability
6.1 Reversible circuit embedding of #SAT problems
6.1.1 Reversible circuits
Reversible classical computations can be represented as boolean circuits: a set of gates
{gσi : i = 1, 2, ..,m} is applied to an input vector of N boolean variables, denoted as
v, and yields an output vector v′. If we define the input to be propagating from the left
along N wires, with each wire corresponding to a variable, then each gate is connected to a
subset σi of the wires. If a gate set {gσi} is a universal set, then it can be used to model any
arbitrary computation. Reversibility dictates that there is a one-to-one mapping between
the input and output vectors. Typically, reversibility is facilitated by the use of ancillary
bits in addition to the original input set.
A reversible circuit performing a simple computation (e.g., multiplication of two inte-
gers) can be thought of as a two-dimensional lattice of gates with a fixed boundary con-
dition imposed on the left boundary (the input) and an initially free right boundary (the
output) that is determined by the computation. This mode of “forward” propagation of
information encodes computations whose complexity grows linearly with the area of the
circuit (i.e., the number of gates). In contrast, when only partial knowledge of input and
output boundaries is available, this system has the capacity to encode arbitrarily hard com-
putations (Chamon et al., 2017; Yang et al., 2018).
Performing the counting of the number of v and v′ that are compatible with partially
fixed boundaries can also become arbitrarily hard. Below we describe an embedding of
44
instances of #SAT problems, ranging from polynomial-time tractable to #P-complete, into
circuits on rectangular lattices with appropriately chosen boundary conditions. We then
show how such instances can be solved with tensor networks in Sec. 6.2. We focus on the
cases of #2SAT, #3SAT, and #3XORSAT. Even though 2SAT is a polynomial-time solvable
decision problem, counting the satisfying assignments of a 2SAT formula is #P-complete,
and so is #3SAT. In contrast, #3XORSAT is #-tractable. We use the elementary gates CNOT
and TOFFOLI, which encode 2-bit and 3-bit interactions, respectively, and which form a
universal set. Acting on a single control bit x and target bit a, the CNOT gate returns the
function, fCNOT |x, a〉 = |x, x⊕ a〉. Acting on two control bits x and y, with single target
bit a, the TOFFOLI gate returns the function fTOFFOLI |x, y, a〉 = |x, y, xy ⊕ a〉.
6.1.2 Boolean satisfiability circuits
An instance of a 2SAT problem of N boolean variables {x} = {x1, x2, . . . , xN} is formed
by the conjunction (∧) of pairwise disjunctions (∨) of literals. Each literal is a variable in
{x} or its negation. A 2SAT formula is illustrated in Fig. 6·1. We will use an elementary
representation of a 2SAT clause over variables x1 and x2 that requires an ancillary “bus”
of two boolean variables a and b and two types of gates, CNOT and TOFFOLI, arranged
as shown in Fig. 6·2a. Fixing a = b = 0 at the left boundary and a = 1 at the right
boundary of the clause circuit constrains the allowable configurations of the circuit to those
that satisfy the constraint x1∨x2 = 1. By choosing different fixed values for a and b on the
left boundary one can obtain variations of the 2SAT clause. For instance, setting a = 1 and
b = 0 yields ¬x1 ∨ x2. We group the gates comprising the clause into a first part, which is
simply a CNOT gate and to which we refer as CIRCLE gate, and a second, which contains
a TOFFOLI and a CNOT and we call BLOCK gate.
This formulation allows us to embed 2SAT instances onto a square lattice using only
local variable-bus interactions introduced at vertices of the lattice, as shown in Fig. 6·2b,







(𝑥0 ∨ 𝑥2) ∧ (¬𝑥0 ∨ 𝑥3) ∧ (𝑥0 ∨ 𝑥1) ∧
(𝑥0 ∨ ¬𝑥4) ∧ (¬𝑥1 ∨ ¬𝑥4)
Figure 6·1: Illustration of a 2SAT formula. Each red line represents a clause
of two literals, each of which is shown as a blue circle. Circles at the ends
of red lines indicate that variables are negated into the clause.
clause and is drawn as a row of the lattice, whereas each variable corresponds to a column.
The embedding procedure can be extended to represent 3SAT instances in a similar
fashion. Each ancillary bus representing a clause now requires three boolean variables, and
an additional BLOCK gate is necessary, as sketched in left of Fig. 6·3. The resulting 3SAT
circuits look similarly to the example shown in Fig. 6·4a. On the other hand, 3XORSAT
instances are simpler: each clause requires a single auxiliary variable and the three gates
required per clause are all CNOTs — see Fig. 6·3.
Notice that row and column exchanges in SAT lattices are immaterial to the existence




















Figure 6·2: (a) (Color online) Reversible circuit for a single 2SAT clause
x1 ∨ x2 (shown on top) using two auxiliary variables a and b. At the output
of the circuit, the variable a equals x1 ∨ x2, and the clause is enforced by
fixing a = 1 at the output. Dashed boxes represent groupings of gates into
CIRCLE (blue circles) and BLOCK (red squares) gates as described in the
text. (b) Lattice embedding of a 2SAT formula with four variables and four
clauses. Each clause is a row representing the ancillary bus of variables a
and b, with CIRCLE and BLOCK gates inserted at the intersections with the
columns that correspond to the variables participating in the clause. Variable

















𝑥1 ∨ 𝑥2 ∨ 𝑥3
Figure 6·3: (Color online) Reversible circuits for a three-variable clause
such as those depicted on the top panel. The circuit for a 3SAT clause uses
three ancilla bits, with a = x1 ∨ x2 ∨ x3 upon exit, so that the clause is en-
forced by fixing a = 1 at the output. The circuit for a 3XORSAT clause uses
one ancilla bit, with a = x1 ⊕ x2 ⊕ x3 upon exit, and the clause is enforced
by fixing a = 1 at the output. Sets of gates are placed in boxes (bounded by
dashed lines) that are used in building the SAT circuits in Fig. 6·4.
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column order may affect the performance of #SAT solvers that utilize the lattice embed-
ding. Intuitively, this can be understood as follows: To find satisfying assignments, one
must eliminate contradictions of variables shared between operational (i.e., non-identity)
gates. This is easier when operational gates are closer, since information only needs to
propagate over shorter distances to encounter contradictions. Therefore, by reordering the
columns of a given instance of a satisfiability problem expressed as a circuit so that “in-
teracting” variables are closer, one can achieve faster information exchange throughout the
lattice. A practical heuristic for finding a near-optimal column ordering is the MSRO al-
gorithm (Scott, 1999), which reduces the row front, i.e., the distance between the first and
last operational gate encountered along each row, by reordering the columns. An example
of this reordering is shown in Fig. 6·4. We will further argue for the significance of column
reordering in Sec. 6.3, and we will demonstrate that this preprocessing step can result in
significant speedups in tensor network contraction.
6.2 Solution of #SAT with tensor networks
6.2.1 SAT instances as tensor networks
We now describe the conversion of a computational circuit into a tensor network. The
truth table of an n-variable boolean function Fn is a matrix M
(Fn)
jk , where indices j and
k each run over the space {0, 1}n of the function input and output variables, respectively.
Alternatively, M (Fn)jk can be reshaped into a tensor T
(Fn)
i1i2...ino1o2...on
, with each i and o label
denoting the state of an input or output variable, respectively. Since we want the tensor
network to inherit the simple square-lattice geometry of the circuit, we group indices when
n > 2, such that all tensors have rank 4. An example of casting a truth table in tensor form
and grouping of tensor indices for the CIRCLE and BLOCK gates is given in Tables 6.1
and 6.2, respectively.
For instances of #SAT, each vertical edge of the lattice represents a variable, whose
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Input Output Tensor component
x a b x′ a′ b′ Tαβγδ ≡ Tx(ab)x(a′b′)
0 0 0 0 0 0 T0000 = 1
0 0 1 0 0 1 T0101 = 1
0 1 0 0 1 0 T0202 = 1
0 1 1 0 1 1 T0303 = 1
1 0 0 1 1 0 T1012 = 1
1 0 1 1 1 1 T1113 = 1
1 1 0 1 0 0 T1210 = 1
1 1 1 1 0 1 T1311 = 1
Table 6.1: Truth table and the corresponding tensor components for the
CIRCLE gate. On the input side, α = x, β ≡ (ab) = 21a + 20b; on the
output side, γ = x′, δ ≡ (a′b′) = 21a′ + 20b′. All unspecified components
are zero.
Input Output Tensor component
x a b x′ a′ b′ Tαβγδ ≡ Tx(ab)x(a′b′)
0 0 0 0 0 0 T0000 = 1
0 0 1 0 1 1 T0103 = 1
0 1 0 0 1 0 T0202 = 1
0 1 1 0 0 1 T0301 = 1
1 0 0 1 1 1 T1013 = 1
1 0 1 1 0 0 T1110 = 1
1 1 0 1 1 0 T1212 = 1
1 1 1 1 0 1 T1311 = 1
Table 6.2: Truth table and the corresponding tensor components for the
BLOCK gate. On the input side, α = x, β ≡ (ab) = 21a + 20b; on the
output side, γ = x′, δ ≡ (a′b′) = 21a′ + 20b′. All unspecified components
are zero.
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value is copied across all rows, and the corresponding tensor bonds have initial dimension
2. Horizontal edges represent the tensor product space of auxiliary variables in each clause,
collectively denoted as ci, and tensor dimensions along these bonds will vary depending on
the number of auxiliary variables. Each horizontal row designates a clause in the #SAT
instance. CIRCLE and BLOCK tensors are placed at the intersections of the auxiliary bus
and the variables that participate in a given clause. In order to build a square lattice, we
also introduce “identity” tensors ID, which simply copy values between edges on opposite
sides of tensors, and place them at each clause/variable intersection that does not represent
a literal appearing in a given clause. We thus have a procedure that, given a #SAT circuit,
produces the corresponding tensor network on a lattice such as the one shown in Fig. 6·5.
Tracing over all indices of a tensor yields the number of variable assignments that sat-
isfy the constraints represented by the tensor. When tensors share indices, their variable
assignments are not independent: they have to simultaneously satisfy the constraints en-
coded into both tensors. This, in turn, means that summing over all the indices of a tensor
network yields the total number of satisfying assignments of the overall circuit represented







where Tr is the sum over all indices and
∏
F is the product of all tensors, each correspond-
ing to a boolean function F . The definition in Eq. (6.1) is equivalent to the zero-temperature
partition function of a statistical mechanics model where non-satisfying configurations are
assigned an energy penalty (Yang et al., 2018).
The remainder of this paper describes a methodology for computing Z for tensor net-
works that encode SAT instances. This computation thus counts satisfying assignments in
#SAT problems (Biamonte et al., 2015).
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6.2.2 Contraction algorithm
To compute the trace of a tensor network, we employ a variant of the iterative compression-
decimation (ICD) algorithm introduced in Ref. (Yang et al., 2018). We start by embedding
a SAT instance onto a tensor lattice as outlined in Sec. 6.2.1. Auxiliary variables are fixed
at the boundaries to satisfy gate constraints in the bulk and a gate reordering procedure is
performed, as discussed in Sec. 6.1. After this preprocessing, and until the width of the
lattice is fully contracted, we perform iterations of alternating compression and decimation
steps.
The compression step is a sweep over lattice bonds where we first contract the tensors at
the ends of each visited bond and then perform a singular vale decomposition (SVD) to re-
store the structure of the lattice, in a way reminiscent of the density-matrix renormalization
group algorithm (Schollwöck, 2011). In the language of quantum many-body systems, this
step eliminates short-range “entanglement”, which translates into removing incompatible
configurations of variables shared by neighboring tensors that yield singular values exactly
equal to zero. We are hence allowed to discard the zeros of the singular value spectrum
and thus remove incompatible configurations from the overall tensor trace, thereby locally
propagating constraints over the length scale of the lattice. We use the tools developed in
Ref. (Yang et al., 2018) to implement compression efficiently. We stress that, since we
are interested in counting satisfiable assignments of variables exactly, all contraction and
decomposition steps are also exact: Only singular values that are precisely equal to zero
(to machine accuracy) are discarded. We also note that contractions and SVDs are linear-
algebra operations performed in the domain of real numbers, and hence tensors lose their
meaning as representations of boolean functions once the contraction sequence is initiated.
The second step is a decimation that coarsens the lattice, thereby incrementing the
length scale over which information is propagated, at the expense of increasing bond di-
mensions. The tensor network coarse graining is performed in a different fashion here com-
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pared to what is common in the literature. In particular, we perform a boundary contraction
decimation, in which the first two columns on the left boundary and first two columns on
the right boundary are contracted, as shown in Fig. 6·6. The motivation for this approach
comes from the fact that fixed variables at the left and right boundaries can be viewed as
boundary information. Intuitively, by contracting columns at boundaries, information in the
form of initial constraints (or fixed variables) is propagated into the bulk. Then, within the
compression process, incompatible variable configurations are encountered more promptly
and bond dimensions can be effectively reduced. A numerical comparison of bond dimen-
sion growth between boundary contraction and the more traditional coarse-graining method
confirms that the former is advantageous for our purposes.
As explained above, when nearby tensors encode conflicting bit configurations, the
compression step slows down the growth of bond dimensions. Numerical experiments for
the application of this scheme to #SAT problems, presented in Sec. 6.3, reveal that com-
pression works with varying degrees of success depending on the problem. This point
further indicates the importance of the gate reordering procedure described in Sec. 6.1.
When operational gates are closer to one another, fewer contraction steps are necessary for
the corresponding tensors to directly “talk” to one another during the compression stage.
This facilitates earlier removal of contradictory configurations with null corresponding sin-
gular values, thus more effectively slowing down the growth of bond dimensions. Figure
7 demonstrates this reduction in the growth of the average maximum bond dimensions
encountered upon contraction of tensor networks corresponding to #3SAT instances.
6.3 Numerical results
6.3.1 #3XORSAT
We first test our tensor network contraction algorithm on instances of #3XORSAT based
on bipartite 3-regular connected graphs. These instances have a clause-to-variable ratio
53
α = 1 and are therefore close to the satisfiability threshold α ∼ 0.92 (Dubois and Man-
dler, 2002; Creignou et al., 2003). Even though 3XORSAT is polynomial-time solvable
with Gaussian elimination, most commonly employed methods for practical solution of
SAT problems do not achieve similar performance: DPLL solvers (Haanpää et al., 2006),
survey propagation (Jia et al., 2005), and classical (Zdeborová and Krzakala, 2010) and
quantum (Farhi et al., 2012) annealing all fail to solve 3XORSAT instances close to the
satisfiability threshold efficiently. It is interesting to see whether a tensor network method
can fare better.
To generate random 3-regular #3XORSAT instances with N variables, we perform
three random permutations of the rows of the N ×N identity matrix and sum the resulting
matrices, restarting the procedure if any final matrix element is greater than unity. We thus
obtain a biadjacency matrix, which represents the variable-clause connections and deter-
mines the placement of CIRCLE and BLOCK gates in the instance circuit, as detailed in
Sec. 6.1. We furthermore ensure that the biadjacency matrices we generate correspond to
connected graphs, i.e., we exclude instances that are concatenations of smaller independent
#3XORSAT formulas. We then construct and contract the corresponding tensor network,
as discussed in Sec. 6.2.
The average time to solution for the ICD algorithm applied to the 3-regular #3XORSAT
problem, averaged over 200 instances, is shown in Fig. 6·8 as a function of the number of
variables. We observe a significant qualitative change in the data beyond the expected
satisfiability transition α = 0.92. Below this point, the average time to solution appears to
scale nearly sub-exponentially, while above, the exponential becomes significantly larger.
It does not, however, grow to the scaling of a brute force exhaustive search, for which the
exponent is 2N .
To interpret this result and to provide a figure of merit for the scaling of average time
to solution for various #SAT problems, we record the maximum bond dimension at each
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iteration. The overall maximum of the bond dimension encountered throughout the con-
traction sequence of an instance determines a lower bound to the runtime of the algorithm
for that instance, as the computational cost of the SVD step scales polynomially with the
tensor bond dimensions. The evolution of the maximum bond dimension for a small en-
semble of representative instances of #3XORSAT is shown in Fig. 6·9. We see that the
compression step is very effective in eliminating conflicting configurations for the case of
#3XORSAT and is hence the reason for the favorable scaling of the ICD algorithm for these
problems. In contrast, when we interpret the same instances as #3SAT instead of #3XOR-
SAT by changing the gate types in the circuit embedding step, and then applying the ICD
method to solve them, compression sweeps have a much weaker effect. This, as we will see
below, leads to exponential scaling. We conclude that the ICD algorithm can discriminate
— at least partially — between easy and hard problems.
6.3.2 #2SAT
We now move on to a counting problem that is #P-complete, namely, #2SAT. We will
further restrict ourselves to the subclass of the problem defined on 3-regular graphs, which
is also #P-complete (Greenhill, 2000). This choice affords increased specificity as regards
to the hardness of the instances we generate, since it yields instances with a fixed clause-
to-variable ratio α = 1.5. Again, we use the circuit embedding and tensor lattice encoding
steps detailed in Secs. 6.1 and 6.2, respectively.
In Fig. 6·10 we plot the time to solution for the ICD method in blue, averaged over
instances of 3-regular #2SAT, as a function of the number of variablesN . Finite-size effects
are sizable up to N ∼ 50, whereas for larger instances the average time to solution starts
following a clear exponential trend. The inset shows the distribution of times to solution for
N = 70, which reveals the existence of a small fraction of the instances that require much
longer than typical time-to-solution. As a comparison, we also show results of the DPLL
counting solver sharpSAT (Thurley, 2006) in red at Fig. 6·10. Even though sharpSAT
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outperforms the ICD algorithm in absolute terms, the average runtime scaling of the ICD
method is comparable to that of sharpSAT. If we instead compare typical runtimes, the
ICD method exhibits better scaling.
Figure 6·11 shows the evolution of the maximum bond dimension, averaged over in-
stances withN = 50 variables. It shows that the compression sweeps drastically reduce the
maximum bond dimension encountered in the contraction sequence compared to the value
obtained by employing solely a direct decimation, indicating that compression propagates
constraints and eliminates locally conflicting configurations. As in the case of #3XORSAT,
each decimation step results in a spike that increases bond dimensions, and is followed by a
trough that is the result of compression sweeps. The final and highest peak corresponds to
the contraction of the last two remaining columns of the tensor lattice into a matrix product
state, after which the tensor network collapses to a scalar. A comparison between con-
tractions with and without compression sweeps shows that maximum bond dimensions are
reduced drastically by the compression step.
6.3.3 #3SAT
In contrast to the results presented in previous sections, we find that the ICD algorithm fails
to match the scaling of other satisfiability counters for #3SAT. Even though the compression
steps do reduce bond dimensions, as shown in Fig. 6·9, the growth during the decimation
step is significant. As discussed above, the figure of merit for the scaling of time to solution
using the ICD algorithm for a given instance is the maximum bond dimension encountered
throughout the whole contraction sequence. In Fig. 6·12, the scaling of the maximum
bond dimension for #3SAT as a function of the number of variables N , averaged over 50
instances, is plotted for various values of the clause-to-variable ratio α.
Figure 6·12 shows that increasing α towards the satisfiability threshold increases the
complexity of evaluating the tensor trace via the ICD method. This indicates that the ICD
algorithm can automatically “recognize” easy instances and solve them more efficiently
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than hard ones. For smaller α values, in particular, the constraint graphs of instances are
typically locally tree-like (see Fig. 6·13), a tensor network structure which is amenable
to efficient contraction (Shi et al., 2006). For these cases, we observe no scaling of the
maximal bond dimension as a function of N . This indicates that the ICD method also











Figure 6·4: (Color online) (a) A random 3SAT instance embedded on a
square tensor lattice. (b) The same instance reordered by the MSRO algo-
rithm. Colored squares represent the three basic gates defined in Fig. 6·3
(with their three variables a, b and c combined into a single C line above).
ID tensors are implicitly located at empty intersections of clause and vari-
ables lines.
58











Figure 6·5: (Color online) A graphical representation of the tensor network
corresponding to an arbitrary instance of the #2SAT problem with five vari-
ables and five clauses. Each tensor Tαβγδ (here represented by a square)
encodes the truth table of a gate acting on bits xi and ci = (aibi). The gates
(and corresponding tensors) can be of three kinds: CIRCLE, BLOCK, or
ID.
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Figure 6·6: (Color online) Cartoon of coarse-graining step of the ICD al-
gorithm adapted for tensor networks of #SAT problems. In each contraction
step, the first two columns on the left boundary and the first two columns
on the right boundary are contracted. Thicker lines indicate larger bond di-
mensions.










 ∼ 1. 286N〈
χRO
〉
 ∼ 1. 178N
Figure 6·7: (Color online) Maximum bond dimension for contraction of
tensor networks corresponding to #3SAT instances without (blue) and with
(red) MSRO reordering. The clause-to-variable ratio is α = 2 and bond
dimensions are averaged over 50 instances.
60














α = 0.75 ∼1.044N
α = 1 ∼1.288N
α = 10 ∼1.644N
α = 16 ∼1.595N
Figure 6·8: (Color online) Scaling of the average time to solution for 200
instances of 3-regular #3XORSAT with a clause-to-variable ratio α = 1
using the ICD tensor network contraction algorithm. Data is plotted on a
semilog scale. Dashed lines denote linear fits to points corresponding to the
largest few system sizes. Benchmarks were performed on a single core of
an Intel Xeon E7 8880v3 processor.
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Figure 6·9: (Color online) Maximum bond dimension occurring in the
tensor network after each decimation step, averaged over 50 instances of
#3SAT and #3XORSAT with N = 16 bits and α = 2. Red dashed line is
expected scaling without compression.
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Figure 6·10: (Color online) Time to solution for the ICD method (blue)
and sharpSAT (red) as a function of the number of variables N , averaged
over the same 128 instances of 3-regular #2SAT. Inset shows distribution
of runtimes for N = 70. For easier comparison of scalings, runtime τICD
is normalized so that 〈τ〉ICD = 〈τ〉sharpSAT at N = 50. (Runtimes for
the ICD method are approximately ×1000 longer than those of sharpSAT
without normalization) Error bars are smaller than data point symbols for
〈τ〉sharpSAT. All calculations were performed on a single core of an Intel
Xeon E5-2680v4 processor.
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Figure 6·11: (Color online) Maximum bond dimension averaged over all
bonds of a tensor network representing a 3-regular #2SAT instance with
N = 50 variables, averaged over 128 instances. Each contraction step is fol-
lowed by two compressions sweeps. Red dashed line indicates the expected
maximum bond dimension without compression. Inset shows maximum
bond dimension distribution at the final largest spike, where final decima-
tion is performed. Error bars are smaller than data point symbols.
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α= 0. 75 (∼ 1. 0N)
α= 1. 00 (∼ 1. 011N)
α= 1. 25 (∼ 1. 075N)
α= 1. 50 (∼ 1. 134N)
α= 2. 00 (∼ 1. 178N)
Figure 6·12: (Color online) Scaling of maximum bond dimension in the
solution of #3SAT using the ICD tensor network contraction algorithm for




Figure 6·13: (Color online) A 3SAT instance for which the constraint graph
is a tree. Note that in this case the number of clauses is always m = (N −




In this thesis, we discussed three topics : phase transition in area law region of quantum
circuits driven by projection measurements, ultra slow dynamics in two dimensional spin
circuits, and tensor network on solving boolean satisfiability problems.
We studied the level-spacing statistics in the entanglement spectrum of output states
of random universal quantum circuits where qubits are subject to a finite probability of
projection to the computational basis at each time step. We encounter two phase transitions
with increasing projection rate: The first is the volume-to-area law transition observed in
quantum circuits with projective measurements; The second separates the pure Poisson
level statistics phase at large projective measurement rates from a regime of residual level
repulsion in the entanglement spectrum within the area-law phase, characterized by non-
universal level spacing statistics that interpolates between the Wigner-Dyson and Poisson
distributions. The same behavior is observed in both circuits of random two-qubit unitaries
and circuits of universal gate sets, including the set implemented by Google in its Sycamore
circuits.
We constructed a model of short-range interacting Ising spins on a translationally in-
variant two-dimensional lattice that mimics a reversible circuit that multiplies or factorizes
integers, depending on the choice of boundary conditions. We prove that, for open bound-
ary conditions, the model exhibits no finite-temperature phase transition. Yet we find that
it displays glassy dynamics with astronomically slow relaxation times, numerically consis-
tent with a double exponential dependence on the inverse temperature. The slowness of
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the dynamics arises due to errors that occur during thermal annealing that cost little energy 
but flip an extensive number of spins. We argue that the energy barrier that needs to be 
overcome in order to heal such defects scales linearly with the correlation length, which 
diverges exponentially with inverse temperature, thus yielding the double exponential be-
havior of the relaxation time.
We presented an embedding of Boolean satisfiability (SAT) problems on a two-
dimensional tensor network. The embedding uses reversible circuits, which are in turn 
encoded into the tensor network whose trace returns the number of solutions of the 
satisfiability problem. We specifically present the formulation of #2SAT, #3SAT, and 
#3XORSAT formulas into planar tensor networks. We use a compression-decimation 
algorithm to propagate con-straints in the network before coarse-graining the boundary 
tensors. Iterations of these two steps gradually collapse the network while slowing down 
the growth of bond dimensions. For the case of #3XORSAT, we show numerically that this 
procedure recognizes, at least partially, the easier resolvability of XOR constraints and 
achieves subexponential time on average. For a #P-complete subset of #2SAT we find that 
our algorithm scales with prob-lem size comparably with state-of-the-art #SAT counters, 
albeit with a larger prefactor. We find that the compression step does not work as 
efficiently for #3SAT as for #2SAT.
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Haanpää, H., Järvisalo, M., Kaski, P., and Niemelä, I. (2006). Hard Satisfiable Clause
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