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ON THE TRACE OF THE ANTIPODE AND HIGHER
INDICATORS
YEVGENIA KASHINA, SUSAN MONTGOMERY, AND SIU-HUNG NG
Abstract. We introduce two kinds of gauge invariants for any finite-dimensional
Hopf algebra H . When H is semisimple over C, these invariants are respectively,
the trace of the map induced by the antipode on the endomorphism ring of a
self-dual simple module, and the higher Frobenius-Schur indicators of the regular
representation. We further study the values of these higher indicators in the context
of complex semisimple quasi-Hopf algebras H . We prove that these indicators are
non-negative provided the module category over H is modular, and that for a
prime p, the p-th indicator is equal to 1 if, and only if, p is a factor of dimH . As
an application, we show the existence of a non-trivial self-dual simple H-module
with bounded dimension which is determined by the value of the second indicator.
Introduction
Given a Hopf algebra with certain additional structures such as braiding or ribbon,
one can define some quantum invariants for knots, links or 3-manifolds (cf. [Tu]).
These topological invariants are indeed determined by the monoidal structure of the
representation category of the underlying Hopf algebra. In general, two Hopf algebras
with inequivalent monoidal categories of their representations may yield two differ-
ent quantum invariants. It is then very natural to ask when two finite-dimensional
(quasi-) Hopf algebras have equivalent monoidal structures on their representation
categories.
The question was first addressed in [S1] for the comodule categories of Hopf alge-
bras in terms of Hopf bi-Galois extensions. The same question for the representation
categories of finite-dimensional quasi-Hopf algebras was studied in [EG2] and [NS3].
The representation categories of quasi-Hopf algebras H and K are monoidally equiv-
alent if, and only if, there exists a gauge transformation F on K such that H is
isomorphic, as quasi-bialgebra, to the twist KF of K by F . However, to show the
existence or non-existence of such gauge transformations and isomorphisms remains
highly non-trivial. Therefore, this characterization may not be very practical for
determining the gauge equivalence of two given quasi-Hopf algebras.
Frobenius-Schur (FS) indicators for representations of finite groups were discovered
more than a century ago. The notion was recently extended to rational conformal
field theory [Ba], to certain C∗-fusion categories [FGSV], to semisimple Hopf algebras
[LM], to quasi-Hopf algebras [MN], and more generally to pivotal categories [NS2]. It
was shown in [MN] that the second indicators are invariants of the monoidal structure
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of the representation category of a semisimple quasi-Hopf algebra, and the same result
for all these indicators was established in [NS3] and [NS2].
One of the aims of this paper is to obtain invariants for the monoidal category of
representations of any finite-dimensional Hopf algebra H . In short, these invariants
of H are called gauge invariants. Obviously, the dimension or the quasi-exponent
(cf. [EG3]) of a finite-dimensional Hopf algebra over C are gauge invariants. We
approach this question by re-examining some formulae and properties of FS indicators
for semisimple Hopf algebras over C.
In [KSZ2], the n-th FS indicator of the regular representation of a semisimple Hopf
algebra H over C with antipode S is given by
νn(H) = Tr(S ◦ Pn−1)
where Pn is the n-th Sweedler power map defined in Definition 2.1. However, this
expression is well-defined for any finite-dimensional Hopf algebra H , and we prove in
Theorem 2.2 that νn(H) is a gauge invariant ofH for all natural number n. Moreover,
we establish in Proposition 2.7 that the sequence {νn(H)}n∈N of these indicators is
linearly recursive, and hence the minimal polynomial for this sequence is also a gauge
invariant of H . The second indicator ν2(H) is simply the ordinary trace of S. This
can be computed quite handily for Taft algebras and they are sufficient to distinguish
their gauge equivalence classes as shown in Section 3.
The trace of S also induces another gauge invariant. For a self-dual absolutely
simple H-module V , the antipode induces an automorphism SV on H/ annV . We
proved in Section 4 that Tr(SV ) is also a gauge invariant of H . When H is a complex
semisimple Hopf algebra, Tr(SV ) is equal to the product dim V ·ν2(V ) of the dimension
and the second FS indicator of V [LM]. In general, if H is pivotal, we prove here in
Proposition 4.5 that
(0.1) Tr(SV ) = qdimℓ V · ν2(V )
where qdimℓ V and ν2(V ) are respectively the quantum dimension and the 2nd indi-
cator of V relative to any pivotal element of H .
In the semisimple case, FS indicators have also been studied extensively in many
different contexts (cf. [KMM], [KSZ2], [S3], [NS1]). The explorations carried out
in those articles discovered some interesting relations between the dimension of the
algebra, or the category, and the values of these indicators.
We learned in group theory that if a finite group G admits a self-dual complex
irreducible representation, then |G| must be even. In terms of FS indicators, this
means if G admits an irreducible representation with non-zero second indicator, then
|G| is even. This result was generalized to semisimple Hopf algebras over an alge-
braically closed field of characteristic 0 in [KSZ1]. In this paper, we extend this result
in Theorem 5.8 to any semisimple quasi-Hopf algebra over C at any prime degree FS
indicator.
The value of ν2(H) or Tr(S) is of particular interest. In the group case, it counts
the number of involutions in the group and hence it is always positive. We show by an
example in Section 5 that this is not necessarily the case for Hopf algebras. However,
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it is worth noting that if the representation category of a semisimple complex quasi-
Hopf algebra H is modular, then the FS indicator ν2(H) is a non-negative integer.
In particular, if H is a semisimple factorizable complex Hopf algebra, then Tr(S) is a
non-negative integer and it has the same parity as dimH . The question of whether
Tr(S) = 0 for some semisimple complex Hopf algebra is not settled in this paper.
The actual value Tr(S) of a complex even dimensional semisimple Hopf algebra
H can also be used to determine the existence of a non-trivial self-dual irreducible
representation V of H such that
dim V ≤ dimH − 1|Tr(S)− 1| .
Moreover, ν2(V ) = 1 if Tr(S) > 1, and ν2(V ) = −1 if Tr(S) < 1. This result is
proved in Theorem 6.1.
The paper is organized as follows: We collect some basic definitions, conventions
and results in Section 1. In Section 2, we introduce the gauge invariant νn(H) for
any finite-dimensional Hopf algebra H , and study the sequence {νn(H)}n∈N of these
invariants. In particular, ν2(H) is the trace of the antipode. We compute the invariant
ν2(T ) for all Taft algebras T , and the sequence {νn(T )} for T of dimensions 4 and 9 in
Section 3. We continue to introduce another gauge invariant γ(V ) for all absolutely
simple H-modules V in Section 4, and we show that γ(V ) is the product of the
quantum dimension and the 2nd Frobenius-Schur of V when H is a pivotal Hopf
algebra (0.1). In Section 5, we study the values of νn(H) and the positivity of ν2(H)
for a complex semisimple (quasi-) Hopf algebraH in relation to its dimension. Finally,
in Section 6, we show an application of ν2(H) in determining the existence of certain
self-dual simple submodules of a semisimple Hopf algebra H over C.
1. Preliminaries
In this section, we review some basic facts on gauge equivalence of Hopf algebras,
and define some terminology and conventions that we will use in the paper. Through-
out this paper, the tensor product of two vector spaces V,W over the base field k
will be denoted by V ⊗W .
Let H be a Hopf algebra over the field k with counit ε, comultiplication ∆ and
antipode S. We will use the Sweedler notation ∆(h) = h1 ⊗ h2 for h ∈ H with the
summation suppressed. Following [Ka], a gauge transformation of a Hopf algebra H
is an invertible element F ∈ H⊗2 such that (ε ⊗ id)(F ) = (id⊗ε)(F ) = 1. One can
twist the Hopf algebra H with a gauge transformation F to a quasi-Hopf algebra HF
which is the same algebra H with the same counit ε but its comultiplication ∆F is
given by
∆F (h) = F∆(h)F
−1 for h ∈ H .
The quasi-Hopf algebra HF is an ordinary Hopf algebra if, and only if, the gauge
transformation F satisfies
(1.1) 1⊗ 1 = ∂F = (1⊗ F )(id⊗∆)(F )(∆⊗ id)(F−1)(F−1 ⊗ 1).
In general, we call a gauge transformation F of a Hopf algebra H a 2-cocycle if F
satisfies (1.1).
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If F =
∑
i fi ⊗ gi is a 2-cocycle of H with inverse F−1 =
∑
i di ⊗ ei, then (1.1)
implies
(1.2) αFβF = 1, and βFαF = 1 .
where
(1.3) αF =
∑
j
S(dj)ej and βF =
∑
i
fiS(gi) .
Moreover, HF is a Hopf algebra with its antipode SF defined by
(1.4) SF (h) = βFS(h)αF
The Hopf algebra HF is called a (Drinfeld) twist of the Hopf algebra H by the
2-cocycle F . It is worth noting that (1.2) does not hold in general if F is not a
2-cocycle.
Two Hopf algebras H and H ′ over a field k are said to be gauge equivalent if there
exists a 2-cocycle F of H such that H ′
σ∼= HF are isomorphic as bialgebras. The
isomorphism σ induces a k-linear equivalence σ(−) : H-mod → H ′-mod as follows:
for V ∈ H-mod, σV = V as k-linear space with the H ′-action given by
h′v := σ(h′)v for all h′ ∈ H ′ and v ∈ V ,
and σ(f) = f for any map f in H-mod. The 2-cocycle F defines the natural isomor-
phism
ξ :=
(
σV ⊗ σW F ·−→ σ(V ⊗W )
)
for any V,W ∈ H-mod. The triple (σ(−), ξ, idk) is an equivalence of tensor categories.
Conversely, if H,H ′ are finite-dimensional such that H-mod and H ′-mod are
equivalent tensor categories, then it follows by [S1] (or more generally [EG2], [NS3])
H and H ′ are gauge equivalent. We summarize this Hopf algebra version of [NS3,
Theorem 2.2] as follows.
Theorem 1.1. Two finite-dimensional Hopf algebras H and H ′ over a field k are
gauge equivalent if, and only if, H-modfin and H
′-modfin are equivalent as (k-linear)
tensor categories. Moreover, if a k-linear functor F : H-mod→ H ′-mod defines an
equivalence of tensor categories, then there exist a 2-cocycle F of H and a bialgebra
isomorphism σ : H ′ → HF such that k-linear equivalences F and σ(−) are naturally
isomorphic. 
A quantity f(H) defined for each Hopf algebra H is called a gauge invariant if
f(H) = f(H ′) for all Hopf algebras H ′ which are gauge equivalent to H . We will
introduce and discuss some gauge invariants in the remainder of this paper.
2. Invariance of the n-th indicator νn(H)
In this section, we introduce a sequence of scalars νn(H) for each finite-dimensional
Hopf algebra H over a field k. We obtain a formula for νn(H) in terms of the integrals
of H and H∗. Moreover, we prove that this sequence {νn(H)}n∈N is linearly recursive
and is a gauge invariant of H . In particular, the minimal polynomial pH of the
sequence of higher indicators of H is also a gauge invariant.
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Let H be a finite-dimensional Hopf algebra over a field k with antipode S, multi-
plication m, comultiplication ∆ and counit ε. We define
∆(1) = idH , and ∆
(n+1) = (id⊗∆(n)) ◦∆
for all integers n ≥ 1. By the coassociativity of ∆, it is well-known that
∆(n+1) = (∆(n) ⊗ id) ◦∆
for all integers n ≥ 1. Similarly, we let m(1) = idH ,m(n) : H⊗n → H be the multipli-
cation map of H . Note that ∆(n+1) defined here is equal to ∆n in [Sw, p 11].
Definition 2.1. The n-th Sweedler power Pn(h) = h
[n] of an element h ∈ H is
defined as
Pn(h) = m
(n) ◦∆(n)(h) for n ≥ 1,
and we set P0(h) = h
[0] = ε(h)1. We define
νn(H) := Tr(S ◦ Pn−1)
for each positive integer n, and call it the n-th indicator of H.
Obviously, ν1(H) = 1, and ν2(H) = Tr(S). When H is semisimple and k is an
algebraically closed field of characteristic zero, the n-th Frobenius-Schur indicator
νn(V ) is defined for each V ∈ H-mod. The scalar νn(H) coincides with the n-th
Frobenius-Schur indicator of the regular representation of H (cf. [KSZ2]). It follows
by the works of [NS3] and [MN] that if H ′ is a Hopf algebra and F : H-modfin →
H ′-modfin defines an equivalence of tensor categories, then νn(V ) = νn(F(V )) for
all positive integer n and V ∈ H-mod. Since F(H) ∼= H ′ as H ′-modules, we have
νn(H) = νn(H
′) for all positive integers n. Therefore, the sequence {νn(H)}n∈N is a
gauge invariant of semisimple Hopf algebras over k.
The notion of higher Frobenius-Schur indicators for a module over a general finite-
dimensional Hopf algebra H remains unclear. Nevertheless, the following theorem
shows the sequence {νn(H)}n∈N is a gauge invariant.
Theorem 2.2. Let H a finite-dimensional Hopf algebra over a field k. Then the
sequence {νn(H)}n∈N is an invariant of the gauge equivalence class of Hopf algebras
of H. If λ ∈ H∗ is a right integral and Λ ∈ H is a left integral such that λ(Λ) = 1,
then
νn(H) = λ(S(Λ
[n]))
for all positive integer n.
To prove the theorem, we need to establish a relationship between ∆
(n)
F and ∆
(n)
for a given 2-cocycle F of H . Let us define
F1 = 1H , and Fn+1 = (1⊗ Fn)(id⊗∆(n))(F )
for all integers n ≥ 1. In particular, F2 = (1⊗ F1)(id⊗∆(1))(F ) = F .
Lemma 2.3. Let F be a 2-cocycle of a finite-dimensional Hopf algebra over k. Then
the following equations hold for all positive integers n:
(2.1) Fn+1 = (Fn ⊗ 1)(∆(n) ⊗ id)(F ),
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(2.2) Fn∆
(n)(h) = ∆
(n)
F (h)Fn for all h ∈ H .
Proof. Both equations obviously hold for n = 1, 2, and we proceed to prove the
equalities by induction on n. Assume the induction hypothesis (2.2). Let F =∑
i fi ⊗ gi. Then, for h ∈ H ,∑
(h),i
fih1 ⊗ gih2 = ∆F (h)F
and
(id⊗∆(n)F )(F )(1⊗ Fn) =
∑
i
fi ⊗∆(n)F (gi)Fn
=
∑
i
fi ⊗ Fn∆(n)(gi) = (1⊗ Fn)(id⊗∆(n))(F ) = Fn+1 .
Thus,
Fn+1∆
(n+1)(h) =
∑
(h),i
(1⊗ Fn)(fih1 ⊗∆(n)(gih2))
=
∑
(h),i
(fih1 ⊗∆(n)F (gih2))(1⊗ Fn) =
(
(id⊗∆(n)F )(∆F (h)F )
)
(1⊗ Fn)
= ∆
(n+1)
F (h)(id⊗∆(n)F )(F )(1⊗ Fn) = ∆(n+1)F (h)Fn+1 .
Using the induction assumption, we find
Fn+2 = (1⊗ Fn+1)(id⊗∆(n+1))(F )
= (1⊗ Fn ⊗ 1)
(
(id⊗∆(n) ⊗ id)(1⊗ F )) (id⊗∆(n+1))(F )
= (1⊗ Fn ⊗ 1)
(
(id⊗∆(n) ⊗ id)(1⊗ F )) ((id⊗∆(n) ⊗ id)(id⊗∆)(F ))
= (1⊗ Fn ⊗ 1)(id⊗∆(n) ⊗ id)((1⊗ F )(id⊗∆)(F )) .
Here, the third equality is a consequence of the coassociativity of ∆, and the last
equality follows from the fact that ∆ is an algebra map. By (1.1), we have
Fn+2 = (1⊗ Fn ⊗ 1)(id⊗∆(n) ⊗ id)((F ⊗ 1)(∆⊗ id)(F ))
= (Fn+1 ⊗ 1)(id⊗∆(n) ⊗ id)(∆⊗ id)(F ) = (Fn+1 ⊗ 1)(∆(n+1) ⊗ id)(F ) . 
Remark 2.4. Lemma 2.3 can also be obtained by considering the proof of a coher-
ence result of Epstein [Ep]. For the sake of completeness, a direct algebraic proof is
provided for the lemma.
Lemma 2.5. Let H be a finite-dimensional Hopf algebra over k and F a 2-cocycle
of H. Then for any positive integer n and h ∈ H, we have
h[n+1] = m(n+1)
(
(id⊗∆(n)F ⊗ id)
(
(1⊗ F )(1⊗∆(h))(F−1 ⊗ 1)))
where m(n+1) denotes the multiplication of H.
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Proof. By Lemma 2.3 and the coassociativity of ∆, we find
(id⊗∆(n)F ⊗ id)
(
(1⊗ F )(1⊗∆(h))(F−1 ⊗ 1))
= (1⊗ Fn ⊗ 1)
(
(id⊗∆(n) ⊗ id) ((1⊗ F )(1⊗∆(h))(F−1 ⊗ 1))) (1⊗ F−1n ⊗ 1)
= (1⊗ Fn+1)(1⊗∆(n+1)(h))(F−1n+1 ⊗ 1) .
Note that if Z ∈ H⊗(n+1) is invertible, then
m(n+2)
(
(1⊗ Z)(x1 ⊗ · · · ⊗ xn+2)(Z−1 ⊗ 1)
)
= x1 · · ·xn+2
for all x1, . . . , xn+2 ∈ H (cf. [NS3, Lemma 4.4]). Therefore,
m(n+1)
(
(1⊗ Fn+1)(1⊗∆(n+1)(h))(F−1n+1 ⊗ 1)
)
= m(n+1) ◦∆(n+1)(h) = h[n+1]
and so the result follows. 
Now, we can prove the main result of this section.
Proof of Theorem 2.2. Let H be a Hopf algebra over a field k with antipode S. Sup-
pose Λ is a left integral of H , and λ a right integral of H∗ such that λ(Λ) = 1. By
Radford’s trace formulae (cf. [R]),
Tr(f) = λ(S(Λ2)f(Λ1)) for any k-linear operator f on H,
where ∆(Λ) = Λ1 ⊗ Λ2 is the Sweedler notation with the summation suppressed.
Thus, we have
νn(H) = λ(S(Λ2)S(Λ
[n−1]
1 )) = λ(S(Λ
[n−1]
1 Λ2)) = λ(S(Λ
[n])) .
Now let F =
∑
i fi ⊗ gi be a 2-cocycle of H and F−1 =
∑
j dj ⊗ ej. Then, it follows
by (1.2), (1.3) that u = βF =
∑
i fiS(gi) is invertible with u
−1 = αF =
∑
i S(di)ei.
Moreover, by (1.4), the antipode SF of HF is given by
SF (h) = uS(h)u−1 .
Let P Fn (h) denote the n-th Sweedler power of an element h ∈ HF . Then, for n ≥ 1,
νn+1(H
F ) = λ(S(Λ2)S
F ◦ P Fn (Λ1))
= λ(S(Λ2)uS(P
F
n (Λ1))u
−1) =
∑
i,j
λ(S(Λ2)fiS(gi)S(P
F
n (Λ1))S(dj)ej)
=
∑
i,j
λ(S(S−1(fi)Λ2)S(djP
F
n (Λ1)gi)ej) .
Recall from [R] that
aΛ1 ⊗ Λ2 = Λ1 ⊗ S−1(a)Λ2, Λ1a⊗ Λ2 = Λ1 ⊗ Λ2S(a ↼ α)
and λ(ab) = λ(S2(b ↼ α)a) for all a, b ∈ H
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where α is the distinguished group-like element in H∗ defined by Λa = Λα(a). Using
these properties, we have
νn+1(H
F ) =
∑
i,j
λ(S(Λ2)S(djP
F
n (fiΛ1)gi)ej)
=
∑
i,j
λ(S2(ej ↼ α)S(Λ2)S(djP
F
n (fiΛ1)gi)ej)
=
∑
i,j
λ(S(Λ2S(ej ↼ α))S(djP
F
n (fiΛ1)gi))
=
∑
i,j
λ(S(Λ2)S(djP
F
n (fiΛ1ej)gi))
=
∑
i,j
λ(S(djP
F
n (fiΛ1ej)giΛ2)) .
Notice that∑
ij
djP
F
n (fiΛ1ej)giΛ2 = m
(
(id⊗∆(n)F ⊗ id)
(
(1⊗ F )(1⊗∆(Λ))(F−1 ⊗ 1))) .
Hence, by Lemma 2.5, the last expression is equal to Λ[n+1]. Therefore,
νn+1(H
F ) = λ(S(Λ[n+1])) .
If H ′ is a Hopf algebra which is gauge equivalent to H , then there exists a 2-cocycle
F of H such that H ′
σ∼= HF as bialgebras. Let S ′ and P ′n be the antipode and the
n-th Sweedler power map of H ′ respectively. Then
σ ◦ S ′ ◦ P ′n = SF ◦ P Fn ◦ σ .
Therefore,
νn(H
′) = νn(H
F ) = νn(H)
for all positive integer n. 
Suppose λ ∈ H∗ is a right integral and Λ ∈ H is a left integral such that λ(Λ) = 1.
Then λℓ = λ ◦ S is a left integral of H∗ and
λℓ(Λ) = λ(S(Λ)) = λ(Λ) = 1 (cf. [R]).
Therefore, νn(H) = λℓ(Λ
[n]).
On the other hand, Λr = S(Λ) is a right integral of H , and we obviously have
λ(Λr) = 1, Λ
[n]
r = S(Λ
[n]) .
Thus, νn(H) = λ(Λ
[n]
r ). We summarize this conclusion in the following corollary.
Corollary 2.6. Let H be a finite-dimensional Hopf algebra over k. Suppose λ ∈ H∗
and Λ ∈ H are both left integrals (or both right integrals) such that λ(Λ) = 1. Then
νn(H) = λ(Λ
[n])
for all positive integer n. 
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We note, however, that νn(H) is not preserved under twisting by more general
pseudo-cocycles of H . Nikshych [Ni] shows that the group algebras CQ and CD8,
where Q is the quaternion group and D8 is the dihedral group of order 8, are twists
of each other by a pseudo-cocycle. However neither the indicators nor Tr(S) are the
same for the two groups.
Recall that a sequence {βn}n∈N in k is said to be linearly recursive if it satisfies a
non-zero polynomial f(x) = f0 + f1x+ · · ·+ fm−1xm−1 + fmxm ∈ k[x], i.e.
f0an + f1an+1 + · · ·+ fm−1an+m−1 + fman+m = 0 for all n ∈ N.
The monic polynomial of the least degree satisfied by a linearly recursive sequence is
called the minimal polynomial of the sequence.
For the case of a finite group G,
νn(CG) = #{g ∈ G | gn = 1} .
Thus, the sequence νn(CG) is periodic, and hence linearly recursive as it satisfies the
polynomial xN −1 where N is the exponent of G. More generally, for any semisimple
Hopf algebra H over C, the sequence {νn(H)}n∈N is periodic whose period is equal
to the exponent of H (cf. [NS1, Proposition 5.3]). However, the example in the
following section implies that the sequence of higher indicators {νn(H)}n∈N is not
periodic for an arbitrary finite-dimensional Hopf algebra H . Nevertheless, by the
following proposition, the sequence is always linearly recursive.
Proposition 2.7. Let H be a finite-dimensional Hopf algebra over any field k. Then
the sequence {νn(H)} is linearly recursive and the degree of its minimal polynomial
is at most (dimH)2. Also, the minimal polynomial pH of the sequence of higher
indicators is also a gauge invariant.
Proof. Since Homk(H,H) is of finite dimension, the set of operators {Pn}n≥0 is
k-linearly dependent. There exist a positive integer N ≤ (dimH)2 and scalars
α0, . . . , αN−1 ∈ k such that
(2.3) α0P0 + · · ·αN−1PN−1 + PN = 0.
Recall that Pn is the n-th power of idH under the convolution product ∗ of Homk(H,H).
Therefore, Pn ∗ Pm = Pm+n for any non-negative integers m,n. Multiply Equation
(2.3) by Pn−1. We find
(2.4) α0Pn−1 + · · ·αn−2+NPn−2+N + Pn−1+N = 0
for all positive integers n. Apply S to this equation and take trace. We have
α0νn(H) + · · ·αn+N−1νn−1+N(H) + νn+N(H) = 0 .
Hence, the sequence {νn(H)} is linearly recursive and it satisfies a monic polynomial
of degree ≤ N . 
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3. Indicators of the Taft algebras
The Taft algebras are well-known to be non-semisimple. We will compute the 2nd
indicators ν2(T ) of the Taft algebras T as examples in this section. In particular,
for the Taft algebra T4 of dimension 4, we have computed its complete sequence
{νn(T4)}n∈N which is simply the sequence of positive integers
Let us begin with the definition of the Taft algebras over an algebraically closed
field k of characteristic zero. For a primitive n-th root of unity ω ∈ k, the Taft algebra
Tn2(ω) is the k-algebra generated by g and x subject to the relations g
n = 1, xn = 0,
and xg = ωgx. The Taft algebra is a Hopf algebra with the coalgebra structure and
the antipode S given by
∆(g) = g ⊗ g, ∆(x) = x⊗ 1 + g ⊗ x, ε(g) = 1, ε(x) = 0,
S(g) = g−1, S(x) = −g−1x .
The subset {gixk | i, k = 0, . . . , n− 1} of the Taft algebra Tn2(ω) forms a basis, and
hence dimTn2(ω) = n
2. By induction, one can write down the images of the antipode
S on this basis as
Lemma 3.1. For i, k = 0, . . . , n− 1, we have
S(gixk) = (−1)kω−(k(k−1)2 +ik)g−(i+k)xk .
By (2.1), ν2(Tn2(ω)) = Tr(S), and so we proceed to compute the trace of S with
the following lemma.
Lemma 3.2. If S(gixk) = αgixk for some α ∈ k, then k ≡ −2i (mod n). Moreover,
Tr(S) =

2
n−1
2∑
ℓ=0
ωℓ =
2
1 + ω(n+1)/2
if n is odd,
2
n
2
−1∑
ℓ=0
ωℓ =
4
1− ω if n is even.
Proof. The first assertion follows immediately from Lemma 3.1. Now, let u =
[
n
2
]
.
We first assume n is odd. Then u = n−1
2
and so n − 2u = 1. In particular, u is the
inverse of −2 modulo n. Note that ω1/2 is uniquely determined and is given by
ω1/2 = ω−u .
Suppose gixk is an eigenvector of S. Then k ≡ −2i (mod n) and hence i ≡ uk
(mod n). The eigenvalue α associated with this eigenvector is
α = (−1)kω−(k(k−1)2 +ik) = (−1)kω−(k(k−1)(−u)+uk2) = (−1)kω−uk .
Thus,
Tr(S) =
n−1∑
k=0
(−1)kω−uk = 1 + ω
−un
1 + ω−u
=
2
1 + ω−u
.
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Obviously, −u ≡ (n+1)/2 (mod n). On the other hand, {ω−uk | k = 0, . . . , n−1} =
{ωk | k = 0, . . . , n− 1}, and so
Tr(S) =
∑
k even
ω−uk −
∑
k odd
ω−uk =
u∑
ℓ=0
ωℓ −
n−1∑
ℓ=u+1
ωℓ = 2
u∑
ℓ=0
ωℓ .
Now, we assume n is even. Then u = n
2
and the congruence k ≡ −2i (mod n)
implies that k must be even, and so k = 2ℓ some non-negative integer ℓ < n
2
, and
ℓ ≡ −i (mod n
2
).
Consequently, i = n
2
−ℓ or n−ℓ. Thus, the eigenvalues associated with the eigenvectors
g
n
2
−ℓx2ℓ and gn−ℓx2ℓ are
ω−(ℓ(2ℓ−1)+nℓ−2ℓ
2) and ω−(ℓ(2ℓ−1)+2nℓ−2ℓ
2)
respectively. However, both eigenvalues are equal to ωℓ. Note that ωu = −1. There-
fore,
Tr(S) =
u−1∑
ℓ=0
2ωℓ = 2
u−1∑
ℓ=0
ωℓ = 2
(
1− ωu
1− ω
)
=
4
1− ω . 
It has been shown in [S2, Corollary 2.4] that Tn2(ω) is uniquely determined by its
associated tensor category Tn2(ω)-modfin. In particular, Tn2(ω) and Tn2(ω
′) are not
gauge equivalent if ω 6= ω′. Here we give an alternative proof by computing the trace
of the antipode and using Theorem 2.2.
Corollary 3.3. Let ω1, ω2 ∈ k be primitive n-th roots of unity. Suppose Si is the
antipode of the Taft algebra Tn2(ωi), i = 1, 2. Then Tr(S1) = Tr(S2) iff ω1 = ω2. In
particular, Tn2(ω1) and Tn2(ω2) are gauge equivalent iff ω1 = ω2.
Proof. Suppose Tr(S1) = Tr(S2). If n is even, then, by Lemma 3.2, we have ω1 = ω2.
If n is odd, then
ω
(n+1)/2
1 = ω
(n+1)/2
2 .
Hence
ω1 =
(
ω
(n+1)/2
1
)2
=
(
ω
(n+1)/2
2
)2
= ω2.
The second statement is an immediate consequence of Theorem 2.2. 
The general formula for the n-th indicator of Tm2(ω) is less obvious, but T4(−1) is
an exception.
Example 3.4. The n-th indicator of T4(−1) is n, and hence its minimal polynomial is
(x−1)2. To show this observation, we can apply Corollary 2.6. In T4(−1), Λ = x+gx
is a left integral, and λ ∈ T4(−1)∗ defined by λ(1) = λ(g) = λ(x) = 0 and λ(gx) = 1
is a left integral of T4(−1)∗ such that λ(Λ) = 1. By induction, one can show that
∆(n)(x) = x⊗ 1⊗(n−1) + g ⊗ x⊗ 1⊗(n−2) + · · ·+ g⊗(n−1) ⊗ x for n ≥ 2,
where z⊗(ℓ) denotes the ℓ-folded tensor z ⊗ · · · ⊗ z. Thus, using g2 = 1,
∆(n)(gx) = gx⊗ g⊗(n−1) + 1⊗ gx⊗ g⊗(n−2) + · · ·+ 1⊗(n−1) ⊗ gx for n ≥ 2.
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Therefore,
Λ[n] =
n−1∑
i=0
gix+ gxgn−1−i =
n−1∑
i=0
gix+ (−1)n−1−ign−ix =
n−1∑
i=0
gix+ (−1)igi+1x .
Since λ(Λ[n]) is equal to the coefficient of gx in Λ[n], we find
νn(T4(−1)) = λ(Λ[n]) = n
for n ∈ N. 
A more delicate but direct computation shows that
νn(T9(ω)) =
 n(2 + ω) if n ≡ 0 (mod 3),n if n ≡ 1 (mod 3),n(1 + ω) if n ≡ 2 (mod 3),
where ω ∈ k is a primitive third root of unity. The minimum polynomial of the
sequence is (x−1)2(x−ω−1)2. One can continue the computation using GAP to find
the minimal polynomial pm(x) of Tm2(ω) for m ≥ 3. We summarize our observation
for m ≤ 24 as follows:
pm(x) =

(xm − 1)2
(x− ω)2 if m = 2, 3, 4, 6, 8, 12, 24,
(xm − 1)2 otherwise.
It has been shown in [EG3] that the quasi-exponent qexp(H) of a finite-dimensional
Hopf algebra H is a gauge invariant, and qexp(Tm2(ω)) = m for all positive integers
m. The preceding observation suggests some relation between the quasi-exponent
qexp(H) and the minimal polynomial pH of a finite-dimensional Hopf algebra H . It
would be interesting to know how they are actually related.
4. Gauge invariance of Tr(SV )
Let H be a finite-dimensional Hopf algebra over a field k with antipode S. For V ∈
H-modfin, we denote the left dual of V ∈ H-modfin by V ∨. Suppose V ∈ H-modfin
is self-dual, i.e. V ∼= V ∨ as H-modules. Then S(annV ) = annV and so S induces an
algebra anti-automorphism SV onH/ annV defined by SV (h+ann V ) = S(h)+annV .
We define for each absolutely simple V ∈ H-modfin
(4.1) γ(V ) =
{
Tr(SV ) if V ∼= V ∨ ,
0 otherwise.
Obviously, γ(V ) depends only on the isomorphism class of V .
In the semisimple case, Tr(SV ) is closely related to the Frobenius-Schur indicator.
More precisely, Tr(SV ) = ν2(V ) dimV . It may also prove to be important in the
non-semisimple case. We note that Jedwab has begun the study of Tr(SV ) in [J], and
has computed Tr(SV ) for the irreducible representations of uq(sl2). Some additional
work on this topic has been done in [JK].
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Similar to the case of the 2nd Frobenius-Schur indicator of a simple module over a
semisimple complex Hopf algebra, we prove in this section that γ(V ) is an invariant
of the tensor category H-modfin.
Theorem 4.1. Let H, H ′ be finite-dimensional Hopf algebras over a field k. If
F : H-modfin → H ′-modfin is a equivalence of tensor categories, then
γ(V ) = γ(F(V ))
for all absolutely simple V ∈ H-modfin.
When H is pivotal, the 2nd Frobenius-Schur indicator ν2(V ) and pivotal dimension
qdimℓ(V ) are defined for each finite-dimensional H-module V . In this case, we prove
in Proposition 4.5 that
γ(V ) = ν2(V ) qdimℓ(V ) = ν2(V ) qdimr(V )
for each absolutely simple H-module V .
To prove Theorem 4.1, we first need the following lemma. We thank H.-J. Schneider
for helpful conversations about the lemma.
Lemma 4.2. Let U = [Uij ] be an invertible element of Mn(k), and A an algebra
anti-automorphism of Mn(k) defined by A(X) = UX
tU−1 for some U ∈ GLn(k),
where X t denotes the transpose of X. Then
Tr(A) = tr(U tU−1)
where tr is the ordinary trace of matrices.
Proof. Let Eij be the matrix [δij ] ∈Mn(k), and U−1 = [U ij ]. Since 〈X, Y 〉 = tr(XY t)
defines a non-degenerate symmetric bilinear form on Mn(k) and 〈Eij , Ekl〉 = δij,kl,
we have
Tr(A) =
∑
i,j
〈A(Eij), Eij〉 =
∑
i,j
tr(UEjiU
−1Eji) =
∑
i,j
UijU ij = tr(U
tU−1) . 
The second step is to show that γ(V ) is invariant under 2-cocycle twisting of H .
Let F be a 2-cocycle of H , and V ∈ H-modfin. We denote by VF the same H-module
V but considered as an object in HF -modfin.
Proposition 4.3. Let H be a finite-dimensional Hopf algebra over k and F a 2-
cocycle of H. Then
γ(V ) = γ(VF )
for all absolutely simple V ∈ H-modfin.
Proof. Let F =
∑
i fi⊗ gi be a 2-cocycle of H and F−1 =
∑
j di⊗ ej . Then the twist
HF of H by F has the antipode SF given by
SF (h) = uS(h)u−1
where u =
∑
i fiS(gi) and u
−1 =
∑
i S(dj)ej . Suppose V is an absolutely simple
object ofH-modfin. The left dual V
∨ in H-modfin is different from V
∨
F in H
F -modfin,
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but they are isomorphic as H-modules under the duality transformation (cf. [NS1])
ξ˜ : V ∨ → V ∨F defined by
ξ˜(f)(v) = f(u−1v) for f ∈ V ∗ and v ∈ V .
Thus, V is self-dual in H-modfin if, and only if, VF is self-dual in H
F -modfin. There-
fore, γ(V ) = γ(VF ) = 0 if V is not self-dual in H-modfin.
Now, let us further assume V is self-dual inH-modfin. Since VF = V asH-modules,
H/ annV = H/ annVF
φ∼= Mn(k)
as k-algebras, where n = dimk V . We write h for φ(h+ annV ) ∈ Mn(k), and let
(4.2) S := φ ◦ SV ◦ φ−1 and SF := φ ◦ SFVF ◦ φ−1 .
Obviously, both S and SF are algebra anti-automorphisms on Mn(k), and
γ(V ) = Tr(S), and γ(VF ) = Tr(SF ) .
Moreover, there is an invertible matrix U such that
(4.3) S(h) = S(h) = Uh
t
U−1.
From Equation (4.3) we get the following equalities:
(4.4) SF (h) = SF (h) = uUh
t
U−1u−1 , S2(h) = S
2
(h) = U(U−1)thU tU−1
for all h ∈ H .
In view of Lemma 4.2,
γ(V ) = Tr(S) = tr(U tU−1) .
Thus, by Equations (4.3), (4.4) and Lemma 4.2, we find
γ(VF ) = Tr(SF ) = tr(U
tutU−1u−1) = tr(U tU−1S(u)u−1)
=
∑
i,j
tr(U tU−1S2(gi)S(djfi)ej) =
∑
i,j
tr(giU
tU−1S(djfi)ej)
=
∑
i,j
tr(U tU−1S(djfi)ejgi) = tr(U
tU−1) = γ(V ) . 
Proof of Theorem 4.1. By Theorem 1.1, if a k-linear equivalence F : H-modfin →
H ′-modfin defines a tensor equivalence, then H and H
′ are gauge equivalence, i.e.
there exist a 2-cocycle F of H and a bialgebra isomorphism σ : H ′ → HF . Moreover,
F is naturally isomorphic to the k-linear equivalence σ(−) : H-modfin → H ′-modfin
induced by the algebra isomorphism σ. For any absolutely simple V ∈ H-modfin, V
is self-dual in H-modfin if, and only if, F(V ) is self-dual in H ′-modfin. Thus, if V is
not self-dual, then γ(V ) = γ(F(V )) = 0.
Assume V is self-dual in H-modfin. Then ann σV = σ
−1(annVF ), and so σ induces
an algebra isomorphism σ : H ′/ ann σV → H/ annVF . Let S, S ′ and SF denote the
antipodes of H , H ′ and HF respectively. Then
σ−1 ◦ SF ◦ σ = S ′,
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and so
σ−1 ◦ SFVF ◦ σ = S ′σV .
Therefore, by Proposition 4.3,
γ(F(V )) = γ(σV ) = Tr(S ′σV ) = Tr(SFVF ) = γ(VF ) = γ(V ) . 
It is clear that the invariant γ(V ) of the tensor category H-modfin is closely related
to the 2nd Frobenius-Schur indicator when H is split semisimple. A more general
relationship among the invariant γ(V ), the 2nd Frobenius-Schur indicator ν2(V ) and
the pivotal dimension qdimℓ(V ) also appears in the case of finite-dimensional pivotal
Hopf algebras.
Definition 4.4. A pivotal element of a Hopf algebra H with the antipode S is
group-like element g such that S2(h) = ghg−1 for all h ∈ H. A Hopf algebra which
admits a pivotal element is called pivotal.
Recall that there are two natural maps, the evaluation map ev : V ∨ ⊗ V → k and
the dual basis or coevaluation map db : k → V ⊗ V ∨, associated with each finite-
dimensional module V over a Hopf algebra H , where {vi} is a basis for V and {vi}
is its dual basis in V ∨.
Now, we assume H is a pivotal Hopf algebra with a pivotal element g and antipode
S. Suppose V ∈ H-modfin. Then the map j : V → V ∨∨ defined by
j(v)(f) = f(gv) for all v ∈ V and f ∈ V ∗,
is a pivotal structure of H-modfin. The (left) pivotal (or quantum) dimension
qdimℓ(V ) of V is defined as the scalar corresponding to the k-linear map
k
db−→ V ∨ ⊗ V ∨∨ id⊗j−1−−−−→ V ∨ ⊗ V ev−→ k .
Direct simplification shows that
qdimℓ(V ) = χV (g
−1)
where χV is the character of V . The right pivotal dimension qdimr(V ) can be defined
similarly, and qdimr(V ) = χV (g).
Let us identify HomH(k, V ⊗ V ) with the H-invariant space (V ⊗ V )H . Following
[NS2], the map E2 is defined by
(4.5) E2(
∑
i
ui ⊗ vi) =
∑
i
vi ⊗ g−1ui for all
∑
i
ui ⊗ vi ∈ (V ⊗ V )H ,
and
(4.6) ν2(V ) = Tr(E2) .
Note that E22 = id and HomH(k, V ⊗ V ) ∼= HomH(V ∨, V ) as k-linear spaces. Thus,
if V is absolutely simple, then
dim(V ⊗ V )H =
{
1 if V ∼= V ∨,
0 otherwise .
Therefore, ν2(V ) = ±1 if V ∼= V ∨, and 0 otherwise. In particular, Tr(E2) is the
eigenvalue of E2 when V is self-dual.
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If V is absolutely simple and self-dual in H-modfin, then dimHomH(k, V
∨⊗V ∨) =
1 = dimHomH(V, V
∨). Let f ∈ HomH(V, V ∨) be a non-zero element. Then
b(x, y) := f(x)(y) for all x, y ∈ V,
defines an H-invariant non-degenerate bilinear form on V . Conversely, if b′ is a
non-zero H-invariant bilinear form on V , then f ′(x) = b′(x, y) defines a non-zero
H-module map from V to V ∨. Thus, f ′ is a scalar multiple of f and so b′ is a scalar
multiple of b.
Note that b =
∑
i u
∗
i⊗v∗i ∈ V ∨⊗V ∨, and the assignment 1 7→
∑
i u
∗
i⊗v∗i ∈ V ∨⊗V ∨
defines a non-zero map in HomH(k, V
∨ ⊗ V ∨). By (4.5) and (4.6), we find
ν2(V )
∑
i
u∗i ⊗ v∗i =
∑
i
v∗i ⊗ g−1u∗i .
In terms of b, we have the relation
(4.7) ν2(V )b(x, y) = b(y, gx) for all x, y ∈ V .
These paragraphs have summarized the Frobenius-Schur Theorem for absolutely sim-
ple self-dual modules over a finite-dimensional pivotal Hopf algebra (cf. [LM] and
[MN]).
Proposition 4.5. Let H be a finite-dimensional Hopf algebra over k with antipode
S. If H admits a pivotal element g, then
(4.8) γ(V ) = ν2(V ) · qdimℓ(V ) = ν2(V ) · qdimr(V ) .
for all absolutely simple V ∈ H-modfin, where ν2(V ), qdimℓ(V ) and qdimr(V ) are
computed using the pivotal element g. In particular, ν2(V ) qdimℓ(V ) is independent
of the choice of the pivotal element g.
Proof. Let V be an absolutely simple H-module. If V is not self-dual, then γ(V ) =
ν2(V ) = 0 and so the equalities hold trivially. Assume V is self-dual, and let
{v1, . . . , vn} be a basis for V . Then hvj =
∑n
j=1 hijvi for some hij ∈ k, and we
write h for the matrix [hij]. The assignment π : h 7→ h defines a matrix represen-
tation of H afforded by V with ker π = annV . Since V is absolutely simple, π is
surjective, and hence π induces an algebra isomorphism φ : H/ annV →Mn(k) such
that φ(h+ annV ) = h = π(h) for all h ∈ H .
Following the notation in the proof of Proposition 4.3, we let S = φ ◦ SV ◦ φ−1.
Then
S(X) = UX tU−1, and so S
2
(X) = (U tU−1)−1XU tU−1
for some U ∈ GLn(k). On the other hand,
S
2
(X) = gXg−1.
Therefore, U tU−1g is in the center of Mn(k) and hence
U tU−1g = cI for some c ∈ k.
Thus, by Lemma 4.2,
γ(V ) = tr(U tU−1) = c tr(g−1) = cχV (g
−1) .
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We claim that c = ν2(V ). Let {e1, . . . , en} denote the standard basis for kn and let
(·, ·) denote the standard non-degenerate symmetric bilinear form on kn. We define
the bilinear form b on V by extending the assignment b(vi, vj) = (ei, U
−1ej) linearly.
Then for h ∈ H ,
b(h1vi, h2vj) = (h1ei, U
−1h2ej) = (ei, h1
t
U−1h2ej) = (ei, U
−1S(h1)h2ej)
= (ei, U
−1S(h1)h2ej) = ε(h)(ei, U
−1ej) = ε(h)b(vi, vj) .
Therefore, b is a non-zero H-invariant form on V . Moreover,
b(vj , gvi) = (ej , U
−1gei) = (ej , (U
−1)tU tU−1gei)
= c(ej , (U
−1)tei) = c(U
−1ej , ei) = cb(vi, vj) .
It follows from (4.7) that c = ν2(V ).
Let {ui} be the basis for V such that b(ui, vj) = δij . Then
qdimr(V ) = χV (g) =
∑
i
b(gui, vi) =
∑
i
b(ui, g
−1vi) = χV (g
−1) = qdimℓ(V ) .
The third equality is a consequence of the H-invariance of b.
The left hand side of the first equation of (4.8) indicates the expression on the
right hand side is independent of the choice of the pivotal element g of H . 
Remark 4.6. For the quantum group uq(sl2) at the primitive nth root of unity q
with n odd, Jedwab has shown in [J] that γ(V ) = (−1)dimV+1 qdimℓ V for every
simple module V of dimension less than n. This result together with Proposition 4.5
implies that ν2(V ) = (−1)dimV+1 for dimV < n.
5. On the values of the indicators
In Section 3, we have seen that the value of ν2(T ) for T a Taft algebra over C is a
complex number. However, if H is a semisimple Hopf algebra over C with antipode
S, then ν2(H) = Tr(S) is always an integer. This observation follows immediately by
the Larson-Radford theorem [LR], S2 = idH which implies that all of the eigenvalues
of S are ±1.
5.1. Positivity of Tr(S) for abelian extensions of Hopf algebras. For a group
algebra H = CG, it is easy to see that Tr(S) is equal to the number iG of involutions
in G. Therefore, ν2(H) = iG ≥ 1. More generally, we have the following observation.
Proposition 5.1. Let H = CG#CF be a bismash product determined by the factor-
izable group L = FG. Then Tr(SH) = Tr(SCL) = iL. In particular, if H = D(CG),
then Tr(SH) = i
2
G.
Proof. The first part is [JM, Lemma 2.8]. In the case of D(CG), L = G ⋊ G, with
G acting on itself by conjugation, and it is easy to see that iL = i
2
G. This is noted in
[GM]. 
From this proposition, one might hope that if H is semisimple over C, then Tr(S)
is always positive. However, this is not the case, even for group-theoretical Hopf
algebras.
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Example 5.2. LetH = CG#τσCF where G = 〈x〉×〈y〉 and F = 〈t〉 are multiplicative
groups isomorphic to Z4×Z4 and Z2 respectively, and the coaction ρ and the cocycle
σ : F ×F → CG are trivial. Let {pg | g ∈ G} denote the dual basis of G for CG. The
F -action ⇀ on G, and dual cocycle τ : F → CG ⊗ CG are defined via
t ⇀ g = g−1 for all g ∈ G, and τ (t) =
∑
g,h∈G
τt(g, h)pg ⊗ ph
where τt(x
iyj, xkyl) = (−1)ik+jl+jk. One can verify directly that τt : G× G→ C× is
a 2-cocycle on G, that is, τt satisfies the functional equation
τt(a, b)τt(ab, c) = τt(a, bc)τt(b, c) for all a, b, c ∈ G.
which makes τ a dual cocycle (see [AD, Proposition 2.16] or [KMM, Lemma 4.5] for
the particular case of cocentral abelian extensions). Moreover, the equality
τt(a, b)τt(t ⇀ a, t ⇀ b) = 1 = τ1(a, b)
holds for all a, b ∈ G and therefore comultiplication in H is multiplicative. Then it
follows from [AD, Theorem 2.20] that H is a Hopf algebra. The antipode S of H is
given by
S(pg#z) = τz(g
−1, g)
−1
pz−1⇀g−1#z
−1 = τz(g
−1, g)pz⇀g−1#z .
for z ∈ F and g ∈ G. Note that z ⇀ g−1 = g if, and only if, z = t or g2 = 1.
Therefore,
Tr(S) =
∑
g∈G
τt(g, g
−1) +
∑
g∈G
g2=1
τ1(g, g
−1) .
It is easy to see that x2, y2, x2y2 and 1 are all of the involutions of G, and thus∑
g∈G
g2=1
τ1(g, g
−1) = 4. Therefore,
Tr(S) =
∑
g∈G
τt(g, g
−1) + 4 =
3∑
i,j=0
τt(x
iyj, x−iy−j) + 4
=
3∑
i,j=0
(−1)−i2−j2−ij + 4 = 4− 12 + 4 = −4
since
(−1)i2+j2+ij =
{
1 if i and j are both even,
−1 otherwise. 
It is still interesting to know just when Tr(S) is positive. We give some criteria for
a cocentral abelian extensions to have Tr(S) > 0 in the following proposition.
Proposition 5.3. Let G, F be finite groups and H = CG#τσCF a cocentral abelian
extension with antipode S.
(i) If |F | is odd, then Tr(S) = iG.
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(ii) Let IF denote the set of all involution in F , Fg the stabilizer of g and
F˜g = {w ∈ F | w ⇀ g = g±1}.
Assume that the cocycle σ is trivial, the set IF is a subgroup of F , and Fg = F˜g
for all g ∈ G. Then Tr(S) > 0.
Proof. Recall that
Tr(S) =
∑
(g,w)∈G×F
w2=1, w⇀g=g−1
σ−1g (w,w)τ
−1
w (g, g
−1) .
(i) If |F | is odd, then we have
Tr(S) =
∑
g∈G, g=g−1
σ−1g (1, 1)τ
−1
1 (g, g
−1) =
∑
g∈G, g2=1
1 = iG.
(ii) Let g ∈ G. Define µg : CFg → C via µg(w) = τw(g, g) for w ∈ Fg. Then by
[KMM, Lemma 4.5], since σ is trivial and F˜g = Fg, µg is a one-dimensional character
of CFg. Then
Tr(S) =
∑
(g,w)∈G×F
w2=1, w⇀g=g−1
τ−1w (g, g
−1) =
∑
(g,w)∈G×F
w2=1, g2=1, w⇀g=g
τ−1w (g, g) =
∑
g∈IG
∑
w∈IF∩Fg
µ−1g (w) .
By the orthogonality of group characters, we find∑
w∈IF∩Fg
µ−1g (w) = δ|IF ∩ Fg|
where δ = 1 if µg|IF∩Fg = 1, and δ = 0 otherwise. Therefore, Tr(S) > 0. 
Remark 5.4.
(i) If F is abelian then IF is a subgroup of F .
(ii) If F is cyclic then we may assume that the cocycle σ is trivial (since the group
H2(F, (CG)×) is trivial).
(iii) In particular, if F is cyclic and G is an elementary abelian 2-group then the
conditions of Proposition 5.3 are satisfied and therefore Tr(S) > 0.
5.2. Positivity of the indicators of modular quasi-Hopf algebras. A semisim-
ple quasi-triangular quasi-Hopf algebra H over C is said to be modular if the braided
spherical fusion category H-modfin is a modular tensor category (cf. [ENO] and
[BK]). By [Mu¨], D(H)-modfin is modular for any semisimple quasi-Hopf algebra H
over C, where D(H) denotes the quantum double (or Drinfeld double) of H . Note
that every semisimple factorizable Hopf algebra H over C is modular (cf. [Ta]).
The n-th Frobenius-Schur indicator νn(V ) of an object V in a spherical fusion
category C over C is defined in [NS2, p 71]. In addition, if C is modular, some
canonical linear combination of indicators are always real and non-negative.
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Proposition 5.5. Let C be a modular tensor category over C, and U0, . . . , Uℓ a
complete list of non-isomorphic simple objects of C with U0 = I, the unit object.
Then ∑
i
diνn(Ui) ≥ 0
for all positive integers n, where di and νn(Ui) respectively denote the pivotal dimen-
sion and the n-th Frobenius-Schur indicator of Ui.
Proof. Let θ be the ribbon structure of the modular category C. By [NS1, Theorem
7.5],
νn(Uk) =
1
dim C
∑
i,j
Nkijdidj
ωni
ωnj
where Nkij = dim C(Uk, Ui ⊗ Uj) and ωi ∈ C is given by ωi idUi = θUi. In particular,
ωi is an n-th root of unity where n is the order of θ. Note that
∑
kN
k
ijdk = didj, and
dk ∈ R for all k by [ENO]. We have∑
k
dkνn(Uk) =
1
dim C
∑
i,j,k
Nkijdidjdk
ωni
ωnj
=
1
dim C
∑
i,j
d2id
2
j
ωni
ωnj
=
1
dim C
∣∣∣∣∣∑
i
d2iω
n
i
∣∣∣∣∣
2
≥ 0 ,
where in the last equation we have used that ωi = ω
−1
i . 
Theorem 5.6. Let H be a modular quasi-Hopf algebra over C. Then for all positive
integers n, the n-th Frobenius-Schur indicator νn(H) is real and non-negative. In
addition,
(i) if H = D(A) for some semisimple quasi-Hopf algebra A over C then
νn(H) = |νn(A)|2 ≥ 0 .
(ii) If H is a semisimple factorizable Hopf algebra over C with antipode SH then
Tr(SH) ≥ 0.
(iii) If H = D(A) for some semisimple Hopf algebra A then Tr(SH) = Tr(SA)
2.
Proof. Let U0, . . . , Uℓ be a complete list of non-isomorphic simple objects of C =
H-modfin, where U0 is the trivial H-module C. Then H ∼=
⊕ℓ
i=0 diUi where di =
dimUi. By the additivity of indicators, we have
νn(H) =
ℓ∑
i=0
diνn(Ui) .
It follows from the proof of Proposition 5.5 that
(5.1) νn(H) =
∣∣∣∣∣ 1√dimH
ℓ∑
i=0
d2iω
n
i
∣∣∣∣∣
2
≥ 0
for all n ∈ N, where ωi is the scalar of the ribbon structure component θUi .
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If H = D(A) for some semisimple quasi-Hopf algebra A over C, then by [NS1,
Theorem 4.1],
νn(A) =
1
dimA
Tr(θnD(A)⊗AA) =
1
dimA
ℓ∑
i=0
d2iω
n
i .
It follows from (5.1) that
νn(H) = |νn(A)|2 .
If H is a semisimple factorizable Hopf algebra over C, then, by [LM, Theorem 3.1],
Tr(SH) = ν2(H) ≥ 0 .
Moreover, if H = D(A) for some semisimple Hopf algebra A, then Tr(SH) and Tr(SA)
are integers, and so we have
Tr(SH) = ν2(H) = |ν2(A)|2 = |Tr(SA)|2 = Tr(SA)2 . 
We note that when A = CG and H = D(A), we already saw in Proposition 5.1
that Tr(SH) = i
2
G = Tr(SA)
2. In general, we can ask the following question.
Question: For any finite-dimensional complex Hopf algebra H , is it true that
νn(D(H)) = |νn(H)|2 for all positive integer n?
5.3. Prime divisors of the dimension of a semisimple quasi-Hopf algebra.
It is well-known that a group G has even order if, and only if, iG 6= 1. If S denotes
the antipode of the group algebra H = CG, then dimCG is even if, and only if,
ν2(H) = Tr(S) = iG 6= 1. This observation holds for every semisimple Hopf algebra
over C.
Proposition 5.7. Let H be a semisimple Hopf algebra over C. Then ν2(H) 6= 1 if,
and only if, dimH is even.
Proof. It is proved in [KSZ1] that dimH is odd if, and only if, the trivial H-module
V0 is the only self-dual simple H-module. Therefore, if dimH is odd, V0 is the only
simple H-module V with ν2(V ) 6= 0. By [LM], we have
(5.2) Tr(S) = ν2(H) =
∑
V simple
dimV · ν2(V )
which implies ν2(H) = dim(V0) · ν2(V0) = 1. Conversely, assume dim(H) is even. As
noted above, any eigenvalue of S is 1 or -1. Suppose a of them are 1 and b of them
are −1. Then a + b = dimH is even, so a and b have the same parity and therefore
ν2(H) = Tr(S) = a− b is also even. Thus ν2(H) 6= 1. 
Using some recent results of [NS1], the preceding proposition can be generalized
to any prime number p for any semisimple quasi-Hopf algebra over C.
Theorem 5.8. Let H be a finite-dimensional semisimple quasi-Hopf algebra over C
and p a prime number. Then the following statements are equivalent:
(i) p | dimH.
(ii) νp(V ) 6= 0 for some non-trivial simple H-module V .
22 YEVGENIA KASHINA, SUSAN MONTGOMERY, AND SIU-HUNG NG
(iii) νp(H) 6= 1.
Proof. By [Mu¨], the quantum (Drinfeld) double D(H) of H is modular. Let θ be
the ribbon structure on D(H) associated with the canonical pivotal structure, N the
order of θ, and ζN a primitive N -th root of unity.
(ii) ⇒ (i): If p ∤ dimH , then p ∤ N (cf. [NS1, Theorems 8.4 or 9.1] or [Et]).
Therefore, σ : ζN 7→ ζpN defines an automorphism of Q(ζN )/Q. Moreover, by [NS1,
Theorem 4.1],
(5.3) νp(V ) =
1
dimH
Tr(θpK(V ))
for V ∈ H-modfin, where K(V ) = D(H)⊗H V . Let Γˆ = {U0, . . . , Uℓ} be a complete
set of non-isomorphic simple D(H)-modules, and ωi be the scalar of the component
θUi . Then ωi is a power of ζN , and so σ(ωi) = ω
p
i . Now let V ∈ H-modfin be simple.
One can consider the action of the Galois group on the indicators (cf. [KSZ2, p 24]
or [NS1, p 62]),
νp(V ) =
1
dimH
Tr(θpK(V )) =
1
dimH
ℓ∑
i=0
Nidiω
p
i = σ
(
1
dimH
ℓ∑
i=0
Nidiωi
)
= σ(ν1(V ))
where Ni = dimHomD(H)(K(V ), Ui), di = dimUi . Note that ν1(V ) is equal to 0 if
V is not the unit object and 1 otherwise. Thus, νp(V ) = 0 for all non-trivial simple
H-modules V .
(iii) ⇒ (ii): Let V0, V1, . . . , Vn form a complete set of non-isomorphic simple H-
modules with V0 being the trivial H-module. Since H =
⊕n
i=0(dimVi)Vi, νp(H) =
1 +
∑n
i=1(dimVi)νp(Vi). Thus, νp(H) 6= 1 implies that νp(Vi) 6= 0 for some i > 0.
(i)⇒ (iii): Suppose νp(H) = 1. Recall from [NS2, p 71] that νp(H) is the ordinary
trace of a C-linear automorphism E on HomH(C, H
⊗p) and Ep = id. Therefore, by
a linear algebra argument (cf. [KSZ2, p 26]),
νp(H) = Tr(E) ≡ dimHomH(C, H⊗p) mod p .
Since dimHomH(C, H
⊗p) = (dimH)p−1, we have
1 ≡ (dimH)p−1 mod p
Therefore, p ∤ dimH . 
Remark 5.9. In the case of semisimple Hopf algebras H, the indicator was defined
as νn(V ) = χV (Λ
[n]). In that case N = exp(H) and exp(H) | (dimH)3 [EG1]. It
was shown in [KSZ2] that there exists a linear operator E on HomH(C, V
⊗n) such
that En = id, Tr(E) = νn(V ), and Equation 5.3 holds, where now θ
±1 is the Drinfeld
element of D(H). Then Theorem 5.8 can be proved in the context of semisimple
Hopf algebras with the same arguments as above, replacing some facts on quasi-Hopf
algebras with corresponding results established in [KSZ2] and [EG1].
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6. Tr(S) and the degrees of representations
According to [Is, p 54] and [JL, p 278], one application of Frobenius-Schur indica-
tors for finite groups is to give an easier proof of the Brauer-Fowler theorem. This
theorem states that for a given positive integer n, there exist only finitely many sim-
ple groups G containing an involution x such that the centralizer of x has order n;
this was useful in the classification of finite simple groups. Thus it seems worthwhile
to try to find Hopf algebra analogs of these methods.
The main preliminary step in both [Is] and [JL] shows that H has a non-trivial
representation whose degree is bounded by a function involving Tr(S). This step
generalizes to Hopf algebras, provided we replace iG in the statement for CG by
Tr(S) in our result for H .
Theorem 6.1. Let H be a semisimple Hopf algebra of even dimension n over C and
let S be its antipode. Then there exists an irreducible character χ = χ∗ 6= ε such that
deg(χ) ≤ α := n− 1|Tr(S)− 1| .
Moreover if Tr(S) > 1 then ν2(χ) = 1, and if Tr(S) < 1 then ν2(χ) = −1.
Proof. The formula is obviously well-defined since Tr(S) 6= 1 by Proposition 5.7. Also
note that n = dimH = 1+
∑
χ 6=ε
χ(1H)
2, where as before χ runs through the set Irr(H)
of irreducible characters of H . Let
T = {χ ∈ Irr(H) | ν2(χ) = 1 and χ 6= ε}, and T ′ = {χ ∈ Irr(H) | ν2(χ) = −1} .
Obviously, ε /∈ T ′ since ν2(ε) = 1. From (5.2), Tr(S) =
∑
χ
ν2(χ)χ2(1H). Therefore,
since ν(χ) ∈ {0, 1,−1},
(6.1) Tr(S)− 1 =
∑
χ∈T
χ(1H)−
∑
χ∈T ′
χ(1H).
Since Tr(S) 6= 1, there are two possibilities: either Tr(S) > 1 or Tr(S) < 1. First
assume that Tr(S) > 1. Then by Equation (6.1)
0 < Tr(S)− 1 ≤
∑
χ∈T
χ(1H)
and, in particular, T is not empty. Thus, by the Cauchy-Schwartz inequality, we
have
(Tr(S)− 1)2 ≤ (
∑
χ∈T
χ(1H))
2 ≤ |T |
∑
χ∈T
(χ(1H))
2 ≤ |T |(n− 1)
which implies ∑
χ∈T
(χ(1H))
2 ≤
∑
χ 6=ε
(χ(1H))
2 = n− 1 ≤ |T | (n− 1)
2
(Tr(S)− 1)2 .
Therefore there exists χ ∈ T such that χ(1H) ≤ n− 1
Tr(S)− 1.
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The case that Tr(S) < 1 is similar. By (6.1), we obtain
0 < 1− Tr(S) ≤
∑
χ∈T ′
χ(1H)
and, in particular, T ′ is non-empty. By the same argument, we have∑
χ∈T ′
(χ(1H))
2 ≤ n− 1 ≤ |T ′| (n− 1)
2
(1− Tr(S))2 .
which implies χ(1H) ≤ n− 1
1− Tr(S) . 
Remark 6.2. In view of Theorem 5.8, ν2(H) 6= 1 for any semisimple quasi-Hopf
algebra H of even dimension. By the same proof, Theorem 6.1 remains to hold for
any even dimensional semisimple quasi-Hopf algebra over C if one replaces Tr(S) by
ν2(H).
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