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Abstract
This dissertation is centered on the moduli space of what we call framed symplec-
tic sheaves on a surface, compactifying the corresponding moduli space of framed
principal SP−bundles.
It contains the construction of the moduli space, which is carried out for every
smooth projective surface X with a big and nef framing divisor, and a study of its
deformation theory.
We also develop an in-depth analysis of the examples X = P2 and X = Blp(P2),
showing that the corresponding moduli spaces enjoy an ADHM-type description. In
the former case, we prove irreducibility of the space and exhibit a relation with the
space of framed ideal instantons on S4 in type C.
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1 Introduction
1.1 Historical notes
Consider the complex projective plane P2C = P2 with a fixed line l∞ ⊆ P2. We call
a framed sheaf on (P2, l∞) a torsion free sheaf E ∈ Coh(P2) which is “well-behaved
at infinity”, meaning that E is trivial on l∞ with a fixed trivialization. In the
last twenty years, these purely algebro-geometric gadgets have been attracting the
interest of many mathematicians from different areas, becoming particularly popular
among Gauge theorists.
This is motivated by the discovery of important relations between moduli spaces
of framed sheaves and 4D Gauge theories. At the core of such relations sits the
definition of (framed) instanton.
Definition 1.1.1. Let r be a positive integer. An SU(r) instanton on the real four
sphere S4 is a principal SU(r)−bundle P endowed with an anti-selfdual connection.
Let us fix a point ∞ ∈ S4. A framed instanton consists of an instanton together
with the specification of an element p of the fiber P∞.
We refer to the standard book [DK] and references therein for an in-depth analysis
of this topic.
Instantons on the sphere are topologically classified by a nonnegative integer n,
which we call charge. We call Mreg(r, n) the set of charge n framed instantons
modulo Gauge equivalence, which is indeed a noncompact smooth manifold. As a
framed instanton is essentially the solution of a differential equation, partial com-
pactifications ofMreg(r, n) may be obtained by adding a boundary of “generalized
solutions”. In particular, a partial compactification Mreg(r, n) ⊆ M0(r, n) may be
constructed allowing instantons to degenerate to a so-called ideal instanton; such
boundary points are bundles with a connection whose square curvature density has
distributional degenerations at a finite number of points. The space M0(r, n) is
often called Uhlenbeck space in the literature, as its construction is based on the
famous paper [U].
Instantons can in fact be described by means of linear algebraic data. This was
first pointed out in 1978 ([ADHM]) and this is where algebraic geometry actually
enters the picture; a few years later, in his ground-breaking paper [Do], Donaldson
noted that such linear algebraic data could be used to give an interpretation of the
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moduli space of instantons as a moduli space of holomorphic vector bundles on the
projective plane with a framing on a line. To get a visual understanding of this claim,
one should think of framed instantons as instantons on R4 with “finite energy”, i.e.
admitting an extension to the compact foufold S4. If one fixes a complex structure
on R4 ∼= C2 and considers a holomorphic compactification C2 ∪ l∞ = P2, one can
see that every framed instanton can be associated with an holomorphic bundle on
C2 extending to P2.
Donaldson’s construction is based on the fact that the linear data (from now
on: ADHM data) may be thought of as parameter spaces for monads, which are
special three term complexes of bundles with fixed entries; varying the differentials
and taking cohomology, one can obtain every possible framed bundle on the plane.
Similarly flavored technologies were already known to experts, see for example [OSS,
BH].
Also the Uhlenbeck space M0(r, n) is an algebro-geometric object: by means of
the ADHM data, it can be realized as an affine C−scheme hosting Mreg(r, n) as
an open subset, which is nonempty and dense whenever r > 1 (see e.g. [Na]). The
schemeM0(r, n) has a stratification into locally closed subsets
M0(r, n) =
n⊔
k=0
Mreg(r, n− k)× (C2)(k). (1.1.1)
It is very singular (its singular locus coincides with the union of the k > 0 strata)
and does not have very well defined modular properties (despite some “tricky” mod-
ular interpretations have been carried out in [Ba2, BFG]). However, there exists a
resolution of singularities
pi :M(r, n)→M0(r, n),
whereM(r, n) is a fine moduli scheme for framed sheaves on P2.
1.2 Adding parameters to the theory
The moduli space M(r, n) enjoys remarkable geometric properties: it is a gener-
alization of the Hilbert scheme of points on the affine plane A2, it is perhaps the
most famous example of a Nakajima quiver variety (and thus admits a Hyperkähler
structure) and it admits a toric action which turns out to be a fundamental tool
define and perform instanton counting in this framed (i.e. noncompact) case. For
this and other reasons, in the recent years, many people from algebraic geometry
have been studying it and constructing generalizations.
For example, one may change the base surface: the moduli space of framed sheaves
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has been constructed by means of monadic descriptions for multi blow-ups of P2
[Bu, He] and Hirzebruch surfaces [BBR]. Furthermore, the moduli space has been
shown to exist on an arbitrary smooth projective surface X and a “reasonable”
framing divisor D ⊆ X in [BM]; the authors recognize the sought-for space as an
open subscheme of the fine moduli space of framed pairs on X, defined and studied
in [HL1, HL2].
A somehow more delicate change of parameter one can study is the change of
structure group. Indeed, on P2, the category of rank r framed vector bundles is
equivalent to the category of framed principal SLr−bundles. The latter simply are
pairs (P, a) where P is a SLr−bundle and
a : P |l∞→ l∞ × SLr
is an isomorphism. The definition of (families of) framed principalG−bundles clearly
makes sense for an arbitrary complex algebraic group G.
Such a generalization is relevant from a Gauge-theoretic viewpoint. Indeed, if we
fix a simple compact Lie group K, the set of charge n framed K−instantons on
the four sphere modulo Gauge equivalence is in bijection with its natural algebro-
geometric counterpart: the set of framed principalKC−bundles on the plane modulo
isomorphisms.
If G ⊆ GL(W ) is the group of transformations preserving a fixed nondegenerate
quadratic form Q : W → W∨ (i.e. if G is a classical group), a framed G−bundle
is in fact the same thing as a rank r framed vector bundle E with an isomorphism
E → E∨ which behaves like Q once restricted to the framing divisor. ADHM-
theoretic descriptions of the moduli space for these groups have been known for a
long time (see for example [BS, JMW, NS]).
In [BFG], the authors present a differently flavored construction of the moduli
space of framed G−bundles (from now on: MregG ), holding for every simple, affine
and simply connected G. One of the major achievements of their work is the con-
struction of an affine partial compactification
MregG ⊆MG,0
which behaves pretty much like the Uhlenbeck compactification; for instance, if K is
the compact form of G, its set of C−points may be identified with the set of framed
ideal K−instantons on S4. Furthermore,MG,0 has a stratification in locally closed
subschemes analogue to 1.1.1. For G = SPr and Or, Uhlenbeck spaces have been
thoroughly studied in [Ch] by making use of ADHM-theoretic tools.
In the light of the previous discussion, it is rather natural to ask about the exis-
tence of a G−analogue ofM(r, n). More explicitly:
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Question. Can we find a nonsingular modular compactification MG ⊇ MregG with
a proper surjective morphismMG →MG,0?
Up to date, the question is still open.
1.3 Weak G−bundles
Given a principal G−bundle P on a variety X, it is possible to functorially construct
a rank r vector bundle Eρ(P ) for any representation
ρ : G→ GLr.
To compactify moduli spaces of G−bundles on X one has to produce a definition
of “weak principal bundle.” Aware of the vastity of the literature about compacti-
fications of moduli of bundles, a reasonable path to follow is to fix a suitable (i.e.
faithful) representation ρ and weaken the notion of associated vector bundle. Fol-
lowing this idea, the notions of principal G−sheaf and honest singular principal
G−bundle were proposed by Gómez and Sols [GS1, GS2] and by Schmidt [Sch], re-
spectively, under mild hypothesis on G and depending on a fixed representation ρ.
In both cases, a suitable (semi)stability condition is introduced, producing a projec-
tive moduli space. Every object in both compactifications happens to give rise to a
vector bundle on an open set U ⊆ X satisfying codim(X\U) ≥ 2. If G is a classical
group, there is of course a standard representation G ⊆ GLr. In this case, Schmidt
noted ([Sch, 5.2]) that the two definitions coincide “pointwise”, meaning that the
moduli spaces are isomorphic up to nilpotents.
Remark 1.3.1. Gómez and Sols’ moduli have been mentioned in [Ba2, Bal] in relation
to Uhlenbeck spaces in the unframed case on a surface; the authors suggest the latter
spaces may be obtained as generalized blow-downs of the former, motivated by the
analogous phenomenon in the classic caseG = GLr, studied in detail in the milestone
papers [Li, Mo].
Let us consider the case G = SPr with the standard representation SPr ⊆ GLr
given by a fixed symplectic form Ω : Cr → Cr∨. In this case, the above definitions
of weak G−bundle lead to the following.
Definition 1.3.2. A symplectic sheaf on X is a pair (E,ϕ) where
• E is a torsion-free sheaf on X with generic rank r and det(E) ∼= OX ;
• ϕ : E → E∨ is a morphism whose restriction to the locally free locus
U = {x ∈ X | Ex is free} ⊆ X
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is a symplectic form, i.e. a skew-symmetric isomorphism.
1.4 My work
The considerable amount of literature regarding the example G = SPr [BFG, BS,
Ch, Do, JMW, NS] makes it a natural first candidate to consider in order to investi-
gate the question 1.2. Motivated by the previous considerations, I have constructed
a framed variant of the moduli space of symplectic sheaves on a surface X and stud-
ied some of its geometric properties. The case X = P2 is treated more in depth. A
sizeable part of this thesis is based on my paper [Sca].
The moduli space MDX,Ω
Let us fix a smooth projective surfaceX, an effective divisorD ⊆ X and a symplectic
vector space (W,Ω). We define a framed symplectic sheaf over (X,D) to be a
triple (E, a, ϕ), where (E, a) is a framed sheaf on (X,D) with det(E) ∼= OX and
ϕ : E⊗2 → OX is a skew-symmetric morphism whose restriction to D coincides with
the pullback of Ω via a : ED → OD ⊗W .
By means of a suitable variation of the construction of framed modules (reviewed
in Chap. 2), it is possible to define a fine moduli scheme for framed symplectic
sheaves, if D is big and nef. The construction is carried out in Chapter 3, where we
prove the following theorem.
Theorem (Existence ofMDX,Ω). For every pair of integers (r, n) there exists a fine
moduli schemeMDX,Ω(r, n) representing the functor of families of framed symplectic
sheaves on (X,D) with generic rank r and c2 = n. There exists a closed embedding
ι :MDX,Ω(r, n)→MDX(r, n)
where MDX(r, n) is the moduli space of framed sheaves on (X,D) with (rk, c1, c2) =
(r, 0, n).MDX,Ω(r, n) contains an open subschemeMD,regX,Ω (r, n) which is a fine moduli
space for framed symplectic bundles on (X,D).
Deformations
The last part of Chapter 3 is devoted to compute the tangent space toMDX,Ω at a
point [E, a, ϕ]. We achieve this by computing deformations of the relevant parameter
space and modding out symmetries, employing the techniques developed in [HL2].
Theorem (Description of T[E,a,ϕ]MDX,Ω). The tangent space T[E,a,ϕ]MDX,Ω(r, n)
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is naturally isomorphic to the kernel of a canonically defined linear map
pϕ : Ext1OX (E,E(−D))→ Ext1OX (Λ2E,OX(−D)),
and the induced inclusion
T[E,a,ϕ]MDX,Ω(r, n)→ Ext1OX (E,E(−D)) ∼= T[E,a]MDX(r, n)
identifies with the tangent map T[E,a,ϕ]ι. If pϕ is surjective and [E, a] is a smooth
point ofMDX(r, n), then [E, a, ϕ] is a smooth point ofMDX,Ω(r, n).
A more natural approach to deformations of symplectic sheaves is presented in
Chapter 4. Here we construct what we call the adjoint complex associated to a sheaf
with a quadratic form (E,ϕ), which is conjectured to rule the deformations of (E,ϕ)
(i.e., to be an obstruction theory for the corresponding moduli stack).
The planar case
The second part of the thesis is devoted to a detailed analysis of two examples of
the moduli space. The first example, which we study in more depth, is about the
moduli space of framed symplectic sheaves over the complex projective plane with a
fixed line l∞ as framing divisor. In Chapter 6, we produce an alternative description
of the spaceMl∞P2,Ω(r, n) =:MΩ(r, n) by means of linear data analogue to the classic
ADHM description of framed sheaves on the plane (reviewed at the beginning of the
chapter).
Theorem (Symplectic ADHM data on P2). Let V be an n−dimensional vector
space. Consider the affine variety
MΩ(r, n) ⊆ End(V )⊕2 ⊕Hom(W,V )⊕ S2V ∨ 3 (A,B, I,G)
cut out by the equations
A∨G−GA = B∨G−GB = [A,B]− IΩ−1I∨G = 0.
The natural action of the group GL(V ) on MΩ(r, n) restricts to a free and locally
proper action on a (suitably defined) invariant open subset MsΩ(r, n) ⊆ MΩ(r, n).
The resulting geometric quotient MsΩ(r, n)/GL(V ) is isomorphic toMΩ(r, n).
Relations with Uhlenbeck spaces and singularities
Let us denote byMΩ,0(r, n) the symplectic variant of the Uhlenbeck space. MΩ,0(r, n)
may be identified with a closed subscheme ofM0(r, n) and the birational morphism
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pi :M(r, n)→M0(r, n) restricts in fact to a morphism piΩ :MΩ(r, n)→MΩ,0(r, n).
In the second part of Chapter 6, we prove that the locally free locus MregΩ (r, n) ⊆
MΩ(r, n) is dense, providing a description ofMΩ,0(r, n) as a contraction ofMΩ(r, n)
along a divisor, in the spirit of Remk. 1.3.1. The density result is indeed equivalent
to the following theorem.
Theorem (Irreducibility). The moduli spaceMΩ(r, n) is irreducible.
As MΩ(r, n) is not smooth in general, the proof of the theorem requires some
nontrivial manipulations on the ADHM data. In Chapter 5 we recollect the necessary
tools from matrix analysis and prove some related technical lemmas.
We also present a discussion on the singularities ofMΩ(r, n), together with explicit
descriptions for low n.
The blown-up case
The last chapter of this dissertation is devoted to the study of the case (X,D) =
(Pˆ2, l∞), where Pˆ2 = BlpP2 for p ∈ P2 and l∞ is the pullback of a line disjoint from
p. We prove the following ADHM description of the corresponding moduli space
Ml∞
Pˆ2,Ω(r, n) =: MˆΩ(r, n).
Theorem (Symplectic ADHM data on Pˆ2). Let V0, V1 be n−dimensional vector
spaces. Consider the affine variety
MˆΩ(r, n) ⊆ Hom(V1, V0)⊕2⊕Hom(W,V0)⊕Hom(V1, V ∨0 )⊕Hom(V0, V1) 3 (A,B, I,G,D)
cut out by the equations
A∨G−G∨A = B∨G−G∨B = GD −D∨G∨ = 0,
ADB −BDA− IΩ−1I∨G = 0.
The natural action of the group GL(V0) × GL(V1) on MˆΩ(r, n) restricts to a free
and locally proper action on a (suitably defined) invariant open subset MˆsΩ(r, n) ⊆
MˆΩ(r, n). The resulting geometric quotient MˆsΩ(r, n)/GL(V0)×GL(V1) is isomorphic
to MˆΩ(r, n).
We believe that also in this case the moduli space is irreducible. At the end of
the chapter the ADHM description is employed to provide some evidence.
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Conventions
Throughout the thesis, we shall fix an algebraically closed field K of characteristic
0. From Chapter 5 on, we will fix K = C. Unless otherwise stated, every scheme will
be a K−scheme of finite type.
For a scheme X and an OX−module F , we will denote by
HomOX (F,_) : Mod(OX)→Mod(OX)
and
HomOX (F,_) : Mod(OX)→ V ecK
the functor of local and global homomorphisms, respectively. The associated derived
functors will be denoted ExtiOX (F,_) and Ext
i
OX (F,_).
Given another module G, we shall denote by TorOXi (F,G) the left derived functor
of F ⊗
OX
_ applied to G, well defined up to isomorphism whenever F has a locally free
resolution. In the dissertation, Tor sheaves will be exclusively applied to coherent
sheaves on smooth varieties.
The dual sheaf HomOX (F,OX) will be often denoted F∨.
The OX subscripts will be omitted whenever there is no ambiguity.
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2.1 Preliminary results
We collect in this section some standard results and easy lemmas we will be using
throughout this thesis.
A criterion for closed embeddings
The following almost tautological lemma gives a criterion for a morphism of schemes
to be a closed embedding. We shall be frequently applying it in the sequel.
Lemma 2.1.1. Let f : X → Y be a morphism of K−schemes of finite type. Assume
that the following conditions hold:
1. the map of sets f(K) : X(K)→ Y (K) is injective;
2. for any closed point x ∈ X(K) the linear map Tfx : TxX → Tf(x)Y is a
monomorphism;
3. f is proper.
Then f is a closed embedding.
Serre duality
We will sometimes use the following form of Serre-Grothendieck duality.
Theorem 2.1.2. Let X be a smooth projective variety of dimension d. Then for any
pair of coherent sheaves F,G on X and for every integer i, there is an isomorphism
Exti(F,G) ∼= Extd−i(G,F ⊗ ωX)∨,
where ωX is the canonical bundle.
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A result by Gomez-Sols
This technical lemma will turn out to be very useful to construct parameter spaces
form moduli spaces of sheaves “with decorations.”
Lemma 2.1.3. [GS2, Lemma 0.9] Let X be a projective variety and Y be a scheme.
Let h : F → G be a morphism of coherent sheaves on X × Y . Assume G is flat
over Y . There exists a closed subscheme Z ⊆ Y such that the following universal
property is satisfied: for any s : S → Y with (1X × s)?h = 0, one has a unique
factorization of s as S → Z → Y .
Bilinear forms on sheaves
Let X be a K−scheme and let E be an OX−module. The skew-symmetric square
Λ2E and the symmetric square S2E of E are defined as the sheafifications of the
presheaves
U 7→ S2E(U), U 7→ Λ2E(U).
In particular, they can be naturally written as quotients of E⊗2. Let i ∈ Aut(E⊗2)
be the natural switch morphism (on stalks: i(e ⊗ f) = f ⊗ e). Let G be another
OX−module and ϕ : E⊗2 → G a morphism. We call ϕ symmetric (resp. skew-
symmetric) if ϕ ◦ i = ϕ (resp. ϕ ◦ i = −i). S2E and Λ2E satisfy the obvious
universal properties
E⊗2
∀symm//

G
S2E
∃!
=={{{{{{{{
E⊗2
∀skew //

G
Λ2E
∃!
=={{{{{{{{
and in fact fit into a split-exact sequence
0→ S2E → E⊗2 → Λ2E → 0.
Remark 2.1.4. A bilinear form ϕ ∈ Hom(E⊗2, G) naturally corresponds to an ele-
ment of
Hom(E,G⊗ E∨) ∼= Hom(E⊗2, G).
If ϕ is symmetric or skew, it corresponds to a unique form in Hom(S2E,G) or
Hom(Λ2E,G). We shall make a systematic abuse of notation by calling ϕ all these
morphisms.
The modules S2E and Λ2E are coherent or locally free if E is and are well-behaved
with respect to pullbacks, meaning that for a given morphism of schemes f : Y → X
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one has natural isomorphisms
S2f?E ∼= f?S2E, Λ2f?E ∼= f?Λ2E.
The following straightforward lemma will be useful later.
Lemma 2.1.5. Let K → H → E → 0 be an exact sequence of coherent OX−modules.
There is an exact sequence
K ⊗H → Λ2H → Λ2E → 0.
If furthermore H is locally free and K → H is injective, define K ∧ H to be the
image of the subsheaf K ⊗H ⊆ H⊗2 under H⊗2 → Λ2H. Then there is a natural
isomorphism
K ∧H ∼= K ⊗H/(K ⊗H ∩ S2H)
and thus an exact sequence
0→ K ∧H → Λ2H → Λ2E → 0.
Monads
Some surfaces admit alternative definitions of the moduli space of framed (sym-
plectic) sheaves by means of monads. We recall here the definition of monads and
present two useful lemmas.
Definition 2.1.6. A monad on a scheme X is a three-term complex of coherent
locally free sheaves on X (in degrees −1, 0, 1):
M : U α //W β // T
which is exact but in degree 0. In other words, we require α be injective and β be
surjective. We denote by E = E(M) the coherent sheaf H0(M).
Remark 2.1.7. Let X be a smooth projective surface and let M be a monad on
X. Then E(M) is a torsion-free sheaf and it is locally free sheaf if and only if α is
injective as a map of vector bundles.
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Every monad comes endowed with a diagram
0

0

U

U

0 // ker(β)

//W

// T // 0
0 // E

// coker(α) //

T // 0
0 0
which is called the display of the monad.
We shall be dealing soon with sheaves E which may be realized as cohomologies
of monads. The following proposition will be useful to deal with quadratic forms
ϕ : E → E∨ on such sheaves.
Proposition 2.1.8. Let E be the cohomology of a monad M . Let M∨ be the dual
complex (it may be no longer a monad). Then we have an isomorphism E∨ ∼=
H0(M∨).
Proof. Dualizing the display of M we get
0

0

0 // T ∨ // coker(α)∨ //

E∨ //

0
0 // T ∨ //W∨ //

ker(β)∨ //

0
U∨ U∨
as the sheaf ExtiOX (T ,OX) vanishes for i 6= 0. Since coker(α)∨ = ker(α∨) and
ker(β)∨ = coker(β∨), we obtain the sought for isomorphism.
The following proposition is a slight generalization of [Ki, Prop. 2.2.1].
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Proposition 2.1.9. Let
M : U α //W β // T ;
M ′ : U ′ α
′
//W ′ β
′
// T ′
be two complexes on X such that M is a monad and α′ is injective. Let E = H0(M)
and E ′ = H0(M ′). Assume the following vanishings hold:
Ext1OX (T ,W ′) = Ext1OX (W,U ′) = Ext2OX (T ,U ′) = 0.
Then the natural map H0 : Hom(M,M ′) → HomOX (E , E ′) is surjective. If in
addition
HomOX (T ,W ′) = HomOX (W,U ′) = 0,
the kernel of the map H0 is naturally identified with the vector space Ext1OX (T ,U ′).
The proof of the statement in [Ki] (in whichM andM ′ were required to be monads
with locally free cohomology) generalizes with no changes to the present situation.
A spectral sequence
The proof of the following lemma may be found in [Mc, Thm 12.1].
Lemma 2.1.10. Let R → S be a morphism of unitary commutative rings, let N
be an S−module and N ′ be an R−module. There exists a spectral sequence with
E2p,q = Ext
q
S(TorRp (S,N ′), N) converging to ExtR(N ′, N). In particular, if N ′ is
R−flat, we get an isomorphism
ExtqS(S ⊗N ′, N) ∼= ExtqR(N ′, N).
2.2 Framed sheaves on surfaces
In this section we quickly go through the construction of the moduli space of framed
sheaves on a surface and present some of its deformation-theoretic aspects. We need
to recall some technicalities of the construction as they will be helpful to define the
moduli space of framed symplectic sheaves. We refer to [HL1], [HL2] and [BM] for
a detailed treatment of the subject.
Notation
Throughout this section we fix:
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• (X,OX(1)) a polarized projective surface over K.
• a big and nef divisor D ⊆ X, also called framing divisor ;
• numerical invariants (r, c1, n) ∈ N+ ×H2(X,Z)× Z;
• an r−dimensional K−vector space W.
We also call P = Pr,c1,n ∈ Q[t] the Hilbert polynomial of a coherent sheaf on X with
generic rank, c1 and n = c2 given by the corresponding invariants.
Definition of framed sheaves
We introduce the definition of framed sheaves and their families.
Definition 2.2.1. A framed sheaf on X is a pair (E, a) where E is a torsion-free
coherent sheaf on X and a : E |D→ OD ⊗W is an isomorphism. A morphism of
framed sheaves (E, a)→ (E′, a′) consists of a morphism f : E → E′ such that
a′ ◦ f |D= λa
for some λ ∈ K.
We can easily define families of framed sheaves. If S is a scheme, an S−family of
framed sheaves consists of a pair (ES , aS) where ES is an S−flat sheaf on S×X = XS
and aS : ES |DS→ ODS ⊗W is an isomorphisms, DS = S ×D.
Let us pass to the definition of the moduli functor.
Definition 2.2.2. Let us fix a triple (r, c1, n). We define the functor
MDX(r, c1, n) : Sch
op
K → Set
assigning to a scheme S the set of isomorphism classes of S−families of framed
sheaves (ES , aS) on X satisfying the additional conditions:
• the (open) subscheme of S whose closed points satisfy
ES |s= Es is torsion-free
is the entire S;
• (r(Es), c1(Es), n(Es)) = (r, c1, n) ∀s ∈ S(K).
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Framed sheaves as Huybrechts-Lehn framed pairs
It is possible to construct a fine moduli space for the functor MDX(r, n). Let F be
a fixed sheaf on X. A framed module is a pair (E, a) where E is a coherent sheaf
on X, and a : E → F is a morphism. A framed sheaf (E, a) is a special example of
framed module, with F = OD ⊗W , E torsion-free and a inducing an isomorphism
once restricted to D. In [HL2, Def. 1.1 and Thm 2.1], a (semi)stability condition
depending on a numerical polynomial δ and on a fixed polarization H is defined,
and a boundedness result is provided for framed modules.
Let c ∈ H?(X,Q). In [BM, Thm 3.1], it is shown that there exist a polarization
H and a numerical polynomial δ such that any framed sheaf (E, a) with Chern
character c(E) = c is δ-stable as a framed module. This is a crucial step in order to
realize the moduli space of framed sheaves MDX(r, n) as an open subscheme of the
moduli space of δ-semistable framed modules as defined in [HL2].
Let c ∈ H?(X,Q) be the Chern character of a sheaf E ∈ Coh(X) with invariants
(r, c1, n) and, if necessary, change OX(1) for a polarization as in [BM, Thm 3.1]. Let
P = Pr,c1,n ∈ Q[t] be the corresponding Hilbert polynomial. Keeping now in mind
that in this setting framed sheaves are a particular type of stable framed modules,
we obtain the following proposition as an immediate consequence of [HL2, Thm.
2.1] and [HL1, Lemma 1.6].
Proposition 2.2.3. The following statements hold.
1. There exists a positive integer m0 such that for any m ≥ m0 and for any framed
sheaf (E, a) on X with Hilbert polynomial P , E ism−regular, H i(X,OX(m)) =
0 ∀i > 0, H1(X,OD(m)) = 0 and P (m) = h0(E(m)).
2. Any nonzero morphism of framed sheaves (E, a), (F, b) with the same Hilbert
polynomial is an isomorphism. Furthermore, there exists a unique morphism
f : (E, a) → (F, b) satisfying fD ◦ b = a, and any other morphism between
them is a nonzero multiple of f .
Construction of MDX(r, n)
We need to recall how to endow the set of isomorphism classes of framed sheaves
MDX(r, n) with a scheme structure, which makes it a fine moduli space for the
functorMDX(r, n). The moduli space is obtained as a geometric quotient of a suitable
parameter space, defined using Quot schemes. This type of construction is somehow
standard, as it is essentially the same one uses to construct moduli of (unframed)
sheaves and bundles on smooth schemes (the reader may check the classic book
[HL3] for an exhaustive presentation of these methods). The relevant parameter
space for our problem will be defined in the present subsection.
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Fix a polynomial P = Pr,c1,n and a positive integer m 0 as in Prop. 2.2.3, and
let V be a vector space of dimension P (m) . Let H = V ⊗OX(−m). Consider the
projective scheme
Hilb(H,P )× P(Hom(V,H0(OD(m))⊗W )∨) =: Hilb× Pfr,
whereHilb(H,P ) is the GrothendieckQuot scheme parametrizing equivalence classes
of quotients
q : H → E, PE = P
on X. Define Z as the subset of pairs ([q : H → E], A) such that the map H →
OD ⊗W induced by A factors through E:
H
q

A // OD ⊗W
E
a
::uuuuuuuuuu
Z can be in fact interpreted as a closed subscheme as follows. Let us fix a sheaf
E ∈ Coh(X ×Hilb) which is a universal quotient
qHilb : V ⊗OX×Hilb ⊗ p?XOX(−m)  E .
The pullback of the universal map
V ⊗OPfr → H0(OD(m)⊗W )⊗OPfr
to X ×Hilb× Pfr yields a morphism
Auniv : V ⊗OX×Hilb×Pfr ⊗ p?XOX(−m)→ OD×Hilb×Pfr ⊗W.
The pullback of qHilb, induces a diagram
0 // K //
AKuniv ))SSS
SSSS
SSSS
SSSS
SSS V ⊗OX×Hilb×Pfr ⊗ p?XOX(−m) //
Auniv

p?Hilb×X(E) //
tti i
i i
i i
i i
0
OD×Hilb×Pfr ⊗W
The closed subscheme Z ⊆ Hilb × Pfr we are looking for is the one defined by
Lemma 2.1.3, where Y = Hilb×Pfr and h = AKuniv. We denote by
◦
Z ⊆ Z the open
subscheme defined by requiring that the pullback a : ED → OD ⊗W is a framing.
The natural action of the group SL(V ) on the bundle H = V ⊗OX(−m) induces
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SL(V ) actions on Z and the open subscheme
◦
Z is invariant. As already announced,
the following theorem holds:
Theorem 2.2.4. The SL(V )−scheme ◦Z admits a geometric quotient ◦Z/SL(V );
this scheme is a fine moduli space for the functor MDX(r, n), and will be denoted
MDX(r, n).
Infinitesimal study of MDX(r, n)
The aim of this subsection is to give a brief account on the deformation theory of
MDX(r, n). We start from the deformation theory of Z.
Let A be an Artin local K−algebra. We define the sheaves on XA = X×Spec(A)
H := H ⊗OA = V ⊗OXA(−m);
D = OD ⊗OA ⊗W.
Consider the scheme
ZA ⊆ QuotXA(H, P )× P(Hom(H,D)∨)
defined as the closed subscheme representing the functor assigning to an A−scheme
T the set
{qT : V ⊗OXT (−m)  E˜ , aT : E˜ → DT | E˜ T − flat, PE˜ = P}.
The computation of the tangent spaces to ZA was already performed in [HL2], and
goes as follows.
Let q : H → E be a quotient with PE = P . Let ker(q) := K ι↪→ H. The
tangent space to QuotXA(H, P ) at the point [q : H → E ] is naturally isomorphic
to the vector space HomXA(K, E). Indeed, writing S = Spec(A[ε]), and using the
universal property of Quot, the tangent space may be indeed identified with the set
of equivalence classes of quotients q˜ : HS → E˜ on XS (where
HS = H⊗ C[ε] = H ⊗A[ε]
and E˜ is an S−flat sheaf on XS) reducing to q mod ε. Write qS : HS → ES for the
pullback of q to XS . For a given q˜ with ker(q˜) = K˜, the map qS |K˜ takes values in
ε · ES and factors through K, defining a morphism K → ε · ES ∼= E . Vice versa, a
given map γ : K → E defines
K˜ ⊆ HS , K˜ = ρ−1(K) ∩ ker(qS + γ ◦ ρ),
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where ρ : HS  H is the natural projection induced by A[ε]  A. The tangent
space to P(Hom(H,D)∨) at a point [A] is naturally identified with the quotient
Hom(H,D)/A · A. To see why this is the case, we apply again a universal property.
An element of
P(Hom(H,D)∨)(S → Spec(A)), Spec(K) 7→ [A] ∈ P(Hom(H,D)∨)
is the same thing as a morphism A˜ : HS → DS (up to units in A[ε]), reducing to
A : H → D mod ε (up to units in A). Such a morphism may be represented as
h+ εh′ 7→ A(h) + ε(A(h′) + B(h))
with B : H → D an OXA−linear map. The units in A[ε] preserving this map modulo
ε are exactly those of the form 1 +λε with λ ∈ A, and they send B to B+ (λ− 1)A.
This proves the claim.
Let (q, α) ∈ ZA with α ◦ q = A. One can prove that the pairs
(γ,B) ∈ Hom(K, E)⊕Hom(H,D)/A · A = T(q,A)(Quot(H, P )× P(Hom(H,D)∨))
belonging to T(q,α)ZA are characterized by the equation
B ◦ ι = α ◦ γ.
The previous considerations provide information on the infinitesimal behavior of
MDX(r, n) as follows. Consider the natural action of Aut(H) on
◦
ZA. To obtain the
tangent space to
◦
ZA/Aut(H) at a point [(q,A)] one has to mod out the image of the
induced tangent orbit map
End(H)→ T(q,A)ZA.
Such map factors through
End(H)→ Hom(H, E), x 7→ q ◦ x
and is described by
Hom(H, E) 3 λ 7→ (λ ◦ ι, α ◦ λ) ∈ T(q,A)ZA;
The quotient can be shown to be isomorphic to the hyperext group
Ext1(E , E → D),
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because we can interpret a pair (γ,B) ∈ T(q,A)ZA as a morphism of complexes
K ι //
γ

H
B

E A // D
and it is immediate to see that the subspace of nullhomotopic morphisms coincides
with the image of Hom(H, E) → T(q,A)ZA. We obtain a chain of natural isomor-
phisms
T(q,A)ZA/Hom(H, E) ∼= HomK(K → H, E → D) ∼= Ext1(E , E → D).
Remark 2.2.5. Ext1(E , E → D) is in fact isomorphic to Ext1(E , E(−DA)) as E is
locally free on DA by hypothesis.
We collect the previous remarks in a theorem and add a smoothness criterion. We
refer as usual to [HL2] for the full proof.
Proposition 2.2.6. Let ξ = [E, a] ∈MDX(r, n).
1. The tangent space TξMDX(r, n) is naturally isomorphic to the group Ext1(E,E(−D)).
2. If the group Ext2(E,E(−D)) vanishes, ξ is a nonsingular point ofMDX(r, n).
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Throughout the chapter, we fix the set of data (X,OX(1)), D, (r, c1, n) and W as
in 2.2, modified as follows:
• we add the datum of a symplectic form Ω : W →W∨;
• we impose the constraint c1 = 0.
The symplectic form Ω induces a symplectic form
1OD ⊗ Ω : OD ⊗W → OD ⊗W∨;
by abuse of notation, we shall denote also the latter by Ω.
The definition of framed symplectic sheaf we are going to deal with in this chapter
is inspired from [GS1], where the authors present the construction of a coarse moduli
space for what they call semistable symplectic sheaves. A symplectic sheaf is a pair
(E,ϕ) where E is a coherent torsion-free sheaf on X and ϕ : Λ2E → OX is a
morphism inducing a symplectic form on the maximal open subset of X over which
E is locally free. Our construction will simply be a “framed version” of this.
3.1 The definition
Definition 3.1.1. A framed symplectic sheaf on X is a triple (E, a, ϕ) where (E, a)
is a framed sheaf with det(E) ∼= OX and ϕ : Λ2E → OX is a morphism satisfying
ϕD = Ω ◦ Λ2a. (3.1.1)
Remark 3.1.2. The morphism ϕ : E → E∨ is an isomorphism once restricted to D;
consequently, the same holds on an open neighborhood of D. Since
det(E) ∼= det(E∨) ∼= OX ,
we have c1(E) = 0. Furthermore, we deduce that det(ϕ) must be a nonzero constant;
hence, ϕ induces in fact an isomorphism EU → E∨U on the entire 2−codimensional
subset X − Sing(E) = U ⊇ D. If (E, a) is a framed sheaf whose first Chern class
vanishes and we are given a morphism ϕ : Λ2E → OX satisfying the compatibility
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condition 3.1.1, we get in fact det(E) ∼= OX . Indeed, since ϕ is nondegenerate in a
neighborhood of D, we get an exact sequence
0 // E
ϕ // E∨ // coker(ϕ) // 0.
The sheaf coker(ϕ) must be supported on a subscheme whose dimension is at most
1, and c1(coker(ϕ)) = 0 forces such dimension to be 0. In particular, ϕ must be an
isomorphism outside a 2−codimensional subscheme of X, from which
det(E) ∼= det(E∨)
follows. Finally, consider the dual map
ϕ∨ : E∨∨ → E∨.
It is a skew-symmetric isomorphism of vector bundles (i.e., a classical symplectic
form): we conclude that det(E∨) ∼= OX . In addition, we observe that if (E, a) is a
framed sheaf such that (E∨∨, a∨∨) admits a structure of framed symplectic bundle
ϕ¯ : E∨∨ → E∨, the composition ϕ¯ ◦ ι = ϕ, where ι : E → E∨∨ is the natural
inclusion, makes (E, a, ϕ) a framed symplectic sheaf.
From now on, we shall always omit the hypothesis on the determinant while
working with framed symplectic sheaves, as we already fixed the hereby equivalent
constraint c1 = 0.
Definition 3.1.3. We define a morphism of framed symplectic sheaves (E, a, ϕ)→
(E′, a′, ϕ′) to be a morphism f of framed sheaves where ϕ′ ◦Λ2f = λϕ for a nonzero
λ ∈ K.
Remark 3.1.4. Prop. 2.2.3 shows that for a given pair of framed sheaves (E, a) and
(E′, a′) with the same invariants, there is at most one isomorphism f : E → E′
satisfying a = a′ ◦ fD. This implies that (E, a) can support at most one structure
of framed symplectic sheaf, in the following sense. If ϕ : Λ2E → OX is a sym-
plectic form, it induces a morphism ϕ : E → E∨, whose dual ϕ∨ : E∨∨ → E∨
is an isomorphism. Furthermore, E∨∨ and E∨ inherit framings from (E, a), and
ϕ∨ preserves these framings, as ϕ is Ω−compatible with a. As a consequence, any
other symplectic form ϕ′ on E satisfies (ϕ′)∨ = ϕ∨, from which ϕ = ϕ′ follows. In
particular:
Lemma 3.1.5. If (E,α, ϕ) is a framed symplectic sheaf, Hom(Λ2E,OX(−D)) = 0
(i.e., the symplectic form has no nontrivial infinitesimal automorphisms).
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Proof. Let ψ : Λ2E → OX(−D) be a morphism. By means of the exact sequence
0→ OX(−D)→ OX → OD → 0
we can think of ψ as a morphism Λ2E → OX which vanishes on D. Now, for a
nonzero scalar λ consider ψλ = ψ + λϕ. If we choose a square root of λ1/2, we
obtain that (E, λ1/2a, ψλ) is a framed symplectic sheaf, but also (E, λ1/2a, λϕ) is.
This forces ψλ = λϕ, i.e. ψ = 0.
We can define framed symplectic sheaves in families again; an S−family of framed
symplectic sheaves will be a triple (ES , aS , ϕS) with (ES , aS) an S−family of framed
sheaves, and ϕS : Λ2ES → OXS a morphism such that ϕS |DS= Ω ◦ Λ2aS . The
corresponding functor will be denoted MDX,Ω(r, n).
Definition 3.1.6. We denote by f the forgetful natural transformation of functors
MDX,Ω(r, n)→MDX(r, n) := MDX(r, 0, n).
3.2 The moduli space
In this section we will construct a fine moduli space for symplectic sheaves. There
are two possible approaches to the problem, both exploiting the existence of a fine
moduli space for framed sheaves:
1. one may prove that the forgetful functor f is representable and deduce the
representability of MDX,Ω(r, n), or
2. one may directly construct the moduli space as a geometric quotient of a
suitable parameter space as in [HL2].
Despite the first path is somehow more natural, we will follow the second, as it
will allow us to quickly obtain some infinitesimal information on the moduli space,
making once again use of the deformation theory of Quot schemes. This method
was already used in [Sca]. Anyway, in the following chapter we shall give an account
on the first approach, together with a general discussion on the deformation theory
of 2−tensors.
The parameter space and its deformations
We go back to the setting and notation of subsection 2.2, where we defined the
subscheme
Z ⊆ Hilb× Pfr
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parametrizing quotients H  E of a fixed bundle H on X together with a morphism
E → OD ⊗W , and its open subscheme
◦
Z ⊆ Z
over which the morphism induces a framing. Take now the product
Hilb(H,P )× P(Hom(Λ2V → H0(OX(2m)))∨) =: Hilb× Psymp
and consider the closed subscheme Z ′ ⊆ Hilb × Psymp given by pairs ([q], φ) such
that the map Λ2H → OX induced by φ descends to some ϕ : Λ2E → OX :
Λ2H
Λ2q

φ // OX
Λ2E
ϕ
<<xxxxxxxx
We define the closed subscheme ZΩ ⊆ Hilb×Pfr×Psymp as follows. First, consider
the scheme-theoretic intersection
p−1Hilb×Pfr(Z) ∩ p−1Hilb×Psymp(Z ′),
whose closed points are triples ([q], A, φ) satisfying: A descends to a : E → OD⊗W ,
φ descends to ϕ : Λ2E → OX . This scheme has again a closed subscheme defined
by triples satisfying the following compatibility on D:
ϕD = Ω ◦ Λ2aD : Λ2ED → OD.
Call this subscheme ZΩ. We denote by
◦
ZΩ the preimage of
◦
Z ⊆ Z under the natural
projection pi : ZΩ → Z.
Theorem 3.2.1. The restriction ◦pi :
◦
ZΩ →
◦
Z is a closed embedding.
Remark 3.2.2. The schemes we are dealing with are in fact of finite type; this means
that we can apply Lemma 2.1.1 to prove the theorem. The morphism ◦pi is clearly
proper, as a base change of a map between projective schemes. For injectivity,
it is enough to note that there exists only one structure of symplectic sheaf on
a given framed sheaf, in the sense of Remk. 3.1.4. It follows that we only need
to prove the claim on tangent spaces: for any triple ([q], A, φ) the tangent map
T([q],A,φ)
◦
ZΩ → T([q],A)
◦
Z is injective.
The previous remark motivates the following infinitesimal study for the parameter
spaces. Let us remind the notation of subsection 2.2.
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Let us consider the scheme
ZAΩ ⊆ ZA × P(Hom(Λ2H,OXA)∨)
representing the functor assigning to an A−scheme T the set
{(qT , αT ) ∈ ZA(T ), ϕT : Λ2E˜ → OXT | ϕT |D×T= Ω ◦ Λ2αT |D×T }.
We denote once again S = Spec(A[ε]) and compute ZAΩ (S). Let [Φ] ∈ P(Hom(Λ2H,OA)∨.
An element of
P(Hom(Λ2H,OA)∨)(S → Spec(A)), Spec(K) 7→ [Φ] ∈ P(Hom(Λ2H,OA)∨)
is the same thing as a morphism Φ˜ : Λ2HS → OS (up to units in A[ε]), reducing to
Φ modulo ε (up to units in A). Indeed, one can choose a representative
(h+ εh′)⊗ (g + εg′) = Φ(h⊗ g) + ε(Φ(h′ ⊗ g) + Φ(h⊗ g′) + ψ(h⊗ g))
with ψ : Λ2H → OXA , and two different maps ψ will induce the same morphism up
to units if and only if they differ by an A−multiple of Φ.
Now, let (q˜, A˜, Φ˜) ∈ ZAH(S). This means that the morphism Φ˜ : Λ2HS → OS
descends to some ϕ˜ : Λ2ES → OS via q˜, i.e. its restriction to K˜ ⊗ HS vanishes. In
terms of local sections, an element h+ εh′ ∈ HS belongs to K˜ if and only if q(h) = 0
and γ(h) = −q(h′). We obtain:
Φ˜((h+ εh′)⊗ (g+ εg′)) = ε(Φ(h′ ⊗ g) +ψ(h⊗ g)) = ε(−ϕ(γ(h)⊗ q(g)) +ψ(h⊗ g)).
This quantity vanishes if and only if the equation
ψ(ι⊗ 1) = ϕ(γ ⊗ q)
holds.
The triple is required to satisfy another condition, namely the compatibility on
the divisor DS :
(ϕ˜) |DS= Ω ◦ (A˜⊗2) |DS .
We make an abuse of notation by writing h + εh′ for sections of HS |DS∼= V ⊗
ODS (−m); we get
Φ˜((h+ εh′)⊗ (g + εg′)) = Ω((A(h) + ε(A(h′) + B(h)))⊗ (A(g) + ε(A(g′) + B(g))))
Φ(h⊗ g) + ε(Φ(h′ ⊗ g) + Φ(h⊗ g′) + ψ(h⊗ g)) = Ω(A(h)⊗A(g))+
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+ε(Ω(A(h)⊗A(g′)) + Ω(A(h)⊗ B(g)) + Ω(A(h′)⊗A(g)) + Ω(B(h)⊗A(g)))
Since
(ϕ) |DS= Ω ◦ (A⊗2) |DS , α ◦ q = A
holds by hypothesis, we can simplify:
ψ(h⊗ g) = Ω(α ◦ q(h)⊗ B(g)) + Ω(B(h)⊗ α ◦ q(g))).
We have obtained the description of the tangent space we needed.
Proposition 3.2.3. There is an isomorphism
T(q,A,Φ)ZAΩ ∼= {((γ,B), ψ) ∈ T(q,A)ZA ⊕Hom(Λ2H,OA)/A · Φ | ψ(ι⊗ 1) = ϕ(γ ⊗ q),
ψ |DA= Ω(A⊗ B + B ⊗A)}.
We can now apply the proposition to prove Thm. 3.2.1.
Proof. For a quotient q : H → E, we denote by ι : K → H its kernel. We know that
the tangent space T([q],A)Z, which we think of as a subspace of
Hom(K,E)⊕ (Hom(H,DW )/KA),
can be described as the subset of pairs (γ, [B]) satisfying the equation
A¯ ◦ γ = B |K .
The space
T([q],A,φ) ⊆ T([q],A)Z ⊕ (Hom(Λ2H,OX)/Kφ
can be instead identified with the subspace of triples (γ, [B], [ψ]) defined by the
equations
ψ(ι⊗ 1H) = ϕ(γ ⊗ q); ψD = Ω(A⊗B +B ⊗A).
The differential map T([q],A,φ)
◦
ZΩ → T([q],A)
◦
Z is just the projection
(γ, [B], [ψ]) 7→ (γ, [B]).
Now, suppose an element of type (0, λA, [ψ]) belongs to T([q],A,φ)
◦
ZΩ. This means
ψ(ι⊗ 1Ω) = 0,
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so that ψ descends to some ψ¯ ∈ Hom(Λ2E,OX). Furthermore, we get
ψD = λ2Ω(A⊗2 +A⊗2 ◦ i) = 0 =⇒ ψD ∈ Hom(Λ2E,OX(−D)) = 0.
We have proved injectivity for the tangent map, and this finishes the proof thanks
to Remk. 3.2.2.
3.2.1 Construction of the moduli space.
The natural action of the group SL(V ) on the bundle H = V ⊗ OX(−m) induces
SL(V ) actions on the schemes Z and ZΩ, and the map ZΩ → Z is equivariant. In
addition, the open subschemes
◦
Z and
◦
ZΩ are invariant.
Definition 3.2.4. We define the schemeMDX,Ω(r, n) to be the closed subscheme
◦
ZΩ/SL(V ) ⊆MDX(r, n).
Theorem 3.2.5. The scheme MDX,Ω(r, n) is a fine moduli space for the functor
MDX(r, n).
Proof. Let S be any scheme of finite type and let (ES , aS , ϕS) be an S−family of
framed symplectic sheaves. Consider the sheaf VS := pS?(ES ⊗ p?XOX(m)). Since
for any s ∈ S(K) we have
H i(ES ⊗ p?XOX(m) |{s}×X) = 0 ∀i > 0
by Lemma 2.2.3, VS is locally of rank P (m). Furthermore, the natural map
qS : p?SVS → ES ⊗ p?XOX(m)
is surjective, as it restricts to
H0(ES ⊗ p?XOX(m) |{s}×X)⊗OX → ES ⊗ p?XOX(m) | {s}×X
on fibers, and we may apply again Lemma 2.2.3. From ϕS we obtain a map
V⊗2S → pS?(OXS ⊗ p?XOX(2m)) = OS ⊗H0(X,OX(2m)).
Indeed, since the higher pS−pushforwards of ES ⊗ p?XOX(m) vanish, the formula
RpT?(ES ⊗ p?XOX(m)
L⊗ ES ⊗ p?XOX(m)) ∼=
∼= RpS?(ES ⊗ p?XOX(m))
L⊗RpS?(ES ⊗ p?XOX(m)) ∼= V⊗2S
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holds, and induces the desired map. It still is skew-symmetric, and thus yields
pS?(ϕS ⊗ p?XOX(2m)) : Λ2VS → OS ⊗H0(X,OX(2m)).
We define the morphism φS to be the composition
φS : Λ2p?XVS → OXS ⊗H0(X,OX(2m))→ OXS ⊗ p?XOX(2m).
Also aS similarly induces a map
VS → OS ⊗H0(X,OD(m)⊗W )
and we define as above
AS : p?XVS → ODS ⊗ p?XOX(m)⊗W.
By construction, the diagrams
Λ2p?XVS
Λ2qs

φS // OXS ⊗ p?XOX(m)
Λ2ES ⊗ p?XOX(2m)
ϕS(2m)
55kkkkkkkkkkkkkkk
p?XVS
qs

AS // ODS ⊗ p?XOX(m)⊗W
ES ⊗ p?XOX(m)
aS(m)
44jjjjjjjjjjjjjjj
are commutative.
Define an open covering S = ⋃Si such that VS trivializes over each Si, and fix
isomorphisms OSi ⊗ V ∼= VSi , where V is a vector space of a dimension P (m);
the trivializations differ on the overlaps Sij by a map Sij → GL(V ). Restricting
the maps qS , φS and AS to Si × X and twisting by p?XOX(−m) we obtain maps
Si →
◦
ZΩ, which glue to a map S →
◦
ZΩ/SL(V ) =MDX,Ω(r, n). We note that acting
via SL(V ) or GL(V ) does not make a real difference as the natural action by Gm
on the parameter spaces is trivial.
The resulting natural transformation
MDX,Ω(r, n)→MDX,Ω(r, n)
makesMDX,Ω(r, n) into a coarse moduli space for framed symplectic sheaves; indeed,
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since
◦
ZΩ parametrizes a tautological family of framed symplectic sheaves, for any
scheme N and for any natural transformation MDX,Ω(r, n)→ Hom(_, N) we obtain
a map
◦
ZΩ → N . This map has to be SL(V ) invariant as two points of
◦
ZΩ that lie
in the same orbit define isomorphic framed sheaves. The fact that the moduli space
is indeed fine can be proved by noting that framed symplectic sheaves are rigid, i.e.,
by applying Remk. 3.1.4 and proceeding as in [HL2, proof of Main Theorem].
Remark 3.2.6. The moduli spaces MDX(r, n) and MDX,Ω(r, n) both contain open
subschemes of isomorphism classes of locally free sheaves. These are fine moduli
spaces for framed SLr and SPr principal bundles, and will be respectively denoted
MD,regX (r, n) andMD,regX,Ω (r, n) in the sequel.
3.3 The tangent space
We can apply the results of the previous section to describe the tangent spaces to
MDX,Ω(r, n). Specifically, we aim to prove:
Theorem 3.3.1. Let ξ = [E, a, ϕ] ∈ MDX,Ω(r, n). The tangent space TξMDX,Ω(r, n)
is naturally isomorphic to the kernel of a canonically defined linear map
pϕ : Ext1OX (E,E(−D))→ Ext1OX (Λ2E,OX(−D)).
For a given Artin K−algebra A, consider the natural action of Aut(H) on
◦
ZAΩ ⊆ ZA × P(Hom(Λ2H,OXA)∨)
Analogously to the non symplectic case, in order to obtain the tangent space to
◦
ZAΩ/Aut(H) at a point [(q,A,Φ)] one has to mod out the image of the induced
tangent orbit map
End(H)→ T(q,A,Φ)ZAΩ .
Such a map factors through
End(H)→ Hom(H, E), x 7→ q ◦ x
and reads
Hom(H, E) 3 λ 7→ (λ ◦ ι, α ◦ λ, ϕ(λ⊗ q + q ⊗ λ)) ∈ T(q,A)ZAΩ .
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Using ϕ : Λ2E → OXA , we define a map
pϕ : HomK(K → H, E → D)→ HomK(K ∧H → Λ2H,OXA → ODA)
by assigning to a morphism of complexes (γ,B) the morphism
ϕ(γ ⊗ q) : K ∧H → OXA , Ω(αq ⊗ B + B ⊗ αq) : Λ2H → ODA .
The map ϕ(γ ⊗ q) is naturally defined on K ⊗ H but, due to the skew-symmetry
of ϕ, it vanishes on the subsheaf S2H ∩ (K ⊗ H); we use the same notation for
the naturally induced map on the quotient K ∧ H, see Lemma 2.1.5. pϕ is well
defined since if (γ,B) is homotopic to 0 and λ : H → E is an homotopy, then
ϕ(λ⊗ q+ q⊗λ) will be an homotopy for pϕ(γ,B). By definition, pϕ(γ,B) = 0 if and
only if there exists a morphism ψ : Λ2H → OXA such that ψ(ι⊗ 1) = ϕ(γ ⊗ q) and
ψ |DA= Ω(αq ⊗ B + B ⊗ αq).
Remark 3.3.2. The natural map
HomK(K ∧H → Λ2H,OXA → ODA)→ HomDb(K ∧H → Λ2H,OXA → ODA)
is an isomorphism.
Proof. We prove surjectivity first. We represent elements of the target group as roofs
in the derived category, i.e. as pairs given by a quasi-isomorphism M• → (K∧H →
Λ2H) and a morphism M• → (OXA → ODA), where M• is a complex concentrated
in degrees zero and one. We get a morphism of short exact sequences
M0 //

M1 //

Λ2E
K ∧H // Λ2H // Λ2E
Apply Hom(_,OXA) and use
Ext1(Λ2H,OXA) ∼= Λ2V ⊗H1(XA,OXA(2m)) = 0;
get
Hom(Λ2E ,OXA) // Hom(Λ2H,OXA) //

Hom(K ∧H,OXA)

// // Ext1(Λ2E ,OXA)
Hom(Λ2E ,OXA) // Hom(M1,OXA) // Hom(M0,OXA) // Ext1(Λ2E ,OXA)
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We deduce that the natural map
Hom(K ∧H,OXA)→ Hom(M0,OXA)/Hom(M1,OXA)
is surjective; in other words we can suppose that the morphism M0 → OXA comes
from Hom(K∧H,OXA) up to homotopy. To show that alsoM1 → ODA comes from
a map Λ2H → ODA , we may proceed as above: apply Hom(_,ODA) and use
Ext1(Λ2H,ODA) ∼= Λ2V ⊗H1(XA,ODA(2m)) = 0.
This proves surjectivity.
To prove injectivity, let f ∈ HomK(K ∧ H → Λ2H,OXA → ODA) be such that
there exists a quasi isomorphism M  → (K ∧H → Λ2H) whose composition with f
admits a homotopy h : M1 → OXA . We only need to prove that h factors through
another homotopy Λ2H → OXA ; this is again achieved by chasing the diagram
above.
Since there is an isomorphism
HomDb(K ∧H → Λ2H,OXA → ODA) ∼= Ext1(Λ2E ,OXA(−DA)),
the previous discussion leads us to conclude that the tangent space T 1,AΩ to
◦
ZAΩ/Aut(H)
at [(q,A,Φ)] fits into an exact sequence of vector spaces
0→ T 1,AΩ → Ext1(E , E(−DA))→ Ext1(Λ2E ,OXA(−DA)).
Remark 3.3.3. Let A = K. The map pϕ is in fact canonical (i.e., it only depends
on the triple (E,ϕ, a)) since it admits the following Yoneda-type description. Let
ξ ∈ Ext1(E,E(−D)) be represented by an extension
0 // E(−D) ι // F pi // E // 0 .
Apply E ⊗_ and pushout via ϕ(−D) :
0 // ker(1E ⊗ ι) //

E⊗2(−D)1E⊗ι //
ϕ(−D)

E ⊗ F

// E⊗2 // 0
0 // ker(χ) // OX(−D) χ //M p // E⊗2 // 0
Now, the module ker(1E ⊗ ι) is a torsion sheaf; it is indeed an epimorphic image of
the 0−dimensional sheaf T or1(E,E). It follows that ker(χ) is torsion as well: it is
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then forced to vanish. The above construction defines a linear map
ϕ(1E ⊗_) : Ext1(E,E(−D))→ Ext1(E⊗2,OX(−D)).
Similarly, define the “adjoint” map ϕ(_ ⊗ 1E). It is immediate to verify that the
map
ϕ(_⊗ 1E) + ϕ(1E ⊗_) : Ext1(E,E(−D))→ Ext1(E⊗2,OX(−D))
takes values in the subspace of skew extensions
Ext1(Λ2E,OX(−D)) ⊆ Ext1(E⊗2,OX(−D)),
and a direct check shows that the equation
ϕ(_⊗ 1E) + ϕ(1E ⊗_) = pϕ
holds.
Proposition 3.3.4. Let (E,α, ϕ) be a framed symplectic sheaf whose underlying
framed sheaf (E,α) corresponds to a smooth point [(E,α)] ∈MDX(r, n), and suppose
that the map pϕ is an epimorphism. Then [(E,α, ϕ)] is a smooth point ofMDX,Ω(r, n).
Proof. Let A be an Artin local K−algebra and let (E ,A,Φ) ∈MDX,Ω(A) be a framed
symplectic sheaf over XA. We proved that the space of its infinitesimal deformations
can be written as
T 1(E ,A,Φ)A = ker(Ext1OXA (E , E(−DA))→ Ext
1
OXA (Λ
2E ,OXA(−DA))).
We want to give a sufficient condition for the smoothness at a closed point (E,α, ϕ)
by means of the T 1−lifting property. In our setting, this property may be expressed
in the following way. Let An ∼= C[t]/tn+1, n ∈ N. Let (En,An,Φn) ∈MDX,Ω(An) and
(En−1,An−1,Φn−1) ∈MDX,Ω(An−1) be its pullback via the natural map An  An−1.
We get a map
T 1(En,An,Φn)An → T 1(En−1,An−1,Φn−1)An−1
and the underlying closed point [(E,α, ϕ)], where (E,α, ϕ) = (En,An,Φn)mod(t),
turns out to be a smooth point of MDX,Ω(r, n) if and only if the above map is
surjective for any n. From the exact sequence of OXn(:= OXAn ) modules
0→ OX → OXn → OXn−1 → 0
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we get exact sequences
0→ E → En → En−1 → 0
and
0→ Λ2E → Λ2En → Λ2En−1 → 0.
Making extensive use of Lemma 2.1.10, we obtain a commutative diagram with exact
rows and columns
0 // T 1 //

ExtOX
1(E,E(−D)) h //

Ext1OX (Λ
2E,OX(−D))

0 // T 1,n //
a

Ext1OXn (En, En(−Dn))
pn,ϕ //
b

Ext1OXn (Λ
2En,OXn(−Dn))
c

0 // T 1,n−1 // Ext
1
OXn−1 (En−1, En−1(−Dn−1)⊗W ) // Ext
1
OXn−1 (Λ
2En−1,OXn−1(−Dn−1))
Call c˜ the restriction of c to the image of pn,ϕ in the diagram; by applying the snake
lemma to the second and third row, we get an exact sequence of vector spaces
ker(a)→ ker(b)→ ker(c˜)→ coker(a)→ coker(b)→ coker(c˜).
We know by hypothesis that coker(b) = 0. A sufficient condition to get or claim
coker(a) = 0 is ker(b) → ker(c) to be surjective ( =⇒ ker(c) = ker(c˜)). This
condition is clearly satisfied if h is surjective.
We conclude this section with a direct application to the case of bundles.
Corollary 3.3.5. If (E,α, ϕ) is a framed symplectic bundle, the corresponding point
[(E,α, ϕ)] ∈MD,regX,Ω (r, n) is smooth if [(E,α)] ∈MD,regX (r, n) is.
Proof. Let (E,α, ϕ) be a symplectic bundle. Consider the following map:
Hom(E,E(−D))→ Hom(Λ2E,O(−D)) ⊆ Hom(E,E∨(−D))
defined on sections by
f 7→ ϕ(−D) ◦ f + (f(−D))∨ϕ,
where ϕ is interpreted as an isomorphism E → E∨. The kernel of this map is
identified with the bundle Adϕ(E)(−D), i.e. the twisted adjoint bundle associated
with the principal SP−bundle defined by (E,ϕ). The map defined above is easily
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proved to be surjective since ϕ is an isomorphism. We obtain a short exact sequence
of bundles which is in fact split-exact, as the map
Hom(Λ2E,O(−D))→ Hom(E,E(−D)), ψ 7→ 12ψ(ϕ(−D))
−1
gives a splitting. In particular, the H1−factors of the corresponding long exact
sequence in cohomology define an exact sequence
0→ H1(X,Adϕ(E)(−D))→ Ext1(E,E(−D))→ Ext1(Λ2E,O(−D)))→ 0
whose second map is just the map pϕ. The surjectivity of the latter provides the
result. We remark that the result does not require the natural obstruction space
H2(X,Adϕ(−D)), coming from the theory of principal bundles, to vanish.
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The purpose of the present chapter is to discuss some results and speculations on
the deformation theory of a generalization of symplectic sheaves, namely quadratic
sheaves. Hopefully, the following discussion will shed some more light on the con-
structions we introduced in Sect. 3.3, making them less ad hoc than they are right
now. The interested reader may consult for example [FM, Ha, HL3, Ol] for a more
general treatment of general deformation theory, T i functors and deformations of
coherent sheaves.
The conjectures proposed in the last part of this chapter are the main goals of a
work in progress, joint with G. Scattareggia1.
4.1 T i spaces
We denote by Art the category of local Artin K−algebras. A functor of Artin rings
is any covariant functor Art→ Set satisfying
F (K) = {?}.
We recall the definition of semi-small extensions.
Definition 4.1.1. A surjection of local Artin K−algebras A  B is said to be a
semi-small extension if the kernel I satisfies mA · I = 0, where mA is the maximal
ideal in A. If I ∼= K, we call it a small extension.
We also recall the definition of tangent and obstruction spaces for functors of
Artin rings and for their natural transformations.
Definition 4.1.2. Let F be a functor of Artin rings. Two vector spaces T 1F and T 2F
are said to be the tangent space and an obstruction space for F if for every semismall
extension of Artin rings
0 // I // A // B // 0
1International School of Advanced Studies (SISSA) via Bonomea 265, 34136 Trieste
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there exists a functorial exact sequence of groups and sets
0 // T 1F ⊗ I // F (A) // F (B) // T 2F ⊗ I .
Let φ : F → G be a natural transformation of functors of Artin rings. Two vector
spaces T 1φ and T 2φ are said to be the tangent space and an obstruction space for φ if
for every semismall extension of Artin rings as above, there exists a functorial exact
sequence of groups and sets
0 // T 1φ ⊗ I // F (A) // F (B)×G(B) G(A) // T 2φ ⊗ I .
Remark 4.1.3. The definition of tangent and obstruction spaces may be tested on
small extensions only, due to the fact that any semi-small extension factorizes as a
sequence of small ones.
4.2 Quadratic sheaves
Let X be a smooth projective variety and suppose (E,ϕ) is a quadratic sheaf on X,
meaning E is a coherent torsion-free sheaf on X and ϕ : E⊗2 → OX is a morphism.
We consider the following two functors G,F : Art→ Set.
For A ∈ Ob(Art), the A−points of G are equivalence classes of A−flat coherent
sheaves EA on XA = Spec(A) × X with an isomorphism f : E → EA |X . The
A−points of F are equivalence classes of triples (EA, f, ϕA) such that [(EA, f)] ∈
G(A), ϕA : E⊗2A → OXA is a morphism and
ϕ = f?(ϕA |X) ∈ HomOX (E⊗2,OX).
If we assume E to be simple, we see both functors have a single K−point. There is
an obvious forgetful natural transformation
f : F → G.
Remark 4.2.1. The natural transformation f is representable and affine. In order to
prove this, we have to verify that for any Artin algebra A and for any EA ∈ G(A),
the functor assigning to an Artin algebra B the set
{((EB, ϕB), p) | p?EA ∼= EB} ⊆ F (B)×Mor(Spec(B), Spec(A))
is representable by an affine K−scheme. This is equivalent to proving that the
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underlying functor
Art(A)→ Set; (p : Spec(B)→ Spec(A)) 7→ HomOXB ((p
?EA)⊗2,OXB )
is representable by an affine A−scheme; as
HomOXB ((p
?EA)⊗2,OXB ) ∼= HomOXA (EA
⊗2, p?(OXB )) ∼=
∼= HomOXA (EA
⊗2,OXA))⊗K B,
clearly the vector space HomOXA (EA⊗2,OXA)) does the job.
Lemma 4.2.2. The vector spaces Hom(E⊗2,OX) and Ext1(E⊗2,OX) are respec-
tively the tangent space and an obstruction space for f.
Proof. By Remk. 4.2.1, we deduce that Hom(E⊗2,OX) ∼= T 1φ . Let p : A B be a
small extension. The set F (B) ×
G(B)
G(A) is in bijection with the set of equivalence
classes of pairs (EA, ϕB) such that EA ∈ G(A) and ϕB ∈ HomOXB (p?(EA)⊗2,OXB ).
Let us tensor the extension
0 // K // A // B // 0
by OXA , getting an exact sequence of OXA−modules
0 // OX // OXA // OXB // 0 . (4.2.1)
Here, we are identifying OXB with the quotient p?OXB of OXA , so that we have a
natural isomorphism
HomOXB (p
?(EA)⊗2,OXB ) ∼= HomOXA (E
A⊗2,OXB ).
We obtain a canonical map
ob : F (B) ×
G(B)
G(A)→ Ext1(E⊗2,OX)
by means of a coboundary map in the following way: consider the long exact sequence
induced applying the functor HomOXA (EA⊗2,_) to the sequence 4.2.1. In the light
of Lemma 2.1.10 and of the flatness hypothesis on the families of sheaves under
consideration, we obtain for every nonnegative integer i natural isomorphisms
ExtiOXA (E
A⊗2,OX) ∼= ExtiOX (E⊗2,OX)
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and
ExtiOXA (E
A⊗2,OXB ) ∼= ExtiOXB (E
B⊗2,OXB ).
It turns out then that the coboundary morphism
HomOXA (E
A⊗2,OXB )→ ExtiOXA (E
A⊗2,OX)
yields a map
HomOXA (E
A⊗2,OXB )→ ExtiOX (E⊗2,OX),
providing the sought for definition for ob. Now, ob(EA, ϕB) vanishes if and only if
ϕB lifts to ϕA ∈ HomOXA (EA⊗2,OXA) by exactness, but this is indeed equivalent
to ask (EA, ϕB) to come from F (A). This concludes the proof.
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4.3 The adjoint complex
As in the previous section, let X be d−dimensional smooth projective variety. Given
an object P in the bounded derived category Db(X), we denote by PR∨ the object
RHomOX (P,OX).
We recall that if Q ∈ Db(X) and both P and Q are perfect, we have natural
isomorphisms
PR∨
L⊗Q ∼= RHomOX (P,Q);
i : P
L⊗Q→ Q L⊗ P. (4.3.1)
Definition 4.3.1. Let (E,ϕ) be a quadratic sheaf on X. We define the adjoint
morphism
adϕ ∈ HomDb(X)(ER∨
L⊗ E,ER∨ L⊗ ER∨)
as follows. Making an abuse of notation, we call ϕ the composition of ϕ : E → E∨
with the natural map E∨ → ER∨ and consider the switch morphism
i : ER∨
L⊗ ER∨ → ER∨ L⊗ ER∨;
let us define
adϕ = 1ER∨
L⊗ ϕ+ i ◦ (1ER∨
L⊗ ϕ).
We call Adϕ(E) ∈ Db(X) the object (unique up to quasi-isomorphism) fitting in an
exact triangle
Adϕ // ER∨
L⊗ E adϕ // ER∨ L⊗ ER∨ // Adϕ[1]
Remark 4.3.2. It is possible to express the morphism adϕ in a more explicit fashion
once we are given a free resolution of E. To simplify the exposition we assume
for a moment X is a projective surface, although the general case can be treated
analogously without any conceptual effort. Choose a locally free resolution of E, i.e
a complex
0 // F−1 d // F0
q // // E ;
this allows to represent ER∨ by the complex
F∨0
d∨ // F∨−1
in degrees 0, 1. Consequently we obtain:
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• the complex
F∨0 ⊗ F−1 // (F∨0 ⊗ F0)⊕ (F∨−1 ⊗ F−1) // F∨−1 ⊗ F0 ,
in degrees −1, 0, 1, representing ER∨ L⊗ E, with differentials
δ−1 =
(
1⊗ d
d∨ ⊗ 1
)
, δ0 =
(
d∨ ⊗ 1 −1⊗ d
)
;
• the complex
F∨0 ⊗ F∨0 // (F∨0 ⊗ F∨−1)⊕ (F∨−1 ⊗ F∨0 ) // F∨−1 ⊗ F∨−1 ,
in degrees 0, 1, 2, representing ER∨
L⊗ ER∨, with differentials
δ′0 =
(
1⊗ d∨
d∨ ⊗ 1
)
, δ0 =
(
d∨ ⊗ 1 −1⊗ d∨
)
.
If we denote ϕ0 : F0 → F∨0 the composition
F0 → E ϕ→ E∨ → F∨0
we can define a morphism of complexes
F∨0 ⊗ F−1 //

(F∨0 ⊗ F0)⊕ (F∨−1 ⊗ F−1) //
χ

F∨−1 ⊗ F0 //
ψ

0

0 // F∨0 ⊗ F∨0 // (F∨0 ⊗ F∨−1)⊕ (F∨−1 ⊗ F∨0 ) // F∨−1 ⊗ F∨−1
where
χ =
(
1⊗ ϕ0 + i00 ◦ (1⊗ ϕ0) 0
)
and
ψ =
(
i0,−1 ◦ (1⊗ ϕ0)
1⊗ ϕ0
)
,
which can be verified to induce adϕ.
Let us consider the natural morphism E
L⊗ E → E ⊗ E in the derived category
Db(X).
Remark 4.3.3. As E is torsion-free, we know that the Tor sheaves
Tori(E,E) = H−i(E
L⊗ E)
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are supported in codimension at least 2 for any i > 0; indeed, or every point x ∈ X,
there is a natural isomorphism
TorOXi (E,E)x ∼= TorOX,xi (Ex, Ex)
and the latter group vanishes whenever Ex is free.
Lemma 4.3.4. The natural map
Ext1(E ⊗ E,OX)→ Ext1(E
L⊗ E,OX)
is an isomorphism.
Proof. Let us consider the induced exact triangle
K // E
L⊗ E // E ⊗ E // K[1] .
K can be realized by means of the truncation τ≤0(E
L⊗ E). For this reason, we can
apply Remk. 4.3.3 to show that the sheaves H i(K) are supported in codimension
at least 2 for any i. Applying RHom(_,OX) to the triangle and considering the
corresponding long exact sequence, we see that to prove the lemma it is enough to
prove the vanishings
Hom(K,OX) = 0;
Ext1(K,OX) = Hom(K,OX [1]) = 0.
Let us start from the first vanishing. Any element of the group Hom(K,OX) =
HomDb(X)(K,OX) may be represented by a complexM• concentrated in nonpositive
degrees together with a quasi-isomorphism M• → K and a morphism M• → OX .
Let us write:
. . . //

M−2
d−2 //

M−1
d−1 //

M0 //
χ

0

. . . // 0 // 0 // OX // 0
We see that χ has to factor through a morphism M0/im(d−1) → OX , but as
M0/im(d−1) is a torsion sheaf (isomorphic to H0(K)); we conclude that χ = 0.
For the other vanishing, we similarly obtain a diagram
. . . //

M−2
d−2 //

M−1
d−1 //
χ

M0 //

0

. . . // 0 // OX // 0 // 0
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Its commutativity tells us χ factors through M−1/im(d−2). As the restriction to
the torsion sheaf ker(d−1)/im(d−2) ∼= H−1(K) obviously vanishes, we see that χ
induces a map im(d−1) → OX . In addition, looking at the Hom(_,OX)−long
exact sequence from
0→ im(d−1)→M0 → H0(K)→ 0
and using
Ext1(H1(K),OX) ∼= Hn−1(X,H1(K))∨ = 0,
we discover that χ actually lifts to a morphism χ¯ : M0 → OX . But then the diagram
. . . //

M−2
d−2 //

M−1
d−1 //
χ
0{{www
ww
ww
ww
w
M0 //
χ¯||xx
xx
xx
xx
0

. . . // 0 // OX // 0 // 0
shows that our morphismM• → OX is in fact nullhomotopic, providing the required
vanishing.
The reason why we introduced the adjoint complex lies in the following conjecture.
Conjecture 4.3.5. The exact triangle
Adϕ // ER∨
L⊗ E adϕ // ER∨ L⊗ ER∨ // Adϕ[1]
rules the deformation theory of f : F → G, i.e. for i = 1, 2 there are isomorphisms
1. Hi(X,Adϕ) ∼= T iF ;
2. Hi(X,ER∨
L⊗ E) ∼= T iG;
3. Hi−1(X,ER∨
L⊗ ER∨) ∼= T if .
As obstruction spaces are not uniquely defined, the claimed existence of isomor-
phisms with the T 2s just means the corresponding hypercohomology groups are in
fact obstruction spaces.
Items 2 and 3 in the conjecture are known. For item 2, we note
Hi(ER∨
L⊗ E) ∼= Exti(E,E),
and the claim reduces to the existence of equalities
Exti(E,E) ∼= T iG
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which are well known, see for example [HL3]. We already discussed item 3, which
is obtained by putting together Lemmas 4.2.2 and 4.3.4.
4.4 The framed symplectic adjoint complex
Let us go back to framed symplectic sheaves on (X,D), dim(X) = 2. Suppose
(E, a, ϕ) is a framed symplectic bundle. We mentioned in the proof of Cor. 3.3.5
that the exact sequence
0 // Adϕ(E)(−D) // Hom(E,E)(−D) // Hom(Λ2E,OX(−D)) // 0
rules the deformation theory of (E, a, ϕ) in the sense of Conj. 4.3.5. This actually
implements for symplectic bundles a general fact in the theory of principal bundles
(explained, for instance, in [So]): the T i functors for moduli of principal bundles are
ith cohomologies of the associated vector bundles via the adjoint representations.
The definition of adjoint complex we want to give is aimed to generalize this concept
to the the context of quadratic torsion free sheaves.
Definition 4.4.1. Given an object C ∈ Db(X), we define the derived square wedge
C
L∧ C to be the unique (up to quasi isomorphism) object in Db(X) fitting in the
exact triangle
C
L⊗ C i+1 // C L⊗ C // C L∧ C // C L⊗ C[1] ,
where i was defined in 4.3.1 (and 1 = 1
C
L⊗C
).
Remark 4.4.2. Let E ∈ Coh(X) and let
. . . // F−1
d // F0
q // // E
be a finite free resolution of E. Each entry Tk of the total complex associated to the
double complex F• ⊗ F• has a natural involution ik. With some patience, one can
show that the term-by-term quotient Tk/im(ik + 1Tk) inherits differentials from Tk
and that the induced complex is a representative for E
L∧E ∈ Db(X). Furthermore,
if ϕ : Λ2E → OX is a skew form on E, we can employ Remk. 4.3.2 to show that the
adjoint map
adϕ : RHom(E,E)→ RHom(E L⊗ E,OX)
from Defn. 4.3.1 lifts to a map
RHom(E,E)→ RHom(E L∧ E,OX)
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which we keep calling adϕ by abuse of notation. We may similarly define Adϕ(E) ∈
Db(X) to be the “kernel” adϕ.
The notation we just introduced allows to restate Conj. 4.3.5 in a framed sym-
plectic flavor.
Conjecture 4.4.3. Let (E, a, ϕ) be a framed symplectic sheaf. The exact triangle
Adϕ(−D) // RHom(E,E)(−D) adϕ// RHom(E L∧ E,OX)(−D) // Adϕ(−D)[1]
rules the deformation theory of (the localization at [E, a, ϕ] 7→ [E, a] of)
ι :MDX,Ω →MDX ,
i.e.:
1. there is an isomorphism
H1(X,Adϕ(−D)) ∼= T[E,a,ϕ]MDX,Ω
and H2(X,Adϕ(−D)) is an obstruction space forMDX,Ω at [E, a, ϕ];
2. there is an isomorphism
H1(X,RHom(E,E)(−D)) ∼= T[E,a]MDX
and H2(X,RHom(E,E)(−D)) is an obstruction space forMDX at [E, a];
3. Hi−1(X,RHom(E
L∧ E,OX)(−D)) ∼= T iι .
Remark 4.4.4. We conclude this chapter with some quick comments on the conjec-
ture.
• As the conjecture is just a twisted skew-symmetric variant of Conj. 4.3.5, it is
possible to verify that it holds if the latter does.
• The only new piece of information is the statement about the obstruction to
MDX,Ω. Indeed, the tangent and obstruction spaces for MDX and the tangent
space toMDX,Ω were already discussed in Chapter 2 and 3, respectively.
• The opening remarks of the present section show that the conjecture holds if
we suppose E to be locally free.
• The hypothesis of Prop. 3.3.4, together with the vanishing Ext2(E,E(−D)) =
0, imply H2(X,Adϕ(−D)) = 0.
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From now on, we only consider K = C.
This short chapter is meant to introduce some definitions and results in matrix
theory for later use in Chapters 6 and 7. The interested reader may check the
standard referece [HJ] for a general discussion on the subject and in particular for
the proof of the following basic lemma.
Lemma 5.0.5. Let A ∈MatC(n) be a matrix. The following statements are equiv-
alent:
1. the minimal polynomial and the characteristic polynomial of A coincide;
2. if [A,B] = 0 for a matrix B ∈MatC(n), there exists a polynomial p(t) ∈ C[t],
deg(p) ≤ n− 1, such that B = p(A);
3. the geometric multiplicity of any eigenvalue of A is 1;
4. there exists a vector v ∈ Cn such that
< v,Av, . . . , An−1v >= Cn.
In case one of the above conditions holds for A, we call A a nonderogatory (or
cyclic) matrix.
Remark 5.0.6. The subset of MatC(n) consisting of nonderogatory matrices is open
and invariant under conjugation, due to item 4 in Lemma 5.0.5. Indeed, it is the
complement of the closed subset cut out by the ideal generated by the coefficients
of the polynomial
det
(
v Av · · · An−1v
)
∈ C[v1, . . . , vn].
Examples of nonderogatory matrices are diagonal matrices with distinct eigenval-
ues and Jordan blocks. Item 3 in Lemma 5.0.5 gives a criterion to distinguish a
nonderogatory matrix from its Jordan form: distinct Jordan blocks have to corre-
spond to distinct eigenvalues.
Remark 5.0.7. Let B ∈MatC(n). Then there exists a nonderogatory matrix N such
that [N,B] = 0. To see why, just put B = J1(λ1)⊕· · ·⊕Jk(λk) in Jordan form, and
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note that any matrix N = J1(λ′1)⊕ · · · ⊕ Jk(λ′k) whose ordered Jordan blocks have
the same sizes commutes with B. If we choose pairwise distinct λ′is, we are done.
We quote the main theorem of [TZ]:
Theorem 5.0.8. For any fixed matrix A there exists a nonsingular symmetric ma-
trix g such that gAg−1 = A>. Any matrix g transforming A into its transpose is
symmetric if and only if A is nonderogatory.
A consequence of this is that any complex matrix A is similar to a symmetric one.
Let gAg−1 = A> with g symmetric. Write g = s · s> with s nonsingular. This gives
s>As−> = s−1A>s = (s>As−>)>.
As an immediate corollary we get:
Corollary 5.0.9. Suppose (A,B) is a pair of commuting matrices, and suppose A
is nonderogatory. There exists a nonsingular matrix g such that gAg−1and gBg−1
are symmetric.
Remark 5.0.10. Let us consider S2(Cn?) and Λ2(Cn?) the linear subspaces inMatC(n)
consisting of symmetric ans skew-symmetric matrices. Let A ∈ S2(Cn?). If A is non-
derogatory, the linear map
[A,_] : S2(Cn?)→ Λ2(Cn?)
is onto. Indeed, the kernel coincides with the space of polynomials in A, which has
dimension exactly n = dim(S2(Cn?))− Λ2(Cn?).
We state and prove here two technical lemmas.
Lemma 5.0.11. Let S ∈Mat(k×k) be symmetric and σ ∈Mat((n−k)× (n−k)).
Suppose that S and σ share no eigenvalues. Then the linear map
T ∈ End(Mat((n− k)× k)), T (v) = vS − σv
is invertible.
Proof. Choose coordinates on Cn−k so that σ is lower triangular:
σ =

s1 0 · · ·
? s2 · · ·
...
... . . .

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Suppose there exists a matrix v =

v1
...
vn−k
, vi ∈ Ck satisfying vS = σv. We have
σv =
s1v1?
?
 = vS =

v1S
...
vn−kS
 . We obtain S(v>1 ) = s1v>1 . So if S and σ have
disjoint spectra, T must be injective, i.e. an isomorphism.
Lemma 5.0.12. Let R be a n−dimensional vector space, let T ∈ EndC(R) and
L ⊆ R be a subspace. Let v ∈ R be T−reachable from L, meaning
v ∈ L+ TL+ T 2L+ · · ·+ Tn−1L.
There exist parametrized curves r : C → R and l : C → L with r(0) = 0, l(0) = 0
satisfying
(T − t · IdR)r(t) = t · v + l(t).
Proof. Write v =
n−1∑
i=0
T ili, li ∈ L. Define
r(t) =
n−1∑
i=1
ti(
n−1∑
j=i
T j−ilj).
We obtain
(T − tIdR)r(t) =
n−1∑
i=1
ti(
n−1∑
j=i
T j−i+1lj)−
n−1∑
i=1
ti+1(
n−1∑
j=i
T j−ilj) =
= t · v − tl0+
n−1∑
i=2
ti(
n−1∑
j=i
T j−i+1lj)−
n−2∑
i=1
ti+1(
n−1∑
j=i+1
T j−ilj)−
n−2∑
i=1
ti+1li =
= t · v−
n−1∑
i=0
ti+1li+
n−1∑
i=2
ti(
n−1∑
j=i
T j−i+1lj)−
n−1∑
k=2
tk(
n−1∑
j=k
T j−k+1lk) =
= t · v−
n−1∑
i=0
ti+1li.
So, it is enough to set
l(t) = −
n−1∑
i=0
ti+1li.
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We concentrate now on the case of P2; we fix homogeneous coordinates [z0, z1, z2]
and take the line l∞ = {z0 = 0} as framing divisor.
6.1 Framed sheaves on P2
The main reference for this section is [Na, Chap 2]. Let n and r be nonnegative
integers. Following the notation in loc. cit., we shall denote the moduli space
MP2,l∞(n, r) and its locally free locus MregP2,l∞(n, r) by M(n, r) and Mreg(n, r),
respectively. The choice n ≥ 0 guarantees non-emptiness of these spaces.
Let V ∼= Cn, W ∼= Cr be vector spaces.
Definition 6.1.1. We define the variety of ADHM configurations of type (n, r) to
be the subvariety M(n, r) of the affine space
End(V )⊕2 ⊕Hom(W,V )⊕Hom(V,W ) = {(A,B, I, J)}
cut out by the equation
[A,B] + IJ = 0.
We say that a configuration (A,B, I, J) is
• stable if there exists no subspace 0 ⊆ S ( V such that A(S) ⊆ S, B(S) ⊆ S
and im(I) ⊆ S;
• co-stable if there exists no subspace 0 ( S ⊆ V such that A(S) ⊆ S, B(S) ⊆ S
and ker(J) ⊇ S;
• regular if it is stable and co-stable.
The variety M(n, r) is naturally acted on by GL(V ) :
g · (A,B, I, J) = (gAg−1, gBg−1, gI, Jg−1).
The open subvarieties Ms(n, r), Mc(n, r) and Mreg(n, r) of stable, co-stable and
regular data are invariant with respect to this action.
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Consider the vector bundles U = O(−1) ⊗ V, W = O ⊗ (V ⊕2 ⊕ W ) and T =
O(1)⊗ V . We have a map
(α, β) : End(V )⊕2⊕Hom(W,V )⊕Hom(V,W )→ HomOX (U ,W)×HomOX (W, T )
which assigns to a quadruple (A,B, I, J) the pair of morphisms
α(A,B, I, J) =
z0A+ z1z0B + z2
z0J
 , β(A,B, I, J) = (−z0B − z2, z0A+ z1, z0I).
One can check that a configuration ξ = (A,B, I, J) sits in M(n, r) if and only if
β(ξ) ◦ α(ξ) = 0. Furthermore, β(ξ) is surjective if and only if ξ is stable and α(ξ)
is injective as a map of bundles if and only if ξ is co-stable. We note that α(ξ)
is always a monomorphism of sheaves. We thus assigned to every ξ ∈ M(n, r)s a
monad on P2, whose cohomology E(ξ) is a torsion free sheaf. A simple computation
with Chern characters shows rank(E(ξ)) = r, c1(E(ξ)) = 0 and c2(E(ξ)) = n. If we
pull back the monad to l∞, we obtain an isomorphism a : E(ξ) |l∞→ Ol∞ ⊗W . The
fundamental result in [Na, Chap 2] states that every framed sheaf on P2 is obtained
by means of this procedure. In fact, this really leads to an alternative description
of the moduli spaceM(n, r).
Theorem 6.1.2. The GL(V ) action onMs(n, r) is free and locally proper. The quo-
tient Ms(n, r)/GL(V ) exists as an algebraic variety, which is smooth of dimension
2rn and connected. There exists an isomorphism
Ms(n, r)/GL(V ) ∼=M(n, r)
which maps the open subscheme Mreg(n, r)/GL(V ) ontoMreg(n, r).
Let us fix (EM, aM) a universal framed sheaf on M(n, r) × X. As we just saw
that any framed sheaf on P2 can be obtained as the cohomology of a monad, it
makes sense to ask whether this procedure can be made universal, in virtue of the
just stated isomorphism. The answer is affirmative:
Proposition 6.1.3. There exists a monad onM(n, r)× P2
M : UM αM //WM βM // TM
whose cohomology is isomorphic to the universal sheaf EM and whose pullback to
M(n, r)× l induces the universal trivialization aM. In addition, there exists an open
cover M(n, r) = ⋃
i
Ui by open affine subschemes such that the following conditions
are satisfied:
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1. the principal GL(n)−bundle Ms(n, r)→M(n, r) is trivial on Ui;
2. the pullback of the universal monad to Ui × P2 is isomorphic to the monad
Mi : p?iU
αi // p?iW
βi // p?i T
where pi is the projection Ui × P2 → P2 and
(αi, βi) ∈ Hom(Ui, Hom(U ,W)⊕Hom(W, T ))
is defined as the composition (α, β) ◦ σi, where σi : Ui → M(n, r)s is any
section.
Remark 6.1.4. The proof of this proposition can be found in [He, Chap 4-7], where
the result is estabilished for a bigger class of surfaces, namely multiple blow-ups of
the projective plane at distinct points. A similar result holds also for Hirzebruch
surfaces, despite in this case a description by simple linear data as above is not
available, as the entries of the monads are no longer trivial bundles. See [BBR] for
a detailed discussion of the topic.
We conclude this section illustrating a recipe which will be fundamental later on.
Remark 6.1.5. Let (E, a) be a framed sheaf on P2. The double dual E∨∨ is a locally
free sheaf on P2 fitting into an exact sequence
0 // E // E∨∨ // E∨∨/E // 0 .
Since E is trivial on a neighborhood of l, the double dual inherits a framing a∨∨,
hence we think of E∨∨ as a framed bundle on P2. A simple computation with Chern
characters shows c2(E∨∨) = c2(E) − length(E∨∨/E). Let (E, a) be represented by
an ADHM quadruple ξ = (A,B, I, J). We present a canonical procedure to extract
an ADHM quadruple for the double dual.
Let S ⊆ V be the maximal A,B−stable subspace such that S ⊆ ker(J). One has
S = 0 ⇐⇒ E is locally free. Call V¯ = V/S. As S is A,B stable we get induced
endomnorphisms A¯, B¯ ∈ EndC(V¯ ). Call I¯ and J¯ the composition W I→ V → V¯ and
the map V¯ → W induced by J , respectively. As any A¯, B¯−stable subspace of V¯
gives rise to an A,B-stable subspace of V , we can infer regularity of the resulting
datum ξ¯ = (A¯, B¯, I¯, J¯). Arguing on the morphism of monads on P2
O(−1)⊗ V //

O ⊗ (V ⊕2 ⊕W ) //

O(1)⊗ V

O(−1)⊗ V¯ // O ⊗ (V¯ ⊕2 ⊕W ) // O(1)⊗ V¯
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we just defined, it is also possible to show that ξ¯ indeed represents E∨∨.
6.2 Framed symplectic sheaves on P2
In this section we want to present an ADHM description for framed symplectic
sheaves, together with a symplectic analogue of Thm 6.1.2. We recall that (E, a, ϕ)
is a framed symplectic sheaf on P2 if and only if the double dual (E∨∨, a∨∨,−ϕ∨) is a
framed symplectic bundle, see Remk. 3.1.2. Our description is a slight generalization
of the ADHM construction in the locally free case, mentioned for example in [Do]
(see also [JMW] for a modern exposition). We start revising this construction.
Let us fix a symplectic vector space (W,Ω). Let (E, a) be a framed bundle on P2,
identified with the cohomology of a monad
M : U α //W β // T .
Let ϕ : E → E∨ be a symplectic form compatible with the framing. The local
freeness of E guarantees the dual complex M∨ is still a monad with cohomology
E∨, and ϕ lifts uniquely to a morphism Φ : M →M∨ by Prop. 2.1.9. We write:
O(−1)⊗ V α //
G1

O ⊗ (V ⊕2 ⊕W ) β //
F

O(1)⊗ V
G2

O(−1)⊗ V ∨ β
∨
// O ⊗ ((V ∨)⊕2 ⊕W∨)α∨ // O(1)⊗ V ∨
The requirement ϕ∨ = −ϕ gives Φ∨ = −Φ, which means F∨ = −F and G∨2 =
−G1 = G. In [JMW] it is proved that the commutativity of the diagram together
with the compatibility on the framing forces F to have the form 0 G 0−G 0 0
0 0 Ω
 ,
which in turn tells G∨ = G. Furthermore, if (α, β) = (α, β)(A,B, I, J), we obtain
the equations 
GA = A∨G
GB = B∨G
J = −Ω−1I∨G
(6.2.1)
Finally, as ϕ is an isomorphism, we have to ask det(G) 6= 0.
Suppose now (E, a, ϕ) is a symplectic sheaf, and fix an ADHM datum (A,B, I, J)
52
6 The moduli space on the plane
representing the underlying framed sheaf inM(n, r), together with the correspondign
monad M . Thanks to Prop. 2.1.9, we know that also in this case the symplectic
form lifts to a unique morphism Φ : M → M∨. Let (A¯, B¯, I¯, J¯) be the induced
quadruple for E∨∨ (see Remk 6.1.5), and let G¯ : V¯ → V¯ ∨ be the symmetric form
induced from the symplectic form −ϕ∨. We can translate the commutative diagram
E //
ϕ

E∨∨
−ϕ∨||yyy
yy
yy
y
E∨
into a chain of monad homomorphisms
O(−1)⊗ V α //

O ⊗ (V ⊕2 ⊕W ) β //

O(1)⊗ V

O(−1)⊗ V¯ α¯ //
−G¯

O ⊗ (V¯ ⊕2 ⊕W ) β¯ //

O(1)⊗ V¯
G¯

O(−1)⊗ V¯ ∨ β¯
∨
//

O ⊗ ((V¯ ∨)⊕2 ⊕W∨)α¯∨ //

O(1)⊗ V¯ ∨

O(−1)⊗ V ∨ β
∨
// O ⊗ ((V ∨)⊕2 ⊕W∨)α∨ // O(1)⊗ V ∨
so that the resulting morphism M → M∨ is exactly Φ. The diagram shows that if
we call G the composition V → V¯ G¯→ V¯ ∨ → V ∨, the system 6.2.1 holds unchanged.
The only difference with the locally free case is that this time we do not require G
to be invertible. Motivated by this discussion, we give the following definition.
Definition 6.2.1. We define the variety of symplectic ADHM configurations of type
(n, r) to be the subvariety MΩ(n, r) of the affine space
End(V )⊕2 ⊕Hom(W,V )⊕Hom(S2V,C) = {(A,B, I,G)}
cut out by the equations:
• GA = A∨G (GA−symmetry);
• GB = B∨G (GB−symmetry);
• [A,B]− IΩ−1I∨G = 0 (ADHM eqt).
We say that a configuration (A,B, I,G) is
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• stable if there exists no subspace 0 ⊆ S ( V such that A(S) ⊆ S, B(S) ⊆ S
and im(I) ⊆ S;
• regular if it is stable and G is invertible.
The variety MΩ(n, r) is naturally acted on by GL(V ) :
g · (A,B, I,G) = (gAg−1, gBg−1, gI, g−∨Gg−1).
The open subvarieties MsΩ(n, r) and M
reg
Ω (n, r) of stable and regular data are invari-
ant with respect to this action.
Definition 6.2.2. We define the GL(V )−equivariant map
ι : MΩ(n, r)→M(n, r), ι(A,B, I,G) = (A,B, I,−ΩI∨G).
By definition the equality ι−1(Ms(n, r) = MsΩ(n, r) holds. What is also true is that
a symplectic configuration is regular if and only if its associated classic configuration
is regular, but this requires some explanations.
Lemma 6.2.3. ι−1(Mreg(n, r)) = MregΩ (n, r).
Proof. Let (A,B, I,G) ∈MsΩ(n, r) and let S ⊆ ker(−Ω−1I∨G) ⊆ V be anA,B−stable
subspace. Let s ∈ S, G(s) ∈ V ∨. Then G(s)⊥ ⊇ im(I). Let
T =
⋂
s∈S
G(s)⊥ ⊆ V.
Using the GA−symmetry, we prove T is A−stable:
t ∈ T =⇒ 〈G(s), A(t)〉 = 〈A∨G(s), t〉 =
= 〈GA(s), t〉 = 0,
since A(s) ∈ S. The same holds for B. The stability of the datum forces T = V ;
but this means G(S) = 0, i.e. S ⊆ ker(G). Vice versa, any subspace S ⊆ ker(G) ⊆
ker(−Ω−1I∨G) is A,B−stable thanks to the symmetries. In particular, ι(A,B, I,G)
is co-stable if and only if ker(G) = 0.
The remainder of this section will be devoted to prove the following theorem.
Theorem 6.2.4. The GL(V ) action on MsΩ(n, r) is free and locally proper. There
exists an isomorphism
MsΩ(n, r)/GL(V ) ∼=MΩ(n, r)
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which maps the open subscheme MscΩ (n, r)/GL(V ) onto MregΩ (n, r). The induced
closed embedding
ι :MΩ(n, r)→M(n, r)
coincides with the one defined in Chapter 3.
We will need the following preliminary result.
Proposition 6.2.5. The restriction of ι to the stable loci
ι : MsΩ(n, r)→Ms(n, r)
is a closed embedding.
Proof. We are going to apply Lemma 2.1.1. We start with injectivity a closed points.
Let ξ1, ξ2 ∈MsΩ(n, r) be such that ι(ξ1) = ι(ξ2). Then ξi = (A,B, I,Gi) and
I∨(G1 −G2) = 0 ⇐⇒ (G1 −G2)∨I = 0 ⇐⇒ im(I) ⊆ ker(G1 −G2).
As GiA = A∨Gi and GiB = B∨Gi, we see ker(G1 − G2) is A,B−stable. The
stability conditions force ker(G1 −G2) = V , meaning G1 = G2 =⇒ ξ1 = ξ2.
We pass to tangent spaces. Fix a point ξ = (A,B, I,G) ∈MsΩ(n, r). Then we can
describe TξMsΩ(n, r) as the subset of the vector space
End(V )⊕Hom(W,V )⊕Hom(S2V,C) 3 (XA, XB, XI , XG)
cut out by
GXA −X∨AG+XGA−A∨XG = 0
GXB −X∨BG+XGB −B∨XG = 0
[A,XB] + [XA, B]− (XIΩ−1I∨ + IΩ−1X∨I )G− IΩ−1I∨XG = 0
On the other hand the tangent space to Ms(n, r) at a point(A,B, I, J) is identified
with the subspace of
End(V )⊕Hom(W,V )⊕Hom(V,W ) 3 (XA, XB, XI , XJ)
defined by
[A,XB] + [XA, B] +XIJ + IXJ = 0.
The tangent map Tξι : TξMsΩ(n, r)→ Tι(ξ)Ms(n, r) writes
(XA, XB, XI , XG) 7→ (XA, XB, XI ,−Ω−1(I∨XG +X∨I G)).
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Suppose (XA, XB, XI , XG) 7→ 0. This forces (XA, XB, XI) = 0 and im(I) ⊆
ker(XG). Furthermore,XGA = A∨XG andXGB−B∨XG tells ker(XG) isA,B−stable,
thus XG = 0. Injectivity is proved.
We are left with properness, which we settle by making use of the following version
of the valuative criterion (see [GD, 7.3.9]). Let Spec(C((t))) → Spec(C[[t]]) be the
natural one dimensional embedding of the pointed formal disc into the formal disc.
Then ι is proper if and only if any commutative diagram
Spec(C((t))) //

MsΩ(n, r)
ι

Spec(C[[t]]) //
77oooooo
Ms(n, r)
admits a lifting as specified by the dashed diagonal arrow. This statement can be
rephrased as follows. Suppose (At, Bt, It, Jt) ∈M(C[[t)]]) is such that its underlying
closed point (A0, B0, I0, J0) belongs to Ms, and let Gt ∈ (S2V )∨((t)) such that
Jt = −Ω−1I∨t Gt and (At, Bt, It, Gt) ∈ MΩ(C((t))). Then we only need to prove
Gt ∈ (S2V )∨[[t]]. Arguing by contradiction, suppose we can write
Gt = t−kG0 + t−k+1G1 + t−k+2G2 + . . .
with G0 ∈ (S2V )∨\{0} and k > 0. We can put coordinates on V such that G0 has
the form 1m⊕0n−m, 0 < m ≤ n. The term of order −k of the equation GtAt = A∨t Gt
reads G0A0 = A∨0G0, so that A0 reads(
A110 0
A210 A
22
0
)
,
and the same goes for B. We write
It = I0 + tI1 + t2I2 + . . .
and decompose I0 =
(
I10
I20
)
coherently with our coordinates. From Jt = −Ω−1I∨t Gt ∈
Hom(V,W )[[t]] we deduce that I∨0 G0 = 0, thus I10 = 0. This tells us that the
subspace of V spanned by vectors of type
(
0
v
)
contains the image of I0 and is
mapped into itself by A0 and B0, contradicting the stability of the triple (A0, B0, I0);
the claim is thus proved.
The following corollary is immediate.
Corollary 6.2.6. The GL(V ) action on MsΩ(n, r) is free and locally proper. In par-
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ticular, the quotient set MsΩ(n, r)/GL(V ) inherits a scheme structure. Furthermore,
there is a closed embedding
ι : MsΩ(n, r)/GL(V )→Ms(n, r)/GL(V ) ∼=M(n, r)
so that the principal GL(V )−bundle MsΩ(n, r)→MsΩ(n, r)/GL(V ) is isomorphic to
the pullback of the bundle Ms(n, r)→M(n, r) via ι.
We may proceed to prove the main theorem of this section.
Proof. (Thm 6.2.4) Fix a universal sheaf (EM, aM) on M(n, r) × P2, which one
realizes as the cohomology of a universal monad
M : UM αM //WM βM // TM
as in Prop 6.1.3. Let (ES , aS , ϕS) be an S−point of MΩ(n, r). The pair (ES , aS)
induces a morphism S →M(n, r), and by construction the pullback monad MS on
S × P2 satisfies H1(MS) ∼= ES . We select an affine open cover {Si}i of S so that
S →M(n, r) lifts to sections σi : Si →Ms(n, r) and the pullback MSi is isomorphic
to
Mi : OSi×P2(−1)⊗ V
αi // OSi×P2 ⊗ (V ⊕2 ⊕W )
βi // OSi×P2(1) ⊗ V
with αi = α◦σi and βi = β ◦σi. This is verified for example on any affine refinement
of the covering given by the preimages of the open set covering {Ui}i ofM(n, r) as
in Prop. 6.1.3. Consider
ϕSi : H1(Mi) ∼= ESi → E∨Si ∼= H1(M∨i ).
As the pair of complexes Mi,M∨i satisfies the hypothesis of Prop. 2.1.9, ϕSi lifts
uniquely to a morphism of complexes Φi : Mi → M∨i . We want to show that this
induces morphisms fi : Si →MsΩ(n, r), but this is easy, as we get maps
Φi,−1 ∈ Hom(Si, Hom(V, V ∨))
Φi,0 ∈ Hom(Si, Hom(V ⊕2 ⊕W, (V ∨)⊕2 ⊕W∨))
Φi,1 ∈ Hom(Si, Hom(V, V ∨))
defining a framed symplectic sheaf once evaluated at any closed point s ∈ Si; we
may conclude in the light of the discussion at the beginning of the present section.
Also, on the overlaps Sij we have fi ∼ fj under the natural action of GL(V ), giving
thus rise to a well defined morphism f : S → MsΩ(n, r)/GL(V ). We constructed
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a natural transformation of functors inducing a morphism of schemesMΩ(n, r) →
MsΩ(n, r)/GL(V ).
An inverse to this morphism may be constructed as follows. Call {Ui,Ω}i the open
cover of MsΩ(n, r)/GL(V ) induced by the cover {Ui}i ofM(n, r) so that we can fix
sections σi : Ui,Ω → MsΩ(n, r)/GL(V ). Write σi = (Ai, Bi, Ii, Gi). The pullback of
the universal monad M to MsΩ(n, r)/GL(V ) can be written as
Mi,Ω : OUi,Ω×P2(−1)⊗ V
α(σi)// OUi,Ω×P2 ⊗ (V ⊕2 ⊕W )
β(σi) // OUi,Ω×P2(1)⊗ V
and we obtain a morphism
OUi,Ω×P2(−1)⊗ V
α(σi) //
Gi

OUi,Ω×P2 ⊗ (V ⊕2 ⊕W )
β(σi) //
Ωi

OUi,Ω×P2(1)⊗ V
−Gi

OUi,Ω×P2(−1)⊗ V ∨
β(σi)∨// OUi,Ω×P2 ⊗ ((V ∨)⊕2 ⊕W∨)
α(σi)∨ // OUi,Ω×P2(1)⊗ V ∨
where
Ωi =
 0 Gi 0−Gi 0 0
0 0 Ω
 ,
Passing to cohomology, we get a collection of skew-symmetric morphism ϕi : E |Ui,Ω→
E∨M |Ui,Ω , which agree on the overlaps Uij . The MsΩ(n, r)/GL(V )−family of sym-
plectic sheaves we just defined gives the sought-for inverse.
6.3 Irreducibility of MΩ(n, r)
The aim of this section is to prove the irreducibility of the moduli spaceMΩ(n, r).
The moduli space of framed symplectic bundlesMregΩ (n, r) is irreducible, as it is a
smooth connected algebraic variety of dimension rn+ 2n, see [BFG]. This suggests
a strategy for our proof: it is enough to prove that the open subset MregΩ (n, r) ⊆
MΩ(n, r) is dense. We will make use of its description as the orbit space of the
action of GL(V ) on the space of stable symplectic ADHM configurations MsΩ(r, n),
as explained in the previous section. We fix Darboux coordinates on the symplectic
vector space (W,Ω) so that −Ω−1 = Ω, W ∼= Cr. We recall that the space of
quadruples (A,B, I,G) whose orbits correspond to symplectic bundles are the ones
belonging to the open invariant subset {rk(G) = n}.
Remark 6.3.1. The double dual of a symplectic sheaf is a symplectic bundle with c2 =
rk(G). Let [E, a, ϕ] = [A,B, I,G]. Fix coordinates so thatG =
(
11rk(G) 0
0 0n−rk(G)
)
.
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The GA, GB symmetries imply that one has
A =
(
A′ 0
a α
)
, B =
(
B′ 0
b β
)
with A′ and B′symmetric. Write I =
(
I ′
X
)
according to the above decomposition.
We obtain the symplectic ADHM quadruple (A′, B′, I ′, 11rk(G)) which is a represen-
tative for the point [E∨∨, a∨∨] ∈MregΩ (r, rk(G)).
For any given (A,B, I,G), we shall provide a rather explicit construction of a
rational curve in the moduli space passing through [A,B, I,G] and whose general
point lies in MregΩ . For the sake of clarity, we shall start by studying the cases
G = 0 and rk(G) = n− 1, as in the proof for the general case we will use a blend of
the techniques for these two extremal cases. The results in matrix analysis we shall
quote have been summarized in Chapter 5.
The case G = 0
The symplectic sheaves represented by quadruples of type (A,B, I, 0) have trivial
double dual. The GA,GB−symmetries are vacuous and the ADHM equation re-
duces to [A,B] = 0. Assume A is a nonderogatory matrix. By 5.0.9, we can change
the coordinates so that both A and B are symmetric. By Remk. 5.0.10, we can find
a symmetric matrix B′ such that
[A,B′] = IΩI>.
For t ∈ C, define the matrices Gt = t · 11n, Bt = B + tB′. Then (A,Bt, I, Gt) ∈
MΩ(n, r) by construction, and for small nonzero values of t the deformation sits in
MregΩ (n, r), as stability is an open condition and Gt is invertible for t 6= 0.
Furthermore, we can actually drop the hypothesis on the cyclicity of A. Indeed,
let A′ be a nonderogatory matrix such that [A′, B] = 0: it exists by Remk. 5.0.7.
Then we have
[tA′ + (1− t)A,B] = 0∀t ∈ C
and the generic point of the line At = tA′ + (1− t)A is a nonderogatory matrix and
gives rise to a stable triple (At, B, I) as both conditions are open. This means that
up to a small deformation of the base quadruple we can assume A is nonderogatory.
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The case rk(G) = n− 1
These ADHM data correspond to symplectic sheaves whose singular locus is con-
centrated in one point, with multiplicity 1. We can choose coordinates such that
G =
(
11n−1 0
0 0
)
.
The other matrices can be written as(
A 0
a α
)
,
(
B 0
b β
)
,
(
I
X
)
.
with A and B symmetric. Without loss of generality we may assume α = β = 0, since
A2 acts on the space of ADHM configurations by adding multiples of the identity
matrix to the endomorphisms. Of course, the choice of a and b is not unique: by
changing the coordinates we can replace them respectively with vA + aλ, vB + bλ
for a nonzero λ ∈ C, keeping A,B, I fixed (the transformation g =
(
11n−1 0
v λ
)
does
the job).
Remark 6.3.2. The subspace of Cn−1
S = im(A) + im(I) + im(BI) + im(B2I) + · · ·+ im(Bn−2I)
coincides in fact with the whole Cn−1. Indeed, the triple (A,B, I) is stable, and
the subspace we are considering contains by definition the image of I, and it is
A,B−invariant. A−invariance is obvious since S contains the image of A. To prove
B−invariance, we first note that the subspace
im(I) + im(BI) + im(B2I) + · · ·+ im(Bn−2I)
is B−invariant (as Bn−1 can be written as a polynomial in B of degree n − 2 at
most). Moreover,
B(Av) = A(Bv) + I(ΩI>v) ∈ im(A) + im(I)
by [A,B]− IΩI> = 0.
Remark 6.3.3. If we can choose a (or b) to be 0, then we can do the following.
Consider the family of configurations
(
(
A 0
0 0
)
,
(
B tb
b 0
)
, I,
(
11n−1 0
0 t
)
).
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(or the analogous one with b = 0). This gives a locally free deformation of the sheaf
E. This condition is verified, for example, when A (or B) is invertible; in this case,
we can write vA = a (or vB = b) and change the coordinates accordingly.
We apply the lemma to the following situation. Given an ADHM quadruple
(
(
A 0
a 0
)
,
(
B 0
b 0
)
,
(
I
X
)
,
(
11n−1 0
0 0
)
),
we set: R = Cn−1, L = im(I), v = a>. By Remk. 6.3.2 we can write
v = AvA + Ix0 +BIx1 + · · ·+Bn−1Ixn−1
for some vector vA ∈ R and xi ∈ W , and we can find an equivalent triple with the
same A, B and I so that v = Ix0 + BIx1 + · · · + Bn−1Ixn−1 (just remember we
can move a by any vector in the image of A). Let r(t) and l(t) = I(Y (t)) ∈ im(I)
satisfying the thesis, and write the deformation
(
(
A 0
a+ r(t)> 0
)
,
(
B − tId 0
b 0
)
,
(
I
X + Y >(t) · Ω−1
)
,
(
11n−1 0
0 0
)
).
Now, any point of this curve sits in the space of ADHM configurations, because
[A,B− tId] = [A,B], the GA, GB symmetries are obviously satisfied, and the (2,1)
block of the commutator is written as
(a+ r(t)>)(B − tId)− bA = aB − bA− bA+ r(t)>(B − tId)− ta =
= XΩI> + ta+ Y >(t) · I> − ta = (X + Y >(t)Ω−1)ΩI>.
The previous calculation exhibits a small deformation of the given configuration
which has an invertible matrix (B − tId) in the (1,1) block, and β = 0 in the (2,2)
entry: this must sit inMregΩ by Remk 6.3.3.
The general case
We are ready to deal with the case of quadruples (A′, B′, I ′, G) with k = rk(G) ∈
{1, . . . n− 2}, where n = dim(V ) as usual. We can normalize G to
G =
(
11k 0
0 0n−k
)
and thus write
A′ =
(
A 0
a α
)
, B′ =
(
B 0
b β
)
, I ′ =
(
I
X
)
,
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with A,B symmetric, [A,B] = IΩI>, [α, β] = 0 and (aB−βa)−(bA−αb) = XΩI>.
We note that acting by the G−preserving transformation gv =
(
1k 0
v 1n−k
)
we leave
A, B, α, β and I unchanged and move a and b respectively to a + vA − αv and
b+vB−βv. In order to deform our quadruple into a rank n one, we shall need once
again to prove that we can slightly deform it and get a quadruple with vanishing a
or b. In the n − 1 case, this was guaranteed if α was not an eigenvalue for A (or
similarly for β and B). In the general case, the equation
vA− αv = a
has a solution if A and α do not share any eigenvalues, see Lemma 5.0.11 for a proof.
We need the following generalization of Remk. 6.3.2.
Lemma 6.3.4. Let R = Mat((n−k)×k) and A,B, I as above (A and B symmetric
k × k matrices, I ∈ Hom(Cr,Ck) with (Cr,Ω) a symplectic vector space, [A,B] =
IΩI>, stability is satisfied).
1. Suppose that there exists a subspace R′ ⊆ R which is stable with respect to the
maps v 7→ vA, v 7→ vB and contains the image of the linear map
I˜ : Hom(Cr,Cn−k)→ R, X 7→ XI>.
Then R′ = R.
2. Let α, β ∈ Mat((n − k) × (n − k)), [α, β] = 0 and let TA,α, TB,β ∈ End(R)
defined by
v 7→ vA− αv, v 7→ vB − βv,
respectively. Then the identity
im(TA,α) + im(I˜) + im(TB,β I˜) + im(T 2B,β I˜) + · · ·+ im(T dim(R)−1B,β I˜) = R
holds.
Proof. To show item 1, it is enough to prove that for a given R′ as in the hypothesis,
62
6 The moduli space on the plane
any matrix of the form
v =

0
...
0
vi
0
...
0

, vi ∈ Ck
belongs to R′. We will prove it only for i = 1, as the other cases are completely
analogous. The linear subspace S ⊆ Ck given by vectors s such that

s
0
...
0
 ∈ R′ must
be necessarily the whole of Ck. Indeed, since
s
0
...
0
A =

sA
0
...
0
 ∈ R′,
we see that S is A−stable (and similarly, B−stable). Furthermore,
X1 =

x1
0
...
0
 ∈ Hom(Cr,Cn−k) =⇒ I˜(X1) = X1I> =

x1I>
0
...
0
 ∈ R′,
so S ⊇ im(I), and we are done thanks to the stability of the triple (A,B, I).
To prove the second part, we may apply item 1 to the linear subspace
R′ = im(TA,α) + im(I˜) + im(TB,β I˜) + im(T 2B,β I˜) + · · ·+ im(T dim(R)−1B,β I˜).
By definition R′ contains Im(I˜), so we just need to prove it is A, B− stable in the
above sense. We note that any
v ∈ im(I˜) + im(TB,β I˜) + im(T 2B,β I˜) + · · ·+ im(T dim(R)−1B,β I˜)
can be rewritten as
v = X ′0I> +X ′1I>B + · · ·+X ′k−1I>Bk−1,
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because
TmB,β I˜X = XI>Bk −
(
m
2
)
βXI>Bk−1 + · · · − (1)mβmXI>.
So, we may write:
R′ = im(TA,α) + im(I˜) + im(B˜I˜) + im(B˜2I˜) + · · ·+ im(B˜k−1I˜)
where B˜v = vB. Now we have:
A˜(TA,α(v)) = TA,α(A˜v) ∈ R′
A˜(B˜kI˜(X)) = XI>BkA = XI>BkA− αXI>Bk + αXI>Bk =
= TA,α(XI>Bk) + B˜kI˜(αX) ∈ R′
B˜(TA,α(v)) = vAB − αvB = vBA+ vIΩI> − αvB =
= TA,α(vB) + I˜(vIΩ) ∈ R′
B˜(B˜kI˜(X)) ∈ Im(B˜k+1I˜) ⊆ R′.
This guarantees A, B−stability of R′, and concludes the proof.
We are now able to apply Lemma 5.0.12 to our ADHM quadruple
(
(
A 0
a α
)
,
(
B 0
b β
)
,
(
I
X
)
,
(
11k 0
0 0n−k
)
)
in the following way. Thanks to Lemma 6.3.4, we can write
a = vA− αv +X0I> + TB,β(X1I>) + . . . T k−1B,β (Xk−1I>),
and we can change the coordinates to eliminate the addend vA − αv. We apply
Lemma 5.0.12 to find a small deformation of a, written as at = a+ v(t), satisfying
(TB,β − tId)v(t) = ta+ Y (t)ΩI> =⇒ (TB,β − tId)at + TB,β(a) = Y (t)ΩI>
with Y (0) = 0, and so we obtain
at(B − tId)− βat − bA+ αb =
= aB − βa− bA+ αb+ Y (t)ΩI> = (X + Y (t))ΩI>.
In other words, the deformation
(
(
A 0
at α
)
,
(
B − tId 0
b β
)
,
(
I
X + Y (t)
)
,
(
11k 0
0 0n−k
)
)
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still sits in the space of symplectic ADHM data, and remains stable for small t.
Obviously, the spectra of β and B − tId are disjoint for arbitrarily small nonzero
values of t; therefore, up to small deformations, we can indeed assume b = 0, by
means of Lemma 5.0.11 together with the usual change of coordinates a 7→ vA −
αv + a, b 7→ vB − βv + b.
So we can suppose without loss of generality that our quadruple is of the form
(
(
A 0
a α
)
,
(
B 0
0 β
)
,
(
I
X
)
,
(
11k 0
0 0n−k
)
).
Now we are only left to apply what we have learned from the rank 0 case, which
is to employ nonderogatory matrices. First, we note that we can deform α as
αt = (1 − t)α + tη for any matrix η commuting with β, and this does not harm
the ADHM equations or the symmetries (this is why we made all the work to get
b = 0, to make sure that no term of type bαt comes to ruin the party). This
way, we can suppose that α is nonderogatory up to small deformations, and has
no eigenvalues in common with A (it is enough to choose η nonderogatory and,
if necessary, modify α once again by adding small multiples of Idn−k to slide the
eigenvalues). By changing the coordinates as usual, we obtain a quadruple of the
type
(
(
A 0
0 α
)
,
(
B 0
b β
)
,
(
I
X
)
,
(
11k 0
0 0n−k
)
),
which is exactly as before except for a crucial detail: α is nonderogatory. This means
that by acting with a change of coordinates of type
(
11k 0
0 g
)
, we can suppose that
the commuting matrices α and β are symmetric. Finally, let χ be a symmetric
matrix satisfying [α, χ] = XΩX>: it must exist, due to the cyclicity of α.
Write down the final deformation
(
(
A 0
0 α
)
,
(
B tb>
b β + tχ
)
,
(
I
X
)
,
(
11k 0
0 t11n−k
)
). (6.3.1)
Let us verify that this curve sits in the space of ADHM symplectic data:(
11k 0
0 t11n−k
)(
A 0
0 α
)
−
(
A 0
0 α
)>(11k 0
0 t11n−k
)
=
(
A−A> 0
0 tα− tα>
)
= 0.
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(
11k 0
0 t11n−k
)(
B tb>
b β + tχ
)
−
(
B tb>
b β + tχ
)>(11k 0
0 t11n−k
)
=
=
(
B −B> tb> − tb>
tb− tb tβ − tβ> + t2χ− t2χ>
)
= 0.
These give the G-symmetries. Recall that the ADHM equation for t = 0 is given
by αb− bA = XΩI>, and that Ω> = −Ω. We verify the ADHM equation along the
curve:
[
(
A 0
0 α
)
,
(
B tb>
b β + tχ
)
]−
(
I
X
)
Ω
(
I> X>
)(11k 0
0 t11n−k
)
=
=
(
[A,B]− IΩI> tAb> − tb>α− tIΩX>
αb− bA−XΩI> t[α, χ]− tXΩX>
)
= 0
This finishes the proof of the irreducibility, since Gt =
(
11k 0
0 t11n−k
)
is invertible
and so the general point of this curve lies in the locally free locus of the moduli
space.
A note on the geometry behind the proof
We saw that we can assign to any rank k datum (A,B, I,G) two symmetric matrices
A′, B′ ∈ Mat(k) up orthogonal conjugation and two commuting matrices α, β ∈
Mat(n−k) up to conjugation. This means that, taking eigenvalues, we can produce
invariants {x1, . . . , xk, y1, . . . , yk} and Zα,β = {(α1, β1), . . . , (αn−k, βn−k)}. The first
set of invariants defines a grid of lines inside A2 = {(x, y)}, given by the union
D′ =
⋃
i=1,...k
{x = xk} ∪ {y = yk}.
The symplectic bundle associated with the triple (A′, B′, I ′) is trivial on the com-
plement of (the closure of) D′ inside P2(see [BFG, Sect. 4-5]). Instead Zα,β is just
the zero cycle assigned to the singular locus of [A,B, I,G].
The “G = 0” part of the proof just tells us the singularities of framed sheaves with
trivial double dual may be removed by families of symplectic bundles. What we see
from the proof is that if the singularities of a general symplectic sheaf happen to be
disjoint from the associated grid D′, one can essentially resolve them and glue the
family with the bundle [A′, B′, I ′]. The most difficult part of the work is to show
that every symplectic sheaf can be deformed into a sheaf with Zα,β ∩D′ = ∅.
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6.4 The torus action on MΩ(n, r)
Consider the algebraic torus TP = (C?)2 acting on P2 by
(t1, t2) · [z0, z1, z2] = [z0, t1z1, t2z2]
and fix a maximal torus T ⊆ GL(W ). The moduli spaceM(r, n) is naturally acted
on by T˜ = TP×T . Indeed, as TP fixes l∞, it acts by pullbacks on framed sheaves on
P2, while T acts by rescalings on the framing. In [NY1, NY2] the authors classify
the fixed points of this action; a framed sheaf [E, a] ∈ M(n, r) is a fixed point if
and only if it can be written as a direct sum of r ideal sheaves of zero dimensional
subschemes Z1, . . . , Zr, all supported on [1, 0, 0] ∈ P2.
Let Ω be as usual a symplectic form on W , defining the subgroup SP (W ) ⊆
GL(W ). Let TΩ = SP (W ) ∩ T be the corresponding maximal torus. Of course
one can also consider the induced restricted action of T˜Ω = TP × TΩ on M(n, r).
Since this time we are dealing with symplectic rescalings of the framing, the closed
subschemeMΩ(n, r) is invariant under the latter action. The aim of this section is
to prove the following equality.
Theorem 6.4.1. M(n, r)T˜ =MΩ(n, r)T˜Ω.
Proof. As any point in M(n, r)T˜ is represented by a sheaf whose double dual is
trivial, it corresponds to a symplectic sheaf by Remk. 3.1.2. This means that the
inclusion M(n, r)T˜ ⊆ MΩ(n, r)T˜Ω holds. In order to prove the reverse inclusion,
it will be enough to prove that restricting the action on M(n, r) to T˜Ω we do not
produce more fixed points. This may be achieved manipulating the ADHM data.
First, we use the fact that the T˜Ω−action onM(n, r) lifts to an action on Ms(n, r)
in the following way:
(t1, t2, e)(A,B, I, J) = (t1A, t1B, Ie−1, eJt1t2).
Let us consider the action of TΩ only. Suppose [A,B, I, J ] ∈M(n, r) is fixed by TΩ.
This means that we can find a representation ρ : TΩ → GL(V ) such that
(A,B, Ie−1, eJ) = (Aρ(e), Bρ(e), ρ(e)I, Jρ(e)−1).
Let us fix a Darboux basis (x1, . . . , xr/2, y1, . . . , yr/2) on W , meaning Ω(xk, xj) =
Ω(yk, yj) = 0 and Ω(xk, yj) = δkj ; get
TΩ = {diag(e1, . . . er/2, e−11 , . . . e−1r/2) | ek ∈ C?}.
We get
ρ(e)Ixi = Ie−1xi = e−1i Ixi; ρ(e)Iyi = Ie−1yi = eiIyi.
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Consider the eigenspaces of the representation ρ:
V (i1, . . . ir/r) = {v ∈ V | ρ(e)v = ei11 · · · e
ir/2
r/2 v}.
Since im(I) ⊆ ⊕
i
(V −i ⊕V +i ) where V ±i = V (0, . . . , 0,
i±1, 0, . . . , 0) and A and B send
each V ±i to itself, we can conclude V = ⊕
i
(V −i ⊕ V +i ) by stability. Also, suppose
v ∈ V +i ; get
eJv = Jρ(e)−1v = e−1i Jv =⇒ Jv ∈ Cy1
and similarly we get J(V −i ) ⊆ Cxi. This implies one can decompose the ADHM
datum as a direct sum of r rank 1 subdata
(A,B, I, J) = ⊕
i
((A+i , B+i , I+i , J+i )⊕ (A−i , B−i , I−i , J−i ))
where A±i , B±i ∈ End(V ±i ), I−i : Cxi →: V −i , I−i : Cxi →: V −i , J−i : V −i → Cxi and
J+i : V +i → Cyi. Thus the sheaf represented by (A,B, I, J) is a direct sum of ideal
sheaves of 0 dimensional subschemes Zi. If we further require such framed sheaf to
be fixed by T , we may conclude supp(Zi) = {(0, 0)}.
Remark 6.4.2. We can write down explicitly the action of T˜Ω on MΩ(n, r) as also
in this case we can lift to ADHM configurations:
(t1, t2, e)(A,B, I,G) = ((t1A, t1B, Ie−1, Gt1t2)).
Corollary 6.4.3. The Euler characteristics ofMΩ(n, r) andM(n, r) coincide.
Proof. Let λ : C? → T˜Ω be a generic 1−parameter subgroup for the action on
MΩ(n, r), meaningMΩ(n, r)T˜Ω =MΩ(n, r)λ (for the existence of λ, see [Go, Sect.
2.2] and references therein). The proof follows then directly from [Bi, Cor. 2].
6.5 Uhlenbeck spaces
We want to construct a proper birational map from the moduli space of framed
symplectic sheaves into the space of symplectic ideal instantons. The map will
simply be the restriction of the so called Gieseker-to-Uhlenbeck map, defined on the
moduli space of framed sheaves (we refer to [BMT] for the precise definition of this
morphism). This provides a concrete example of the fact that Uhlenbeck spaces of
type C can be obtained by generalized blow-downs of moduli spaces of symplectic
sheaves, as suggested in [Bal, Ba2]. To this end, we will recall the definitions of
Uhlenbeck spaces in a purely algebraic setting. In constrast with the classical case,
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the moduli spaceMΩ(r, n) is not smooth in general; we shall discuss its singularities
in the next section.
Definition 6.5.1. Let (r, n) be positive integers. We call Uhlenbeck space or space
of framed ideal instantons the affine scheme defined by the categorical quotient
M0(r, n) := M(r, n)//GL(V ).
The following theorem summarizes some of the properties of this scheme. For
details, see [Na, BFG].
Theorem 6.5.2. The following statements hold:
1. M0(r, n) is reduced and irreducible;
2. the open embeddingMsc(r, n) ↪→M(r, n) descends to an open embeddingMreg(r, n)→
M0(r, n), which is the smooth locus ofM0(r, n);
3. M0(r, n) has a stratification into locally closed subsets of the form
M0(r, n) =
n⊔
k=0
Mreg(r, n− k)× (A2)(k),
where (A2)(k) is the k − th symmetric power of the affine space P2\l∞;
4. the open embedding Ms(r, n)→M(r, n) descends to a projective morphism
pi :M(r, n)→M0(r, n)
which is a resolution on singularities.
Remark 6.5.3. As a set-theoretic map, pi has a very simple description. Let (E, a)
be a framed sheaf of charge n; the locally free sheaf E∨∨ inherits a framing a∨∨ from
(E, a), and sits in an exact sequence
0 // E // E∨∨ // C // 0
where C is a 0−dimensional sheaf supported away from l∞. Let Z(C) be the corre-
sponding 0−cycle on A2. As
length(C) + c2(E∨∨) = n,
we obtain a point
pi([E, a]) = ([E∨∨, a∨∨], Z(C)) ∈M0(r, n).
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In particular, we see that the restriction of pi to the locally free locusMreg(r, n)
induces an isomorphism onto the open subschemeMreg(r, n) ⊆M0(r, n).
It is possible to construct a symplectic variant of the Uhlenbeck space. Once again,
let V ∼= Cn and W ∼= Cr. Fix a symplectic structure Ω on W and a symmetric
bilinear nondegenerate form 1V on V , and call End+(V ) the space of symmetric
endomorphisms of V . Define the subspace of End+(V )⊕2 ⊕Hom(W,V ):
X(r, n) = {(A,B, I) | [A,B] + IΩI> = 0}
This space is naturally acted on by the orthogonal group O(V ).
Remark 6.5.4. Let τ : X(r, n)→MΩ(r, n) be the embedding defined by
τ(A,B, I)→ (A,B, I, 1V ).
The morphism τ is equivariant with respect to the group homomorphism O(V ) →
GL(V ) defined by 1V . If we set Xs : τ−1(MsΩ) = τ−1(MscΩ ) (see Lemma 6.2.3), we
obtain indeed an isomorphism of algebraic varieties
Xs(r, n)/O(V )→MscΩ (r, n)/GL(V )(∼=MregΩ (r, n)).
Definition 6.5.5. We define the symplectic Uhlenbeck space as the categorical
quotient
M0,Ω(r, n) = X(r, n)//O(V ).
We list some interesting properties of this affine scheme. For details, see [BFG,
NS, Ch].
Theorem 6.5.6. The following statements hold:
1. M0,Ω(r, n) is reduced and irreducible;
2. the open embedding Xs(r, n) ↪→ X(r, n) descends to an open embeddingMregΩ (r, n)→
M0,Ω(r, n), which is the smooth locus ofM0,Ω(r, n);
3. M0,Ω(r, n) has a stratification into locally closed subsets of the form
M0,Ω(r, n) =
n⊔
k=0
MregΩ (r, n− k)× (A2)(k);
4. the composition
X(r, n) τ //MΩ(r, n) ι //M(r, n)
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is an equivariant closed embedding, inducing a closed embedding
M0,Ω(r, n)→M0(r, n)
which is compatible with the stratification, meaning that for any integer k
(Mreg(r, n− k)× (A2)(k)) ∩M0,Ω(r, n) =MregΩ (r, n− k)× (A2)(k)
holds.
As a a direct consequence of the discussion of the previous two sections, we find
a relation between symplectic Uhlenbeck spaces and moduli of framed symplectic
sheaves.
Theorem 6.5.7. The moduli space MΩ(r, n) is isomorphic to the strict transform
of the closed subschemeM0,Ω(r, n) ⊆M0(r, n) under the resolution pi.
Proof. The maximal open subset of M0(r, n) over which pi is an isomorphism is
Mreg(r, n); it follows by definition that the strict transform in the statement is
defined as
pi−1(M0,Ω(r, n) ∩Mreg(r, n)) = pi−1(MregΩ (r, n)) =MΩ(r, n),
sinceMΩ(r, n) is the smallest closed subscheme ofM(r, n) containing the locus of
symplectic bundles, see Sect. 6.3.
Remark 6.5.8. We note thatMΩ(r, n) also coincides with the total transform
pi−1(M0,Ω(r, n)),
as its points are exactly the framed sheaves whose double dual is symplectic; indeed,
if
ϕ′ : E∨∨ → E∨∨∨ = E∨
is an “honest” symplectic form on the double dual, its composition with E → E∨∨
endows E with a structure of framed symplectic sheaf, as already noted in Remk.
3.1.2.
6.6 Singularities and examples with low c2
Let us start from the following ADHM-theoretic smoothness criterion.
Proposition 6.6.1. Let ξ = [A,B, I,G] ∈MΩ(r, n). Suppose that A is nonderoga-
tory (see 5.0.5). Then ξ is a smooth point.
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Proof. We recall the description of the tangent space we introduced in the proof of
Lemma 6.2.5, i.e. we think of T(A,B,I,G)MsΩ(r, n) as the kernel of the the Jacobian
matrix
XA
XB
XI
XG
 7→
G_−_
>G 0 0 _A−A>_
0 G_−_>G 0 _B −B>_
[_, B] [A,_] (IΩ_> + _ΩI>)G IΩI>_


XA
XB
XI
XG

(6.6.1)
XA
XB
XI
XG
 ∈ End(V )⊕2 ⊕Hom(W,V )⊕Hom(S2V,C).
Suppose A is nonderogatory. Applying 5.0.9, we change coordinates to make A
symmetric, so that we can write _A−A>_ = −[A,_]. The ciclicity of A guarantees
the surjectivity of the map [A,_] as a morphism on the space of symmetric matrices
with values in the space of skew-symmetric matrices. If we think [A,_] as a linear
map on the space of general square matrices, its rank is n2−n. We deduce that the
rank of the Jacobian is greater or equal to 32n(n− 1), hence
dim(T(A,B,I,G)MsΩ(r, n)) ≤ 2n2 + nr +
1
2n(n+ 1)−
3
2n(n− 1) =
= n2 + nr + 2n = dim(MΩ(r, n)) + n2 ≤ dim(T(A,B,I,G)MsΩ(r, n)).
This implies that the equation
dimTξ(MΩ(r, n)) = dim(MΩ(r, n))
holds, as required.
We obtain the following straightforward corollary.
Corollary 6.6.2. MΩ(r, n) is nonsingular in codimension one.
Proof. Suppose that a quadruple (A,B, I,G) ∈ MsΩ satisfies one of the following
conditions:
1. G is invertible;
2. A is nonderogatory.
Then we know ξ = [A,B, I,G] ∈MΩ is a smooth point. The first condition defines a
1−codimensional opens subset of the moduli space. In fact, also the other conditions
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define open subschemes whose codimension is at least 1; indeed, call
∆A : MsΩ → C
the function assigning to (A,B, I,G) the discriminant of the characteristic polyno-
mial of A: it is a GL(V )−invariant function. The points where it does not vanish
are exactly those quadruples whose A has n distinct eigenvalues, which in particular
gives A nonderogatory. In particular, the singular locus of MΩ must be contained
in the closed subscheme
({det(G) = 0} ∩ {∆A = 0})/GL(V ).
In order to prove the corollary, it is enough to prove that the divisors {det(G) = 0}
and {∆A = 0} don not share smaller divisors. To prove this, we will show that any
quadruple in the intersection admits a deformation whose general point sits in one
and only one of the divisors.
Suppose (A,B, I,G) ∈ {det(G) = 0}∩{∆A = 0}. Using the notation of Sect. 6.3,
we normalize and rewrite the quadruple:(
A 0
a α
)
,
(
B 0
b β
)
,
(
I
X
)
,
(
11k 0
0 0n−k
)
,
with k 6= 0. In 6.3 we showed that we can slightly perturb the quadruple and get to
a quadruple with a = 0 keeping G fixed. At this point there are two possibilities:
either the deformed quadruple still sits in {∆A = 0}, or it doesn’t. In the first
case we may proceed to deform to a quadruple for which G is invertible leaving the
first endomorphism unchanged as in 6.3.1; in the latter case, we already moved the
quadruple out of {∆A = 0} along a path contained in {det(G) = 0}, and the claim
is proved.
Remark 6.6.3. MP2,Ω(r, 1) is smooth for any even r.
Proof. We can apply Prop. 6.6.1 and conclude directly. We could also proceed in
the following way. We know
MP2,Ω(r, 1) ∼= MsΩ(r, 1)/C?
where MsΩ(r, 1) is just the affine variety C2 × (Cr\{0})×C; indeed, the symmetries
and the ADHM equation are vacuous in this case. Since the C?−action is free on
this space, no singularities can arise in the quotient.
The case n = 1 is special, since the singular locus of the Uhlenbeck spaceM0,Ω(r, 1)
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is smooth (therefore, a single blow-up is enough to resolve the singularities). In fact,
singularities appear in MΩ(r, n) as we take n > 1. In the next example, we draw
our attention to the case n = 2.
Example 6.6.4. Let I : W → C2 be a linear map, and consider the ADHM quadru-
ple ξ = (0, 0, I, 0) ∈ MΩ(r, 2). This configuration will be stable if we choose I to be
surjective. Let us compute the dimension of TξMsΩ(r, 1): using the description of
the tangent space in the proof of Prop. 6.2.5, we have
TξMsΩ(r, 1) = {(XA, XB, XI , XG) | IΩI>XG = 0}.
If we choose I so that IΩI> is not invertible (it is enough to require the rows of the
matrix I to span an isotropic subspace of W , and this can be done while keeping I
surjective if r ≥ 4), we obtain
dim(TξMsΩ(r, 1)) > 2 · 22 + 2r = 8 + 2r.
The dimension of MsΩ(r, 1) is exactly 8 + 2r, so we found a singular point.
Suppose (A,B, I,G) is a singular point ofMsΩ(r, 2). By Prop. 6.6.1, we must have
A and B derogatory, which for 2 × 2 matrices just means to be a multiple of the
identity:
A = λA · 11, B = λB · 11.
Also, we know det(G) = 0. Call I1, I2 ∈ Cr the rows of I; in order to satisfy stability
of the quadruple, we must have that I1 and I2 span a 2−dimensional Ω−isotropic
subspace of Cr. Call J the Jacobian matrix 6.6.1; as explained in the proof of Prop.
6.6.1, (A,B, I,G) is a smooth point if and only if rk(J) < 32n(n − 1) = 3. If G
has rank 1, it is immediate to check that the rank of J is at least 3, so that we get
G = 0. We thus see that every singular point ofMΩ(r, 2) defines a unique isotropic
2−subspace of (W,Ω) and a pair of scalars (λA, λB) ∈ A2. We conclude:
Lemma 6.6.5. There is an isomorphism
Sing(MΩ(r, 2)) ∼= A2 ×GΩ(2, r),
where GΩ(2, r) is the Grassmannian of Ω−isotropic 2−spaces in W. In particular,
Sing(MΩ(r, 2)) is a smooth connected quasi-projective variety.
Remark 6.6.6. If we consider also r = 2, we obtain GΩ(2, 2) = ∅. This makes sense
sinceMΩ(2, n) ∼=M(2, n), which is a direct consequence of the fact that every rank
2 vector bundle has a symplectic structure.
We conclude this section with the following remark.
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Remark 6.6.7. Suppose that a point x = [(E,α, ϕ)] ∈MΩ(r, n) satisfies the hypoth-
esis of Cor. 3.3.4. Let ι(x) ∈ M(r, n) be the corresponding framed sheaf. We have
an exact sequence of vector spaces
0 // TxMΩ(r, n) // Tι(x)M(r, n) // Ext1(Λ2E,OX(−1)) // 0
This forces
ext1(Λ2E,OX(−1)) = 2nr − rn− 2n = rn− 2n.
By Serre duality, we have
Ext1(Λ2E,OX(−1)) ∼= H1(P2,Λ2E(−2)).
Let us take r = 2. In this case, the map
TxMΩ(r, n)→ TxM(r, n)
is an isomorphism, see Remk. 6.6.6. Let us consider the n = 2 smooth point
E = I(0,0) ⊕OP2 , where I(0,0) is the ideal sheaf of the origin. We have
Λ2E ∼= I(0,0) ⊕ C(0,0)
and thus
ext1(Λ2E,OX(−1)) ∼= h1(P2, I(0,0)(−2)) = c2(I(0,0)) = 1,
see [Na, Sect. 2.1]. This shows that 3.3.4 does not give necessary conditions for a
point of the moduli space to be smooth.
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Let Pˆ2 be the blow-up of P2 at one point p. We fix as a framing divisor a line l∞,
p /∈ l∞, and identify Pˆ2\l∞ with C2 blown up at (0, 0). Call C the exceptional line
and F the typical fiber of Pˆ2 → C. Keep in mind that Pˆ2 is naturally identified with
the projectivization of the bundle OC(−1) on C. We have l∞ = F + C, l2∞ = 1,
C2 = −1, F 2 = 0. One has the usual line bundles on Pˆ2
O(p, q) = OPˆ2(p · l∞)⊗OPˆ2(q · F ).
We will make use of the following coordinate system on the surface. Take the flag
manifold F = F(C3) given by the hypersurface
F ⊆ P2 × P2?, F = {([x], [y]) | y(x) =
∑
xiyi = 0}.
We may identify Pˆ2 with the hypersurface y3 = 0 in F. In these coordinates, we
may recover C = {x2 = 0} = {x1 = 0}, l∞ = {x3 = 0} and we get F as the typical
fiber of pi : F → P2?. We have O(1,−1) = OPˆ2(C), and H0(O(1,−1)) is generated
by the section x2/y1 = −x1/y2.
7.1 Framed sheaves on Pˆ2
The main references here are [Ki] and [NY1]. We shall denote the moduli space
MPˆ2,l∞(r, n) and its locally free locusM
reg
Pˆ2,l∞
(r, n) by Mˆ(r, n) and Mˆreg(r, n), re-
spectively. Of course framed sheaves on Pˆ2 need not to satisfy c1 = 0, but we are
going to consider moduli spaces with c1 = 0 only as we are interested in symplectic
sheaves.
Let n be a nonnegative integer and r a positive integer, and let V0 ∼= V1 ∼= Ck,
W ∼= Cr be vector spaces.
Definition 7.1.1. We define the variety of blown-up ADHM configurations of type
(r, n) to be the subvariety Mˆ(r, n) of the affine space
Hom(V1, V0)⊕2 ⊕Hom(W,V0)⊕Hom(V1,W )⊕Hom(V0, V1) = {(A,B, I, J,D)}
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cut out by the equation
ADB −BDA+ IJ = 0.
We say that a configuration (A,B, I, J,D) is
• stable if there exists no subspaces 0 ⊆ S0 ( V0, 0 ⊆ S1 ⊆ V1 with dim(S0) =
dim(S1) such that A(S1) ⊆ S0, B(S1) ⊆ S0 and im(I) ⊆ S0;
• co-stable if there exists no subspaces 0 ⊆ S0 ⊆ V0, 0 ( S1 ⊆ V1 with dim(S0) =
dim(S1) such that A(S1) ⊆ S0, B(S1) ⊆ S0 and ker(J) ⊇ S1;
• regular if it is stable and co-stable.
The variety Mˆ(r, n) is naturally acted on by GL(V0)×GL(V1) :
(g0, g1) · (A,B, I, J,D) = (g0Ag−11 , g0Bg−11 , g0I, Jg−11 , g1Dg−10 ).
The open subvarieties Mˆs(r, n), Mˆc(r, n) and Mˆreg(r, n) of stable, co-stable and
regular data are invariant with respect to this action.
Exactly as in the planar case, this ADHM space can be viewed as a parameter
space for monads. Consider the vector bundles
U = (V1 ⊗O(−1, 0))⊕ (V0 ⊗O(0,−1))
W = (V0 ⊕ V1 ⊕ V0 ⊕ V1 ⊕W )⊗O
T = (V0 ⊗O(1, 0))⊕ (V1 ⊗O(0, 1))
and define a morphism
(α, β) : Hom(V1, V0)⊕2 ⊕Hom(W,V0)⊕Hom(V1,W )⊕Hom(V0, V1)→
→ HomOX (U ,W)×HomOX (W, T )
by
α =

Ax3 −y2
x1 −DAx3 0
Bx3 y1
x2 −DBx3 0
Jx3 0
 , β =
(
x2 Bx3 −x1 −Ax3 Ix3
Dy1 y1 Dy2 y2 0
)
.
Again, one verifies immediately that the locus β ◦ α = 0 coincides with Mˆ(r, n) and
that the stability and co-stability conditions correspond to the injectivity of α as a
map of vector bundles and the surjectivity of β, respectively. We assigned to every
ξ ∈ Mˆs(r, n) a monad whose cohomology E(ξ) defines a torsion free sheaf on Pˆ2 with
77
7 The moduli space on the blown-up plane
rank r, c1 = 0 and c2 = n. Imposing x3 = 0 (i.e. pulling back to l∞) we obtain a
framing E(ξ) |l∞→ Ol∞⊗W . Once again, every framed sheaf on Pˆ2 can be obtained
this way. Moreover:
Theorem 7.1.2. [Ki, He]The GL01 = GL(V0)×GL(V1)−action on Mˆs(r, n) is free
and locally proper. The quotient Mˆs(r, n)/G exists as an algebraic variety, which is
smooth of dimension 2rn and connected. There exists an isomorphism
Mˆs(r, n)/GL01 ∼= Mˆ(r, n)
which maps the open subscheme Mˆreg(r, n)/G01 onto Mˆreg(r, n).
In addition, we know that there exists a universal monad on Pˆ2, see Remk. 6.1.4.
Let us denote by pi : Pˆ2 → P2 the blow-up morphism. Then pi induces a pullback
morphism
pi? :M(r, n)→ Mˆ(r, n)
which is in fact an open embedding.
Remark 7.1.3. We can describe the morphism pi? by means of ADHM data in the
following way. First, fix an identification V0 ∼= V1 ∼= V , and consider the morphism
p˜i? : M(r, n)→ Mˆ(r, n), (A,B, I, J) 7→ (A,B, I, J, 11V ).
It is immediate to see that p˜i? preserves stability and co-stability. Furthermore, it
is equivariant with respect to the diagonal morphism GL(V ) → GL(V )×2, hence
it descends to a morphism between the corresponding quotients. The induced map
coincides with pi? because this is verified on the locally free locusMreg(r, n), see [Ki,
Sect. 3.6]. We see that pi? maps M(n, r) isomorphically onto the open subscheme
{[A,B, I, J,D] | D is invertible} ⊆ Mˆ(r, n).
7.2 Framed symplectic sheaves on Pˆ2
Let (E, a) be a framed sheaf on Pˆ2, defined by an ADHM configuration (A,B, I, J,D).
Let M be the corresponding monad. Suppose now we have a morphism ϕ : E → E∨
whose restriction to l∞ is a matrix Ω. We claim that ϕ lifts to a morphism Φ between
M and its dual:
U //
g

W
p

// T
h

T ∨ //W∨ // U∨
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This is proved once we verify the vanishings in the hypothesis of Prop. 2.1.9. We
have Ext1(T ,W∨) = 0 as
H1(Pˆ2,O(0,−1)) = H1(Pˆ2,O(−1, 0)) = 0,
Ext1(W, T ∨) = 0 as
H1(Pˆ2,O(0, 1)) = H1(Pˆ2,O(1, 0)) = 0,
and Ext2(T , T ∨) = 0 as
H2(Pˆ2,O(−2, 0)) = H2(Pˆ2,O(0,−2)) = H2(Pˆ2,O(−1,−1)) = 0.
This ensures the existence of the claimed lifting. Furthermore, the additional van-
ishings
H0(Pˆ2,O(−1, 0)) = H0(Pˆ2,O(0,−1)) = 0
ensure Hom(T ,W∨) ∼= Hom(W, T ∨) = 0, which allows us to identify the kernel of
the map Hom(M,M∨)→ Hom(E , E∨) with the vector space
Ext1(T , T ∨) ∼= H1(O(0,−2))⊗HomC(V1, V ∨1 ) ∼= HomC(V1, V ∨1 ).
Let us describe the set of all possible Φ = Φ(g, p, h) lifting ϕ. We denote:
g : U → T ∨ : g =
(
G10 0
G11(x2/y1) G01
)
with Gij ∈ Hom(Vi, V ∨j ),
h : T → U∨ : h =
(
H01 H11(x2/y1)
0 H10
)
with Hij ∈ Hom(Vi, V ∨j ). By applying the constraints.
β∨g − pα = 0, hβ − α∨p = 0,
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we get a set of equations:
G11 = −H11
D∨G01 = −H10D
G10 +D∨G11 +H10 = 0 H01 +H11D +G01 = 0
I∨G10 = ΩJ H01I = J∨Ω
H01A−A∨H10 +A∨D∨H11 = 0 H01B −B∨H10 +B∨D∨H11 = 0
B∨G10 −G01B +G11DB = 0 A∨G10 −G01A+G11DA = 0
(7.2.1)
and we may write
p =

0 0 D∨G01 −H10 0
0 0 G01 G11 0
−D∨G01 H10 0 0 0
−G01 −G11 0 0 0
0 0 0 0 Ω

Remark 7.2.1. (Normalizing bilinear forms on monads) Let K ∈ Hom(V1, V ∨1 ) be a
morphism. We define morphisms
g(K) : U → T ∨, g(K) =
(
0 0
K · (x2/y1) KD
)
;
h(K) : T → U∨, h(K) =
(
0 −K · (x2/y1)
0 −D∨K
)
;
p(K) :W →W∨, p(K) =

0 0 D∨KD D∨K 0
0 0 KD K 0
−D∨KD −D∨K 0 0 0
−KD −K 0 0 0
0 0 0 0 0
 .
It is immediate to verify, using 7.2.1, that g, p and h define a morphsim M →M∨,
providing a linear monomorphism
HomC(V1, V ∨1 )→ Hom(M,M∨).
One can also check that that any such morphism induces the 0 map in cohomology;
we described explicitly HomC(V1, V ∨1 ) as the kernel of the map
Hom(M,M∨)→ Hom(E , E∨).
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As a workaround to fix the uncertainty in the choice of a lifting for ϕ, we shall always
consider in our situation a fixed complement of HomC(V1, V ∨1 ) inside Hom(M,M∨),
identified in the above notation by the equation G11 = 0.
We impose now the skew-symmetry condition on ϕ, which amounts to ask
g∨ = −h,
which in turn reads
G10 = −H>01, G01 = −H>10.
We may now perform some substitutions in the system 7.2.1, also keeping in
account the normalization as in Remk. 7.2.1. We are left with
G10 = G∨01 A∨G10 −G01A = 0
D∨G01 = G10D B∨G10 −G01B = 0
J = Ω−1I∨G10
We call −G10 = G.
The previous discussion motivates the following definition of ADHM-type param-
eter space for symplectic sheaves on Pˆ2.
Definition 7.2.2. We define the variety of blown-up symplectic ADHM configura-
tions MˆΩ(r, n) of type (r, n) to be the subvariety of the affine space
Hom(V1, V0)⊕2 ⊕Hom(W,V0)⊕Hom(V1, V ∨0 )⊕Hom(V0, V1) = {(A,B, I,G,D)}
cut out by the equations
• G∨A = A∨G (GA-symmetry);
• G∨B = B∨G (GB-symmetry);
• GD = D∨G∨ (GD-symmetry);
• ADB −BDA− IΩ−1I∨G = 0 (ADHM eqt).
We say that a configuration (A,B, I,G) is
• stable if there exists no subspaces 0 ⊆ S0 ( V0, 0 ⊆ S1 ⊆ V1 with dim(S0) =
dim(S1) such that A(S1) ⊆ S0, B(S1) ⊆ S0 and im(I) ⊆ S0;
• regular if it is stable and G is invertible.
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The variety MˆΩ(n, r) is naturally acted on by GL(V0)×GL(V1) :
(g0, g1) · (A,B, I,D,G) = (g0Ag−11 , g0Bg−11 , g0I, g−∨0 Gg−11 , g1Dg−10 ).
The open subvarieties MsΩ(r, n) and M
reg
Ω (r, n) of stable and regular data are invari-
ant with respect to this action.
Definition 7.2.3. We define the GL(V0)×GL(V1)−equivariant map
ιˆ : MˆΩ(r, n)→ Mˆ(r, n), ι(A,B, I,G,D) = (A,B, I,−ΩI∨G,D).
By definition the equality ιˆ−1(Mˆs(r, n) = MˆsΩ(r, n) holds, and we have:
Lemma 7.2.4. ιˆ−1(Mˆreg(r, n)) = MˆregΩ (r, n).
Proof. Let (A,B, I,G,D) ∈ MˆsΩ(r, n), and suppose we have nonzero subspaces S1 ⊆
ker(−ΩI∨G), S0 ⊆ V0 such that dim(S0) = dim(S1), A(S1) ⊆ S0, B(S1) ⊆ S0 and
D(S0) ⊆ S1. Suppose G is invertible; then the subspaces
S′0 = G(S1)⊥ ⊆ V0, S′1 = G∨(S0)⊥ ⊆ V1
are equidimensional and satisfy:
ker(−ΩI∨G) =⇒ im(I) ⊆ S′0.
Using the symmetries and the hypothesis it is immediate to verify
A(S′1) ⊆ S′0, B(S′1) ⊆ S′0, D(S′0) ⊆ S′1.
Thus stability forces S′1 = 0, which in turn implies S1, S0 = 0, i.e ιˆ(A,B, I,G,D) ∈
Mˆreg(n, r). Vice versa, suppose ker(G) 6= 0. Call S1 and S0 the nonzero equidimen-
sional subspaces ker(G) ⊆ V1 and ker(G∨) ⊆ V0; one can readily check that S0 and
S1 obstruct co-stability of ιˆ(A,B, I,G,D).
Proposition 7.2.5. The restriction of ι to the stable loci
ιˆ : MˆsΩ(n, r)→ Mˆs(n, r)
is a closed embedding.
Proof. The proof follows the same strategy of the analogous proposition 6.2.5. For
injectivity at closed points, suppose (A,B, I,Gi, D) ∈ MˆsΩ(r, n), i = 1, 2, have the
same image under ιˆ. Let G = G1 − G2. We get I∨G = 0, A∨G = G∨A, B∨G =
G∨B, GD = D∨G∨. Let S0 = ker(G∨) ⊆ V0 and S1 = ker(G) ⊆ V1. We verify
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immediately im(I) ⊆ S0, A(S1) ⊆ S0, B(S1) ⊆ S0 and D(S0) ⊆ S1. Then we must
have S0 = V0 in order to get stability; we obtain G1 = G2.
Injectivity at tangent spaces is also very easy: if the tangent map
(XA, XB, XI , XG, XD) 7→ (XA, XB, XI ,Ω−1(I∨XG +X∨I G), XD)
vanishes on a vector ξ, we must have ξ = (0, 0, 0, XG, 0) with I∨XG = 0 and
A∨XG −X∨GA = B∨XG −X∨GB = XGD −D∨X∨G = 0,
and we may use stability to conclude XG = 0 as before.
To prove properness, we use the same valuative criterion. Let (At, Bt, It, Gt, Dt) be
a C((t))−point of MˆsΩ(n, r) such that At, Bt, It, Dt and I∨t Gt have no poles. Suppose
Gt = t−kG0 + t−k+1G1 + t−k+2G2 + . . .
with k > 0 and G0 6= 0. Fix coordinates on V1 ∼= V0 so that G0 = 1m ⊕ 0n−m with
m 6= 0. The symmetries force
A0 =
(
A110 0
A210 A
22
0
)
, B0 =
(
B110 0
B210 B
22
0
)
, D0 =
(
D110 0
D210 D
22
0
)
and I∨0 G0 = 0 implies
I =
(
0
I20
)
.
We get subspaces S1 = S0 = {
(
0
v
)
| v ∈ Cn−m} breaking the stability of the
C−point (A0, B0, I0,−Ω−1I∨0 , D0), thus we may conclude Gt has no poles.
Once again we may deduce that the GL01 action on Mˆs(n, r) is free and locally
proper, so that the geometric quotient Mˆ(n, r)/GL01 is well defined. Furthermore,
by means of the very same techniques we used in the proof of Thm. 6.2.4, we can
prove:
Theorem 7.2.6. There exists an isomorphism
MˆsΩ(n, r)/GL01 ∼= MˆΩ(n, r)
which maps the open subscheme MˆscΩ (n, r)/GL01 onto MˆregΩ (n, r). The induced
closed embedding
ι : MˆΩ(n, r)→ Mˆ(n, r)
coincides with the one defined in Chapter 3.
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Remark 7.2.7. The moduli space MΩ(n, r) may be identified with the open sub-
scheme
{det(D) 6= 0}/GL01 ⊆ MˆΩ(n, r)
by restricting the pullback map pi? defined in 7.1,
7.3 About the irreducibility of MˆΩ(n, r)
We formulate the following conjecture generalizing the results of Sect. 6.3.
Conjecture 7.3.1. The moduli space MˆΩ(n, r) is irreducible.
We devote the present section to discuss some pieces of evidence.
Firstly, we can observe that, due to the irreducibility of MΩ(r, n), the conjec-
ture may be reformulated as follows: the open subscheme MΩ(r, n) ⊆ MˆΩ(r, n) is
dense. In the following lemma, we exhibit a class of elements of MˆΩ(r, n) sitting in
MΩ(r, n).
Lemma 7.3.2. Let ξ = [A,B, I,G,D] ∈ MˆΩ(r, n). Assume the existence of a pair
(µA, µB) ∈ C2\{(0, 0)} such that µAA+ µBB is invertible. Then
ξ ∈MΩ(r, n) ⊆ MˆΩ(r, n).
Proof. Let (µA, µB) ∈ C2\{(0, 0)} be as in the hypothesis and suppose that µA 6= 0.
Then A+ tB is invertible for all except a finite number of values of t ∈ C. As
(A+ tB)DB −BD(A+ tB) = ADB −BDA,
up to a small deformation we can suppose A is invertible. Let D′ = A−1; as
GA−1 = A−∨G∨
by the GA symmetry and of course
AD′B −BD′A = B −B = 0,
we see that
(A,B, I,G,D + tD′)
sits in MˆsΩ(r, n) for small values of t, and D + tD′is invertible.
Remark 7.3.3. The previous lemma has a geometric rephrasing: the condition in the
hypothesis is satisfied if and only if the corresponding sheaf is trivial on the fiber
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F[µA,µB ] of the natural projection Pˆ2 → P1 or, equivalently, if it is trivial on the
general fiber of the projection. Not all framed sheaves on Pˆ2 need to satisfy this.
We are now able to prove a fundamental necessary condition.
Proposition 7.3.4. The moduli space MˆregΩ (n, r) is irreducible.
Proof. We are going to prove that the open irreducible subsetMreg(n, r) ⊆ Mˆreg(n, r)
is dense, see Remk. 7.2.7. Let us start with a symplectic bundle
[A,B, I,G,D] ∈ Mˆreg(n, r).
By Lemma 7.2.4, we know G is invertible. Choose an isomorphism V0 ∼= V1 ∼= V
and coordinates on V so that
D = 1m ⊕ 0n−m.
Fix also Darboux coordinates on W. The symmetry GD = D∨G∨ yields
G =
(
G′ g
0 γ
)
with G′ symmetric. The elements of GL(V )×2 of the form
(g0, g1) = (
(
X 0
s σ
)
,
(
X t
0 τ
)
)
fix the present form of D and transform G as
g−∨0 Gg
−1
1 =
(
X−∨G′X−1 −X−∨G′X−1tτ−1 +X−∨gτ−1 +X−∨s∨σ−1γτ−1
0 σ−1γτ−1
)
.
Consequently, we can choose X, t, σ and τ so that G = 1n. Let us decompose also
A =
(
A′ a1
a2 α
)
, B =
(
B′ b1
b2 β
)
, I =
(
I ′
X
)
.
The A,B−symmetries imply that A′, B′, α and β are symmetric and a1 = a>2 ,
b1 = b>2 . In particular, the matrices AD and DA are one the transpose of the other.
Applying Thm. 5.0.8, we are able to find a nonsingular symmetric matrix C such
that ADC = CDA. If we set Bt = B + tC, the deformation
(A,Bt, D, I,G)
sits in MˆsΩ(r, n) for small values of t ∈ C. As the general point of the curve Bt is an
85
7 The moduli space on the blown-up plane
invertible matrix, we obtain from Lemma 7.3.2
[A,B,D, I,G] ∈MregΩ (n, r) ⊆ MˆregΩ (n, r);
hence, the irreducible open subsetMregΩ (n, r) is dense. This provides the thesis.
Remark 7.3.5. From the proof of the proposition one can extract the following de-
scription of Mˆreg(r, n). Consider the space
Xˆ(r, n) = {(A,B, I,D) ∈ S2(V )⊕2⊕Hom(W,V )⊕S2(V ∨) | ADB−BDA−IΩ−1I∨ = 0}
and let Xˆs(r, n) be the open subspace of stable configurations, where stability is
defined exactly as in Defn. 7.2.2. Then we have a natural free action of GL(V ) on
Xˆs(r, n) and an isomorphism
Xˆs(r, n)/GL(V ) ∼= Mˆreg(r, n),
see for example [BS].
Remark 7.3.6. We can prove that the moduli space MˆregΩ (r, n) is smooth verifying
that H2(Pˆ2, Adϕ(E)(−l∞)) = 0 for a symplectic bundle (E, a, ϕ), see Sect. 4.4. This
could in principle give a shortcut for the proof of Prop. 7.3.4, but I was not able to
find a more concise proof for the connectedness.
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