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We investigate numerically and theoretically the effect of spatial disorder on two-dimensional
split-step discrete-time quantum walks with two internal “coin” states. Spatial disorder can lead
to Anderson localization, inhibiting the spread of quantum walks, putting them at a disadvantage
against their diffusively spreading classical counterparts. We find that spatial disorder of the most
general type, i.e., position-dependent Haar random coin operators, does not lead to Anderson local-
ization, but to a diffusive spread instead. This is a delocalization, which happens because disorder
places the quantum walk to a critical point between different anomalous Floquet-Anderson insu-
lating topological phases. We base this explanation on the relationship of this general quantum
walk to a simpler case more studied in the literature, and for which disorder-induced delocaliza-
tion of a topological origin has been observed. We review topological delocalization for the simpler
quantum walk, using time-evolution of the wavefunctions and level spacing statistics. We apply
scattering theory to two-dimensional quantum walks, and thus calculate the topological invariants
of disordered quantum walks, substantiating the topological interpretation of the delocalization,
and finding signatures of the delocalization in the finite-size scaling of transmission. Our results
showcase how theoretical ideas and numerical tools from solid-state physics can help us understand
spatially random quantum walks.
I. INTRODUCTION
Discrete-Time Quantum Walks (or quantum walks
for short) are the quantum generalizations of random
walks1,2. They are promising components of quantum
algorithms because they spread faster than their classical
counterparts3. These quantum walks can be described as
periodic sequences of unitary “coin toss” and “shift” op-
erations applied to a particle on a lattice. If the particle
is initially on one of the lattice sites, during the quan-
tum walk, its wavefunction spreads out over the lattice
to infinity in a ballistic way, i.e., with root-mean-square
distance from the origin proportional to time elapsed.
This is faster than the diffusive spread characteristic of
classical random walks.
Spatial disorder in the quantum walk parameters can
be detrimental to the fast spread of the walk. Intu-
ition from solid-state physics suggest that the combina-
tion of disorder and coherence generically leads to An-
derson localization4: all eigenstates assume an exponen-
tially localized envelope. As a consequence, a particle
starting from a single site cannot spread off to infinity,
its wavefunction remains within a bounded region, to ex-
ponential accuracy. Anderson localization can be tested
numerically from the spectrum of the Hamiltonian, al-
ternatively from the conductance, or from the spread-
ing of the wavefunction5. Anderson localization indeed
happens in quantum walks6,7, and has already been ob-
served in experiment8,9. We note this is very different
than the dynamical effect of fluctuating disorder: that,
by inducing a loss of coherence, would lead to diffusive
spreading, i.e., a loss of the “quantum advantage”8,10.
This is also different from the so-called trapping effect in
quantum walks11–13, which is a form of localization with-
out disorder, related to the presence of flat bands in the
quasienergy spectrum.
Another interesting feature of quantum walks is
that they can have topological phases, of the kind
known from the physics of topological insulators and
superconductors14–17. On the one hand, this allows quan-
tum walks to be used as simulators for these solid state
physics systems. On the other hand, quantum walks also
have topological phases beyond those of topological in-
sulators, which are prototypical of periodically driven,
Floquet systems18,19. Thus, they can be used as ver-
satile toy models for periodically driven systems in the
nonperturbative limit of strong driving.
Recently, a striking disorder-induced delocalization
phenomenon was observed for the simplest two-
dimensional quantum walk20, related to its topological
phases. This quantum walk is the split-step walk on
a square lattice, with two internal (coin) states, and
a real-valued coin operator. Disorder, added to the
walk via an onsite complex phase factor (mimicking on-
site potential disorder), leads to an Anomalous Floquet-
Anderson Insulator (AFAI) state21, with Anderson local-
ization of all bulk eigenstates yet with topologically pro-
tected edge states present in the spectrum. If the coin
operator is finetuned to a critical value at the transition
between two topological insulating phases, disorder does
not lead to Anderson localization, but rather to a diffu-
sive spread20. This route to delocalization also explains
the lack of Anderson localization observed elsewhere for
some two-dimensional walks22. Intriguingly, this delocal-
ization can also be achieved if instead of finetuning the
coin operator parameters, they are chosen to be maxi-
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2mally disordered20. This happens because coin disorder
can tune the bulk topological invariant, and hence also
put the system to a critical point – an example is the case
where the coin rotation angle is uniformly random. We
note that this localization-delocalization transition has a
completely different physical origin than that induced by
correlated disorder23.
In this article we ask whether we see Anderson local-
ization or topological delocalization in the completely dis-
ordered general two-state quantum walk on the square
lattice, where the coin is picked from all U(2) operators
in a Haar uniform random way. We employ a numerical
tool used in previous work20, namely, time evolution of
the wavefunction, which is more efficient to compute for
quantum walks than for static Hamiltonians. We also use
other numerical tools, which have been applied to quan-
tum walks less often: (1) analysis of the level spacing dis-
tribution to help identify Anderson localization and (2)
calculation of the transmission matrix both to calculate
the topological invariants with disorder and to find sig-
natures in the finite-size scaling of Anderson localization
and diffusion. We make use of the fact that when there
is a complete phase disorder – as in the case when coin
operators are Haar uniformly random – all properties of
the spectrum should be quasienergy independent, and
thus disorder averaging can be replaced/supplemented
by quasienergy averaging, which results in a substantial
numerical advantage. We find that the completely disor-
dered (Haar random) two-dimensional quantum walk is
topologically delocalized, for a similar reason as the more
restricted quantum walk.
Our article is organized as follows. In Sect. II we intro-
duce the split-step two-dimensional quantum walk with
two internal states, and discuss the topological properties
in the clean, translational invariant setting. In Sect. III
we introduce the scattering matrix of the quantum walk,
and use it to calculate the topological invariants in the
case with disorder. In Sect. IV we compute time evolu-
tion, the level spacing statistics, and the finite-size scaling
of the transmission, to show that disorder in the phase
parameter leads to Anderson localization, except if the
system is in a critical state. In Sect. V we show using the
numerical tools mentioned above that turning the disor-
der to the “most random” case, i.e., coin operator from
Haar uniform random distribution, leads to delocaliza-
tion. We conclude in Sect. VI, and show some prelim-
inary investigation of the case of binary disorder in the
coin angle parameter θ in Appendix A.
II. TWO-DIMENSIONAL QUANTUM WALK
WITH TWO INTERNAL STATES
The quantum walk we consider in this paper is the time
evolution of a particle with two internal (spin) states on
a square lattice. Its wavefunction reads,
|Ψ(t)〉 =
∑
x
∑
y
∑
s=±1
Ψx,y,s(t)|x, y, s〉, (1)
where x, y ∈ Z are lattice coordinates and we are inter-
ested in the state at discrete times t ∈ N. The dynamics
is given by a periodic sequence of internal rotations (coin
operator) and spin-dependent displacements (shift oper-
ator) on the lattice.
The internal rotations are general U(2) operations act-
ing on the internal degree of freedom, in a position-
dependent way. We split off a position-dependent phase
operator,
Fˆ =
∑
x,y
∑
s=±1
eiφ(x,y)|x, y, s〉〈x, y, s|, (2)
and Rˆj denotes the remaining SU(2) rotation operator,
Rˆj =
∑
x,y
|x, y〉〈x, y| ⊗ Rˆ (αj(x, y), βj(x, y), θj(x, y)) ,
(3)
where j is used to differentiate between different rota-
tions, and
R(α, β, θ) =
(
e−i(α+β) cos θ −ei(α−β) sin θ
e−i(α−β) sin θ ei(α+β) cos θ
)
. (4)
Note that this can be written succinctly in Euler angle
representation as Rˆ = e−iβσˆze−iθσˆye−iασˆz , where α, θ,
and β, respectively, are the first, second and third Euler
angles. Setting α = β = 0 reduces this coin operator to
that used in several quantum walk papers15,20,24.
The shifts are spin-dependent translations on the lat-
tice,
Sˆx =
∑
x,y
∑
s=±1
|x+ s, y〉〈x, y| ⊗ |s〉〈s|; (5a)
Sˆy =
∑
x,y
∑
s=±1
|x, y + s〉〈x, y| ⊗ |s〉〈s|. (5b)
The wavefunction of the walk after t ∈ N timesteps
reads
|Ψ(t)〉 = Uˆ t|Ψ(0)〉, (6)
where the timestep operator, Uˆ , represents the effect of
one period of the quantum walk,
Uˆ = Fˆ SˆyRˆ2SˆxRˆ1. (7)
As initial state we took |Ψ(0〉 = |x = 0, y = 0, s = +1〉 –
due to the disorder, the internal state of the initial con-
dition plays no role in the time evolution, so any choice
of initial state will give qualitatively the same results
The parameters of the timestep operator are the position-
dependent angle variables: a phase φ(x, y), and the ro-
tation parameters θ1,2(x, y), α1,2(x, y), β1,2(x, y). In the
formulas that follow we will often suppress the explicit
position and spin dependence for better readability.
3A. Sublattice symmetry of the quantum walk
The two-dimensional quantum walk we consider here
has a sublattice structure. There are four sublattices on
the square lattice of x, y ∈ Z, according to whether x and
y are even (e) or odd (o), with corresponding projectors
defined as, e.g.,
Πˆe,o =
∑
x even
∑
y odd
|x, y〉〈x, y|, (8)
with Πˆo,e, Πˆo,o, and Πˆe,e defined similarly. Since the
quantum walk we consider has one shift along both x and
y in every timestep, Uˆ switches sublattices, according to
(e, e) ↔ (o, o) and (e, o) ↔ (o, e). Therefore, a quantum
walk started from one of the 4 sublattices never interferes
with a walk started from any other sublattice – assum-
ing that boundary conditions also respect the sublattice
structure, e.g., are periodic with both Lx and Ly even.
(We will later also use absorbing boundary conditions,
which always respect the sublattice structure indepen-
dent of system size.)
The sublattice structure has important consequences
for the spectrum of Uˆ , which can be appreciated by first
considering the spectrum of Uˆ2. The operator Uˆ2 is block
diagonal in the sublattice basis, i.e.,
Uˆ2 =
∑
j=e,o
∑
l=e,o
Πˆj,lUˆ
2Πˆj,l. (9)
Take an eigenstate |Ψ〉 of Uˆ2 on the (e, e) sublattice,
Uˆ2|Ψ〉 = e−2iε|Ψ〉, (10)
with 0 ≤ ε < pi. First, note that Uˆ |Ψ〉 is on the (o, o) sub-
lattice, and is an eigenstate of Uˆ2 with the same eigen-
value e−2iε. Second, we can use |Ψ〉 to generate two
eigenstates of Uˆ , since
Uˆ
(
|Ψ〉 ± eiεUˆ |Ψ〉
)
= ±e−iε
(
|Ψ〉 ± eiεUˆ |Ψ〉
)
. (11)
These relations also hold for an eigenstate |Ψ′〉 on the
(e, o) sublattice, with Uˆ |Ψ′〉 on the (o, e) sublattice.
The results of the previous paragraph can be
rephrased19 as sublattice symmetry of Uˆ , represented by
a unitary and Hermitian sublattice operator,
ΓˆUˆ Γˆ = −Uˆ , with Γˆ = Πˆe,e + Πˆe,o − Πˆo,o − Πˆo,e. (12)
Every eigenstate |Φ〉 of the walk has a sublattice sym-
metric partner,
Uˆ |Φ〉 = e−iε|Φ〉 ⇒ Uˆ Γˆ|Φ〉 = e−i(ε+pi)Γˆ|Φ〉, (13)
which is related to Eq. (11) by |Φ〉 = (|Ψ〉+eiεUˆ |Ψ〉)/√2.
The sublattice symmetry we defined above is not the
same as the sublattice symmetry familiar from solid state
physics, which is also known as chiral symmetry. Chiral
symmetry states ΓˆHˆΓˆ = −Hˆ, linking eigenstates of a
Hamiltonian at energy ε to eigenstates at −ε. The quan-
tum walk we consider here has chiral symmetry only if the
parameters are finetuned. For chiral symmetry, we need
φ = 0, and α2(x, y) = β1(x, y) and α1(x, y) = β2(x, y),
moreover, either θ1(x, y) = θ2(x, y)+npi (with chiral sym-
metry by σˆx), or θ1(x, y) = −θ2(x, y) + npi (with chiral
symmetry by σˆy).
B. Parameters α and β represent a vector potential
The parameters α1,2(x, y) and β1,2(x, y) of the coin
rotations can be understood to represent a vector
potential25–29. This is best seen by writing the time-
step operator in a different timeframe30, which amounts
to a similarity transformation on the original time-step
operator of Eq. (7):
Uˆ2 = e
−iα1σˆz Uˆeiα1σˆz = e−iφSˆ′ye
−iθ2σˆy Sˆ′xe
−iθ1σˆy ; (14)
Sˆ′y = e
−iα1σˆz Sˆye−iβ2σˆz ; Sˆ′x = e
−iα2σˆz Sˆxe−iβ1σˆz . (15)
First, if α1,2 and β1,2 are independent of position, then
their effect on the quantum walk is just a gauge trans-
formation. To prove this, we rewrite Eq. (15) as
Sˆ′x = e
−i(β1+α2)xˆSˆxei(β1+α2)xˆ, (16)
where xˆ =
∑
x x|x〉〈x| is the position operator corre-
sponding to position coordinate x. Thus Sˆ′x is a unitary
transformed version of Sˆx, and the transforming opera-
tor commutes with rotations, phase operations, and Sˆy
as well. Similar statements hold for Sˆ′y. Thus, in this
case, the timestep operator Uˆ2 of a quantum walk is uni-
tary equivalent to the timestep operator of the same walk
with α1,2 = β1,2 = 0.
For α1,2(x, y) and β1,2(x, y) depending on position, we
find a more complicated situation. For this more gen-
eral case, it is helpful to think of the quantum walk as
a nearest-neighbor hopping model on the square lattice
with time-dependent hopping amplitudes19. The angles
α1,2(x, y) and β1,2(x, y) can then be included in this hop-
ping model by the use of Peierls phases: for a link from
site (x, y) to (x ± 1, y), the corresponding Peierls phase
is ±(β1(x, y)+α2(x±1, y)), and from (x, y) to (x, y±1),
it is ±(β2(x, y) + α1(x ± 1, y)). A caveat: these Peierls
phases depend on the sublattice.
C. The quantum walk is topological
The quantum walk we consider has topological phases
and associated chiral edge states similar to the sim-
pler two-dimensional quantum walk. That simpler quan-
tum walk (i.e., the vector-potential-like parameters α =
β = 0), without spatial disorder has been recognized to
host robust edge states, even though the Chern num-
bers of both of its quasienergy bands vanish24. The bulk
4topological invariant explaining the presence of the edge
states is a winding number, the RLBL-invariant18,19,27,31
we will call ν. Since spatially constant vector-potential-
like parameters α, β can be gauged away, we can conclude
that our quantum walk has a winding number that de-
pends only on the values of θ1 and θ2. The invariant
follows a harlequin pattern19, which can be put in a con-
cise (although somewhat obfuscated) formula,
ν = sgn [sin(θ1 − θ2) sin(θ1 + θ2)] , (17)
with ν = 0 signaling the critical, gapless cases, where
the topological invariant is not well defined. Since we
would like to study disordered quantum walks, we need
to find a way to calculate this topological invariant with
all parameters of the quantum walk spatially dependent.
III. TOPOLOGICAL INVARIANT OF THE
DISORDERED QUANTUM WALK USING
SCATTERING THEORY
We will compute the bulk topological invariant for dis-
ordered quantum walks by detecting the edge states,
in a scattering setup, borrowing ideas from numerics
on Floquet systems32–34. Scattering theory has already
been applied to one-dimensional quantum walks to obtain
topological invariants even in the disordered case16,35,
and such quantized signatures have even been measured
experimentally36. We will first sketch the concept, and
then give the concrete recipe for numerical implementa-
tion.
A. Conceptual setup and implementation
To calculate the topological invariant, we need to (1)
define a scattering setup for the quantum walk with semi-
infinite leads attached, (2) implement periodic and open
boundary conditions in the transverse direction, i.e., im-
plement a “cut” connecting the two leads, (3) define the
scattering matrix, and then (4) give a recipe for its cal-
culation.
(1) We start with a scattering setup. We take a rect-
angle, 1 ≤ x ≤ Lx and 1 ≤ y ≤ Ly (with Ly even), as
the “system”, and semi-infinite extensions along x as the
leads. For later use, we define the projector Πˆsys to the
system as,
Πˆsys =
Lx∑
x=1
Ly∑
y=1
∑
s=±1
|x, y, s〉〈x, y, s|. (18)
The left lead is at x ≤ 0 and 1 ≤ y ≤ Ly, while the right
lead is Lx < x and 1 ≤ y ≤ Ly. In the leads, the quantum
walk is simplified, with all coin parameters set to 0, and
the y-shift omitted. Thus in the leads, the quantum walk
just propagates the particle right if its spin is up (+1),
and left if its spin is down (-1). We use periodic boundary
FIG. 1. Scattering setup: a 2-dimensional split-step quantum
walk takes place in the scattering region (middle, with dif-
ferent symbols denoting different sublattices), which has left
and right leads (shaded background) attached. In the leads,
rotations and y-shifts are omitted. For input from a single
row as marked, shaded (empty) arrows denote propagation
direction of s = 1 (s = −1) component. The walk can leave
the system in the s = −1 state in the left, or s = 1 state in
the right lead, in the marked rows. A cut is realized by set-
ting the coin parameters in two rows in the scattering region
(black symbols) according to Eq. (19).
conditions along y, i.e., in the Sˆy shift, Eq. (5b), y + s
should be replaced by (y + s− 1) mod Ly + 1.
(2) To realize edge states, we need to define a cut region
connecting the two leads, a quantum walk equivalent of
open boundary conditions. We do this in the simplest
possible way, while not breaking sublattice symmetry19:
the cut is a row of sites, y = ycut (or more rows of sites
can be used to the same effect; we used two rows in the
simulation, see black sites in Fig. 1), where the angle
parameters are set so that a walker impinging on the cut
is certainly reflected back from it. We have two different
choices here,
cut A: θ1(x, ycut) = 0, θ2(x, ycut) =
pi
2
; (19a)
cut B: θ1(x, ycut) =
pi
2
, θ2(y = ycut) = 0. (19b)
To be specific we set all other coin parameters in the cut
to αj = βj = 0, although giving them any other value
would not have any important effect. These two choices
of coin parameters both ensure reflection – constituting
a “bulk” with all flat bands24 – but have different topo-
logical invariant: νA = −1 for the first case and νB = +1
for the second case. Thus, if the bulk of the scatter-
ing region has a topological invariant ν that is different
from νcut, with “cut” being A or B, we expect chiral edge
states in the bulk propagating in opposite directions di-
rectly above and below the cut, |ν − νcut| of them in both
directions.
(3) To define the scattering matrix we need to con-
struct scattering eigenstates of the quantum walk, and
isolate their reflected/transmitted parts. This is done
in the same way as for the one-dimensional quantum
5walk16, and so we only give the definition of the pro-
cess here, and refer the readers to Ref. 16 for details. At
quasienergy ε (i.e., eigenvalue e−iε), there are Ly scatter-
ing states, eigenstates of the quantum walk , originating
from a particle incident from the left at position y = n
(with 1 ≤ n ≤ Ly), which read,
|Ψn,ε〉 =
∞∑
t=−∞
eiεtUˆ t|0, n,+1〉. (20)
The reflection (transmission) matrix element rmn (tmn)
is the probability amplitude of the part of the scattering
state that is in the left (right) lead, propagating towards
the left (right), at y = m. These can be obtained as
rmn(ε) = 〈0,m,−1|Ψn,ε〉; (21)
tmn(ε) = 〈Lx + 1,m,+1|Ψn,ε〉. (22)
The eigenvalues of the transmission matrix, t(ε)†t(ε), are
the transmission eigenvalues. In the Landauer-Bu¨ttiker
formalism37, quantum transport takes place via indepen-
dent channels, and there are Ly of these in this system,
since there are Ly right-propagating modes in the lead
at each quasienergy. The degree to which each channel
is open for transport is quantified by the corresponding
transmission eigenvalue37. The total transmission at a
given quasienergy is therefore the trace of the transmis-
sion matrix,
T (ε) =
∑
mn
|tmn(ε)|2 . (23)
(4) Having sketched the conceptual definition of the
scattering matrix, we need to circumvent the need for
semi-infinite leads, as in the one-dimensional case16.
First, note that the leads are nonreflective, and thus the
part of the wavefunction exiting the system can safely
be projected out at the end of every timestep. For a
quantum walk on an Lx×Ly rectangle, we can thus real-
ize the (relevant part of the) x-leads by a single column
of sites at x = 0, y = 1, . . . , Ly. We now take periodic
boundary conditions along x (as well as y), i.e., in the
Sˆx shift, Eq. (5), replace x + s by x + s mod (Lx + 1).
However, at the end of every timestep, we first read out
the contents of the extra column x = 0 – with s = +1
being the transmitted part and s = −1 the reflected part
of the wavefunction – and then erase it.
Summarizing all this, the recipe for the transmission
matrix reads,
tmn(ε) = lim
tmax→∞
tmax∑
t=0
eiεttmn(t); (24)
tmn(t+ 1) = 〈0,m,+1| Uˆ (ΠˆsysUˆ)t |0, n,+1〉. (25)
From this, the total transmission at any quasienergy ε
can be calculated using Eq. (23).
B. Topological invariants from transmission
We can infer the bulk topological invariant via from
the presence and number of topologically protected edge
states at any quasienergy ε via the calculation of the
transmission with and without cut. First, by calculating
the transmission without cut, we can check if the system
is insulating, i.e.,
no cut : T (ε) −→
L→∞
0, (26)
where L gives the scale of the system size, i.e., Lx/L
and Ly/L constant. This requirement is a prerequisite
for topologically protected edge states. Then, we calcu-
late the transmission with either type of cut, which will
only be due to the edge states above or below the cut
(whichever carries current from left to right),
with cut A/B : TA/B(ε) −→
L→∞
∣∣νA/B − ν∣∣ , (27)
where we use TA to denote total transmission with cut
A, and TB for cut B.
We can thus infer the bulk topological invariant,
ν = sgn(TA − TB)TA + TB
2
, (28)
where the dependence on quasienergy ε was suppressed
for readability, and the sign function is defined to be
sgn(x) = +1 if 0 < x, −1 if x < 0, and 0 if x = 0. Note
that because of the sublattice symmetry of the quantum
walk, for an input from a mode with even n, the transmis-
sion will only be to a mode with odd/even m (and have
nonvanishing amplitudes for even/odd t) for odd/even
Lx.
C. Topological invariants of quantum walks with
maximal phase disorder
With maximal phase disorder – i.e., φ in Eq. (2) chosen
for each site randomly and uniformly from the interval
[−pi, pi) – averaging quantities over quasienergy amounts
to some disorder averaging. This is because phase disor-
der randomizes the quasienergy of each eigenstate, and
therefore all quantities should be on average quasienergy
independent. This goes for the spectrum of transmission
eigenvalues, the total transmission, even the shapes of the
edge states’ wavefunctions. The quasienergy-averaged
value of the total transmission, as per Eq. (23), thus
reads,
T = lim
tmax→∞
Ly∑
m=1
Ly∑
n=1
tmax∑
t=0
|tmn(t)|2. (29)
We illustrate how the method of obtaining topologi-
cal invariants from total transmission with and without
cuts works by numerical results, for the two-dimensional
6(a) (b)
(c) (d)
FIG. 2. Half of the total quasienergy-averaged transmis-
sion T , for two-dimensional quantum walks with position-
independent parameters θj , αj , βj , and with maximally dis-
ordered φ. Contribution to T from all even input channels is
shown, odd input channels have contribution that is indistin-
guishable. Results are independent of the magnetic parame-
ters (set to α1 = 0.25pi, α2 = 0.4pi, β1 = 0.1pi, β2 = 0.3pi).
Dependence of the transmission on θ1 and θ2 is shown, with
(a) a cut of type A, (b) a cut of type B, and (c) no cut. With-
out cuts, Anderson localized phases with low transmission are
separated by lines of large transmission. With cuts, we have
quantized transmission of 1 (total transmission of 2) in topo-
logical phases where edge states contribute to the transmis-
sion. (d) shows the values of the invariant for the translation
invariant case, Eq. (17), which is in good agreement from the
combination of (a-c) according to Eq. (28).
quantum walk with position-independent θ, α and β pa-
rameters, but completely disordered φ. We expect from
previous work20 that the topological invariant should
be given by Eq. (17). We calculated transmission for
tmax = 2000 timesteps, on a system size of Lx = 39
and Ly = 60, considering only even input channels (odd
channels have identical contribution). The results, shown
in Fig. 2, largely confirm our expectations. We see
anomalous Floquet-Anderson insulator phases character-
ized by low transmission in the case without cuts, and
to a good approximation quantized transmission in the
case with cuts (Total transmission of 1 for even input
channels is shown, same results for odd input channels
were obtained), topological invariants matching up with
Eqs. (28) and (17). These insulating phases are separated
by lines of critical states, where transmission is high both
with and without cuts. We defer a more detailed analysis
of the finite-size scaling of the transmission to the next
Section.
IV. DISORDER IN PHASE AND MAGNETIC
PARAMETERS
Before turning to the two-dimensional quantum walk
with all parameters random, we revisit the problem of
a quantum walk with fixed θ parameters and fully ran-
dom α, β or φ. When disorder is only in the phase φ,
this reduces to the case of the split-step quantum walk,
studied in Ref. 20, since position independent angle pa-
rameters α and β can always be gauged away. There, it
was found that in the simple split-step walk, with angle
parameters θ1, θ2 fixed to generic values, phase disorder
leads to Anderson localization. On the other hand, when
θ1, θ2 is tuned to a topological phase transition, phase
disorder leads to a diffusive spread of the wavefunction –
a consequence of the critical nature of the system.
The numerical results in this Section complement those
of Ref. 20 by (1) a more in-depth analysis of the way the
wavefunction of an initially localized particle spreads, (2)
different numerical tools, the analysis of level repulsion
statistics and of the finite-size scaling of transmission.
We will also investigate the effect of having disorder not
in φ, but in the vector-potential-like parameters α and β.
This is very similar to having onsite phase disorder but
in a spin-dependent way20. Before showing our numeri-
cal results, we discuss a technical detail that makes the
simulation more efficient: a rotated basis.
A. Rotated basis
FIG. 3. The diagonal basis for the quantum walk, with
squared-shape unit cells containing two sites each from dif-
ferent sublattices (different symbols), and unit cell indices n+
and n− shown. For a walk started from x = 0, y = 0, i.e.,
the  site in unit cell n+ = n− = 0, the walk only progresses
along the solid and empty arrows (in the s = 1 and s = −1
state).
7For the time evolution of the quantum walk with fixed
θ1,2, we used a rotated basis, with square-shaped unit
cells containing two sites each from different sublattices,
as shown in Fig. 3. Because of the sublattice symmetry,
for a walk started from one sublattice, at any time during
its time evolution, its wavefunction will only have sup-
port on at most one site per unit cell. Thus it is enough
to keep track of the integer valued unit cell indices n+
and n−, and discard the sublattice information. On the
(e, e) and (o, o) sublattices, these unit cell indices, and
the corresponding coordinates x±, are related to the in-
teger valued site coordinates x, y, by
n± =
y ± x
2
; x± =
y ± x√
2
. (30)
When rewriting the timestep operator of the quantum
walk in this rotated basis, we need to start with the shifts
defined in Eq. (5). For the quantum walk started from
the (e, e) or (o, o) sublattice (a square in Fig. 3), we need
Sˆ1 =
∑
n+,n−
(
|n+, n− − 1,+1〉〈n+, n−,+1|
+ |n+ − 1, n−,−1〉〈n+, n−,−1|
)
; (31a)
Sˆ2 =
∑
n+,n−
(
|n+ + 1, n− + 1,+1〉〈n+, n−,+1|
+ |n+, n−,−1〉〈n+, n−,−1|
)
, (31b)
and obtain the timestep operator as
Uˆ = Fˆ Sˆ2Rˆ2Sˆ1Rˆ1, (32)
where the parameters of the operators Fˆ , Rˆj have to be
chosen to match the position of the walker.
For the sake of completeness, a quantum walk started
from the (o, e) or (e, o) sublattices (circle in Fig. 3) has
modified shifts,
Sˆ1◦ =
∑
n+,n−
(
|n+ + 1, n−,+1〉〈n+, n−,+1|
+ |n+, n− + 1,−1〉〈n+, n−,−1|
)
; (33a)
Sˆ2◦ =
∑
n+,n−
(
|n+, n−,+1〉〈n+, n−,+1|
+ |n+ − 1, n− − 1,−1〉〈n+, n−,−1|
)
, (33b)
and timestep operator,
Uˆ◦ = Fˆ Sˆ2◦Rˆ2Sˆ1◦Rˆ1. (34)
With the rotated basis, a factor of two is gained in
efficiency for the representation of the wavefunction, i.e.,
an array of size L+ × L− is enough for a simulated area
of L+ × L− unit cells with 2L+L− sites. Besides, we
will show later that during time evolution, the disorder-
averaged position distribution is generically anisotropic,
and elongated either along the diagonal or along the anti-
diagonal direction (in the original, x−y basis), depending
on the values of θ1 and θ2. Thus, to minimize finite-
size effects, it is more efficient to use rectangular rather
than square shaped simulation area, elongated along the
direction in which the position distribution is elongated,
i.e., rotated by 45◦. This is straightforward to implement
in the rotated basis.
B. Time evolution of wavefunction
A direct test of Anderson localization is simulation
of the time evolution of the wavefunction for a particle
started from a single site. In case of Anderson localiza-
tion, the root-mean-squared displacement (distance from
the origin, square root of the variance of position) re-
mains bounded, and the long-time limiting form of the
disorder-averaged probability distribution falls off expo-
nentially with distance from the origin. In contrast, for
a critical system, diffusive spread of the wavefunction is
expected, with position variance increasing linearly with
time, and the disorder-averaged probability distribution
approaching a Gaussian shape. Both signatures for both
cases have been observed for the split-step quantum walk
with phase disorder20, although for a limited range of
parameters, with θ1 + θ2 = pi/2. As we show below,
that departing from this limitation on the rotation an-
gles θ changes the dynamics qualitatively, introducing
anisotropy.
For the numerical simulation, we found it advanta-
geous to work with absorbing boundary conditions. Ab-
sorbing boundary conditions, as already used for the scat-
tering calculation in Sect. III A, simply means setting the
value of the wavefunction at the boundary to 0 at the end
of every timestep. This allows us to track the finite-size
error, or the “leaving probability” directly by the norm
of the wavefunction,
pleave = 1−
L+∑
n+=1
L−∑
n−=1
∑
s=±1
|ψn+,n−,s(tmax)|2. (35)
Note that the absorbing boundary conditions as defined
here are a “quick-and-dirty” way to emulate a finite seg-
ment of an infinite plane: in fact, a small part of the
wavefunction is reflected back from the absorbing bound-
aries. Such reflections are numerical artifacts, which we
can estimate by monitoring the error pleave.
We have noticed that the disorder-averaged shape of
the position distribution as the wavefunction of the quan-
tum walk spreads is anisotropic, with contour lines hav-
ing elliptical shapes, ellipses elongated either along the
diagonal (x+ y) or along the antidiagonal (x− y) direc-
tion. Typical examples are shown in Fig. 4. The direc-
tion of elongation depends on the parameters θj , follow-
ing a harlequin pattern, which can be put in a concise
(although somewhat obfuscated) formula: the dominant
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FIG. 4. Disorder-averaged (envelope of the) position dis-
tribution, for two-dimensional quantum walks with position-
independent θj , αj , βj , and maximally disordered φ, together
with fitted curves (shown in half of the semi-log plot). In (a),
a generic case, with θ1 = 0.2pi, and θ2 = 0.4pi, we find Ander-
son localization, with good fit from Eq. (37) for the average
over 100 disorder realizations after 10000 timesteps. In (b),
with θ1 = θ2 = 0.2pi, we have a critical case with diffusive
spread, with a good fit from Eq. (38) for the average over 10
disorder realizations after 3000 timesteps.
direction is
x± y, with ± = sgn [cos(θ1 − θ2) cos(θ1 + θ2)] , (36)
with an isotropic position distribution if cos(θ1 −
θ2) cos(θ1 + θ2) = 0. We do not have a complete un-
derstanding of why the elliptical contour lines are not ro-
tated by any angle other than ±45◦. There are, however,
two special cases that are straightforward to check by
considering two consecutive timesteps (as in38 for a one-
dimensional quantum walk). If either θ1 or θ2 is set to
npi, the quantum walk is one-dimensional, spreading only
along the diagonal. If either θ1 or θ2 is set to (n+ 1/2)pi,
it spreads only along the anti-diagonal (hence if one of
them is 0, the other pi/2, no spreading at all). This is
consistent with Eq. (36).
We now turn to the rate at which the position distribu-
tion spreads and its shape in the long-time limit, to find
signatures of Anderson localization vs. diffusion. For
generic cases, i.e., when θ1 6= ±θ2 +npi, with n ∈ N, with
maximal phase disorder, we find signatures of Anderson
localization. The envelope of the disorder-averaged posi-
tion distribution in the long-time limit can be fitted very
well with
p(x+, x−, t) ∝ exp
−
√(
x+
ζ+(t)
)2
+
(
x−
ζ−(t)
)2  , (37)
where ζ+ and ζ− increase slowly with time (we expect
them to saturate in the long-time limit); these denote the
localization lengths along the diagonal and anti-diagonal
directions, with the variance of the position given by
〈x2 + y2〉 ≈ 3(ζ2+ +ζ2−). By “envelope”, we mean that on
every second site the wavefunction is 0 because of sub-
lattice symmetry. Eq. (37) is an exponentially localized
form, with contours that have elliptic shapes, tilted by
45◦. We show an example in Fig. 4 (a), where θ1 = 0.2pi,
θ2 = 0.4pi, and the fitted values of the localization lengths
are ζ+ = 3.7 and ζ− = 6.7 (with maximal disorder in the
magnetic parameters as well, ζ+ = 3.5 and ζ− = 6.8).
For the critical cases, i.e., when θ1 = ±θ2 + npi, the
wavefunction spreads out in a diffusive way. We find
that a good fit for the envelope is
p(x+, x−, t) ∝ exp
[
− x
2
+
4D+t
− x
2
−
4D−t
]
, (38)
with D+ and D− denoting the diffusion coefficients along
the diagonal and antidiagonal directions, with the vari-
ance of the position given by 〈x2 + y2〉 ≈ 2(D+ + D−)t.
We show an example in Fig. 4 (b), where θ1 = θ2 = 0.2pi,
and the fitted values of the diffusion coefficients are
D+ = 1.1 and D− = 0.31 (unaffected by maximal disor-
der in the magnetic parameters).
We show more details on diagonal and antidiagonal
cuts of the disorder-averaged position distributions in
Fig. 5. We took these cuts from the simulation runs
represented in Fig. 4. We note that the parameters
ζ± and D± in Eqs. (37) and (38) were obtained by fit-
ting the analytical curves to these cuts. The fits, as al-
ready seen in Fig. 4, are quite good, except for the diffu-
sive case in the vicinity of the origin, where we observe
a spike. We also plot in Fig. 5 the numerical results
for cases with the maximal disorder taken in α and β,
rather than in φ; the effects of these two types of dis-
order are the same, consistent with previous results20.
In the inset we show the measured time dependence
of the root-mean-squared width. For the critical case,
θ1 = θ2 = 0.2pi, this is a linear function on the log-log
plot, with
√〈x2 + y2〉 = 1.5t0.5, i.e., diffusive scaling.
For the generic case, θ1 = 0.2pi, θ2 = 0.4pi, the vari-
ance grows slower, consistent with the expectation that
it would eventually saturate.
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FIG. 5. Diagonal (D, along x− = 0, only even x+) and antidi-
agonal (AD, along x+ = 0, only even x−) cuts of the position
distributions of Fig. 4 (semi-log plot). Phase disorder (suf-
fix φ) and disorder in magnetic parameter (suffix α, β) give
almost indistinguishable results. Continuous lines show the
fitted theory curves - they are almost completely covered by
the numerical data points, indicating excellent fit, except for
the close vicinity of the origin. The inset shows the time
dependence of the square root of the variance (log-log plot),
which scales diffusively for the critical case, and appears to
approach saturation for the generic case.
C. Level spacing statistics
A frequently used tool to characterize Anderson lo-
calization/criticality is the level spacing statistics5. As
often applied in Hamiltonian systems, first an energy E
is fixed, and then from each disorder realization the gap
around E is taken, i.e., δj = ε+,j − ε−,j , with ε±,j de-
noting the first level above/below E in the jth disorder
realization. The ensemble of normalized level spacings sj
is then defined as
sj =
δj
〈δ〉 , (39)
with 〈. . .〉 denoting the disorder average.
In an Anderson localized system, eigenstates separated
by large distances cannot be coupled by local perturba-
tions, therefore their energies (in our case, quasienergies)
are essentially independent. Thus the normalized level
spacing has exponential probability distribution (in this
context also called Poissonian),
p(s) = ploc(s) = e
−s, (40)
with p(s) denoting the probability density. In a critical
system, on the other hand, the eigenstates have extended
wavefunctions, which can be coupled by local perturba-
tions and hybridize, and therefore we expect level re-
pulsion to occur. The normalized level spacings in this
case are expected to follow a Wigner–Dyson distribution,
which for the case relevant for us (so-called Gaussian Uni-
tary Ensemble) reads,
p(s) = pGUE(s) =
32
pi2
s2e−
4
pi s
2
. (41)
When we compute level spacing statistics for quantum
walks, we need to pay attention to the sublattice struc-
ture (see Sec. II A). The timestep operator Uˆ of a walk
describes two independent quantum walks, taking place
on different sublattices (x + y = even vs x + y = odd).
Thus Uˆ has two sets of energy levels whose level spacing
distributions should be calculated separately (just as in
the case of Hamiltonians with unitary symmetries): there
can be no level repulsion between levels from different
sets. To account for this, we start from the spectrum of
Uˆ2, to obtain that of Uˆ , as in Sec. II A. For a quantum
walk on 2N sites (with N even, and with proper bound-
ary conditions), we need to diagonalize the N×N blocks
of Uˆ2 on the (e, e) sublattice (denoted by  in Fig. 3),
and on the (e, o) sublattice (denoted by ◦). From the
corresponding eigenvalues of Uˆ2, namely, e2iε

j and e2iε
◦
j ,
with 1 ≤ j < N , and 0 ≤ ε/◦j < pi, we obtain the 2N
independent quasienergy level spacings of the spectrum
of Uˆ as
δj = (ε

(j+1) mod N − εj ) mod pi, (42)
with j = 1, . . . , N , and with analogous definitions for δ◦j .
Having maximal phase disorder, i.e., φ of Eq. (2)
equidistributed in the interval [−pi, pi), gives us a huge
boost in numerical efficiency for obtaining the level statis-
tics. As already discussed in Sect. III C, we can treat all
of the quasienergies on the same footing, and for a quan-
tum walk on 2L+L− = 2N sites obtain 2N values of
normalized level spacing as
sj =
N
pi
δj ; sj+2N =
N
pi
δ◦j , (43)
with the level spacings δj and δ
◦
j for j = 1, . . . , N defined
in Eq. (42). Thus, we obtain a level spacing ensemble of
size 2N by only diagonalizing two unitary matrices – a
boost in numerical efficiency. On the downside, to obtain
all the level spacings we fully diagonalize these large uni-
taries of size N×N , where N = L+L−, with a numerical
cost of O(N3). This constrains us to system sizes of the
order of N ≈ 20000, which turns out to be large enough
for the cases we considered here. We could go beyond
that by repeatedly sampling the spectrum of Uˆ2 using it-
erative algorithms that obtain only part of the spectrum,
such as the Arnoldi method39 (which works applies ideas
used in the Lanczos algorithm to more general matrices).
We show numerically obtained level spacing distribu-
tions, and the theoretical expectations for them, in Fig. 6.
Here we used the same examples as in Fig. 5: a generic
quantum walk with θ1 = 0.2pi, θ2 = 0.4pi, and a critical
quantum walk with θ1 = θ2 = 0.2pi – in both cases, re-
sults collected from a single sublattice are shown. For
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both cases we considered two types of maximal disorder:
disorder in φ and α, β fixed, or the other way round. For
the critical case, we see excellent agreement between the
level spacing distributions and the Wigner-Dyson distri-
bution of Eq. (41). For the generic, Anderson localized
case, we observe a very good agreement with the expo-
nential distribution of Eq. (40), with some level repulsion
showing up at the s 1 end – states that are almost de-
generate – which we attribute to finite size effects. Using
the diagonal basis for these calculations, allowed us to
adapt the shape of the simulated area to the expected
shape of the wavefunctions, and thus minimize finite-size
effects.
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FIG. 6. (color online) Level-spacing distributions for the
quantum walks of Fig. 5: fixed parameters θ1 and θ2, and
maximal phase disorder (subscript φ) or magnetic phase dis-
order (subscript αβ). For each parameter set a single disorder
realization was used. Calculations were done in the diagonal
basis with periodic boundary conditions, with system size op-
timized for numerical efficiency: L+ = 112, L− = 196 for the
localized cases, L+ = 204, L− = 110 for the diffusive cases.
Continuous lines show the theoretical distributions, Eqs. (40)
and (41), with no free parameters. For better visibility we ter-
minate the horizontal axis at s = 4; in the case with θ1 = 0.2pi
and θ2 = 0.4pi, we observed even larger normalized level spac-
ings, almost up to s = 10.
D. Scaling of transmission
The calculation of the transmission matrix of a dis-
ordered two-dimensional quantum walk gives us yet an-
other numerical tool to differentiate between Anderson
localization and diffusive spread. Scaling up the system
size while keeping the system shape constant, total trans-
mission across an insulator should decrease exponentially,
while for the diffusive case (e.g., a metal), we expect a
total transmission that is roughly constant37.
For the finite-size scaling of the transmission, we calcu-
lated quasienergy-and disorder-averaged total transmis-
sions for three different system sizes with the same shape
of Ly/Lx = 3/2 (together with the extra column of sites
for the leads), for different values of θ1 and θ2. We kept
θ1 + θ2 = 0.6pi, and used values of θ1 from pi/10 to pi/2,
thus tuning the system across a topological phase tran-
sition which takes place at θ1 = θ2 = 0.3pi. For each
value of θ1, θ2, we calculated transmission for three dif-
ferent system sizes, Lx = 19, Ly = 30; Lx = 39, Ly = 60;
and Lx = 59, Ly = 90. We used Eq. (29), for the nu-
merics, with the number of timesteps tmax chosen such
that the incident walker from any input lead will have
left the system with probability above 99%, namely,
tmax = 1000 for Lx = 19, Ly = 30; tmax = 2000 for
Lx = 39, Ly = 60; and tmax = 3000 for Lx = 59, Ly = 90.
This criterion for choosing tmax can be written using
Eq. (35) as pleave < 0.01, with the conditional wavefunc-
tion |Ψn(t+ 1)〉 = Uˆ
(
ΠˆsysUˆ
)t
|0, n,+1〉.
Our numerical results for the quasienergy-averaged to-
tal transmission, shown in Fig. 7, confirm that tun-
ing θ1 and θ2 indeed drives the quantum walk with
complete phase disorder across a quantum phase tran-
sition between different localized phases. We observe
that for θ1 6= θ2, the total transmission decreases ex-
ponentially (see semilogarithmic plot in the inset). For
θ1 = θ2 = 0.3pi, on the other hand, the transmission is
unchanged as the system size is scaled up, a numerical
signature of diffusive transport.
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FIG. 7. (color online) Finite-size scaling of the quasienergy-
averaged total transmission for quantum walks with maximal
phase disorder, but fixed θ1 and θ2. Results for three different
system sizes are shown, with fixed aspect ratio Ly/Lx = 3/2.
Ten disorder realizations were used for each setting, with in-
dividual results shown by markers and averages by lines. The
inset shows the transmission data on a semilogarithmic scale,
confirming exponential decrease of total transmission for the
cases with θ1 6= θ2 as the system size is scaled up.
V. HAAR RANDOM QUANTUM WALK IS
DIFFUSIVE
We finally turn to the question raised in the title:
is the completely disordered two-dimensional quantum
walk Anderson localized, or does it spread out to infin-
ity? Thus, we take a two-dimensional quantum walk as
11
FIG. 8. Position distribution of the Haar random two-
dimensional quantum walk after 10000 timesteps, with fitted
theoretical distribution, Eq. (38) (semi-log plot). No disor-
der averaging used, result from a single disorder realization is
shown. Absorbing boundary conditions were used, the leaving
probability from the boundary is pleave < 10
−9.
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FIG. 9. Cross-sectional cut of the position distribution of
Fig. 8, with the fitted Gaussian curve (semi-log plot). Results
for the D and AD cross-sectional cuts were indistinguishable,
we show their average here. The fit is excellent, everywhere,
except for the small local peak near the origin – shown in an
inset. A second inset shows the time dependence of the root-
mean-square-width of the full position distribution (log-log
plot), which matches well with a diffusive scaling
√〈r2(t)〉 =
1.4 · √t.
in Eq. (7), with both rotation operators Rˆj chosen ran-
domly from U(2) according to the Haar measure40, i.e.,
Haar random operators.
We can realize Haar random coins with the opera-
tors of Eqs. (4) and (2), by taking their parameters
from properly defined distributions41. The parameters
αj(x, y), βj(x, y), with j = 1, 2, and φ(x, y) have to be
uncorrelated random variables, uniform in the interval
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FIG. 10. Level spacing distribution for the Haar random two-
dimensional quantum walk on a 160 × 160 square lattice, on
the diagonal basis, with periodic boundary conditions. The
distribution shows signs of criticality, it is very close to the
Wigner-Dyson distribution, Eqs. (41), and not with the ex-
ponential distribution of Eq. (40) typical for Anderson local-
ization.
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FIG. 11. (color online) Finite-size scaling of the quasienergy-
averaged total transmission for Haar random two-dimensional
quantum walk. As system size is increased by a factor of 4,
keeping aspect ratio at Ly/Lx = 3/2, total transmission is
roughly a constant, indicating diffusive transmission. Forty
disorder realizations were used for each setting, individual
results are shown by markers and averages by lines.
[−pi, pi). The parameters θj(x, y) need to be generated as
θj(x, y) = arcsin
(√
ζj(x, y)
)
(44)
with ζj(x, y) uncorrelated uniform random in the interval
[0, 1].
In Fig. 8 the position distribution is shown after 10000
timesteps on a system of size 1001× 1001. Even without
disorder averaging, the distribution is quite smooth, and
roughly isotropic. It corresponds to a Gaussian, can be
fitted quite well with the diffusive ansatz of Eq. (38), with
diffusion coefficientsD+ = D− = 0.54. In Fig. 9, we show
the fit with the diffusive curve of the cross-sectional cut
of the disorder-averaged position distribution (from 200
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random realizations, after 1500 timesteps) of the Haar
random quantum walk, It is only near the origin that
the Gaussian fit is not very good; as shown in the inset,
we find here a pronounced peak, just as with the phase
disordered quantum walks of Fig. 5. The simulations of
Fig. 9 were run on systems of 501× 501 unit cells in the
diagonal basis, with absorbing boundary condition, error
pleave < 10
−15.
We also have numerical evidence – shown in Fig. 9 –
that coherence plays almost no role in the way the Haar
random quantum walk spreads. We show on the plot
the position distributions of two classicalized variants of
the quantum walk, after the same number of timesteps,
on a same system size. The first classicalized variant is
a time-dependent Haar random quantum walk, obtained
by generating new disorder realizations of the rotation
matrices for every timestep (average of 200 random real-
izations of the walk is shown). The second classicalized
variant was obtained with a single disorder realization,
but with all coherence omitted from the quantum walk.
Here, we replaced the unitary timestep operator Uˆ of
Eq. (7) – more precisely, of Eq. (32) – with the corre-
sponding stochastic operator, i.e., replaced all complex
phase factors by 1, and the parameters ± sin θj(x, y) and
cos θj(x, y) by sin
2 θj(x, y) and cos
2 θj(x, y), respectively.
For this second classicalized variant, the positive-valued
function Ψ(x, y) is interpreted as probability instead of
probability amplitude. Here no disorder averaging was
needed, as a single random realization already gave re-
sults with negligible statistical fluctuations.
Figure 10 shows the level spacing distribution, which
matches very well the Wigner-Dyson distribution of
Eq.(41). This indicates the presence of extended states
– or, in other words, the absence of Anderson localiza-
tion. The distribution was obtained for a single disorder
realization, on a 160× 160 lattice, on the diagonal basis,
with periodic boundary conditions.
The quasienergy-averaged total transmission, shown in
Fig. 11 is roughly unchanged as the system size is in-
creased by a factor of 4, again indicating diffusive trans-
mission. We used Eq. (29) for the transmission calcu-
lations, with parameters similar to those of Fig. 7, i.e.,
four different system sizes, with integration times tmax
matched for error pleave < 0.01, namely, Lx = 19, Ly =
30, tmax = 1000; Lx = 39, Ly = 60, tmax = 2000; Lx =
59, Ly = 90, tmax = 3000; Lx = 79, Ly = 120, tmax =
4000.
The diffusive spread of the Haar random two-
dimensional quantum walk is due to disorder-induced
topological criticality. Parameters α and β have no im-
pact on the topological phase, which is determined solely
by θ1 and θ2. Although we are not sampling θ1 and θ2
uniformly, as in Ref. 20, we are using a distribution, using
Eq. (44), shown in Fig. 12, which has the same probabil-
ity density for (θ1, θ2) = (θA, θB) as (θ1, θ2) = (θB , θA),
for any θA, θB . Thus, the qualitative argument used from
Ref.20, related to network models of topological phase
transitions, still applies.
FIG. 12. Probability distribution of the quantum walk param-
eters (θ1, θ2), when they are selected according to Eq. (44) to
realize the Haar uniform distribution. Because of the sym-
metry of the distribution, pairs of points (θ1, θ2) and (θ2, θ1)
have the same probability density. These pairs have oppo-
site topological invariant – see Fig. 2 – but lead to the same
localization lengths in the maximally disordered phase limit.
VI. CONCLUSION, DISCUSSION
We have studied Anderson localization and topologi-
cal delocalization in two-dimensional split-step quantum
walks with two internal (coin) states, and complete phase
disorder. We first reviewed the known case of phase dis-
order on walks with real coin operators, which results in
an anomalous Floquet-Anderson insulator. Here we used
the numerical tools of wavefunction spread, level spacing
distribution, and scaling of transmission. We simulated
wavefunction spread in a diagonal basis, better adapted
to the observed nonisotropic shape of the position dis-
tributions (elongated along the diagonal or antidiagonal
direction in the x−y basis). Moreover, we calculated the
topological invariants for these disordered quantum walks
using scattering theory, thus substantiating the topologi-
cal explanation of the delocalization given in Ref. 20. We
then have shown how the numerical tools and analytical
arguments carry over to the case of completely disordered
two-dimensional quantum walks, i.e., with U(2) coin op-
erators taken randomly and uniformly according to the
Haar measure. We have found that this maximal disor-
der does not lead to Anderson localization, but results
in a diffusive spread of the quantum walk. The absence
of localization is explained by the observation that Haar
random disorder tunes the system to a critical state, be-
tween different anomalous Floquet-Anderson phases.
Complete phase disorder was crucial in boosting the
efficiency of the numerical tools we used, by ensuring
that – statistically speaking – all quasienergies are equiv-
alent. We could thus interpret wavefunction spread in a
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straightforward way, and use quasienergy averaging as a
way of disorder averaging. We have found that this holds
if complete disorder is in the phase φ or in the magnetic
parameters α and β – as could be expected from earlier
work20.
It would be interesting to consider whether the topo-
logical delocalization occurs in split-step quantum walks
in higher dimensions. For the one-dimensional case, Haar
random coins result in Anderson localization, which has
even been rigorously proven42. There in the absence of
any symmetries (Cartan class A), no topological invari-
ant exists, and thus generic disorder destroys topological
phases rather than drive the system to criticality. The
same holds in every odd dimension14, and thus we ex-
pect Anderson localization for Haar random split-step
quantum walks in any odd dimensions. However, in even
dimensions we have the possibility of disorder-induced
topological delocalization, and it would be interesting to
find if this occurs, e.g., for four-dimensional split-step
quantum walks with two internal states.
We also wonder how sensitive our conclusions are to the
number of internal states of the quantum walk, which we
set to two. Two internal states is the smallest number
with which a discrete-time quantum walk can be con-
structed, but it requires the split-step construction for
a quantum walks in two or more dimensions. Moving
to higher number of internal states represents a chal-
lenge for the description of topological phases, because
of the higher number of coin parameters. Moreover, with
a larger internal coin space, it is quite possible that the
localization length would be significantly larger, making
it harder to observe numerical signatures of Anderson
localization.
Our work also points to some open problems con-
cerning a more complete picture of the localization-
delocalization transition in disordered two-dimensional
quantum walks. First, we lack the precise condition for
Anderson localization of quantum walks for more general
types of disorder – we have such a precise condition for
the one-dimensional case35). We have made some first
steps in this direction for the numerical investigation of
binary disorder, the results are in Appendix A. Second,
we don’t have an analytical understanding of why we
obtain diffusion, rather than sub- or superdiffusion in
the critical case. For both of these questions, mapping
to network models of topological transitions43, or other
theoretical tools44, could be used.
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Appendix A: Localization under binary disorder in
rotation angles
In the main text we have observed delocalization of
the system when the rotation angles are randomized, i.e.,
(θ1, θ2) are position-dependent, picked from continuous
random distributions. Thus, each (x, y) has (typically) a
different value of θ1 and θ2. Now we ask what happens
with binary disorder, i.e., when the angles (θ1, θ2) are
position-dependent, but picked from the simplest discrete
distribution: a probabilistic mixture (parameter pA) of
two sets of values,
θ1(x, y) = θ1A; θ2(x, y) = θ2A, prob. pA ;
θ1(x, y) = θ1B ; θ2(x, y) = θ2B , prob. (1− pA), (A1)
while the other coin parameters α1,2, β1,2 and φ are uni-
formly random in range [−pi, pi). Set A corresponds to a
winding number of νA = +1.
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(a) (b)
FIG. 13. Total transmission T in a quantum walk with binary
disorder – as described in Eqs. (A1), (A2), (A3), (a) with a
cut connecting input and output, and (b) without such cut.
For each value of pA and (θ2B − θ2A)/pi, characterizing the
binary disorder, a single random realization was used, on a
system of size Lx = 39, Ly = 60, calculated up to tmax = 2000
timesteps.
FIG. 14. Root-mean-square size (square root of the vari-
ance) of the disorder-averaged position distribution after 170
timesteps, for the quantum walk with binary disorder. 100
disorder realizations were used, on a system of size Lx =
200× Ly = 200, with absorbing boundary conditions.
For a numerical look into binary disorder, we varied the
parameter sets A and B as follows. We fixed parameter
set A,
θ1A =
5pi
8
; θ2A = −pi
8
. (A2)
The winding number of set A, as per Eq. (17) – which
holds for the case with or without phase disorder – is +1.
We varied the θ1 and θ2 parameters of set B together,
such that
θ2B − θ2A = θ1A − θ1B (A3)
is always respected. Thus, when pi/4 < θ2B < 3pi/4 , the
winding number of set B is −1, otherwise it is +1.
We show the numerical results on diffusive/localized
behaviour as functions of the difference of the θ2 param-
eters and the probability pA of the set A in Figs. 13 and
14. Figure 13 shows increased transmission at the phase
transition, accompanied by a change in the quantized
transmission in the case with a cut (of type B), as in
Fig. 2; Fig. 14 shows the increased spreading of the walk
in the critical case. When we have no values from set
A, i.e., pA = 0, – bottom line of plots, – we see the ex-
pected signatures of the phase transition between anoma-
lous Floquet-Anderson localized phases. Mixing in sites
with coins in set A, i.e., increasing pA, we find that the
size of the phase with the winding number −1 shrinks.
The critical value of pA needed for the winding number
of A to dominate the mixture is largest when B is in a
flat-band limit, θ1B = 0 and θ2B = pi/2. This critical pA
is 1/2 when θ1B = θ1A − pi/2 and θ2B = θ2A + pi/2; this
is the case when the two sets A and B describe disorder-
averaged dynamics that map unto each other under a
mirror reflection. We remark that for these numerical
results we used disorder in φ, α, β, both in the system,
the cuts, and the leads, and the xy basis instead of the
diagonal basis.
