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COMBINATORIAL PRINCIPLES AND SOME QUESTIONS CONCERNING
L-LIKE PROPERTIES AND DCκ
AMITAYU BANERJEE
Abstract. We extend a result of Arthur Apter which answer a question of Matthew Foreman
and Menachem Magidor related to mutually stationary sets. We also extend a result of Arthur
Apter which answer a question of W. Hugh Woodin, prove a conjecture by Ioanna Dimitriou and
extend a few related results. Simultaneously, we study four different symmetric extensions based
on Levy Collapse where for a cardinal κ, DCκ either holds or fails for different reasons. Further,
we observe the relationship of the fat diamond principle and other L-like properties with level by
level equivalence between strong compactness and supercompactness.
1. introduction
Serge Grigorieff proved in [Gri75] that symmetric extensions in terms of symmetric system 〈P,G,F〉1
are intermediate models of the form HOD(V [a])V [G] as a varies over V [G]. Arthur Apter con-
structed several symmetric inner models in terms of hereditarily definable sets. One purpose of
this note is to translate the arguments of those symmetric inner model constructions to symmetric
extensions in terms of symmetric system 〈P,G,F〉 and extend a few results. Simultaneously, we
study four different symmetric extensions based on Levy Collapse where DCκ either holds or fails
for a cardinal κ for different reasons. We also study a few combinatorial and model theoretical
properties in those symmetric extensions.
W. Hugh Woodin asked if κ is strongly compact and GCH holds below κ, then must GCH hold
everywhere ? One variant of this question is if GCH can fail at every limit cardinal less than or
equal to a strongly compact cardinal κ. In Theorem 3 of [Apt12], Arthur Apter constructed a
symmetric inner model where κ is a regular limit cardinal and a supercompact cardinal, and GCH
holds for a limit δ if and only if δ > κ. In that model ACω fails. Apter asked at the end of [Apt12],
the following question.
Question 1.1. Is it possible to construct analogous of Theorem 3 in which some weak version of
AC holds ?
In Lemma 1 of [Kar14], Asaf Karagila proved that if P is κ-closed and F is κ-complete then DC<κ
is preserved in the symmetric extension in terms of symmetric system 〈P,G,F〉. Asaf Karagila and
the author both observe that “P is κ-closed” can be replaced by “P has κ-c.c.” in Lemma 1 of
Key words and phrases. Dependent choice, Mutually Stationary properties, Infinitary Chang Conjecture, Fat
Diamond principle, Saturated Ideals.
1P is a forcing notion, G an automorphism group of P, and F is a normal filter of subgroups over G.
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[Kar14].2 We note that the natural assumption that 〈P,G,F〉 is a tenacious system3 is required in
the proof as written by Asaf Karagila in Lemma 3.3 of [Kar].
Observation 1.2. (Lemma 3.3 of [Kar]). If P has κ-c.c. and F is κ-complete then DC<κ is
preserved in the symmetric extension with respect to the symmetric system 〈P,G,F〉.
Applying Observation 1.2, we construct a symmetric extension to answer Question 1.1. Asaf
Karagila helps to translate the arguments of Arthur Apter from Theorem 1 of [Apt05] in terms of
symmetric extension by a symmetric system 〈P,G,F〉. We construct our first symmetric extension
similar to one constructed in Theorem 1 of [Apt05], and prove the following.
Theorem 1.3. Let V be a model of ZFC + GCH with a supercompact cardinal κ. There is then
a symmetric extension with respect to a symmetric system 〈P,G,F〉 where DC<κ holds and ACκ
fails. Moreover, κ is a regular limit cardinal and a supercompact cardinal, and GCH holds for a
limit δ if and only if δ > κ.
We note that we can slightly generalize Lemma 1 of [Kar14], since there are κ-strategically closed
forcing notions which are not κ-closed. As for an example, the forcing notion P(κ) which adds
a non-reflecting stationary set of cofinality ω ordinals in κ is κ-strategically closed but not even
ω2-closed. We prove that if F is κ-complete then a κ-strategically closed forcing notion can also
preserve DC<κ in the symmetric extension.
Observation 1.4. (Lemma 4.2). If P is κ-strategically closed and F is κ-complete then DC<κ
is preserved in the symmetric extension with respect to the symmetric system 〈P,G,F〉.
Secondly, we prove a conjecture by Ioanna Dimitriou from her Ph.D. thesis regarding the failure
of DCω in the symmetric extension of Section 1.4, [Dim11] (this is Question 1 of Chapter 4 in
[Dim11]). We prove that the Countable choice (ACω) fails in the symmetric extension.
Theorem 1.5. Let V be a model of ZFC, ρ is an ordinal, and K = 〈κǫ : 0 < ǫ < ρ〉 is a sequence
of regular cardinals with a regular cardinal κ0 below all the regular cardinals in K. There is then a
symmetric extension with respect to a symmetric system 〈P,G,F〉 where ACω fails.
Next, we study another similar symmetric extension based on finite supports where ACω fails
and weaken the assumptions of Theorem 2 of [Apt83]. Assuming κ < δ < λ, so that κ is a
supercompact limit of supercompact cardinals, λ is a measurable cardinal, and δ is λ-supercompact,
Arthur Apter obtained a symmetric inner model in Theorem 2 of [Apt83] where ACω fails, ℵn is
weakly compact for every 1 ≤ n < ω, ℵω carries a Rowbottom filter, ℵω+1 is weakly compact and
ℵω+2 is measurable. We observe that we can reduce the assumption and obtain the following.
Theorem 1.6. Let V1 be a model of ZFC, where κ < δ < λ are cardinals such that κ is supercom-
pact, λ is a measurable cardinal, and δ is λ-supercompact. There is then a symmetric extension
based on a symmetric system 〈P,G,F〉 where ACω fails and the following holds.
(1) for 1 ≤ n < ω, each ℵn is Ramsey.
(2) ℵω is a Rowbottom cardinal carrying a Rowbottom filter and an almost Ramsey cardinal.
(3) ℵω+1 is weakly compact.
2The author noticed this observation combining the role of κ-c.c. forcing notions from Lemma 2.2 of [Apt01] and
the role of κ-completeness of F from Lemma 1 of [Kar14].
3Definition 4.6 of [Kar16].
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(4) ℵω+2 is measurable.
Thirdly, Matthew Foreman and Menachem Magidor asked in [MM01], whether it is consistent that
〈Sn : 1 ≤ n < ω〉, such that each Sn is stationary on ℵn, is mutually stationary ? In Theorem 1
of [Apt04], Arthur Apter constructed a symmetric inner model preserving DCω , from a ω-sequence
of supercompact cardinals where if 〈Sn : 1 ≤ n < ω〉 is a sequence of stationary sets such that
Sn ⊆ ℵn, then 〈Sn : 1 ≤ n < ω〉 is mutually stationary. We obtain a generalized version of this
phenomenon in a symmetric extension in terms of a symmetric system, where DCκ can be preserved
for a certain κ applying Lemma 1 of [Kar], by assuming ‘κ is a 2κ-supercompact cardinal’. In
other words, we can weaken the assumption and prove the following.
Theorem 1.7. Let V be a model of ZFC where κ is a 2κ-supercompact cardinal. Consider, an
enumeration of measurable cardinals below κ, say 〈κα : 0 < α < κ〉. Let κ0 be a regular cardinal
below all κα. There is then a symmetric extension based on a symmetric system 〈P,G,F〉 where
κ remains a 2κ-supercompact cardinal, cardinality of each κα is preserved for each α < κ and
DC<κ0 is preserved. Moreover in the symmetric extension, if 〈λα : α < β〉 is any subsequence of
〈κα : 0 < α < κ〉 having supremum λ, such that β < λ0 and 〈Sα : α < β〉 is a sequence of sets such
that each Sα is a stationary subset of λα, then 〈Sα : α < β〉 is mutually stationary.
Fourthly, we observe an infinitary Chang conjecture using Erdo˝s-like partition property in a sym-
metric extension analogous to the symmetric inner model constructed in Theorem 11 of [AP06]
by Arthur Apter and Peter Koepke. In this case, we are not considering a finite support itera-
tion, but still ACω fails because of singularity of ω1. We use the observation that it is possible to
force a coherent sequence of Ramsey cardinals after performing Prikry forcing on a normal measure
over a measurable cardinal κ (Theorem 3 of [AP06]). We also use the observation that an infinitary
Chang conjecture can be established in a symmetric model assuming a coherent sequence of Ramsey
cardinals.
Theorem 1.8. Let V be a model of ZFC where there is a measurable cardinal. There is then a
symmetric extension with respect to a symmetric system 〈P,G,F〉 where ω1 is singular and thus
ACω fails. Moreover in the symmetric extension, an infinitary Chang conjecture holds and ℵω1 is
an almost Ramsey cardinal and a Rowbottom cardinal carrying a Rowbottom filter.
Now we start working in ZFC and study the consistency of new combinatorial principles with
Level by level equivalence between strong compactness and supercompactness.4 For the sake of
our convenience, we eliminate the phrase ‘between strong compactness and supercompactness’. In
Theorem 1 of [Apt05], Arthur Apter constructed a forcing extension where level by level equivalence
holds along with ♦δ for every uncountable regular cardinal δ. Moreover, in that forcing extension,
he proved the existence of a stationary subset S of the least supercompact cardinal where for each
δ ∈ S, δ holds. At the end of [Apt05], Apter asked what new combinatorial properties can be
possible in a model where level by level equivalence holds ?
We observe that in the forcing extension of Theorem 1 of [Apt05], not only ♦δ holds for each
uncountable regular cardinal δ, but also a stronger two cardinal diamond principle, we call δ,λ
5,
4Saharon Shelah and Arthur Apter introduced the notion of the level by level equivalence between strong com-
pactness and supercompactness in [AS97]. If in a model of ZFC for all regular cardinals δ < λ, δ is λ-strongly compact
if and only if δ is λ-supercompact except possibly if κ is a measurable limit of cardinals δ which are λ-supercompact,
then such a model is said to witness level by level equivalence between strong compactness and supercompactness.
5The definition is from the paragraph before Lemma 20 of [BM18].
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holds for every uncountable regular cardinal δ, and λ such that δ < λ. The key observation is
that the principle δ,λ can be forced by Add(δ, 1) and after forcing with Add(δ, 1), the coherent
δ,λ-sequence are indestructible by < δ-closed forcing.
6 This is due to Lemma 20 of [BM18] by
Brent Cody and Monroe Eskew.
James Cummings and Arthur Apter generalized Theorem 1 of [Apt05] in a different way in [AJ08].
In Theorem 2 of [AJ08], they constructed a forcing extension for level by level equivalence where
a version of square consistent with supercompactness holds on the class of all infinite cardinals and
a strong form of diamond holds on a proper class of regular cardinals. At the end of [AJ08], they
asked if it is possible to generalize Theorem 2 of [AJ08] further? Using Lemma 20 of [BM18], we
can similarly observe that not only ♦µ but also µ,λ holds for every µ which is either inaccessible
or the successor of a singular cardinal and µ < λ, in the forcing extension of Theorem 2 of [AJ08].
Sy-David Friedman introduced the outer model programme in [Fri07] aiming to construct outer
models containing large cardinals where L-like properties hold. One perspective of this paper is to
see a few results in this area. Specifically, we extend a few results of Arthur Apter, each of which
can be thought of as a contribution to Friedman’s outer model programme.
Firstly, in [Apt09], Apter amalgamate the results of Theorem 2 of [AJ08], [DF09] and [Fri07] and
constructed a model where GCH and level by level equivalence hold, along with a certain L-like
combinatorial principles. At the end of [Apt09], Apter asked which additional L-like principles
are consistent with GCH and level by level equivalence ? Assuming V = L, Friedman and
Kulikov proved in Section 2 of [FV15] that the fat diamond principle on κ (we denote by κ) holds
for every uncountable regular cardinal κ. Given κ an uncountable regular cardinal, we prove the
following facts concerning preserving κ under certain forcing notions.
Observation 1.9. (Lemma 9.4). κ-strategically closed forcing notions can preserve κ.
7
Observation 1.10. (Lemma 9.6). Forcing notions that are both κ-c.c. and have cardinality κ
can preserve κ.
Using these preservation lemmas, and the fact that Add(κ, 1) not only introduces a ♦κ-sequence but
also introduces a κ-sequence (due to Brent Cody and Monroe Eskew) we can give a possible answer
to the afformentioned question asked by Arthur Apter. In particular, in the forcing extension of
Theorem 1 of [Apt09], we can witness the consistency of δ for each Mahlo cardinal δ as well as
if δ is ℵ1.
8
6We give a sketch of the argument. Let P be the forcing extension of Theorem 3 of [Apt05]. Fix an arbitrary
regular uncountable cardinal δ. We can write P = Pδ+1 ∗ P˙
δ+1. By Lemma 20 of [BM18], for δ < λ, δ,λ can be
forced by Add(δ, 1) and the coherent δ,λ-sequence are indestructible by < δ-closed forcing. Thus, δ,λ holds in
V Pδ+1 and since Pδ+1 is δ+-directed closed and thus < δ-closed, δ,λ holds in V
P. Following the proof of Theorem
1 of [Apt05], we obtain the existence of δ,λ for every uncountable regular cardinal δ and λ such that δ < λ.
7We use the forcing notion to add a non-reflecting stationary set of ordinals of a certain type to κ to prove
Theorem 1.12. Since this notion of forcing is κ-strategically closed, but not κ-closed, we will see that we need to
prove the preservation of κ under κ-strategically closed forcing notions. Preserving κ under a κ-closed forcing
notion is not sufficient.
8We can mimic the whole construction of Theorem 1 of [Apt09] which starts with the forcing extension of Theorem
2 of [AJ08]. We use the fact that Add(δ, 1) can force δ to see that δ is possible for every δ which is either an
inaccessible cardinal or the successor of a singular cardinal in the forcing extension of Theorem 2 of [AJ08]. We
use the preservation lemmas to preserve δ for a Mahlo cardinal δ in the final forcing extension of [Apt09]. Finally,
Add(ℵ1, 1) can add ℵ1 .
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Observation 1.11. (Generalization of Theorem 1 of [Apt09]). Let V be a model of ZFC +
GCH where K 6= ∅ is the class of supercompact cardinals. There is then a forcing extension V P for
a forcing notion P such that V P is a model of ZFC + GCH where K is the class of supercompact
cardinals and level by level equivalence holds. Moreover the following holds in V P.
(1) δ holds for every Mahlo cardinal δ as well as if δ is ℵ1.
(2) ♦δ holds for every successor and Mahlo cardinal δ.
(3) There is a stationary subset S of the least supercompact cardinal κ such that for each δ ∈ S,
δ holds and δ carries a gap-1 morass.
(4) Tγ holds for every infinite cardinal γ where T = Safe(γ).
(5) There is a locally defined well-ordering of the universe W.
Secondly, in Theorem 1 of [Apt08], Arthur Apter proved the consistency of level by level equivalence
with a few “inner model like” properties which are as follows.
• The class of Mahlo cardinals reflecting stationary sets is the same as the class of weakly
compact cardinals.9
• Every regular Jonsson cardinal is weakly compact.
Further, using Theorem 1 of [Apt05], Apter extended this result and showed these “inner model
like” properties in the forcing extension of Theorem 7 of [Apt08] where the level by level equivalence
hold along with L-like combinatorial principles like Diamond and Square. We can extend Theorem
7 of [Apt08] further by adding more L-like principles in such a way such that the level by level
equivalence holds in the forcing extension. This result may also be classified in Woodin’s phrase as
an “inner model theorem proven via forcing”.10 Specifically, we can prove the following.
Theorem 1.12. (Generalization of Theorem 7 of [Apt08]). Let V be a model of ZFC where
K 6= ∅ is the class of supercompact cardinals. There is then a forcing extension V P for a forcing
notion P such that V P is a model of ZFC +GCH where K is the class of supercompact cardinals
and level by level equivalence holds. Moreover the following holds in V P.
(1) δ holds for every Mahlo cardinal δ as well as if δ is ℵ1.
(2) ♦δ holds for every successor and Mahlo cardinal δ.
(3) There is a stationary subset S of the least supercompact cardinal κ such that for each δ ∈ S,
δ holds and δ carries a gap-1 morass.
(4) Tγ holds for every infinite cardinal γ where T = Safe(γ).
(5) Mahlo cardinals reflecting stationary sets are weakly compact cardinals.
(6) Every regular Jonsson cardinal is weakly compact.
Thirdly, Arthur Apter mentioned in section 3 of [Apt08] that in L and higher inner models ‘the
weakly compact cardinals are precisely the class of inaccessible cardinals admitting stationary reflec-
tion’. He proved in Theorem 9 of [Apt08], the consistency of such a phenomenon in the context
of the level by level equivalence where L-like principles like diamond and square holds. Similarly
like Theorem 1.12, we can also force more L-like principles in such a way such that the level by
level equivalence holds in the forcing extension.
9Moreover, Arthur Apter mentioned in section 3 of [Apt08] that in L and higher inner models, the weakly compact
cardinals are exactly the class of inaccessible cardinals admitting stationary reflection.
10As mentioned in the paragraphs below Theorem 2 of [Apt08].
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Observation 1.13. (Generalization of Theorem 9 of [Apt08]).11 Let V be a model of ZFC
where κ is supercompact and no cardinal is supercompact up to an inaccessible cardinal. There is
then a forcing extension V P for a forcing notion P such that V P is a model of ZFC +GCH where
κ is supercompact and no cardinal is supercompact up to an inaccessible cardinal. In V P level by
level equivalence holds. Moreover the following holds in V P.
(1) δ holds for every Mahlo cardinal δ as well as if δ is ℵ1.
(2) ♦δ holds for every successor and Mahlo cardinal δ.
(3) There is a stationary subset S of κ such that for each δ ∈ S, δ holds and δ carries a gap-1
morass.
(4) Sγ holds for every infinite cardinal γ where S = Safe(γ).
(5) Inaccessible cardinals reflecting stationary sets are precisely the weakly compact cardinals.
(6) Every regular Jonsson cardinal is weakly compact.
Next, we observe that Kunen’s observations concerning saturated ideals from [Kun78] can be applied
in forcing extensions of Theorem 1 of [Apt08a] and Theorem 8 of [Apt08] by Arthur Apter. In
[Kun78], Kenneth Kunen proved that if κ is assumed to be a measurable cardinal, then there is
a forcing extension where κ is inaccessible12 but not weakly compact and there is a κ-complete,
κ-saturated ideal on κ.
There are different ways to first destroy the large cardinal property of an uncountable cardinal κ
by adding some combinatorial object by a forcing notion S and then resurrect the large cardinal
property of κ by destroying the combinatorial object added by S with another forcing T. This can
happen if the combined forcing S ∗ T˙ is forcing equivalent to forcing notions like Add(κ, 1) which is
the standard forcing notion for adding a Cohen subset of κ. Few situations are listed below.
(1) If κ has a large cardinal property saymeasurability, then the forcing S which adds a κ-Suslin
tree T kills even the weak compactness of κ. But then after forcing with S, forcing T which
adds a branch through T resurrects the measurability of κ.
(2) Similarly, consider the forcing S which adds a non-reflecting stationary subset S ⊂ κ and
the forcing T which adds a club disjoint to S.
(3) Again, if the forcing S adds a κ-sequence C and the forcing T adds a thread through C.
We observe the first situation inTheorem 8 of [Apt08], where Apter proved the fact that stationary
reflection can occur on a stationary subset A of the least supercompact cardinal κ composed of non-
weakly compact Mahlo cardinals. By Kunen’s observation concerning saturated ideals, we can see
that each δ ∈ A can carry a normal δ-saturated ideal in the forcing extension of Theorem 8 of
[Apt08]. Moreover, by Observation 14 of [BM18], for each δ ∈ A, δ+ do not contain a δ-minimal
pre-saturated ideal because GCH holds in the forcing extension and δ is a regular cardinal. Further,
we can force more combinatorial principles in such a way such that level by level equivalence holds
in the forcing extension.
Theorem 1.14. (Generalization of Theorem 8 of [Apt08]). Let V be a model of ZFC + GCH
where K 6= ∅ is the class of supercompact cardinals with a least supercompact cardinal κ. There is
then a forcing extension V P for a forcing notion P such that V P is a model of ZFC+ GCH where
K is the class of supercompact cardinals with the least supercompact cardinal κ and level by level
equivalence holds. Moreover the following holds in V P.
11Since the proof is similar to the proof of Theorem 1.12, we are not going into the details.
12We can see that κ can be Mahlo as well.
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(1) δ holds for every Mahlo cardinal δ as well as if δ is ℵ1.
(2) ♦δ holds for every successor and Mahlo cardinal δ.
(3) There is a stationary subset S of the least supercompact cardinal κ such that for each δ ∈ S,
δ holds and δ carries a gap-1 morass.
(4) Tγ holds for every infinite cardinal γ where T = Safe(γ).
(5) There is a stationary subset A of κ composed of non-weakly compact Mahlo cardinals which
reflect stationary sets and for each δ ∈ A, δ is a δ-saturated ideal but δ+ do not contain a
δ-minimal pre-saturated ideal.
Similarly in the forcing extension of Theorem 1 of [Apt08a], we can obtain the existence of a
stationary set A where for each δ ∈ A, δ not only reflects stationary sets but also carry a normal
δ-saturated ideal. We note that, for this, we need to assume the existence of a measurable cardinal
λ in place of a weakly compact cardinal λ as done in [Apt08a].
Theorem 1.15. (Variant of Theorem 1 of [Apt08a]). Assume GCH. If κ < λ are such that κ
is a strong cardinal whose strongness is indestructible under κ-strategically closed forcing and λ is
measurable, then A= {δ < κ : δ is a non weakly compact Mahlo cardinal which reflects stationary
sets and carry a normal δ-saturated ideal} is unbounded in κ.
Structure of the paper.
• In section 2, we cover the basics for constructions in ZFC and in section 3, we cover the
basics for constructions in ZF.
• In section 4, we prove Observation 1.4 and study a few lemmas related to preserving
dependent choice in symmetric extensions inspired from Lemma 1 of [Kar14].
• In section 5, we prove Theorem 1.3 which answers Question 1.1 asked by Arthur Apter.
Simultaneously, we construct our first symmetric extension where DCκ holds for certain
cardinal κ, using Observation 1.2.
• In section 6, we prove Theorem 1.5 and thus prove the conjecture by Ioanna Dimitriou
which is Question 1 of Chapter 4 in [Dim11]. Simultaneously, we study that ACω fails if
we construct a finite support iteration as Dimitriou did in section 1.4 of [Dim11].
• In section 7, we construct a similar finite support symmetric extension where ACω fails and
prove Theorem 1.6. This weaken the assumptions of Theorem 2 of [Apt83].
• In section 8, we prove Theorem 1.7 which generalize Theorem 1 of [Apt04], and study
the mutually stationary property of a sequence of stationary sets in a symmetric extension.
Here we construct our symmetric extension where DCκ holds for certain cardinal κ, using
Lemma 1 of [Kar].
• In section 9, we prove Theorem 1.8 and observe an infinitary Chang Conjecture in a
symmetric extension similar to the constructed symmetric inner model of Theorem 11 of
[AP06]. Simultaneously, we study a symmetric extension where ACω fails, since ω1 is
singular.
• In section 10, we proveObservation 1.9, Observation 1.10 and apply these preservation
lemmas of κ with respect to certain forcing notions, to proveTheorem 1.12 which extends
Theorem 7 from [Apt08] by Arthur Apter. In this process, we study the relation between
level by level equivalence along with fat diamond principle, gap 1 morass and a few more
L-like properties. As discussed in the introduction, Observation 1.11, Theorem 1.12
and Observation 1.13 can be thought of as contributions to Friedman’s outer model
programme.
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• In section 11, we mainly add observations of Kunen concerning saturated ideals from
[Kun78] in Arthur Apter’s works from [Apt08] and [Apt08a] and prove Theorem 1.14
and Theorem 1.15.
• Finally in section 12, we end up with some questions.
2. Basics for constructions in ZFC
2.1. Forcing and large cardinal facts. By a forcing notion P, we mean a partially ordered set
with a maximum element 1. If G is V -generic over P, then we will abuse the notation somewhat
and use the model obtained by forcing with P as both V P and V [G].
Definition 2.1. Let γ be an uncountable cardinal and P be a forcing notion.
• P has γ-c.c. (γ-chain condition) if every antichain of P has a size less than γ.
• P is γ-directed closed if every set of pairwise compatible conditions in P of size less than γ
has a lower bound.
• P is γ-closed if every decreasing sequence of conditions in P with length less than γ has a
lower bound.
• For an ordinal α, consider a 2 player game Gα(P) where two players, player I and player II
construct an increasing sequence of conditions 〈pβ : β < α〉 where player I play odd stages
and player II play even stages including the limit stages choosing the trivial condition at
stage 0. Player II has a winning strategy if the game can always be continued. P is γ-
strategically closed if player II has a winning strategy for Gγ(P).
• P is γ-distributive if it does not add sequences of ordinals of length less than γ.
• P admits a closure point at γ, if P can be factorized as Q ∗ R˙ where Q is a nontrivial notion
of forcing such that |Q| ≤ γ and R is a nontrivial notion of forcing such that Q R˙ is
≤ γ-strategically closed.13
It is well known that a γ-directed closed forcing notion is γ-closed, a γ-closed forcing notion is
γ-strategically closed, a γ-strategically closed forcing notion is < γ-strategically closed, a < γ-
strategically closed forcing notion is γ-distributive and a γ-distributive forcing notion add no new
subsets of γ in the forcing extension which is Theorem 15.6 of [Jec03].
We recall the definition of an inaccessible cardinal, Mahlo cardinal, weakly compact cardinal, mea-
surable cardinal, strongly compact cardinal and supercompact cardinal in context of ZFC from ‘The
Higher Infinite’ [Kan09] of Akihiro Kanamori. We recall the following essential facts that we need
for our constructions.
• A singular limit κ of measurable cardinals is a cf(κ)+-Rowbottom cardinal (Theorem 8.7
of [Kan09]).
• A measurable cardinal is a Ramsey cardinal (Corollary 7.18 of [Kan09]).
• If U is a normal measure over κ then {α < κ : α is Ramsey} ∈ U (Exercise 7.19 of
[Kan09]).
• If κ is 2κ-supercompact, then there is a normal measure U over κ such that {α < κ : α is
measurable} ∈ U (Proposition 22.1 of [Kan09]).
13The terminology of a forcing notion with a closure point γ is due to Joel David Hamkins from Definition 12 of
[Ham03]. We also refer to [Apt09].
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Following Main Theorem 3, Corollary 14, and Theorem 31 of [Ham03],14 it follows that if γ
is λ-supercompact in V P and P admits a closure point at or less than the least inaccessible cardinal,
then γ must be a λ-supercompact cardinal in V .
As discussed in the introduction, it is possible to factor Add(γ, 1) into S ∗ T˙ where S is a forcing
to add some combinatorial object and T is the forcing to destroy the combinatorial object added
by S. We recall the forcing notion to add a γ-Suslin tree via homogeneous trees of successor height
less than γ, ordered by end extension from page 69 of [Kun78]. We recall the following fact from
[Kun78].
Fact 2.2. (Section 3 of [Kun78], pages 68-71). Given γ an inaccessible cardinal. We can
factor Add(γ, 1) as Rγ ∗ T˙γ where Rγ is a < γ-strategically closed notion of forcing for adding a
γ-Suslin tree T and Tγ is the γ-c.c. notion of forcing for adding a generic path through T .
We recall the following fact concerning preserving a stationary subset of κ with respect to certain
forcing notions from [Jec03].
Lemma 2.3. Suppose S is a stationary subset of κ and P is a notion of forcing that satisfies one
of the following properties.
(1) P has κ-c.c.
(2) P is κ-strategically closed.
Then S remains stationary subset of κ in any P-generic extension.
Proof. (1) follows from Lemma 22.25 of [Jec03]. Modifying Lemma 23.7 of [Jec03], it is possible
to prove (2). 
2.2. L-like combinatorial principles. Ronald Jensen analyzed the levels of constructible hier-
archy in details, resulting in the fine structure theory which describes how new sets arise in the
construction of L. He introduced the square principle, abbreviated as . Assuming V=L, he proved
that γ holds for every cardinal γ.
15 Given an arbitrary uncountable cardinal γ, we recall the
definition of Jensen’s original square principle γ from [Apt05].
Definition 2.4. (γ-sequence, γ principle, [Apt05]). We say 〈Cα : α < γ+ and α is a limit
ordinal 〉 is a γ-sequence if we have the following.
• Cα is a club subset of α.
• Cα has order type below γ if cf(α) < γ.
• For any limit point β ∈ Cα, Cα ∩ β = Cβ.
We say γ holds if and only if there is a γ-sequence.
Along with other combinatorial and model-theoretic applications, the square principle can witness
several incompactness phenomenons. By incompactness phenomemons, we mean the existence of
structures such that every substructure of a smaller cardinality has a certain property but the entire
structure does not. Examples of a few incompactness phenomenons which are the applications of
the square principle are as follows.
14We also follow Theorem 2 from [Apt09] and the paragraph after it.
15Martin Zeman generalized and proved assuming V=K, that γ holds for all cardinal γ where K is the Mitchell-
Steel core model.
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• Existence of a family of countable sets such that the entire family does not have a transversal
but every subfamily of smaller cardinality has a transversal [MC12].
• Existence of a non-free abelian group of cardinality γ+ where all smaller subgroups are free
[MS94].
• Existence of non-metrizable topological space where all smaller subspaces are metrizable
[MC12].
There is a cofinality preserving forcing notion to add γ (definition 6.1 of [JMM01] or [Apt05]).
Intuitively, the forcing notion that adds γ consists of initial segments of a γ-sequence ordered
by end extension.
Definition 2.5. (Adding γ, [Apt05]). The forcing notion P(γ) to add a γ-sequence consists
of the elements of the form 〈Cα : α ≤ β < γ+ and α is a limit ordinal〉 such that the following
holds.
• Cα is a club subset of α.
• Cα has order type below γ if cf(α) < γ.
• for any limit point δ ∈ Cα, Cα ∩ δ = Cδ.
The ordering ≤ is such that p ≤ q if and only if p is a subsequence of q.
Lemma 6.1 of [JMM01] states that P(γ) is γ-strategically closed. Assuming GCH, |P(γ)| = γ+.
Consequently, forcing with P(γ) over a model of GCH preserves cardinals, cofinalities, and GCH. We
recall from [Apt09] that γ is upward absolute to a cofinality preserving generic extension.
We introduce another weak version of the square principle, which is consistent with supercom-
pactness, namely the square principle Tγ . In [MM97], Matthew Foreman and Menachem Magidor
proved that this sort of square principle, specifically 
{κ+n:n<ω}
κ+ω
is consistent with the supercom-
pactness of κ.
Definition 2.6. (Tγ -sequence, 
T
γ -principle, Definition 2.1 of [AJ08]). Let γ be an infinite
cardinal and T be a set of regular cardinals which are less than or equal to γ. Then a Tγ sequence
is a sequence 〈Cα : α ∈ γ+ ∩ cf(T )〉 such that,
• Cα is club in α and Otp(Cα) ≤ γ.
• If β ∈ lim(Cα) ∩ lim(Cα′), then Cα ∩ β = Cα′ ∩ β.
We say Tγ holds if and only if there is a 
T
γ -sequence.
Definition 2.7. (Safe(γ), Definition 2.2 of [AJ08]). Given an infinite cardinal γ, Safe (γ) is
the set of all safe regular cardinals for γ where a regular cardinal µ is safe for γ if and only if µ ≤ γ
and for every cardinal λ ≤ γ, if λ is γ+-supercompact then λ ≤ µ.
We recall from [Apt09] that Safe(γ) is upward absolute to any cofinality preserving generic
extension by a forcing notion admitting a closure point at or below the least inaccessible
cardinal.16 The principle 
Safe(γ)
γ is of our interest. We refer to [AJ08] or [Apt09], for further
details concerning forcing this version of square principle.
16We refer to paragraph below Definition 1.2 of [Apt09].
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Another L-like combinatorial principle introduced by Ronald Jensen is diamond abbreviated as ♦.
We follow an excellent introduction of ♦ by Assaf Rinot from [Rin11]. Specifically he starts by
stating a nonstandard formulation of Cantor’s continuum hypothesis as follows.
• There exist a sequence 〈Aα : α < ω1〉 such that for each Z ⊆ ω1, there exists two infinite
ordinals α, β < ω1 such that Z ∩ β = Aα.
By eliminating one closing quantifier we arrive to the following enumeration principle which is
discovered by Jensen and named as diamond (♦).
• There exist a sequence 〈Aα : α < ω1〉 such that for each Z ⊆ ω1, there exists an ordinal
α < ω1 such that Z ∩ α = Aα.
We recall the definition of a generalised version of this principle, namely ♦γ for an uncountable
cardinal γ.17
Definition 2.8. (♦γ-sequence, ♦γ principle, [Apt05]). We say 〈Sα : α < γ〉 is a ♦γ-sequence
if the following holds.
• Sα ⊆ α.
• for every X ⊆ γ, {α < γ : X ∩ α = Sα} is a stationary subset of γ.
We say ♦γ holds if and only if there is a ♦γ-sequence.
Jensen proved that ♦ holds in L, and using similar arguments the generalised version ♦γ also
follows assuming V = L. It is a standard fact that forcing with Add(γ, 1) adds ♦γ (Lemma 0.1
of [Apt05]). We recall the fact that ♦γ can be preserved by γ-strategically closed forcing notion
and forcing notion which are γ-c.c. and has cardinality γ from Fact 1.1 and Fact 1.2 of [Apt08].
Saharon Shelah showed in [She10], that under GCH, ♦γ holds for every successor cardinal
γ greater than ℵ1.
We introduce another L-like combinatorial principle, namely gap-1 morass. Morasses are another
L-like combinatorial objects invented by Jensen in order to construct infinite structures from a struc-
ture of smaller cardinality which has several combinatorial as well as model-theoretic applications
as follows.
• If there is a simplified (κ, 1)-morass with linear limits, then there is κ-Kurepa tree with no
λ-Aronszajn subtrees for any regular infinite λ < κ and no µ-Cantor subtree for any infinite
µ < κ.
• If there is a (κ+, 1)-morass then for every cardinal λ, (λ++, λ)→ (κ++, κ).
• If there is a simplified (κ, 1)-morass with linear limits, then κ holds.
Definition of a gap-1 morass can be found in [BF09]. We recall the definition of the forcing notion
(Qγ ,≤) for adding a gap-1 morass at γ from [BF09] or Theorem 10 of [Fri07].
Definition 2.9. (Adding a gap-1 morass at γ, Theorem 10 of [Fri07]). A condition in Qγ is
a proper initial segment of a morass up to some top level, together with a map of an initial segment
of this top level into γ+ which obeys the requirements of a morass map. To extend a condition we
end extend the morass up to its top level and require that the map from the given initial segment of
17♦ is same as ♦ω1 .
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its top level into γ+ factors as the composition of a map into the top level of the stronger condition
followed by the map given by the stronger condition into γ+.
We have the fact that (Qγ ,≤) is γ-closed and γ+-c.c. from Proposition 50 and Proposition 52
of [Tay07]. We recall the fact that the existence of a gap-1 morass at γ is upward absolute to
a cofinality preserving generic extension from [Apt09]. The theory of Morass is well developed
and it is known how to construct Morass in L [Fri00].
3. Basics for constructions in ZF
3.1. Large Cardinals. In this section we define large cardinals in the context of ZF for section 4,
5, 6, 7 and 8. We recall the necessary large cardinal definitions from ‘The Higher Infinite’ [Kan09]
of Akihiro Kanamori.
Definition 3.1. Given an uncountable cardinal κ, we recall the following definitions.
(1) κ is strongly inaccessible if its a regular and a strong limit cardinal.
(2) κ is Ramsey if for all f : [κ]<ω → 2, there is a homogeneous set X ⊆ κ for f of order type
κ.
(3) κ is almost Ramsey if for all α < κ and f : [κ]<ω → 2, there is a homogeneous set X ⊆ κ
for f having order type α.
(4) κ is µ-Rowbottom if for all α<κ and f : [κ]<ω → α, there is a homogeneous set X ⊆ κ for
f of order type κ such that |f
′′
[X ]<ω|<µ. κ is Rowbottom if it is ω1-Rowbottom. Filter F
on κ is a Rowbottom filter on κ if for any f : [κ]<ω → λ, where λ<κ there is a set X ∈ F
such that |f
′′
[X ]<ω| ≤ ω.
(5) κ is measurable if there is a κ-complete free ultrafilter on κ. In ZF an ultrafilter U over
κ is normal if and only if for every regressive f : κ → κ there is an X ∈ U such that f is
constant on X (Lemma 0.8 of [Dim11]). Thus we say a κ-complete ultrafilter U is normal
if for every regressive f : κ→ κ there is an X ∈ U such that f is constant on X .
(6) For a set A we say U a fine measure on Pκ(A) if U is a κ-complete ultrafilter and for any
i ∈ A, {x ∈ Pκ(A) : i ∈ x} ∈ U . We say U is a normal measure on Pκ(A), if U is a fine
measure and if f : Pκ(A) → A is such that f(X) ∈ X for a set in U , then f is constant
on a set in U . κ is λ-strongly compact if there is a fine measure on Pκ(λ), it is strongly
compact if it is λ-strongly compact for all κ ≤ λ.
(7) κ is λ- supercompact if there is a normal measure on Pκ(λ), it is supercompact if it is λ-
supercompact for all κ ≤ λ.
From now on we will say strongly inaccessible cardinals as inaccessible cardinals. We recall that a
limit of Ramsey cardinals is an almost Ramsey cardinal in ZF (Proposition 1 of [AP08c]).
3.2. Levy–Solovay Theorem. We state a part of Levy–Solovay Theorem (Theorem 21.2 of
[Jec03]). By a small forcing extension with respect to κ we mean a forcing extension V [G] obtained
from V after forcing with a partially ordered set of size less than κ.
Theorem 3.2. Let κ be an infinite cardinal, and let P be a partially ordered set of size less than
κ. Let G be a P-generic filter over V.
• If κ is Ramsey in V, then κ is Ramsey in V [G].
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• If κ is measurable with a κ-complete ultrafilter U in V then κ is measurable with a κ-
complete ultrafilter U1 = {X ⊆ κ : X ∈ V [G], ∃Y ∈ U [Y ⊆ X ]} defined in V [G] generated
by U in V [G].
Proof. Proof of preserving Ramseyness follows from Theorem 21.2 of [Jec03] and proof of preserv-
ing measurability and the fact that κ-complete ultrafilters in the ground model generate κ-complete
ultrafilters in the small forcing extensions with respect to κ follows from the Levy–Solovay The-
orem in [LS67]. 
We can even see that fine measures generate fine measures in small forcing extensions by Lemma
26 of [Ina13]. Consequently, by Levy–Solovay Lemma (Lemma 27 of [Ina13]) and Theorem
29 of [Ina13] we can say if given γ ≥ κ and κ is γ-supercompact with κ-complete normal ultrafiler U
over Pκ(γ) in the ground model then κ remains γ-supercompact with κ-complete normal ultrafilter
U
′
generated by U on Pκ(γ) in the small forcing extension with respect to κ.
3.3. Symmetric extension. Symmetric extensions are symmetric submodels of the generic ex-
tension containing the ground model, where the axiom of choice can consistently fail. Let P be a
forcing notion, G be a group of automorphisms of P and F be a normal filter of subgroups over G.
We recall the following Symmetry Lemma from [Jec03].
Theorem 3.3. (Symmetry Lemma, Lemma 14.37 of [Jec03]). Let P be a forcing notion,
ϕ be a formula of the forcing language with n variables and let σ1, σ2, ...σn ∈ V P be P-names. If
a∈ Aut(P), then p  ϕ(σ1, σ2, ...σn)⇔ a(p)  ϕ(a(σ1), a(σ2), ...a(σn)).
For τ ∈ V P, we denote the symmetric group with respect to G by symGτ = {g ∈ G : gτ = τ} and say
τ is symmetric with respect to F if symGτ ∈ F . Let HSF be the class of all hereditary symmetric
names. We define symmetric extension of V or symmetric submodel of V [G] with respect to F as
V (G)F = {τG : τ ∈ HSF}. For the sake of our convenience we omit the subscript F sometimes
and call V (G)F as V (G).
Definition 3.4. (Symmetric System, Definition 2.1 of [AY]). We say 〈P,G,F〉 is a sym-
metric system if P is a forcing notion, G the automorphism group of P and F a normal filter of
subgroups over G.
Definition 3.5. (F-Tenacious system, Definition 4.6 of [Kar16]). Let 〈P,G,F〉 be a symmet-
ric system. A condition p ∈ P is F-tenacious if {π ∈ G : π(p) = p} ∈ F . We say P is F-tenacious
if there is a dense subset of F-tenacious conditions. We say 〈P,G,F〉 is a tenacious system if P is
F-tenacious.
Asaf Karagila and Yair Hayut proved in Appendix A of [Kar16] that every symmetric system is
equivalent to a tenacious system. Thus, it is natural to assume tenacity and work with tenacious
system. We recall the following theorem which states that the symmetric extension V (G) is a
transitive model of ZF.
Theorem 3.6. (Lemma 15.51 of [Jec03]). If 〈P,G,F〉 is a symmetric system and G is a V-
generic filter, then V (G) is a transitive model of ZF and V ⊆ V (G) ⊆ V [G].
Definition 3.7. (Weakly Homogeneous forcing notion, Definition 3.15 of [Kar16]). A
forcing notion P is weakly homogeneous if for any p, q ∈ P, there is an automorphism a : P → P
such that a(p) and q are compatible.
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We recall the fact that Easton support products of weakly homogeneous forcing notions are weakly
homogeneous. A crucial feature of symmetric extensions on weakly homogeneous forcings18 are
that they can be approximated by certain intermediate submodel where AC holds.
3.4. Failure of a weaker form of the axiom of choice. A weaker version of the axiom of choice
is ACκ for a cardinal κ. We use ACκ to denote the statement “Every family of κ non-empty sets
admits a choice function”. Given a cardinal κ, failure of ACκ is possible if κ
+ is singular. This is
due to the following well known fact.
Fact 3.8. ACκ =⇒ cf(λ) > κ for all successor cardinal λ.
We sketch another way of refuting ACκ. One of the weaker forms of AC is ACA(B) which states
that for each set X of non-empty subsets of B, if there is an injection from X to A then there is
a choice function for X . We recall Lemma 0.2, Lemma 0.3 and Lemma 0.12 from [Dim11].
Under ACA(B), if there is a surjection from B to A, then there is an injection from A to B. We
recall that if κ is measurable with a normal measure or weakly compact and α < κ then there is no
injection f : κ→ P(α) and in ZF for every infinite cardinal κ, there is a surjection from P(κ) onto
κ+. The following lemma states that if a successor cardinal κ is either measurable with normal
measure or weakly compact then ACκ fails.
Lemma 3.9. Let κ = α+ be a successor cardinal. If κ is measurable with normal measure or weakly
compact then ACα+(P(α)) fails.
Proof. Let ACα+(P(α)) holds. We show κ = α
+ is neither measurable with normal measure nor
weakly compact. In ZF, there is a surjection from P(α) onto α+. Now ACα+(P(α)) implies there
is an injection f
′
from α+ to P(α) which states that κ = α+ is neither measurable with normal
measure nor weakly compact. 
4. Preserving Dependent choice in symmetric extensions
Dependent Choice, denoted by DC or DCω, is a weaker version of the Axiom of choice (AC) which
is strictly stronger19 than the countable choice, denoted by ACω . This principle is strong enough to
give the basis of analysis as it is equivalent to the Baire Category Theorem which is a fundamental
theorem in functional analysis. Further, DC is equivalent to other important theorems like the
countable version of the Downward Lo¨weinheim–Skolem theorem and every tree of height ω without
a maximum node has an infinite branch etc. On the other hand, AC has several controversial
applications like the existence of a non-Lebesgue measurable set of real numbers, Banach–Tarski
Paradox and the existence of a well-ordering of real numbers whereas DC does not have such
counter-intuitive consequences. Thus it is desirable to preserve dependent choice in symmetric
extensions.
We denote the principle of Dependent Choice for κ by DCκ for a cardinal κ. This principle
states that for every non-empty set X , if R is a binary relation such that for each ordinal α < κ,
and each f : α → X there is some y ∈ X such that f R y, then there is f : κ → X such that for
18Given infinite cardinals κ, µ and a regular cardinal λ, the Cohen forcing (Add(κ, µ)), Levy collapse (Col(λ,< κ)),
Shooting a club through a stationary set S ⊆ λ using closed and bounded subsets of S as conditions (Club(S)), Sacks
forcing and Prikry forcing are some examples of weakly homogeneous forcings.
19In Howard–Rubin’s first model (N38 in [HR98]), ACω holds but DCω fails.
COMBINATORIAL PRINCIPLES AND SOME QUESTIONS CONCERNING L-LIKE PROPERTIES AND DCκ 15
each α < κ, f ↾ α R f(α). We denote the assertion (∀λ < κ)DCλ by DC<κ. The axiom of choice
is equivalent to ∀κ(DCκ) and DCκ implies ACκ.
Asaf Karagila proved in Lemma 1 of [Kar14], that DC<κ can be preserved in the symmetric
extension in terms of the symmetric system 〈P,G,F〉, if P is κ-closed and F is κ-complete. In
Lemma 3.3 of [Kar], Asaf Karagila and the author both observed that ‘P is κ-closed’ can be
replaced by ‘P has κ-c.c.’ in Lemma 1 of [Kar14]. Specifically we observe the following.
‘If P has κ-c.c., then any antichain is of size less than κ. So by Zorn’s Lemma in the ground
model, there is a maximal antichain of conditions A = {pα : α < γ < κ} extending p such that for
all α < γ, pα  f˙(αˆ) = t˙α where t˙α ∈ HS and then we can follow Lemma 1 of [Kar14] to finish
the proof.’
We also note that the natural assumption that 〈P,G,F〉 is a tenacious system is required in the
proof as written by Asaf Karagila in Lemma 3.3 of [Kar].
Lemma 4.1. (Lemma 3.3 of [Kar]). If P has κ-c.c. and F is κ-complete then DC<κ is preserved
in the symmetric extension in terms of the symmetric system 〈P,G,F〉.
We can slightly generalize Lemma 1 of [Kar14] and prove that if P is κ-strategically closed and
F is κ-complete then DC<κ holds in the symmetric extension in terms of the symmetric system
〈P,G,F〉.
Lemma 4.2. If P is κ-strategically closed and F is κ-complete then DC<κ is preserved in the
symmetric extension in terms of the symmetric system 〈P,G,F〉.
Proof. Let G be a P-generic filter over V . Let δ < κ, we show DCδ holds in V (G). Let X and R
are elements of V (G) as in the assumptions of DCδ. Since AC is equivalent to ∀κ(DCκ) and V [G]
a model of AC, using ∀κ(DCκ) in V [G], we can find a f : δ → X in V [G]. We show this f : δ → X
is in V (G). Let p  f˙ is a function whose domain is δ and range a subset of V (G). Consider a game
of length κ, between two players I and II who play at odd stages and even stages respectively such
that initially II chooses a trivial condition and I chooses a condition extending p and at non-limit
even stages 2α > 0, II chooses a condition extending the condition of the previous stage deciding
f˙(αˆ) = t˙α where t˙α is in HS. By κ-strategic closure of P, II has winning strategy. Thus, we can
assume the existence of an increasing sequence of conditions 〈pα : α < δ〉 extending p such that
pα  f˙(αˆ) = t˙α where t˙α is in HS for each α < δ. It is enough to show that f˙ = {t˙β : β < δ} is in
HS which follows using κ-completeness of F as done in Lemma 1 of [Kar14]. 
4.1. An application. In [Jec68], Thomas Jech proved that ℵ1 can be measurable assuming the
consistency of ‘ZFC + there is a measurable cardinal’. Assuming the consistency of ‘ZFC + GCH +
there is a measurable cardinal’, we observe that any successor of a regular cardinal (for example ℵ1,
ℵ2, ℵω+2, as well as ℵω1+2) can be a measurable cardinal carrying an arbitrary number of normal
measures in a symmetric extension where dependent choice is preserved.
Sy–David Friedman and Menachem Magidor proved that a measurable cardinal can be forced to
carry arbitrary number of normal measures in ZFC.
Lemma 4.3. (Theorem 1 of [MF09]). Assume GCH. Suppose that κ is a measurable cardinal
and let α be a cardinal at most κ++. In a cofinality preserving forcing extension, then κ carries
exactly α normal measures.
16 AMITAYU BANERJEE
We recall the definition of a symmetric collapse from [AY].
Definition 4.4. (Symmetric Collapse, Definition 4.1 of [AY]). Let κ < λ be two infinite
cardinals. The symmetric collapse is the symmetric system 〈P,G,F〉 defined as follows.
• P = Col(κ,< λ).
• G is the group of automorphisms π such that there is a sequence of permutations −→π = 〈πα :
κ < α < λ〉 such that πα is a permutation of α satisfying πp(α, β) = παp(α, β).
• F is the normal filter of subgroups generated by fix(E) for bounded E ⊆ λ, where fix(E) is
the group {π : ∀α ∈ E, πp(α, β) = p(α, β)}.
Lemma 4.5. Let κ < λ be two infinite cardinals and 〈P,G,F〉 is the symmetric collapse where
P = Col(κ,< λ). Then, F is κ-complete.
Proof. Fix γ < κ and let, for each β < γ, Kβ ∈ F . There must be bounded Eβ ⊆ λ for each β < γ
such that fixEβ ⊆ Kβ. Next, fix(∪β<γEβ) ⊆ ∩β<γ fixEβ ⊆ ∩β<γKβ and ∪β<γEβ is a bounded
subset of λ implies ∩β<γKβ ∈ F . 
We observe that after a symmetric collapse, the successor of a regular cardinal can be a measurable
cardinal carrying an arbitrary number of normal measures assuming the consistency of a measurable
cardinal. Further we can preserve dependent choice in certain cases.
Theorem 4.6. Let V be a model of ZFC + GCH with a measurable cardinal κ. Let, λ be any
cardinal at most κ++. There is then a symmetric extension where for a regular cardinal η < κ,
κ = η+ is a measurable cardinal carrying λ normal measures. Moreover, ACκ fails and DC<η
holds20 in the symmetric model.
Proof. Applying Lemma 4.3, we obtain a cofinality preserving forcing extension V ′ of V where
κ is a measurable cardinal with λ many normal measures. Let η < κ be a regular cardinal in V ′,
and V ′(G) be the symmetric extension of V ′ obtained by the symmetric collapse 〈P,G,F〉 where
P = Col(η,< κ) and G be a P-generic filter over V ′. In V ′(G), κ = η+. We can also have the
following in V ′(G).
• By Lemma 2.4 and Lemma 2.5 of [Apt01], κ remains a measurable cardinal with λ many
normal measures.
• Since κ is a successor as well as a measurable cardinal, ACκ fails using Lemma 3.9.
• Since P is η-closed and the filter F is η-complete, by Lemma 4.5, DC<η holds using
Lemma 1 of [Kar14].

We note that we can improve Dependent choice slightly by constructing another symmetric exten-
sion as follows.
Theorem 4.7. Let V be a model of ZFC + GCH with a measurable cardinal κ. Let, λ be any
cardinal at most κ++. There is then a symmetric extension where for a regular cardinal η < κ,
κ = η+ is a measurable cardinal carrying λ normal measures. Moreover, ACκ fails and DC<κ holds
in the symmetric model.
20If we assume η > ω.
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Proof. We replace the symmetric collapse of the previous proof by constructing a symmetric exten-
sion based on symmetric system 〈P,G,F〉 as follows.
• P = Col(η,< κ).
• G be the automorphism group of P.
• F be the filter generated by fix(α) groups for α ∈ [η, κ), where fix(α) = {π ∈ Aut(P) : π ↾
α = id}.
Similar to the previous proof, in V ′(G), κ = η+, κ remains a measurable cardinal with λ many
normal measures and ACκ fails. Since P is κ-c.c. and the filter F is κ-complete, DC<κ holds using
Lemma 4.1. 
5. Failure of GCH at limit cardinals below a supercompact cardinal
In this section we proveTheorem 1.3 applying Lemma 4.1 by constructing a symmetric extension
in terms of a symmetric system 〈P,G,F〉. Consequently, we can answer Question 1.1 asked by
Arthur Apter.
Proof. (Theorem 1.3).
(1) Defining ground model (V ): At one stage of the construction in Theorem 3 of [Apt12],
there is an enumeration {κi : i < κ} of a club C ⊆ κ of inaccessible and limit cardinals
below a supercompact cardinal κ such that 2κi = κ++i holds.
(2) Defining symmetric system 〈P,G,F〉:
• Let P be the Easton support product of Pα = Col(κ
++
α , < κα+1) where α < κ.
• Let G be the Easton support product of the automorphism groups of each Pα.
• Let F be the filter generated by fix(α) groups for α < κ, where
fix(α) = {π ∈ Πα<κAut(Pα) : π ↾ α = id}.
(3) Defining symmetric extension of V : Let G be a P-generic filter. We construct a model
V (G)F by the symmetric system 〈P,G,F〉 defined above in (2) and call it as V (G) for the
sake of our convenience.
Since each Pα is weakly homogeneous, we can have the lemma which tells that every set of
ordinals in V (G) is added by a bounded part of the product.
Lemma 5.1. If A∈ V (G) is a set of ordinals, then A ∈ V [G ↾ α] for some α < κ.
Proof. Let A˙ = {〈p, ǫˆ〉 : p  ǫˆ ∈ A˙} ∈ HS, q˙  ǫˆ ∈ A˙ and let β support ǫˆ and A˙. Let, for the sake
of contradiction q˙ ↾ β 6 ǫˆ ∈ A˙. Then, there is a q˙′ such that q˙′ ≤ q˙ ↾ β such that q˙′  ¬(ǫˆ ∈ A˙).
Since each Pα is weakly homogeneous, the Easton support product is weakly homogeneous too.
Thus there is a a ∈ fixβ such that a(q˙) || q˙′. By Symmetry Lemma, a(q˙)  a(ǫˆ) ∈ a(A˙). Since β
supports ǫˆ and A˙ and a ∈ fixβ we get a(q˙)  ǫˆ ∈ A˙ which is a contradiction. Thus, q˙ ↾ β  ǫˆ ∈ A˙.
If α = supβ then we get that {〈〈q˙ ↾ α〉, ǫˆ〉 : q˙  ǫˆ ∈ A˙} is a name for A. 
In order to prove κ remains supercompact in V (G), we refer to Levy Solovay Lemma (Lemma
27 of [Ina13]) and Theorem 29 of [Ina13].
Lemma 5.2. In V (G), κ is supercompact.
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Proof. Let γ ≥ κ be arbitrary. We show if U is a normal measure on Pκ(γ) in V (since κ is
supercompact in V ), then U1 = {Y ⊆ Pκ(γ) : ∃X ∈ U(X ⊆ Y )} defined in V (G) generated by U is
a normal measure on Pκ(γ) in V (G).
Ultrafilter: Let (X ⊆ Pκ(γ))V (G) and (f : Pκ(γ) → 2)V (G) be an indicator function of X . By
Lemma 5.1 for some α < κ we get f ∈ V [G ↾ α]. Now we can say G ↾ α is P′-generic over
V where |P′| < κ. By Levy–Solovay Lemma we get a Y ∈ U and (g : Y → 2)V such that
V [G ↾ α] |= f ↾ Y = g. So, V (G) |= f ↾ Y = g. Since, U is an ultrafilter on Pκ(γ) in V there
is exactly one i ∈2 such that g−1(i) ∈ U . Thus there exist a Z∈ U such that V (G) |= Z ⊆ X or
V (G) |= Z ⊆ Pκ(γ)\X . So exactly one of X and Pκ(γ)\X is in U1.
κ-complete: Let δ < κ and (f : Pκ(γ) → δ)V (G) be given. By Lemma 5.1, for some α < κ we
have f ∈ V [G ↾ α]. Again G ↾ α is P′-generic over V where |P′| < κ. By Levy Solovay Lemma
there exist Y ∈ U , (g : Y → δ)V such that V [G ↾ α] |= f ↾ Y = g. So, V (G) |= f ↾ Y = g. Since, U
is κ-complete in Pκ(γ) in V , g
−1(β) ∈ U for some β ∈ δ. Thus f−1(β) ∈ U1 for some β ∈ δ.
Fineness: Let X ∈ (Pκ(γ))V (G). By Lemma 5.1, for some α < κ we have X ∈ Pκ(γ)V [G↾α]. Let
U ′ be the fine measure generated by U on Pκ(γ)V [G↾α] (Theorem 29 of [Ina13]). Now, U ⊆ U ′ ⊆ U1
and Pκ(γ)V [G↾α] ⊆ Pκ(γ)V (G) implies U1 is fine.
Choice function: Let V (G) |= f : Pκ(γ)→ γ and V (G) |= ∀X ∈ Pκ(γ)(f(X) ∈ X). By Lemma
5.1, for some α < κ we get h = f ↾ (Pκ(γ))V ∈ V [G ↾ α], then by Levy Solovay Lemma we get
Y ∈ U and (g : Y → γ)V such that V [G ↾ α] |= h ↾ Y = g. Now by normality of U in V we get a
set x in U such that g is constant on x in V [G ↾ α] and so h is constant on a set in U . Hence, we
will get a set y in U1 such that f is constant on y in V (G). 
Lemma 5.3. In V (G), DC<κ holds.
Proof. We see that F is κ-complete. Fix γ < κ and let, for each β < γ, Kβ ∈ F . There must
be fixβ for each β < γ such that fixβ ⊆ Kβ. Next, fix(max{β : β < γ}) ⊆ ∩β<γ fixβ ⊆ ∩β<γKβ
implies ∩β<γKβ ∈ F . Since P is the Easton support product of the appropriate Levy collapse, P
has κ-c.c. Since F is κ-complete and P has κ-c.c., we obtain DC<κ in V (G) by Lemma 4.1. 
Lemma 5.4. In V (G), ACκ fails.
Proof. Since (κ++α )
V = (κ++α )
V (G) for α < κ, we can define in V (G) the set Xα = {x ⊆ (κ++α )
V : x
codes a well ordering of (κ+++α )
V of order type (κ++α )
V }. We claim the sequence 〈Xα : α < κ〉 ∈
V (G), each Xα 6= ∅ but (Πα<κXα)
V (G) = ∅. Otherwise let y ∈ (Πα<κXα)
V (G) be a set of ordinals.
There is then a γ < κ such that y ∈ V [G ↾ γ] by Lemma 5.1 and V [G ↾ γ] is V -generic over P
such that |P| < κ. There is then a final segment of the sequence 〈(κ+++α ) : α < κ〉 which remains a
sequence of cardinals in V [G ↾ γ] which is a contradiction. 
We prove that in V (G), GCH holds at a limit cardinal δ if and only if δ > κ. Since GCH implies
AC, GCH is weakened to a form which states that there is no injection from δ++ into P(δ) in
Theorem 3 of [Apt12]. We follow this weakened version of GCH in our following lemma.
Lemma 5.5. In V (G), GCH holds for a limit cardinal δ if and only if δ > κ.
Proof. Since P has κ-c.c., cardinals above κ are preserved in V [G]. Also, P ⊆ Vκ. Thus for any
limit cardinal δ > κ there is no injection from δ++ into P(δ) in V [G], since GCH holds above κ in
V . Consequently, there is no injection from δ++ into P(δ) in V (G).
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We show that if δ ≤ κ is a limit cardinal then δ++ can be injected into P(δ) in V (G). Since
V
V (G)
κ = V
V [G]
κ , we note that it is enough to prove this phenomenon in V [G]. If δ < κ is a limit
cardinal in V [G], then δ = κi for some i < κ. Since δ ∈ C, we have 2δ = δ++. Now, we can write
V [G] = V [G1][G2] where G1 is V -generic over P1 which is δ
++-c.c. and G2 is V [G1]-generic over P2
which is δ++-closed. Thus, δ++ is not collapsed in V [G]. By similar arguments, κ++ injects into
P(κ) in V (G) since 2κ = κ++ holds in V and cardinals at and above κ are same in V , V (G) and
V [G]. 

Remark 1. In Theorem 1 of [Apt01], assuming ‘o(κ) = δ∗ for δ∗ ≤ κ+ any finite or infinite
cardinal’ Arthur Apter constructed an analogous symmetric extension where DC<κ holds and
where κ can carry an arbitrary number of normal measures regardless of the specified behavior of
the continuum function on sets having measure one with respect to every normal measure over κ.
We observe that we can obtain the result of Theorem 1 of [Apt01] starting from just one measurable
cardinal κ if we use Theorem 1 of [MF09] by Friedman and Magidor instead of passing to an
inner model of Mitchell from [Mit74].21
Corollary 5.6. (of Theorem 1 of [Apt01]). Let V be a model of ZFC + GCH with a measurable
cardinal κ and let λ be a cardinal at most κ++. There is then a symmetric extension with respect to
a symmetric system 〈P,G,F〉 where κ is a measurable cardinal carrying λ many normal measures
〈U∗α : α < λ〉. Moreover for each α < λ, the set {δ : 2
δ = δ++ and δ is inaccessible} ∈ U∗α
22 and
DC<κ holds.
Remark 2. Arthur Apter used analogous arguments in Lemma 2.2 of [Apt01], similar to Lemma
4.1 to preserve a certain amount of dependent choice in some symmetric models (e.g. symmetric
models from Theorem 1 of [Apt01], Theorem of [Apt00] and Theorem 2 of [Apt12]).
6. Proving Ioanna Dimitriou’s Conjecture
Ioanna Dimitriou conjectured thatDCω would fail in the symmetric extension constructed in Section
1.4 of [Dim11]. We observe that ACω fails in it and thus prove Theorem 1.5. The exposition of
the work in this section is in the terminology of Ioanna Dimitriou from [Dim11] which involves the
terminologies like Approximation Lemma, Approximation property and (G, I)-homogeneous forcing
notion.
For E ⊆ P, let us define the pointwise stabilizer group to be fixGE = {g ∈ G : ∀p ∈ E, g(p) = p} i.e.
it is the set of automorphisms which fix E pointwise. Again we denote fixGE by fix E for the sake
of convenience. A subset I ⊆ P(P) is called G-symmetry generator if it is closed under unions and if
for all g ∈ G and E ∈ I, there is an E′ ∈ I s.t. g(fixE)g−1 ⊇ fixE′. It is possible to see that if I is
a G symmetry generator, then the set {fixE : E ∈ I} generates a normal filter over G (Proposition
1.23 of Chapter 1 in [Dim11]). Let I be the G symmetry generator generating a normal filter F
over G, we say E ∈ I supports a name σ ∈ HS if fixE ⊆ sym(σ). Since P,G and I are enough to
define a symmetric extension, we define a symmetric triple 〈P,G, I〉 and work with it.
21as done in the proof of Theorem 1 of [Apt01].
22There is nothing specific about δ++, the continuum function can take any value.
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κ′ǫ1
κǫ1
κ′ǫ2
κǫ2
κ′ǫm
κǫm
α1
α2
αm
V [G ∩Ea]
...
...
...
finitely many
...
Figure 1. In V [G ∩ Ea] an inner model of V (G), for m ∈ ω and a = {α1, ...αm}
the interval (κ′ǫi , αi) has collapsed to κ
′
ǫi
where for each 1 ≤ i ≤ m, there is a
distinct ǫi such that αi ∈ (κ′ǫi , κǫi).
Definition 6.1. (Symmetric Triple 〈P,G, I〉). We say 〈P,G, I〉 is a symmetric triple if P is a
forcing notion, G an automorphism group and I a G-symmetry generator.
Let 〈P,G, I〉 be a symmetric triple, then I is projectable for the pair (P,G) if for every p ∈ P and
every E ∈ I, there is a p∗ ∈ E that is minimal in the partial order and unique such that p∗ ≥ p. We
call p ↾ E = p∗ the projection of p to E. We say that P is (G, I)-homogeneous if for every E ∈ I,
every p ∈ P and every q ≤ p ↾ E there is an automorphism a ∈ fixE s.t. a(p) ‖ q. 〈P,G, I〉 has the
approximation property if for all formula ϕ with n free variables, names σ1, σ2, ...σn ∈ HS all with
support E ∈ I and for every p ∈ P, p  ϕ(σ1, σ2, ...σn) implies that p ↾ E  ϕ(σ1, σ2, ...σn).
Lemma 6.2. (Lemma 1.27 of [Dim11]). Let 〈P,G, I〉 be a symmetric triple. If P is (G, I)-
homogeneous, then (P,G, I) has the approximation property.
Lemma 6.3. (Approximation Lemma, Lemma 1.29 of [Dim11]). Let 〈P,G, I〉 be a symmetric
triple. If 〈P,G, I〉 has the approximation property then for all set of ordinals X ∈ V (G), there exists
an E ∈ I and an E name for X. Thus, X ∈ V [G ∩ E].
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Proof. (Theorem 1.5). Firstly, we give a description of the symmetric extension constructed in
Section 1.4 of [Dim11] as follows.
(1) Defining ground model (V ): Let V be a model of ZFC, ρ is an ordinal, and K = 〈κǫ :
0 < ǫ < ρ〉 is a sequence of regular cardinals with a regular cardinal κ0 below all the regular
cardinals in K.
(2) Defining a triple (P,G, I):
• For each ǫ ∈ (0, ρ) we define the following cardinals,
κ′1 = κ0,
κ′ǫ = κ
+
ǫ−1 if ǫ is a successor ordinal,
κ′ǫ = ((∪ζ<ǫκζ)
+)V if ǫ is a limit ordinal and ∪ζ<ǫκζ is singular,
κ′ǫ = (∪ζ<ǫκζ)
++ if ǫ is a limit ordinal and ∪ζ<ǫκζ = κǫ is regular,
κ′ǫ = ∪ζ<ǫκζ if ǫ is a limit ordinal and ∪ζ<ǫκζ < κǫ is regular.
Let P = Π0<i<ρFn(κ
′
i, κi, κ
′
i) be the set support product of Fn(κ
′
i, κi, κ
′
i) ordered
componentwise where for each 0 < i < ρ, Fn(κ′i, κi, κ
′
i)= {p : κ
′
i ⇀ κi : |p| < κ
′
i and p
is an injection} ordered by reverse inclusion. Also p : κ′i ⇀ κi is denoted as a partial
function from κ′i to κi.
• G = Π0<i<ρGi where for each 0 < i < ρ, Gi is the full permutation group of κi that
can be extended to Pi by permuting the range of its conditions, i.e., for all a ∈ Gi and
p ∈ Pi, a(p) = {(ψ, a(β)) : (ψ, β) ∈ p}.
• For m < ω and e = {αi : i ≤ m} is a sequence of ordinals such that for each 1 ≤ i ≤ m,
there is a distinct ǫi ∈ (0, ρ) such that αi ∈ (κ′ǫi , κǫi). We define Ee = {〈∅, ..., pǫ1 ∩
(κ′ǫ1×α1), ∅, ..., pǫ2∩(κ
′
ǫ2
×α2), ∅, ..., pǫi∩(κ
′
ǫi
×αi), ∅, ...pǫm∩(κ
′
ǫm
×αm), ∅, ...〉;
−→p ∈ P}
and I = {Ee : e ∈ Π
fin
0<i<ρ(κ
′
i, κi)}, where Π
fin
0<i<ρ(κ
′
i, κi) is the finite support product.
(3) Defining symmetric extension of V : Clearly, I is a projectable symmetry generator
with projections −→p ↾ Ee = 〈∅, ..., pǫ1 ∩ (κ
′
ǫ1
× α1), ∅, ...pǫ2 ∩ (κ
′
ǫ2
× α2), ∅, ...pǫm ∩ (κ
′
ǫm
×
αm), ∅, ...〉. Let G be a P-generic filter. We consider the symmetric model V (G)FI as our
desired symmetric extension.
It is possible to see that P is (G, I)-homogeneous and so 〈P,G, I〉 has the approximation property.
We prove that ACω fails in V (G)
FI .
Lemma 6.4. ACω fails in V (G)
FI .
Proof. Since (κ′n)
V = (κ′n)
V (G) for n < ω we can define in V (G) the set Xn = {x ⊆ (κ′n)
V : x codes
a well ordering of ((κ′n)
+)V of order type (κ′n)
V }. We claim the sequence 〈Xn : n < ω〉 ∈ V (G), each
Xn 6= ∅ but (Πn<ωXn)V (G) = ∅. Otherwise let y ∈ (Πn<ωXn)V (G) be a set of ordinals. Thus, there
is an e = {α1, ...αm} such that y ∈ V [G ∩ Ee] by Lemma 6.3. Let there are distinct ǫi such that
αi ∈ (κ
′
ǫi
, κǫi) as inFigure 1 and let l be max{ǫi : αi ∈ e} such that l is an integer. Next letM = {i :
ǫi ≤ l} andM ′ = {i : ǫi > l}. Then V [G∩Ee] is Πi∈MFn(κ′ǫi , αi, κ
′
ǫi
)∗Πi∈M ′Fn(κ′ǫi , αi, κ
′
ǫi
)-generic
over V . By closure properties of Πi∈M ′Fn(κ
′
ǫi
, αi, κ
′
ǫi
), all elements of the sequence 〈(κ′n)
+ : n < ω〉
remain cardinals after forcing with Πi∈M ′Fn(κ
′
ǫi
, αi, κ
′
ǫi
). Next, since M is finite we can find
j < ω such that for all r ≥ j, |Πi∈MFn(κ′ǫi , αi, κ
′
ǫi
)| < κr. Thus, a final segment of the sequence
〈(κ′n)
+ : n < ω〉 remains a sequence of cardinals in V [G ∩Ee] which is a contradiction. 

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7. Consecutive large cardinals
We prove Theorem 1.6 in this section and weaken the assumptions of Theorem 2 of [Apt83].
Simultaneously we study a symmetric extension in terms of symmetric system based on another
finite support iteration, similar to the one in Section 6. Consequently, ACω fails. We recall the
terminology of a G-symmetry generator I from the last section.
Proof. (Theorem 1.6).
(1) Defining ground model(V ): Let V1 be a model of ZFC, where κ < δ < λ are cardi-
nals such that κ is supercompact, λ is a measurable cardinal, and δ is λ-supercompact.
Following Theorem 2 of [Apt83], we can consider a forcing extension V2 of V1 where
the supercompactness of κ is indestructible under κ-directed closed forcing notions and
λ-supercompactness of δ is indestructible under δ-directed closed forcing notions. Let
V3 = V2(H) be the symmetric extension based on the symmetric system constructed in
Theorem 4.7 where P = Col(δ,< λ). Consequently, we obtain that λ = δ+ is measurable
and DCδ holds in V3. Following Lemma 2.2 of [Apt83], we can see that in V3, δ remains
weakly compact.
Let V4 be the symmetric extension based on a generalised version of Prikry forcing,
considering V3 as the ground model as constructed in Theorem 1 of [Apt85]. In V4, we
have the following properties following Lemma 2.2 of [Apt83].
• V4 |= cf(κ) = ω and κ is a Rowbottom cardinal carrying a Rowbottom filter.
• V4 |= κ+ is weakly compact and κ++ is measurable.
By arguments of Lemma 1.7 of [Apt85], there is a sequence of measurable cardinals
{κi : i < ω} in V4 whose limit is κ. We call V4 as our ground model V for the sake of
uniformity.
(2) Defining a triple 〈P,G, I〉:
• Let P = Πi<ωPi be a set support product where P0 = Col(ω,< κ0), and for each
0 < i < ω, Pi = Col(κi−1, < κi).
• G = Π0<i<ρGi where for each 0 < i < ρ, Gi is the full permutation group of κi that
can be extended to Pi by permuting the range of its conditions, i.e., for all a ∈ Gi and
p ∈ Pi, a(p) = {(ψ, a(β)) : (ψ, β) ∈ p}.
• Let αi ∈ (κǫi−1, κǫi). We define Eαi = {〈∅, ...pǫi ∩ (κǫi−1 × αi), ∅, ...〉;
−→p ∈ P} and
I = {Eαi : αi ∈ (κǫi−1, κǫi)} is the collection of all Eαi for every αi ∈ (κǫi−1, κǫi).
(3) Defining symmetric extension of V : Let G be a P-generic filter. We consider the
symmetric model V (G)FI as our desired symmetric extension and call it as V (G).
Since the forcing notions involved are weakly homogeneous, we can have a lemma similar to Lemma
6.3 which tells that if A ∈ V (G) is a set of ordinals, then A ∈ V [G ∩ Eαi ] for some Eαi ∈ I.
Following Theorem 2 of [Apt83], in V (G), ℵω+1 is weakly compact, ℵω+2 is measurable
23 and ℵω
is a Rowbottom cardinal carrying a Rowbottom filter.24
Lemma 7.1. In V (G), for 1 ≤ n < ω, each ℵn is Ramsey.
23which follows by Lemma 6.3 and Lemma 3.2.
24which follows by Lemma 2.5 of [Apt85] and Theorem 8.7 of [Kan09].
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Proof. Let f : [κn]
<ω → 2 is in V (G). By Lemma 6.3, f ∈ V [G ∩ Eαi ] for some Eαi ∈ I. Now
V [G ∩ Eαi ] can be written as V [G1][G2] where G1 is P1-generic over V where P1 is a partially
ordered set such that |P1| < κn and G2 is P2-generic over V [G1] such that P2 is κn-closed.
Since κn is measurable in V , it remains measurable in V [G1] by Theorem 3.2, and hence Ramsey
by Corollary 7.18 of [Kan09]. Since P2 is κn-closed and hence add no new subsets of κn, κn
is Ramsey in V [G1][G2] = V [G ∩ Eαi ]. There is then a set H ∈ [κn]
κn homogeneous for f in
V [G ∩Eαi ] and since V [G ∩Eαi ] ⊆ V (G), H ∈ [κn]
κn is homogeneous for f in V (G). 
Lemma 7.2. In V (G), ℵω is an almost Ramsey cardinal.
Proof. In V (G), κ becomes ℵω. We show that λ is an almost Ramsey cardinal. Let f : [κ]<ω → 2 be
in V (G). Since f can be coded by a subset of κ, by Lemma 6.3 for some Eαi ∈ I, f ∈ V [G∩Eαi ].
Now we can see that for every n < ω, κn is Ramsey in V [G ∩ Eαi ]. Hence in V [G ∩ Eαi ], κ being
the supremum of Ramsey cardinals is an almost Ramsey cardinal (Proposition 1 of [AP08c]).
Thus for each β < κ, there is a set Xβ ∈ V [G ∩ Eαi ] ⊆ V (G) which is homogeneous for f and has
order type at least β. Hence, κ is almost Ramsey since f was arbitrary. 

Remark 1. If λ is assumed to be a supercompact cardinal instead of a measurable cardinal in V1,
then applying methods of Lemma 5.2 repeatedly, we can obtain that ℵω+2 remains supercompact
in V (G).
Remark 2. We don’t even need the full supercompactness of κ, and thus we can further weaken the
assumptions. Following Theorem 1 of [Apt85], we can carry out the whole construction assuming
‘κ a 2δ-supercompact cardinal’ and use suitable indestructibility criteria of 2δ-supercompactness.
8. Mutually stationary property of a sequence of stationary subsets
8.1. Mutually Stationary Sets. Let κ be a cardinal. C ⊆ κ is a club set if it is closed and
unbounded. S ⊆ κ is stationary if S ∩C 6= ∅ for every club C. We recall the definition of mutually
stationary sets from Foreman–Magidor [MM01] and a theorem due to Foreman and Magidor.
Definition 8.1. (Mutually Stationary Sets, Definition 1.1 of [Apt04]). Let K be a set of
regular cardinals with supremum λ. Suppose Sκ ⊆ κ for all κ ∈ K. Then 〈Sκ : κ ∈ K〉 is mutually
stationary if and only if for all algebras A on λ, there is an elementary substructure B ≺ A such
that for all κ ∈ B ∩ K, sup(B ∩ κ) ∈ Sκ.
Theorem 8.2. (Theorem 5.2 of [JMM]). Let 〈κi : i < δ〉 be an increasing sequence of measurable
cardinals, where δ < κ0 is a regular cardinal. Let Si ⊆ κi be stationary for each i < δ. It is then
the case that 〈Si : i < δ〉 is mutually stationary.
8.2. Mutually Stationary property in a Symmetric extension. It is not a theorem in ZFC,
that if K consists of an increasing sequence of regular cardinals and for each κ ∈ K, Sκ ⊆ κ is
stationary in κ, then 〈Sκ : κ ∈ K〉 is mutually stationary. In particular, in L, by Theorem 24 of
[MM01], there is a sequence of stationary sets 〈Sn : 1 < n < ω〉 such that Sn ⊆ ℵn, Sn is stationary
and consists of points having cofinality ℵ1, yet 〈Sn : 1 < n < ω〉 is not mutually stationary. Foreman
24 AMITAYU BANERJEE
and Magidor asked25 whether it is possible to construct a model of ZFC where if 〈Sn : 1 ≤ n < ω〉
is such that each Sn is stationary on ℵn, then 〈Sn : 1 ≤ n < ω〉 is mutually stationary. Starting
from an ω-sequence of supercompact cardinals, Shelah constructed a model of ZFC in section 6 of
[JMM], where if we define the sequence of stationary sets as follows,
Sfn = {α < ℵn : cf(α) = ℵf(n)} if n > 1 and f : ω → 2 is an arbitrary function.
then the sequence 〈Sfn : 1 < n < ω〉 is mutually stationary. In [Apt04], Arthur Apter gave a complete
answer to the aforementioned question of Foreman and Magidor in a choiceless context. Specifically,
he constructed a symmetric inner model preserving DCω, from a ω-sequence of supercompact
cardinals where if 〈Sn : 1 ≤ n < ω〉 is a sequence of stationary sets such that Sn ⊆ ℵn, then 〈Sn :
1 ≤ n < ω〉 is mutually stationary. In this section we observe that we can weaken the assumption,
and obtain a generalized version of this mutually stationarity phenomenon in a symmetric extension
where DCη is preserved for certain cardinals η, by assuming ‘κ is a 2
κ-supercompact cardinal’ and
prove Theorem 1.7. We recall the terminology of a G-symmetry generator I from section 6.
Proof. (Theorem 1.7). We recall the terminologies of section 6. We construct our symmetric
extension in such a way such that dependent choice holds, unlike the symmetric extension from
section 6.
(1) Defining ground model(V ): Let V be a model of ZFC where κ is a 2κ-supercompact
cardinal. Following Proposition 22.1 of [Kan09], let {κα : 0 < α < κ} be an enumeration
of measurable cardinals below κ. Let κ0 > ω be a regular cardinal below all κα.
(2) Defining a triple (P,G, I):
• Let P be the Easton support product of Pα for α < κ where Pα = Col(κ
+
α , < κα+1)
for α < κ.
• We define G of P by a ∈ G if and only if for all α < κ there is aα ∈ Gα such that
a(〈pα : α < κ〉) = 〈{(ψ, aα(β)) : (ψ, β) ∈ pα} : α < κ〉 where for each α < κ, Gα be the
full permutation group of κα.
• I = {Ee : e ∈ Πα<κ(κ+α , κα+1)} where for every e = {βα : α < κ} ∈ Πα<κ(κ
+
α , κα+1),
Ee = {〈pα ∩ (κ+α × βα) : α < κ〉 :
−→p ∈ P}.
(3) Defining symmetric extension of V : Let G be a P-generic filter. We construct a model
V (G)F by the triple 〈P,G, I〉 defined in (2) above and call it as V (G) for the sake of our
convenience.
Since the forcing notions involved are weakly homogeneous, we can have the following lemma which
tells that every set of ordinals in V (G) is added by an intermediate submodel where AC holds.
Lemma 8.3. If A∈ V (G) is a set of ordinals, then A ∈ V [G ∩ Ee] for some Ee ∈ I.
We can prove that κ remains 2κ-supercompact in V (G) by methods from Lemma 5.2.
Lemma 8.4. In V (G), κ is 2κ-supercompact.
Proof. Let γ = 2κ. We show if U is a normal measure on Pκ(γ) in V (since κ is 2κ-supercompact
in V ), then U1 = {Y ⊆ Pκ(γ) : ∃X ∈ U(X ⊆ Y )} defined in V (G) generated by U is a normal
measure on Pκ(γ) in V (G).
25in page 290 of [MM01].
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Ultrafilter: Let (X ⊆ Pκ(γ))V (G) and (f : Pκ(γ) → 2)V (G) be an indicator function of X . By
Lemma 8.3, there is a Ee ∈ I such that f ∈ V [G ∩ Ee]. Now we can say G ∩ Ee is P′-generic
over V where |P′| < κ. By Levy–Solovay Lemma, we get a Y ∈ U and (g : Y → 2)V such that
V [G ∩ Ee] |= f ↾ Y = g. So, V (G) |= f ↾ Y = g. Since, U is an ultrafilter on Pκ(γ) in V there
is exactly one i ∈2 such that g−1(i) ∈ U . Thus there exist a Z∈ U such that V (G) |= Z ⊆ X or
V (G) |= Z ⊆ Pκ(γ)\X . So exactly one of X and Pκ(γ)\X is in U1.
κ-complete: Let δ < κ and (f : Pκ(γ)→ δ)V (G) be given. By Lemma 8.3, there is a Ee ∈ I such
that f ∈ V [G∩Ee]. Again G∩Ee is P′-generic over V where |P′| < κ. By Levy Solovay Lemma
there exist Y ∈ U , (g : Y → δ)V such that V [G ∩ Ee] |= f ↾ Y = g. So, V (G) |= f ↾ Y = g. Since,
U is κ-complete in Pκ(γ) in V , g−1(β) ∈ U for some β ∈ δ. Thus f−1(β) ∈ U1 for some β ∈ δ.
Fineness: Let X ∈ (Pκ(γ))V (G). By Lemma 8.3, for some Ee ∈ I we have X ∈ Pκ(γ)G∩Ee .
Let U ′ be the fine measure generated by U on Pκ(γ)V [G∩Ee] (Theorem 29 of [Ina13]). Now,
U ⊆ U ′ ⊆ U1 and Pκ(γ)V [G∩Ee] ⊆ Pκ(γ)V (G) implies U1 is fine.
Choice function: Let V (G) |= f : Pκ(γ)→ γ and V (G) |= ∀X ∈ Pκ(γ)(f(X) ∈ X). By Lemma
8.3, for some Ee ∈ I we get h = f ↾ (Pκ(γ))V ∈ V [G ∩ Ee], then by Levy Solovay Lemma we
get Y ∈ U and (g : Y → γ)V such that V [G∩Ee] |= h ↾ Y = g. Now by normality of U in V we get
a set x in U such that g is constant on x in V [G ∩ Ee] and so h is constant on a set in U . Hence,
we will get a set y in U1 such that f is constant on y in V (G). 
Lemma 8.5. In V (G), DC<κ0 holds.
Proof. Since P is the Easton support product of the appropriate Levy collapse, P is κ0-closed. We
can see that F is κ0-complete. Hence, we obtain DC<κ0 in V (G) by Lemma 1 of [Kar14]. 
In V (G), we can see that the cardinality of each member of the sequence S = 〈κα : α < κ〉
is preserved and for each α < κ, the interval (κ+α , κα+1) has collapsed to κ
+
α . We prove that if
S′ = 〈λα : α < β〉 is a subsequence of 〈κα : 0 < α < κ〉 having supremum λ in V (G), such that the
following holds.
• β < λ0.
• 〈Sα : α < β〉 is a sequence of sets such that each Sα is a stationary subset of λα.
Then 〈Sα : α < β〉 is mutually stationary.
Lemma 8.6. In V (G), if 〈λα : α < β〉 is a subsequence of 〈κα : 0 < α < κ〉 having supremum λ,
such that β < λ0 and 〈Sα : α < β〉 is a sequence of sets such that each Sα is a stationary subset of
λα, then 〈Sα : α < β〉 is mutually stationary.
Proof. Suppose A is an algebra on λ in V (G) and V (G) |= 〈Sα : α < β〉 is such that for each α < β,
Sα is a stationary subset of λα. Since 〈λα : α < β〉 is a subsequence of 〈κα : 0 < α < κ〉, each
λα is κiα for some iα < κ. Now since both A and 〈Sα : α < β〉 can be coded by a set of ordinals,
by Lemma 8.3 there is a Ee ∈ I for which A and 〈Sα : α < β〉 ∈ V [G ∩ Ee]. We show κiα is
measurable in V [G ∩ Ee] as well as Sα is a stationary subset of κiα in V [G ∩ Ee].
Subclaim (1): For each α < β, κiα is measurable in V [G ∩ Ee].
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κ+0
κ1
κ+1
κ2
κ+m−1
κm
β1
β2
βm
V [G ∩ Ee]
...
...
Figure 2. In V [G ∩ Ee] an inner model of V (G), if e = {βα : α < κ} ∈
Πα<κ(κ
+
α , κα+1), then all the intervals (κ
+
α−1, βα) collapses to κ
+
α−1.
Proof. Fix a α < β. Since κiα is measurable in V , say with some κiα -complete ultrafilter U over
κiα , we claim that U1 = {X ⊆ κiα : X ∈ V [G ∩ Ee], ∃Y ∈ U [Y ⊆ X ]} generated by U defined in
V [G ∩Ee] is the corresponding κiα -complete ultrafilter over κiα in V [G ∩Ee].
Ultrafilter: We note that V [G ∩ Ee] can be written as V [G1][G2] where G1 is P1-generic over V
such that |P1| < κiα , and G2 is P2-generic over V [G1] such that P2 is κiα-closed. Let X ⊆ κiα be
arbitrary in V [G ∩ Ee]. Since P2 is κiα -closed, X is not added by P2 and hence must have been
added by P1. Now since |P1| < κiα , by Theorem 3.2, κiα remains measurable in V [G1] with the
κiα -complete ultrafilter U
′
generated by U defined in V [G1]. Thus X∈ U1 or κiα\X ∈ U1 if U1 is
defined in V [G ∩ Ee].
κiα-complete: Let γ < κiα be arbitrary and 〈Xδ : δ < γ〉 be a sequence of sets in U1 in V [G∩Ee].
As before, we can write V [G∩Ee] as V [G1][G2] where G1 is P1-generic over V such that |P1| < κiα
and G2 is P2-generic over V [G1] where P2 is κiα -closed and hence does not add subsets of κiα . Now,
〈Xδ : δ < γ〉 is not added by P2 and hence must have been added by P1. Now since |P1| < κiα , by
Theorem 3.2, we can say that κiα remains measurable in V [G1] with κiα-complete ultrafilter U
′
defined in V [G1] generated by U . Thus U1 defined in V [G ∩Ee] is κiα-complete. 
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Subclaim (2): Sα is a stationary subset of κiα in V [G ∩ Ee].
Proof. Let C be any club set of κiα in V [G ∩Ee]. Since the notion of club subset of κiα is upward
absolute and V [G ∩ Ee] ⊆ V (G), C is also a club set of κiα in V (G). Since in V (G), Sα is a
stationary subset of κiα , we have Sα ∩ C 6= ∅. 
By Subclaim (1), Subclaim (2) and Theorem 8.2 we get that 〈Sα : α < β〉 is mutually stationary in
V [G∩Ee]. Since A is still an algebra on λ in V [G∩Ee], there is an elementary substructure B ≺ A
in V [G ∩Ee] such that for all α < β, sup(B∩ κiα) ∈ Sα. There is thus an elementary substructure
B ≺ A in V (G) such that for all α < β, sup(B ∩ κiα) ∈ Sα. Hence in V (G), 〈Sα : α < β〉 is
mutually stationary. 

Remark. We could prove DC<κ0 , since we construct κ0-support iteration in this section, instead
of finite support iteration as done in section 6. We give a pictorial description of intermediate
submodels V [G ∩ Ee] of V (G) in Figure 2.
9. Infinitary Chang conjecture from a coherent sequence of Ramsey cardinals
9.1. Infinitary Chang Conjecture. We define a set of good indiscernibles, Erdo˝s like partition
property, infinitary Chang conjecture and state the relevant lemmas. We recall the definitions and
Lemmas from Chapter 3 of [Dim11]. For the sake of our convenience we denote a structure A on
domain A as A = 〈A, ...〉.
Definition 9.1. (Set of good indiscernibles, Definition 3.2 of [Dim11]). For a structure
A = 〈A, ...〉 with A ⊆ Ord, a set I ⊆ A is a set of indiscernibles if for all n < ω, all n-ary formula
φ in the language for A and every α1, ..., αn, α
′
1, ..., α
′
n in I, if α1 < ... < αn and α
′
1 < ... < α
′
n then
A |= φ(α1, ...αn) if and only if A |= φ(α
′
1, ...α
′
n).
The set I is a set of good indiscernibles if and only if it is a set of indiscernibles and we allow
parameters that lie below min{α1, ..., αn, α
′
1, ...α
′
n} i.e., if for all x1, ...xm ∈ A such that x1, ...xm ≤
min{α1, ...αn, α
′
1, ...α
′
n} and every (n+m)-ary formula, then
A |= φ(x1, ...xm, α1, ...αn) if and only if A |= φ(x1, ..., xm, α
′
1, ...α
′
n).
Definition 9.2. (α-Erdo˝s cardinal and Erdo˝s-like Partition Property, Definition 3.7 of
[Dim11]). The partition relation α → (β)γδ for ordinals α, β, γ, δ means for all f : [α]
γ → δ there
is a X ∈ [α]β such that X is homogeneous for f . For infinite ordinal α, the α-Erdo˝s cardinal κ(α)
is the least κ such that κ → (α)<ω2 . For cardinals κ > λ and ordinal θ < κ we mean κ →
θ (λ)<ω2
if for every first order structure A = 〈κ, ...〉 with a countable language, there is a set I ∈ [κ\θ]λ of
good indiscernibles for A.
Definition 9.3. (Infinitary Chang conjecture, Definition 3.10 of [Dim11]). Infinitary
Chang conjecture is the statement (κn)n∈ω ։ (λn)n∈ω which means for every structure A =
〈∪κn, ...〉 there is an elementary substructure B ≺ A with domain B and cardinality ∪λi such
that for every n ∈ ω, |B ∩ κn| = λn.
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Definition 9.4. (Definition 3.14 of [Dim11]). Let 〈κi : i < ω〉 and 〈λi : 0 < i < ω〉 be two
increasing sequence of cardinals such that κ = ∪i<ωκi. We say 〈κi : i < ω〉 is a coherent sequence
of cardinals with the property κi+1 →κi (λi+1)
<ω
2 if and only if for every structure A = 〈κ, ...〉 with
a countable language there is a 〈λi : 0 < i < ω〉-coherent sequence of good indiscernibles for A with
respect to 〈κi : i < ω〉.
We recall Corollary 3.15 of [Dim11] which can be carried out in ZF context, proposition 3.50 and
Lemma 3.52 from Chapter 3 of [Dim11].
Lemma 9.5. (Corollary 3.15 of [Dim11]). (ZF) Let 〈κi : i < ω〉 and 〈λi : 0 < i < ω〉 be
two increasing sequence of cardinals such that κ = ∪i<ωκi. If {κi : i < ω} is a coherent sequence
of cardinals with the property κi+1 →κi (λi+1)
<ω
2 then the Chang Conjecture (κn)n∈ω ։ (λn)n∈ω
holds.
Lemma 9.6. (Proposition 3.50 of [Dim11]). Let us assume that V|= ZFC+ ‘κ = κ(λ) exists’,
P is a partial order such that |P| < κ and Q is a partial order that doesn’t add subsets to κ. If G is
P×Q generic then for every θ < κ, V [G] |= κ→θ (λ)<ω2 .
Lemma 9.7. (Lemma 3.52 of [Dim11]). Let 〈κi : i < ω〉 and 〈λi : 0 < i < ω〉 be two increasing
sequence of cardinals such that 〈κi : 0 < i < ω〉 is a coherent sequence of Erdo˝s cardinals with respect
to 〈λi : 0 < i < ω〉. If P1 is a partial order of cardinality < κ1 and G is V -generic over P1, then in
V [G], 〈κn : n < ω〉 is a coherent sequence of cardinals with the property κn+1 →κn (λn+1)
<ω
2 .
9.2. Infinitary Chang Conjecture in a symmetric model. In this section, we observe an
infinitary Chang conjecture using Erdo˝s like partition property in a symmetric extension in terms
of 〈P,G, I〉 triple analogous to the symmetric inner model constructed in Theorem 11 of [AP06]
where ω1 is singular and prove Theorem 1.8.
Proof. (Theorem 1.8).
(1) Defining ground model (V ). Let κ be a measurable cardinal in a model V ′ of ZFC.
By Prikry forcing it is possible to make κ singular with cofinality ω where an end segment
〈κi : 1 ≤ i < ω〉 of the Prikry sequence 〈δi : 1 ≤ i < ω〉 is a coherent sequence of Ramsey
cardinals by Theorem 3 of [Apt06]. Now Ramsey cardinals κi are exactly the κi-Erdo˝s
cardinals. Thus we obtain a generic extension (say V ) where 〈κi : 1 ≤ i < ω〉 is a coherent
sequence of cardinals with supremum κ such that for all 1 ≤ i < ω, κi = κ(κi). Let κ0 = ℵω.
(2) Defining a triple 〈P,G, I〉.
• Let P = Πi<ωPi be a product with full support where P0 = Col(ω,< κ0), P1 =
Col(ℵω+1, < κ1) and for each 1 < i < ω, Pi = Col(κ
+ℵi−1+1
i−1 , < κi).
• G = Πi<ωGi where for each i < ω, Gi is the full permutation group of κi that can be
extended to Pi by permuting the range of its conditions, i.e., for all a ∈ Gi and p ∈ Pi,
a(p) = {(ψ, a(β)) : (ψ, β) ∈ p}.
• I = {Ee : e ∈ (ω, κ0) ∗ (ℵω+1, κ1) ∗ Π1<i<ω(κ
+ℵi−1+1
i−1 , κi)} where for every e =
{α0, α1, ...} ∈ (ω, κ0) ∗ (ℵω+1, κ1) ∗ Π1<i<ω(κ
+ℵi−1+1
i−1 , κi) we define Ee = {〈p0 ∩ (ω ×
α0), p1 ∩ (ℵω+1 × α1), p2 ∩ (κ
+ℵ1+1
1 × α2), ...pi ∩ (κ
+ℵi−1+1
i−1 × αi), ...〉;
−→p ∈ P}.
(3) Defining symmetric extension of V . Let G be a P-generic filter. We consider the
symmetric model V (G)FI . We denote V (G)FI by V (G) for the sake of convenience.
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Since the forcing notions involved are weakly homogeneous, we can have the following lemma which
tells that every set of ordinals in V (G) is added by an intermediate submodel where AC holds.
Lemma 9.8. If A∈ V (G) is a set of ordinals, then A ∈ V [G ∩ Ee] for some Ee ∈ I.
Following the arguments of [AP06] and Fact 3.8, it is possible to see that in V (G), since ω1 is
singular, ACω fails. Further in V (G), ℵω1 is a Rowbottom cardinal carrying a Rowbottom filter.
We prove that an infinitary Chang conjecture holds in V (G).
Lemma 9.9. In V (G), an infinitary Chang conjecture holds.
Proof. Let A = 〈κ, ...〉 be a structure in a countable language in V (G). Let {φn : n < ω} be
an enumeration of the formulas of the language of A such that each φn has k(n) < n many free
variables. Define f : [κ]<ω → 2 by,
f(ǫ1, ...ǫn) = 1 if and only if A |= φn(ǫ1, ..., ǫk(n)) and f(ǫ1, ...ǫn) = 0 otherwise.
By Lemma 9.8, there is a Ee ∈ I such that f ∈ V [G ∩ Ee]. Fix an arbitrary 1 ≤ i < ω. Since we
can write V [G∩Ee]=V [G1][G2] where G1 is P1-generic over V where |P1| < κi and G2 is P2-generic
over V [G1] where G2 add no subsets of κi, thus by Lemma 9.6, κi →κi−1 (κi)
<ω
2 in V [G ∩ Ee].
So, for all 1 ≤ i < ω, κi →κi−1 (κi)
<ω
2 in V [G ∩ Ee].
By Definition 9.4, A has a 〈κi : 0 < i < ω〉-coherent sequence of good indiscernibles A with
respect to 〈κi : i < ω〉 and A ∈ V [G ∩Ee] ⊆ V (G). Therefore for all 1 ≤ i < ω, κi →κi−1 (κi)
<ω
2 in
V (G). Using Lemma 9.5, we can obtain an infinitary Chang conjecture in V (G) as Lemma 9.5
can be proved in ZF. 
We apply Proposition 1 of [AP08c], which states that a limit of Ramsey cardinals is an almost
Ramsey cardinal, to prove ℵω1 is an almost Ramsey cardinal in V (G).
Lemma 9.10. In V (G), ℵω1 is an almost Ramsey cardinal.
Proof. In V (G), κ = ℵω1 . We show κ is an almost Ramsey cardinal in V (G). Let f : [κ]
<ω → 2 be
in V (G). Since f can be coded by a subset of κ, by Lemma 9.8 for some Ee ∈ I, f ∈ V [G ∩ Ee].
Now, in V , κ is the supremum of a coherent sequence of Ramsey cardinals 〈κi : i < ω〉. By
Theorem 4 of [AP06], we can see that 〈κi : i < ω〉 stays a coherent sequence of Ramsey cardinals
in V [G∩Ee]. Hence in V [G∩Ee], κ being the supremum of Ramsey cardinals is an almost Ramsey
cardinal by Proposition 1 of [AP08c]. Thus for all β < κ, there is a set Xβ ∈ V [G ∩Ee] ⊆ V (G)
which is homogeneous for f and has order type at least β. Hence, κ is almost Ramsey in V (G)
since f was arbitrary. 

10. Fat Diamond Principle and Level by level Equivalence
Now we start working in ZFC. In this section, we prove Theorem 1.12 and study the consistency
of fat diamond principle and other L-like properties with level by level equivalence.
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10.1. Forcing facts concerning Fat diamond principle. We recall the definition of the com-
binatorial principle fat diamond on κ, denoted by κ from section 2 of [FV15].
Definition 10.1. (Fat Diamond principle on κ). S ⊆ κ is called fat stationary if S is stationary
and for every club C ⊆ κ and every α < κ there is a continuous increasing sequence of order type
α inside C ∩ S. A sequence 〈aα : α < κ〉 is a fat diamond sequence at κ (denoted by κ-sequence)
if for every X ⊆ κ, {α : X ∩ α = aα} is fat stationary. We say that the principle κ holds if there
is a κ-sequence.
Theorem 10.2. (Theorem in Section 2 of [FV15]). (V = L). A κ-sequence exists for any
uncountable regular cardinal κ.
Brent Cody communicated to us that for a regular uncountable cardinal κ, Add(κ, 1) introduces a
κ-sequence. We enclose those arguments in the following lemma.
Lemma 10.3. (due to Brent Cody and Monroe Eskew). If κ is a regular uncountable cardinal,
then forcing with Add(κ, 1) introduces a κ-sequence.
Proof. Let g : κ → 2 be a generic Cohen function on κ. Let aα = {β < α : g(α + β) = 1} for
each α < κ. Let X˙ be a name for a subset of κ, C˙ a name for a club, ǫ < κ an ordinal, and
q0 a condition. Construct an increasing sequence of conditions 〈pα : α < κ〉 extending q0 and an
increasing sequence of ordinals 〈γα : α < κ〉 satisfying the following properties.
• The domain of each condition is an ordinal.
• pα+1 decides X˙ ∩ dom(pα).
• pα+1  dom(pα) < γα+1 ∈ C˙.
• If α is a limit, then γα = supβ<αγβ .
• If α is a limit, then letting qα = ∪β<αpβ, we have dom(pα) = α.2, pα ↾ α = qα, and
pα(α+ β) = 1 if and only if qα  β ∈ X˙.
Let {δβ : β < ǫ} be the first ǫ limit ordinals. Then pδǫ  {γδβ : β < ǫ} ⊆ C˙ ∧ (∀β < ǫ)X˙ ∩ γδβ =
a˙δβ . 
We prove that κ can be preserved by κ-strategically closed forcing notions as well as forcing notions
that are both κ-c.c. and have cardinality κ.
Lemma 10.4. κ is preserved by κ-strategically closed forcing notions.
Proof. Let 〈aα : α < κ〉 be a κ-sequence and P be a κ-strategically closed notion of forcing. Let
p ∈ P be any condition, C˙ be a name for a club, and X˙ a name for a subset of κ. Consider a
game of length κ where player I and player II construct an increasing sequence of conditions where
initially player II chooses a trivial condition and player I chooses a condition extending p deciding
0 ∈ X˙ and 0 ∈ C˙. We construct an increasing sequence of ordinals 〈γα : α < κ〉 such that at non
limit even stages 2α > 0, player II chooses a condition forcing γα ∈ C˙ and deciding X˙ ∩ γα and if
α is limit then we let γα = supβ<αγβ . By κ-strategic closure of P, player II has a winning strategy
and thus we may assume the existence of an increasing sequence of conditions extending p such
that the following holds.
• pα+1 decides X˙ ∩ γα.
• pα+1  γα ∈ C˙.
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• γα = supβ<αγβ , if α is a limit.
Let Y = {α : ∃β(pβ  α ∈ X˙)} and D = {γα : α < κ}. For any ǫ < κ, there is a continuous
increasing sequence c of order type ǫ in {α ∈ D : Y ∩ α = aα}. Consequently, pǫ  c ⊆ {α ∈ C˙ :
X˙ ∩ α = aα}. 
Lemma 10.5. Fat stationary subsets of κ are preserved by κ-c.c. forcing notions.
Proof. Follows from the fact that if P is κ-c.c. then every unbounded A ⊆ κ in V P has an unbounded
subset in V . 
Lemma 10.6. κ is preserved by forcing notions which are κ-c.c. and have cardinality κ.
Proof. (Following the sketch of the proof of Fact 1.2 of [Apt08]). Let 〈aα : α < κ〉 be a
κ-sequence and G be a V -generic filter over P where P is a κ-c.c. forcing notion having cardinality
κ. Let X˙ be a name for a subset of κ. We may assume X˙ is hereditarily of cardinality at most κ
since |P| = κ and P satisfies κ-c.c. Thus let X∗ ⊆ κ such that X∗ ∈ V code X˙ . Since 〈aα : α < κ〉
is a κ-sequence in V , S = {α < κ : X∗ ∩ α = aα} is fat stationary in V . Since P is κ-c.c., S
remains fat stationary in V P by Lemma 10.5. Thus, X is anticipated on a fat stationary set by
〈Bα : α < κ〉 where Bα = AGα if Aα codes a P-name and Bα = ∅ otherwise. Consequently, κ is
preserved in V P. 
10.2. Adding a non-reflecting stationary set. By reflection principle, we mean the principle
which establish the fact that if a structure satisfies a given property, then there is a substructure of
smaller cardinality which satisfies the same property. A standard reflection principle is reflection
of stationary sets.
Definition 10.7. (Reflection of stationary sets). S ⊂ γ reflects at α if α has uncountable
cofinality and S ∩ α is stationary at α. A stationary set S ⊂ γ reflects if it reflects at some α < γ.
Given a Mahlo cardinal γ, we recall the forcing notion that adds a non-reflecting stationary set
of ordinals of a certain type subset to γ from [Apt08]. We require this notion of forcing to prove
Theorem 1.12.
Definition 10.8. (Adding a non-reflecting stationary set to γ, [Apt08]). Given a Mahlo
cardinal γ, we say NR(γ) is the forcing notion that adds a non-reflecting stationary set of ordinals of
a certain type subset to γ. Formally, NR(γ) = {p : for some α < γ, p : α→ {0, 1} is a characteristic
function of Sp, a subset of α not stationary at its supremum nor having any initial segment which
is stationary at its supremum, so that if β < sup(Sp) is inaccessible, then Sp− (Sp∩β) is composed
of ordinals of cofinality at least β}, ordered by q ≥ p if and only if q ⊇ p and Sp = Sq ∩ sup(Sp).
Forcing with NR(γ) adds a non-reflecting stationary set of ordinals to γ and NR(γ) is γ-strategically
closed.26 Further, |NR(γ)| = γ.
10.3. Fat Diamond principle and Level by level equivalence. In this subsection we prove
Theorem 1.12. We follow the terminologies of [Apt09] and recall the part of the construction till
obtaining V P
∗
from [Apt09].
26Fact 2.1 of [AJ19].
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Proof. (Theorem 1.12). We start with the forcing extension V constructed in Theorem 2 of
[AJ08], as done in [Apt09]. We use the fact that Add(δ, 1) can force δ to see that δ is possible for
every δ which is either an inaccessible cardinal or the successor of a singular cardinal in V . Next we
construct V1 = V
P∗ following the terminologies of [Apt09]. We can see that V1 is a model of ZFC
+ GCH. Also in V1, K remains the class of supercompact cardinals and level by level equivalence
holds. Moreover in V1, we have the properties (1), (2), (3) and (4) of Theorem 1.12.
Adding the rest of the L-like properties (Properties 5 and 6). We construct our final
forcing extension V2 over V1 by the forcing notion used in Theorem 1 of [Apt08] as follows.
(1) Defining ground model (V1). We consider V1 as our ground model which is a model
of ZFC + GCH where K remains the class of supercompact cardinals and level by level
equivalence holds. Let κ ∈ K be the least supercompact cardinal and V1 satisfies properties
(1), (2), (3) and (4) of Theorem 1.12.
(2) Defining the forcing notion (P1). Let P1 = 〈〈P1δ , Q˙1δ 〉 : δ ∈ Ord〉 be the proper
class Easton support iteration which begins by forcing with Add(ℵ1, 1) and Q˙1δ names the
following forcing notions.
• NR(δ) if δ is Mahlo and non-Ramsey.
• trivial forcing otherwise.
(3) Defining forcing extension of V1. Let V2 = V
P1
1 be our forcing extension.
As mentioned in [Apt08], for Q any initial proper or improper segment of P1, V
Q
1 |= ZFC + GCH
and V1 and V
Q
1 has same cardinals and cofinalities. Since P1 can be written as P1κ ∗ R˙, where
P1κ has κ-c.c. and P1κ ‘R˙ is κ-strategically closed’, S remains a stationary subset of κ in V2
by Lemma 2.3. Since existence of gap-1 morass at δ and δ are upward absolute to cofinality
preserving generic extension and P1 preserve cofinalities, V2 |= δ, ‘δ carries a gap-1 morass’ for
each δ ∈ S. Following Lemma 2.1 of [Apt08], if κ < λ are such that κ is λ-supercompact and λ is
regular in V1, then κ is λ-supercompact in V2. Since P1 admits a closure point at ℵ1, by arguments
similar to Lemma 2.2 and Lemma 2.3 of [Apt08] the level by level equivalence holds in V2 and
K is the class of supercompact cardinals with κ as the least supercompact cardinal. By Lemmas
2.4, 2.5 and 2.6 of [Apt08], Mahlo cardinals reflecting stationary sets are weakly compact and
every regular Jonsson cardinal is weakly compact in V2. Since P1 admits a closure point at ℵ1 and
forcing with P1 preserves cofinalities, we have Safe(δ) is upward absolute to V2 for every infinite
cardinal δ. Thus, Tδ holds for every infinite cardinal δ where T = Safe(δ).
Lemma 10.9. In V2, for each Mahlo cardinal δ as well as if δ is ℵ1, δ holds.
Proof. Firstly, Add(ℵ1, 1) forces ℵ1 in V2. Any Mahlo cardinal δ in V2, had to have been Mahlo
in V1. Since P1 can be written as P1δ ∗ R˙ where |P1δ | ≤ δ and R is δ-strategically closed, δ is
preserved in V2 applying Lemma 10.4 and Lemma 10.6. 

Since V2 is a model of GCH, ♦δ holds for each successor cardinal δ > ℵ1 in V2 by [She10] and
Add(ℵ1, 1) forces ♦ℵ1 in V2. Again in V2, for each Mahlo cardinal δ, ♦δ holds by arguments similar
to Lemma 10.9.
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11. Results concerning Saturated Ideals
11.1. Saturated Ideals. Given a set X , an ideal I on X is a non-empty family of subsets of X
which is closed under taking subsets and under finite unions. We recall the following preliminaries.
• If X 6∈ I, then I is proper.
• Given an uncountable cardinal γ, I is γ-complete if and only if I is closed under unions of
length less than γ.
• I is said to be normal if it is closed under diagonal unions. In terms of regressive functions,
I is said to be normal if and only if every regressive function on a set of positive I-measure
is constant on a set of positive I-measure.
• Let I+ denotes the class of I-positive sets where A ⊆ X is I-positive if and only if A 6∈ I.
Two sets A and B in I+ are said to be I-almost disjoint if and only if A ∩ B ∈ I. I is
γ-saturated if and only if every pairwise I-almost disjoint collection F ⊆ I+ is of cardinality
less than γ. We note that I is γ-saturated if and only if P(κ)/I has γ-c.c.
We follow the definition of a presaturated ideal and a µ-minimal ideal from [BM18]. Let κ be
a regular cardinal, and I be a κ-complete ideal on κ. We say that I is presaturated if forcing
with P(κ)/I preserves κ+. We say I is µ-minimal if whenever G ⊆ P(κ)/I is generic and X ∈
P(µ)V [G]\V , then V [X ] = V [G]. We recall a Theorem concerning saturated ideals due to Kunen
from [Kun78].
Lemma 11.1. (Kenneth Kunen [Kun78]). Let V be the ground model, P be a γ-c.c. forcing
notion and U˙ be a P-name for a V -ultrafilter on κ. Let I = {X ∈ P(κ) ∩ V : P κ\X ∈ U˙}. Then,
I is a γ-saturated ideal. Further, ‘if U˙ is forced to be V -κ-complete then I is κ-complete’ and ‘if U˙
is forced to be V -normal then I is normal’.
11.2. Stationary set of normal saturated ideals which reflect stationary sets. In this
subsection, we prove Theorem 1.15 which is a variant of Theorem 1 from [Apt08a] using Lemma
11.1.
Proof. (Theorem 1.15). We follow Lemma 2.1 of [Apt08a] and modify it as follows.
Observation 11.2. (Modification of Lemma 2.1 of [Apt08a]). If κ < λ are such that κ is a
regular cardinal and λ is measurable in V , then there is a κ-strategically closed notion of forcing
Q such that V Q |= “λ is a non-weakly compact Mahlo cardinal which reflects stationary sets and
carries a normal λ-saturated ideal”.
Proof. (Observation 11.2). We consider V Q to be our final forcing extension where Q is the
forcing notion as defined in Lemma 2.1 of [Apt08a]. Since λ is measurable in V , and hence weakly
compact in V as well, following the proof of Lemma 2.1 of [Apt08a] it suffices to show that λ carries
a normal λ-saturated ideal in V Q. In V Pλ , we factor Qλ or Add(λ, 1) as Rλ ∗ T˙λ where Rλ is a
< λ-strategically closed notion of forcing for adding a λ-Suslin tree T and Tλ is a λ-c.c notion of
forcing for adding a generic path through T (as in the proof of Lemma 2.1 of [Apt08a]).
Since λ is measurable in V , let j : V →M be the elementary embedding with respect to a normal
λ-complete ultrafilter on λ. We can write j(Pλ) = Pλ ∗Add(λ, 1) ∗S where S is < (2λ)+-closed. Let
G and H be the generic filters over Pλ and Add(λ, 1) respectively. We can define a master condition
m and construct a generic filter K over S and lift j to j′ : V [G∗H ]→M [G∗H ∗K]. The ultrafilter
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with respect to j′ will be the corresponding λ-complete normal ultrafilter over λ in V [G ∗H ].27 Let
U ∈ V Pλ∗R˙λ∗T˙λ be a normal measure over λ and U˙ be a Tλ-name for U . By Lemma 11.1, in V Q
= V Pλ∗R˙λ , I = {X ⊆ λ : Tλ X 6∈ U} is a normal λ-saturated ideal on λ since Tλ is λ-c.c. 
Now we prove Theorem 1.15. We suppose κ < λ are such that κ is a strong cardinal whose
strongness is indestructible under κ-strategically closed forcing and λ is measurable. After forcing
with the forcing notion Q, λ has become a non-weakly compact Mahlo cardinal which reflects
stationary sets and carry a normal λ-saturated ideal following Observation 11.2. Further, κ
remains a strong cardinal sinceQ is κ-strategically closed. By reflection arguments, A = {δ < κ : δ is
a non-weakly compact Mahlo cardinal which reflects stationary sets and carry a normal δ-saturated
ideal} is unbounded in κ. Since Q is κ-strategically closed, A must be unbounded in κ in the ground
model too. 
11.3. Normal saturated ideals and level by level equivalence. Once more we work with
the forcing notion which adds a γ-Suslin tree for an uncountable cardinal γ. We prove Theorem
1.14 and observe the consistency of a stationary set of saturated ideals along with level by level
equivalence. Further, we can force combinatorial principles like fat diamond principle and gap-1
morass which extends Theorem 8 of [Apt08] by Arthur Apter.
Proof. (Theorem 1.14). We start with the forcing extension V of Theorem 2 of [AJ08] as done in
[Apt09]. As argued before we can construct V1 = V
P∗ as done in [Apt09] which satisfies properties
(1), (2), (3) and (4) of Theorem 1.14. Moreover, K remains the class of supercompact cardinals
and level by level equivalence holds. We construct our forcing extension V2 considering V1 as our
ground model by the forcing notion of Theorem 2 of [Apt08] as follows.
(1) Defining ground model (V1). Let V1 be our ground model (from section 10.3) which
is a model of ZFC + GCH where K remains the class of supercompact cardinals and level
by level equivalence holds. Let κ ∈ K be the least supercompact cardinal. We can see that
V1 satisfies properties (1), (2), (3) and (4) of Theorem 1.14.
• Let A = {δ < κ : δ is a measurable limit of strong cardinals having trivial Mitchell
rank}. Following the proof of Theorem 2 of [Apt08], A is a stationary subset of κ.
• Let B = {δ < κ : δ is a strong cardinal which is not a limit of strong cardinals}.
(2) Defining the forcing notion (P1). Let P1 = 〈〈P1δ , Q˙1δ〉|δ < κ〉 be the reverse Easton
iteration of length κ which begins by forcing with Add(ℵ1, 1) and Q˙1δ names the following.
• trivial forcing unless δ ∈ A ∪B.
• Add(δ, 1) if δ ∈ B.
• forcing which adds a δ-Suslin tree if δ ∈ A.
(3) Defining forcing extension of V1. Let V2 = V
P1
1 be our forcing extension.
Since P1 is κ-c.c., A remains a stationary subset of κ after forcing with P1. Following Lemma 2.7
of [Apt08] and the paragraph after that, level by level equivalence holds in V2 and K is the class
of supercompact cardinals with κ as the least supercompact cardinal. As in [Apt08], GCH holds
in V2. Since, existence of gap-1 morass at δ and δ are upward absolute to cofinality preserving
generic extension and P1 preserve cofinalities, V2 |= δ, ‘δ carries a gap-1 morass’ for each δ ∈ S.
Since, P1 admits a closure point at ℵ1 and forcing with P1 preserves cofinalities, we have Safe(δ)
27which is V Pλ∗R˙λ∗T˙λ .
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is upward absolute to V2 for every infinite cardinal δ. Thus, 
T
δ holds for every infinite cardinal δ
where T = Safe(δ).
Lemma 11.3. In V2, for each Mahlo cardinal δ as well as if δ is ℵ1, δ holds.
Proof. Firstly, Add(ℵ1, 1) forces ℵ1 in V2. Any Mahlo cardinal δ in V2, had to have been Mahlo
in V1. Since P1 can be written as P1δ ∗ R˙ where |P1δ | ≤ δ, P1δ has δ-c.c. and R is δ-strategically
closed, δ is preserved in V2 applying Lemma 10.4 and Lemma 10.6. 
Since V2 is a model of GCH, ♦δ holds for each successor cardinal δ > ℵ1 in V2 by [She10] and
Add(ℵ1, 1) forces ♦ℵ1 in V2. Again in V2, for each Mahlo cardinal δ, ♦δ holds by arguments similar
to Lemma 11.3. Thus properties (1), (2), (3) and (4) are preserved in V2. We show that the
property (5) holds in V2 as well.
Lemma 11.4. In V2, for each δ ∈ A, δ is a non-weakly compact Mahlo cardinal which reflect
stationary sets and carry a normal δ-saturated ideal but δ+ do not contain a δ-minimal pre-saturated
ideal.
Proof. Following Theorem 2 of [Apt08], for each δ ∈ A, δ is a non-weakly compact Mahlo
cardinal which reflect stationary sets. We prove that each δ ∈ A carries a normal δ-saturated ideal.
Since P1 = P1δ+1 ∗ P˙
δ+1
1 , the strategic closure of P˙
δ+1
1 states that for each δ ∈ A, it is enough
to show that V
P1δ+1
1 |= ‘δ carries a normal δ-saturated ideal’. By a standard lifting argument as
in the proof of Observation 11.2, since each δ ∈ A is measurable in V1, δ stays measurable in
V
P1δ∗
˙Add(δ,1)
1 = V
P1δ∗Q˙1δ ∗T˙1δ
1 = V
P1δ+1∗T˙1δ
1 . Let U be a normal measure over δ in V
P1δ+1∗T˙1δ
1 and U˙
be a T1δ -name for U . In V
P1δ+1
1 , I = {X : T1δ δ\X ∈ U} is a normal δ-saturated ideal by Lemma
11.1 since T1δ is δ-c.c. Since GCH holds in V2 and each δ ∈ A is regular, following the arguments
from Observations 14 of [BM18] we obtain that δ+ do not contain a δ-minimal pre-saturated
ideal for each δ ∈ A. 

12. Questions
Question 12.1. Can ℵω+1, ℵω1+1 carry any number of normal measures in ZF?
In [Apt06] and [Apt10], Arthur Apter proved that ℵω+1 can carry ≥ ℵω+2 number of normal
measures and ℵω1+1 can carry ≥ ℵω1+2 number of normal measures respectively. If it is consistent
that κ is supercompact and λ > κ carry arbitrary number of normal measures then we can prove
the consistency of successor of singular cardinals like ℵω+1 and ℵω1+1 being measurable cardinals
with arbitrary normal measures by methods of [Apt06] and [Apt10]. We could prove successor of
regular cardinals like ℵ1, ℵ2, ℵω+2, as well as ℵω1+2, can carry an arbitrary number of normal
measures.
Question 12.2. Can we obtain a model of ZFC with the given requirements of Theorem 1 in
[ADK16] where for an arbitrary ordinal ρ, κρ can carry any number of normal measures ?
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If the answer is affirmative then in Gitik’s symmetric model as done in [ADK16], the first measurable
cardinal ℵρ+1 would be the first uncountable regular cardinal with an arbitrary number of normal
measures applying Lemma 2.4 and Lemma 2.5 of [Apt01].
Question 12.3. Can we extend Corollary 5.6 as follows?
Theorem 12.4. Let V be a model of ZFC + GCH with a measurable cardinal κ and let λ be
a cardinal at most κ++. Then in a symmetric extension, κ is a measurable cardinal carrying λ
many normal measures 〈U∗α : α < λ〉. Moreover for each α < λ, the set {δ : 2
δ = δ++ and δ is
Ramsey} ∈ U∗α and DC<κ holds.
If U is a normal measure over κ then {α < κ : α is Ramsey} ∈ U by Exercise 7.19 of [Kan09]. Since
U is a κ-complete and nonprincipal ultrafilter over κ, U is uniform. Consequently the cardinality
of {α < κ : α is Ramsey} is κ. Let 〈δα : α < κ〉 be an enumeration of Ramsey cardinals below κ.
We can prove Theorem 12.4 if the Ramseyness of each δα is preserved in the symmetric extension
along with the fact that 2δα = δ++α which might be a difficult situation to handle. We ask if there
is any possible way to figure out this.
Question 12.5. (Concluding Remarks, [Apt05]). Are there other combinatorial principles
possible in a model where level by level equivalence between strong compactness and supercompactness
holds?
Question 12.6. (asked by Arthur Apter in [Apt09]). Which additional L-like properties are
consistent with level by level equivalence between strong compactness and supercompactness?
Question 12.7. (asked by Arthur Apter in [Apt08]). Are the non-weakly compact Mahlo
cardinals admitting stationary reflection in Theorem 1.14 or Theorem 8 of [Apt08] also Jonsson
cardinals?
Question 12.8. (asked by Arthur Apter in [Apt08]). Is it possible to extend Theorem 1.14
or Theorem 8 of [Apt08] so that there exist non-weakly compact Mahlo cardinals which reflects
stationary sets above some supercompact cardinal(s)?
Question 12.9. Can we improve the choice strength of the result of Theorem 1.7 further?
If we can construct symmetric extension similar to the one we construct in section 5, then we might
improve the choice strength of the result obtained in Theorem 1.7 but in that case we might
encounter a problem. Following Lemma 8.6, let 〈λα : α < β〉 is a subsequence of 〈κα : α < κ〉,
each λα is κiα for some iα < κ. Since 〈Sα : α < β〉 can be coded by a set of ordinals, there is
a α < κ for which 〈Sα : α < β〉 ∈ V [G ↾ α]. In certain situations it is not possible to say that
each κiα remains measurable in V [G ↾ α], since a few of them might be alternating cardinals in
V [G ↾ α], which is a model where the axiom of choice holds. We ask if there is any possible way to
improve the choice strength by constructing a different symmetric extension so that we can avoid
such situations.
Question 12.10. Can we improve the choice strength of the result of Theorem 1.6 ?
13. Acknowledgements.
The author would like to thank Arthur Apter for a helpful conversation through email regarding
using Theorem 1 of [MF09] instead of passing to an inner model of W.Mitchell from [Mit74] in
COMBINATORIAL PRINCIPLES AND SOME QUESTIONS CONCERNING L-LIKE PROPERTIES AND DCκ 37
the construction by Arthur Apter from Theorem 1 of [Apt01]. The author would like to thank
Asaf Karagila for helping to translate the arguments of Arthur Apter from Theorem 1 of [Apt05]
in terms of a symmetric system. We construct a similar symmetric extension to prove Theorem
1.3. The author would like to thank Brent Cody and Monroe Eskew for the arguments of Lemma
10.3 concerning forcing fat diamond principle on κ.
References
[ADK16] Arthur Apter, Ioanna Dimitriou and Peter Koepke (2016). The First measurable cardinal can be the first
uncountable cardinal at any successor height. Mathematical Logic Quarterly. 60: 471-486.
[Apt12] Arthur Apter (2012). On Some Questions concerning Strong Compactness. Archive for Mathematical Logic.
51(78): 819-829.
[Apt10] Arthur Apter (2010). How Many Normal Measures Can ℵω1+1 Carry?. Mathematical Logic Quarterly. 56:
164-170.
[Apt09] Arthur Apter (2009). L-like Combinatorial Principles and Level by Level Equivalence. Bulletin of the Polish
Academy of Sciences Mathematics. 57(3).
[Apt08] Arthur Apter (2008). Stationary Reflection and Level by level equivalence. Colloquium Mathematicum.
115(1).
[Apt08a] Arthur Apter(2008). Indestructibility and stationary reflection. Mathematical Logic Quarterly. 55(3): 228-
236.
[AJ08] Arthur Apter and James Cummings(2008). An L-like Model containing Very Large Cardinals. Archive for
Mathematical Logic. 47: 65-78.
[AP08c] Arthur Apter and Peter Koepke (2008). Making All Cardinals Almost Ramsey. Archive for Mathematical
Logic. 47: 769-783.
[Apt05] Arthur Apter (2005). Diamond, Square and Level by level Equivalence. Archive for Mathematical Logic. 44:
387-395.
[Apt06] Arthur Apter (2006). How many normal measures can ℵω+1 can carry?. Fundamenta Mathematicae. 191:
57-66.
[AP06] Arthur Apter and Peter Koepke (2006). The Consistency strength of ℵω and ℵω1 being Rowbottom Cardinals
without the Axiom of Choice. Archive for Mathematical Logic. 45: 721-737.
[Apt04] Arthur Apter (2004). On a problem of Foreman and Magidor. Archive for Mathematical Logic. 44(4): 493-
498.
[Apt01] Arthur Apter (2001). Some Remarks on Normal measures and Measurable cardinals. Mathematical Logic
Quarterly. 47(1): 35-44.
[Apt00] Arthur Apter (2000). On a problem of Woodin. Archive for Mathematical Logic. 39: 253-259.
[Apt85] Arthur Apter (1985). Successor of Singular Cardinals and Measurability. Advances in Mathematics. 55:
228-241.
[Apt83] Arthur Apter (1983). Some results on Consecutive large cardinals. Annals of Pure and Applied Logic. 25:
1-17.
[Apt83a] Arthur Apter (1983). On a Problem of Silver. Fundamenta Mathematicae. 116(1): 33-38. ISSN: 0016-2736.
[AJ19] Arthur Apter and James Cummings (2019). Normal measures on a tall cardinal. The Journal of Symbolic
Logic. https://doi.org/10.1017/jsl.2018.24. Published online: 13 February 2019.
[DF09] David Aspero and Sy-David Friedman (2009). Large cardinals and locally defined well-orders of the universe.
Annals of Pure and Applied Logic. 157(1): 1-15.
[AY] Asaf Karagila and Yair Hayut. Spectra of Uniformity. Comment. Math. Univ. Carolin.
[AS97] Arthur Apter and Saharon Selah (1997). On the Strong Equality between Supercompactness and Strong
Compactness. Transactions of the American Mathematical Society. 349: 103-128.
[Ban] Amitayu Banerjee. Remarks on Gitik’s Model and Symmetric Extensions on product of Levy Collapse. Math-
ematical Logic Quarterly. To appear.
[BF09] A.B.Taylor and S. Friedman (2009). Large Cardinals and Gap 1 Morasses. Annals of Pure and Applied Logic.
159(1-2): 71-99.
[BM18] Brent Cody and Monroe Eskew (2018). Rigid Ideals. Israel J. Math. 224(1): 343–366.
[JMM01] James Cummings, Matthew Foreman, Menachem Magidor (2001). Squares, Scales and Stationary Reflec-
tion. Journal of Mathematical Logic. 01(01): 35-98.
38 AMITAYU BANERJEE
[Dim11] Ioanna Dimitriou (2011). Symmetric Models, Singular Cardinal Patterns, and Indiscernibles. PHD thesis,
University of Bonn.
[FV15] Sy-David Friedman, Vadim Kulikov (2015). Failures of the Silver Dichotomy in the Generalised Baire Space.
Journal of Symbolic Logic. 80(2): 661-670.
[Fri07] Sy-David Friedman (2007). Large cardinals and L-like Universes. Set Theory: in Recent Trends and Appli-
cations. Quaderni di Matematica 17. 93-110.
[Fri00] Sy-David Friedman (2000). Fine Structure and Class Forcing Series. Volume 3 of De Gruyter Series in Logic
and Its Applications.
[MM97] M. Foreman and M. Magidor (1997). A Very Weak square principle. Journal of Symbolic Logic. 62: 175-196.
[Gri75] Serge Grigorieff (1975). Intermediate submodels and generic extensions in set theory. Annals of Mathematics
Second Series 101(3): 447-490.
[Ham03] Joel David Hamkins (2003). Extensions with the approximation and cover properties have no new large
cardinals. Fundamenta Mathematicae. 180(3): 257-277.
[Ham01] Joel David Hamkins (2001). Gap forcing. Israel Journal of Mathematics. 125(1): 237252.
[HR98] Paul Howard and Jean E. Rubin (1998). Consequences of the Axiom of Choice. American Mathematical
Society.
[Ina13] Tanmay Inamdar (2013). Successor Cardinals in Symmetric Extensions. ILLC publications. Universiteit van
Amsterdam.
[Jec03] Thomas Jech (2003). Set Theory, Springer Monographs in Mathematics. Springer-Verlag, Berlin. The Third
millennium edition revised and expanded. MR1940513.
[Jec68] Thomas Jech (1968). ω1 can be measurable. Israel Journal of Mathematics. 6(4): 363-367.
[Kan09] Akihiro Kanamori (2009). The Higher Infinite, Large Cardinals in Set Theory from their Beginnings.
Springer–Verlag, Berlin Heidelberg.
[Kar] Asaf Karagila. Preserving Dependent Choice. Bulletin Polish Acad. Sci. Math. MSC: Primary 03E25; Secondary
03E35. DOI: 10.4064/ba8169-12-2018.
[Kar16a] Asaf Karagila (2016). Fodor’s Lemma can fail everywhere. Acta Mathematica Hungarica.
[Kar16] Asaf Karagila (2016). Iterating Symmetric Extensions. arXiv:1606.06718. 1-35.
[Kar14] Asaf Karagila (2014). Embedding orders into the cardinals with DCκ. Fund. Math. 226: 143-156.
[Kun80] Kenneth Kunen (1980). Set Theory: an introduction to independence proofs. Elsevier.
[Kun78] Kenneth Kunen (1978). Saturated Ideals. The Journal of Symbolic Logic. 43(1): 65-76.
[LS67] Azriel Levy and Robert M Solovay (1967). Measurable cardinals and the continuum hypothesis. Israel Journal
of Mathematics. 5(4): 234-248.
[MC12] M. Magidor and Chris Lambie-Hanson (2012). On the strength and weaknesses of weak squares. Appalachian
Set Theory. 301.
[MF09] Menachem Magidor and Sy-David Friedman (2009). The number of normal measures. Journal of Symbolic
Logic. 74(3): 1069-1080.
[MS96] Menachem Magidor and Saharon Shelah (1996). The tree property at successors of singular cardinals. Arch.
Math. Logic 35. 35: 385-404.
[Mag76] Menachem Magidor (1976). How large is the first strongly compact cardinal? or a study on identity crises.
Annals of Mathematical Logic. 10(1): 33-57.
[Mit74] W. Mitchell (1974). Sets Constructible from Sequences of Ultrafilters. Journal of Symbolic Logic. 39: 57-66.
[JMM] James Cummings, Matthew Foreman and Menachem Magidor. Canonical Structure in the Universe of Set
Theory Part II.
[MM01] Matthew Foreman and Menachem Magidor (2001). Mutually Stationary Sequences of Sets and the Non-
Saturation of the Non-Stationary Ideal on Pκ(λ). Acta Mathematicae. 186: 271-300.
[MS94] Menachem Magidor and Saharon Shelah (1994). When does almost free imply free ? (For Groups, Transver-
sals,etc.). Journal of the American Mathematical Society. 7(4): 769-830.
[Rin11] Assaf Rinot (2011). Jensen’s diamond principle and its relatives. Set Theory and Its Applications, Contemp.
Math., Amer. Math. Soc., Providence. 533: 125-156.
[She13] Saharon Shelah (2013). On Incompactness for chromatic number of graphs. Acta Mathematics Hungarica.
139(4): 363-371.
[She10] Saharon Shelah (2010). Diamonds. Proceedings of the American Mathematical Society. 138: 2151-2161.
[Tay07] Brooke Taylor (2007). Large cardinals and L-like Combinatorics. Ph.d. thesis. Universitat Wien.
COMBINATORIAL PRINCIPLES AND SOME QUESTIONS CONCERNING L-LIKE PROPERTIES AND DCκ 39
Department of Logic, Institute of Philosophy, Eo¨tvo¨s Lora´nd University, Budapest, Hungary
E-mail address: banerjee.amitayu@gmail.com
