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BULK DIFFUSION IN A SYSTEM WITH SITE DISORDER
By Jeremy Quastel1
University of Toronto
We consider a system of random walks in a random environment
interacting via exclusion. The model is reversible with respect to a
family of disordered Bernoulli measures. Assuming some weak mixing
conditions, it is shown that, under diffusive scaling, the system has a
deterministic hydrodynamic limit which holds for almost every real-
ization of the environment. The limit is a nonlinear diffusion equation
with diffusion coefficient given by a variational formula. The model
is nongradient and the method used is the “long jump” variation of
the standard nongradient method, which is a type of renormalization.
The proof is valid in all dimensions.
1. Introduction. Consider a system of particles occupying sites of a mul-
tidimensional integer lattice. The particles are attempting jumps to nearest
neighbor sites at rates which depend on both their position and the objec-
tive site. The rates themselves come from a quenched random field, and are
chosen so that the system satisfies a detailed balance condition with respect
to a family of random Bernoulli measures (the random field Ising model
at infinite temperature). The interaction between the particles is given by
a hard core exclusion rule: Attempted jumps to occupied sites are simply
suppressed.
Such systems have been used to model electron transport in doped crystals
[1, 2, 3, 8, 10, 12, 14]. In this case, the hard core exclusion rule is given by
the Pauli exclusion principle. The crystal itself creates a periodic field in
which the particles move. In the presence of impurities, the field is random.
The purpose of this article is to study the transport properties of such
a system. In particular we are interested in the influence of the random
field on the rate of bulk diffusion. In the absence of the exclusion rule,
this is simply the result of diffusive scaling of a single particle moving with
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reversible rates in the random field. At the other extreme, if the exclusion
is present but the field is constant, the bulk diffusion also turns out to be
independent of the density of particles. However, when both the random
field and the exclusion rule are present, one sees a nonlinear dependence of
the bulk diffusion on the density. This diffusion coefficient can be computed
by the Green–Kubo formula, but we have not been able to find such a
computation in the literature. We give a variational formula for the bulk
diffusion, which is equivalent to the Green–Kubo formula, and which we can
establish rigorously.
We should point out that in principle it is not even clear that under
diffusive scaling such a system has a hydrodynamic limit. The main work
here is to show that in fact all the influences of the random field are, on a
sufficiently large scale, contained in a diffusion coefficient, which depends on
the statistics of the field, but not on the randomness itself. One of the main
steps in this direction is to show that the system in a box of side length L
has a spectral gap no smaller than cL−2.
To establish the hydrodynamic limit, one needs to prove some version
of Fick’s law, namely, to replace the microscopic current by the gradient
of the density field multiplied by the diffusion coefficient. The system we
are considering turns out to be of nongradient type. Roughly speaking, the
gradient condition says that the microscopic current is already of gradient
form. At this time, the only method for the nongradient systems is the one
developed by Varadhan. The idea is to replace the current by a gradient plus
a fluctuation term. However, in our case, such a decomposition cannot hold
microscopically, because the fluctuations of the gradient of the density field
arising from the random field are very large, and one can only make sense of
these gradients over sufficiently large mesoscopic distances where stochastic
fluctuations are reduced by the central limit theorem. It is necessary to
perform the decomposition in some mesoscopic scale.
The model we are considering has been studied in the physics literature
by means of rough approximations and Monte Carlo simulations. The case
of a period two field in one dimension has been solved exactly [20, 24].
Surprisingly, the resulting equation is linear. This special case turns out
to be an “almost gradient system,” by which we mean that the fluctuation
term is explicit. In other words, one can find the minimizer in the variational
problem for the diffusion coefficient. This is certainly not the case for other
fields, and it can be shown that the diffusion coefficient is nonconstant in
general.
The main result of this paper was described in detail in [16] along with
a sketch of the proof and an unpublished, incomplete manuscript [18]. An
important motivation for the method described there is that the nongradi-
ent method as developed in [17, 22, 23] does not work in low dimensions. In
higher dimensions, such an approach can be made to work by subtracting
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a term from the microscopic gradient term to make it mean zero. One then
has the nontrivial problem to show that the subtracted term vanishes in the
limit, and this can be done if d≥ 3. This was suggested in [16], and a proof
following these lines appeared recently [6]. This inspired us to write up the
details of our unpublished manuscript carefully as the present paper. The
advantage of the original approach in [16] is that it works in all dimensions
and elucidates the connection to renormalization. The present article is in-
dependent of [6]; the only result we have used beyond [16] and [18] is the
proof of the spectral gap of the Bernoulli–Laplace version of the model by
[4], which improves on what was written in [18]. Note that both [4] and [6]
need the moving particle lemma (Lemmas 5.1 and 5.2 of this article), which
is in some sense what tells you that the system is diffusive.
In addition, we prove here the continuity of the diffusion coefficient in the
full interval [0,1] and the uniqueness of the hydrodynamic equation. The
uniqueness needed to be added as an assumption in [6], and the continuity
was proven only on (0,1). Note that the continuity of the diffusion coefficient
at 0 is of considerable interest because there it becomes the asymptotic
diffusivity of a single particle in the medium, a classical homogenization
problem with a different variational formula that has to be related to ours.
The review article [16] contains a sketch of the main idea of the proof
contained in this article. The sketch contains a small misprint which has
unfortunately led to a great deal of confusion. The formula for a certain
central limit theorem variance,
lim sup
K→∞
E[〈K−1WK , (−K2LK)−1K−1WK〉] =Cm2(1−m2)σ−1,(1.1)
is stated without a numerical factor C on the right-hand side. We would
like to explain the nature of this minor mistake, which does not affect the
integrity of the proof. In fact, as long as it is finite, the exact value of
the constant C is not even relevant in the proof. To explain this, we need
to describe the basic idea of the proof. This is a bit easier in one space
dimension.
The main problem in proving the hydrodynamic limit is to understand the
large scale behavior of the average current wx,x+1 between site x and x+1,
multiplied by a factor ε−1, the size of the system. The current is a function
of the particle numbers and field values at those two sites. One is allowed
to take some average of these currents over a larger, but still microscopic
block. Write the sum on the block as w¯x,y =
∑y−1
z=xwz,z+1. Averaging does
not appear to help too much unless wx,x+1 were of gradient form, τx+1h−τxh
for some h. Then there would be an easy term by term cancellation. But
in this model the current is not of gradient form unless α = 0. It might
work, however, if we could find an h such that the difference can be made
appropriately small. This is the standard approach to nongradient systems,
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which as explained, works for this model only in higher dimensions. Our
alternative approach is to use a long jump version of the current, wx,y, which
is the same function evaluated with variables at sites x and y, but now x and
y are chosen far apart. It turns out to be true that one can replace w¯x,y by
Cwx,y, where C is related to the diffusion coefficient. This helps somewhat
because one needs to normalize the sum in w¯x,y, and a normalization factor
of y − x in the denominator is now available. But to compensate for the
huge ε−1 factor in front of the current, one would have to take y − x= ε−1
which is no longer microscopic. So one needs something more. One can get
the needed extra factor by averaging the long jump ends x and y over some
large microscopic blocks, say, x ∈ Λ1 and y ∈ Λ2, where Λ1 and Λ2 are two
blocks of side length K beside each other. Then one gets a free factor K−1/2
(K−d/2 in dimension d) from the central limit theorem, and together with
the K−1 from the typical distance between x and y, this gives a prefactor
K−(d+2)/2 which can beat the ε−1 if K is chosen as large as ε−2/(d+2).
So we want to replace
K−1Avx∈Λ1
y∈Λ2
y−1∑
z=x
wz,z+1 by K
−1WK =K
−1Avx∈Λ1
y∈Λ2
wx,y.(1.2)
If one instead tries to replace Avz,z+1∈Λ1∪Λ2wz,z+1 by K
−1WK = K
−1 ×
Avx∈Λ1
y∈Λ2
wx,y, the resulting central limit theorem variance will not vanish.
This is not a surprise and is simply because one forgot the extra average
on the left-hand side of (1.2), so the corresponding variables are weighted
differently than those on the right-hand side of (1.2). But it appears some
readers drew the erroneous conclusion that this is because of the missing
factor C in (1.1). We regret the misprint and the confusion it has caused,
but it does not disqualify in any way the main idea of the proof as described
in [16] and [18].
The proof of the hydrodynamic limit contained in this article is essentially
the same as that of [16] and [18]. The main new material is the proof of the
continuity of the diffusion coefficient, the uniqueness of the hydrodynamic
equation and the proof of (1.1), the details of which were not included in
either [16] or [18]. This is in Sections 7 and 8. It requires a nontrivial ex-
tension of the standard nongradient computations, as one is missing in this
problem the usual average over translations.
The paper is organized as follows. In Section 2 we describe the model
and the main results. In Section 3 we give a sketch of the proof of the hy-
drodynamic limit, emphasizing the new problems that arise because of the
random field. Sections 4–8 contain the details of the proof. In Section 4 we
recall some standard results in perturbation theory which allow us to use
the variance method for nongradient systems on functions whose range is
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up to a small constant times ε−2/(d+2) as long as they satisfy an “integra-
tion by parts” estimate. In Section 4 we prove the key “moving particles
lemma” which gives the spectral gap and the two-block estimate and the
“integration by parts” estimate for the long jump current. Sections 6–10 are
devoted to the computation of asymptotic variances which is the heart of
the nongradient method. The standard material is in Sections 6 and 7. In
Sections 8 and 9 the computation is extended to the “long jump current”
where one no longer has an average over shifts. In Section 10 we complete
the proof by showing that the long jump current can be replaced by its
average with respect to local equilibrium at the scale ε−2/(d+2) where the
fluctuations have been sufficiently dampened. Section 11 contains the results
about continuity and a type of Ho¨lder continuity of the diffusion coefficient
and Section 12 the uniqueness of the hydrodynamic equation.
2. The model. Let αx, x ∈ Zd, be a bounded (|αx| ≤ B) stationary,
ergodic random field satisfying the following mixing conditions: For some
γ ≥max{4,2(d+2)/d2}, there is a constant C <∞ such that, for all l > 0,
for all f ∈FΛl with E[f ] = 0,
E[|Avx∈ΛK τxf |γ ]≤C(K−1l)γd/2E[fγ],(2.1)
where τx is the shift by x, ΛK is the box of side length K, and E is ex-
pectation with respect to the field. Typical examples are α periodic, or αx
could be independent, identically distributed random variables. But (2.1) is
quite general. For example, one could divide Zd into boxes of side length A.
On each of the boxes one could pick at random from a finite list of patterns
(functions on {1, . . . ,A}d).
For each ε= L−1, L a positive integer, we have a system of N =O(ε−d)
particles on εZd/Zd moving in this field. At most one particle is allowed at
each site. A particle at x attempts to jump to nearest neighbor sites y at
rate
ε−2(1 + eαy−αx).(2.2)
If there is no particle in the way, the particle is allowed to jump. However, if
there is a particle in the way, the jump is suppressed, and everything starts
again. All the particles are doing this independently of each other, and since
time is continuous, one can ignore the occasion of two particles trying to
jump onto each other simultaneously.
The state space of our process is {0,1}εZd/Zd . Configurations are denoted
η. ηx = 1 or 0 depending on whether there is or is not a particle at x. Our
system is a Markov process on this state space with a generator given by
ε−2Lε, where
Lε =
∑
|x−y|=1
axy(η)∇xy,(2.3)
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where the rates are given by
axy(η) = 1+ e
−(αy−αx)(ηy−ηx),(2.4)
and the lattice gradient is given by
∇xyf(η) = f(Txyη)− f(η),(2.5)
where Txyη represents η with the occupation numbers at x and y exchanged.
For each λ, the generator is reversible (self-adjoint) with respect to the
product measure
Z−1exp
∑
x∈εZd/Zd
(αx + λ)ηx.(2.6)
Z is the normalization. The parameter λ, which is called the chemical po-
tential, can be adjusted to vary the average density of particles. The relation
between λ and the density, m, is as follows: For 0≤m≤ 1, λ is chosen so
that
E
[
eα0+λ
1 + eα0+λ
]
=m.(2.7)
We could alternatively fix the number of particles so that the density was
m. Then the process is reversible and ergodic with respect to that measure
Z−1 exp
∑
αxηx δ{Avxηx=m}.(2.8)
Taken over the allowable m= iεd, i= 0, . . . , ε−d, these give us a full set of
ergodic invariant measures. Note that the measures (2.8) are not simple to
describe. The Dirichlet form is given by
D(f) =E[f, (−L)−1f ] =
∑
x∼y
E[(∇xyf)2].(2.9)
The empirical density field µε ∈ M(Td), the set of measures on the d-
dimensional torus Td, is given by
µε(dθ) = ε
d
∑
x
ηxδεx,(2.10)
where δθ gives mass one to the point θ ∈ Td. Let us choose initial dis-
tributions of our process so that, for some given smooth m0 :Td → [0,1],
µε ⇒ m0(θ)dθ in probability. The corresponding probability measure on
D([0, T ]→M(Td)), the space of right continuous trajectories with left limits
in M(Td), will be denoted Pε. Of course, Pε depend on the field, α.
We can now state our main result.
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Theorem 1. For almost every realization α of the random field, Pε⇒
δm(t,θ)dθ , as ε→ 0, where m is the unique weak solution of
∂m
∂t
=∇ ·D(m)∇m, m(0, θ) =m0(θ).(2.11)
The diffusion matrix D(m) is a nonrandom continuous function on [0,1]. It
is given by the following formulae. For m ∈ (0,1),
D(m) = σ(m)λ′(m),
where the conductivity, σ, is a symmetric matrix whose associated quadratic
form is given by the variational formula,
(β,σ(m)β) = 2 inf
g
E
[〈
d∑
e=1
(
βe(ηe − η0)−∇0,e
∑
x
τxg
)2〉
m
]
.(2.12)
The infimum is taken over all local functions g(η,α) of the configuration
and the field. The shift is given by τxg(η,α) = g(τxη, τxα). The expectation
E is over the random field α and the expectation 〈·〉m is over the infinite
product measure (2.6), where λ is chosen as in (2.7). For m = 0, D(0) is
the limiting covariance of a free particle in the field, given by the classical
homogenization formula,
(β,D(0)β) = 2z−1 inf
U(α)
E
[∑
e
(eα0 + eαe)(βe + τ
−eU −U)2
]
,(2.13)
where z = E[eα0 ]. For m= 1, D(1) is the limiting covariance of a test “hole”
which coincides with the limiting covariance of a free particle in the field
α˜=−α.
The result was obtained earlier in [6] in d≥ 3 and under the assumption
that the diffusion coefficient is continuous and that the limiting equation
has a unique solution.
A few comments follow.
Regularity of D(m). From (2.12), σ(m) is upper semicontinuous for m ∈
(0,1). It is not hard to check that λ′(m) is continuous on (0,1) and, therefore,
D(m) is upper semicontinuous on (0,1). The test function g ≡ 0 in (2.12)
shows that σ(m) ≤ Cm(1 − m) for some C <∞ and it is elementary to
check that λ′(m)≤C/m(1−m) for another finite C. Hence, D(m)≤ cI for
some c <∞ for all m ∈ (0,1). From the moving particles Lemma 5.2, one
obtains also a lower bound D(m)≥ c−1I for m ∈ (0,1). In Section 9 we show
that D(m) is Ho¨lder 1/2 with a coefficient which may behave badly at the
edge; |D(m1)−D(m2)|2 ≤C(m1(1−m1))−1|m1−m2| for some C <∞. This
follows from the characterization of the diffusion coefficient in Sections 6 and
7 without too much work. It is also shown there that D(m) is continuous
on the whole interval [0,1].
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Weak solutions. By a weak solution of (2.11), we mean a functionm : [0, T ]×
T
d→ [0,1] satisfying∫ T
0
∫
Td
|∇m|2
m(1−m) dθ dt= supφ
{∫ T
0
∫
Td
[m∇ · φ− |φ|2m(1−m)]dθ dt
}
(2.14)
<∞
for each T <∞ and for smooth test functions φ on Td× [0, T ],∫
Td
φmdθ
∣∣∣t=T
t=0
=
∫ T
0
∫
Td
∂φ
∂t
mdθ dt−
∫ T
0
∫
Td
∇φ ·D(m)∇mdθ dt.(2.15)
In Section 10 we show that, under the Ho¨lder continuity proved in Section 9,
such weak solutions are unique.
Associated dynamics. One can produce other dynamics with (2.8) as er-
godic reversible measures. Consider the dynamics associated to the Dirichlet
form ∑
x,y
py−xE[bxy(η)(∇xyf)2],(2.16)
where p is finite range and symmetric and bx,x+y(η) = τxb0,y(η) for some
finite range b0,y(η) bounded above and below (for y in the range of p). The
expectation is with respect to any one of the measures (2.8). The corre-
sponding dynamics have a particle at x attempting to jump to x+ y at rate
py(b0y(τxη) + b0y(T0yτxη)e
αx+y−αx). Since our methods are based on esti-
mates involving the Dirichlet form, they extend easily to equivalent Dirich-
let forms, and one obtains an identical theorem with (2.12) replaced by the
infimum over
2E
[∑
y
py
〈
b0y
(
β · y(ηy − η0)−∇0,y
∑
x
τxg
)2〉
m
]
.(2.17)
A natural example is b0e = e
−α0η0(1 − ηe) + e−αeηe(1 − η0). The resulting
dynamics have a particle at x attempting to jump to each nearest neighbor
site at rate e−αx .
Mixing conditions. The mixing conditions given in (2.1) are chosen for
convenience and are not meant to be optimal. They are mainly to point
out that the theorem holds under some very weak mixing conditions on the
variables αx. A nice problem is to consider the case of unbounded field α
(the condition that |αx| ≤B is very important for the method).
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3. Hydrodynamic limit. In this section we give a sketch of the proof
of the hydrodynamic limit. Many of the arguments are now standard and
can be found, for example, in [11]. However, at some points new ideas are
needed, especially in low dimensions where there is not sufficient averaging to
control the fluctuations from the random field. We will sketch the approach,
emphasizing where new methods are needed, leaving the rigorous proofs for
Sections 4–8.
The evolution of the empirical density field µε is described by the following
set of stochastic integral equations:∫
T d
φ(t, θ)µε(t, dθ)
∣∣∣t=T
t=0
=
∫ T
0
∫
T d
∂φ
∂t
(t, θ)µε(t, dθ)dt
−
∫ T
0
εd−2
∑
|x−y|=1
(φ(t, εy)− φ(t, εx))wxy dt
+
∫ T
0
εd
∑
|x−y|=1
(φ(t, εy)− φ(t, εx))∇xyη dMxy.
Here Mxy are independent Poisson “sawtooth” martingales running at rates
ε−2axy and the current
wxy = axy(ηy − ηx) = ηy(1− ηx)(1 + eαx−αy)− ηx(1− ηy)(1 + eαy−αx).(3.1)
Using the formula E[|Mf (T )|2] =
∫ T
0 E[Lf
2−2fLf ]ds ifMf (T ) = f(η(T ))−
f(η(0))− ∫ T0 Lf(η(s))ds, true for any Markov process, one easily computes
the quadratic variation of the martingale term,
EPε
[(∫ T
0
εd
∑
|x−y|=1
(φ(t, εy)− φ(t, εx))∇xyη dMxy
)2]
≤Cεd,(3.2)
where C depends only on T and εd
∑
x∈εZd/Zd φ
2(x).
If one starts with a nondegenerate product invariant measure (E[η0] 6= 0
or 1), we have the equilibrium, or stationary process which we denote by Qε
and from the bound on the entropy of any initial distribution with respect
to that reference measure, we obtain directly the bounds
H(Pε/Qε)≤Cε−d,
∫ T
0
D(
√
ft )dt≤Cε2−d,(3.3)
where ft is the marginal density of the nonequilibrium process at time t. If
V is any bounded function, we can estimate by the Feynman–Kac formula,
the spectral theorem for self-adjoint operators, and the variational formula
for the principle eigenvalue of L+ V ,
T−1 logEQε
[
exp
{∫ T
0
V (η(s))ds
}]
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(3.4)
≤ sup
{
〈V f〉 − ε−2
∑
|x−y|=1
〈(∇xy
√
f )2〉
}
,
where the expectations are with respect to the invariant measure and the
supremum is over densities relative to that measure. The superexponential
bound
EQε
[
exp ε−d
∑
x∈Zd/ε−1Zd
φ(εx)
∫ t
s
wxx+e(s)ds
]
(3.5)
≤ 2exp(t− s)
∑
x∈εZd/Zd
φ2(x)
is obtained this way using the integration by parts formula
〈wxyf〉=−12〈(ηy − ηx)∇xyf〉,(3.6)
true for any f and any invariant measure on any set containing x and y. By
Schwarz’s inequality, we have
〈wx,x+ef〉 ≤C〈(∇xy
√
f )2〉1/2,(3.7)
which gives (3.5). Once one has (3.2) and (3.5), tightness of the measures Pε
follows by a standard argument from Garsia’s lemma (see [11] for details).
Once one has tightness, it remains to identify the limit measure and for
this, we take the limit of the stochastic integral equation. From (3.2), the
martingale term is asymptotically trivial. Hence, the work is to identify the
limit of the term involving the current in terms of the empirical density field.
Since the sites are distance ε apart,
ε−1(φ(εy)− φ(εx)) = (y − x) · ∇φ(εx) + o(1).
Fix a direction e0 and call J = e0 · ∇φ. Our job is to identify the limit of∫ T
0
εd
∑
x∈Zd/ε−1Zd
J(εx)ε−1wx,x+e0 dt(3.8)
for smooth functions J on the Td as∫ T
0
∫
Td
J(θ)
∑
e
De0e(m(θ, t))∂em(θ, t)dt,(3.9)
where m(θ, t) is the density of the limit of the empirical density µε. It is
relatively easy to see that the latter is well approximated by something of
the form∫ T
0
εd
∑
x∈Zd/ε−1Zd,e′
J(εx)De0e(η¯
δ1ε−1
x )(2δ2)
−1(η¯δ1ε
−1
x+δ2ε−1e
− η¯δ1ε−1x−δ2ε−1e)dt,(3.10)
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where η¯ℓx = Avy∈Λℓxηy and Λ
ℓ
x is a cube of side length ℓ around x, since
m(t, θ)dθ is the weak limit of µε(t, dθ) and η¯
δε−1
x (t) = µε(t,{θ : |θ− x| ≤ δ}).
In order to make this replacement, one could try to replace (3.8) by some-
thing like ∫ T
0
εd
∑
x∈Zd/ε−1Zd
J(εx)ε−1τxAvy∈ΛKwy,y+e0 dt,(3.11)
where ΛK is a box of side length K about the origin. Note that it is not
hard to make such a replacement. Performing a summation by parts on the
difference between (3.8) and (3.11), one obtains an error of
∫ T
0 Γdt, where
Γ = εd
∑
x∈Zd/ε−1Zd
[J(εx)−Avy∈ΛKJ(ε(x+ y))]ε−1wx,x+e0.(3.12)
One easily estimates from (3.7)
〈Γf〉 ≤CKǫ‖∇J‖∞Avx∈Zd/ε−1Zdε−1〈(∇x,x+e0
√
f )2〉1/2,(3.13)
so that
〈Γf〉 − εd−2D(√f )≤C ′K2ε2(3.14)
for some new C ′ <∞. So as long as K = o(ε−1), such a replacement can be
performed. On the other hand, it is not so clear how replacing the current
by its average really helps us to get closer to something like (3.10) or where
the nontrivial term σ(m) would come from.
Instead we will choose some functions ΘeK which depend on variables in
box ΛK of side length K, large with ε
−1, so that the latter is well approxi-
mated by ∫ T
0
εd
∑
x∈Zd/ε−1Zd,e
J(εx)ε−1τxΘ
e
K dt.(3.15)
The functions ΘeK are given explicitly [see (3.28)], but for now we do not
need the explicit form to explain the basic argument.
There are also a class of objects for which one can readily check the
asymptotics are trivial. Let g(η,α) be any local function and define the shift
τxg = g(τxη, τxα). Then∫ T
0
εd
∑
x∈Zd/ε−1Zd
J(εx)ε−1Lτxg dt(3.16)
is asymptotically trivial. This can be seen by Itoˆ’s formula, which says that
the above is equal to
εd+1
∑
x
J(εx)τxg
∣∣∣T
0
−
∫ T
0
εd+1
∑
x,e
J(εx)ax,x+e∇x,x+eg dMx,x+e.
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Terms such as (3.16) are called fluctuation terms. Let
VK =Avx∈Λ′
K
wx,x+e0 −Lτxg−
∑
e
ΘeK ,(3.17)
where Λ′K is a box of side length K− ℓ, where ℓ is chosen so that VK depends
only on variables in Λ′K . We need to show that∫ T
0
εd
∑
x∈Zd/ε−1Zd
J(εx)ε−1τxVK ds→ 0 in Pε probability.(3.18)
From either the entropy bound in (3.3) together with the entropy inequality,
or directly from the Dirichlet form bound in (3.3) to show (3.18) for a
function VK , it suffices to prove
inf
g
lim sup
ε→0
sup
f
{
εd
∑
x
ε−1〈τxVKf〉 − ε−2
∑
e
〈(∇x,x+e
√
f )2〉
}
= 0.(3.19)
Taking the sum out of the supremum, we obtain an upper bound of the form
inf
g
lim sup
ε→0
sup
{
ε−1〈Avx∈ΛKVKf〉 − ε−2Avx∈ΛK
∑
e
〈(∇x,x+e
√
f )2〉
}
.
The expectation is now over a canonical measure (fixed density of particles)
on the box ΛK of side length K and the supremum is over all relative
density functions, as well as all densities. Letting LK denote the generator
corresponding to the Dirichlet form
∑
x∈ΛK
∑
e〈(∇x,x+e
√
f )2〉, we recognize
this as the variational formula for
ε−2K−(d+2)λK,ε,
where λK,ε is the principle eigenvalue of
K2LK + εK
d+2VK .
Note that K2LK is used because it has a spectral gap of order one. If we
write down the formal Rayleigh–Schro¨dinger series for λK,ε, we find
ε−2K−(d+2)λK,ε
= ε−2K−(d+2){εKd+2〈VK〉+ ε2K2(d+2)〈VK , (−K2LK)−1VK〉+ · · ·}.
The functions ΘeK are specially chosen so that they have mean zero with
respect to any canonical measure on ΛK . This is also true of the currents
and the fluctuation terms and, hence, 〈VK〉= 0. Therefore,∫ T
0
εd
∑
x∈Zd/ε−1Zd
J(εx)τx[ε
−1VK − aK ]ds(3.20)
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is asymptotically trivial where
aK =K
d+2〈VK , (−K2LK)−1VK〉.(3.21)
In Sections 4 and 5 this is proved for K ≤ c0ε−2/(d+2), where c0 is a small
constant as long as we have an estimate of the form
〈VKf〉2 ≤CKd
∑
|x−y|=1,x,y∈ΛK
〈(∇xy
√
f )2〉(3.22)
holding for some C <∞ for all densities f on ΛK . For our special choice of
ΘeK [see (3.28)], (3.22) will follow from (3.7) and the moving particles lemma
proved in Section 5. We want K as large as possible to control fluctuations
from the random field and, hence, we will always choose
K = c0ε
−2/(d+2).(3.23)
Let
aˆK = aK −E[aK ].(3.24)
We claim that, for any fixed g, almost surely in the random field,
lim
ε→0
εd
∑
x∈Zd/ε−1Zd
J(εx)τxaˆK = 0(3.25)
in Pε probability. To see this, note that aˆK , which is a function of m= η¯K
taking values in iK−d, i= 0, . . . ,Kd, can be easily extended to a continuous
function of m ∈ [0,1] by linear interpolation. For each δ with δ−1 a positive
integer, divide Zd/ε−1Zd into disjoint boxes of side length δε−1 and label
them β. Let η¯β be the particle density in box β. By the two block estimate,
lim
δ→0
lim
ε→0
εdAv
β
Avx∈βJ(εx)[aˆK(η¯x,K , τxα)− aˆK(η¯β , τxα)] = 0(3.26)
in Pε probability. Now aˆK(m) is a function of αx, x ∈ ΛK , hence, by the
mixing condition (2.1), for γ > 1,
E
[∣∣∣∣Avβ Avx∈βJ(εx)aˆK(η¯β, τxα)
∣∣∣∣γ]≤Avβ E[|Avx∈βJ(εx)aˆK(η¯β , τxα)|γ ]
=O((δεK)γd/2).
For fixed δ, this is O(εγd
2/2(d+2)) which is summable in ε−1 = 1,2, . . . as
long as γ > 2(d+ 2)/d2. By Chebyshev’s inequality and the Borel–Cantelli
lemma, the term goes to zero for almost every realization of the random
field. This proves (3.25).
Hence, we have reduced the problem to proving that
inf
g
lim
K→∞
sup
m
E[aK(m,g)] = 0(3.27)
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for our specific choice of ΘeK , as well as proving that (3.10) is well approxi-
mated by (3.15).
The choice of functions ΘeK is not unique. The standard choice is some-
thing of the formD∇eη, where∇eη = ηe−η0, making the passage from (3.15)
to (3.10) easy. However, ∇eη does not have mean zero, so one has to sub-
tract a term E[∇eη|η¯l] for some large l, and try to deal with that term in
a different way. One can check the size of the subtracted term after appro-
priate averaging is only small in dimensions three or higher. In [17] it was
suggested that the standard approach could work in d≥ 3 and it was carried
out in [6].
We choose instead in (3.15)
ΘeK = ν(η¯ΛK )W
e
K ,(3.28)
where, for any integer ℓ,
W eℓ = ℓ
−1w¯Λℓ,τℓeΛℓ(3.29)
is the block renormalized or long jump current. Here Λℓ = {1, . . . , ℓ}d and
for any two nonintersecting subsets A and B of Zd,
w¯A,B =Avx∈A,y∈Bwxy(3.30)
is the average current over A and B, where wxy are given by (3.1). The
prefactor ν is given by
ν(m) = σe0e(m)/m(1−m).(3.31)
Computations in Section 8 explain why ν has to have this form. (3.27) is
proved in Sections 6 and 7.
4. Perturbation theory. We recall some standard results from perturba-
tion theory which we will be using in a specific context.
Lemma 4.1. Let H0 be a nonnegative self-adjoint operator on a Hilbert
space with λ0 = 0 a simple eigenvalue, and spectral gap λ1 ≥ 1. Let V be a
real potential bounded by
〈u,V u〉 ≤ α(〈u,H0u〉+ 1/4〈u,u〉)(4.1)
for some α≤ 2/5. Let H =H0 + V . Then for |λ|= 1/2, the Green function
(λ−H)−1 has the convergent series
(λ−H)−1 =
∞∑
n=0
[(λ−H0)−1V ]n(λ−H0)−1,(4.2)
with
‖[(λ−H0)−1V ]n(λ−H0)−1‖ ≤ 5(5α/2)n.(4.3)
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Proof. Note that (H0 +1/4)
−1/2 is well defined. By (4.1),
〈u, (H0 +1/4)−1/2V (H0 +1/4)−1/2u〉 ≤ α‖u‖22.(4.4)
Since V is real, (H0+1/4)
−1/2V (H0+1/4)
−1/2 is self-adjoint, and therefore
(4.4) implies the operator bound
‖(H0 +1/4)−1/2V (H0 + 1/4)−1/2‖ ≤ α.(4.5)
Rewrite [(λ−H0)−1V ]n as
(H0+
1
4)
−1/2[(H0 +
1
4)(λ−H0)−1(H0 + 14)−1/2V (H0 + 14)−1/2]n
(4.6)
× (H0+ 14)1/2.
Since |λ|= 1/2 andH0 has gap greater than one, we have ‖(H0+1/4)−1/2‖ ≤
2, ‖(H0 + 1/4)(λ −H0)−1‖ ≤ 5/2, ‖(H0 + 1/4)1/2(λ −H0)−1‖ ≤ 5/2. This
proves the bound and the convergence. 
The spectral projection for the ground state of H is given by
P =
1
2πi
∫
|λ|=1/2
(λ−H)−1.(4.7)
Hence, we have a convergent expansion for P . Using this expression, one
obtains the familiar Rayleigh–Schro¨dinger series (see [19]) for the ground
state energy of H + V with the nth term bounded by 5(5α/2)n .
Corollary 4.2. Let W be a real potential and
H =−K2LK + ǫKd+2W.(4.8)
If K2LK has gap of order one, then the Rayleigh–Schro¨dinger series for the
ground state energy converges provided W satisfies
〈u,Wu〉 ≤K−d/2DK(u)1/2‖u‖2, K < c0ǫ−2/(d+2)(4.9)
for some c0 small enough, or
‖W‖∞ ≤C1, K ≤ (C1ǫ/10)−1/(d+2).(4.10)
Furthermore, in both cases one has
ǫ−2K−d−2 infspecH ≤Kd〈W,−(LK)−1W 〉+ o(1).(4.11)
Proof. Assume the gap of K2LK is one. From (4.9) and Schwarz’s
inequality,
ǫKd+2〈u,Wu〉 ≤ ǫK(d+2)/2[K2DK(u) + 1/4‖u‖22].(4.12)
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By Lemma 4.1, the power series for the Green function converges. Further-
more, the nth term is bounded by c(ǫK(d+2)/2)n. Therefore, the nth term
in the Rayleigh–Schro¨dinger series is bounded by c(ǫK(d+2)/2)n. One can
compute that the first term is zero from the assumption (4.9) on W . The
second term gives
(ǫ2Kd+2)Kd〈W,−(LK)−1W 〉,(4.13)
while the other terms are bounded by
(ǫK(d+2)/2)3.(4.14)
Now suppose that (4.10) holds instead. We can choose α in the previous
lemma to be ǫKd+2C1. The first two terms in the Rayleigh–Schro¨dinger
series can be computed as before. The other terms are again bounded by
o(1) after multiplying ǫ−2K−d−2. This proves the corollary. 
5. Moving particle lemma. We need a preliminary result.
Lemma 5.1. Suppose µ is a homogeneous Bernoulli measure (αx ≡ 0)
on Z1 conditioned to have N particles. Let k be a positive integer and ρx a
sequence of positive numbers with
∑k−1
x=1 ρx = 1. Then
Eµ[(∇1,kf)2]≤
k−1∑
x=1
ρ−1x Eµ[(∇x,x+1f)2].(5.1)
It is important that there is no multiplicative constant on the right-hand
side.
Proof of Lemma 5.1. We prove it by induction. For k = 3, it is ele-
mentary to check the inequality directly. Suppose it is true for k− 1 and let
ρ1 + · · ·+ ρk = 1. Let q = ρ2 + · · ·+ ρk. From the k = 3 case we have
E[(∇1,kf)2]≤ ρ−11 E[(∇1,2f)2] + q−1E[(∇2,kf)2].(5.2)
From the inductive hypothesis, since q−1ρ2 + · · ·+ q−1ρk = 1,
E[(∇2,kf)2]≤ q
k−1∑
x=2
ρ−1x Eµ[(∇x,x+1f)2].(5.3)
This completes the proof. 
Lemma 5.2 (Moving particle lemma). Suppose µ is a Bernoulli measure
on Z1 with external field α taking values in [−B,+B]. Then∫
[f(T1Lη)− f(η)]2 dµ(η)≤ e13BL
∑
1≤x≤L−1
∫
(∇x,x+1f)2 dµ(η).(5.4)
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Proof. Suppose we change the measure µ to a new measure µ˜ by chang-
ing each αi to the nearest value of the form Bj/L, j an integer. Since there
is always such a point with |αi − Bj/L| ≤ B(2L)−1, the Radon–Nikodym
derivative dµ/dµ˜ is bounded above and below uniformly by eB/2 and e−B/2,
respectively. Therefore, at the cost of a factor of eB , we may assume that α
takes values in {Bj/L : j =−L, . . . ,L}. By the same reasoning, at the price
of a factor e4B , we may assume that α0 = αL =B.
Let A be the set
A= {xi :αxi =K, i= 1, . . . , k}.
By definition,
T1,Lη = Tx1,x2 · · ·Txk−2,xk−1Txk,xk−1 · · ·Tx3,x2Tx2,x1η.
By Lemma 5.1 with ρ−1s =
L
xs+1−xs
,
Eµ[(f(T1,Lη)− f(η))2]≤ e4K
k−1∑
s=1
L
xs+1− xsEµ[(f(Txs,xs+1η)− f(η))
2].
We have to bound
L
xs+1− xsEµ[(f(Txs,xs+1η)− f(η))
2].
We are now in the same situation as before except no αx can take value K
when xs <x< xs+1. Let us change αxs and αxs+1 to the value B(L− 1)/L.
The price we pay is a factor exp{2BL−1}. Continuing this procedure, we
have a proof of the lemma. 
From the moving particles lemma, we obtain as a consequence two basic
bounds, the spectral gap and the two block estimate. The arguments leading
from Lemma 5.2 to the two block estimate are completely standard (see
[11]), so we simply state the result we need. We denote by η¯nx the empirical
density of particles on a box of side length n around x. Also 〈·〉m denotes
the expectation with respect to the fixed total density of particles η¯ε−1 =m.
Lemma 5.3 (Two block estimate). Let 0≤K <∞ and α any field with
−K ≤ αx ≤K. Let F be continuous function on [0,1]× [0,1] and J a smooth
test function on Td. Let K→∞ as ε→ 0 with K ≤ δε−1. Let
Vε,δ = ε
d
∑
x
J(εx)(F (η¯Kx+y, η¯
K
x+z)−F (η¯δε
−1
x , η¯
δε−1
x )).(5.5)
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Then for every realization of the field α with −K ≤ αx ≤K,
lim sup
δ→0
lim sup
ε→∞
sup
|y|,|z|≤K
0≤m≤1
sup
f
{
〈Vε,δf〉m
(5.6)
− εd−2
∑
x∈Zd/ε−1Zd,e
〈(∇x,x+e
√
f )2〉m
}
≤ 0.
The expectation 〈·〉m is with respect to the canonical measure (2.8) with fixed
density m on Zd/ε−1Zd and the supremum is over all relative densities f .
The following result from [4] gives the spectral gap of the Bernoulli–
Laplace version of our model to the correct order.
Lemma 5.4. Let 0 ≤ K <∞. There exists a constant C = C(K) <∞
such that, for any field α with −K ≤ αx ≤K, any Λ, and any 0≤N ≤ |Λ|,
for any f :{0,1}Λ→R,
VarΛ,N(f)≤C|Λ|−1EΛ,N
[ ∑
x,y∈Λ
(∇xyf)2
]
.(5.7)
Here VarΛ,N,K and EΛ,N,K denote the variance and expectation with respect
to the measure in our random field on Λ conditioned to have N particles.
Together with the moving particles lemma, one obtains the spectral gap
of the nearest neighbor dynamics to the correct order.
Theorem 2 (Spectral gap). For each K > 0, there exists a C <∞ such
that, for all α with −K ≤ αx ≤ K, all cubes ΛL of side length L, all 0 ≤
N ≤ Ld, and all f :{0,1}ΛL →R,
VarΛL,N (f)≤CL2EΛL,N
[ ∑
x,y∈ΛL
|x−y|=1
(∇xyf)2
]
.(5.8)
Proof. By Lemma 5.4, we have
VarΛL,N (f)≤
C
|ΛL|EΛL,N
[ ∑
x,y∈ΛL
(∇xyf)2
]
.
For each x, y ∈ ΛL, choose a canonical path x = x1, x2, . . . , xn = y with xi
and xi+1 by moving first in the first coordinate direction, then in the second
coordinate direction, and so on. By the moving particles lemma, we have
EΛL,N [(f(Txyη)− f(η))2]≤ e13Kn
∑
1≤i≤n−1
EΛL,N [(∇xi,xi+1f)2].
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Summing over x and y, noting that n≤ dL and that each nearest neighbor
pair is used for the path between d(L/2)d+1 pairs x and y, we obtain the
result. 
6. The diffusion coefficient. We now discuss the computation of the
asymptotic variance (3.27). Suppose f(η,α) is a function depending on the
particle and field configuration in some finite box Λℓ and which has mean
zero with respect to every invariant measure for our process on that box.
We denote the class of such functions Gℓ. Denote by G the increasing union
of Gℓ. For any v ∈ Gℓ, we form the sum
VK =
∑
x∈Λ′K
τxv,(6.1)
where Λ′K is a box of side length K − ℓ and we define
VK = 〈VK , (−LK)−1VK〉= sup
f
{
2〈VKf〉 −
∑
|x−y|=1
x,y∈ΛK
〈(∇xyf)2〉
}
.(6.2)
The expectation is with respect to an extremal invariant measure, that is,
the canonical invariant measure (2.8) with fixed number of particles, and the
supremum is over all densities with respect to such a measure. In particular,
VK depends on η¯ΛK =Avx∈ΛKηx, as well as αx, x ∈ΛK ,
VK =VK(η¯ΛK , α).(6.3)
Since v ∈ Gℓ, if K ≫ ℓ, we can write v = LKh for some h supported on
ΛK . Then VK =
∑
x∈Λ′K
τxLKh= LK
∑
x∈Λ′K
τxh and, hence, we have VK ≤
CKd. For each fixed m ∈ (0,1), define
[v, v] = limsup
mK→m
K−dE[VK(mK , α)].(6.4)
Although [v, v] is well defined for each v ∈ G, it is not so clear how to
compute it. For this purpose, we introduce an auxiliary Hilbert space H and
compute [v, v] for objects in G by mapping them to H. Let πm denote the
product measure (2.6) with density m. A form ξe is a function of η and α
depending on the basic basis elements e of Zd. We make a Hilbert space H
out of them through the inner product
〈〈ξ, ξ〉〉=
∑
e
E[〈ξ2e〉m].(6.5)
For g a local function, consider the exact form ξb =
∑
y∈Zd∇bτyg indexed
over nearest neighbor bonds b = x,x+ e in Zd. Since g is local, there are
only finitely many nonzero terms so the sum is well defined. Note that ξb
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is covariant in the sense that τxξb = ξτxb. So they can all be reconstructed
out of the basic forms ξe, e running over basis elements of Z
d. This defines
a Hilbert subspace E of exact covariant forms. An exact form possesses the
algebraic property of closedness: If b1, b2, . . . , bn are an ordered set of bonds
making a loop in Zd, then
∑n
i=1 ξbi(η
b1···bi−1) = 0. An example of a form
which is closed but not exact is given by (∇η)e =∇eη = ηe − η0. Let C be
the closure in H of the closed forms. One can check by standard arguments
(see [11]) that E has codimension d in C and that C is the closure of the
linear span of E and ∇η.
We now compute [v, v] for some special cases. When v = Lg for some local
g, we use the map
g 7→ ξe =∇0,e
∑
x
τxg(6.6)
and find
[Lg,Lg] = 〈〈ξ, ξ〉〉.(6.7)
When v =w0,e, we have the image w 7→ ∇η and
[w,w] = 〈〈∇η,∇η〉〉.(6.8)
Furthermore, for v = Lg, the map above gives
[w0,e, v] =−12E[〈∇eη, ξe〉m].(6.9)
The variational formula (2.12) for σ translates to
β · σβ = inf
g
[(∑
e
βew0,e −Lg
)2]
.(6.10)
Fix a direction e. For each fixed ℓ,W eℓ given by (3.29) is embedded in E , as
̟eℓ . From (3.7) and the moving particles lemma, one has a uniform bound
on the norm [W eℓ ,W
e
ℓ ]. Furthermore, one can check by a straightforward
computation that, for any g ∈ G,
lim
ℓ→∞
[W eℓ ,Lg] = 0(6.11)
and less trivially that
lim
ℓ→∞
[β ·Wℓ, β ·Wℓ] =m2(1−m)2β · σ−1β.(6.12)
In other words, the limit W of the Wℓ represents an (unnormalized) orthog-
onal complement to Lg with respect to [·, ·]. From the above computations,
we have
lim
ℓ→∞
inf
g
[(w−Lg− νWℓ)2] = 0,(6.13)
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where ν(m) = σ(m)/m(1−m), which is the first step in the renormalization.
To prove (6.12), we take the limit in variational formula (6.2) (see [11])
for any v ∈ Gℓ to find
[v, v] = sup
ξ
{
2
∑
x,x+e∈Λℓ
E[〈∇eτ−xV, τ−xξe〉]− 〈〈ξ, ξ〉〉
}
,(6.14)
where −LλℓV = v and ξ is a closed form. Since ξ is closed, it can be approx-
imated by β∇η +∇∑y τyg. The first term can be computed explicitly and
the variational formula becomes
[v, v] = sup
g∈G,β
{
2E
[〈
v,
∑
y
τyg +
∑
β · yηy
〉]
(6.15)
−
〈〈(
β∇η−∇
∑
x
τxg
)2〉〉}
.
Applying this to Wℓ gives (6.12). It is worth noting that
E
[〈
v,
∑
y
τyg+
∑
β · yηy
〉]
= [v,β ·w−Lg]
and 〈〈(
β∇η −∇
∑
x
τxg
)2〉〉
= [(β ·w−Lg)2],
so this also shows that G is a Hilbert space and G = w¯⊕LG.
At this point it is worth making a quick remark about associated dy-
namics. If one chooses instead a dynamics as in (2.16), then one will have
a corresponding generator L˜ and a corresponding current w˜ different from
the w above, but satisfying all the needed estimates. One checks in ex-
actly the same way as above that limℓ→∞ infg[(w˜− L˜g− ν˜Wℓ)2] = 0, where
ν˜(m) = σ˜(m)/m(1−m) and σ˜ is given by (2.17). The key point is that the
choiceWℓ is independent of the particular choice of model. This is important
in later sections where the special form of Wℓ is used repeatedly.
7. Structure of the gradient space. The state space on which we work
is Ω = [−B,B]Zd × {0,1}Zd points of which we call (α,η). Fix 0 <m < 1.
On {0,1}Zd , we have the product measure
µ= Z−1 exp
{ ∑
x∈εZd/Zd
(αx + λ(m))ηx
}
,(7.1)
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with λ(m) chosen as in (2.7). Denote corresponding expectation by Eα[·].
On Ω we have the corresponding annealed measure
E[F (α,η)] = E[Eα[F ]].(7.2)
A collection of functions {ωb} where b runs over unoriented bonds of Zd
is called a translation covariant form if, for all bonds b and sites x in Zd,
τxωb = ωτxb.(7.3)
Here the shift operator τx acts on functions F by (τxF )(α,η) = F (τxα, τxη),
where (τxη)y = ηx+y and (τxα)y = αx+y. A translation covariant form is rep-
resented by {we}, where e runs over the basic bonds e1 = (1,0, . . . ,0), . . . , ed =
(0, . . . ,0,1) since every b= τxe for some x and e and ωb = τxωe. The collec-
tion of translation covariant forms is then a Hilbert space H with the norm
‖{ωb}‖=
∑
eE[ω
2
e ].
An ordered finite set of bonds b1, . . . , bn is called a closed loop if Tbn · · ·Tb1η =
η for all η. A form {ωb} is called closed if for any closed loop of bonds
b1, . . . , bn,
n∑
i=1
ωbi(α,Tbi−1 · · ·Tbiη) = 0.(7.4)
A translation covariant form is called exact if ωe =
∑
x∇eτxg for some local
function g(α,η). Note that only finitely many terms in the sum are finite,
so this makes sense. Note also that an exact form is automatically closed.
Denote by C the closure in H of the space of square integrable translation
covariant closed forms and by E the closure of those that are exact. We have
E ⊂ C and, in fact, the containment is strict as ∇eη, the form (η(1,0,...,0) −
η(0,...,0), . . . , η(0,...,0,1)− η(0,...,0)) is closed but not in the closure of the span of
exact forms. The main result follows:
Theorem 3. C =∇η⊕E .
Note that the theorem has been proved in different situations in [6, 17, 22].
The proof here is very similar. It requires that the disorder field α be a
stationary ergodic process, but does not use the mixing conditions (2.1).
Proof of Theorem 3. Let ωb be a closed form. Let ΛK be a box in
Z
d of side length K centered at the origin. For any set Λ, let ηΛ, αΛ denote
the collection of variables ηx, αx, x ∈ Λ. For bonds b inside ΛK , let
ωKb =E[ωb|αΛK , ηΛK ].(7.5)
ωKb satisfies the closedness condition (7.4) for closed loops b1, . . . , bn con-
tained inside ΛK . The set {0,1}ΛK is divided into ergodic classes
∑
x∈ΛK
ηx =
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N and on each we can sum along bonds to produce an unambiguous function
SK with
∇bSK = ωKb(7.6)
for any bond b inside ΛK . There is a free variable depending on
∑
x∈ΛK
ηx
and, therefore, we can choose SK so that Eµm [SK |
∑
x∈ΛK
ηx] = 0 as well.
Let
GK =E[S3K |αΛK , ηΛK ](7.7)
and, for any bond b in Zd,
ξKb =K
−d
∑
x∈Zd
∇bτxGK .(7.8)
Note that ξKb makes sense because only finitely many terms are nonzero,
and that it is by definition an exact form. If e is a basic bond, we can write
ξKe = ξ
1,K
e + ξ
2,K
e , where ξ
1,K
e corresponds to terms in the sum with x and
x+ e in ΛK and ξ
2,K
e corresponds to terms in the sum with one of x and
x+ e in ΛK and one not in ΛK :
ξ1,Ke =K
−d
∑
x,x+e∈ΛK
τ−x∇x,x+eE[S3K |αy, ηy, y ∈ΛK ]
=K−d
∑
x,x+e∈ΛK
E[τ−x∇x,x+eS3K |ατ−xΛK , ητ−xΛK ](7.9)
=K−d
∑
x,x+e∈ΛK
E[ωe|ατ−xΛK , ητ−xΛK ].
By the martingale convergence theorem, we have ξ1,Ke → ωe as K→∞.
Note that
ξ2,Ke = c
K
e ∇eη,(7.10)
where cKe does not depend on η0 or ηe. Suppose we take a bond b which
does not have any vertex in common with e:
∇bξ2,Ke =K−d
∑
|{x,x+e}∩ΛK |=1
∇eτx∇τxbGK(7.11)
so
E[|∇bξ2,Ke |2]≤CK−(d+1)
∑
|{x,x+e}∩ΛK |=1
E[|∇x+bGK |2]≤C ′K−2.(7.12)
In other words, E[(∇bcKe )2]→ 0 as K →∞. Since cKe does not depend on
η0 or ηe and this is true for any b not having a vertex in common with e,
any limit ce of the c
K
e cannot depend on the configuration η.
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We have thus shown that if ωb is a closed form, then there exist exact
functions ξKe and a function ξ
2,K
e such that ξ
K
e − ξ2,Ke → ωe and any weak
limit ξ2e of the ξ
2,K
e must be of the form
ce(α)∇eη.(7.13)
Assume for a moment that such a weak limit exists. We now want to show
that a form of the type (7.13) is in ∇eη⊕ E as well.
First of all, we can always subtract c∇eη from (7.13), so taking c =
E[ce(α)], we can assume without loss of generality that E[ce] = 0.
Now we solve explicitly for a function G˜K such that ∇bG˜K = ce(τxα)∇bη
for bonds b inside ΛK of the form (x,x+ e). Trying G˜K =
∑
x∈ΛK
ax(α)ηx,
one obtains the set of equations
ax − ay = ce(τxα).(7.14)
These are readily solved by taking a0 = 0 and for any other x ∈ ΛK ,
ax =−
n∑
i=1
cei(τxiα),(7.15)
where (xi, xi + ei), i= 1, . . . , n, is a sequence of bonds from 0 to x. It does
not depend on the path taken because (7.13) is closed.
Let ξ˜Ke be as in (7.8) with this new G˜K , and again break it up as ξ˜
K
e =
ξ˜1,Ke + ξ˜
2,K
e . The first term ξ˜
1,K
e converges to (7.13) in the same way as
before. The difference is that we now compute ξ˜2,Ke directly. It is given by
ξ˜2,Ke = r
K
e ∇eη, rKe =K−d
∑
x∈Λ,x+e/∈ΛK
τ−xax(7.16)
plus an analogous term with x + e ∈ ΛK and x /∈ ΛK . Connect boundary
points x of ΛK to the origin in some deterministic way: Say, (xi(x), xi(x) +
ei(x)), i= 1, . . . , n(x), with n(x)≤Kd. Then
rKe =−K−d
∑
x∈Λ,x+e/∈ΛK
n(x)∑
i=1
cei(x)(τxi(x)−xα).(7.17)
As K→∞, this converges to E[ce] = 0 by the ergodic theorem. This proves
that forms which can be written as in (7.13) are in ∇eη⊕E .
Finally, we have to prove the key analytic point which is the boundedness
in norm of the ξ2,Ke defined after (7.8) and, hence, the existence of a weak
limit point. This is in fact the hard point in the nongradient method and
the crucial point where the spectral gap is used. We will use the following
lemma.
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Lemma 7.1. Let Λ1 and Λ2 be disjoint finite subsets of Z
d and x a point
not in either. There exists a constant C <∞ such that, for all functions f
of ηΛ1∪Λ2∪{x}, all α and all y ∈ Λ2,
Eα[(∇xyEα[f |ηΛ1∪{x}])2|ηΛ1 ]
(7.18)
≤C{|Λ2|−1Eα[(f −Eα[f |ηΛ1 ])2] +Avz∈Λ2Eα[(∇xzf)2|ηΛ1 ]}.
Proof. The proof is standard. We write E[·] for Eα[·|ηΛ1 ] and P for
the corresponding probabilities. We can assume without loss of generality
that E[f ] = 0. Note that
(∇xyE[f |η{x}])2 = (E[f |ηx = 1]−E[f |ηx = 0])21(ηx 6= ηy)(7.19)
and
E[f |ηx = 1]−E[f |ηx = 0]
=E[f |ηx = 1]−E[f |ηx = 1, ηz = 0] +E[f |ηx = 1, ηz = 0]
−E[f |ηx = 0, ηz = 1] +E[f |ηx = 0, ηz = 1]−E[f |ηx = 0](7.20)
=E
[
f
(
1− 1− ηz
pz
)∣∣∣ηx = 1]+E[(∇xzf)1− ηz
pz
∣∣∣ηx = 1]
−E
[
f
(
1− ηz
1− pz
)∣∣∣ηx = 0],
where pz = E[ηz]. Since 0 < m < 1 and |αx| ≤ B <∞, we have a bound
δ ≤ pz ≤ 1− δ for some δ > 0. By Schwarz’s inequality, we therefore have
(E[f |ηx = 1]−E[f |ηx = 0])2
(7.21)
≤C{E[f2|ηx = 1] +E[(∇xzf)2|ηx = 1] +E[f2|ηx = 0]}.
But again E[·|ηx = 1] ≤ CE[·] and E[·|ηx = 0] ≤ CE[·] and the lemma fol-
lows. 
Applying the lemma with f = Eα[S3K |ηΛK ], x ∈ ΛK , y = x + e /∈ ΛK ,
Λ1 =ΛK \ {x}, Λ2 = {x+ e,x+ 2e, . . . , x+Ke}, we obtain
Eα[(∇x,x+ef)2]≤C{K−dEα[S3K ;S3K ] +Avz∈Λ2Eα[(∇xzS3K)2]}.(7.22)
By the moving particles lemma, Lemma 5.2,
Eα[(∇xzS3K)2]≤ CK
z∑
i=1
Eα[(∇x+(i−1)e,x+ieS3K)2]
(7.23)
= CK
n(z)∑
i=1
Eα[(ω
3K
x+(i−1)e,x+ie)
2].
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By the spectral gap, Theorem 2, there is a C <∞ such that, for any α,
Eα[S
2
K ]≤CK2
∑
b∈ΛK
Eα[|ωKb |2].(7.24)
Taking expectation of (7.22), (7.23) and (7.24) over α, and using Jensen’s
inequality and E[ωb] =C <∞,
E[(∇x,x+eGK)2]≤CK2(7.25)
and, hence, another application of Jensen’s inequality gives the required
bound on the norm of ξ2,Ke :
E[|ξ2,Ke |2] =E
[(
K−d
∑
one of x,x+e∈ΛK
τ−x∇x,x+eGK
)2]
≤C.(7.26)

8. The long jump current. So far everything we have described is stan-
dard (see [11]). Applying the perturbation theory and the discussion from
Section 3, we have obtained that the difference between (3.8) and∫ T
0
εd
∑
x∈Zd/ε−1Zd,e
J(εx)τxε
−1νe0,e(η¯ΛK )Avy∈Λ′K τyW
e
ℓ dt(8.1)
goes to 0 in Pε-probability as ε→ 0 followed by ℓ→∞, whereK = c0ε−2/(d+2).
However, we will need to take the ℓ in w¯eℓ on a much larger scale in order for
the averaging to beat the fluctuations from the random field. We will again
use central limit variance computation as in the previous section, but now
we will not be allowed to have the full average over shifts which is crucial in
(6.2), so the problem has to be handled in a new way.
To compute the central limit theorem variance of the long jump current,
we will use its precise form and a renormalization procedure.
Using its precise form, we can rewrite the current (3.1) as
wxy = ηy − ηx + ξxζy − ζxξy,(8.2)
where
ξx = (1− ηx)eαx , ζx = ηxe−αx .(8.3)
Now we introduce some notation. Let Ω be a subset of Zd containing two
nonintersecting subsets Λ1 and Λ2. The average current on Λ1,Λ2 is given
by
w¯Λ1,Λ2 =Avx∈Λ1,y∈Λ2wxy.
Let
η¯Λ =Avx∈Ληx
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be the empirical density on a set Λ⊂ Zd and λˆΛ = λˆΛ(m) be the empirical
chemical potential defined implicitly through
m=Avx∈Λ〈ηx〉λˆΛ =Avx∈Λ
eλˆΛ+αx
1 + eλˆΛ+αx
.(8.4)
We will often write λˆΛ for λˆΛ(η¯Λ). Define also
ξ¯Λ =Avx∈Λξx, ζ¯Λ =Avx∈Λζx.(8.5)
We have
w¯Λ1,Λ2 = η¯Λ2 − η¯Λ1 + ξ¯Λ1 ζ¯Λ2 − ζ¯Λ1 ξ¯Λ2 .(8.6)
The corrected average current is given by
wˆΛ1,Λ2(m) = w¯Λ1,Λ2 − [γΛ2 − γΛ1 ],(8.7)
where
γΛ = 2m(1−m)λˆΛ +me−λ(m)(ζ¯Λ− 〈ζ¯Λ〉λˆΛ)
(8.8)
− (1−m)eλ(m)(ξ¯Λ− 〈ξ¯Λ〉λˆΛ).
Note that wˆΛ1,Λ2 is a function which depends on the variables αx and ηx
for x∈ Λ1 ∪Λ2, as well as an additional variable m ∈ [0,1]. The form of the
correction is chosen so that there is a C <∞ such that if Λ1 and Λ2 are
cubes of side length ℓ, for all m ∈ [0,1], all Ω⊂ Zd containing Λ1 ∪Λ2,
E[E[{wˆΛ1,Λ2(m)}2|η¯Ω =m]]≤Cℓ−2d.(8.9)
We will prove this in the next section as Lemma 9.1.
We now set up the renormalization procedure.
Fix a large positive integer M and let ΩM be the union of the cube
Λ1M = {1, . . . ,M}d and its translate Λ2M = τMeΛ1M .
Let ri, i= 1, . . . ,M , be defined through
1
M
AvMi=1Av
2M
j=M+1
j−1∑
k=i
ak =Av
2M
i=1riai(8.10)
for all ai, i = 1, . . . ,M . Although it is elementary to write down a closed
form expression for the ri, we will only ever use (8.10). Next define
ρx = rx·e, x ∈ΩM .(8.11)
Note that Avx∈ΩMρx = 1 and the average Avx∈ΩM ρxax of ax, x ∈ ΩM has
the special property that if ax =Ax+e −Ax, then
Avx∈ΩM ρxax =
1
M
[Avy∈Λ2M
Ay −Avx∈Λ1MAx].(8.12)
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Lemma 8.1. Let M = K/ℓ be an integer. Recall the definition (3.29)
long jump current
W eℓ = ℓ
−1w¯Λℓ,τℓeΛℓ .
Let
VK,ℓ =Avx∈ΩK/ℓρxτℓxW
e
ℓ −W eK .(8.13)
There is a C <∞ such that, for all m ∈ [0,1], and positive integers M and
ℓ,
KdE[E[VK,ℓ(−LΩK )−1VK,ℓ|η¯ΩK =m]]≤CMd+2ℓ−d.(8.14)
Proof. From (8.12),
ℓ−1Avx∈ΩK/ℓρxτℓx[τℓeγΛ − γΛ]
(8.15)
=K−1[Avy∈Λ2
K/ℓ
τℓyγΛ −Avx∈Λ1
K/ℓ
τℓxγΛ],
so we can write Avy∈ΩK/ℓρxτℓxW
e
ℓ −W eK =AK,ℓ+BK,ℓ, where
AK,ℓ =Avx∈ΩK/ℓρxτℓxℓ
−1wˆΛℓ,τℓeΛℓ ,(8.16)
BK,ℓ =Avx∈Λ1
K/ℓ
,y∈Λ2
K/ℓ
K−1wˆτℓxΛℓ,τℓyΛℓ .(8.17)
The wˆ are defined in (8.7). By Jensen’s inequality,
E[E[A2K,ℓ|η¯ΩK =m]]≤Avx∈ΩK/ℓρxℓ−2τℓxE[E[wˆ2ℓ |η¯ΩK ]]≤Cℓ−2−2d.(8.18)
In the same way,
E[E[B2K,ℓ|η¯ΩK =m]]≤CK−2ℓ−2d.(8.19)
By spectral gap,
E[VK(−LΩK )−1VK |η¯ΩK ]≤CK2E[V 2K |η¯ΩK ].(8.20)
We conclude that the left-hand side of (8.14) is bounded by CKdℓ−2d. Since
K > ℓ, this is again bounded by CKd+2ℓ−2d−2, which is the same as the
right-hand side of (8.14). 
Now let K = ℓMN for some N and ℓn = ℓM
n. Ωℓn+1 is readily seen to
be a union
⋃
x∈ΩM
τℓnxΩℓn of copies of Ωℓn . So a point x ∈ Ωℓn+1 can be
represented as (x1, x2), where x1 ∈ Ωℓn and x2 ∈ ΩM . Continuing in this
way, we have
ΩK ≃Ωℓ ×ΩNM
and ℓZd ∩ΩK ≃ΩNM .
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If x ∈ ΩnM , we can write x = (x1, . . . , xn), where xi ∈ ΩM and if ax is a
function on ΩnM , we can define the average
Avx∈ΩnMaxρ
(n)
x =Avx1∈ΩM · · ·Avxn∈ΩMa(x1,...,xn)ρx1 · · ·ρxn .(8.21)
The main result of this section is the following:
Theorem 4. Fix M a large integer and K = ℓMN . Let
RK,ℓ =Avx∈ℓZd∩ΩK τxW
e
ℓ ρ
(N)
x −W eK .(8.22)
Then
lim
ℓ→∞
lim
N→∞
KdE[E[RK,ℓ, (−LΩK )−1RK,ℓ|η¯ΩK ]] = 0.(8.23)
Proof. Let
R(n) =Avx∈ΩM ρxτℓnxW
e
ℓn −W eℓn+1(8.24)
and
R¯(n) =Avx∈ΩN−n−1M
ρ(N−n−1)x τℓn+1xR
(n)(8.25)
so that
RK,ℓ =
N−1∑
n=0
R¯(n).(8.26)
By the triangle inequality,
(KdE[E[RK,ℓ(−LΩK )−1RK,ℓ]])1/2
(8.27)
≤
N−1∑
n=0
(KdE[E[R¯(n)(−LΩK )−1R¯(n)]])1/2.
From the variational formula,
KdE[R¯(n)(−LΩK )−1R¯(n)|η¯ΩK ]≤Avx∈ΩN−n−1M ρ
(N−n−1)
x τℓn+1xℓ
d
n+1
× sup
m
E[R(n)(−LΩℓn+1 )
−1R(n)|η¯Ωℓn+1 =m].
By the previous lemma,
ℓdn+1E[E[R
(n)(−LΩℓn+1 )
−1R(n)|η¯Ωℓn+1 ]]≤CM
d+2ℓ−dn .(8.28)
Hence, we have
(KdE[E[RK,ℓ, (−L−1ΩK )
−1RK,ℓ|η¯Ωℓn+1 ]])
1/2 ≤ CM (d+2)/2
∞∑
n=0
ℓ−d/2n
(8.29)
= C(M)ℓ−d/2,
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with C(M)<∞. Let ℓ→∞ to complete the proof. 
Finally we apply the result to our particular problem. We need to show
that the difference between (8.1) and∫ T
0
εd
∑
x∈Zd/ε−1Zd,e
J(εx)τxε
−1νe0,e(η¯ΛK )W
e
K dt(8.30)
goes to 0 in Pε-probability as ε→ 0 followed by ℓ→∞, whereK = c0ε−2/(d+2).
First of all we would like to replace (8.1) by a term corresponding to the
first term in (8.22). The difference is∫ T
0
εd
∑
x∈Zd/ε−1Zd,e
J(εx)τxε
−1νe0,e(η¯ΛK )
(8.31)
× [Avy∈Λ′
K
τyW
e
ℓ −Avx∈ℓZd∩ΩK τxW eℓ ρ(N)x ]dt.
Performing a summation by parts, this can be rewritten as
∫ T
0 Γdt, where
Γ = εd
∑
x∈Zd/ε−1Zd,e
QK,ℓ(x)ε
−1τxW
e
ℓ(8.32)
and
QK,ℓ(x) =Avy∈Λ′KJ(ε(x+ y))νe0,e(τx+yη¯ΛK )
(8.33)
−Avy∈ℓZd∩ΩKρ(N)y J(ε(x+ y))νe0,e(τx+yη¯ΛK ).
Now because ∇xyη¯ΛK = 0 for x, y ∈ ΛK ,
〈QK,ℓ(x)τxW eℓ f〉= ℓ−1Avy∈τxΛℓ,z∈τx+ℓeΛℓ〈QK,ℓ(x)(ηz − ηy)∇yzf〉.(8.34)
Furthermore,
〈QK,ℓ(x)(ηz − ηy)∇yzf〉= 2〈QK,ℓ(x)(ηz − ηy)
√
f∇yz
√
f 〉
(8.35)
≤ 2〈Q2K,ℓ(x)f〉1/2〈(∇yz
√
f )2〉1/2
so
〈Γf〉 ≤ ε−1Avx∈Zd/ε−1Zd,e〈Q2K,ℓ(x)f〉1/2
(8.36)
× 〈ℓ−2Avy∈τxΛℓ,z∈τx+eℓΛℓ(∇yz
√
f )2〉1/2.
By the moving particle Lemma 5.2, there is a C <∞ such that
ℓ−2Avy∈τxΛℓ,z∈τx+eℓΛℓ〈(∇yz
√
f )2〉 ≤CAvb∈τxΛℓ∪τx+eℓΛℓ〈(∇b
√
f )2〉,(8.37)
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where the average on the right-hand side is over nearest neighbor bonds
only. Hence,
〈Γf〉 − εd−2D(√f )
≤CAvx,eε−1〈Q2K,ℓ(x)f〉1/2〈Av|y−x|≤2ℓ(∇x,x+e
√
f )2〉1/2
(8.38)
− ε−2〈(∇x,x+e
√
f )2〉
≤C ′Avx∈Zd/ε−1Zd,e〈Q2K,ℓ(x)f〉 − 12εd−2D(
√
f ),
which vanishes in the limit of small ε by the two block estimate (5.6).
Summarizing the results so far, we have shown that the difference between
(3.8) and (3.15) vanishes in the limit ε ↓ 0, assuming (8.9). This is proved in
the next section. Following that, we still have to show that the difference of
(3.15) and (3.10) is small to obtain the hydrodynamic equation.
9. Variance estimate for the corrected average current. In this section
we give the proof of (8.9) which is the key to the renormalization procedure
of the previous section.
Lemma 9.1. Let wˆΛ1,Λ2(m) be as in (8.7). There is a constant C <∞
such that, for all m ∈ [0,1] and positive integers K and ℓ with K > 2ℓ,
E[E[{wˆΛ1,Λ2(m)}2|η¯Ω =m]]≤Cℓ−2d.(9.1)
Proof. Note that 〈ξx〉λ = 11+eλ+αx eαx = e−λ〈ηx〉λ and 〈ζx〉λ = e
λ+αx
1+eλ+αx
×
e−αx = eλ〈1− ηx〉λ, so that
〈ξ¯Λ〉λˆΛ = e
−λˆΛ η¯Λ, 〈ζ¯Λ〉λˆΛ = e
λˆΛ(1− η¯Λ).(9.2)
This gives
w¯Λ1,Λ2 − 2m(1−m)(λˆΛ2 − λˆΛ1) =B1 +B2 −B3,(9.3)
where
B1 = ξ¯Λ1 ζ¯Λ2 − 〈ξ¯Λ1〉λˆΛ1 〈ζ¯Λ2〉λˆΛ2 − ζ¯Λ1 ξ¯Λ2 + 〈ζ¯Λ1〉λˆΛ1 〈ξ¯Λ2〉λˆΛ2 ,(9.4)
B2 = (2m(1−m)− η¯Λ1(1− η¯Λ2)− η¯Λ2(1− η¯Λ1))(λˆΛ2 − λˆΛ1),(9.5)
and, setting φ(x) = ex − 1− x,
B3 = η¯Λ1(1− η¯Λ2)φ(λˆΛ2 − λˆΛ1)− η¯Λ2(1− η¯Λ1)φ(−(λˆΛ2 − λˆΛ1)).(9.6)
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Decomposing B1 =B1,1 +B1,2 +B1,3,
B1,1 = (ξ¯Λ1 − 〈ξ¯Λ1〉λˆΛ1 )(ζ¯Λ2 − 〈ζ¯Λ2〉λˆΛ2 )
− (ξ¯Λ2 − 〈ξ¯Λ2〉λˆΛ2 )(ζ¯Λ1 − 〈ζ¯Λ1〉λˆΛ1 ),
B1,2 = (〈ξ¯Λ1〉λˆΛ1 −me
−λ(m))(ζ¯Λ2 − 〈ζ¯Λ2〉λˆΛ2 )
− (〈ξ¯Λ2〉λˆΛ2 −me
−λ(m))(ζ¯Λ1 − 〈ζ¯Λ1〉λˆΛ1 )
(9.7)
+ (〈ζ¯Λ2〉λˆΛ2 − (1−m)e
λ(m))(ξ¯Λ1 − 〈ξ¯Λ1〉λˆΛ1 )
− (〈ζ¯Λ1〉λˆΛ1 − (1−m)e
λ(m))(ξ¯Λ2 − 〈ξ¯Λ2〉λˆΛ2 ),
B1,3 =me
−λ(m)[(ζ¯Λ2 − 〈ζ¯Λ2〉λˆΛ2 )− (ζ¯Λ1 − 〈ζ¯Λ1〉λˆΛ1 )]
+ (1−m)eλ(m)[(ξ¯Λ1 − 〈ξ¯Λ1〉λˆΛ1 )− (ξ¯Λ2 − 〈ξ¯Λ2〉λˆΛ2 )].
We will obtain a bound E[E[B2|η¯Ω]] ≤ Cℓ−2d for each of B1,1,B1,2,B2
and B3. Note that B1,3 is the extra term appearing in γΛ2 − γΛ1 . Through
the proof, C will stand for a finite constant independent of η¯Ω, though its
meaning will change from line to line.
We start with B1,1. By the Schwarz inequality,
E[(ξ¯Λ1 −E[ξ¯Λ1 |η¯Λ1 ])2(ζ¯Λ2 −E[ζ¯Λ2 |η¯Λ2 ])2|η¯Ω]≤Cℓ−2d
and the same for the analogue of the second term of B1,1. By the equivalence
of ensembles (see Appendix 2 of [11]),
|〈ξ¯Λ1〉λˆΛ1 −E[ξ¯Λ1 |η¯Λ1 ]| ≤Cℓ
−d.
Hence, it is not hard to compute
E[B21,1|η¯Ω]≤Cℓ−2d.
When we try to do the same thing for E[B21,2|η¯Ω], we get terms like
E[(ζ¯Λ2 − E[ζ¯Λ2 |η¯Λ2 ])4|η¯Ω], which are bounded by Cℓ−2d, but also a term
E[(〈ξ¯Λ1〉λˆΛ1 −me
−λ(m))4|η¯Ω] for which the same argument does not work.
Recall 〈ξ¯Λ1〉λˆΛ1 = η¯Λ1e
−λˆΛ1 and rewrite the difference as two terms
[η¯Λ1e
−λ(η¯Λ1 ) −me−λ(m)] + [η¯Λ1e−λ(η¯Λ1 )(e−(λˆΛ1 (η¯Λ1 )−λ(η¯Λ1 )) − 1)].
The function ρe−λ(ρ) is bounded and Lipschitz and E[E[(η¯Λ1 −m)4|η¯Ω =
m]] ≤ Cℓ−2d. Hence, for the first term, we have the required bound
E[E[(η¯Λ1e
−λ(η¯Λ1 ) −me−λ(m))4|η¯Ω =m]]≤ Cℓ−2d. For the second term, note
that η¯Λ1e
−λ(η¯Λ1 ) is uniformly bounded. For |x| ≤ A, |ex − 1| ≤ C|x| so
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E[E[1(|λˆΛ1(η¯Λ1)−λ(η¯Λ1)| ≤A)(e−(λˆΛ1 (η¯Λ1 )−λ(η¯Λ1 ))−1)4|η¯Ω] is bounded above
by a constant multiple of E[E[(λˆΛi(η¯Λi)− λ(η¯Λi))4|η¯Ω]]. By Lemma 10.3,
E[(λˆΛi(η¯Λi)− λ(η¯Λi))4]≤Cℓ−2d(9.8)
for i= 1,2. On the other hand, η¯Λ1e
−(λˆΛ1 (η¯Λ1 ) and η¯Λ1e
−λ(η¯Λ1 ) are both uni-
formly bounded and by Chebyshev’s inequality and (9.8), E[E[1(|λˆΛ1(η¯Λ1)−
λ(η¯Λ1)|>A)|η¯Ω]≤CA−4ℓ−2d. We conclude that
E[E[B21,2|η¯Ω]]≤Cℓ−2d.
Turning to B2, it is not hard to see that
E[E[((2m(1−m)− η¯Λ1(1− η¯Λ2)− η¯Λ2(1− η¯Λ1)))4|η¯Ω]]≤Cℓ−2d.
We claim that
E[E[(λˆΛ2 − λˆΛ1)4|η¯Ω]]≤Cℓ−2d.(9.9)
Then by Schwarz’s inequality, we conclude that E[E[B22 |η¯Ω]] ≤ Cℓ−2d. To
prove (9.9), rewrite λˆΛ2 − λˆΛ1 = λˆΛ2(η¯Λ2)− λˆΛ1(η¯Λ1) as
[λˆΛ2(η¯Λ2)− λ(η¯Λ2)] + [λ(η¯Λ2)− λ(η¯Λ1)]− [λˆΛ1(η¯Λ1)− λ(η¯Λ1)].
The first and third terms can be handled by (9.8). Using the fact that the
variance of ηx is bounded by a constant times 1/λ
′, it is not hard to check
that also E[E[(λ(η¯Λ2)− λ(η¯Λ1))4|η¯Ω]]≤Cℓ−2d, proving (9.9).
Finally we consider B3. Let X = λˆΛ2 − λˆΛ1 . From (9.9), we know that
E[E[X4|η¯Ω]]≤Cℓ−2d, so it will suffice to bound E[E[B23 |η¯Ω]]≤CE[E[X4|η¯Ω]].
There is a constant C =C(A)<∞ so that if |x| ≤A, then |φ(x)| ≤Cx2. So
1(|X| ≤A)φ2(X)≤CX4 and, hence,
E[E[1(|X| ≤A)B23 |η¯Ω]]≤CE[E[X4|η¯Ω]].
On the other hand, it is not hard to check that
Y = η¯Λ1(1− η¯Λ2)(eλˆΛ2−λˆΛ1 − 1)− η¯Λ2(1− η¯Λ1)(eλˆΛ1−λˆΛ2 − 1)
is uniformly bounded. Hence,
E[E[1(|X| ≥A)Y 2|η¯Ω]]≤CE[E[1(|X| ≥A)|η¯Ω]]
and by Chebyshev’s inequality, the last term is bounded above by A−4E[E[X4|
η¯Ω]]. Finally, E[E[1(|X| ≥A)X2|η¯Ω]]≤ 2E[E[1(|X| ≥A)|η¯Ω]]+2E[E[X4|η¯Ω]].
The first part is bounded by 2A−4E[E[X4|η¯Ω]] by Chebyshev’s inequality
again. 
Lemma 9.2.
|〈ξ¯Λ1〉λˆΛ1 −E[ξ¯Λ1 |η¯Λ1 ]| ≤Cℓ
−d.
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Proof. Fix λ and let P denote the product measure with P (ηx = 1) =
eαx+λ
1+eαx+λ
and E the corresponding expectation. We claim first that
P (
∑
x∈Λ ηx =M − 1)
P (
∑
x∈Λ ηx =M)
=
|Λ|
|Λ| −M + 1e
−λE
[
ζ¯Λ
∣∣∣∑
x∈Λ
ηx =M
]
.(9.10)
Now
〈ζ¯Λ〉λˆΛ −E
[
ζ¯Λ
∣∣∣∑
x∈Λ
ηx =M
]
=
∑
x∈Λ
eλˆΛ
1 + eαx+λˆΛ
[
1− P (
∑
y∈Λ−{x} ηy =M − 1)
P (
∑
y∈Λ ηy =M)
]
=
∑
x∈Λ
eλˆΛ
1 + eαx+λˆΛ
×
[
1−
{
P (ηx = 1) +P (ηx = 0)
P (
∑
y∈Λ−{x} ηy =M)
P (
∑
y∈Λ−{x} ηy =M − 1)
}−1]
.
Now
P (
∑
y∈Λ ηy =M)
P (
∑
y∈Λ−{x} ηy =M − 1)
(9.11)
=
eαx+λˆΛ
1 + eαx+λˆΛ
+
1
1+ eαx+λˆΛ
P (
∑
y∈Λ−{x} ηy =M)
P (
∑
y∈Λ−{x} ηy =M − 1)
.
By (9.10),
P (
∑
y∈Λ−{x} ηy =M)
P (
∑
y∈Λ−{x} ηy =M − 1)
(9.12)
=
{
|Λ| − 1
|Λ| −M e
−λˆΛE
[
ζ¯Λ−{x}
∣∣∣ ∑
y∈Λ−{x}
ηy =M
]}−1
.
By the inductive hypothesis,
E
[
ζ¯Λ−{x}
∣∣∣ ∑
y∈Λ−{x}
ηy =M
]
= 〈ζ¯Λ−{x}〉λˆΛ−{x} +
C
|Λ| − 1
(9.13)
= eλˆΛ−{x}
|Λ| −M
|Λ| − 1 +
C
|Λ| − 1 . 
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10. Fick’s law. Our goal in this section is to prove that, for any smooth
J , ∫ T
0
εd
∑
x∈ε−1Zd/Zd
J(εx)[ε−1τxΘ
e
K −De0e(η¯δ1ε
−1
x )(2δ2)
−1
(10.1)
× (η¯δ1ε−1x+δ2ε−1e − η¯
δ1ε−1
x−δ2ε−1e
)]dt
vanishes in Pε probability, as δ1, δ2→ 0. ΘeK is given is (3.28).
Let m1 and m2 be the particle densities on Λ
1
K =ΛK and Λ
2
K = τKeΛK .
Let λ̂i(m) = λ̂
i
Λ(m), i= 1,2, be the empirical chemical potential on Λ
i
K as
in (8.4). Let
Fˆ (m1,m2) = 〈W eK〉λ̂1(m1),λ̂2(m2).(10.2)
The expectation is with respect to the product measure on Λ1 with chemical
potential λ1(m1) and on Λ2 with chemical potential Λ2:
Z−1 exp
{∑
x∈Λ1
(αx + λ1(m1))ηx +
∑
y∈Λ2
(αy + λ2(m2))ηy
}
.(10.3)
The function Fˆ (m1,m2), which depends on the densities m1 and m2, as well
as on the field configurations on the blocks Λ1K and Λ
2
K , is given explicitly
by
Fˆ (m1,m2) =K
−1[(eλ̂2(m2)−λ̂1(m1) − 1)m1(1−m2)
(10.4)
− (eλ̂1(m1)−λ̂2(m2) − 1)m2(1−m1)].
Consider as well the variant of Fˆ where we use the annealed chemical po-
tential instead of the empirical chemical potential
F (m1,m2) =K
−1[(eλ(m2)−λ(m1) − 1)m1(1−m2)
(10.5)
− (eλ(m1)−λ(m2) − 1)m2(1−m1)].
For m1 6= m2, consider the quotient Φ(m1,m2) = F (m1,m2)/(K−1(m2 −
m1)). From the boundedness of the field α, it is bounded above and be-
low away from 0 and Lipschitz. When m1 =m2 =m, we have Φ(m,m) =
2λ′(m)m(1−m). We call G(m1,m2) = 1/Φ(m1,m2). G defined in this way
is also bounded and uniformly Lipschitz on [0,1]× [0,1].
We will prove (10.1) is several steps. The first thing we want to do is
replace the term
AvxJ(εx)ε
−1τxΘ
e
K =Avxε
−1J(εx)τxν(η¯ΛK )W
e
K(10.6)
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in (10.1) by
Avxε
−1τxΓW
e
K , Γ = [Avyρ
δ1,δ2
y J(εy)τyDe0e(η¯
δ1ε−1
0 )]G,(10.7)
where the weights ρδ1,δ2y are defined on the convex hull of two boxes of
side length ε−1δ1 whose centers are separated by the vector ε
−1δ2e and∑
y ρ
δ1,δ2
y = 1. Here ν(m) = σe0e(m)/m(1−m), G=G(m1,m2) and we have
abused our definitions mildly by writing τxJ(εy) = J(ε(x+ y)).
The weights ρδ1,δ2y are defined as follows. We can assume without loss
of generality that K divides both ε−1δ1 and ε
−1δ2 evenly. Divide the box
centered at the origin of side length ε−1δ1 into boxes of side length K and
label their centers β. For any ay, y ∈ Zd, let
Avyρ
δ1,δ2
y ay =Avβ(2δ2)
−1εK
δ2ε−1K−1−1∑
i=−δ2ε−1K−1
aβ+(i−1/2)Ke.(10.8)
This average has the property that if ay = η¯
K
y+Ke/2 − η¯Ky−Ke/2,
(εK)−1Avyρ
δ1,δ2
y ay = (2δ2)
−1(η¯δ1ε
−1
δ2ε−1e
− η¯δ1ε−1−δ2ε−1e).
A summation by parts gives
εd−1K−1
∑
x
τxΓF = ε
d
∑
x
J(εx)τxDe0e(η¯
δ1ε−1
0 )
( η¯δ1ε−1δ2ε−1e −mδ1ε−1−δ2ε−1e
2δ2
)
,
which is the right-hand side of (10.1). In other words, if we can replace ν by
Γ as described in (10.6) to (10.7), and then replace WK by K
−1F , we end
up with the right-hand side of (10.1).
We start with (10.6) to (10.7). The definition of constants C will change
from line to line, but will always denote a finite constant independent of the
parameters ε, δ1 and δ2. Let Ψ = Jν(η
2K
0 )− Γ. We have
〈WKΨf〉=K−1Avx∈Λ1K ,y∈Λ2K 〈(∇xyη)(∇xyΨf)〉.(10.9)
Now ∇xyΨf =Ψ∇xyf+f(Txyη)∇xyΨ. The first piece Ψ∇xyf is rather stan-
dard. Write ∇xyf =∇+xy
√
f∇xy
√
f , where∇+xyf = f(Txyη)+f(η). Changing
variables Txyη 7→ η, we can write 〈Ψ∇xyη∇xyf〉= 〈(∇+xyΨ)
√
f∇xyη∇xy
√
f〉.
By Schwarz’s inequality and the moving particle lemma, for any q > 0,
Avx∈Λ1
K
,y∈Λ2
K
〈Ψ∇xyη∇xyf〉 ≤ Cq〈Ψ2f〉
(10.10)
+K2q−1
∑
x,x+e∈ΛK
〈(∇x,x+e
√
f )2〉.
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In the second piece, f(Txyη)∇xyΨ,
∇xyΨ=G(Txyη)∇xyAvuρδ1,δ2u JDe0e(η¯δ1ε
−1
u )
(10.11)
+Avuρ
δ1,δ2
u JDe0e(η¯
δ1ε−1
u )∇xyG.
From the definition (10.8) of the weights ρδ1,δ2u in the first term above, there
are only a finite number of terms in the sum for which ∇xyDe0e(η¯δ1ε
−1
u ) is
nonzero and those that do give a term of the formGJ(δ2)
−1εK(De0e(η¯
δ1ε−1
u ±
(δ1)
−1ε)−De0e(η¯δ1ε
−1
u )). For fixed δ1, δ2 > 0, this is o(εK). As for the second
part, since G is uniformly Lipschitz, |∇xyG| ≤CK−d. So we have
Avx∈Λ1
K
,y∈Λ2
K
〈f∇xyη∇xyΨ〉= o(εK).(10.12)
Hence, taking q = εK in (10.10),
ε−1Avx∈Zd/ε−1Zd〈τxΨWKf〉 − ε−2Avx,e〈(∇xx+e
√
f )2〉
≤CAvx〈(τxΨ)2f〉 − 12ε−2Avx,e〈(∇xx+e
√
f )2〉+ o(1).
The first terms on the right-hand side vanish as ε→ 0 followed by δ1 → 0
and δ2→ 0 by the two block estimate. To conclude, we have
limsup
δ2,δ1,ε
sup
f
{ε−1Avx〈τxΨWKf〉 − ε−2Avx,e〈(∇xx+e
√
f )2〉}= 0,(10.13)
which shows that we can replace (10.6) by (10.7).
The next step is to replace WK by F (m1,m2). We do it in two steps: First
replace WK by Fˆ (Lemma 10.2) and then Fˆ by F (Lemma 10.4). Before
proving Lemma 10.2, we need a preliminary estimate which shows that the
integration by parts property of our long jump currents is preserved under
conditional expectations.
Lemma 10.1. Let Ω=A∪B be subsets of Zd with maxx∈A,y∈B |y−x| ≤
K. Let x ∈A and y ∈B and wxy be the current given by (3.1). Then there
is a C <∞ so that
〈E[wxy|η¯A]f〉 ≤ CK
∑
u∈A
〈(∇uy
√
f )2〉,
〈E[wxy|η¯B ]f〉 ≤ CK
∑
v∈B
〈(∇xv
√
f )2〉,
〈E[wxy|η¯A, η¯B ]f〉 ≤ CK
∑
u∈A,v∈B
〈(∇uv
√
f )2〉.
Proof. Integrating by parts,
〈E[wxy|η¯A]f〉= 〈(ηy − ηx)∇xyE[f |η¯A]〉.(10.14)
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There exist bounded au, u ∈A so that
∇xyE[f |η¯A] =
∑
u∈A
E[au∇uyf |η¯A].(10.15)
In fact,
au = ηy(1− ηu)P (η
u|∑z∈A ηz +1)
P (η|∑z∈A ηz) + (1− ηy)ηuP (η
u|∑z∈A ηz − 1)
P (η|∑z∈A ηz) ,
where ηu is the configuration changed only at u. Hence,
〈E[wxy|η¯A]f〉=
∑
u∈A
〈bu∇uyf〉,(10.16)
where bu = auE[(ηy − ηx)|η¯A]. The result for E[wxy|η¯A] follows by Schwarz’s
inequality. The other results are proved in exactly the same way. 
Lemma 10.2. Let
Ω1 =AvxτxΓ[WK − Fˆ (m1,m2)].(10.17)
For any γ > 0,
lim sup
δ2→0
lim sup
δ1→0
lim sup
ε→0
sup
f
{ε−1〈fΩ1〉
(10.18)
− γε−2Avx,e〈(∇x,x+e
√
f )2〉} ≤ 0.
Proof. Let F1 =E[WK |m1] and F2 =E[WK |m2]. By Lemma 10.1,WK ,
F1, F2 and F all satisfy (3.22). From these estimates and the two block
estimate, we can replace Γ by Γ˜, where Γ˜φ(εy)De0e(η¯
K))G(m1,m2). We will
write Ω1 as K
−1AvxΓ˜τx[(WK − F1 − F2 + F ) + (F1 + F2 − 2F )]. Now
WK − F1 − F2 + F = (ξ¯Λ1 −E[ξ¯Λ1 |η¯Λ1 ])(ζ¯Λ2 −E[ζ¯Λ2 |η¯Λ2 ])
− (ζ¯Λ1 −E[ζ¯Λ1 |η¯Λ1 ])(ξ¯Λ2 −E[ξ¯Λ2 |η¯Λ2 ]).
Hence,
〈(WK −F1 −F2 +F )2〉=O(K−2d).
Now F1 +F2 − 2F consist of a term of the form
(ξ¯Λ1 −E[ξ¯Λ1 |η¯Λ1 ])E[ζ¯Λ2 |η¯Λ2 ]− (ξ¯Λ2 −E[ξ¯Λ2 |η¯Λ2 ])E[ζ¯Λ1 |η¯Λ1 ](10.19)
and another one with the roles of ξ and η reversed. Summing by parts, we
can rewrite AvxΓ˜τx[F1 +F2 − 2F ] as
Avxφ(εx)(τKe − τ−Ke)j(ξ¯Λ −E[ξ¯Λ|η¯Λ]),(10.20)
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where j = h(ηΛ)E[ζ¯Λ|η¯Λ], plus an analogous term with ξ replaced by ζ . Since
we have
E[((τKe − τ−Ke)j)2(ξ¯Λ −E[ξ¯Λ|η¯Λ])2] =O(K−2d),(10.21)
we have the lemma. 
Now we finish the proof with the replacement of Fˆ by F (Lemma 10.4).
Note here the special role played by the scale K =O(ε2/d+2). We need first
a preliminary result on the difference of the chemical potential and the
empirical chemical potential.
Lemma 10.3. Let αx, x ∈ Zd be a random field taking values in [−B,B]
for some B <∞ and satisfying the mixing conditions (2.1). Let λ̂K(m) be
the empirical chemical potential on a block ΛK of side length K, given by
(8.4). Let λ(m) be the annealed chemical potential given by (2.7). Let γ be
as in (2.1). There is a constant C independent of m ∈ (0,1) so that
E[|λ̂K(m)− λ(m)|γ ]≤CK−γd/2.(10.22)
Proof. Let Im denote the real interval [log
m
1−m−B, log m1−m+B]. Since
|α| ≤B, we have λ(m), λ̂K(m) ∈ Im. Recall the definition (8.4) of the empir-
ical chemical potential and denote p(x) = ex/(1 + ex). By Taylor’s theorem,
m=Avx∈ΛKp(αx + λ) + (λ̂K − λ)Avx∈ΛKp(αx + λ˜)(1− p(αx + λ˜)),
for some λ˜ ∈ Im. Therefore,
E[|λ̂K − λ|γ ]≤ r−1m E[|Avx∈ΛK (p(αx + λ)−m)|γ ],
where rm = infy∈Im p
γ(y)(1− p(y))γ . By the mixing conditions,
E[|Avx∈ΛK (p(αx + λ)−m)|γ ]≤CK−γd/2E[|p(α0 + λ)−m|γ ].
By Taylor’s theorem,
p(α0 + λ)−m= (α0 − α∗)p(α˜+ λ)(1− p(α˜+ λ)),
for some |α˜| ≤B, where |α∗| ≤B is chosen so that p(α∗−λ) =m. Therefore,
E[|p(α0 + λ)−m|γ ]≤ 4BγRm,
whereRm = supy∈Im p
γ(y)(1−p(y))γ . One can check supm∈(0,1)Rm/rm <∞,
and, hence, (10.22) follows. 
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Lemma 10.4. Let
Ω2 =AvxτxΓ[Fˆ (m1,m2)−F (m1,m2)].(10.23)
Then for any γ > 0,
lim sup
δ2→0
lim sup
δ1→0
lim sup
ε→0
sup
f
{ε−1〈fΩ2〉
(10.24)
− γε−2Avx,e〈(∇x,x+e
√
f )2〉} ≤ 0.
Proof. Write F − F˜ =K−1[A1 +A2] with
A1 = [(λ̂2 − λ)(m2)− (λ̂1 − λ)(m1)]H,(10.25)
whereH =H(m1,m2) = [m1e
−λ(m1)(1−m2)eλ(m2)+m2e−λ(m2)(1−m1)eλ(m1)]
and
A2 = φ(U)b(m1,m2)− φ(−U)b(m2,m1),
(10.26)
U = (λ̂2 − λ)(m2)− (λ̂1 − λ)(m1),
where b(x, y) = xe−λ(x)(1−y)eλ(y) and φ(x) = ex−1−x. Note that |λ̂−λ| ≤
2B always and, hence, we have φ(x), φ(−x)≤ Cx2 for relevant x. It is also
easy to check that b is uniformly bounded. Hence, we can estimate
ε−1K−1AvxτxΓA2 ≤Cε−1K−1Avx|λ̂K − λ|2,(10.27)
where λ̂K = λ̂K(η¯
K) and λ= λ(η¯K). Next we turn to the A1 term. Summing
by parts,
ε−1K−1AvxτxΓH[(τKe − I)(λ̂K − λ)] = ε−1K−1AvxτxBx(λ̂K − λ).(10.28)
B = (τ−Ke − I)ΓH . Let a > 1 be as in (2.1) and a∗ = a/(a − 1) be the
conjugate exponent. The right-hand side is bounded above by
Cqa
∗
Avxτx|B|a∗ + q−a(εK)−aAvxτx|λ̂K − λ|a.(10.29)
By the two block estimate, for any C > 0,
lim sup
ε→0
sup
f
{CAvx〈τx|B|a∗f〉 − ε−2Avx,e〈(∇xx+e
√
f )2〉} ≤ 0.(10.30)
By Lemma 10.3, and since K ≥ c0ε−2/d+2, there exists C0 <∞ such that
lim sup
ε→0
E[|(εK)−1(λ̂K − λ)|γ ]≤C0.(10.31)
By the mixing conditions,
E[(Avxτx((εK)
−1(λ̂− λ))a − E[((εK)−1(λ̂− λ))a])γ/a]
(10.32)
≤Cεγd2/2a(d+2),
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which is summable in ε−1 = L = 1,2, . . . as long as γ > 2(d + 2)/d2 and a
is sufficiently close to 1. By Chebyshev’s inequality and the Borel–Cantelli
lemma, for almost every realization of the random field,
lim sup
ε→0
q−aAvxτx((εK)
−1(λ̂− λ)(mK))a ≤ q−aC0.(10.33)
Letting q→∞ completes the proof for A1. The same argument with γ = 2
and the estimate (10.27) show that ε−1K−1AvxτxΓA2→ 0 with probability
one. 
11. Continuity of the diffusion coefficient. We introduce a notion of reg-
ularity on D. There is a finite C such that, for any x and y in [0,1],
|D(x)−D(y)|2 ≤C(x(1− x))−1|x− y|.(11.1)
Lemma 11.1. The diffusion coefficient D(m) satisfies (11.1).
Proof. Fix a vector β ∈Rd and let
F (m) =
√
m(1−m)β ·D−1(m)β.(11.2)
From the proof of the hydrodynamic limit, we have the following represen-
tation of the diffusion coefficient:
F 2(m) =C lim
K→∞
K−dE[VK ],(11.3)
where
VK = sup
f
{
2
∑
e
β · e
∑
x∈ΛK
y∈τKeΛK
〈(ηy − ηx)∇xyf〉m −DK·m(f)
}
,(11.4)
where DK.m is the Dirichlet form on ΛK∪τKeΛK . The expectation is with re-
spect to the ergodic invariant measure on that box with density m. The con-
stant C comes from the nonstandard average as described in the Introduction.
The exact value of C is not relevant.
In order to compare two densities m and m+h, we will produce a coupled
measure. Independently, at each site x, place a red particle with probability
eαx+λ(m)
1+eαx+λ(m)
, a green particle with probability e
αx+λ(m+h)
1+eαx+λ(m+h)
− eαx+λ(m)
1+eαx+λ(m)
and
no particle with probability 1
1+eαx+λ(m+h)
. Let ρx ∈ {0,1} denote the presence
or absence of a red particle and γx the same for a green particle. ρx+γx = ηx
is the whole configuration which has measure (2.6) with average density
m+ h. We can also couple the dynamics as follows. The red particles have
priority in the sense that when a red particle tries to jump on top of green
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particle, the two particles switch positions. Otherwise, the particles evolve
as before. In the common usage, red are first class particles and green are
second class particles. If we are colorblind and see only the total particles,
the evolution of η(t) is as usual. If we cannot distinguish green particles
from empty sites, the evolution of ρ(t) is also as usual. Hence, if W ρK =
K−1
∑
e β · eAvx∈ΛK ,y∈τKeΛKwρxy, where
wρxy = ρx(1− ρy)(1 + eαx−αy)− ρy(1− ρx)(1 + eαy−αx)
is the red current, we can write
F 2(m) = ‖W ρ‖2m,m+h = lim
K→∞
K−dE[Vρk],(11.5)
where
V
ρ
k = sup
f
{2〈β ·W ρKf〉m,m+h −DK,m,m+h(f)},(11.6)
where DK,m,m+h is the Dirichlet form for the coupled process. Similarly,
(11.3) and (11.4) can be rewritten in this language as
F 2(m+ h) = ‖W‖2m,m+h = lim
K→∞
K−dE[Vk],(11.7)
where
Vk = sup
f
{2〈β ·WKf〉m,m+h −DK,m,m+h(f)}.(11.8)
Let W γ =W −W ρ. We have
|F (m+ h)− F (m)|= |‖W‖ − ‖W ρ‖| ≤ ‖W γ‖(11.9)
and
‖W ρ‖2m,m+h = lim
K→∞
K−dE[Vγk ],(11.10)
where
V
γ
k = sup
f
{2〈β ·W γKf〉m,m+h −DK,m,m+h(f)}.(11.11)
Now
〈β ·W γKf〉m,m+h = 〈β ·WKf〉m,m+h − 〈β ·W ρKf〉m,m+h
=K−1
∑
e
β · e Avx∈ΛK
y∈τKeΛK
〈(γy − γx)∇xyf〉m,m+h.
By Schwarz’s inequality,
〈(γy − γx)∇xyf〉 ≤ 〈(γy − γx)2〉1/2〈(∇xyf)2〉1/2
(11.12)
≤ Ch1/2〈(∇xyf)2〉1/2.
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From the moving particles lemma (5.2), we conclude that
|F (m+ h)−F (m)| ≤C
√
h.(11.13)
From the definition (11.2) of F , this gives√
m(1−m)|
√
β ·D−1(m+ h)β −
√
β ·D−1(m)β|
≤Ch1/2 + |β ·D−1(m)β|1/2|((m+ h)(1− (m+ h)))1/2 − (m(1−m))1/2|.
Since δ−1I ≤D ≤ δI for some finite δ, this implies that
|D(m+ h)−D(m)| ≤C(m(1−m))−1/2h1/2.(11.14)
By particle–hole duality (η 7→ 1− η and α 7→ −α), we conclude that |D(m−
h)−D(m)| ≤C(m(1−m))−1/2h1/2 as well. 
Equation (11.1) say that D(m) is Ho¨lder 1/2 in (0,1), but it says nothing
about continuity at the end points. We prove it separately now.
Theorem 5. The diffusion coefficient D(m) is continuous on [0,1].
Proof. By the symmetry (η,α) 7→ (1− η,−α), it follows that D(m) =
D˜(1−m), where D˜ is the diffusion coefficient of the dynamics with α re-
placed by −α. Hence, one only needs to check the continuity at 0.
For any subset A ∈ Zd, let
ηˆA =
∏
x∈A
(ηx − px), where px = e
αx+λ(m)
1 + eαx+λ(m)
.(11.15)
These form an unnormalized orthogonal basis of L2(νm), where νm is the
infinite product measure (2.6) with density m. Let Hn denote the subspace
spanned by ηˆA with |A|= n. Let
G2 =
⋃
n≥2
Hn.(11.16)
We can write the variational formula (2.12) as
(β,σ(m)β) = 2 inf
U(α)
{
E
[∑
e
b2e〈(ηe − η0)2〉
]
− Γ(m)
}
,(11.17)
where
be = βe + τ−eU −U,(11.18)
Γ(m) = sup
g∈G2
E
[∑
e
2be
〈
(ηe − η0)∇0e
∑
x
τxg
〉
−
〈(
∇0e
∑
x
τxg
)2〉]
.(11.19)
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Setting g = 0 shows Γ(m)≥ 0. Hence,
(β,σ(m)β)≤ 2 inf
U(α)
E
[∑
e
〈(ηe − η0)2〉(βe + τ−eU −U)2
]
.(11.20)
We now work toward a bound in the other direction. For any f ,
〈(ηe − η0)∇0ef〉= 〈w0ef〉(11.21)
and w0,e ∈ H0 ∪ H1 ∪ H2 with projection onto H2 of the form cηˆ0,e. Let
g =
∑
|A|≥2 gˆAηˆA. Note that since g is local, this is a finite sum. Furthermore,
note that Γ(m) only acts on
∑
x τxg, where the sum is over a box large enough
that ∇0,eτxg = 0 for any x in its exterior. Because of the sum over shifts,
we can assume without loss of generality that g = gˆ0,eηˆ0,e + f , where f ∈ G2
and f =
∑
|A|≥2A 6={x,x+e} for any x
gˆAηˆA. Then〈
(ηe − η0)∇0,e
∑
x
τxg
〉
=−gˆ0,e(pe − p0)〈(ηe − η0)2〉(11.22)
and
∇0e
∑
x
τxg = ξe +∇0,e
∑
x
τxf,(11.23)
ξe = (ηe − η0)(ηˆ−eτegˆ0,e − (pe − p0)gˆ0,e + ηˆ2eτ−egˆ0,e).(11.24)
Hence,
Γ(m) = sup
gˆ0,e
{
−2E
[∑
e
be〈(ηe − η0)2〉(p1 − p0)gˆ0e
]
−Ψ(m)
}
(11.25)
Ψ(m) = inf
f
E
[∑
e
〈(
ξe +∇0,e
∑
x
τxf
)2〉]
.(11.26)
The supremum is over Gˆ2 = {f ∈ G2 :f ⊥ span[ηˆx,x+e, x ∈ Zd]}.
We claim that there is a C1 > 0 such that, for sufficiently small m> 0,
Ψ(m)≥C1m2E[gˆ20,e].(11.27)
To prove (11.27), note first that
ξe = ξ
2
e + ξ
1
e + (ηe − η0)(pe − p0)gˆ0,e,(11.28)
where ξie ∈Hi. Gˆ2 is preserved by shifts, and for f ∈ Gˆ2, 〈(ηe−η0)∇0,e
∑
x τx×
f〉= 0. Hence,
Ψ(m) = E
[∑
e
〈(ηe − η0)2〉(pe − p0)2gˆ20,e
]
(11.29)
+ inf
f∈Gˆ2
E
[∑
e
〈(
ξ1e + ξ
2
e −∇0,e
∑
x
τxf
)2〉]
.
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Now ξ2e = (ηˆe − ηˆ0)(ηˆ−eτegˆ0,e + ηˆ2eτ−egˆ0,e) and ξ1e = (pe − p0)(ηˆ−eτegˆ0,e +
ηˆ2eτ−egˆ0,e). One can check then that there is a c1 <∞ such that
E
[∑
e
〈(ηe − η0)2〉(pe − p0)2gˆ20,e
]
+ E
[∑
e
〈(ξ1e )2〉
]
≤ c1m3E[gˆ20,e].(11.30)
Hence, it is enough to show that, for some fixed e, there is a C2 > 0 such
that, for small enough m> 0,
inf
f∈Gˆ2
E
[〈(
ξ2e −∇0,e
∑
x
τxf
)2〉]
≥C2m2E[gˆ20,e].(11.31)
Without loss of generality, we can write f =
∑
A fˆAηˆA, where 0 ∈ A and
0 /∈ τneA for n < 0. Now one can check using the explicit form of ξ2e that
∇0,eτxηˆA ⊥ ξ2e for all such A except A ∈ {{0,2e},{0, e,2e}}. So the infimum
in (11.31) is achieved with f = fˆ0,2eηˆ0,2e + fˆ0,e,2eηˆ0,e,2e. Then ∇0,e
∑
x τxf is
given by
(fˆ0,2eηˆ2e − τ−efˆ0,2eηˆ3e − τefˆ0,2eηˆ−e + τ2efˆ0,2eηˆ−2e
− (pe − p0)fˆ0,e,2eηˆ2e − (pe − p0)τefˆ0,e,2eηˆ−e
(11.32)
+ τ2efˆ0,e,2eηˆ−2e,−e + τ−efˆ0,e,2eηˆ2e,3e)
× (ηˆe − ηˆ0 + pe − p0)
and we can compute E[〈(ξ2e + ξ1e −∇0,e
∑
x τxf)
2〉] explicitly to get
E[{pe + p0 − 2pep0}
× {p2e(1− p2e)(τ−egˆ0,e − fˆ0,2e − (pe − p0)fˆ0,e,2e)2
+ p−e(1− p−e)(τegˆ0,e − τefˆ0,2e − (pe − p0)τefˆ0,e,2e)2
+ p3e(1− p3e)(τ−efˆ0,2e)2 + p−2e(1− p−2e)(τ2efˆ0,2e)2
+ p−2e(1− p−2e)p−e(1− p−e)(τ2efˆ0,e,2e)2
+ p2e(1− p2e)p3e(1− p3e)(τ−efˆ0,e,2e)2}].
Using the bound on the field α, one has px ≥C3m for some C3 > 0. Then it is
not hard to check that this quadratic form is bounded below by C4m
2
E[gˆ20,e]
for some C4 > 0. Using the upper bound (11.30) on E[
∑
e〈(ξ1e )2〉], we obtain
(11.27).
Now (11.27) implies that
Γ(m)≤ C2m2E
[∑
e
b2e
]
.(11.33)
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Recalling (11.17), we have therefore shown that
(β,σ(m)β)≥ 2 inf
U(α)
E
[∑
e
[〈(ηe − η0)2〉 −C2m2](βe + τ−eU −U)2
]
.(11.34)
Together with the lower bound (11.20) and the formula (2.13) for D(0), we
only have to prove that, for any C bounded,
lim
m→0
λ′(m)2 inf
U(α)
E
[∑
e
[〈(ηe − η0)2〉+Cm2](βe + τ−eU −U)2
]
(11.35)
= 2z−1 inf
U(α)
E
[∑
e
(eα0 + eαe)(βe + τ−eU −U)2
]
.
Using 〈(ηe − η0)2〉m = pe + p0 − 2pep0 and the form (11.15) of px, we have
〈(ηe − η0)2〉= e
λ(m)(eα0 + eαe)
(1 + eα0+λ(m))(1 + eαe+λ(m))
.(11.36)
Since −B ≤ αi ≤B,
eλ(m)(eα0 + eαe)
(1 + eB+λ(m))(1 + eB+λ(m))
≤ 〈(ηe − η0)2〉
(11.37)
≤ e
λ(m)(eα0 + eαe)
(1 + e−B+λ(m))(1 + e−B+λ(m))
.
It is elementary to check that as m→ 0, λ(m)∼ logm− log z, and λ′(m)∼
m. Hence, (11.35) follows. 
12. Uniqueness. We have the following theorem of uniqueness of weak
solutions.
Theorem 6. Let u1 and u2 be two weak solutions of ∂tu=∇ ·D(u)∇u
[see (2.15)] satisfying (2.14), with the same initial data and suppose that D
satisfies (11.1). Then u1 = u2.
Proof. Taking in (2.15), φǫ to be the solution at time ε > 0 of the
standard heat equation on Td with initial data δ0, and denoting by fε the
convolution of a function f with φε, we have, for i= 1,2,
∂t(ui)ε =∇ · (D(ui)∇ui)ε(12.1)
as an equality of smooth functions. Let ψδ(x) be an approximation of |x|
with ψ′′δ (x) = (2πδ)
−1/2 exp{x2/2δ}. From (12.1), we have∫
Td
ψδ((u1 − u2)ε(T, θ))dθ =−
∫ T
0
∫
Td
ψ′′δ ((u1 − u2)ε)(∇(u1 − u2))ε
× (D(u1)∇u1 −D(u2)∇u2)ε dθ dt.
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Let ε→ 0. Since ui are bounded, F ((u1−u2)ε)→ F (u1−u2) in L∞. From (2.14),
∇ui ∈ L2 = L2([0, T ]×Td) and, since D is bounded, D(ui)∇ui ∈ L2 as well.
Hence, (∇ui)ε→∇ui and (D(ui)∇ui)ε→D(ui)∇ui in L2 and we can take
the limit of the above formula to obtain∫
Td
ψδ((u1 − u2)(T ))dθ
=−
∫ T
0
∫
Td
ψ′′δ (u1 − u2)(∇u1 −∇u2)(D(u1)∇u1 −D(u2)∇u2)dθ dt
=−
∫ T
0
∫
Td
ψ′′δ (u1 − u2)(∇u1 −∇u2)D(u1)(∇u1 −∇u2)dθ dt
+
∫ T
0
∫
Td
ψ′′δ (u1 − u2)(∇u1 −∇u2)(D(u1)−D(u2))∇u2 dθ dt.
By Schwarz’s inequality and the fact that cI ≤D, we obtain from the pre-
vious line that∫
Td
ψδ((u1 − u2)(T ))dθ ≤C
∫ T
0
∫
Td
ψ′′δ (u1 − u2)|D(u1)−D(u2)|2|∇u2|2 dθ dt
for some finite C. From (11.1), this is bounded above by
C
∫ T
0
∫
Td
(ψ′′δ (u1 − u2)|u1 − u2|)
( |∇u2|2
u2(1− u2)
)
dθ dt,(12.2)
with perhaps a new finite C. Let F = |∇u2|
2
u2(1−u2)
∈ L1 by (2.14). Let v = u1 −
u2 and h(x) = (2π)−1/2|x| exp{−x2/2}. Note that h is uniformly bounded
with h(0) = 0. Rewrite (12.2) as C
∫ T
0
∫
Td
h(δ−1/2v)F dθ dt. The integrand is
dominated by ‖h‖∞F ∈ L1 and h(δ−1/2v)→ 0 pointwise. Letting δ→ 0 by
the dominated convergence theorem, we obtain
lim
δ→0
∫ T
0
∫
Td
(ψ′′δ (u1 − u2)|u1 − u2|)
( |∇u2|2
u2(1− u2)
)
dθ dt= 0.(12.3)
One the other hand, by the monotone convergence theorem, we have
lim
δ→0
∫
Td
ψδ((u1 − u2)(T ))dθ =
∫
Td
|u1 − u2|(T )dθ,(12.4)
from which we conclude that
∫
Td
|u1 − u2|(T )dθ ≤ 0. Hence, u1 = u2. 
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