Towns today : Contemporary Functions of Small and Medium-sized Towns in the Rural Economy by Leeuwen, E.S. van
TOWNS TODAY 
Contemporary Functions of Small and Medium-sized Towns 
 in the Rural Economy
Cover illustration: Wijk bij Duurstede en Leersum,  pictures from Evert van Leeuwen 
Cover design: Sander Wijsman 
Printed by PrintPartners Ipskamp, Enschede, the Netherlands  
The work contained in this thesis has been financially supported by 
Habiforum, which I gratefully acknowledge for that. Habiforum is 
a Dutch network organization that connects many experts who are 
working in the field of spatial planning. The aim is to contribute to 
the knowledge about sustainable spatial development by executing 
both empirical and scientific research programs. 
© Eveline van Leeuwen, 2008 
ISBN 9789086592166 
No part of this publication may be reproduced by any process, electronic or otherwise, in 
any material form or transmitted to any other person or stored electronically in any form, 
without the prior written permission of the author. 
VRIJE UNIVERSITEIT 
TOWNS TODAY 
Contemporary Functions of Small and Medium-sized Towns 
 in the Rural Economy
ACADEMISCH PROEFSCHRIFT 
ter verkrijging van de graad Doctor aan 
de Vrije Universiteit Amsterdam, 
op gezag van de rector magnificus 
prof.dr. L.M. Bouter, 
in het openbaar te verdedigen 
ten overstaan van de promotiecommissie 
van de faculteit der Economische Wetenschappen en Bedrijfskunde 
op woensdag 21 mei 2008 om 15.45 uur 
in het auditorium van de universiteit, 
De Boelelaan 1105 
door 
Eveline Siebrigje van Leeuwen 
geboren te Utrecht 
promotoren: prof.dr. P Nijkamp  
  prof.dr. P. Rietveld 
PREFACE 






When I was still a student in Wageningen, with still one year of my Master’s degree to 
finish, Peter Nijkamp invited me to the VU in Amsterdam. It was just before Easter. Out 
of the blue, he asked me if I wanted to become a PhD student at his department. As I can 
not remember knowing any PhD students in Spatial Planning at that time, in my mind, 
only socially handicapped mathematicians or physicists became PhDers and stayed like 
that for the rest of their lives. Peter suggested that I should think about it until after 
Easter. But, becoming a ‘weird’ PhDer did not seem that appealing to me, so we agreed 
that I would become a student-assistant working on EU-funded projects. After a year of 
working and travelling closely together with Caroline and Ron, I decided to stay at the 
VU and to write a dissertation, this dissertation. Obviously, finishing this dissertation 
could not have taken place without the help of many others, so I would like to express 
some words of thanks. 
With Peter Nijkamp and Piet Rietveld as my promoters, I learned to think and work in an 
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work with Ida Terluin and Myrna van Leeuwen from LEI. I want to thank them for their 
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towns and building the SAMs, as well as for their interest and help afterwards. 
Shortly after my stay at LEI, I was invited to work with Teresa Vaz and her team in Faro, 
Portugal. I am very thankful that I have met Teresa. She showed me many aspects of the 
Portuguese culture, and I am happy that we are still in close contact, doing many 
interesting things together.  
In a later stage of my research, we decided that microsimulation could be a useful 
instrument for my analysis. I am very grateful that Graham Clarke and Dianna Smith 
were so kind as to allow me to come to Leeds and to help me in my exploratory journey 
in simulations and Java files. In particular, Dianna put a lot of effort into explaining all 
the error messages that the program threw at me. 
During the last few months of the writing process, which consisted of finishing chapters 
and putting everything together, I received much help from Mrs. Ellman and Elfie Bonke. 
I want to thank both of them for their practical and useful help. 
Apart from working on this thesis, at the VU, there was also time for the Feestcommissie, 
teaching, interesting conversations, EU-projects, and international conferences with more 
or less successful football tournaments.  I enjoyed all these events very much, even when 
we lost the Amsterdam tournament while being coached by Barry, and I want to thank all 
RE-colleagues for their contribution to these activities.  
In addition, I want to thank my roommates for the pleasant working atmosphere in room 
4A-27: Hadewijch for the supply of soup and tea and for her insights into the stock 
market, Willemijn for her cheerful attitude, Mark for our 4 o’clock orange dates and 
airplane spotting, and Christiaan for his never-ending replies and comments. 
Apart form drinking coffee and eating oranges, some work for a wide range of EU-
projects, including many business trips abroad, also needed to be done. From this, I have 
great memories of visiting Milan, unexpectedly covered with snow, with Ron; of 
swimming in Naxos with Frank; and of many excursions and extended stays with 
Caroline. I really enjoyed us working together! This is also why I am very happy that we, 
joined by Olaf and Friso, started to have whisky meetings to explore each others’ 
collections (in particular Frank’s). 
Furthermore, I am still surprised by the persisting interest of many of my friends in 
something that takes as long as writing a thesis. Therefore I want to thank everyone from 
the Pniëlkerk, from Kampong, and from the Wageningen scene for their interest and 
support. Special words of thanks go to Janneke for writing an article together, Nely for 
being my paranimf, and Sander for designing the cover of this book. For Laura, it was 
perhaps a little bit easier to stay interested as we started our research at the VU around 
the same time. It was very nice that we could commute together for many years and to 
see the differences between a medical and an economics faculty, but it is even nicer that 
we will be each other’s paranimfs. 
Another important person who had a serious impact on the progress of this book is Louis, 
my grandfather. From the very beginning, he kept asking when the defence of my 
dissertation would be, and together with Siep, he always expressed his interest and 
enthusiasm. This really contributed to my zest for work. 
Finally, I want to thank four persons, who I should thank for so many good things in my 
life, including finishing this thesis: Evert and Wiepkjen, my parents, my dear sister 
Arianne, and, of course, Hannes. Thanks for your presence, care, interest and all good 
moments together in Wijk, Utrecht, Wageningen and with the Saab. 
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CHAPTER 1 
INTRODUCTION
Fresh flowers, cucumbers and strawberries, yesterday picked in Africa, can today be 
bought in many supermarkets in Europe, swiftly transported by plane. The Internet even 
allows us to buy these products from the comfort of our own chair, without going outside. 
The meaning of distance and location is changing very fast. On the other hand, more and 
more people are searching for authenticity and historical details: traditional costumes, 
food, and crafts are highly appreciated. In addition, in rural areas, many developments are 
taking place. In 1897 Berthelot foresaw that, by the year 2000, the manufacturing of 
(artificial) food would be independent of the season, rain, drought and frost. To a certain 
extent he was right, as in many places agriculture has become almost like any other 
industry; in others this is not (yet) possible or not wanted. The shift from agriculture to 
industry and services, as well as the urban desire to preserve the idyllic countryside 
creates a certain tension for local rural actors. The question is however: Are they passive 
victims or active players? 
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1.1 Small and Medium-sized Towns 
Modern Europe (EU-25) is 90 per cent rural (European Communities, 2006). The rural 
areas are quite diverse not only geographically and in terms of landscape but also in 
terms of the different challenges they face. However, the shift from agricultural 
production towards a multifunctional landscape and the increasing value assigned to 
environmental values affect all rural areas. According to the OECD, today, even in the 
predominantly rural regions, agriculture contributes less than 15 per cent to the total 
production and income generated (OECD, 2002). 
There has been much research done on both urban issues and rural areas, but the number 
of recent studies dealing with small or medium-sized towns (5,000-20,000 inhabitants) is 
limited1. In a way this is strange, because towns also have many of the advantages that 
cities have, and, they are also strongly connected to their surrounding areas. Towns used 
to have a symbiotic relationship with their surrounding area, acting as a source of firm 
and farm inputs (both goods and services), as a first destination for farm outputs, as a 
provider of (supplementary) employment and income to households, and as a source of 
consumer goods and services for households (Tacoli, 1998). Over the years, this has 
certainly changed, but towns could still be considered as important tools in rural 
development, not only in the peripheral areas but also in the environs of cities. Towns are 
locations where rural activities meet and where (often) organizational advantages are 
found. If something needs to be changed in rural areas, then towns could be a place to 
start.
In this study, we will focus on the current function of towns in the rural economy in 
Europe in general and in the Netherlands more specifically. We will try to find out how 
important the local economy is for households and firms in small and medium-sized 
towns and in which way. 
1.2 Recent Developments 
Modern Europe has rural roots. As mentioned, even today, as much as 90 per cent of 
Europe (EU25) consists of rural areas in which half of the population lives. The different 
challenges that rural areas face range from restructuring the agricultural sector, 
remoteness, poor service provision and depopulation to population influx and pressure on 
the natural environment, particularly in the rural areas close to urban centres.  
A wide range of developments are taking place both in cities and in the countryside. On 
the one hand, there is a decline of facilities in rural areas. In particular, in certain remote 
                                                          
1Exceptions are a number of studies dealing with town issues in the UK, such as Thomas and Bromley, 1995; 
Powe and Shaw, 2004; Findlay and Sparks, 2008. However, studies about towns in other European countries are 
rarely found. 
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places in France, but also in regions in England or the Netherlands, smaller shops often 
have to close down because they can not compete with large (inter)national chains. 
Although this also happens in larger cities, the consequences in rural areas have a 
stronger societal impact, particularly in remote areas where the distance to the next shop 
can be considerable. On the other hand, technological developments, such as the Internet, 
increasingly enable rural households (as well as rural firms) to order and sell a wide 
range of products from home, in a very efficient and simple way. In the Netherlands, it 
appears that particularly households and small firms in rural areas sell their products on 
‘Marktplaats’, an E-bay-like trading-website (Havermans, 2007). Besides scale 
enlargement in the retail sector, health and education services are also scaling up. Again, 
this is taking place in both city and countryside but it has a negative effect particularly on 
vulnerable groups, such as children and the elderly in rural areas. 
Nevertheless, in cities as well, certain developments can have a strong (negative) impact. 
One example is that cities are becoming less attractive locations for households and 
firms. Congestion and a decreasing quality of life in cities make rural areas (relatively) 
more attractive. Broersma and van Dijk (2008) found that the negative (economic) effect 
of congestion dominates the positive agglomeration effect of cities, in particular in the 
core regions of the Netherlands. Furthermore, according to Heins (2004), nearly 90 per 
cent of the Dutch urban residents who are planning to move would like to go to a 
residential environment with rural characteristics2. This results in a tension between 
demand and supply where rural living is concerned, especially in the western part of the 
country (Ministry of Housing, Spatial Planning and Environment, 2000). This ‘counter-
urbanization’ is encouraged by an increasing level of mobility (Champion, 1998); over 
the last 20 years, the average distance between place of residence and place of work has 
increased by almost 60 per cent (Statistics Netherlands, 2008). Nowadays, it is easier for 
households to work in a city but live in a pleasant town. 
Although, in the Netherlands most rural areas are no longer seen as problem areas (see 
Terluin et al., 2005; OECD, 2008), in other countries there are more challenges for the 
rural economy.  
1.3 Countryside Policies and Towns 
1.3.1 European countryside policies 
EU policies, concerning rural areas and the agricultural sector have changed considerably 
over the last 40 years. After the Second World War, it was considered important to 
increase the output of the agricultural sector to ensure the availability of enough food to 
                                                          
2 However, to urbanites, rural living does not necessarily mean living in a completely rural area; half of them 
would like to move either to the real countryside or to a residential environment in the urban zone with rural 
characteristics. 
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avoid food shortages. Emphasis was put on the modernization of the agricultural sector 
and the restructuring of rural areas. This resulted in severe damage to the rural 
environment and landscape. Recently, the focus shifted from the production of 
agricultural products to a focus on the development of rural areas in general. The recent 
reforms of the Common Agricultural Policy (CAP) introduced the decoupling of 
subsidies to production, the possibility to reduce the direct payments to the farmer if 
sustainability standards are not respected (cross-compliance), and the transfer of funds 
(modulation) from the 1st to the 2nd pillar3. This includes the recognition of the 
multifunctionality of agriculture (not only producing food) and a multi-sectoral and 
integrated approach to the rural economy, in order not only to diversify activities and 
create new sources of income and employment but also to conserve the rural heritage and 
landscape. The Rural Development Policy 2007-2013 focuses on three main themes: 
increasing the competitiveness of farming and forestry; protecting the environment and 
countryside; improving the quality of life and the diversification of the rural economy. In 
order to obtain EU support, all Member States have had to prepare a Rural Development 
Programme (RDP), setting out those measures that they intend to implement in the period 
2007-2013. The three themes are complemented by a ‘methodological’ approach, the 
LEADER approach. The LEADER programme aims to foster economic development in 
rural areas by utilizing a partnership approach. It operates via geographically-based Local 
Action Groups, consisting of representatives of the appropriate local authorities, other 
development agencies, and community groups (European Communities, 2006). For this 
LEADER approach, towns are of great importance. 
1.3.2 Towns in national countryside policies 
Only in a few countries are towns explicitly mentioned as important tools in rural 
development. However, implicitly, their value is apparent. In France, spatial panning 
policy strives to forge links between town and country. The French Government claims 
that it is aware of the critical role that medium-sized towns (urban areas with a population 
of 30,000 to 200,000) play as an interface between the metropolises and rural areas and 
as centres for jobs and services (Ministère des Affaires étrangères, 2006).  
As in the other ‘new-Member’ states, in Poland the agricultural sector is still relatively 
important. Nevertheless, the income of rural households mainly consists of early 
retirement payments, pensions, and social security. Furthermore, there is a surplus of 
rural workers, particularly because of modernization processes in the agricultural sector. 
In this regard, the issue of seeking alternative sources of income is very important. 
Therefore, the relatively dense network of towns is seen as a great advantage to solve 
                                                          
3 The 1st pillar concentrates on providing basic income support to farmers, who are free to produce in response 
to market demand, while the 2nd pillar supports agriculture, as a provider of public goods, in its environmental 
and rural functions, and rural areas in their development (European Communities, 2006).
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many of the problems faced by the Polish rural areas and to encourage economic 
development (HadyĔska and HadyĔski, 2006).  
In a densely populated country such as the Netherlands, for many years strong national 
planning controls have sought to contain economic activity and housing within towns in 
order to protect the surrounding countryside. In the most recent rural policy document, 
the ‘Agenda for a Living Countryside’ (Ministry of Agriculture, Nature and Food 
Quality, 2004), it is accepted that, although agriculture still dominates land use and the 
identity of the Dutch landscape, in many regions it no longer provides the main economic 
base. Therefore, the importance of introducing new economic activities in rural areas is 
acknowledged, and the development of new firms and new houses can be more 
frequently allowed in towns and rural areas. Furthermore, concerning the quality of life 
and the decreasing level of facilities in towns, the government aims to encourage local 
initiatives by both municipalities and residents in order to preserve social linkages and 
amenities4.
Only in the UK are small and medium-sized towns, known as ‘market towns’, seen as 
key-elements in rural development which contribute significantly to prosperity in the 
rural areas around them, as described in the Government’ Rural White Paper Our 
Countryside: The Future - A Fair Deal for Rural England (DEFRA, 2000). They are 
considered particularly important in providing employment, services and social activities 
to their own inhabitants and the inhabitants of their hinterland. However, in more recent 
documents, it is recognized that is it not efficient to have general policies regarding 
market towns, but it is important that initiatives to enhance social and economic 
prosperity are tailored to the particular needs of the region and local people (DEFRA, 
2004).  
1.3.3 Importance of towns 
Taking into account the significant changes and challenges in rural areas and the 
economic and organizational advantages of towns, it can be expected that towns will 
become increasingly important for (inter)national policy makers, especially related to the 
decentralization of rural policies. First of all, the changes in the agricultural sector and the 
intended increasing diversity of other economic activities in rural areas both require a 
wide range of facilities offered by small and medium-sized towns. Not only the presence 
of shops or commercial service, but also public services are necessary to new firms. In 
addition, the availability of certain facilities for households will increase the 
                                                          
4 Interestingly, to a certain extent, this approach seems to work. Around 2004, the first initiatives began to take 
effect and maintain a certain level of facilities in small towns by developing ‘Hart shops’ or ‘Service shops’. In 
many regions the provincial government subsidizes local initiatives to develop shops in which both commercial 
and public services are offered at the same location, in order to keep a basic level of facilities (Lieshout, 2005). 
An example is a small town near Deventer called Lettele, where the municipality of Deventer opened a service 
point in an existing shop, and, recently, the library also started to lend books from this location. Nevertheless, 
the government is (still) responsible for social care, cultural facilities, and libraries. 
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attractiveness of towns as a place to live for new employees, which will decrease 
commuting distances. 
Secondly, the EU-Leader approach, as well as many national rural programmes (for 
example, the Dutch one) hands over a great deal of responsibility to local actor groups. In 
the literature, this is referred to as the ‘endogenous rural development approach’. This is 
an approach that seeks to regenerate rural areas by enhancing and adding value to local 
resources, both physical and human, according to the priorities and preferences of the 
local community (van der Ploeg and van Dijk, 1995). A disadvantage of this approach is 
that not all rural localities (both municipalities and other local actors) are equally able to 
regenerate themselves through the enhancement of their endogenous resources or are 
equally equipped to compete successfully for external funding and support. Ultimately, 
however, this can lead to uneven rural development (Woods, 2006; and see also Ray, 
2006).  
In our opinion, the ambition to develop a more diversified rural economy, as well as the 
bottom-up approach and local focus of many rural policies, requires a clear knowledge of 
the current socio-economic function of towns and town-hinterland linkages.  
1.4 Data Set Used 
For a large part of the analyses in this thesis, data derived from the European Union 
research project ‘Marketowns’5 has been used. The Marketowns project, which finished 
in 2004, focused on the role of small and medium-sized towns as growth poles in regional 
economic development. For this purpose, the flow of goods, services and labour between 
firms and households in a sample of 30 small and medium-sized towns in five EU 
countries was measured. The participating countries reflect the varied conditions of both 
the existing and the enlarged European Union, viz. France, Poland, Portugal, the 
Netherlands, and the UK (see Appendix A1.I for a list of all towns).  
Table 1.1 shows the different situations in these five countries: for example, the high 
population density in the Netherlands; the relatively low GDP per capita in Poland and 
Portugal; the large share of agriculture in total employment in these same countries; and 
the large farm sizes in the United Kingdom and France. 
In each of the five participating countries, information on small and medium-sized towns 
was collected with reference to a set of relevant, predefined criteria, e.g. that no other 
town with more than 3,000 inhabitants should be located in a hinterland with a radius of 
approximately 7 km from the centre of each town. Small towns were defined as towns 
                                                          
5Marketowns project funded by the European Commission under the Fifth Framework Programme for Research 
and Technology Development, Contract QLRT -2000-01923. The project involves the collaboration of the 
University of Reading (UK), the University of Plymouth (UK), the Joint Research Unit INRA-ENESAD 
(France), the Agricultural Economics Research Institute LEI (the Netherlands), Polish Academy of Sciences 
(Poland) and the University of Trás-os-Montes e Alto Douro (Portugal). 
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with a population of between 5,000 and 10,000 inhabitants, and medium-sized towns as 
towns with a population of between 15,000 and 20,000 inhabitants.  
Table 1.1: Information concerning socio-economic and agricultural characteristics of the five EU 
countries under study  
UK France Netherlands Poland Portugal
Population, 2005 (*1,000,000) 60 61 16 38 11
Population density, 2003 
(inh./km2) 
244 112 480 122 114
GDP/capita, 2005 (PPS) 27,000 25,500 28,900 11,600 16,600 
Share agriculture in total 
employment, 2002 (%) 
3 4 3 18 10
Share Agricultural Area in total 
land area, 2003 (%) 
70 57 57 53 43
Average farm size, 2005 (ha) 81 52 24 12 16
Number of farms, 2005 (*1000) 183 545 82 1083 219
Source: EEAC/RLG/WUR, 2007 
To mirror the different range of circumstances and contexts across rural Europe, in each 
country two towns6 per area typology were selected: agricultural areas, i.e. where 
employment in agriculture is well above the national average; tourism areas, i.e. where 
employment in tourism is well above the national average; and accessible peri-urban
areas, i.e. those within daily commuting distance of a metropolitan centre. In particular in 
the Netherlands, the predefined spatial criteria were the most important criteria for the 
selection procedure of the six towns; the distinction between the three types is less 
obvious (Appendix A1.II shows the representativeness of the six selected Dutch towns). 
 To facilitate the analysis of economic linkages of firms and households in a town, 
several zones around each town have been distinguished (see Figure 1.1). In this study, 
we distinguish four zones7: The town-centre itself is classified as zone A; the area within 
a radius of 7 km around the town centre as zone B (the hinterland of the town centre); the 
area within a radius of 7 to 16 km around the town-centre as zone C; and the rest of the 
world as zone D.  
                                                          
6 One a small and one medium-sized town. 
7In the Marketowns study, 7 zones are distinguished (town, direct hinterland, extended hinterland, rest of the 
region, rest of the country, rest of Europe ,and rest of the world. However, in this study the main focus is on the 
local economy, thus allowing the aggregation of the last four zones into one ‘rest of the world’ zone. 
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For each town (zone A) and the immediately surrounding countryside (zone B),
information was gathered from a systematic sample for households, farming and non-
farming businesses using postal questionnaires and face-to-face interviews (see Terluin et 
al., 2003; Mayfield et al., 2005). The total database consists of more than 10,000
households, farms and firms, as shown in Table 1.2.
Table 1.2: Total number of questionnaires collected per actor per country (2002-2003)
England France Netherlands Poland* Portugal* Total
Firms 505 494 767 871 864 3,501
Farms 107 168 384 483 257 1,399
Households 1,290 771 1,365 1,383 1,157 5,966
Total 1,902 1,433 2,516 2,737 2,278 10,866
* Collected by face-to-face interviews.
1.5 Aim and Set-up of the Thesis 
1.5.1 Research questions
The aim of this study is to contribute to the understanding of the contemporary function
of towns in the rural economy: How important are small and medium-sized towns to local
households and firms. And, how strong are town-hinterland interactions these days?
Apart from showing a general picture of town-hinterland interactions, we will focus more
specifically on local households and local firms.
Figure 1.1: Defined research zones around each town
  0-7km
  7-16km
B C DA
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This thesis aims to answer the following research questions: 
- How important are small and medium-sized towns to the rural economy? 
In relation to households: 
- How important are town and hinterland for shopping, working, and living? 
- How do spatial characteristics of town and hinterland affect the behaviour of 
households, in particular their shopping behaviour? 
- How important are different groups of households to the local economy8?
- How will future demographic developments affect the (total) expenditures of 
local households? 
In relation to firms: 
- How important are local networks compared with total networks to firms, i.e. 
How important are town and hinterland for local firms? 
- Which sectors can be indicated as key-sectors in the town and hinterland 
economy? 
- Which factors affect the size of tourism multipliers? 
- How do future developments affect the output of the retail sector in small and 
medium-sized towns? 
1.5.2 Set-up 
In this study, the multifaceted relationships between town-hinterland and the rural 
economy will be explored at different spatial levels and for different actors, in particular 
for households and firms. Figure 1.2 shows a schematic outline of the chapters.  
Firstly, in Chapter 2, we describe the theoretical aspects of town and hinterland 
interactions found in the literature. In addition, a conceptual framework of town-
hinterland functions will also be presented. Chapter 3 examines the multifunctionality of 
towns for local households. It shows, for local households in five different countries, how 
important town and hinterland are for shopping, working and living. Furthermore, using 
regression analysis and a multinomial logit model, this chapter points out important 
factors affecting the spatial shopping behaviour of households.  
Next, in Chapter 4, we provide an overview of the total (macro)economic structure of 
town and hinterland. Social accounting matrices (SAM), for each of the 30 European 
towns, are used to estimate the role of local firm networks in the total input and output 
networks of firms located in town or hinterland. In addition, a SAM multiplier analysis 
shows the macroeconomic effects of hypothetical shocks on final demand or household 
income. Then in Chapter 5, we focus more on the tourism sector and its potential 
importance for the local economy. A meta-analysis is performed on tourism output 
multipliers to explain the variation in multiplier values, and, finally, tourism multipliers 
are composed for the six Dutch towns.  
                                                          
8 The local economy is defined as that of town and hinterland together. 
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In Chapter 6, emphasis is put on households. In this chapter, a spatial microsimulation 
model for rural households is developed, called SIMtown. This model simulates the total 
population of Nunspeet and Oudewater (two Dutch towns), including a large number of 
household characteristics, several of which are relevant to predict the shopping 
behaviour. These micro-populations are very useful to estimate the effects of different 
kinds of retail development in Chapter 7. In the second part of Chapter 6, the simulated 
micro-populations are used to analyse data on the characteristics of households. Such 
data were previously not available.  
Then, Chapter 7 combines the micro-approach used in Chapters 3 and 6 with the macro- 
approach from Chapter 4 in order to analyse the effects of future developments. Firstly, 
the effects of population dynamics (in 2010 and 2020) on total local expenditures will be 
simulated, using SIMtown. Secondly, the effects of new retail developments, such as a 
new shopping mall at the edge of a town, will be derived, using the simulated population 
of 2010 and a multinomial logit model. By combining the effects of these developments 
with SAM retail multipliers, macroeconomic effects will be derived as well. Finally, in 
Chapter 8, conclusions and policy lessons will be drawn. 
2. Town-Hinterland 
interactions: Theory 
6. Microsimulation of 
rural households 
3. Multifunctionality of 
towns and spatial 
behaviour of local 
households 
4. Town-Hinterland 
relations; a Social 
Accounting Matrix 
approach
7. Future developments in rural areas: combining micro- and macro-approaches. 
5. A meta-analytic 
comparison of regional 
output-multipliers: 
economic impacts of 
tourism
1. Introduction 
8. Summary and conclusions 
Figure 1.2: Outline of the thesis 
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1.5.3 Micro- and macro-approaches 
An interesting aspect is the combination of micro- and macro- tools used in this thesis in 
order to obtain a broad picture of the current situation. The term ‘micro’ in economics is 
often used for the study of the behaviour of individual economic units, while ‘macro’ is 
more related to the relation between broad economic aggregates (Janssen, 1990). 
 The advantage of macro-models is that they often show a broader picture of the topic 
concerned. A social accounting matrix, for example, shows linkages between a network 
of firms, as well as between firms and households, in a predefined area. It gives an 
overview of the total (economic) situation. However, information about the distribution 
of certain impacts over different groups of actors is limited, and the relationships 
described are fixed with no room for changes. An advantage of micro-models is their 
focus on a single group of actors. The level of detail, including many relevant 
characteristics of the subject of interest, allows the estimation of linkages or relationships 
in a more extensive and flexible way. Unlike social accounting, which deals with 
averages of actor groups, micro-models, such as microsimulation models, provide data 
for individuals, households and other relevant behavioural units. This implies that the 
distributional pattern of impacts can be obtained to almost any level of detail required, 
given an adequate data source (Isard et al., 1998). 
In this thesis, we adopt the advantages of both micro-and macro-approaches. As 
mentioned in Section 1.4, we had access to an extensive database of households and firms 
located in 30 European towns. In most analyses, we include all 30 towns from the five 
countries. But, in particular for the micro-analyses we will focus just on (part of) the 
Dutch households. Figure 1.3 shows the subjects that are addressed in this thesis (in 
Chapters 3 to 7), on a micro- and macro-level (upper and lower half), related to 
households or to firms and farms (on the right and the left side, respectively). The width 
of the slices shows how thoroughly the subject is described (e.g. the microsimulation of 
rural households covers a complete chapter), the length of the slices shows the spatial 
level (e.g. microsimulation of future households deals with only one (Dutch) town).  
As Figure 1.3 shows, most of the analyses in this thesis is done from a macro-point of 
view. In particular, when estimating the importance of town and hinterland to firms, and 
vice versa (mostly on a European level), input-output and SAM analyses are important 
tools. Amongst other things, SAMs will be used to define key-sectors in European town 
economies. When focusing on European households, the SAM will also be used to 
analyse the linkages between households and firms in the local economy. However, more 
detailed information about local households and their behaviour will be estimated by 
means of micro-models. We will analyse the spatial shopping behaviour of Dutch 
households using a multinomial logit model.  
In addition, a microsimulation model, called SIMtown, will be developed, describing the 
total population of the Dutch towns Nunspeet and Oudewater, and the future population 
of Nunspeet. Two chapters, Chapter 3 and 7, include both micro- and macro-approaches; 
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in particular, Chapter 7 describes the integration of micro- and macro models to explore 
the local impacts of future retail developments. 
Local tourism 
multipliers (Ch.5) 
Figure 1.3: Proportion of micro- and macro-approaches used to describe the importance of town
All in all, this thesis will show an interesting range of analyses, varying from 
macroeconomic analyses of the local economy in five different countries to the 
simulation of the total population of one Dutch town at postcode level. The availability of 
very detailed information of 6,000 European households, on the one hand, and of 30 
macroeconomic town models, on the other, will allow us to analyse many different 
aspects of town-hinterland relationships in order to reveal the importance of towns to the 
rural economy. 
and hinterland to firms (and farms) and households.
Effect of future retail 
developments (Ch.7) 
Firms and Farms
Macro
Micro
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Spatial shopping
behaviour (Ch.3)
Microsimulation of 
rural households (Ch.6)
Importance of town-
hinterland networks (Ch.4)
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output multipliers (Ch.4)
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Appendix A1.I: Names of the 30 selected towns 
Country Towns
England Leominster 
Swanage 
Towcester 
Tiverton 
Burnham-on-Sea
Saffron Walden 
France Brioude
Prades 
Magny-en-Vexin 
Mayenne  
Douarnenez  
Ballancourt-sur-Essonne 
The Netherlands Dalfsen  
Bolsward
Oudewater  
Schagen
Nunspeet
Gemert
Poland Glogówek
Duzniki
OĨarów
JĊdrzejów 
UltsroĔ
Lask
Portugal Mirandela
Tavira 
Lixa
Vila Real 
Silves
Esposende
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Appendix A1.II: Representativeness of the selected Dutch towns 
Population (%) Firms (%) 
0-15
years 
15-65
years 
>65
years 
4-years 
HH
growth*
Industry Services: commercial 
Services: 
non-
commercial 
Netherlands
total 19 67 14 3 18 45 31
Netherlands towns ** 
Average 19 66 15 2 21 43 29
Range 13-33 58-73 7-27 -19-31 9-41 32-61 17-47
Dutch case-study towns*** 
Dalfsen 21 64 14 1 22 42 33
Schagen 17 68 15 13 19 45 32
Bolsward 18 66 16 0 23 41 32
Nunspeet 21 64 15 2 24 42 28
Oudewater 21 65 14 1 23 48 25
Gemert 18 69 12 2 28 37 28
Source: CBS data. 
*Growth in number of households between 2003 and 2007. 
**All Dutch towns with a population between 5,000-20,000 (220 in total). 
*** Only the towns have been taken into account, not the hinterland. 
CHAPTER 2 
TOWN AND HINTERLAND INTERACTIONS IN RURAL AREAS  
2.1 Introduction 
The very first towns could only develop because the production of agricultural products 
exceeded the direct local demand. Consequently, some members of the local community 
could specialize in certain activities, such as religious, political and health care activities, 
apart from agricultural production. A very important factor for the further development of 
towns was their contribution to the organization of production and consumption 
processes, resulting in increasing economic efficiency in rural areas. 
In this chapter we explore town and hinterland interactions in a conceptual and 
theoretical way. First, in Section 2.2, we look at rural areas and the agricultural sector. In 
Section 2.3, some background of Dutch rural areas is described. We will then focus on 
processes of urbanization in Section 2.4, which leads us, in Section 2.5 to a theoretical 
discourse about towns, inspired by, amongst others Christaller and Lösch. In the last 
stage of the analysis, Section 2.6 integrates all the foregoing elements into a conceptual 
framework of town-hinterland functions. Finally, in Section 2.7, future challenges of 
town-hinterland interactions will be described. 
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2.2 Rural Areas
2.2.1 What is urban and what is rural? 
The linkages between urban centres and the countryside, including movements of people, 
goods, capital, and other social transactions, play an important role in processes of rural 
and urban change. But the ways in which the various nations define what is urban and 
what is rural can be very different. The demographic and economic criteria on which 
definitions of urban and rural areas are based can vary widely between different nations.  
According to Frey and Zimmer (2001), there are three elements which best distinguish an 
area’s urban or rural character. First, there is the ecological element, which includes 
population and density. In general, all settlements above 2,000 or 2,500 inhabitants are 
considered urban, but in some countries settlements with only a few hundred inhabitants 
are sufficient to qualify as urban. In Switzerland, for example, communes of over 10,000 
inhabitants (including suburbs) are categorized as urban, while in Norway and Iceland 
communes with more than 200 inhabitants are called urban (United Nations, 2000). 
Secondly, there is the economic element, which refers to the function of an area and the 
activities that take place. In rural areas, the share of agricultural activities is relatively 
high, in urban areas the majority of economic activities are organized around non-
agricultural production. In urban areas, the diversity of different activities demands a 
diversely-orientated labour force. This tends to increase the number of people 
commuting. Therefore, commuting patterns are often used for defining an urban space. 
This happens, for example, in northern Nigeria, where the costs of food and 
accommodation in the cities are very high, leading to high levels of daily commuting 
from peripheral villages. Another example is the Netherlands, where both urban areas and 
cities are easy to access by public transport or car. Therefore, the national criteria for 
urban settlements in the Netherlands are: Urban-municipalities with a population of 2,000 
and more inhabitants; Semi-urban-municipalities with a population of less than 2,000 but 
with not more than 20 per cent of their economically-active male population engaged in 
agriculture; and specific residential municipalities of commuters (United Nations, 2000).  
The third element which distinguishes urban from rural areas is the social character of an 
area. Differences appear, for example, in the way urban and rural people live, i.e. their 
behavioural characteristics, their values, and the way they communicate. However, these 
factors are difficult to measure, and hence there are many different ways of defining what 
is urban and what is rural. 
2.2.2 The agricultural sector 
As mentioned in the previous section, an important characteristic of rural areas is the 
presence of the agricultural sector. Agricultural activities are not evenly spread over the 
surface of world. There are many reasons for that. Land has varying degrees of suitability 
for agricultural activities due to physical constraints (mountains, water, or salinity). Other 
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parts can be in non-agricultural use (infrastructure, urban development, recreation, nature 
reserves). The proximity of markets and the density of population play a role as well. On 
average, in the EU-15 about 52 per cent of the total area is used for agriculture, but with 
significant differences: ranging from 7 per cent in Finland to 79 per cent in Denmark 
(European Communities, 2004). There are also important regional differences in the mix 
of agricultural activities, and in the intensity of land use. In some regions, more extensive 
production activities are located; in other regions, more labour-intensive ones (van 
Leeuwen et al., 2007b).  
Table 2.1: GDP by major economic sectors, 1995 and 2003 
1995 2003 
Agriculture Industry Services Agriculture Industry Services
European Union (EU-15):
Austria 2.5 30.8 66.7 2.2 30.3 67.5 
Belgium 1.6 28.1 70.3 1.3 25.6 73.1 
Denmark 3.6 24.9 71.5 2.3 25.2 72.5 
Finland 4.7 32.2 63.1 3.4 30.4 66.2 
France 3.2 26.3 70.5 2.6 23.8 73.6 
Germany 1.3 32.1 66.6 1.1 28.6 70.3 
Greece 9.9 22.4 67.7 6.6 22.9 70.5 
Ireland 7.7 38.2 54.1 3.2 40.5 56.3 
Italy 3.2 30.1 66.7 2.5 26.6 70.9 
Luxembourg 1.0 21.2 77.8 0.5 16.3 83.2 
Netherlands 3.5 27.8 68.6 2.3 24.8 72.9 
Portugal 5.2 30.0 64.9 3.7 26.7 69.6 
Spain 4.4 29.6 66.0 3.2 28.5 68.3 
Sweden 2.7 30.1 67.2 1.8 27.3 70.9 
United Kingdom 1.8 30.9 67.3 0.9 25.9 73.2 
Other Europe:
Turkey 15.7 31.9 52.4 11.5 27.4 60.9 
Albania 54.6 22.0 23.4 27.1 17.1 55.8 
Bulgaria 13.4 32.4 54.3 11.4 30.0 58.6 
Croatia 10.4 33.4 56.3 8.0 28.9 63.1 
Poland 6.9 7.3 33.3 3.0 30.7 66.3 
Romania 20.9 40.3 38.8 12.9 37.8 49.3 
Slovenia 5.5 41.7 52.8 3.1 35.4 61.5 
North America:
Canada 2.9 30.7 66.4 2.6 30.1 67.3 
United States 1.5 27.0 72.3 1.6 24.5 73.9 
Source: United Nations, 2005. 
From an economic point of view, the agricultural sector has lost its important position in 
most developed countries. According to United Nations figures, the share of the GDP 
produced by the agricultural sector in Europe has decreased in almost every country in 
the last 10 years (see Table 2.1). 
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However, large country-specific differences exist between the EU Member States (both 
the EU15 and the EU27). The contribution of the agricultural sector to GDP in 2003 
varies between 6.6 per cent in Greece and 0.9 per cent in the United Kingdom. The 
equivalent range for the other European countries is between 12.9 per cent in Romania 
and 3.0 per cent in Poland. Nevertheless, in the non- EU-15 states, often a larger share of 
jobs is found in the agricultural sector.  
The decline in GDP or Gross Value Added (GVA) for the agricultural sector, especially 
in the new Member States, can be explained, for example, by growing national incomes. 
Increase in the national income of a country is closely linked with the rapid development 
of new branches of activity, particularly market services, which grow in relative terms.  
In addition, the importance of industry has also been decreasing over the years.
Overall, the level of agricultural employment is decreasing in Europe. But, even though 
farmers are a minority group in the countryside, they are still the main managers of the 
land, and agricultural work largely determines the degree of attractiveness of these 
regions, particularly where the landscape is concerned (Barthelemy and Vidal, 1999).  
2.2.3 A new-farming context in Europe: Post-productivism  
In peasant society, agriculture was the main activity, but the farmers also performed 
many other tasks: farming was multifunctional by nature. But, with modernization, 
farming has become ‘just’ one occupation amongst many others. At the individual level, 
this structural differentiation is visible in the growing specialization of labour: holders of 
formerly mixed small farms have been advised to opt for one branch (farm specialization) 
and scale enlargement. Many smaller farms have had to close down, while the size and 
productivity of the remaining farms has increased. Higher yields, efficient management, 
and increasing external inputs have all contributed to an increase in productivity (Luttik 
and van der Ploeg, 2004). 
Especially after the Second World War, when many countries in Europe were short of 
provisions, it seemed very important to modernize the agricultural sector and to produce 
as many products as possible. But, after some years (in the mid-1980s), the policy of self-
sufficiency resulted in excessive surpluses in the form of beef and butter mountains and 
milk and wine lakes. This had to result in changing agricultural regimes: from a main 
focus on the production of food and fibre, known as ‘productivism’, to a focus on a 
multitude of functions with an emphasis on food quality and environmental conservation, 
referred to as ‘post-productivism’. According to Ilbery and Bowler (1998) and Kristensen 
et al. (2004), the shift from productivism to post-productivism implies that agriculture, on 
a general level, is moving away from intensification, specialization and concentration, 
which are characteristics of the productivist farming period, towards extensification, 
diversification and dispersal, all of which are indicators of the post-productivist farming 
period. It seems that, after a period of trying to fully control nature by turning ecosystems 
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into quasi-industrial areas with controlled water levels and insecticides in order to 
decrease natural processes as much as possible, the negative effects (disturbed 
ecosystems, surpluses of manure, cattle diseases, etc.) were beyond expectations. As a 
result, the agricultural sector will have to focus more on food quality, environmental 
processes, and a more sustainable use of ecosystems. 
In the developed regions, much of the debate about the agricultural sector focuses on 
agriculture’s ability to produce joint products. This new farming context in Europe, with 
a variety of goals and actions, is resulting in a more diversified use of rural areas, 
somewhat similar to the diversified use of rural areas before the productivism period, but 
with a less significant role for the agricultural sector. In developing countries, it is not yet 
an option to enjoy non-production benefits from the agricultural sector. The most 
important reason for this is food security and the role of agriculture in alleviating poverty. 
In the initial stages of development of a region, food represents a major share of the 
household budget. When agricultural production increases, the real prices of non-tradable 
food products may decline, and the income of smallholders may increase (Bresciani et al., 
2004). This means that agriculture is still the most important function in rural areas, and 
that intensification is often necessary. According to Bresciani et al. (2004), development 
or transformation of the agricultural sector can slow down the rate of rural out-migration, 
thus preventing population concentration in metropolitan cities and leading to a more 
balanced distribution of population over space. 
2.2.4 Specialization in agricultural activities related to the level of rurality 
The urban system has always been very important for the allocation of agricultural 
activities. In early times, people settled in the most fertile areas, because the lack of 
transport facilities meant they had to live where the food was being produced. 
Production, processing and consumption were thus located in close proximity. During the 
Industrial Revolution, a demand for (cheap) labour arose in urban areas, creating 
competition for labour. As a result, the farms near cities increased their labour 
productivity, leading to greater specialization and intensification near the cities (Rienks et 
al., 2005). 
There are several economic and geographical concepts which try to explain different 
land-use patterns in different areas. Famous economists such as von Thünen (1826) and, 
more recently, Krugman (1991) claim that especially perishable and high yielding 
agricultural products are likely to be produced closer to the market, and closer to the main 
infrastructural network. Furthermore, because some agricultural products are more labour 
intensive than others, and labour-intensive products tend to be produced where land is 
relatively scarce, one can also expect labour-intensive types of production close to urban 
areas (Hayami and Ruttan, 1971). 
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From a study on regional concentration and specialization of agricultural activities (van 
Leeuwen et al., 2007b) it appears that land-intensive, high yielding products do indeed 
tend to be produced in more urbanized regions. In this study long-term developments in 
various types of agricultural production are related to a number of socio-economic 
variables in order to explore regional trends in agricultural specialization between 1950 
and 2000. In the EU9, 79 regions were classified according to their population density 
into rural regions, intermediate regions, and urban regions (see Terluin, 2001). 
The analysis of regional specialization (production of a product in a region related to the 
total production in a region) showed that most regions specialize in animal husbandry are 
rural regions and most regions that specialize in crops are rural and intermediate regions. 
However, a main difference is the type of specialization: rural regions tend to specialize 
in sheep, wheat and corn; and the urbanized regions which specialize more in pigs, 
potatoes and sugar beet. Furthermore, the most important changes between 1950-2000 in 
the production of animals and crops is the increasing specialization in urban regions. 
Concerning the production of pigs, it was found that in 1950 the rural regions specialized 
in this type of production. However, by 2000 more specialization was found in the urban 
regions. To a great extent, the underlying reason for this can be found in the agricultural 
policy of the EU, which favoured pig production in regions with good accessibility to 
feed components from overseas (Blom, 1992). Pig production moved to regions with 
harbours nearby and high-quality hinterland infrastructure, primarily urbanized regions. 
There was also a clear relation found between the degree of rurality and the level of 
specialization in certain arable crops. Potatoes and sugar-beet, labour-intensive crops 
with high returns per unit of land, are primarily found in urban regions. On the contrary, 
rural areas specialize more in cereal crops: wheat, barley, and corn. These crops are less 
labour-intensive and have lower returns per hectare. 
2.3 Rural Areas in the Netherlands 
According to the OECD definition of what is rural (less than 150 inhabitants per km²), 
the Netherlands has no rural areas. It is actually one of the most urbanized countries 
within the OECD: 85 per cent of the population lives in an urban region. Nevertheless, 
the agricultural sector is a strong sector; together with the sectors closely linked to 
agriculture, such as the food industry, it makes up around 10 per cent of GDP (OECD, 
2008). Furthermore, rural areas have an economic performance that is similar to the 
Netherlands as a whole (Terluin et al., 2005). Although there are certain challenges, such 
as persistent unemployment differentials and lack of  innovations, these challenges are 
not caused by the level of rurality (OECD, 2008).  
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2.3.1 The countryside as romantic ideal 
From a historical perspective, the countryside has for many persons been a pleasant place 
for rest and relaxation. It is often associated with nature, tranquillity and beautiful 
scenery. For many painters and poets, the countryside has been an important source of 
inspiration.  
Since the 16th century, the level of urbanization in the Netherlands has been one of the 
highest of Europe. Generally, the city and countryside were seen as two different and 
separate worlds. Until the 20th century, the contrasts between the city with its education, 
culture, and material consumption and the surrounding, often poverty-stricken, 
countryside were striking. Apart from the production and consumption of agricultural 
products, these two worlds appeared to meet only during weekends when citizens went 
beyond the city boundary to breathe some fresh air.  
In the 19th century, the idealization of the rural landscapes remerged as a logical result of 
all the rapid and profound changes in society, economy, and landscape. Out of this 
turmoil emerged nostalgia for a simpler life: the countryside ideal (Bunce, 1994). 
Today, the Dutch have more time for leisure than ever: around a third of the employees 
work less than 4 days a week, and this number is increasing. Many of these persons spend 
their free time walking and cycling through the countryside. In addition, riding horses 
and playing golf have also become popular activities. However, particularly the growing 
number of golf courses and horse-riding facilities is having a great impact on the rural 
landscape. 
2.3.2 The countryside as an economic powerhouse 
In the Netherlands, trade and agricultural activities have always been important sources 
of (national) income. Particularly in the lower areas of the Netherlands, with fertile clay 
soils and many waterways (for transportation), the level of productivity was relatively 
high (see also Hidding, 2006). Until 1950, the countryside and agricultural activities were 
strongly related. In these areas, as in cities, the gap between rich and poor was often 
immense. After the Industrial Revolution, many (poor) peasants migrated to the cities 
where new jobs had emerged. The increasing emphasis on manufacturing and other non-
primary activities in the economy favoured the concentration of economic activities in the 
major urban centres of countries, and, at the same time, the new developments reduced 
the primary labour force necessary to satisfy given levels of demand (Bryant et al., 1982). 
In the post-war period, however, new technological developments, as well as improved 
education and better accessibility resulted in a flourishing rural economy. The Dutch 
agricultural sector became an important export sector, particularly in flowers and cheese. 
Nowadays, the Netherlands is one of the three biggest exporters of agricultural products 
(together with the United States and France).  
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Nevertheless, as in other parts of Europe, the resulting conflicts between (animal) health 
and ecological qualities have restricted the activities of farmers. Since 1980, the number 
of farms in the Netherlands has halved. Nevertheless, the area in agricultural use 
decreased by only 6 per cent. This is because the size of the farms has increased: the 
number of farms of more than 100 ha has increased as much as fourfold since 1980. Of 
course, this has, and will have, an effect on Dutch rural areas: for example, on the spatial 
characteristics of rural landscapes or on the quality of ecosystems. 
2.3.3 The countryside as a realm of life 
After the Second World War, a period of suburbanization started when rural areas 
became more and more a place of overspill to reduce population pressure in cities. Those 
urbanites who could afford it preferred healthier and greener (medium-sized) towns, often 
located near the large cities (Robinson, 1990). In the Netherlands, this resulted in 
sprawling urban districts (for example, the Randstad) instead of large cities. In fact, 
nowadays, on average, population growth in Dutch rural areas is higher than in the 
urbanized areas1.
Unlike other countries, such as England or France, the overall equality of basic (service) 
conditions in urban and rural areas is striking. According to a study by Koomen (2008), 
on average, the development of the level of facilities in the small settlements is keeping 
pace with the trends for the Netherlands as a whole: the number of retail outlets (shops), 
schools and banks/post offices is slightly decreasing, while the number of catering 
establishments and basic medical services is increasing a little. Nevertheless, not 
everyone experiences these developments as keeping pace with national trends. Some 
town-residents are worried about the seemingly decreasing levels of facilities. Of course, 
there are also some differences between rural and national trends: these are particularly 
related to a lower level of facilities for the elderly and a reduction in public transport. 
Nevertheless, the availability of services and jobs, together with tranquillity, space and 
lower levels of criminality, result in a high quality of life for rural dwellers. According to 
the Social and Cultural Planning Bureau, using a composite index of eight important 
indicators of quality of life, this quality is in general higher in rural areas compared with 
cities (Boelhouwer, 2006). 
2.4 Urbanization of Rural Areas 
In the 18th century, there was a significant difference between Eastern and Western 
Europe with respect to the social importance of towns. In Eastern Europe, towns were 
                                                          
1 For an extensive description of the socio-economic situation of rural areas in the Netherlands, see Terluin et al. 
(2005). 
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generally smaller and had little real autonomy. In Western Europe, they were larger and 
often a form of municipal self-government and municipal privileges existed. Except in 
the Dutch Republic, Britain, and parts of Italy, townspeople were still a distinct minority 
of the total population. At the end of the 18th century, Europe had at least 20 cities (in 12 
countries) with populations over 100,000, including Naples, Lisbon, Moscow, St. 
Petersburg, Vienna, Amsterdam, Berlin, Rome, and Madrid (Spielvogel, 2005). 
At the beginning of the industrialization period, living conditions in cities were very 
poor, resulting in high mortality rates and lower birth rates than in rural areas. It was only 
because of the large rural to urban migration that the cities were able to grow on such a 
large scale. The immigrating rural inhabitants were attracted by the demand for 
employment (the industrialization led to a decrease in agricultural employment because 
of new technologies) and higher wages (Frey and Zimmer, 2001). Around 1940, more 
than half of the Western European population lived in urban areas. 
After the Second World War, extensive suburbanization took place. Urbanites who could 
afford it preferred healthier and greener (medium-sized) towns, often located near the 
large cities. This stimulated not only the growth of commuter villages but also some 
urban to rural migration affecting more remote rural communities. As a result, the 
population in big city centres decreased. Suburban growth (people moving to areas just 
around the city) in the 1970s was even accompanied by falls of 15 per cent or more in the 
population of the inner areas of cities in many parts of the developed world (Robinson, 
1990). The people who remained in the inner area of the city were often the people with 
lower incomes.  
According to Johnston (1983), there are three different ways to refer to urbanization. The 
first is as a demographic phenomenon, in which an increasing proportion of the 
population is concentrated in urban areas. When we focus on urbanization as a 
demographic phenomenon, it appears that official figures indicate that around 75 per cent 
of the population of the more developed world are considered to be urbanized. In the 
future, this will be around 80-90 per cent, according to the United Nations (see Table 
2.2). However, at least in the developed world, this upcoming urbanization will no longer 
consist of growing metropolises, but mainly of the reclassification of existing rural 
settlements as a result of the outward spread of cities. Several studies suggest a 
progressive redistribution of population down the urban hierarchy, either through a 
relatively faster growth of smaller urban places or through the absolute decline of the 
largest cities (Champion, 2001). Table 2.2 shows that the average share of the world 
population living in urban areas was 48.3 per cent in 2003. The United Nations predict 
that in 2030 this will be almost 61 per cent, with most of the growth taking place in the 
least developed regions (from 26.6 per cent in 2003 to 43.3 per cent in 2030). 
Unfortunately, in those regions most of the urban growth is taking place in mega-cities, 
reinforcing the existing problems of over-urbanization. Even in Europe, there are 
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different levels of urbanization. In southern Europe, for example, only 65.8 per cent of 
the population live in urban areas, whereas in northern Europe 83.3 per cent do so. But, 
according to the calculations of the United Nations, these shares will eventually 
converge. 
Table 2.2: Urban and rural areas in 2003, projected to 2030 
  
Percentage of population 
living in urban areas 
Average annual rate of 
change, 2000-2005 (%) 
 Area   2003 2030 Urban Rural
World                                           48.3 60.8 2.1 0.4 
More developed regions              74.5 81.7 0.5 -0.5 
Less developed regions                42.1 57.1 2.8 0.5 
Least developed regions              26.6 43.3 4.3 1.7 
Africa                                           38.7 53.5 3.6 1.3 
Latin America and Caribbean      76.8 84.6 1.9 -0.3 
Northern America                        80.2 86.9 1.4 -0.7 
Oceania                                        73.1 74.9 1.4 0.7 
Asia                                              38.8 54.5 2.7 0.4 
Europe:                                        73.0 79.6 0.1 -0.5 
Eastern Europe               68.4 74.3 -0.4 -0.6 
Northern Europe             83.3 87.7 0.4 -0.4 
Southern Europe             65.8 74.1 0.3 -0.4 
Western Europe              81.0 86.4 0.5 -0.7 
Source: United Nations, 2003.
A second way to refer to urbanization is as a social and economic phenomenon inherent 
in capitalist industrialization, as urban areas facilitate linked production, distribution, and 
exchange processes.  
Thirdly, urbanization can be considered as a behavioural phenomenon, in which urban 
areas act as centres of social change. In this way, urbanization can be seen as a process of 
infiltration of the countryside by non-farm elements (Bryant et al., 1982). The growth of 
smaller urban places and the reclassification of existing rural settlements increase the 
spread of the urban lifestyle to more rural areas. When urbanites go to live in the 
countryside, they change the traditional lifestyle there, and this makes the distinction 
between urban and rural very blurred (Antrop, 2004).  
Another current development in the urbanization process is the growth of urban 
networks. A good example of an urban network is the Randstad in the Western part of the 
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Netherlands. This network consists of Amsterdam, Rotterdam and The Hague (with 
Utrecht at the edge) and many smaller cities in-between. These growing cities eventually 
‘bumped’ into smaller ‘satellite’ cities creating large urbanized areas in which the 
remaining open (agricultural) areas function more or less as parks for the urbanites. This 
development often leads to a more tense relationship between urban and rural areas. 
2.5 Towns 
2.5.1 Development of the first towns 
According to historians, the first cities emerged around 3500-3000 BC in the fertile river 
valleys of the Nile in Egypt, and the Indus in Mesopotamia, and the Hoang-ho in China. 
Ur was the largest of the cities with a population of about 25,000. More than 1,000 years 
later, Babylon was the leading city of that time with 50,000 inhabitants. Nevertheless, 
populations in general remained rural and were mainly involved in agricultural 
production. Until 1850 (AD), around 4-7 per cent of the people lived in urban areas (Frey 
and Zimmer, 2001). 
It is thought that the first cities served both defensive and religious purposes. When the 
farmers started to produce more products than they needed, they had to store the surplus 
of food for some time. Of course, the stored food was an interesting target for thieves, so 
it needed protection. Scale economies in protection led to the development of central 
storage facilities. The same holds for religious activities. According to Mumford (1961), 
cited in O’Sullivan (2000), large temples at central locations replaced small places of 
worship in homes and villages. As these temples employed religious workers, areas with 
higher population densities developed. In those times, it was mainly the richer people 
who could afford to live in the cities. 
2.5.2 Theory of regions and central places 
The functional-economic analysis of regions already has a long research tradition in 
economic geography and regional economics. Walter Christaller initiated the discussion 
about the spatial distribution of cities and towns in 1933 as a result of his observations in 
the southern part of Germany. More than ten years later, Lösch contributed to Central 
Place theory in a more deductive economic way (for details, see Paelinck and Nijkamp, 
1973).  
The basic idea of spatial economic hierarchies starts from a farm that produces more than 
it needs. Therefore, it can start selling products to the market, but the transport costs will 
limit the geographic distribution of the products. According to Ponsard (1958), Lösch 
argues that the relationship between the cost curve and the demand curve (in fact, the 
price elasticity) determines the length of the sales radius. Given the assumption of 
uniformity, the market area will be a circle. If more farms enlarge their production, and 
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thus their sales areas become spatially contiguous, the market shape will become a 
hexagon to avoid remaining empty spaces2. The market for that specific type of firm is 
then fully covered. Of course, in reality the economy is characterized by a range of 
different types of firms with specific products. These different types of firms have 
different demand curves and hence different price elasticities for the products they 
produce, leading to different market areas. This means that the number of firms existing 
in a given space is determined by: the demand function of the products; their elasticities 
defining the different slopes of the demand curves; the transport costs; and the scale 
economies related to the market equilibrium concerned. In this way, each product leads to 
a different geographical production system, justified by the different possible 
combinations of underlying determinants. And, finally, the fact that it is possible to 
produce several different products at a time in the same geographical space leads to the 
emergence of a comprehensive spatial framework. Indeed, the overlapping of such 
systems creates market areas where agglomeration economies are easier to generate, 
facilitating the advantages of urban centres and the concentration of industrial activities. 
According to Lösch, the most efficient economic landscape is the one where the 
maximum number of firms is located at the same point. This will then lead to 
agglomeration economies taking place within each group of firms located at the same 
place. Furthermore, an effective exchange arrangement, enabling producers to specialize, 
depends upon local collection points and larger regional assembly centres that are 
interlinked by a sales and payments system. This provides incentives for producers and, 
at the same time, facilitates the distribution of goods in accordance with consumer 
preferences (Johnson, 1970). Finally, the economy of a spatial area will be dominated by 
a central city, and the hinterland will consist of smaller settlements and alternating areas 
of industrial concentration and dispersion (McCann, 2001). The settlement hierarchy 
reflects the variation in thresholds and complementary regions, such that those 
settlements, or central places, at the top of the hierarchy offer both higher- and lower-
order goods, thereby serving a wider complementary region than settlements at the 
bottom of the hierarchy, where only lower-order goods are available (Robinson, 1990).  
All the criticisms of Lösch’s approach, which concern the homogeneous concept of space 
or the assumption of similar elasticities related to a specific demand function for a good, 
do not destroy the major contribution he made to a better understanding of why different 
firms tend to locate or to concentrate in different areas, whether or not they are raw-
materials- or market-oriented. 
                                                          
2 The market shape can no longer be circular, as otherwise (at least if we assume space-filling configurations) 
that would not allow for empty spaces with a profit potential between them. These empty spaces would not be 
in agreement with the zero marginal profit condition for market equilibrium; hence, new firms would continue 
to enter the market, until all empty spaces are exhausted. Consequently, a network of hexagons is substituted for 
the circles, because hexagons are slightly smaller than the extreme sales circles. These hexagons are the most 
efficient (i.e. transport-cost-minimizing) uniform spatial configurations that are entirely space filling. 
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2.5.3 Why towns exist 
We can look at urban centres as advantageous exchange points for producers and 
consumers, in which both agglomeration economies and scope economies have a higher 
probability of occurring. History justifies this argument, and experience underlines the 
importance of towns in their organizational capacity. All in all, town growth has 
promoted the dynamism of industry and services, and these have changed the 
functionality of towns and cities. 
As mentioned earlier, the very first settlements could only develop because the 
production of agricultural products exceeded the direct local demand. Later on, towns 
became marketplaces for economic activities and places where products were designed 
and often manufactured. In addition, towns turned out to be efficient ways of organizing 
production and consumption which would not have been possible with a completely 
dispersed population (Marsden, 1999).  
The existence and development of towns can be related to three factors: spatial 
advantages; advantages of agglomeration of firms; and advantages of agglomeration of 
consumers (Lösch, 1954).  
Spatial advantages arise, for example, when sources of supply such as raw materials and 
intermediate products are available. Such site advantages can also consist of large 
transport nodes or the proximity of other towns. A firm that spends a large part of its total 
costs on a particular local input – an input that cannot be efficiently transported from one 
location to another – is pulled toward locations where the price is relatively low (O’ 
Sullivan, 2000). 
The advantages of the agglomeration of firms appear when many (similar) enterprises are 
attracted to the same location because of the reduction of costs due to a large labour 
market, mutual stimulation, special facilities, and so on. Different enterprises can benefit 
from each other: for example, concerning the use of labour when their seasonal or 
cyclical variations do not coincide. Labour can, in general, move easily between firms, 
and firms are easily able to employ new workers. These interactions can act as a risk-
reduction mechanism for both the firm and the employees regarding demand fluctuations 
(McCann, 2004). 
Finally, the agglomeration of consumers in a town attracts enterprises. First of all, 
proximity to consumers decreases transport costs. But another advantage is that, as 
buyers like to purchase certain differentiated goods where they can compare different 
varieties, a concentration of firms will increase demand for each good individually 
(Lösch, 1954). This is particularly important in industries where firms do not only 
compete in terms of price but also engage in non-price competition, such as product 
quality competition. 
The location of towns and their size is thus not coincidental, but is based on underlying 
economic forces. In addition the location and size of cities in a system of cities is co-
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determined by a broader functional-economic constellation of cities, where volume of 
transportation, logistics and product specialization play an important role.  
2.5.4 Interdependency between towns and rural areas 
It is often thought that less developed countries first need to develop agricultural 
activities, before other desirable developments will take place. However, according to 
Jane Jacobs (1969), it is the rural and agricultural areas that are dependent on cities, not 
the other way around. She states that it is in cities that new goods and services are first 
created, including innovations created specifically for farming. Already in medieval 
times, when households started to consume grain, probably only a little was obtained 
from the rural hinterland. Instead, most of it was cultivated by the city dwellers 
themselves in fields that were partly within the walls. In addition, the medieval cities 
must have been their own first markets for metal agricultural tools made by their smiths. 
Only many years later did these tools become common in the rural areas as well. 
Likewise, nowadays, agriculture is only really productive when it incorporates goods and 
services produced in cities, or transferred from cities, e.g. fertilizers, machines, 
refrigeration and the results of plant and animal research. The most thoroughly rural 
countries exhibit the most unproductive agriculture (Jacobs, 1969). However, in near-
subsistence economies it is hard so say whether it is the absence of markets which holds 
down the marketed surplus or whether it is the low volume and poor quality of the goods 
which impedes the development of a network of towns and marketplaces (Johnson, 
1970). Furthermore, it is incorrect to assume that urban entrepreneurial decisions are 
wholly discrete and separable from rural decisions and choices.
These days, when looking at the importance of small and medium-sized towns, there is, 
on the one hand, a trend of towns to become less important for local households as a 
result of, for example, the globalization of markets, the centralization of health and 
education services, the growth of new types of shopping facilities, the reduced cost of 
transport services, and the development of telecommunications networks. Most of these 
factors have reduced the transaction costs that in the past encouraged rural firms and 
households to conduct most of their transactions in the immediate locality (Marsden et 
al., 1993). However, on the other hand, the development of telecommunications 
networks, technological changes, and reduced transport costs also provide opportunities 
for a more diverse range of firms and individuals to relocate to some of the rural 
settlements.  
There are several ways in which town and hinterland interact and how towns can benefit 
regional or rural development. Both Rondinelli (1984) and Satterthwaite and Tacoli 
(2003) have described how the mutual effects of urban and rural development are 
manifested. They can be summarized as shown in Figure 2.1.   
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First of all, agricultural development (in early times) provided a stimulus for urbanization 
and the economic diversification of cities in rural regions. Because cities function as 
agricultural supply centres and as locations for agri-processing and agri-business 
activities, right up to the present day employment opportunities have been provided for 
urban workers in a large number of commercial and service activities.  
Secondly, towns provide markets and act as centres of trade for agricultural goods. Urban 
population growth and agglomeration create increased demand for agricultural products 
and leisure activities from (nearby) rural areas. The greatest stimulus from agriculture for 
small and intermediate urban centres tends to be where crops or other products generate a 
high income per hectare. However, in agricultural regions dominated by large-scale 
commercial agriculture, most small and intermediate urban centres do not have major 
roles as markets for agricultural produce. Furthermore, towns provide opportunities for 
off-farm employment.  
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Figure 2.1: Interdependency between urban and rural areas
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Thirdly, towns can act as centres for the production and distribution of goods and
services to their rural region. The level of service provision is dependent on the nature of
local rural economic activities and, related to this, the income levels and purchasing
power of the rural population. Furthermore, the capacity of local enterprises to meet the
local demand is of importance. The quality and nature of the services and goods provided
must be able to respond to local demand in the face of competition from elsewhere.
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Finally, particularly in less-developed countries, towns can contribute to regional and 
rural development by attracting rural migrants from the surrounding region through 
demand for non-farm labour and thus decreasing migration pressures on some larger 
urban centres. 
2.6 Town and Hinterland in a Model: Values, Activities and Actors  
2.6.1 Functions of rural areas 
The new farming context, with a variety of goals and actions, is bringing about a more 
diversified use of rural areas, somewhat similar to the use of rural areas before the 
productivism period, but with a less significant role for the agricultural sector (see 
Wilson, 2001). Increasing leisure time and greater mobility of residents is generating a 
higher number of visits to rural areas. As well as that, environmental quality attracts 
residents who want to live in the countryside. The renewed awareness of the value of 
nature, culture, and landscapes is encouraging the conservation of these elements. 
Williams (1969, in Bryant et al., 1982) divides the functions of open spaces (rural areas) 
into six classes;  
1) Functions involving activities that are primarily located in the production 
function (e.g. agriculture or mineral production); 
2) Functions involving especially natural and cultural values (e.g. sites of particular 
biological or cultural values);  
3) Functions related to health, welfare and well-being, including ‘protection’ 
functions and ‘play’ functions (e.g. the maintenance of, respectively 
groundwater quality and recreation areas); 
4) Functions related to public safety and natural or man-made hazards (e.g. flood 
control and aircraft flight paths); 
5) Space for corridors and networks (e.g. infrastructure and nature networks); 
6) Space for urban expansion. 
In line with Bryant et al. (1982, p.155), it seems that, in rural areas, we are increasingly 
“confronted with a situation of an environment containing various resources, each 
possessing a range of potential and actual uses or functions, and each associated with 
different values assigned by individuals, groups and various formal government 
structures”3. It is particularly this range of uses or functions, each appreciated in a 
different way by several actors, which is creating a complicated situation and problems 
which are difficult to solve. Our next step is to describe these relations in a schema. 
                                                          
3 Again, we can make a distinction between the economic subsystem with its uses or functions of rural areas, the 
cultural subsystem, including the values assigned to these functions, and the political subsystem which tries to 
integrate the former two subsystems. 
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2.6.2 Conceptual framework of town-hinterland functions 
To describe the urban-rural interactions between town and hinterland, we make use of 
systemic network perspectives. These perspectives refer to complexes of elements or 
components, which mutually condition and constrain one another, so that the whole 
complex works together. The analysis of a system comprises key features such as 
purposes, interaction, integration and their emergence (Rametsteiner and Weiss, 2006).  
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     Figure 2.2: Actors, activities and values in the town and hinterland 
Figure 2.2 shows the different uses/activities which take place (as part of the economic 
subsystem), the values/resources which are present (derived from the cultural subsystem), 
and the actors or users of the town and hinterland. In the following tables (Table 2.3 and 
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2.4), we also describe problems or conflicts (in need of, or already involved with, 
respectively regulations and rules from the political subsystem). 
In Figure 2.2, we make a distinction between the towns, the squares in the figure4, and 
their (direct) hinterland, the surrounding circles. In the hinterland, several values are 
present: there are resources located in various places; open space is available; often plants 
and animals can be found; cultural heritage in the form of old farms, mills etc. is present; 
and one can enjoy a certain amount of peace and tranquillity. These values allow certain 
activities to take place. The activities we distinguish are closely related to the six 
functions of open space described by Williams (1969) (see Section 2.6.1 above). First, we 
distinguish production activities, such as agriculture, industry, transport, the conservation 
of nature and cultural heritage and flood protection. In addition, consumption activities 
take place, such as tourism and residential activities. Finally, infrastructural networks and 
other towns are located in the hinterland.  
Certain values are also found in the towns. First, available resources can be the reason for 
the establishment of the town. Furthermore, a market of consumers and employees is 
available, as well as various facilities, cultural heritage, and social interaction. These 
values are a result of, or they result in, a range of activities. Activities related to 
production are industrial and (public) service-related activities. On the consumer side, the 
town is used for residential activities and recreational or tourism activities.  
According to Bryant et al. (1982), values and activities in rural areas are appreciated in 
different ways by different groups in society. Therefore, in this framework, we first 
distinguish the actors in the town (see Table 2.3) and hinterland (see Table 2.4). We have 
divided the actors by their (main) role in the production or consumption landscape. In the 
next column their activities are described, followed by two columns listing, respectively, 
the related values and possible problems. 
2.6.3 Town actors 
Small and medium-sized towns (SMTs) in rural areas are often attractive tourist places. 
The old market, church, and city hall tell us something about the importance and role of 
towns many years ago. Then, they were places where products were bought and sold, 
deals were made: they were trading places. Residents from smaller towns or from the 
countryside regularly visited these market towns for business and pleasure. Although the 
role of SMTs is no longer that important anymore, the same kind of actors are still 
present.  
The first group of important actors in the production landscape are firms (see Table 2.3): 
not only industrial firms but also service firms. Industrial firms can be attracted to a town 
because of the presence of primary resources or because of other spatial advantages, such 
                                                          
4 The black square represents the town under research, the grey square represents a (smaller) town located in the 
hinterland. 
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as the proximity of a river. More often, they are located in a town because of the 
advantages associated with the agglomeration of firms, a situation which also holds for 
service firms. Firms are also attracted to towns because of the consumer market. Retail 
shops, hairdressers, and other service firms sell their products and services to the 
households which demand them. 
Table 2.3: Actors, activities, values and problems in the production and consumption landscape of 
the town 
TOWN
Actors Activities Values Problems 
Pr
od
uc
tio
n 
 la
nd
sc
ap
e 
Firms Industry, services, transport Primary Resources, 
Agglomeration of 
activities,  
Consumers and 
labour market 
Pollution, policy 
restrictions, lack of 
consumers, congestion 
Households
(employees) Working activities 
Lack of skilled personal 
(low education) 
Government Public services Lack of consumers, high expenses 
Cultural heritage 
organizations Conservation Cultural heritage 
Pressure on cultural 
heritage
C
on
su
m
pt
io
n 
la
nd
sc
ap
e 
Households Shopping, residential activities, recreation 
Facilities, social 
interaction, ethical 
values 
Pressure on cultural 
values, lack of facilities, 
no local involvement  
Visitors/ Tourists Shopping, recreation Facilities, cultural heritage
Pressure on cultural 
values, lack of facilities  
The second group of important actors in the production landscape of the town are the 
households. They are part of the labour market and, according to earlier research, in 
particular small local firms employ local labour (from the town and its direct hinterland) 
(van Leeuwen and Nijkamp, 2006).  
The third important actor is the government. It provides public services, and maintains 
the (green) environment and infrastructure, often using local employees. 
The final group of important actors in the production landscape are the cultural heritage 
organizations which produce city landscapes from the available cultural heritage which 
can be consumed by households and visitors.  
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In addition, we can also distinguish two groups of actors in the consumption landscape of 
the town (Table 2.3). The first of these actors are the households, who use the town for 
their shopping, residential, and leisure activities. Households from the town itself and the 
direct hinterland make use of the facilities that are concentrated in the town. Important 
facilities are shops, but also schools and health care. Furthermore, social interaction 
attracts households to a town.  
The second group of actors in the consumption landscape are the visitors or tourists. They 
visit the town to ‘consume’ the relative quietness and peacefulness, together with the 
historic charm: the cultural heritage. Of course, the availability of facilities, such as shops 
and cafés, is also important for tourists. 
2.6.4 Hinterland actors  
Table 2.4 shows the actors located in the hinterland. These actors are often attracted to 
the hinterland because of the availability of space, special soil qualities, or the availability 
of infrastructure.  
Table 2.4: Actors, activities, values and problems in the production and consumption landscape of 
the hinterland 
HINTERLAND
Actors Activities Values Problems 
Pr
od
uc
tio
n 
 la
nd
sc
ap
e 
Farms Agriculture, recreation, transport Primary resources, 
space/openness 
Pollution, policy 
restrictions,
congestion, urban 
pressureFirms Industry, services, transport
Government
Flood protection, 
conservation of nature 
and cultural heritage 
Space, biodiversity, 
cultural heritage (Policy) restriction 
to other activities 
Nature and 
cultural-heritage 
organizations
Conservation of nature 
and cultural heritage  
Biodiversity, cultural 
heritage
C
on
su
m
pt
io
n 
la
nd
sc
ap
e 
Households  (Second) houses, recreation, travelling Biodiversity,  
cultural heritage, 
peace/quietness/ 
space 
Pressure on 
biodiversity, cultural 
heritage, peace and 
quietness 
Visitors/Tourist  Recreation, travelling 
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An important group of actors are the farmers. A unique feature of the agricultural sector 
is its physical link to the soil conditions, and therefore its strong relationship with its 
surroundings. Although in most rural areas the primary sector has become less important 
in terms of its economic weight and share in employment, farmers are still the main land 
users and they play a key role in the management of the natural resources in rural areas 
and in determining the rural landscape and cultural heritage (van Leeuwen and Nijkamp, 
2006).  
Firms are the second important group of actors. They are attracted to the hinterland by the 
availability of primary resources and space or by the presence of other firms or farms 
(agri-business). Furthermore, the government and nature and cultural heritage 
organizations can also be seen as actors in the production landscape of the hinterland. 
Besides the ‘production’ of infrastructure by the government, they are all active in the 
production and conservation of rural landscapes.  
The actors of the consumption landscape are, just as in the towns, households as well as 
visitors or tourists. In the hinterland, they enjoy the landscape, biodiversity, tranquillity 
and rest. Besides that, the hinterland is also used to travel to other towns or areas. 
2.6.5 Possible problems and difficulties 
Most problems or difficulties arising in towns and their hinterland are related to 
sustainability and quality of life problems. Of course, this also holds for the larger cities 
but, nevertheless, the problems are slightly different. According to the EU (Commission 
of the European Communities, 2006), Europe’s rural areas are diverse and include many 
leading regions. However, some rural areas, and in particular those which are most 
remote, depopulated, or dependent on agriculture, will face particular challenges as 
regards growth, jobs and sustainability in the coming years. These include lower levels of 
income, an unfavourable demographic situation, lower employment rates and higher 
unemployment rates, a slower development of the tertiary sector, weaknesses in skills and 
human capital, and a lack of opportunities for women and young people. In addition, 
there is also a range of pressures and trends currently negatively affecting the rural 
hinterlands across Europe. These include: soil erosion by water and wind; air pollution 
from ammonia, damage to water quality from nutrient enrichment and soil sediment 
deposition; unsustainable exploitation of water resources by extraction; loss and damage 
to biodiversity through habitat degeneration, destruction and fragmentation; and decline 
in landscape character and quality through homogenization and/or neglect of feature 
management. In aspects such as water quality and biodiversity, some negative trends in 
the EU-15 currently appear to have slowed down or been arrested, while they appear to 
be accelerating in the new Member States (Dwyer, 2007). Just as in larger cities, the 
problems related to sustainability in towns are mostly related to pollution from traffic and 
industrial activities. In addition, congestion, from urbanites living in towns and working 
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in cities, is becoming a more important issue. In the hinterland the agricultural sector in 
particular has to deal with sustainability issues. Much legislation and many of the 
subsidies and restrictions aim to improve environmental quality, but at the same time 
strongly affect farm activities. 
Other problems are more related to quality-of-life issues. In many smaller towns, the 
availability of facilities is decreasing. For most town residents this is often not a major 
problem, but for certain households groups such as the elderly or the disabled this is a 
very important issue. 
2.7 Future Challenges in Town-Hinterland Interactions 
An important characteristic of rural areas is the dominant position of the agricultural 
sector. Not only is the production process of farms different from that of firms, but also 
the lifestyle of those persons active in the agricultural sector often differs from the rural 
lifestyle of those who are engaged in other non-farm activities. Also today, Europe needs 
its green areas and the agricultural areas embedded in them, but they will have to be 
reorganized to meet new needs and expectations (van der Ploeg et al., 2000). With the 
decreasing economic importance of agriculture, new economic activities are possible and 
necessary in rural areas in order to achieve more consistency between urban and rural 
areas.
The challenges for farms and firms in town and hinterland are quite similar. First of all, 
policy restrictions and legislation related to environmental problems require farms and 
firms to produce in an efficient and sustainable way. For farms near towns or cities, this 
often means that they have to start engaging in new (additional) activities. Other farms 
will decide to produce their products in a very efficient and modern way, focusing only 
on (an almost industrial kind of) production. However, agricultural firms still play a very 
important role in maintaining cultural (agricultural) and sometimes natural landscapes.  
For service-related firms (especially in the towns), a lack of consumers can affect their 
business. Town residents who used to live in the city, and who still have employment 
there, often do their shopping in the city as well. Furthermore, large shopping malls, 
located in the urban fringe tend to attract former clients of the shops in the town centre. In 
connection to this, creating cohesion between (local) activities could be a crucial strategic 
element, in particular when it results in synergy between different actors (Brunori and 
Rossi, 2000). 
When looking at the consumption landscape of town and hinterland, other challenges 
arise. In some areas, an increasing number of households in town and hinterland can put 
pressure on cultural values in the town and on natural values in the hinterland. This also 
holds for the growing number of visitors and tourists. Therefore, it is important to 
Town and hinterland interactions in rural areas 37
integrate new houses and new leisure activities in town and hinterland in a sustainable 
way. On the other hand, in some towns, the challenge is to have enough facilities for 
households and tourists. When people tend to buy more products in the city or in large 
shopping malls, smaller shops and service facilities can disappear from the town centre. 
This leads to an almost obligatory dependency of the town on the nearest big city, 
whereby the town only has a residential function. Either way, it seems that, in the future, 
city, town, and hinterland will become more dependent on each other and more similar 
concerning their economic and cultural characteristics. 
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CHAPTER 3 
MULTIFUNCTIONALITY OF TOWNS: EXPLORATION OF THE 
SPATIAL BEHAVIOUR OF HOUSEHOLDS  
   
3.1 Introduction 
Especially in the UK, small and medium-sized towns are seen as important components 
of the economic structure of the country, having the capacity to act as a focal point of 
trade and services for a hinterland (Countryside Agency, 2000; Courtney and Errington, 
2000). Despite the lack of research into the role of (market) towns in alleviating problems 
in the provision of rural services, they are being targeted by UK government policy as 
centres for service provision and growth (Powe and Shaw, 2004). Although it is likely 
that medium-sized towns do play an important role in servicing their hinterlands, it is 
unclear what form this takes and upon which (spatial) factors the role depends. 
Furthermore, there is likely to be a mutual dependence, where the viability of the services 
themselves is dependent upon trade from hinterland residents, and where many of these 
residents, particularly the less mobile, may also rely on such services within their own 
town or from the nearest town (Powe and Shaw, 2004).  
According to Gauntlett et al. (2001), a strong and healthy community comprises residents 
who respect each other and are open to new developments, and, in addition, it should 
meet the basic needs of its residents, possess a diverse and innovative economy, and 
provide easy access to health services (see also Western et al., 2005). In this chapter, we 
focus on the variety of contemporary functions of towns which contribute to the socio-
economic well-being of the rural population. In the literature, not many publications are 
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found that deal with both services and employment in towns. Especially in the UK, many 
studies deal with (decreasing) local services, such as Higgs and White (1997), Moseley 
(2000) and Powe and Shaw (2004). However, none of these publications focuses on the 
provision of local jobs as well, and neither do they compare towns in different countries. 
In our opinion, towns are not only important to local households in providing services but 
also in providing local jobs. Therefore, in the first part of this chapter, the importance of 
small and medium-sized towns for rural households in relation to shopping, working and 
living in five European countries will be described. This analysis demonstrates the 
different functions towns can perform in different European contexts. We then turn our 
attention to households in a selection of six Dutch towns and describe their spatial 
shopping behaviour. With the help of a regression analysis we explore the determinants 
of local orientation in shopping behaviour. In addition, a multinomial logit model is used 
to explain the choice of households to shop in town, or in the direct hinterland, or further 
away. We relate rural spatial-economic conditions, such as the accessibility and supply of 
shops, to the local households’ socio-economic characteristics, such as place of work, 
age, and income. This helps us to understand which factors are important for the 
households’ choice to use the town, or the hinterland, or a place outside the region for 
their shopping.  
3.2 Multifunctionality of Towns for Town and Hinterland Households 
3.2.1 Towns as a place to shop 
The functional relationship between a town and its hinterland can be indicated by a 
specific flow of products and services from the central place to its hinterland, or by a 
reverse flow of demand from the hinterland to the central place (Klemmer, 1978). 
However, in smaller communities, the competitive nature of the rural market has 
significantly changed. Better travel conditions along with attractive regional shopping 
centres entice consumers to travel beyond their local markets. Although the high level of 
car-ownership in rural areas makes it easier for rural residents to ‘use’ local town 
facilities, it also allows them to travel even further, to larger cities (Miller and Kean, 
1997; Powe and Shaw, 2004). Traditionally, towns act as a concentration point of 
facilities, both for households living in town (T-HH) and for the households living in 
(often) more remote locations in the hinterland (H-HH) (Courtney et al., 2007). However, 
it is not really clear to what extent this is still the case, and for which activities and 
services this holds in particular. Therefore, we first look at the supply of shops, then at 
the spatial distribution of households’ purchases in general, and, finally, we focus on 
different products and services. 
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Supply of shops 
Shopping behaviour is largely influenced by the availability and accessibility of retail 
businesses (see also Section 3.4.1 of this chapter). Table 3.1 shows the average figures 
for the number of shops in town (zone A) and hinterland (zone B), the number of 
inhabitants per shop, and the number of employees per shop (which indirectly indicates 
the average size of the shops). 
Table 3.1: Average supply of retail services in town and hinterland in five countries 
Average* number of  
shops
Average* number of 
inhabitants per shop 
Average* number of 
employees per shop 
Zone A Zone B Zone A Zone B Zone A Zone B 
England  92 19 115 652 7 13
France 112 41 116 317 - -
Netherlands 113 188 118 167 5 4
Poland 317  94  38 256 2 3
Portugal 397 636  44  36 2 2
* Average of six towns included per country. 
It appears that, in England, the number of shops in town (zone A) and especially in the 
hinterland is relatively low. However, at the same time the number of employees per shop 
is quite high. This indicates that the shops are larger. In Portugal, on the other hand, a 
great number of shops are located in both town and hinterland. But, the shops are smaller, 
with on average two employees per shop, and each serves only around 40 inhabitants. 
Nevertheless, as shown below, in Figure 3.1, this results (on average) in a relatively high 
share of purchases in town by all households and a large share of purchases in the 
hinterland by H-HH. In Poland, the number of shops in town is also high, resulting in a 
large share of purchases there. However, in the hinterland there, the number of shops is 
smaller and the number of inhabitants per shop much higher.  
Location of purchases 
Figure 3.1 shows the average distribution of household purchases over different zones; 
zone A (town), zone B (hinterland, 7 km zone), zone C (extended hinterland, 16 km 
zone), and the ROW (the rest of the world). It appears that, in all countries, the towns are 
the most important places for shopping. Especially the Portuguese and Polish T-HH do 
most of their shopping in town and only a relatively small part in the ROW. English T-
HH, on the other hand, purchase the smallest part in town, but, this is still, on average, 60 
per cent. Instead, around a quarter of total expenditures are spent in the ROW.  
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Purchases in zone A, B, and C by Town households
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 Figure 3.1: Average share of purchases in zones A, B, and C by Town households (T-HH) 
Purchases in zone A, B, and C by Hinterland households
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The second figure shows the distribution of purchases of H-HH. In almost all countries 
(except in the Netherlands), the H-HH too buy most goods and services in town. In 
France, H-HH buy only 10 per cent of their consumption in the hinterland itself. Instead, 
these households go to town for their shopping: almost 60 per cent of all purchases are 
bought there (comparable to the share of T-HH). This is probably because there are only 
a small number of shops in the French hinterland. In England as well, only 12 per cent of 
the purchases of H-HH is done in the hinterland. Just like the English T-HH, the English 
H-HH buy a relatively large share in the ROW (around 25 per cent), as well as 45 per 
cent in town.  
 Figure 3.2: Average share of purchases in zones A, B, and C by Hinterland households (H-HH) 
Multifunctionality of towns 43
In the other three countries, around one-third of the purchases are bought in the 
hinterland. The Netherlands is the only country in which the H-HH make more purchases 
in the hinterland itself than in town; furthermore, they buy a relatively large share in zone 
C. Here, the purchases are more evenly spread over the four zones. 
Apparently, in England and France, there is little difference between town and hinterland 
households; for both groups, the town is the most important place to buy goods and 
services. But, in the Netherlands, Poland and Portugal, the hinterland is an important 
place of shopping facilities for H-HH as well. 
Focusing on different products and services 
In most European households, expenditures on food and groceries still take an important 
part of the budget: on average around a third. Furthermore, a relatively large amount of 
their income is spent on clothes and footwear, fuel and vehicle repairs and servicing (not 
shown in Table 3.2).  
Table 3.2 shows the relative importance of the town (zone A) and hinterland (zone B) as 
a place to obtain certain products and services. First of all, it appears that we can 
distinguish three groups of products which are mostly bought close to the place of 
residence, both by T-HH and by H-HH. These are food and groceries, domestic help and 
childcare, as well as hairdressing and beauty care. This is particularly true in the 
Netherlands, Poland and Portugal. 
According to Satterthwaite and Tacoli (2003), access to services such as health care and 
education are an important aspect of rural-urban linkages, with services often located in 
towns, which also serve the population of surrounding rural areas. This is in line with our 
findings. In all countries, the town is the place where both T-HH and H-HH buy most of 
their pharmaceutical products; for T-HH this is on average more than 90 per cent and for 
H-HH more than 60 per cent. Households also tend to go to town for medical care and 
dentistry. Only in the Netherlands are these facilities found in the hinterland as well. 
As we can see, towns (zone A) also still remain places where both T-HH and H-HH buy a 
significant part (about half) of their clothes and shoes, and where part of the education is 
offered, especially for T-HH. Furthermore, in Portugal and Poland most of the furniture is 
bought in town by T-HH, while in the other countries (just) around a quarter of the 
furniture budget is spent there. However, in general, clothes, furniture and education, 
together with cinema and theatre, are the products and services least bought in town.  
Finally, it is noteworthy that the local area can also be a place for entertainment and fun: 
French and Portuguese households go to the town to visit the cinema or theatre. 
Furthermore, in all countries T-HH often go to town for restaurants and pubs. The 
English T-HH manage to spend 10 per cent of their pub expenditures in the hinterland 
and H-HH even 24 per cent, which makes this the most important function of the English 
hinterland. 
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Table 3.2: Share of income1 spent on purchases of different products and services bought in town 
(zone A) or hinterland (zone B) by town and hinterland households 
Purchases of 
products and 
services
zo
ne
Town households Hinterland households 
E F NL Pl PT E F NL Pl PT 
Food or groceries A 0.79 0.80 0.90 0.86 0.79 0.63 0.69 0.38 0.38 0.47 
B 0.04 0.06 0.06 0.02 0.09 0.11 0.11 0.46 0.44 0.40 
Pharmaceuticals A 0.86 0.90 0.92 0.97 0.94 0.70 0.73 0.41 0.62 0.64 
B 0.04 0.06 0.03 0.01 0.03 0.12 0.17 0.47 0.20 0.32 
Clothing and 
footwear 
A 0.27 0.46 0.48 0.64 0.58 0.27 0.49 0.29 0.47 0.55 
B 0.03 0.04 0.08 0.03 0.04 0.06 0.08 0.26 0.09 0.15 
Furniture A 0.24 0.26 0.24 0.45 0.66 0.18 0.24 0.09 0.27 0.37 
B 0.01 0.02 0.09 0.03 0.05 0.04 0.00 0.28 0.07 0.17 
Hairdressing/
beauty treatment  
A 0.80 0.86 0.86 0.93 0.92 0.64 0.60 0.31 0.41 0.57 
B 0.06 0.04 0.06 0.02 0.04 0.18 0.19 0.45 0.43 0.37
Takeaway food A 0.86 0.34 0.91 0.89 0.94 0.73 0.29 0.33 0.52 0.57 
B 0.02 0.06 0.03 0.02 0.03 0.10 0.11 0.49 0.09 0.37 
Domestic help and 
childcare
A 0.86 0.75 0.90 1.00 0.79 0.56 0.79 0.20 0.35 0.37 
B 0.04 0.19 0.08 0.00 0.18 0.27 0.21 0.67 0.56 0.56 
Medical/dentistry A 0.67 0.75 0.80 0.86 0.75 0.53 0.73 0.32 0.49 0.59 
B 0.04 0.09 0.06 0.03 0.05 0.12 0.11 0.48 0.20 0.19
Restaurant/pub
food and drinks 
A 0.44 0.48 0.47 0.58 0.80 0.28 0.33 0.20 0.29 0.47 
B 0.10 0.07 0.08 0.02 0.05 0.24 0.19 0.31 0.21 0.35 
Education/training A 0.66 0.58 0.46 0.52 0.47 0.32 0.56 0.27 0.25 0.33 
B 0.05 0.10 0.06 0.01 0.05 0.17 0.14 0.23 0.27 0.19 
Cinema and 
theatre
A 0.19 0.48 0.12 0.22 0.47 0.16 0.47 0.05 0.14 0.44 
B 0.04 0.04 0.08 0.04 0.02 0.06 0.09 0.10 0.05 0.05
Note: 1. Relatively high shares of income are printed in bold. 
To summarize, it appears that towns are important places for shopping: between 60 and 
80 percent of T-HH total purchases and between 40 and 60 per cent of H-HH total 
purchases are bought in town. Only in the Netherlands do H-HH buy more in the 
hinterland. When focusing on different goods and services, it appears that, in general, 
food and groceries, domestic help and childcare, as well as hairdressing and beauty care 
are products mostly bought in the zone of residence. In all countries, the town is 
especially the place where both T-HH and H-HH buy most of their pharmaceutical 
products as well as their medical care and dentistry. 
Considering national differences, we found that especially in Portugal and Poland the 
towns are very important for T-HH, for most kinds of products and services. In England 
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and France the towns are relatively important for H-HH. The Dutch H-HH use facilities 
in both zones. 
3.2.2 Towns as a place to work 
Commuting behaviour is closely related to behavioural patterns in the labour and housing 
market, since the commuting journey allows persons to link their workplace spatially to 
their residential location (van Ommeren et al., 1999). In England and Wales, for example, 
a tendency for the de-concentration of populations and jobs, as well as an increase in 
commuting distances is observed, together with a preference for combining rural living 
with taking advantage of the specialized jobs and services located in urban areas (Nielsen 
and Hovgesen, 2008). However, not much information is available about national 
differences in commuting distances. From the national statistics bureaus of the 
Netherlands and the United Kingdom, we know that the average commuting distance for 
households in medium-sized towns is 17 km in the Netherlands and 15 km in the UK, 
which corresponds with zone C in our analysis. Factors affecting this distance are, 
amongst others, the availability of jobs and accessibility (travel time) (see also Titheridge 
and Hall, 2006).
Supply of jobs 
Table 3.3 shows the (average) number of available jobs in town and hinterland per 
country, and the number of jobs available per household. According to this table, the 
availability of jobs in Poland and Portugal is much higher compared with the availability 
in England, France and the Netherlands. Particularly in France, the number of jobs in the 
hinterland is very low.  
Table 3.3: Availability of jobs in Zone A (town) and zone B (hinterland) 
#Jobs Jobs/household
Zone A Zone B Zone A Zone B 
England 3367 5648 0.8 1.0 
France 4858 2758 1.0 0.6 
Netherlands 4641 11108 0.9 0.9 
Poland 4667 4094 1.5 1.9 
Portugal 6198 10159 1.8 1.5 
Location of jobs of local households 
This high availability of jobs in Poland and Portugal results in a relatively large share of 
T-HH with a job in town, as shown in Figure 3.3. In these two countries, in particular the 
share of households with a job in zone C and even further away, is relatively low, while 
in the other three countries this share is more than 60 per cent. 
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Figure 3.3: Share of employed town households with a job in zones A, B, C or the ROW  
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 Figure 3.4: Share of employed hinterland households with a job in zones A, B, C or the ROW  
Although the average number of jobs in the French hinterland is relatively low, quite a 
large group (around 25 per cent) of T-HH have a job there. In general, most employed   
T-HH have a job in town. Only in the Netherlands is this group just 42 per cent of all 
employed households.  
For the English and French H-HH, the town is also an important location for work (see 
Figure 3.4). Particularly in France, more H-HH have a job in town than in the hinterland. 
In the other three countries, most H-HH work in the hinterland itself. 
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Kind of occupation and job location of local households 
For the town and hinterland households, in general, the government is the most important 
employer; only in Poland do most households have a job in the agricultural sector. Other 
important sectors are construction and retail (see Table 3.4).  
Table 3.4: Distribution of jobs over the most important sectors per zone (both T-HH and H-HH) 
Country England France Netherlands Poland Portugal
(n=1395) (n=993) (n=1702) (n=1740) (n=1899) 
Area Sector %
zone A Agriculture 8 16 12 5 3
Manufacturing 11 20 7 21 1
Construction 8 3 8 8 5
Retail 15 8 14 11 9
Public adm. 30 34 30 34 74
Other services 28 19 29 21 8
zone B Agriculture 38 52 45 74 56
Manufacturing 11 16 11 6 6
Construction 9 1 5 3 6
Retail 7 8 1 3 4
Public adm. 17 18 24 7 25
Other services 18 5 14 7 3
zone C Agriculture 8 15 15 10 0
Manufacturing 13 34 20 19 20
Construction 11 5 6 7 14
Retail 4 6 7 5 12
Public adm. 28 25 37 24 34
Other services 36 15 15 35 20
Total Agriculture 12 21 21 39 19
Manufacturing 12 23 9 14 4
Construction 10 4 7 5 6
Retail 10 5 7 6 7
Public adm. 27 28 31 19 56
Other services 29 19 25 17 8
Households with a job in town most often have a job in the public administration sector. 
In addition, in France and Poland manufacturing is also an important sector (around 20 
per cent). In the immediate hinterland, zone B, the agricultural sector still offers a very 
significant number of jobs; around 50 per cent in France, the Netherlands and Portugal, 
and even 74 per cent of the households in Poland. When households are employed in 
zone C, this is mostly in the public administration sector or in other services sectors. 
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3.2.3 Towns as a place to live 
In the Netherlands, around 20 per cent of the population live in small or medium-sized 
towns. In the rest of Europe as well, these kinds of towns form an important component 
in the settlement structure. 
Many persons live most of their life in the same town, as shown in Table 3.5. Particularly 
in Poland and Portugal, and to a lesser extent in the Netherlands, most households have a 
long relationship with their place of residence.  
Table 3.5: Share of households that have lived their whole life, or more than 30 years, in the same 
place
Town households Hinterland households 
England 0.39 0.43 
France 0.48 0.51 
Netherlands 0.58 0.70 
Poland 0.72 0.78 
Portugal 0.69 0.78 
To see whether there are many households which only use the town or hinterland as a 
place to live, without having a job or doing most of their shopping nearby, Table 3.6 
shows the percentage of T-HH without a job in town, and which do less than 30 per cent1
of their shopping in town, and the percentage of households which neither work nor shop 
in town. The last column shows to what extent the households that are not attached to the 
town, work or shop in the hinterland (zone B). 
It appears that, particularly in England and France, a more substantial part of the 
population (15 and 11 per cent of the households) neither have a job nor shop in town: 
they only live there. In England, most of these households are elderly; in France, most are 
couples with children. In Poland and Portugal too, most households not attached to the 
town are couples with children. In the Netherlands, the situation is slightly different with 
both the elderly and couples with no children being the households that are less attached 
to the town. 
In some cases, T-HH are more attached to the hinterland. This holds in particular for 
households in France, the Netherlands and Portugal, where 47, 46 and 94 per cent of the 
T-HH that are not attached to the town go to work or shop in the hinterland. 
More than in a town, H-HH only use their immediate surroundings to live there, as is 
shown in Table 3.7. This holds for almost 70 per cent of the H-HH in England and 
France, and for around 30 per cent of those households in the other three countries. This 
is a significant difference. In all countries, the households least attached to the hinterland 
                                                          
1 On average, 70 per cent of T-HH purchases are bought in town, and 30 per cent of H-HH purchases are bought 
in the hinterland. 
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are households with children. Instead, these households in particular have a job or shop in 
town, pointing to the importance of towns for H-HH. 
Table 3.6: Percentage of town households that are not attached to the town 
Town
households No job in A 
No* shopping 
in zone A 
Not working or 
shopping in zone A 
Job or shopping 
in zone B** 
% %
England 68 19 15 24
France 63 15 11 47
Netherlands 71 11 8 46
Poland 47 5 2 29
Portugal 9 7 3 94
  * Less than 30% of total purchases in town. 
** Percentage of town households that are not attached to the town but which have a job or shop in the 
hinterland. 
Table 3.7: Percentage of hinterland households that are not attached to the hinterland (zone B) 
    * Less than 30% of total purchases in hinterland. 
Hinterland
households
No job in B No* shopping 
in zone B 
Not working or 
shopping in zone B
Job or shopping in 
zone A 
% %
England 75 84 64 74
France 77 89 69 91
Netherlands 51 51 31 72
Poland 44 52 26 79
Portugal 36 56 28 99
** Percentage of H-HH that are not attached to the hinterland but which have a job or shop in town. 
Overall, we can conclude that towns are still important places for facilities and jobs for 
local households. Of the T-HH, only between 2 and 15 per cent do not shop or have no 
job in town. Of the H-HH, between 26 and 69 per cent do not shop or have no job in the 
hinterland. For most of these H-HH the town has a central function for shopping or 
working. The strongest national differences found are related to H-HH. However, in all 
countries, the towns with their facilities and jobs are also important to H-HH. 
3.3 Regression Analysis of Purchases Bought in Town and Hinterland 
In the former section, it became clear that the national differences of spatial behaviour of 
T-HH are much smaller than of H-HH. A possible reason for this could be that the spatial 
characteristics of the hinterland zones are more distinctive, such as the available number 
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of shops or jobs. Therefore, we now perform a linear regression analysis (OLS) to see 
which household characteristics and which spatial characteristics of the local area affect 
the distribution of household purchases over town and hinterland (in all 30 towns). For 
the regression analysis, individual household data are used, and a distinction is made 
between T-HH shopping in town (zone A), H-HH shopping in town, and H-HH 
households shopping in the hinterland (zone B). Because in most towns the share of 
purchases of T-HH in the hinterland is very small, it was not possible to run a regression 
analysis for this situation.  
Table 3.8: OLS regression1 exploring the determinants of local orientation in shopping behaviour 
Explanatory  
variables 
Share of all purchases bought in zone A Share of all purchases bought in zone B 
Town
Households (A) 
Hinterland
Households (B) 
Hinterland
Households (B) 
 Stand. Coeff.  t-ratio Stand. Coeff.  t-ratio  Stand. Coeff.  t-ratio 
(Constant) 7.652 1.686 -37.832 -6.319 35.097 6.717 
Family size (ln)  .063 3.575 -.008 -0.478 .021 1.214 
Household income  -.092 -5.631 -.048 -2.863 -.018 -1.073 
Number of years 
living in the area (ln)
 .107 6.791  .051 3.165  .045 2.835 
Number of vehicles 
owned
-.163 -9.260  .030 1.693 -.064 -3.677 
# Jobs zone A  .025 1.390 .246 13.691 -.211 -11.871 
# Jobs zone B -.102 -6.478 -.054 -2.850  .063 3.362 
# Jobs zone C -.033 -2.056 -.098 -5.836 -.053 -3.183 
Distance closest city 
of 50,000 (ln) 
  .110 6.453  .224 12.742 -.264 -15.164 
Highway in zone A -.058 -3.196  .017 0.920 -.001 -0.062 
Highway in zone B -.052 -2.414  .091 4.041 -.037 -1.666 
Highway in zone C -.110 -6.433 -.037 -2.183 -.034 -2.012 
Shops zone A (ln)  .252 10.864  .267 11.383  .031 1.342 
Shops zone B (ln) -.035 -1.575 -.288 -13.442  .308 14.518 
Adj. R² 0.218 0.265 0.285 
F-value   74.739 89.328 97.88 
Note: 1.The coefficients printed in bold are significant at the 0.05% level. 
The regression results shown in Table 3.8 indicate that both family characteristics and 
town characteristics affect the spatial shopping behaviour of households. 
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Concerning the family characteristics, the place of work is important; households with a 
job in town buy a larger share of their products there, while households with a job in zone 
B or C buy less in the town and more in other regions. Of course, a person is more likely 
to do his/her shopping in town when he/she is also working there. Possibly, these persons 
are more ‘connected’ to the town. Just as it is for the persons who have lived for a long 
time in the region, the coefficient for all households is positive significant (also for the H-
HH shopping in zone A), but the highest coefficient is for T-HH shopping in their own 
town. 
Car-ownership is related to a lower share of purchases in the ‘home’-region and it is 
positively correlated with purchases of H-HH in the town. Not surprisingly, the car can 
be used to shop somewhere else. In addition, households with a relatively high income 
also tend to buy less in town or hinterland. The kind of household, such as its size or 
composition, has less impact than expected.  
From the (spatial) town characteristics, we choose those characteristics which are 
relevant for the shopping behaviour of households. These are the number of shops; the 
distance to the closest city of 50,000 inhabitants; and the presence of a highway exit in 
zone A or B.  
When looking at the town characteristics, it appears that the distance to the nearest city of 
50,000 inhabitants and the number of shops are particularly important. The further away 
the city is, the larger the share of purchases in town but the lower the share of purchases 
in the hinterland. This last result is slightly difficult to explain, but it could be possible 
that a larger distance to the city is related to a higher level of rurality and thus to less 
facilities in the hinterland. 
The number of shops in town positively affects the share of purchases there, both from T-
HH and from H-HH. It does not negatively affect the share of H-HH purchases in the 
hinterland. On the other hand, the number of shops in the hinterland does have a negative 
effect on the purchases of T-HH (not significant) and H-HH in town.  
Finally, it appears that the presence of a highway exit in zone A makes it easier for T-HH 
to shop somewhere else; it decreases their share of purchases in town. However, it does 
not seem to affect the behaviour of H-HH. An exit in zone C has a negative effect on the 
local purchases of both T-HH and H-HH. 
The regression analysis showed clearly that both the characteristics of the family and the 
spatial characteristics of the area affect the share of purchases bought in town or 
hinterland. Of the household characteristics, particularly the level of income, car-
ownership, and the place of work affect the shopping behaviour of households. Important 
spatial characteristics are distance to the nearest city of 50,000 inhabitants, as well as the 
availability of shops. 
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3.4 Spatial Shopping Behaviour of Dutch Households 
3.4.1 Factors affecting the destination choice of households for shopping 
The regression analysis showed that both household characteristics and spatial 
characteristics affect the share of purchases bought in the local area. But how exactly do 
these features affect the choice of households to shop more at one location than at the 
other? And does this choice differ between different kind of goods and services? 
Households can have different reasons for shopping, for which different kinds of 
shopping locations are most suitable. In general, shopping visits to town centres are made 
for reasons of pleasure, whereas the use of peripheral centres for shopping purposes is 
more frequently explained by economic motives (Gorter et al., 2003).  
Different kinds of shopping can also be categorized as run, fun and goal shopping (Gorter 
et al., 2003; Evers et al., 2005). Run shopping is supposed to be an efficient activity in 
which particular, predetermined (everyday) goods are to be bought as quickly as possible 
(for example, after working hours on the trip from work to home). This kind of shopping 
activity may take place at the fringe of the city, or in smaller shopping centres close to the 
place of residence. In contrast, fun shopping is associated with visits to several 
(comparable) shops for pleasure and socializing. This kind of shopping is more 
dependent on hedonistic influences, such as style, recreational activities and social 
pressures (Schenk et al., 2007). This is most likely to take place in concentrated city 
centres in which there is a wide variety of shops and goods, as well as many opportunities 
for leisure. Finally, goal shopping also deals with predetermined purchases but includes 
shopping for do-it-yourself products or for plant and garden products. Like run-shopping, 
this kind of shopping is also supposed to be efficient but not on a daily basis. It may 
predominantly take place at the fringe of the city. 
Although in a number of studies it is argued that many shopping trips are multi-purpose 
trips, which means that the purchase of different goods and services is combined (see 
Arentze et al., 1993; Oppewal and Holyoake, 2004), Popkowski et al. (2004) showed that 
in general grocery shopping is not part of multi-purpose shopping, possibly because 
groceries need refrigeration. Therefore, to our opinion, a broad distinction between 
grocery-, fun- and goal shopping is justifiable.  
In this section, we first take a closer look at the main socio-economic and location factors 
that affect the spatial shopping behaviour of households revealed by both a literature 
survey and the regression analysis. We then take a brief look at the characteristics of the 
Dutch households concerning these factors. Only the Dutch households are included 
because in-depth information about the spatial characteristics of the local area in other 
countries is unfortunately not available (see Figure 3.5 for the location of the towns).. We 
focus on the three described kinds of shopping: grocery or run shopping; fun shopping 
(like shopping for clothes, shoes, and different kind of luxuries, etc.); and goal shopping 
(shopping for furniture, gardening products, do-it-yourself products, etc.). 
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Figure 3.5: The location of the six Dutch case-study towns 
Socio-economic factors 
In the literature about the spatial shopping behaviour of households, often a distinction is 
made between inshopping (e.g. in town) and outshopping (e.g. out of town). According to 
Miller and Kean (1997), it is not necessarily true that factors affecting inshopping are the 
same as those affecting outshopping, thus clarifying dissimilarities between some studies. 
In most outshopping studies, for example, a higher level of income seems to be related to 
a higher share of purchases outside town (Herman and Beik 1968; Papadopoulos, 1980). 
Nevertheless, when focusing on inshopping, there seems to be no significant income 
effect (Pinkerton et al., 1995; Miller and Kean, 1997).  
Another important socio-economic factor is age. It is often stated that older persons are 
less mobile and therefore are more likely to shop close to their place of residence (see 
Pinkerton et al., 1995, Powe and Shaw, 2004; Papadopoulus, 1980). They are also 
supposed to be more attached to the local area. However, attachment can also be 
measured by length of residence (see Brown, 1993) or satisfaction with the community. 
A final interesting socio-economic factor is the family situation, such as whether a family 
has young children. Herman and Beik (1968) and Miller and Kean (1997) found that 
households with young children tend to do less outshopping (or more inshopping).  
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Location factors 
Besides these socio-economic factors, location factors also affect the shopping behaviour 
of households. First of all, a destination has to be in reach of a consumer. This means that 
the distance to a shopping facility is important. Distance can be measured in many 
different ways such as in a straight line, by road, or in a cognitive way (see Cadwallader, 
1975). Nevertheless, for all kinds of distances it holds that the further away a facility, the 
less likely a consumer will go there. Another important location factor is the 
attractiveness of the destination. This attractiveness can be measured in many different 
ways, such as by the accessibility of the destination, quality of service, or the supply of 
products. Gorter et al. (2003), for example, use the quality of parking facilities and the 
atmosphere in shops. Another variable often used when working on a more regional level 
rather than on the level of single shops is the available floor space. According to Schenk 
et al. (2007), both price and assortment characteristics are very closely related to the size 
of the store. 
A final important variable, which can be considered as both a location and a socio-
economic variable, is the place of work of the consumer. As Papadopoulos (1980:57) 
described, sometimes consumers would not consider travelling a longer distance for their 
shopping; but once a consumer reaches a larger trade centre, for whatever other reason 
(such as work), shopping appears to become a significant secondary activity.  
3.4.2 Characteristics of Dutch town and hinterland households 
Table 3.9 shows the socio-economic characteristics which are relevant to the shopping 
behaviour of the households included in the analysis. First of all, most of them own one 
or more vehicles2, especially in the hinterland (96 per cent). As well as that, it shows that 
the average age of the head of household is around 50 years (slightly higher in the towns) 
and the average length of residence 36 years, which seems to be fairly high. The average 
income of town households seems to be slightly higher than the income of hinterland 
households. As we used national 10 per cent income groups (1-10), it is expected that the 
averages lay around 5. Furthermore, it appears that a larger share of households living in 
the hinterland are families with children under 17 years of age. Finally, around a quarter 
of the persons with a job (maximum of two jobs per household) work in zone C, almost 
half of the hinterland households work in the hinterland3 and 35 per cent of the town 
households have a job in town.  
Table 3.10 shows the shopping behaviour of households for different groups of products: 
grocery shopping; fun shopping (shopping for clothes, shoes, and different kinds of 
luxuries, etc.); and goal shopping (shopping for furniture, gardening products, do-it-
                                                          
2 These vehicles are mostly cars. 
3 This share is fairly high because of a relatively large group of farmers in the database, who most of the time 
work close to their residence. 
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yourself products, etc.). As was also shown in Section 3.2, households living in the towns 
buy most of their products locally: half of the fun purchases are bought in town and as 
much as 90 per cent of all groceries. Households do not often visit the hinterland (zone 
B) for shopping, but around 15 per cent of fun shopping and goal shopping is done in 
zone C. 
Table 3.9: Socio-economic characteristics of households in the database 
Residential zone 
Characteristic Town Hinterland 
Owning one or more vehicles 88% 96%
Average age head of household 53 48
Average length of residence 35 37
Average income* 5.2 5.0 
Households with children (< 17 years of age) 25% 35%
Job in Town** 35% 15%
Job in Hinterland** 11% 46%
Job in zone C** 26% 23%
  * We used 10% income groups (1-10). 
** As a share from all persons with a job. 
Table 3.10: Average share of purchases bought in zones A, B, or C, for different kind of product 
groups 
Residential zone 
Kind of 
purchases 
Location of shop 
zone A zone B zone C Zone D 
Town (Zone A) 
Grocery 90 6 3 1
Fun 49 8 15 38
Goal 72 8 12 8
Average 74 7 8 11
Hinterland (Zone B)
Grocery 38 46 15 1
Fun 27 27 24 22
Goal 33 41 20 6
Average 33 40 19 8
The hinterland households, on the other hand, do visit the town for their purchases: 
around one-third of all their products is purchased in town. This means that the town has 
a supra-local function, even for groceries which are products often bought nearby (in the 
zone of residence). At the same time, 40 per cent of H-HH shopping took place in the 
hinterland itself, and 19 per cent in zone C. As expected, especially everyday products 
are bought in the zone of residence of the households.  
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3.4.3 Multinomial logit model of spatial shopping behaviour (MNL) 
In order to analyse the impact of a set of relevant variables on the revealed location 
choice of households (as shown in Table 3.10), we use a multinomial logit model (MNL 
model). An MNL model consists of utility functions related to the choice of a set of 
alternatives. The utility function assumes that rational consumers always maximize their 
own utility (Hensher et al., 2005). In such a function (Ui), the preferences of 
consumers for certain characteristics of the alternatives are included, together with an 
non-observable (error) term (İ i). Our model estimates the utility (benefit) of households 
for shopping in zones A (town), B (hinterland), C (16 km zone) or D (the ROW).  
Therefore, we developed four utility functions: 
Ui(A)= Į lndistiA+ ȕ lnflooriA+ ȖjobiA+ į(lndistiA*cari)+ ș(agei*lndistiA)+ Ț lnyeari+ İ iA;
;
;
  
                                                          
Ui(B)= Į lndistiB+ ȕ lnflooriB+ ȖjobiB+ į(lndisiB*cari)+ ș(agei*lndistiB)+ Ț lnyeari + İ iB
Ui(C)= Į lndistiC+ ȕ lnflooriC + ȖjobiC+ į(lndistiC*cari) + ș(agei*lndistiC)+ Ț (0)+ İ iC
Ui(D)= Ȗ jobiD+ ȗ incomei + Ș (kidsi) + ț Oudewateri + Ȝ Gemerti + ȝ Dalfseni +
Ȟ Nunspeeti  + ȟ Schageni + Ƞ Bolswardi + İiD.
Important variables in the utility functions dealing with zones A, B and C are: distance to 
the zone4; floor space in the zone5; job in the zone; having a car (related to distance); age 
of head of household (related to distance), and the length of residence in the area (zone A 
and B). In the utility function of ROW (zone D), having a job there is included, as well as 
the level of income of the households; having children or not; and a dummy variable for 
each town. Because the utility of a household to shop in zones A,B,C, and D depends on 
the kind of shopping, we ran this model three times; for groceries, fun shopping, and goal 
shopping. 
With help of the four utility functions we can calculate the probability that household i 
will shop in each of the above-mentioned zones. We do this by comparing the utility of, 
for example, zone A to the utility of all four zones. So what we calculate is the 
probability that household i shops in a certain zone when taking into account the utility of 
shopping in the other zones as well.  
3.4.4 Results of the multinomial logit model 
Table 3.11 shows the results from the MNL analyses. Because we are interested in the 
general importance of the variables used in the utility functions of zones A, B and C, we 
4 Distance to the nearest place with a shop of considerable size in the zone concerned. For grocery shopping a 
shop of considerable size was set at a floor space of 60 m², and for fun and goal shopping it was 160 m².   
5 That is, floor space of shops in the nearest place with a shop of considerable size in the zone concerned.
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included general parameters. This means that we do not have separate parameters, with 
different values for, for example, distance to zone A, zone B, or zone C, but that we have 
one parameter for all three. 
Table 3.11: Results from the multinomial logit analyses to derive the utility from shopping in zone 
A, B, C or D1
Explanatory 
variables 
Groceries  (R²adj.0.60) Fun (R²adj.0.13) Goal (R²adj.0.30) 
Coeff. t-ratio Coeff. t-ratio Coeff. t-ratio 
lnDIST -1.34*** -5.561 -0.65*** -3.302 -1.15*** -4.034 
lnFLOOR  0.59*** 11.474  0.37*** 7.919  0.28*** 5.334 
JOB 0.50*** 4.418  0.18** 2.224  0.40*** 4.256 
CAR*lndist  0.08 0.460  0.08 0.570  0.47** 2.130 
AGE*lndist  0.002 5.842 -0.007 -0.293 -0.001 -0.389 
lnYEAR  0.26*** 0.508  0.02 0.518  0.07* 1.721 
INCOME  0.08 0.715  0.14*** 4.522  0.10** 2.105 
KIDS -0.13 -0.187 -0.44** -2.414  0.33* 1.849 
Oudewater  0.24 0.240  1.73*** 3.294 -0.43 -0.650 
Gemert  0.51 0.489  1.87*** 3.491 -0.34 -0.483 
Nunspeet  0.09 0.080  2.03*** 3.652 -0.38 -0.539 
Schagen -0.31 -0.269  0.82 1.483 -0.51 -0.730 
Bolsward -0.21 -0.200  1.83*** 3.487 -0.12 -0.185 
Note:1. Because of data difficulties we had to exclude Dalfsen from this analysis. 
*** Significant at the 0.01% level; ** significant at the 0.05% level; * significant at the 0.1% level. 
As expected, the distance variable appears to have a significant negative impact on the 
utility: the further away a shop, the less likely (less utility) a household will visit it. This 
holds particularly for groceries and goal shopping and less for fun-shopping. When 
households go shopping for fun, the distance is less important. 
Of course, the supply of products is also important. Therefore, floor space is included in 
the model. This variable has a significant positive effect on the utility. The parameter has 
a higher value for everyday purchases and a lower value for fun or goal shopping. 
Besides these spatial variables, a set of socio-economic variables has also been added. 
First of all, the place of work is important: when a member of the household has a job in 
the zone concerned, it is more likely he or she will do some shopping there as well. 
Furthermore, owning a car reduces the distance sensitivity of shopping. However, this 
variable (dummy for owning one or more cars multiplied by the (ln) distance) is only 
significant for goal shopping. For this kind of shopping it is plausible that owning a car 
makes it easier to go further away; goal shops are often located outside city/town centres, 
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and the products bought can be relatively heavy and large, so that public transport is a 
less attractive mode. It could be expected that owning a car would also be significant for 
the distance sensitivity for fun shopping. However, it is often difficult to park in a city or 
town centre and most of these locations are easy to reach by public transport in the 
Netherlands.  
In line with the literature (e.g. Pinkerton et al., 1995; Powe and Shaw, 2004; 
Papadopoulus, 1980), it was expected that the age variable would be positive significant 
as well. Many studies have found that older people tend to buy their products more 
locally. We checked this by adding a distance component to see whether the elderly have 
a stronger distance sensitivity. Unexpectedly, it appears that the effect is very small and 
not significant.  
This has partly to do with the last variable included in the utility functions of zones A, B, 
and C: the length of residence in zone A or B. This variable is not often added to these 
kind of models simply because this information is often not available. When the length of 
residence is added (e.g. Powe and Shaw, 2004; Miller and Kean, 1997), the sign is 
positive for inshopping. In our model too, it is (strongly) positive significant for buying 
groceries, and to a lesser extent for goal shopping. This means that the longer a 
household lives in zone A or B, the more utility it has from shopping there. In the articles 
cited above, the authors do not include length of residence together with an age variable, 
so we do not know the interaction effect6. Of course, many older persons do tend to have 
lived for a long time in zones A and B7.
The second half of the table shows the variables included in the utility function for 
shopping in the ROW (zone D). Zone D typically represents shopping opportunities in 
large cities faraway from the (rural) town. Since we did not have access to data on the 
supply of shops at this scale, we decided to represent the utility of this long-distance 
opportunity by means of destination-specific dummies, the work location dummy, plus 
some household-specific dummies. Households with a higher income seem to have a 
higher utility from shopping in zone D, especially related to fun shopping. This is in line 
with what was expected from the literature, as well as from the regression analysis. On 
the other hand, households with children are less likely to go to zone D for fun shopping. 
Strangely enough, the parameter for goal shopping (by households with children in zone 
D) is positive. Possibly these households need more specific products (e.g. to decorate 
children’s rooms). Finally, five town dummies are added. These are not significant for 
groceries or goal shopping. However, for fun shopping all five dummies are significant, 
which is no surprise, given the high values for zone D in Table 3.10.  
                                                          
6 Brown (1993) looked at rural community satisfaction and attachment in mass consumer society, and found that 
community satisfaction is primarily affected by length of residence. In this analysis he also included age, which 
was not significant. In many studies, community satisfaction is seen as an important variable for inshopping 
(e.g. Pinkerton et al., 1995). However, Brown did not find a significant relationship with inshopping. 
7 However, the bivariate-correlation is only 0.47.
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From the MNL analysis it appears that particularly the location factors are very important 
for the spatial shopping behaviour of Dutch households. As expected, the utility functions 
have different parameter values for the three different kinds of shopping. The general 
location factors, such as distance and floor space, are important for all kinds of shopping, 
but mostly for grocery shopping. The town-specific dummies, related to shopping in the 
ROW (zone D), are only relevant for fun shopping. 
Of the socio-economic factors, the place of work is the only variable which is significant 
for all three kinds of shopping. The length of residence is particularly relevant for grocery 
shopping, level of income for fun shopping, and car ownership for goal shopping.  
3.5 Summary and Conclusions 
In this chapter, we have focused on towns as a place to live, work, and shop. Not many 
publications are available which focus on these three subjects simultaneously.  
First of all, towns are an important place for shopping: between 60 and 80 percent of T-
HH total purchases and between 40 and 60 per cent of H-HH total purchases are bought 
in town. Only in the Netherlands do H-HH buy more in the hinterland. In all countries, 
the town is especially the place where both T-HH and H-HH buy most of their 
pharmaceutical products, as well as their medical care and dentistry. Goods and services 
like food and groceries, domestic help and childcare, as well as hairdressing and 
beautycare appear to be mostly obtained at a short distance, in the zone of residence 
(either town or hinterland).  
Secondly, in all countries, the towns are the most important place of work for households 
living there (T-HH). In addition, the towns are also an important location of work for the 
English and the French H-HH. Particularly in France, more H-HH have a job in town 
than in the hinterland. In the other three countries, most H-HH work in the hinterland 
itself.
For the T-HH and H-HH in general, the government is the most important employer; only 
in Poland do more households have a job in the agricultural sector. Other important 
sectors are construction and retail.  
Finally, we looked at towns as places to live. It appears that, many households live for a 
very long time (their whole life or more than 30 years) in the local area (zone A and B). 
Furthermore, we found that, of the T-HH, just between 2 and 15 per cent only live in 
town, but do not shop or work there. In contrast, of the H-HH, between 26 and 69 per 
cent do not shop or have no job in the hinterland. Instead, most of these H-HH use the 
town has a central place for shopping or working.  
In the second part of this chapter, we focused more on the town as a place to buy goods 
and services. First of all, we performed a regression analysis to explain the distribution of 
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household purchases over town and hinterland by household and the spatial 
characteristics of the local area. The analysis showed clearly that both the characteristics 
of the household and the spatial characteristics of the area affect the share of purchases 
bought in town or hinterland. Of the household characteristics, particularly the level of 
income, car-ownership, and the place of work affect the shopping behaviour of 
households. Important spatial characteristics are distance to the nearest city of 50,000 
inhabitants, and the availability of shops. 
These insights, together with the results found in the literature, were used to develop a 
multinomial logit model, which estimates the utility (benefit) for Dutch households to 
shop in zone A (town), B (hinterland), C (16 km zone) or D (the ROW). Therefore, four 
utility functions were developed which were run three times: for grocery, fun, and goal 
shopping. 
From this analysis it appeared that particularly the location factors are very important to 
the spatial shopping behaviour of the Dutch households. As expected, the utility functions 
have different parameter values for the three different kinds of shopping; grocery, fun, 
and goal shopping. General location factors, such as distance and floor space, are 
important for all kinds of shopping, but mostly for grocery shopping. The town-specific 
dummies, related to shopping in the ROW (zone D), are only relevant for fun shopping. 
This is no surprise given the importance of this zone for fun shopping. 
From the socio-economic factors, the place of work is the only variable which is 
significant for all three kinds of shopping. The length of residence is particularly relevant 
for grocery shopping, level of income for fun shopping, and car ownership for goal 
shopping.  
Concerning the multifunctionality of towns, this chapter showed that particularly in 
England and France, the town is still the most important place for working and shopping, 
both for T-HH and for H-HH. In the Netherlands, Poland and Portugal, the hinterland is a 
more important place for facilities and employment for H-HH. When focusing more on 
the function of towns as a place to shop, it appears that spatial characteristics such as the 
availability and distance to shops, as well as the availability of local jobs, strongly affect 
the shopping behaviour of European households. In general, in countries like the 
Netherlands, Poland and Portugal, the network of towns is relatively fine-meshed, and 
facilities are more evenly distributed over the (rural) area. This results in a less strong 
regional function of towns for hinterland households. 
CHAPTER 4 
TOWN-HINTERLAND RELATIONS: A SOCIAL ACCOUNTING 
MATRIX APPROACH 
   
4.1 The SAM-Framework 
4.1.1 Introduction 
Social Accounting Matrices (SAMs) were initially developed because of a growing 
dissatisfaction with existing growth policies, especially concerning developing countries 
(see, e.g., Adelman and Robinson, 1978; Pyatt and Round, 1977). In these countries 
income redistribution is often an important subject. Therefore, researchers in the late 
1970s were eager to learn more about the processes and mechanisms dealing with the 
production of goods and services and the associated income formation and income 
distribution. Traditionally, input-output models (developed by Leontief in 1951) were 
used to analyse production linkages in an economy. Input-output analysis is an 
established technique in quantitative economic research. It belongs to the family of 
impact assessment methods and aims to map out the direct and indirect consequences of 
an initial impulse into an economic system across all economic sectors. It is essentially a 
method that depicts the system-wide effects of an exogenous change in a relevant 
economic system (van Leeuwen et al., 2005). 
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Input-output models are based on the idea that any output requires a corresponding input. 
Such input may comprise raw materials and services, all coming from other sectors but 
also labour from households or certain amenities provided by the government. The output 
consists of a sectoral variety of products and services. However, a conventional input-
output model does not take into account the link between increased output, the factorial 
and household income distribution and increased consumption. Therefore, a new kind of 
model had to be developed. SAMs combine data on production and income generation, as 
can be found in input-output tables, together with data about incomes received by 
different institutions and on the spending of these incomes. Therefore, a SAM allows us 
not only to analyse (regional) production linkages but also to focus on production-income 
and income-expenditure relations in a specific area.  
Nowadays, a natural extension of a SAM, a static framework with fixed prices, is a 
computable general equilibrium (CGE) model, which can be considered dynamic with 
endogenized prices (Isard et al., 1998). CGE models use a SAM as the base-year but, in 
addition, include a number of behavioural and structural relationships to describe the 
behaviour of certain actors over time. The CGE approach permits prices of inputs to vary 
with respect to changes in output prices and, thus, allows the behaviour of economic 
agents to be captured (van den Bergh and Hofkes, 1999). Notwithstanding the advantages 
of CGE models, we use SAMs in this chapter. An important reason for this is that it 
focuses on the current economic structure of towns and hinterland, and SAMs can handle 
a more disaggregated sector structure. Furthermore, we will add a behavioural component 
to the SAM in Chapter 7. 
In this chapter we use 30 European SAMs describing the local town and hinterland 
economy. In the rest of Section 4.1, we will discuss some earlier SAM-based studies, the 
SAM framework, and the advantages and disadvantages of a SAM approach. Section 4.2 
deals with the development of regional or local SAMs. We then discuss the results. First 
of all, in Section 4.3 we show some analytical results, describing the economic structure 
of European small and medium-sized towns. This is followed in Section 4.4 by an output 
and income multiplier analysis. Finally, Section 4.5 draws some conclusions. 
4.1.2 Examples of SAM-based studies 
The SAM methodology has been used extensively to analyse a variety of different 
questions at different levels of geographical aggregation (Isard et al., 1998).  
In developing countries, it has been used widely to explore issues such as income 
distribution (Adelman and Robinson, 1978), the role of the public sector (Pleskovic and 
Trevino, 1985), and the impact of inter-sectoral linkages on (rural) poverty alleviation 
(Thorbecke, 1995; Khan, 1999). 
In developed countries, SAMs at the national level have been used to analyse the effect of 
different taxation or subsidy schemes on income distribution (e.g. Roland-Holst and 
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Sancho, 1992); Psaltopoulos et al., 2006). However, today, much emphasis is put on 
environmental flows, instead of monetary flows. These SAMs integrate, for example, 
physical water circular flow and emissions to the atmosphere of greenhouse gases (GE), 
together with the economic flows sourced from the National Accounting of, in this case, 
Spain (Morilla et al., 2007). Another example is the study of Sánchez-Chóliza et al. 
(2007). Their objective was to assess the environmental impact of the lifestyle enjoyed by 
the population of Spain; and to estimate the total and per capita pollution associated with 
household activity. The use of a SAM model facilitated understanding of how the 
pollution associated with household activity and consumption patterns “circulates” 
throughout the map of an economy. The SAM accounts were expressed in terms of 
different kinds of pollution, such as waste water, NOx, or CO2.
Furthermore, examples can be found of regional or town level SAMs. Most of them deal 
with towns in developing countries (e.g. Adelman et al., 1988; Parikh and Thorbecke, 
1996). Lewis (1991) describes a SAM application on town level of the Kenyan town 
Kutus. The SAM encompasses both the town of around 5,000 inhabitants and the 8 km 
zone around it (hinterland) with a population of 42,000. The SAM was used to test the 
governmental assumption of agriculturally-driven regional economies and to evaluate 
non-agricultural production sector activities in the Kutus region. According to the 
Lewis’s multiplier analysis, agricultural activities were indeed very important for the 
stimulation of regional output and income. 
The SAMs used in this chapter are also developed at the town level. However, they make 
a distinction between the town, the 7 km hinterland zone, and the rest of the world 
(ROW); they are interregional SAMs. They will be used to explore the relative economic 
importance of town and hinterland and to distinguish which sectors can be identified as 
local key-sectors. 
4.1.3 Structure of a SAM table 
A SAM can be described as a general equilibrium data system of income and expenditure 
accounts, linking production activities, factors of production, and institutions in an 
economy (Courtney et al., 2007). Figure 4.1 shows the economic flows and interrelations 
captured by a SAM. The industrial production generates value added, which is used to 
pay for primary inputs. These primary inputs consist of profits, wages, and payments to 
the government. Next, these incomes, generated in production, are handed over to 
households or the government. After a redistribution process, incomes are either used for 
(final) consumption or they are saved. The final consumption leads to new production by 
industries, and the whole process starts again. From Figure 4.1 it becomes clear that 
input-output tables, which only focus on production linkages, ignore the effects arising 
from other linkages, as exist, for example, between households’ income and the 
production sectors (final demand). 
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olds.  
Similar to an input-output table, a SAM presents a series of accounts together in one 
matrix. It contains a complete list of accounts describing income, expenditure, transfers 
and production flows (Cohen, 1989). In input-output models, usually only the production 
accounts are endogenous (implying that changes in the level of expenditures directly 
follow a change in income), and the factor and household accounts are exogenous 
(implying that expenditures are set independently of income changes). In a SAM, the 
production factors, as well as the households’ accounts, are endogenous. The exogenous 
or independent accounts can consist of payments to, and revenues from, the government, 
actors outside the research area, and investments, value added or savings.  
Production  
sectors Payments for goods and
services
Payments for
factors 
Redistribution of 
income 
Factors Households 
Figure 4.1: The direction of income flows between the three main types of accounts in a SAM
Source: Based on Roberts (2005).
 
Table 4.1 shows the elements of a (general) SAM. The first account is the Production 
accounts which are rather similar to an input-output table. The Production accounts 
describe how firms buy raw materials and intermediate goods (A11). Furthermore, a SAM 
includes information about the costs of hiring factor services (A21) to produce 
commodities (Y’1).  The exogenous part of the first column includes expenditures in the 
ROW, and value-added, of which part is paid to the government. The rows, which show 
the receipts, describe the sales to domestic intermediate industries (A11), to final 
consumption of households (A13), and to exports to the ROW(X1). The sales to firms or 
households in the ROW form the exogenous accounts. 
The Factor accounts include labour and capital accounts. The rows show received 
payments in the form of wages (A21). Factor revenues, such as labour income and part of 
the profits, are distributed to households (A32), after paying the corresponding taxes to 
the government. The exogenous part of the factor accounts includes payments to 
households in the ROW from town or hinterland industries, as well as wage payments of 
ROW industries to local househ
Finally, the Households’ accounts include the factor incomes described above (A32), as 
well as household expenditures on the local market (A13). The exogenous part (X3)
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describes direct taxes and the savings from households, as well as their consumption in 
the ROW. 
Table 4.1: The elements of a SAM table  
* Used to meet the assumption that Y1= Y’1.
From
To
Endogenous accounts Exogenous
accounts 
Total 
Production Factors Households
Endogenous
accounts 
Production A11 A13 X1 Y1
Factors A21 X2 Y2
Households A32 X3 Y3
Exogenous accounts Residual balance* 
Total Y’1 Y’2 Y’3
Source: Based on Cohen (1989). 
4.1.4 Advantages and disadvantages of SAM analysis 
A SAM is an analytical and predictive tool to represent and forecast system-wide effects 
of changes in exogenous factors. A great advantage of a SAM is its ability to capture a 
wide variety of developments in a (macro-) economy, as it links production, factor and 
income accounts. A large share of economic interactions takes place within the household 
sector, and a SAM disaggregates the cells involving ‘returns for labour’ and the 
household sector into smaller groups (such as different income groups) to show the effect 
of the different behaviour of these groups. Furthermore, it is a relatively efficient way of 
presenting data: the presentation of data in a SAM immediately shows the origin and 
destination of the various included flows. Another advantage is its usefulness as a tool to 
reconcile different data sources and fill in the gaps. This enables the reliability of existing 
data to be improved and inconsistencies in data sets of different nature and origin to be 
revealed. (Alarcon et al., 1991). 
Most of the disadvantages of a SAM are similar to the disadvantages of input-output 
tables and concern the Production activities accounts. Important, and sometimes 
restrictive, assumptions made in the input-output model, as well as in the SAM, are that 
all firms in a given industry employ the same production technology (usually assumed to 
be the national average of input, output and labour for that industry), and produce 
identical products. Because the tables are produced only for a certain period, the model 
can become irrelevant as a forecasting tool when production techniques change. Other 
disadvantages are that the model assumes that there are no economies or diseconomies of 
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scale in production or factor substitution, and that they do not incorporate the existence of 
supply constraints. In a rather static situation, these ceteris paribus conditions are a 
perfectly acceptable position which has demonstrated its great relevance in a long 
(spatial-) economic research tradition. However, in a highly dynamic context, with 
complex space-time system interactions, stable solution trajectories are less likely to 
occur (Nijkamp, 2007). Finally, the production accounts are essentially based on a linear 
production technology: doubling the level of agricultural production will in turn double 
the inputs, the number of jobs, etc. This reveals something of the inflexibility of the 
model. Thus, the model is entirely demand-driven, implying that bottlenecks in the 
supply of inputs are largely ignored (van Leeuwen et al., 2005).  
There are also some practical problems in the development of a (local) SAM. The 
statistical estimation of a new matrix is very labour-intensive and expensive. This is 
mainly because much of the information is gathered with help of micro-survey 
questionnaires. Another problem with this method is that interviewees, firms, or 
households, are not able to give perfect answers. Sometimes they do not understand the 
question, or they do not want to tell the truth, and therefore the results are not always 
perfect. However, a SAM is still a very useful tool, in that it shows effects throughout the 
whole economy, linking the different accounts. 
4.2 Regional SAM 
4.2.1 From a national to a regional model 
The construction of a SAM always involves the integration of data from different data 
sets. Data required for production accounts often come from input-output tables, and the 
distribution flows to institutions come from national income and expenditure accounts. 
Therefore, the majority of studies using SAMs concern the economies of single countries. 
Although an economic unit does not necessarily have to be a country, the national 
borders do provide a natural and artificial boundary for defining a macroeconomic unit 
(Round, 1988). Often information is available at the national level, which makes it a lot 
easier to develop a national input-output table or SAM. However, many economic 
processes on a regional level are very different from those at the national level. Regional 
spatial or institutional differences can bring about important economic differences. 
Smaller regions, for example, are more dependent on trade with other areas, both for the 
sales of outputs (export) and for the purchase of inputs (import) (Miller and Blair, 1985). 
Therefore, it is necessary to develop a regional SAM.  
There are several ways to regionalize a national input-output table or a SAM. According 
to Isard et al. (1998), the more disaggregated a SAM needs to be, the more extensive are 
the data requirements. They state that the best way to build a regional SAM is to start 
Town-hinterland relations: a social accounting matrix approach 67
with the regionalization of the Production activities’ account using a national input-
output table. The simplest way is to use a ‘non-survey method’. Another way is to use the 
GRIT method: Generating Regionalized Input-output Tables. The GRIT method, 
developed by Jensen et al. (1979), has the advantage that it combines non-survey 
methods with survey methods. The GRIT system is designed to produce regional tables 
that are consistent in accounting terms with each other and with the national table. 
However, the developer is able to determine the extent of interference with the statistical 
processes by introducing primary or other superior data.  
4.2.2 Interregional SAMs at Town-Hinterland Level 
A specific classification and disaggregation of a SAM depends on the questions which 
the SAM methodology is expected to answer. In this case, the aim is to focus on the
spatial interdependency of town and hinterland actors (see also Mayfield et al., 2005). 
This means that a bi-regional SAM has to be developed, describing both the town and its 
hinterland, which results in four systems of endogenous accounts (see also Appendix 
A4.I): 
1. Linkages within the town; 
2. Linkages within the hinterland; 
3. Flows from town to hinterland; 
4. Flows from hinterland to town. 
For the generation of the interregional SAM, the most important data are the national 
input-output table and secondary data, such as number of firms or number of jobs, 
obtained from government institutions, as well as from (local) surveys (see Figure 4.2). 
When this information has been collected, the next step is to develop a regional input-
output table by the use of GRIT. The GRIT method uses location quotients, which 
describe the regional importance of an industry compared with its national importance, 
by using output-ratios. Together with additional secondary data on commuting patterns 
and on production values, value added, employment level, savings, investments, imports, 
and exports, a regional input-output table describing zone A and another describing zone 
B can be generated. 
However, the main structural difference between a (regional) input-output table and a 
(regional) SAM is the information on household expenditures, wages, employment, etc. 
Therefore, secondary data, together with information from the surveys on household 
groups and firm groups, need to be added and combined with the two regional input-
output tables. After the regional SAM has been generated, expert opinions1 can be 
requested to verify the cell values of the matrix.  
                                                          
1 In this case, local stakeholders (policy makers and persons who are acquainted with the local economy) were 
asked to verify the results. 
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Although, the development of the SAMs has proceeded with great care, it is important to 
keep in mind that the local focus of the models that have been built results in its own 
limitations. One of the major problems is the relatively small proportion of the total 
inputs and outputs from firm production that is retained within the local economy, 
resulting in small coefficients, making them more liable to statistical error. Another 
limitation is that the secondary data collected in the five countries (especially in Portugal 
and Poland) is not exactly the same (sometimes there were even no data available at all) 
(Mayfield et al., 2005), resulting in different creative solutions.  
Secondary 
data 
National 
IO table 
GRIT method
& location 
quotients 
Regional
SAM for 
zone A and B 
Expert opinion 
SAM 
Analyses 
Survey information 
for zone B 
Survey information 
for zone A 
Regional
IO table  
for zone A  
Regional 
IO table  
for zone B  
Figure 4.2: Procedure to construct interregional SAMs 
Source: Mayfield et al. (2005). 
 
However, finally, 30 SAMs were developed (see Chapter 1, Appendix A1.I for a list of 
towns), each consisting of 17 Production accounts, 4 Production factor accounts, 4 
Household accounts and an Exogenous ROW account (see Appendix A4.II). Together, 
they form a very interesting and unique database, especially because they enable us to 
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perform a thorough analysis and comparison of the economic structure of a set of towns 
located in five different European countries. 
4.3 Economic Structure of Small and Medium-sized European Towns  
As mentioned in an earlier section, a SAM can be used both as an analytical and a 
predictive tool. In this section, we use an analytical application to explore the intra- and 
interregional monetary flows in order to gain better insight into the structure of the local 
economy.  
Town Hinterland 
Town 1 2
Hinterland 4 3
Figure 4.3: Four systems of endogenous accounts (output-oriented) 
Our interregional SAMs describe both the town and its hinterland resulting in four 
systems of endogenous accounts, as shown in Figure 4.3: town-town (1); town-hinterland 
(2); hinterland-hinterland (3); and hinterland-town (4). The relative size of these four 
systems indicates the importance of either town or hinterland for the local economy, as 
well as the level of interaction.  
4.3.1 Relative importance of town and hinterland in the local economy  
The importance of the hinterland compared with the town in the local economy depends 
on the definition and size of the hinterland. In this analysis, the hinterland is defined as a 
7 km zone around the town. In order to be able to look at the relative importance of town 
and hinterland in the local economy (town + hinterland), the share of the four accounts in 
total local output has been derived. In this section, the exogenous accounts (ROW) are 
excluded from the analysis. Table 4.2 shows the relative sizes of the four systems for the 
small, the medium-sized, and all towns in the five European countries. It appears that, on 
average, the largest system is the town-town system, or the intraregional town flows. 
Only in the Netherlands and in Portugal are the intraregional hinterland flows larger. 
However, in all five countries, the expenditures from hinterland actors in town (4) are 
larger than the expenditures from town actors in the hinterland (2). This means that, in 
general, the total flow within and to the towns is larger than in opposite direction. 
When focussing on the difference between small and medium-sized towns, it appears 
that, in general, the shares of the accounts are rather similar. However, the most 
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important difference is that in small towns, in every country, the intraregional town flows 
are smaller and the intraregional hinterland flows larger compared with the medium-sized 
towns.  
Table 4.2: Relative share of the town-town, town-hinterland, hinterland-hinterland, and 
hinterland-town accounts in the total local output. 
  Small towns Medium towns Total 
   town hinterland town hinterland town hinterland 
England 
town 53 14 44 16 48 15
hinterland 13 37 5 35 9 36
France 
town 52 16 60 24 55 19
hinterland 11 20 6 11 9 16
Netherlands
town 25 18 30 20 28 19
hinterland 4 52 10 40 7 46
Poland
town 43 16 59 12 51 14
hinterland 7 34 7 23 7 29
Portugal
town 25 26 31 19 28 22
hinterland 5 45 5 46 5 45
All towns
town 40 19 45 18 42 18
hinterland 8 37 7 31 7 34
Surprisingly, on average, the size of the interregional accounts (2 and 4) are the same for 
small and medium-sized towns. Nevertheless, the national differences are apparent: In 
England and France, particularly the town actors’ expenditures in the hinterland of small 
and medium-sized towns are relatively large (11-13 per cent), while in Portugal, the 
hinterland actors’ expenditures in small towns are much more significant (26 per cent). 
But, in general, in all countries, in both small and medium-sized towns, the demand from 
the hinterland for the goods and services of the town is twice as much as vice versa. 
4.3.2 Importance of sectors in the total production output of the local economy 
Another important analytical result from the SAM is the share of different sectors in the 
total output of the local area. In order to see which sectors produce most output, it was 
necessary to calculate the share in total output (including the exogenous accounts) of 
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hinterland and town sectors related to agriculture, manufacturing and services (see Table 
4.3). First of all, it appears that the share of agricultural output is not very large in any of 
the countries; on average, the sector produces 6 per cent of the total output. However, in 
Poland the output is 12 per cent of the total. Furthermore, in all countries, the share of 
agricultural output in medium-sized towns is lower than it is in the smaller towns (not in 
the table). In the small towns, this share is, on average, 10 per cent. 
Table 4.3: Share of sector outputs in the total production output of town and hinterland (together) 
in percentages 
England France Netherlands Poland Portugal Average
Agriculture 
Town - - - - - -
Hinterland 4 3 7 12 6 6
Manufacturing 
Town  17 36 18 34 20 25
Hinterland 16 11 24 10 25 17
Services 
Town  41 29 19 31 21 28
Hinterland 22 20 32 10 27 22
From the table it also appears that, on average, most output is created by sectors located 
in town: both the services and manufacturing sectors each produce more than a quarter of 
the total output of the local economy. In England, the services sectors, both in town and 
hinterland, create as much as 63 per cent of the total output. In France and in Poland, the 
manufacturing sectors in town produce the largest share of output, but at the same time, 
the other town sectors are important as well. In the Netherlands and Portugal, the 
hinterland sectors, both related to manufacturing and services, produce more. 
4.3.3 Importance of town and hinterland for firms in selling output and obtaining 
inputs  
Besides the structure of the local economy, the SAM also includes information about the 
importance of the local economy to local firms. Table 4.4 shows the share of total 
production sold to the local economy (town + hinterland), as well as the share of total 
inputs obtained from the local area by town and hinterland firms. It appears that, in 
general, firms located in town sell more locally than hinterland firms do. This implies 
that, the hinterland firms buy a larger share of their inputs on the local market. An 
important input for many firms is labour. Around 40 per cent of the local expenditures on 
inputs is paid for labour inputs. This is almost the same for town and hinterland firms. 
However, national differences are significant: in England firms only spend around 20 per 
72 Chapter 4
cent of all local expenditures on local labour, while in the Netherlands this is more than 
60 per cent. In most towns, the share of labour in total inputs is higher in medium-sized 
towns than in the smaller towns.  
Table 4.4: Share of total inputs bought and total outputs sold on the local 
market (town + hinterland) 
Town firms Hinterland firms 
%
Local outputs 27 15
Local input 20 27
of which labour (%) 39 41
Local outputs 
Agriculture - 13
Manufacturing 32 21
Services 42 14
Local inputs 
Agriculture - 34
Manufacturing 20 25
Services 22 25
From an economic point of view, the agricultural sector is a valuable sector: it receives a 
relatively large share of payments from the ROW (by selling only 13 per cent on the local 
market), and it spends a relatively large share of it, 34 per cent, on local inputs. For the 
other groups of sectors, the share of local inputs is rather homogenous. 
The share of products sold on the local market differs much more with respect to the 
location and the kind of sectors. On average, town sectors sell 27 per cent on the local 
market, and hinterland sectors 15 per cent. Particularly the services sectors located in 
town sell a large share to the local actors: on average 42 per cent. From the hinterland 
firms, the ones related to manufacturing sectors sell most to the local area. However, in 
this same group of sectors, the firms located in town also sell more locally. 
Apparently, town firms ‘use’ the local area more as a place to sell their products, and 
hinterland firms use it as a place to obtain their inputs. However, in both areas, the firms 
pay 40 per cent of their local expenditures to local labour. 
4.3.4 Importance of town and hinterland to local households 
The importance of town and hinterland to local households can best be explained by 
using income and expenditure figures. Therefore, the share of total income received from 
local employers, as well as the share of total expenditures spent in town, has been 
calculated. First of all, as can be seen in Table 4.5, both town and hinterland are 
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important places for employment, and thus for generating local income. On average, half 
of the local household income is received from local employers. In most countries, the 
share of locally-earned income in the hinterland is higher compared with that in town. 
However, there are, of course, national differences: in England, only around a quarter of 
the income is earned locally, in Portugal almost all income is earned there.  
Table 4.5: Household income and expenditures 
England France Netherlands Poland Portugal Average
Income received from local employers (%) 
Town households 24 23 41 66 90 49
Hinterland households 25 38 67 54 88 54
Local expenditures of households (%) 
Town households 20 27 24 35 44 30
Hinterland households 18 25 20 17 41 24
The households, in general, spend more than a quarter of their total expenditures in the 
local area. These expenditures include everything: that is, insurance, holidays, transport, 
etc., as well as shopping. In all countries, the town households are the ones that spend 
most money locally. 
From this first analysis of the 30 interregional SAMs, it appeared that only in the 
Netherlands and Portugal is the hinterland-hinterland account the largest account in the 
local economy. In the other three countries, the town-town account is larger. 
Furthermore, in all countries, the demand from hinterland actors for town products is 
twice as big as vice versa.  
It appeared that the local area is especially important for town firms to sell their products, 
in particular for the service sectors. For the hinterland firms, the local area is more 
important for buying inputs, in particular for the agricultural farms. Apart from that, the 
local area is an important place of work for the households: half of the income is earned 
locally. Furthermore, households buy around a quarter of all of their necessities in town 
or hinterland. Of course, there are national differences; in general, however, the local area 
is more important for Polish and Portuguese actors and less important for the English 
ones. 
4.4 Multiplier Analysis 
4.4.1 Introduction 
SAMs, as I-O tables, can be used to construct multipliers based on the estimated re-
circulation of spending within the region: recipients use some of their income for 
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consumption spending, which then results in further income and employment. This 
‘multiplier effect’ appears at three levels. First, the direct effect of (production) changes: 
for example, an increase in retail demand because of a growing population will directly 
increase the output of the retail industry. Indirect effects result from various rounds of the 
re-spending of, for example, retail receipts in linked industries, such as the wholesale or 
the food sector. This will have an indirect effect on these industries. The third level of 
effects is the induced effect. This effect only occurs when the household accounts are 
endogenous (which means that they respond to a change in income) as in a SAM. The 
induced effects include changes in economic activity resulting from household spending 
of income earned directly or indirectly. These households can, for example, be 
supermarket employees, who spend their income in the local economy (van Leeuwen et 
al., 2005).  
The three most frequently-used types of multipliers are those that estimate the effects on: 
(1) outputs of the industries; (2) income earned by households because of new outputs; 
and (3) employment generated because of the new outputs. In this section, we focus on 
output and income multipliers. We look at the composition of the multipliers and identify 
key sectors for the town and hinterland economy.
4.4.2 Variations in multiplier values 
The values of the multipliers can differ because of different factors. The size of the 
multipliers depends, first of all, on the choice of the exogenous and endogenous variables 
which, in turn, depend on the problem studied (Cohen, 1999). Furthermore, the size 
depends on the overall size and economic diversity of the region’s economy. Regions 
with large, diversified economies which produce many goods and services will have high 
multipliers, as households and businesses can find most of the goods and services they 
need in their own region. Smaller regions, such as cities or towns, will need to import 
more products and labour (imports can be considered as leakage), resulting in lower 
multipliers. Regions that serve as central places for the surrounding area will have higher 
multipliers than more isolated areas. Besides this, the level of economic development is 
important. Economic theory predicts a higher share of government and more foreign 
trade at higher levels of economic development, leading to an expected lower output 
multiplier at a higher development level (Cohen, 1999). Furthermore, the nature of the 
specific industries concerned can have a significant effect. Multipliers vary across 
different industries of the economy, based on the mix of labour and other inputs and the 
tendency of each industry to buy goods and services from within the region (less leakage 
to other regions) (van Leeuwen et al., 2005).  
The value of SAM multipliers is higher compared with input-output multipliers because, 
besides capturing effects from production activities, they also include effects on factor 
and household incomes. The range of values of SAM output multipliers on a national 
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scale lies between 2.1 and 4.5 (see Vogel, 1994; Blane, 1991; Cohen, 1999; Archarya, 
2007). As expected, SAM output multipliers at a local or regional scale are usually lower, 
and have values between 1.3 and 2.3 (see Roberts, 1998; Cohen, 1996; Psaltopoulos et 
al., 2006). The income multipliers are generally lower compared with output multipliers: 
at a local scale the values typically range between 1.2 and 1.6. 
4.4.3 Interregional SAM multipliers at town-hinterland level 
In the Marketowns project, an interregional SAM model was constructed to represent 
flows of goods, services and labour between the town (one region), the hinterland (the 
other region) and the ROW, for each of the 30 towns. The methodology used to derive 
the local SAM multipliers is described in the final report of the project (Mayfield et al., 
2005, p. 54 onwards). Here, we will only describe the composition of the multipliers. 
As mentioned earlier in Section 4.2.2, the SAMs include four systems of endogenous 
accounts: town-town, hinterland-hinterland, town-hinterland, and hinterland-town flows. 
The total SAM multiplier is a product of three matrixes: M1, M2 and M3 (see Mayfield 
et al., 2005).  
Table 4.6: M1 and M2 output multipliers for town and hinterland (shock to production, factors, or 
household income) 
Production Factor Household Production Factor Household
Town Hinterland 
Production 
To
w
n M1town  
(output)
M1town 
(factor)
M1town 
(income)
M2hinterland 
(output)
M2hinterland 
(factor)
M2hinterland 
(income)
Factor 
Household
Hinterland Hinterland 
Production 
H
in
te
rla
nd
 
M2town  
(output)
M2town 
(factor)
M2town 
(income)
M1hinterland 
(output)
M1hinterland 
(factor)
M1hinterland 
(income)
Factor 
Household
First of all, M1 is the intraregional multiplier matrix, depicting the linkage effects 
between endogenous accounts wholly within the actors’ ‘own region’ (town or 
hinterland). Secondly, M2 can be interpreted as the multipliers for all the cross-flows 
between the town and hinterland. It captures the effects from the town on the hinterland, 
and vice versa. Thirdly, M3 indicates the ‘closed loop’ multiplier matrix. This matrix 
shows the effect that an injection into the town (or hinterland) has on itself through the 
endogenously defined linkages within the hinterland (or town). 
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Table 4.6 shows the M1 and M2 multipliers for a shock in the production sector, factor 
accounts, or household income.  
Evidently, this methodology results in a great number of (sub-) multipliers (output, 
factor, and income) as well as the possibilities to show linkages between town and 
hinterland. Our aim is to use the interregional SAMs to find out, for towns in 5 European 
countries, what the key-sectors in both town and hinterland economies are, and how 
strong are the linkages between production and households and between town and 
hinterland. 
4.4.4 SAM output multipliers  
SAM output multipliers show the adjustment in the towns’ and hinterlands’ total output 
that would be associated with a change of one unit of output from a certain sector. When, 
for example, the final demand for manufacturing products increases in town, this results 
in an effect in the production sectors in town, as well as in the production sectors in the 
hinterland. But these are not the only effects: there will also be an effect in labour factors, 
as well as in household incomes in town and hinterland. All these effects together, plus 
the ‘closed loop’ effect2 sum up to the ‘industry SAM output multiplier’. 
Aggregated output multipliers 
For each town, the output multiplier of 17 sectors in town and hinterland has been 
derived. Table 4.7 shows the average SAM output multiplier values of the aggregated 
agricultural, manufacturing and service-related sectors per country (average of 6 towns) 
(see Appendix A4.III for the output multipliers per sector, per country and Appendix 
A4.IV for the multipliers for the Dutch towns individually). First of all, we can see that 
the hinterland multipliers have higher values than the town multipliers. This is in line 
with the findings from Section 4.4.2: first of all, in many areas, the total economic output 
in the town is larger than in the hinterland; and, secondly, local inputs are more important 
for hinterland firms (more indirect effects). Furthermore, it appears that the service 
multipliers have relatively high values; only in England is the output multiplier for the 
manufacturing sector in the town higher than the service multiplier. The explanation for 
this is that, in England (and to a lesser extent in France), the share of exogenous accounts 
in the total output of the manufacturing sectors is lower than for the service sectors3.
Especially in the Netherlands and Portugal, the multiplier for the service sector is 
relatively high (both in town and in hinterland). The most important reason for this is the 
2 For example, the effect of hinterland households who receive more income because of a shock to the town and 
who spend this extra income in a shop in town. 
3  In the other three countries, the share of exogenous accounts (which includes payments to the ROW) in the 
service sectors is lower compared with those in the manufacturing sectors, resulting in higher service 
multipliers. However, in general, the share of exogenous accounts is very high in England and France (around 
82 per cent) compared with the other three countries (70 per cent in the Netherlands and Poland and 65 per cent 
in Portugal). 
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stronger effect on factor income and household income in the Netherlands; in Portugal, a 
stronger effect on the intermediary deliveries also plays a role. 
Table 4.7: Aggregated SAM output multipliers for five European countries 
England France Netherlands Poland Portugal Average** 
Town (zone A) 
Agriculture* - - - - - -
Manufacturing 1.39 1.36 1.29 1.26 1.20 1.30 
Services 1.32 1.41 1.56 1.45 1.51 1.45 
Hinterland (zone B) 
Agriculture*** 1.25 1.28 1.52 1.94 1.65 1.53 
Manufacturing 1.42 1.30 1.35 1.35 1.52 1.39 
Services 1.44 1.44 1.57 1.50 1.66 1.52 
*     Agriculture is not part of the town economy. 
**   Average of the five country multipliers. 
*** Without forestry and fishing. 
In Poland and Portugal, the agriculture multipliers are relatively high. Especially in 
Poland this sector is still important: it produces 31 per cent of the total output of the 
Polish hinterland (compared with around 12 per cent in the other four countries). 
However, in Portugal and the Netherlands also, the agriculture multipliers are larger than 
the manufacturing multipliers. This can be explained by the relatively large share of local 
inputs. 
The hinterland multipliers are generally higher and more heterogeneous compared with 
the town multipliers. This holds especially for Poland and Portugal. In Poland the effect 
on factor income is stronger in the hinterland. In Portugal, the main reason for higher 
multipliers in the hinterland is the stronger interregional effect on production activities 
located in the town. 
Composition of SAM output multipliers 
As explained earlier, an output multiplier is the sum of different effects taking place in 
the local economy as a result of an exogenous shock. Table 4.8 shows the disaggregation 
of the average output multiplier effects in town and hinterland on the output, factor, and 
income accounts. It appears that there are some distinct differences between the 
distribution of effects in town and hinterland. 
In general, more than 80 per cent of a shock to the town is redistributed internally, of 
which around 50 per cent goes to the town Production account, 20 per cent to factor 
income and 10 percent to household income. An exception is the Netherlands, where the 
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effect on the town Production account is much smaller (only 23 per cent). Instead, the 
effect on town (labour) factors is relatively high.  
Table 4.8: The impact of a shock to production output* on production output, factor income, and 
household income accounts in town and hinterland (summing up to 100% which is the SAM output 
multiplier) 
*   Average of 13 sectors in town (no agricultural sectors) and 17 sectors in the hinterland. 
England France** Netherlands Poland Portugal Average 
Impact of: % %
Town shock on town output 67 61 23 47 41 48
Town shock on town factors 15 20 37 23 22 23
Town shock on town HH income 3 5 13 16 17 11
Total impact on zone A 86 86 73 85 80 82
Town shock on hinterland output 7 8 7 6 7 7
Town shock on hinterland factors 5 3 11 5 6 6
Town shock on hinterland HH 
income 2 0 9 4 8 4
Total impact on zone B 14 11 27 15 20 17
Hinterland shock on town output 9 26 20 29 32 23
Hinterland shock on town factors 8 10 10 5 4 7
Hinterland shock on town HH 
income 3 3 7 4 5 4
Total impact on zone A 20 40 37 38 40 35
Hinterland shock on hinterland 
output 65 39 14 15 15 30
Hinterland shock on hinterland 
factors 12 17 30 31 24 23
Hinterland shock on hinterland 
HH income 3 4 19 16 21 13
Total impact on zone  B 80 60 63 62 60 65
** Without Ballancourt. 
A shock to the hinterland production output generally results in around ‘only’ 65 per cent 
of this output being redistributed to the hinterland itself and 35 per cent to the town 
economy. This indicates (again) that the hinterland-town linkages are stronger than vice 
versa. Of this 65 per cent that is redistributed in the hinterland, 30 per cent goes to the 
production accounts, 23 per cent to factor income, and around 13 per cent to household 
income. Furthermore, a significant part of the effect affects the town production accounts 
(23 per cent). This is line with the findings of Hidayat (1991), who developed a two-
regional SAM for Indonesia (urbanized centre region and the outer islands). He also 
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found that the urbanized area shows higher intra-multipliers and the hinterland higher 
inter-multiplier values. 
As in the Dutch towns, the effect of the shock on the Dutch hinterland factors is also 
relatively strong. In Portugal, the effect on household income is particularly significant: 
29 per cent of the total multiplier effect. This means that every €100 extra production in 
an average sector results in an extra income of €29 for town and hinterland households. 
Conversely, the effect of a shock in the English and French production output results only 
in minor household income effects, around 3-5 per cent in both town and hinterland. 
This multiplier analysis also shows that, in England, the interregional linkages are weaker 
than in the other countries; the effect on the town from a hinterland shock is relatively 
small (only 20 per cent). In the Netherlands, the strongest interregional linkages are 
found, mostly through factor income. In Poland and Portugal, the hinterland is especially 
dependent on intermediary deliveries from the towns. Although differences between the 
sectors are minor, on average the strongest links are found in the manufacturing sectors, 
both in town and hinterland. 
Key-sectors 
In many (multiplier) studies, an indication of which sectors could be considered as key-
sectors has been given. These key-sectors can be defined as ‘above average contributors 
to the economy’ from either an ex-post or an ex-ante perspective (Sonis et al., 1995). 
There has been a long debate about the best way to identify these kinds of sectors, which 
was initiated by Rasmussen (1958) and Hirschman (1958). The Rasmussen/Hirschman 
indices (derived from the Leontief inverse (multiplier) matrix) were used to show how 
the internal structure of the economy behaved, but without taking into consideration the 
level of production in each sector. Later, Cella (1984) and Clements (1990) added this 
notion to their method of analysing the productive structure of regions. However, as 
Sonis et al. (1995) describe, the concept and the determination of key sectors in an 
economy can be presented in different ways, because the multiplicity of objectives that 
characterize the growth and development of most regions makes it implausible that a 
small number of sectors would be able to achieve all of them. 
In this analysis, we define key sectors as sectors with above average (local) forward and 
backward linkages which contribute significantly to the local economy. This means that 
key-sectors have both high output multipliers and a high share in total town or hinterland 
production output. To be able to identify them, Figure 4.4 has been developed. This 
figure shows on the x-axis the average output multiplier values of 17 sectors in the 30 
European towns and their hinterland, together with on the y-axis the average share of 
output of these sectors in the total town or hinterland output (see Appendix A4.V for the 
key-sectors of each country). 
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On average, the output multipliers range from 1.2 to 1.7, and the share in total output 
ranges from 1 to 16 per cent. The sectors in the top-right square of the figure, with 
multipliers higher than 1.35 and a relatively high share in total output of more than 8 per 
cent can be considered as key-sectors. 
Figure 4.4: Defining key-sectors: scatter of average output multipliers (x-axis), together with their
share of production in total output (y-axis) for all towns together 
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AF= Arable farming; DIF= Dairy and intensive farming; HF= Horticulture; MF= Mixed farming; FF=Forestry
and fishing; COE= Coal, oil and gas, metal ore, electricity; FDT= Food, drink and tobacco; CRP= Chemicals,
rubber, plastics, glass; MM= Metals, machinery, electrical, computing, transport equipments; TLW= Textiles,
leather, wood, furniture C= Construction; TS= Transport Services; RW= Retail and wholesale; HC= Hotels and
catering; BF= Banking and financial services; OBS= Other Business services; PA= Public administration,
education, health, other services. 
ŸTown sectors
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It appears that, when looking at all 30 towns together, one sector can quite clearly be seen 
as a key-sector. This is the ‘public administration, education and health’ (PA) sector. 
With an average multiplier of 1.5 and 16 per cent of total town or hinterland output, this 
sector would be a very good sector in which to invest (public) money in order to increase 
both the local town and hinterland economy, particularly in Portugal, Poland, in the 
English hinterland, and to a lesser extent in the Netherlands. Another important sector in 
both town and hinterland is the retail and wholesale (RW) sector, which can particularly 
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be considered as a key-sector in Poland, the Netherlands, and the French towns. Besides 
these two service sectors, ‘other business services’ (OBS) can also be considered as a 
key-sector for the hinterland economy, particularly in France and England. 
When thinking about key-sectors of rural areas, often tourism-related services, such as 
the hotel and catering sector, as well as the banking and financial services are indicated 
(see Courtney et al., 2007). However, according to Figure 4.4, although these sectors do 
have high multipliers, their contribution to local output is limited. Therefore, according to 
our definition, these sectors cannot be seen as key-sectors. Nevertheless, they can have a 
significant impact on local employment and therefore be of importance. 
The agricultural sectors also have relatively high multipliers, but on average a limited 
production output. Only in Poland can mixed farming (MF) and dairy and intensive 
farming (DIF) be regarded as key-sectors with a multiplier higher than 1.8 and a 
production output of more than 10 per cent each. 
For the town economy, it appears that there are not many manufacturing sectors which 
can be seen as key-sectors. Only in France do the food, drink and tobacco sector (FDT), 
the metals and machinery (MM) sector, and the textiles, leather, wood and furniture 
(TLW) sector have both high multipliers and produce a significant share of the total town 
output. In most other towns, these sectors do produce a significant share as well, but the 
multiplier values are lower.  
It appears that, nowadays, in small and medium-sized towns, the service-related sectors 
have also become very important for the local economy: in general, the public 
administration, education and health sector, as well as the retail and wholesale sector can 
be considered as key sectors in town and hinterland. In the hinterland, the manufacturing 
sectors are more important, with the metals and machinery (MM) sector and the 
construction (C) sector as two of the key-sectors. 
4.4.5 SAM income multipliers  
SAM household income multipliers reflect the impact on the regional economy of an 
injection into household incomes. In the interregional SAMs, the households are divided 
into four income groups (25 per cent groups). Income group 1 receives the least income, 
Income group 4 the most. The exact amount of income per household group differs 
between the five countries because the division is based on the average level of income in 
a specific country. 
Table 4.9 shows the average SAM income multipliers per country, and Table 4.10 the 
average value for the 4 different income groups per country4. From the literature, we 
know that the values of income multipliers are generally lower compared with output 
                                                          
4 See Appendix A4.V for the multipliers for each of the Dutch towns. 
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multipliers. For England, France and the Netherlands, Table 4.9 shows values in line with 
values found in the literature (between 1.2 and 1.6). However, in Portugal and Poland, the 
values are higher, even 2.11 for the low incomes in the Polish towns. 
Earlier, in Section 4.3, it appeared that particularly the Polish and Portuguese (town) 
households buy a large amount of necessities in the local economy. Furthermore, more 
than two-thirds of these households have a job in the local area, which means that they 
also profit from the induced effects. The reason why there is a higher income multiplier 
for the town households is that, in all countries, these households buy more products and 
services locally. 
Table 4.9: Average household income multipliers in town and hinterland for 5 European countries 
England France Netherlands Poland Portugal Average
Town (zone A) 1.30 1.44 1.39 1.58 1.71 1.48 
Hinterland (zone B) 1.28 1.35 1.35 1.48 1.69 1.43 
Table 4.10: SAM Household income multipliers in town and hinterland for 5 European countries 
England France Netherlands Poland Portugal Average
Town (zone A)
Income group 1 1.40 1.63 1.57 2.11 1.78 1.70 
Income group 2 1.34 1.50 1.44 1.56 1.97 1.56 
Income group 3 1.28 1.30 1.30 1.23 1.70 1.36 
Income group 4 1.18 1.31 1.22 1.41 1.39 1.30 
Hinterland (zone B) 
Income group 1 1.40 1.37 1.59 1.83 1.83 1.60 
Income group 2 1.30 1.47 1.36 1.76 1.79 1.53 
Income group 3 1.26 1.31 1.27 1.24 1.77 1.37 
Income group 4 1.18 1.27 1.17 1.07 1.37 1.21 
Interestingly, from Table 4.10 it appears that, in all countries, both in town and 
hinterland, the lower the income, the higher the multiplier effect. Households with high 
income more often have a job outside the local area. Furthermore, the behavioural 
shopping model for the Dutch households (described in Chapter 3), also shows that richer 
households are less likely to shop in town or hinterland. 
Table 4.11 shows a further disaggregation of the total SAM household income 
multipliers. The upper half of the table shows the effects of a shock on the income of 
town households, the lower half the effects of a shock on the income of hinterland 
households. In all countries, the largest impact from a shock on town households’ income 
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is on the town’s production output. In Poland, this is on average 85 per cent, and at the 
same time there is a relatively weak impact on the hinterland’s output. In the Netherlands 
the share of the impact on town output is ‘only’ 71 per cent, mainly because of a 
relatively strong impact on town factors. 
Table 4.11: The impact of a shock to household income (average of 4 income groups) on production 
output, factor income and household income in town and hinterland (summing up to 100% which 
is the SAM household income multiplier) 
England France Netherlands  Poland Portugal Average 
Impact of: % %
Town shock on town output  81 79 71 85 73 78
Town shock on town factors 3 4 9 5 5 5
Town shock on town HH 
incomes 1 1 3 4 4 3
Total impact on zone A 86 83 83 94 83 86
Town shock on hinterland output 12 14 11 4 12 11
Town shock on hinterland factors 2 2 4 2 2 2
Town shock on hinterland HH 
incomes 1 1 3 1 2 2
Total impact on zone B 14 17 17 6 17 14
Hinterland shock on town output 57 65 35 60 47 53
Hinterland shock on town factors 3 3 5 3 3 3
Hinterland shock on town HH 
income 1 1 2 2 3 2
Total impact on zone A 61 69 42 65 54 58
Hinterland shock on hinterland 
output 37 28 49 29 39 36
Hinterland shock on hinterland 
factors 2 2 6 3 4 3
Hinterland shock on hinterland 
HH incomes 1 1 4 2 4 2
Total impact on zone B 39 31 58 35 46 42
The underlying data indicates that these patterns of impact are not significantly different 
for the different income groups(1-4). So, although the absolute multiplier values decrease 
for the higher incomes, the spread of impact over the 6 SAM accounts is nearly the same. 
Surprisingly, this does not hold for the hinterland households. Here we find that, although 
in absolute (multiplier) terms the impact on all town and hinterland accounts decreases 
significantly when the income gets higher, in relative terms the impact on town output 
gets stronger and on hinterland output weaker when the level of household income gets 
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higher. So, in relative terms, a shock to higher (hinterland) income groups results in a 
stronger impact on town output. Only in the Netherlands does a shock to any of the 4 
income groups result in a stronger impact on the hinterland output than on the town 
output (see Table 4.10). In England and Portugal, only a shock to the group of households 
with the lowest income results in a stronger effect on the hinterland production output. In 
all other cases, around 60 per cent of the total impact of a shock on the income of 
hinterland households is on the town’s output, and only around 30 per cent is on the 
production output in the hinterland.  
Summarizing, it appears that especially in Poland and Portugal the household income 
multipliers are relatively high. This is mainly because of strong effects on the production 
output. Furthermore, we can conclude that the higher the level of income of households, 
the lower the SAM income multiplier. Finally, we found that, in general, most of the 
impact of a shock to the income of households, living either in town or hinterland, goes to 
town production output. The only exception is the Netherlands, where a shock to the 
income of hinterland households also results in a strong effect on the production output in 
the hinterland. 
4.5 Conclusions 
This chapter has focused on the results derived from 30 interregional (town and 
hinterland) SAMs in 5 European countries. The aim was to find out in which countries 
strong linkages, and thus high multiplier values, appear, what are the key sectors for town 
and hinterland economies, and to what extent town and hinterland are linked. 
As mentioned, a SAM can be used both as an analytical and a predictive tool. First of all, 
we explored the intra- and interregional monetary flows to get better insight into the 
structure of the local economy. When focusing on the local economy (without the 
exogenous ROW accounts), it appears that, in the Netherlands and Portugal, the largest 
monetary flows are the ones between hinterland actors: the intraregional hinterland 
account is the largest account of the local economy. In the other three countries, on 
average, the flows between town actors (the intraregional town account) are larger. In all 
countries, the demand from hinterland to town (interregional account) is twice as large as 
the demand from town to hinterland: in general, the town actors sell more, and the 
hinterland actors buy more, in the local area. 
When focusing on the total output of town and hinterland firms (including imports from 
and exports to the ROW), it was found that in general, the town sectors ̛both services 
and manufacturing sectors̛ produce more than hinterland sectors. Only in the 
Netherlands and Portugal is the production in the hinterland larger. Furthermore, most 
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output in the local area (town + hinterland) is produced by the service-related sectors: in 
the English towns this is as much as 63 per cent of total output. 
But how important is the local area to the firms? We found that, on average, the town 
firms buy 20 per cent of their inputs on the local market, and the hinterland firms 27 per 
cent. Furthermore, the town firms sell 27 per cent of their output on the local market, and 
the hinterland firms 15 per cent. This shows that town firms ‘use’ the local area more as a 
place to sell their products. In particular, firms from the town services sectors sell 42 per 
cent of their output locally. The hinterland firms use the local area more as a place to 
acquire inputs. This holds particularly for the agricultural sectors.  
Nevertheless, both in town and hinterland around 40 per cent of local expenditures are 
used to pay for local labour, and in the Netherlands this is as much as 60 per cent. This 
shows that both town and hinterland are important places for employment, and thus for 
generating local income. However, there are, of course, national differences: in England, 
only around a quarter of the income is earned locally, in Portugal almost all income. In 
their turn, the households, in general, spend more than a quarter of their total expenses 
(including mortgages, insurance, holidays, transport, etc.) in the local area.  
As well as these analytical results, the SAM analysis also generates multipliers which can 
be used as a more predictive tool. Multipliers show the effect of the recirculation of 
spending within the region; recipients use some of their income for consumption 
spending, which then results in further income and employment. In general, if final 
demand in a sector increases, half of the multiplier effect is distributed to the Production 
accounts, 30 per cent to the Labour accounts, and the rest (around 20 per cent) to 
household income. Only in the Netherlands is the effect on labour stronger than the effect 
on production activities. In France and England, the linkage between local production and 
local income is the weakest. 
 We also found that, in general, the highest output (measuring the effect of extra demand 
in output) and income (measuring the effect of increasing income) multipliers are found 
in Poland and Portugal. In these countries, strong linkages exist between local production 
activities, as well as between households and local production. This is an indication that 
in less developed countries rural areas are still relatively isolated, leading to smaller 
leakages in rural economies. In England and France, the multipliers are relatively low, 
and in the Netherlands in-between. In all five countries, the service-related sectors 
generate the highest output multipliers. Only in the English towns (not in the hinterland) 
are the manufacturing multipliers higher, and in the Polish hinterland the agriculture 
multipliers.  
Furthermore, the hinterland multipliers are in general higher than the town multipliers. 
An important reason for this is the stronger linkage between hinterland and town than 
vice versa: the hinterland firms obtain a relatively larger part of their inputs from the 
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towns. This implies that investments (or subsidies) in hinterland activities, preferably in 
service-related activities, leads to relatively large local effects. 
Another important result is the identification of key-sectors in the local economy. These 
sectors have both high multiplier values and produce a relatively large share of total 
output. This means that creating more demand in key-sectors will lead to an above 
average (extra) effect in the specific area. It appeared that in all towns the service-related 
sectors are the sectors of the future: in general, the public administration, education and 
health sectors, as well as the retail and wholesale sector can be considered as key sectors 
for both town and hinterland. In addition, in the hinterland two manufacturing sectors can 
also be considered as key-sectors; the metals and machinery sector and the construction 
sector.
Obviously, households are also part of the macro-economy. In Poland and Portugal, the 
income multipliers are significantly higher than in the other three countries. This is 
because Polish and Portuguese (town) households buy a large amount of necessities in 
the local economy. Furthermore, more than two-thirds of these households have a job in 
the local area, which means that they also profit from the induced effects (see also 
Chapter 3).  
In all countries, we found a higher multiplier for town households than for hinterland 
households. The explanation for this is that, in all countries, these town households buy 
more products and services locally. Furthermore, it appears that, both in town and 
hinterland, the lower the income, the higher the multiplier.  
From this analysis, we can conclude that, in general, town sectors produce more than 
hinterland sectors. Although town sectors sell a relatively large share of their output on 
the local market, they acquire most of their inputs from somewhere else in the world. 
This results in lower output multipliers compared with the hinterland sectors, which buy a 
relatively large share of their input in town. We can also conclude that the hinterland is 
still more or less dependent on the town, rather than the other way around. 
Important sectors to the local economy are the public administration, education and 
health sector, as well as the retail and wholesale sector. In addition, in the hinterland the 
metals and machinery sector, as well as the construction sector, are also relatively 
important. 
We can also conclude that there are significant national differences. In England, and to a 
lesser extent in France, the linkage between town and hinterland is weaker, as well as the 
production-income linkage; these firms have more employees from outside the local area. 
In the Netherlands, the linkages between town and hinterland are much stronger but the 
towns are relatively less important. However, both town and hinterland are especially 
important for the provision of labour.  
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Appendix A4.I: Format of inter-regional Marketowns SAM (53 x 53)  
Zone A (town) Zone B (hinterland) 
Production Production 
labour 
income 
Households   
                   
Production  
                 
Production 
labour income
Households    
                  
Exogenous 
accounts 
Total 
Zone A (town) 
Production A1 
Town inter-
industry matrix 
B1 C1
Town 
household 
expenditures 
on town 
goods and 
services 
(g&s) 
D1 
Exports from 
town sector 
output to 
hinterland 
E1 F1
Hinterland 
household 
expenditures 
on town 
(g&s) 
G1
Export from 
town sector 
output to 
ROW, ROW 
household 
consumption 
on town g&s 
H1 
Total output 
value of town  
production 
Production 
labour 
income 
A2
Wage payments 
by town sector 
output to town 
labour income 
B2 C2 D2
Wage payments 
by hinterland 
sector output to 
town labour 
income 
E2 F2 G2
Wage 
payments by 
ROW sector 
output to 
town labour 
income  
H2
Total factor 
payments to 
town 
Households A3 B3
Payments to 
town 
households 
from town 
sector output 
C3 D3 E3
Payments to 
town 
households 
from hinterland 
sector output 
F3 G3
Government 
transfers to 
town 
households 
H3
Total town 
households 
income 
Zone B (hinterland)  
Production A4
Export from 
hinterland sector 
output to town 
B4 C4
Town 
household 
expenditures 
on hinterland 
(g&s) 
D4
Hinterland inter-
industry matrix 
E4 F4
Hinterland 
household 
expenditures 
on hinterland 
(g&s) 
G4
Export from 
hinterland 
sector output 
to ROW, 
ROW 
household 
consumption 
on hinterland 
g&s 
H4
Total output 
value of 
hinterland 
production 
Production 
labour 
income        
A5
Wage payments 
by town sector 
output to 
hinterland 
labour income 
B5 C5 D5
Wage payments 
by hinterland 
sector output to 
hinterland labour 
income 
E5 F5 G5
Wage 
payments by 
ROW sector 
output to 
hinterland 
labour income 
H5
Total factor 
payments  to 
hinterland  
Households A6 B6
Payments to 
hinterland 
households 
from town 
sector output 
C6 D6 E6
Payments to 
hinterland 
households 
from hinterland 
sector output 
F6 G6
Government 
transfers to 
hinterland 
households 
H6
Total 
hinterland 
household 
income 
Exogenous 
accounts  
A7
Indirect taxes, 
VAT, subsidies, 
imports from 
ROW of town 
sector output 
B7
Payments to  
households in 
ROW from 
town sector 
output 
C7
Savings/ 
direct taxes of
town 
households 
D7
Indirect taxes, 
subsidies, imports 
from ROW of 
hinterland sector 
output 
E7
Payments to  
households in 
ROW from 
hinterland 
sector output 
F7
Savings / 
taxes of 
hinterland 
households 
G7 H7
Total A8
Total input 
value of town 
sector output 
B8
Total  factor 
payments of  
town 
C8
Total town 
household 
expenditure 
D8 
Total input value 
of hinterland 
sector output 
E8
Total  factor 
payments of  
hinterland 
F8
Total 
hinterland 
household 
expenditure 
G8 H8
Source: Mayfield et al., 2005.
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Appendix A4.II: List of accounts in inter-local SAMs of Marketowns 
Production account: 
1. Arable farming 
2. Dairy farming 
3. Arable farming, Intensive farming 
4. Horticulture-open ground 
5. Horticulture-glass 
6. Forestry and fishery 
7. Mining of coal, oil and gas 
8. Other mining (sand, clay, salt etc) 
9. Chemical products 
10. Food manufacturing 
11. Textiles, leather 
12. Wood, furniture 
13. Paper, offset printing 
14. Rubber, plastic, glass 
15. Metals, machines 
16. Electric apparatus, computers, optical equipment 
17. Transport equipment 
18. Electricity, water 
19. Construction 
20. Wholesalers 
21. Retailers 
22. Hotels, restaurants and catering 
23. Transport services 
24. Bank, finance and insurance services 
25. Real estate, other business services 
26. Public administration, education, health, recreation, culture 
27. Personal services 
Production factor account:  
1. Labour income management/professional 
2. Labour income skilled/partly or unskilled non-manual 
3. Labour income skilled manual 
4. Labour income partly or unskilled manual 
Households account: 
1. 1st 25%-income group 
2. 2nd 25%-income group 
3. 3rd 25%-income group 
4. 4th 25%-income group 
Exogeneous account:
1. Sum of rest of world account (imports/exports), government account (taxes/subsidies) 
and capital account (savings/investments). 
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Appendix A4.III: Output multipliers per sector1 for town and hinterland in 
five European countries 
England France Netherlands Poland Portugal Average 
Town (zone A) 
Arable farming - - - - - -
Dairy and intensive farming - - - - - -
Horticulture - - - - - -
Mixed farming - - - - - -
Forestry and fishing 1.39 1.00 1.00 1.23 1.47 1.22 
Coal, oil and gas, metal ore, electricity 1.48 1.37 1.00 1.10 1.01 1.19 
Food, drink and tobacco 1.34 1.44 1.22 1.22 1.06 1.26 
Textiles, leather, wood, furniture 1.48 1.36 1.36 1.24 1.21 1.33 
Chemicals, rubber, plastics, glass 1.43 1.44 1.19 1.38 1.10 1.31 
Metals, machinery, electrical, 
computing, transport equipments 1.46 1.31 1.33 1.25 1.25 1.32 
Construction 1.13 1.27 1.64 1.38 1.57 1.40 
Transport Services 1.36 1.66 1.55 1.55 1.31 1.48 
Wholesale/retail 1.10 1.34 1.58 1.51 1.27 1.36 
Hotels and catering 1.19 1.62 1.89 1.55 1.78 1.61 
Banking and financial services 2.12 1.61 1.43 1.19 1.24 1.52 
Other Business services 1.02 1.07 1.31 1.28 1.56 1.25 
Public administration, education, 
health, other services 1.14 1.16 1.61 1.65 1.92 1.50 
Hinterland (zone B) 
Arable farming 1.27 1.13 1.48 1.76 1.89 1.51 
Dairy and intensive farming 1.22 1.17 1.73 1.81 1.74 1.53 
Horticulture 1.11 1.64 1.45 1.83 1.89 1.58 
Mixed farming 1.40 1.19 1.41 2.37 1.07 1.49 
Forestry and fishing 1.08 1.00 1.18 1.36 1.62 1.25 
Coal, oil and gas, metal ore, electricity 1.44 1.29 1.06 1.13 1.33 1.25 
Food, drink and tobacco 1.43 1.42 1.44 1.62 1.36 1.45 
Textiles, leather, wood, furniture 1.43 1.40 1.58 1.36 1.68 1.49 
Chemicals, rubber, plastics, glass 1.47 1.16 1.36 1.17 1.45 1.32 
Metals, machinery, electrical, 
computing, transport equipments 1.55 1.22 1.29 1.46 1.45 1.39 
Construction 1.17 1.32 1.40 1.35 1.87 1.42 
Transport Services 1.29 1.60 1.47 1.67 1.79 1.57 
Wholesale/retail 1.31 1.31 1.51 1.39 1.30 1.36 
Hotels and catering 1.15 1.54 1.81 1.57 1.86 1.59 
Banking and financial services 2.44 1.65 1.44 1.60 1.28 1.68 
Other Business services 1.20 1.39 1.47 1.30 1.85 1.44 
Public administration, education, 
health, other services 1.27 1.14 1.72 1.49 1.88 1.50 
Note: 1Relatively high multipliers in bold
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Appendix A4.IV: SAM multiplier analysis of the Dutch towns 
In the main text, we found that, in the Netherlands, compared with the other countries, 
especially the multiplier values of the services sectors in town are relatively high. 
Identified key-sectors were the hotel and catering sector, as well as public administration. 
In this section, we will have a closer look at the selected Dutch towns to see whether this 
picture holds for all towns or whether there are exceptions. 
Output multipliers 
Table A4.1 shows the SAM output multipliers for aggregated sectors agriculture, 
manufacturing, and services, as well as for sectors with the highest multiplier values.  
Table A4.1: Output multipliers of aggregated sectors, as well as for the sectors with the highest 
multiplier values for the six Dutch towns 
  Dalfsen Schagen Bolsward Nunspeet Oudewater Gemert Average 
Town (zone A)               
Agriculture - - - - - - - 
Dairy and intensive 
farming - - - - - - - 
Manufacturing 1.25 1.40 1.39 1.36 1.19 1.16 1.29 
Textiles, leather,   
wood, furniture 1.32 1.24 1.47 1.74 1.18 1.18 1.36 
  Construction 2.01 1.81 1.79 1.33 1.61 1.26 1.64 
Services 1.42 1.66 1.63 1.61 1.58 1.47 1.56 
  Retail Services 1.69 2.12 2.11 1.79 2.26 1.95 1.99 
  Hotels and catering 1.41 1.71 2.27 2.42 1.48 2.08 1.89 
Hinterland (zone B)        
Agriculture 1.57 1.61 1.40 1.55 1.26 1.74 1.52 
Dairy and intensive  
farming 1.58 1.97 1.86 1.72 1.53 1.71 1.73 
Manufacturing 1.41 1.37 1.41 1.33 1.21 1.40 1.35 
Textiles, leather,  
wood, furniture 1.70 1.71 1.74 1.23 1.42 1.70 1.58 
  Construction 1.48 1.43 1.40 1.26 1.17 1.63 1.40 
Services 1.55 1.55 1.61 1.57 1.21 1.87 1.56 
  Retail Services 1.74 1.77 1.83 1.92 1.59 2.45 1.88 
  Hotels and catering 2.08 2.02 1.90 - 1.39 2.50 1.81 
From Table A4.1 it appears that, in all towns, the service multiplier is higher than the 
manufacturing multiplier. As well as in Schagen, high service multipliers are also found 
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in Nunspeet and Bolsward. Both these towns have a high level of employment in the 
tourism sector, which explains that particularly the town multipliers related to hotels and 
catering activities have high values (2.27 for Bolsward and 2.42 for Nunspeet). In 
Schagen and Bolsward, the town manufacturing multipliers are also relatively high, 
partly because of a strong effect in the construction sector. This manufacturing sector has 
particularly strong local linkages when it is located in the town; the multipliers are 
generally much lower in the hinterland. In Oudewater, the town manufacturing 
multipliers are relatively low, as are the average town services multipliers. Only the retail 
service is related to a high value: 2.26.  
When focusing on the hinterland, we see that the two towns with a relatively large share 
of employment in the agricultural sector, Dalfsen and Schagen, have relatively high 
agricultural multiplier values. However, the highest agricultural multiplier is found in 
Gemert. In this town, particularly mixed and intensive farming is important. In (almost) 
all towns, the average agricultural multiplier is higher than the average hinterland 
manufacturing multiplier. Again, especially in Oudewater this value is relatively low. 
This also holds for the services sector. On average, the hinterland multipliers of 
Oudewater are the lowest of those for the six towns. This can be explained by the 
location of Oudewater in relation to the bigger cities of Woerden and Gouda and the large 
city of Utrecht.  
Income multipliers 
When we focus on the income multipliers (see Table A4.2), it appears that the differences 
between the towns are relatively small. However, on average, the highest multipliers 
appear in Schagen, both in town and hinterland, and in Oudewater, but only in town. 
Table A4.2: Income multipliers for the six Dutch towns 
Dalfsen Schagen Bolsward Nunspeet Oudewater Gemert Average 
Town (zone A)  
Income 1 1.65 1.65 1.57 1.34 1.64 1.57 1.57 
Income 2 1.28 1.49 1.49 1.56 1.43 1.42 1.44 
Income 3 1.19 1.37 1.26 1.32 1.45 1.22 1.30 
Income 4 1.24 1.24 1.25 1.19 1.24 1.19 1.22 
Average 1.34 1.44 1.39 1.36 1.44 1.35 1.39 
Hinterland (zone B)
Income 1 1.64 1.51 1.69 1.55 1.53 1.61 1.59 
Income 2 1.26 1.56 1.34 1.25 1.35 1.36 1.36 
Income 3 1.24 1.42 1.19 1.31 1.16 1.29 1.27 
Income 4 1.13 1.22 1.12 1.22 1.17 1.17 1.17 
Average 1.32 1.43 1.34 1.34 1.30 1.36 1.35 
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Employment multipliers 
During the analysis, we also derived employment multipliers. These multipliers indicate 
the additional employment generated in the regional employment as a result of an initial 
employment increase in a particular sector. The employment multipliers are derived from 
a combination of output multipliers and direct employment coefficients (employment per 
sector output) (see Mayfield et al., 2005, p. 57). We show these multipliers on this town 
level, instead of on the national level, in the main text because on a town level they can 
be better interpreted. 
Table A4.3 shows the employment multipliers for each town of those sectors with high 
multiplier values. Both in town and hinterland, on average, the food and drinks sector has 
the highest employment multiplier. This holds particularly for Bolsward, where a few 
large liqueur producers are located. The service sectors have lower multipliers, although 
the banking sector in Nunspeet has a multiplier of 1.66. In this town, apart from the 
normal banking facilities, there is also a regional office. 
In the hinterland, a clear distinction between the two towns in more urbanized areas, 
Oudewater and Gemert, and the other towns appears when focusing on the Dairy and 
intensive sector. In Oudewater and Gemert, this multiplier is much lower. 
Table A4.3: Employment multipliers for key employment sectors 
  Dalfsen Schagen Bolsward Nunspeet Oudewater Gemert Average 
Town (zone A) 
Agriculture - - - - - - -
Dairy and intensive - - - - - - -
Manufacturing 1.11 1.33 1.57 1.25 1.25 1.08 1.27
Food and drinks 1.48 1.26 1.58 1.37 1.02 1.01 1.29 
Textiles 1.02 1.22 1.03 1.18 1.34 1.06 1.14 
Services 1.04 1.16 1.18 1.17 1.08 1.04 1.11
Transport services 1.02 1.33 1.48 1.03 1.41 1.04 1.22 
Banking 1.01 1.45 1.50 1.66 1.01 1.06 1.28 
Hinterland (zone B) 
Agriculture 1.23 1.18 1.26 1.24 1.14 1.10 1.19
Dairy and intensive 1.35 1.34 1.34 1.33 1.15 1.16 1.28 
Manufacturing 1.10 1.20 1.24 1.30 1.17 1.10 1.18
Food and drinks 1.22 1.61 1.73 1.48 1.50 1.03 1.43 
Textiles 1.19 1.32 1.23 1.42 1.07 1.18 1.24 
Services 1.11 1.11 1.09 1.13 1.06 1.02 1.09
Transport services 1.05 1.02 1.10 1.30 1.14 1.02 1.11 
Banking 1.31 1.48 1.04 1.19 1.03 1.02 1.18 
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Appendix A4.V: Key-sectors in town and hinterland 
Ÿ= Town sectors Ŷ = Hinterland sectors. 
X-axis = multiplier value, Y-axis = share of sector output in total output. 
Abbreviations for sectors: 
Arable farming AF Metals, machinery, electrical, 
computing, transport equipments 
MM 
Dairy and intensive farming DIF Construction C
Horticulture HF Transport Services TS
Mixed farming MF Retail and wholesale RW
Forestry and fishing FF Hotels and catering HC
Coal, oil and gas, metal ore, electricity COE Banking and financial se rvices BF
Food, drink and tobacco FDT Other Business services OBS
Textiles, leather, wood, furniture TLW public administration, education, 
health, other services 
PA 
Chemicals, rubber, plastics, glass CRP
DIF
FF
MM
PAHF
MF
COEFDT TLW
CRP
C
TS RW
HC
OBS
PAAF
COE
FDT
TLW
CRP
MM
C
TS
RW
HC
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2.0
0% 5% 10% 15% 20% 25%
Figure A4.1: Key sectors for English town and hinterland 
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Figure A4.2: Key sectors for French town and hinterland 
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Figure A4.3: Key sectors for Dutch town and hinterland 
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Figure A4.4: Key sectors for Polish town and hinterland 
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CHAPTER 5 
A META-ANALYTIC COMPARISON OF REGIONAL OUTPUT 
MULTIPLIERS AT DIFFERENT SPATIAL LEVELS: ECONOMIC 
IMPACTS OF TOURISM 
   
5.1 Introduction 
On a local (town) scale, tourism is more and more being regarded as a possible 
instrument to change the future. With decreasing employment in agriculture, tourism is 
often seen as a new activity in the rural economy, generating employment and income 
and at the same time embracing local tradition and (landscape) qualities.  
Over the last decades, tourism has become a major activity in our society and an 
increasingly important sector in terms of economic development (Giaoutzi and Nijkamp, 
2006). Higher incomes and a greater amount of leisure time, together with improved 
transport systems have resulted in a growing flow of tourists, travelling more frequently 
and over longer distances. According to Pearce (1981), the socio-economic effects of 
tourism are very diverse. When focusing on small and medium-sized towns, important 
effects are regional development, diversification of the economy, and employment 
opportunities. Because tourism also addresses more rural and peripheral areas, it allows 
the spread of economic activities more evenly over a region. In the peripheral areas, 
tourism can be helpful in improving the multifunctionality of the local area, leading to 
more robust economic development. Finally, as tourism is a rather labour-intensive 
sector, also requiring unskilled labour, it can be a good employment opportunity for small 
and medium-sized towns.  
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This has recently prompted much policy and research interest in the benefits of tourism 
for regional income and employment. Policy makers in the government need to know the 
magnitude of the impact of international and domestic tourist expenditures on the 
economy in order to make decisions about budget allocations for the development of 
tourist facilities (Freeman and Sultan, 1999). But there is a great deal of variation, and the 
question arises whether such variations can be ascribed to systematic factors. 
Therefore, in this chapter we will perform a meta-analysis on tourism multipliers. As 
multiplier values reflect the size of the multiplier effect, with respect to a specific feature 
of the economy such as income or employment, these values can help policy makers to 
learn something about the magnitude of tourist expenditures. Within a meta-analysis the 
empirical outcomes of studies with similar research questions are analysed (Baaijens et 
al., 1997). The research question we want to answer in this chapter is: Which 
characteristics of the tourism sector, the research area, or the type of publication in which 
a study appeared can explain variations in the size of the tourism multiplier? This 
question was also addressed in an earlier publication (see van Leeuwen et al., 2006), 
however, in this chapter new studies are added and the analysis is extended with the 
estimation of tourism multipliers for six Dutch towns. 
Therefore, first, in Section 5.2, we elaborate on the meta-analytic approach. Then, in 
Section 5.3, we will briefly describe the input-output model and its multipliers. In Section 
5.4, we explain the order of magnitude of the multipliers, followed by an initial analysis 
of the empirical data. After this, in Section 5.5, we perform a linear regression on our 
available data. Another meta-analytical method, viz. Rough set analysis, will be applied 
in Section 5.6. We then use the obtained insights to develop and reflect upon tourism 
multipliers for six Dutch towns in Section 5.7. Finally, in Section 5.8, some research 
conclusions will be drawn. 
5.2 Meta-analysis 
Meta-analysis can be defined as the ‘study of studies’ (Glass et al., 1981). It refers to the 
statistical analysis of individual studies with the same research question in order to 
integrate the findings. In meta-analysis, outcomes from a collection of studies are 
combined in order to draw general conclusions. It was initially applied in the medical and 
natural sciences, where it was used to compare the result of (semi-) controlled 
experiments. Meta-analyses can be performed in almost all thinkable research fields. In 
the economic sciences, examples are: Nijkamp and Vindigni (2000) who studied the 
agricultural sector in several countries; Nijkamp and Pepping (1998) and Holmgren 
(2007) who all analysed public transport demand; van den Bergh et al. (1997) who dealt 
with environmental economics; and Baaijens et al. (1997) and Brander et al. (2007) who 
studied tourism-related subjects. 
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Meta-analysis is very useful when there is a need to systematize results that differ in 
magnitude and sometimes in direction. The problem of different studies resulting in 
different answers is particularly problematic for decision makers who are actually trying 
to use existing research as a basis for decisions (Holmgren, 2007). One reason for 
different outcomes is that different variables are taken into account to answer the same 
research question. Especially in economics, the effect of several variables is often 
considered simultaneously which results in different outcomes when the set of 
independent variables are not the same. Also the scale level can affect the results: the 
effect of tourism on a national level will be different compared with the effect on a city-
level. In a meta-analysis all the characteristics of a study are taken into account together 
when comparing the results. Furthermore, there can be a publication bias: in meta-
analysis there is often a concern that it is only studies which have obtained significant 
and expected results (at least the right sign) that are being published. It is possible that 
studies using sound methods and good data will not be reported because the results are 
not as expected (Begg, 1994). Therefore, for a meta-analysis, it is important to be aware 
of this bias, and if possible to search for publications in all kind of fields and from 
different sources (such as refereed journals, research papers, or reports). 
5.3 Input-Output Analysis and Multipliers 
The use of input-output models in estimating the economic impacts of recreation and 
tourism has increased considerably in the past decades because of their ability to provide 
accurate and detailed information and the ease of interpreting the results (Fletcher, 1989).  
As described in Chapter 4, the basic information dealt with in input-output analysis 
concerns the flows of products from each industrial sector considered as a producer to 
each of the sectors considered as a user (Miller and Blair, 1985). When the demand 
changes in one of the sectors, this can affect many other sectors as well, especially when 
they deliver or buy intermediate products from the sector concerned. 
Multipliers can be seen as summary statements of predicted effects of changes in demand 
(Armstrong and Taylor, 2000). They are based on the estimated recirculation of spending 
within the region; recipients use some of their income for consumption spending, which 
then results in further income and employment (Frechtling, 1994). 
The size of the multiplier depends on several factors. First of all, it depends on the overall 
size and economic diversity of the region’s economy. Regions with large, diversified 
economies which produce many goods and services will have high multipliers, as 
households and business can find most of the goods and services they need in their own 
region. Also the geographic scale of the region and its role within the broader region 
plays a role. Regions with a large geographic coverage will have higher multipliers, 
compared with similar small areas, as transportation costs will tend to inhibit imports 
100 Chapter 5
                                                          
(imports are seen as leakage and have a negative effect on a multiplier). Regions that 
serve as central places for the surrounding area will also have higher multipliers than 
more isolated areas. Furthermore, the nature of the specific sectors concerned can have a 
significant effect. Multipliers vary across different sectors of the economy based on the 
mix of labour and other inputs and the tendency of each sector to buy goods and services 
from within the region (hence less leakage to other regions). Tourism-related businesses 
tend to be labour-intensive. They, therefore, often have larger induced effects, because of 
household spending, rather than indirect effects. Finally, the year of the compilation of 
the input-output table should be taken into account. A multiplier represents the 
characteristics of the economy at a single point in time. Multipliers for a given region 
may change over time in response to changes in the economic structure, as well as to 
price changes (Stynes, 1998).  
In the meta-analysis undertaken in this study, we look at output multipliers. The reason 
for this is that, in the sample of studies that we found, these multipliers are most often 
used.  
5.4 Data Analysis of Tourist Multipliers 
For our meta-analysis we were able to collect 32 case studies from 27 publications, which 
contain estimates of tourist multipliers including a (type II1) output multiplier (see 
Appendix A5.I for the references). A precondition was that the multiplier had to be 
derived with the help of input-output analysis. Also a (brief) description of background 
factors concerning, for example, the area and the tourist activities had to be given. 
Appendix A5.II shows the characteristics we used together with the classification. 
More than half of the case studies are (non-refereed) reports found on the Internet. These 
reports are often written by researchers to give local authorities insight into tourist 
situation of the area concerned. A fifth of the case studies collected are papers written for 
scientific conferences. In addition, several articles from refereed journals have been 
included. As Figure 5.1a shows, conference papers estimate, on average, the highest 
multipliers, whereas the articles give relatively low values. We also incorporate the year 
in which the data was gathered in order to build the input-output table. In two instances 
this was before 1990, and in six instances it took place in 2000 or later. On average, as 
Figure 5.1b shows, the oldest multipliers are the highest and the newer ones the lowest.  
Of course, not only characteristics of the reports affect the size of the output multiplier 
but also the characteristics of the areas which are described. Around half of the areas  
1 Type II output multiplier: (Direct effect + Indirect effect +Induced effects)/ Direct effect. 
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have a population density below 100 persons per km². Even a third of the studies have a 
population density of less than 30 persons per km².  
These areas are often the places with high nature values. The parts of the studies with the 
highest population density are related to urbanized areas or cities.  
Type of publication
1.20 1.35 1.50 1.65 1.80
Average
Paper
Article
Report
Year of data collection
1.20 1.35 1.50 1.65 1.80
Average
<1990
1990-1994
1995-1999
2000-2004
Figure 5.2a shows that, under type of area, multipliers concerning countries are higher on 
average than, for example, the average multiplier values of a city. This is partly because a 
city has to import a large part of its inputs, which lead to leakages. This also applies to a 
region or national park.  
Figure 5.1 a,b: Average multipliers according to type of publication (a) and year of data gathering 
(b)
However, Figure 5.2b shows that not only the size (here in terms of population) matters: 
the areas with the smallest population do not necessarily have the lowest multipliers. 
Nevertheless, the areas with a large population (8 studies) do have on average the highest 
multipliers.  
Type of area
1.20 1.35 1.50 1.65 1.80
Average
Region
National park
City
Country
Population (*1000)
1.20 1.35 1.50 1.65 1.80
Average
<100
100 - 1,000
>1,000
Figure 5.2 a,b: Average multipliers according to type of area and population (*1000) of the area 
Besides the publication and area-specific characteristics, tourism itself also has to be 
included in this multiplier analysis. The next two graphs (Figure 5.3a and 5.3b) show the 
average multiplier values related to the type of attraction, as well as to the expenditures 
per square kilometre (*1,000$/km²). In many studies, the visitors are attracted to their 
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holiday destination by a beautiful landscape. A slightly smaller number of studies relate 
to tourists visiting an area because of the cultural values. Furthermore, we distinguish a 
group of studies in which people visit a place, because they want to enjoy the sun or 
because of a mix of values.  
According to Figure 5.3a, areas with tourists who want to enjoy the sun are related to the 
highest output multipliers. An explanation for this could be that people who visit areas to 
enjoy the sun often do not travel around a lot but stay in the village or hotel and spend all 
their money locally. On the other hand, visitors searching for culture have (very) small 
multipliers.  
From the data, it appears that areas with large expenditures have the highest multiplier 
values. However, this is partly related to the scale effect. Figure 5.3b shows the average 
values of the multipliers according to total tourist expenditures per year related to the size 
of the area. When looking at expenditures per km², it appears that there is no clear linear 
effect: both areas with the smallest amounts of expenditures and those with the largest 
amounts have high multipliers. Obviously, we need to keep in mind that the multipliers 
themselves describe the effect of expenditures.  
Of course, all these figures only show average multiplier values and they do not reveal 
anything concerning any relationship or coherence between the different indicators and 
the size of the output multipliers.  
 
 
5.5 Linear Regression Results 
5.5.1 Introduction 
Linear regression is a standard technique that can also be used in meta-analytical 
experiments, insofar as statistical results from a sample of previous studies are analysed. 
This statistical model presupposes that there is a one-way causation between the 
dependent variable Y and the independent variable X. However, because we have only a 
Figure 5.3 a,b: Average multiplier values according to kind of attraction and total expenditures per 
year  
Attraction
1.20 1.35 1.50 1.65 1.80
Average
Mix
Culture
Nature
Sun
Expenditures (*1,000/km2)
1.20 1.35 1.50 1.65 1.80
Average
<1
1-10
10-50
>50
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limited number of studies available, it is not plausible that the assumptions of the 
standard linear regression are satisfied, because the variances of the distant multiplier 
values are not equal (see also Baaijens and Nijkamp, 1996). 
The analysis starts with the formulation of a set of hypotheses, which we will verify with 
the help of the linear regression model.  
Hypothesis 1: The larger the economic base, the higher the multiplier.
As described in the section on multipliers, a larger economic base needs less imports. 
Imports can be seen as a leakage of money to other regions. Therefore, it may be 
expected that the size of the land area or the size of the population has a positive effect on 
the multiplier. In particular, countries as a whole will have lower imports.  
Hypothesis 2: The more visitors or expenditures of visitors, the higher the multiplier.
The visitors or at least the expenditures of the visitors may cause a higher multiplier as a 
result of cluster effects. 
Hypothesis 3: The longer the time span for which the multiplier was derived, the higher 
the multiplier.
If we assume that the tourism sector has changed over the years and becomes more 
internationally oriented, the ‘older’ multipliers should be higher  
5.5.2 Results of the regression analysis 
The estimation results for the output multiplier equations can be found in Table 5.1.  
When looking at the correlation between the variables with help of a bi-variate Pearson 
correlation, we find that several variables are related. We find, for example, a positive 
significant correlation between population and area or visitors and expenditures. 
Therefore, the variables size of area and number of visitors are excluded from the 
regression analysis. 
The first equation focuses on the meta-variables. If we take into account R², which 
describes the proportion of the total variation in the dependent variable (the output 
multiplier) that is explained by the regression of the variables, we see that the meta-
variables describe only 12 per cent. The equation shows us that the year of data collection 
is of significant importance: the more recent the data, the lower the multiplier. 
Furthermore, multipliers published in an article are lower than those published in a 
report, and those published in a paper are higher. However, in this equation these 
documentation variables are not significant. 
The second equation uses the variables related to the characteristics of the area 
concerned. It appears that, in particular, the size of population is significant, the larger the 
population, the higher the output multiplier. Furthermore, the country dummy is 
significant. This dummy variable has the value 1 if the area is a country, and a 0 if the 
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area is for example a region or a city. Because the country dummy shows a positive 
coefficient, this can indicate that the boundaries of countries prevent, to a certain extent, 
leakages. 
Table 5.1: Regression equations of the output multiplier 
Variable Meta-variables 
Area-
specific 
Tourism -
specific All variables 
1 2 3 4
Constant    1.95***  1.484***  1.480***  1.720*** 
t-value  10.016  23.647  8.738  11.63 
Year of data (0= 1980) -0.025* -0.019* -0.018** 
t-value -1.673 -1.819 -2.147 
Conference Paper 
(dummy)  0.143  0.012 
t-value  0.936  0.120 
Article(dummy)   -0.071 -0.426*** 
t-value -0.431 -3.789 
Density (100 inh/km²)  0.005  0.013** 
t-value  1.15  2.522 
Population (1E 07)  0.010***  0.014** 
t-value 4.972 5.912 
Country (dummy)  0.200*  0.191 
t-value 1.881 1.425 
City (dummy)   -0.165 -0.139 
t-value -1.268 -1.087 
National Park (dummy) -0.019  0.030 
t-value -0.193 0.283 
Expenditures (1E 07)  0.076*** -0.015 
t-value  4.383 0.563 
Nature (dummy)    0.109 -0.07 
t-value  1.072 -0.669 
Sun (dummy)  0.049  0.202** 
t-value  0.400  2.177 
Culture (dummy) -0.069  0.103 
t-value 0.466  0.832 
R²  0.12  0.64   0.50   0.86 
n      33      33      32    32 
       *** Correlation is significant at the 0.01 level (2-tailed). 
       **   Correlation is significant at the 0.05 level (2-tailed).  
       *     Correlation is significant at the 0.10 level (2-tailed). 
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When looking at the next column, with the tourism-specific variables we find again that 
the year of data is of importance, and so is the expenditures variable2. This last variable 
indicates that more expenditures lead to higher multipliers, when no area-specific 
variables are taken into account. The dummies that describe the factor which attracts 
visitors, e.g. nature values, cultural values, or sun, are not significant in this equation. 
The final equation includes all variables distinguished for the regression analysis. We 
find five variables that show significant coefficients. As can be found in the table, the 
year of data has a negative effect on the multipliers. This means that, when the data are 
younger, the multipliers get lower. It also appears that when a multiplier is published in 
an article in a scientific journal, the value will be lower than when published in a paper or 
report. According to the values of the parameters, we may say that the output multiplier 
published in an article is 0.43 lower than the multiplier found in an average report 
commissioned by a client. Furthermore, the population density and the population size 
show positive coefficients with the output multiplier. In this equation, the expenditures 
variable has a negative sign. It is also insignificant. This indicates that the relation 
between output multipliers and expenditures is not easy to explain. Furthermore, in this 
broader context the ‘attraction’ sun has an significant effect on the output multiplier. This 
is in line with what was found in an earlier similar publication (van Leeuwen et al., 
2006), in which fewer tourism multipliers were included.  
Looking back at the three hypotheses, we can conclude that Hypothesis 1 can be 
accepted: the larger the economic base, the higher the multiplier. The effect of the size of 
population, as well as of the density variable, is positive significant. However, 
Hypothesis 2 is rejected. Although the amount of expenditures is significant when only 
variables related to the tourism sector are taken into account, it is not significant in the 
total model. Furthermore, we can accept Hypothesis 3: the larger the time span for which 
the multiplier was derived, the higher the multiplier.  
5.6 Rough Set Analysis 
5.6.1 Introduction 
Rough set analysis was developed in the early 1980s by Pawlak (1991). The method 
generally serves to pinpoint regularities in classified data, in order to identify the relative 
importance of some specific data attributes and to eliminate less relevant ones, and to 
discover possible cause-effect relationships by logical deterministic inference rules (van 
den Bergh et al., 1997). It is essentially a classification method devised for non-stochastic 
information. This means that categorical information (qualitative data) can be taken into 
                                                          
2 This time we used total expenditures instead of expenditures per km² because the population variable is used 
for the effect of the size of the area. 
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consideration. Quantitative data must first be converted into qualitative or categorical 
data by means of a codification (Nijkamp and Pepping, 1998). However, this 
classification of the values of the attributes is a somewhat problematic issue in the 
application, as the use of thresholds implies some loss of information, and the thresholds 
are chosen subjectively (Bruinsma et al., 2000). 
The difference between the outcomes of linear regression and rough set analysis is that 
the first method indicates a potential causal relationship between the dependent and the 
independent variable. The relationship between a decision attribute (the dependent 
variable) and the condition attribute (the independent variable) of the rough set analysis 
refers to the statistical frequency at which a certain category of the decision attribute 
occurs in certain categories of the condition attributes (Oltmer, 2003). An important 
product of rough set analysis is decision rules of an ‘if...then...’ nature. The method aims 
to determine which combinations of a classified set of attributes that characterize the 
objects are consistent with the occurrences of variation in the dependent variable or the 
decision attribute (Bruinsma et al., 2000). 
For this analysis we aim to describe the relationship between the decision attribute, the 
output multiplier, and seven condition attributes. The condition attributes are first 
considered as one group, and then divided into three subgroups. The first of those 
subgroups describes the characteristics of the information source: the ‘meta-variables’; 
the second subgroup describes the characteristics of the area; and the third subgroup 
describes the characteristics of the tourism sector. Table 5.2 shows the relevant attributes 
per group. Attribute classes can be found in Appendix A5.II.
According to van den Bergh et al. (1997), the categorization of data is seen as the most 
problematic issue in taxonomic experiments. For example, a loss of information of 
continuous variables is involved because they have to be translated into discrete ones. 
Another aspect of classification is that it can affect the outcomes. Different classifications 
can lead to different outcomes. In this study, we categorize the data according to the 
‘equal-frequency binning’ in only two groups (Witten and Frank, 2000). 
Table 5.2: Attributes per group 
Information source Area Tourism
Year of data collection Size of population Year of data collection 
Type of documentation Geographic entity Kind of attraction to tourists
Kind of attraction to tourists Total expenditures per year
Population density
This method implies an even distribution of the attribute values over a predetermined 
number of bins, in this case two bins. As rough set analysis deals with monotonic 
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relationships, and a significant number of our variables are ordinal in nature, the best 
option is to use two classes: relatively low and relatively high values. This will improve 
the interpretation of the results.  
5.6.2 The minimal set of reducts 
First, we examine the minimal set of reducts together with their frequencies of 
appearance. The minimal subset of attributes, called a ‘reduct’, ensures the same quality 
of classification as the total set of attributes. Often, a number of reducts can be found. 
However, the minimal set of reducts contains no redundant information. In an optimal 
situation, only one reduct occurs because, the fewer possibilities for minimal sets, the 
higher the ‘predictive power’ of the information (Pawlak, 1991). If an attribute appears in 
all reducts it is called a ‘core’ attribute. This core attribute is the most meaningful 
attribute and the common part of all reducts.  
When analysing the relationship between the tourism output multiplier and the seven 
condition attributes, it appears that three of those nine are the most important ones: year 
of data, kind of attraction, and geographic entity. All three variables are core variables, 
and, with no other attributes apparent in the minimal set of reducts, it means that there is 
only one reduct which has a high predictive power. It also means that, in theory, only 
these three variables are necessary to predict high or low multiplier values. 
If, however, we derive the reducts for the separate groups of attributes, concerning the 
area, the tourism sector, and the information source, we find that all seven attributes are 
core attributes, and therefore of equal importance. 
5.6.3 The decision rules 
To obtain decision rules we use the Rose program (Predki and Wilk (1999) to calculate 
the basic minimal covering. We only use those rules with a strength of 2 or more. This 
means that the relation described in the rule appears at least twice in the data set, but in 
some cases it also appears seven times. Table 5.3 shows the decision rules for the output 
multipliers. For example, the first rule, when including all the attributes, means: IF the 
year of data attribute has a value 2 and the geographic entity attribute has a value 2, 
THEN the income multiplier has a value 1. If we take a look at the classification of the 
data in Appendix A5.II, we can see that the decision rule can also be stated as: IF the year 
of data collection is after 1997, and the geographic entity is a national park, THEN the 
income multiplier has a value between 1.10 and 1.50. 
The first part of Table 6, shows the rules when using all the attributes. Although year of 
data, kind of attraction, and geographic entity are the most relevant ones, we are also 
interested in the influence of the other variables in order to be able to compare the rough 
set analysis results with those of the linear regression. Table 5.3 also indicates that more 
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recent data is related to lower multipliers, and that a sunny destination relates to high 
multipliers and a destination with a mix of attractions to lower ones. Furthermore, 
multipliers published in an article and dealing with cities are related to low multipliers. 
Table 5.3: Output multiplier rules when distinguishing two equal classes 
Year of 
data
Docu-
mentation 
Population Density Geo-
graphic
Attraction Expen-
ditures 
Multiplier 
Rules 
related to 
all the 
attributes
1 2 - 2 1
2 1 - 1 1
3 - 3 4 1
4 - 1 3 1 1
5 1 - 2 2
6 - 1 4 2
7 - 1 2
Year of data Documentation Multiplier 
Rules 
related to 
Meta-
data
1 1 3 2
Attraction Population Geographic Multiplier 
Rules 
related to 
the area
1 4 - 3 1
2 1 - 2
3 2 - 4 2
4 4 - 4 2
Attraction Expenditures Year data Multiplier 
Rules 
related to 
tourism
sector
1 4 1 2 1
2 1 2
3 2 2 1 2
The rules which only include variables related to the publication show that, when the data 
is older, and the multiplier is described in a conference paper, its value is higher.  
The rules including the area-specific attributes do not include the population attribute. 
They show that regions, especially when they have no specific attraction but a mix, often 
have low multiplier values. On the other hand, a country with a mix of attractions is 
related to higher multipliers; here, apparently, the size of the area has a stronger effect 
than the kind of attraction. Furthermore, the tourism multipliers tend to be higher in 
sunny areas. Finally, the tourism-related rules again confirm the importance of the year of 
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data, as well as of the attraction variable. In addition, tourism-related Rules 1 and 3 (as 
well Rule 4 related to all attributes) imply that higher expenditures are related to higher 
multipliers.  
Recalling the three hypotheses described in Section 5, it appears that from the rough set 
analysis we can (again) accept Hypothesis 1: ‘the larger the economic base, the higher the 
multiplier’, but with less certainty. Although the size of population did not appear in any 
of the rules, we did find that countries relate to higher multipliers than regions or cities 
do. From the rough set analysis, we can also accept Hypothesis 2: greater expenditures 
are related to higher multiplier values. The explanation for this could be that when the 
tourism sector becomes an important sector, with many visitors and expenditures, the 
economy as a whole is more involved with these kinds of activities, resulting in higher 
multipliers. Furthermore, we can again accept Hypothesis 3: the older the data from 
which the multiplier was derived, the higher the multiplier.  
The results from the rough set analysis confirm the results from the linear regression 
analysis. In addition, it suggests the acceptance of Hypothesis 2 which was rejected by 
the linear regression analysis. However, we have to keep in mind that the method has its 
limitations, and that it is not really suitable to draw conclusions about the complicated 
relationships that seem to exist (see also Figure 3b) between the amount of expenditures 
and the tourism output multiplier. 
5.7 Tourism Multipliers for Dutch Towns 
The transferability of research findings is an often-mentioned problematic issue related to 
meta-analysis, but, at the same time, it is also one of its greatest potentials (Baaijens et 
al., 1997). In their study describing a meta-analysis of tourism income multipliers, 
Baaijens et al. state that in 1997 the transfer of existing knowledge to a similar situation 
had not been investigated before. Also, nowadays, this kind of study is very rare. In the 
Baaijens study, an interval of plausible values of unknown tourist income multipliers is 
derived by using the regression equations estimated from the meta-analysis. This, of 
course, requires the availability of data related to the variables used in the regression 
analysis. In this section, we want to estimate output multipliers for six Dutch towns3.
Although no information is available about the number of visitors or expenditures of 
visitors per town, we did find information about the expenditures of tourists in several 
other large Dutch cities, as well as in Zandvoort, a town located at the seaside with 
around 16,000 inhabitants (Gemeente Zandvoort, 2004), and in Heusden a small town of 
6,000 inhabitants in the south of the Netherlands (www.Heusden.nl). Together with 
                                                          
3 These towns were selected in the Marketowns project, it are Dalfsen, Schagen, Bolsward, Nunspeet, 
Oudewater and Gemert. 
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information about the relative importance of the tourism sector in the six (case-study) 
towns, it is possible to estimate plausible expenditures for each of them.  
With this information we can use the regression equation to estimate the multiplier 
values. In the next step, we will first estimate tourism multipliers with the linear 
regression model, and then we will calculate tourism multipliers using local input-output 
models. This enables us to evaluate the usefulness of the results of the meta-analysis to 
transfer the outcomes to a similar situation. 
5.7.1 Expectations resulting from the meta-analysis.  
The meta-analysis pointed out the important factors affecting the size of tourism output 
multipliers. Of course, for the Dutch towns, some of the factors are more relevant than 
others. First of all, the meta-variables are the same for all towns. However, the year of 
data collection, 2003, points to lower multiplier values than the average 1.56 of the meta-
analysis. In addition, the (small) size of the population of the towns, between 7,000 and 
20,000 inhabitants, also suggests low multiplier values. On the other hand, the 
attractiveness of the towns could result in a diversification of the outcomes per town: 
Oudewater and Bolsward, for example, are two historic towns with more cultural 
attractiveness, while Nunspeet is perhaps less appealing as a town but it is located near a 
highly appreciated nature area, ‘De Hoge Veluwe’, which has many recreation facilities.  
Table 5.4: Town characteristics and the estimated multiplier value of the six Dutch towns (2003) 
Town Population
size town 
Density 
(pop/km²)
Share of firms in 
tourism related 
sectors (%)* 
Expenditures
($ *106 )**
Attraction Multiplier values 
from linear 
regression model 
Dalfsen 6,570 2,900 17 20 Nature+Culture 1.08 
Schagen 17,214 3,900 33 100 Culture 1.16 
Bolsward 9,378 3,700 32 100 Culture 1.13 
Nunspeet 19,215 3,200 27 100 Mix 1.16 
Oudewater 7,745 2,800 17 50 Culture 1.09 
Gemert 14,815 3,800 20 40 Mix 1.13 
*   Retail, catering and culture/recreation sector in 2003 (Source: own calculations from CBS data). 
** Based on the share of firms in tourism related sectors and expenditures in Zandvoort, which is a seaside 
resort of 16,000 inhabitants receiving $300*106 of tourism expenditures (Gemeente Zandvoort, 2004), and in 
Heusden, a small town of 6,000 inhabitants receiving $20*106 of tourism expenditures (www.Heusden.nl). 
Table 5.4 shows the different characteristics of the towns, relevant for the value of the 
tourism multiplier. All towns are considered as ‘a city’, except for Nunspeet which is 
regarded as being a national park, because most visitors stay in or close to De Hoge 
Veluwe. Furthermore, Table 5.4 also shows the multiplier value derived with help of the 
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linear regression model. According to the town characteristics, it would be expected that 
Schagen and Nunspeet would have higher multipliers because of their medium-sized 
population and the relatively large share of firms in tourism-related sectors. The 
municipality of Bolsward also has a relatively large share of firms in tourism-related 
sectors, but its population is relatively small. Given its relatively low population, its 
impacts on the multiplier values are small.  
5.7.2 Composition of local tourism multipliers 
To be able to evaluate the above-estimated multipliers with help of the linear regression 
model, we will now develop local tourism multipliers ourselves.  
As mentioned in the introduction, it is important to be aware that no such thing exists as 
‘the tourism sector’ in any usual statistical definition. First of all, even sectors that are 
strongly oriented towards leisure activities also serve non-leisure business activities. 
Furthermore, different kinds of tourism require different inputs and provide different 
outputs. Day trippers, for example, have different expenditures than visitors who stay 
overnight.  
According to the Dutch corporation for ‘Continuous Holiday Research’ (Stichting 
Continu Vakantie Onderzoek, 2002), visitors to Dutch city-centres (day-trippers) spend 
on average 40 per cent of their expenditures on shopping, 40 per cent on catering 
services, and the rest, 20 per cent, on other services. For visitors staying overnight, it is 
more difficult to predict their expenditures. However, some of the studies used for the 
meta-analysis explain how the tourism multipliers are derived.  
Table 5.5: Distribution of tourism expenditures of visitors staying overnight over different sectors, 
as described in 7 studies, and estimated for Dutch towns 
Galicia Denmark Washington Christ-church Akaroa 
Amster-
dam Edinburgh 
Dutch 
towns 
Sector Region Island City City Town City City Town
Accommodation 60 60 30 28 28 50 26 30
Recreational
facilities 9 6 8 9 19 - 6 10
Shopping 7 7 12 24 19 35 22 20
Restaurants and 
catering - 23 40 24 22 - 41 25
Transport (local) 2 4 6 8 1 - - 2
Other 22 0 4 7 11 15 5 13
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Table 5.5 shows the distribution of tourism expenditures4 over several sectors, as 
indicated in 7 studies. The last column shows the distribution estimated for the Dutch 
towns. The first two studies describe the distribution of expenditures of tourists visiting a 
region in Spain and Denmark. These tourists spend most of their money (around 60 per 
cent) on accommodation. The other studies focus on cities, of which Christchurch and 
Akaroa in New Zealand are the smallest and most similar to the Dutch towns. In these 
cities, around 30 per cent of total expenditures are spent on accommodation, another 19-
24 per cent on shopping, and around 23 per cent on restaurants and catering. Taking all 
this information together resulted in the estimated distribution of expenditures in the 
Dutch towns. This is in line with the ‘general’ distribution that Chang (2001) proposes in 
his dissertation about variation in tourism multipliers. 
5.7.3 Tourism output multipliers for the six Dutch towns and their hinterland 
In this thesis, we derived output multipliers for several sectors located in the six Dutch 
towns (by using SAM tables). The exact method was described in Chapter 4. However, 
Table 5.6 shows the type II output multipliers5 for the sectors which are related to 
tourism, and which are thus necessary to estimate a tourist multiplier.  
Table 5.6: Estimated type II output multipliers for tourism related sectors in six Dutch towns 
Transport
Services 
Retail
Services 
Hotels and 
catering 
Public
administration and 
recreation* 
Average 
of all 
sectors 
Dalfsen 1.36 1.02 1.14 1.02 1.10 
Schagen 1.42 1.24 1.16 1.09 1.20 
Bolsward 1.29 1.15 1.14 1.09 1.17 
Nunspeet 1.03 1.07 1.43 1.06 1.10 
Oudewater 1.02 1.20 1.02 1.10 1.05 
Gemert 1.04 1.04 1.11 1.02 1.04 
Average 1.19 1.12 1.17 1.06 1.11 
* Public administration, education, recreation and other services 
Table 5.7 shows that, on average, the tourism multiplier for the Dutch towns is 1.13 for 
day trippers, and 1.14 for visitors who stay overnight. This value is relatively low, even 
when taking into account the small area and the year of data, but it is not implausible. In 
                                                          
4 All these studies excluded the expenditures of travelling to the destination. From the Danish study it was 
possible to calculate the shares without ferry costs. 
5 Chapter 4 describes how we developed town-specific SAM multipliers. These multipliers have a higher value 
because they also include the effects on wages and income. However, when calculating SAM multipliers, as a 
‘by-product’ type II multipliers are derived, and we use these in this chapter. 
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addition, Butcher et al. (2003) derive a tourism multiplier for a town of less than 1,000 
inhabitants in New-Zealand (Akaroa), and that multiplier also has a value of 1.13. 
Table 5.7: Tourism output multipliers for the six Dutch towns 
Day trippers Visitors staying overnight
Dalfsen 1.08 1.10 
Schagen 1.18 1.17 
Bolsward 1.13 1.13 
Nunspeet 1.23 1.28 
Oudewater 1.11 1.08 
Gemert 1.07 1.08 
Average 1.13 1.14 
The tourism multiplier values per town are quite diverse. However, when we compare 
these values to the estimated town multipliers form the regression analysis, the (bivariate) 
correlation coefficient (0.730) is significant at the 0.09 level. This indicates that, for these 
small towns, the regression model predicts the multiplier values surprisingly well. The 
predicted multiplier for Nunspeet was underestimated and for Gemert overestimated by 
the regression model. This seems to result from the variables ‘nature’ and ‘expenditures’, 
which are both positively related to the output multiplier, when only tourism-specific 
variables are included, and negatively related for the total regression model. Apparently, 
further research on these two variables is needed in order to find out how they exactly 
affect tourism output multipliers.  
5.8 Conclusions 
In this chapter we have performed a meta-analysis on tourism output multipliers. The 
basic research question we addressed in was: ‘Which characteristics of the documentation 
source, the research area, or the tourism sector affect the size of the output tourism 
multiplier’? The characteristics concerned have been divided into three sub-groups: the 
first group describes the characteristics of the documentation source (the ‘meta-
variables’), the second group describes the characteristics of the area; and the third group 
describes the characteristics of the tourism sector.
The first analysis considered average multiplier values according to relevant 
characteristics. First of all, we found that, on average, the publication type ‘article’ has 
lower multipliers than ‘report’ or ‘paper’. When focusing on the type of area, it appears 
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that cities have low average multipliers, and countries in particular show high values. 
Concerning the characteristics of the tourism sector, we find that high visitor numbers 
and expenditures are related to high multipliers. Furthermore, it appears that particularly 
sunny destinations have high multipliers, but areas which are attractive because of 
cultural values or a mix of factors have low values. 
We then performed a linear regression analysis, and therefore we formulated three 
hypotheses: 
1. The larger the economic base, the higher the multiplier.  
2. The more visitors or expenditures of visitors, the higher the multiplier.
3. The longer the time span for which the multiplier was derived, the higher the 
multiplier.  
We found that the population and density variable have a positive influence on the output 
multiplier, which means that Hypothesis 1 can be accepted. The year of data has a 
negative impact, which confirms Hypothesis 3. However, we cannot say anything about 
Hypothesis 2, because the expenditures variable showed no significant impact for the 
total regression model, so that hypothesis is rejected. 
The difference between the outcomes of linear regression and rough set analysis is that 
the first method indicates a potential causal relationship between the dependent and the 
independent variable, while rough set analysis refers to the statistical frequency at which 
a certain category of the decision attribute occurs in certain categories of the condition 
attributes. The derived rules are related to the following three groups of attributes: 1) the 
rules related to the meta-variables show that older publications relate to higher 
multipliers, and that conference papers often give higher multipliers; 2) the rules related 
to the area are less clear, but it appears that regions in particular often have a low 
multiplier and countries a high one; 3) concerning the tourism-related rules, the outcomes 
are better to understand. It appears that areas with high expenditures have high 
multipliers, and vice versa. Furthermore, we find relatively high multipliers when tourists 
are attracted by the sun but lower values when they are interested in a mix of 
characteristics. 
Seemingly, the outcomes of the rough set analysis are complementary to the outcomes of 
the linear regression because Hypothesis 2 can be accepted. In addition, it also means that 
Hypotheses 1 and 3 can be accepted. 
Finally, we tried to transfer our findings to a similar situation: six Dutch towns. 
Therefore, we used the total linear regression model to predict the multiplier values of the 
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towns, taking into account the population, density, expenditures, kind of attraction, and 
importance of the tourism sector per town. 
It appeared that the multiplier values for the tourism sector in six Dutch towns could be 
‘predicted’ surprisingly well by the linear regression model; the (bivariate) correlation 
coefficient (0.730) was significant at the 0.09 level. However, some discrepancies 
seemed to result from the variables ‘nature’ and ‘expenditures’, which are both positively 
related to the output multiplier, when only tourism-specific variables are included, and 
negatively related for the total regression model. Apparently, further research on these 
two variables is needed in order to find out how exactly they affect tourism output 
multipliers.  
Trying to answer the basic research question in this chapter, it appears first of all that the 
characteristics of the documentation source do have an effect on the size of the multiplier. 
According to all three analyses, we found that especially conference papers estimate 
higher multipliers than articles do. We also found that recently derived multipliers often 
have lower values. This can be related to the increasing openness of local economies that 
is characteristic of many economies nowadays. 
As can be found in many other publications, it appears that multipliers for countries are 
higher, and so are multipliers for areas with large populations, which is consistent with 
the expectation that higher multiplier values are expected for larger economies. In 
addition, national multipliers are higher than regional multipliers, probably because 
country boundaries decrease import leakage. 
Furthermore, both the explorative analysis and the rough set analysis showed that the 
amount of expenditures has an effect on the output multipliers. However, in which way is 
not exactly clear. 
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CHAPTER 6 
MICROSIMULATION OF RURAL HOUSEHOLDS 
   
6.1 Introduction 
Microsimulation (MSM) is a technique that aims at modelling the likely behaviour of 
individual persons, households, or individual firms, combining communicative qualities 
with more analytical qualities. In simulation modelling, the analyst is interested in 
information relating to the joint distribution of attributes over a population (Clarke and 
Holm, 1987). In these models, agents represent members of a population for the purpose 
of studying how individual (i.e. micro-) behaviour generates aggregate (i.e. macro-) 
regularities from the bottom-up (e.g. Epstein, 1999). This results in a natural instrument 
to anticipate trends in the environment by means of monitoring and early warning, as 
well as to predict and value the short-term and long-term consequences of implementing 
certain policy measures (Saarloos, 2006). The simulations can be helpful in showing (a 
bandwidth of) spatial dynamics, especially if linked to geographical information systems.  
Over the last ten years, the development of spatial microsimulation studies, which add the 
dimension of space to the behaviour of actors is characterized by an increasing number of 
application fields. In particular, the publication of large public sample data sets, has 
allowed researchers to apply spatial microsimulation modelling to various socio-
economic subjects. However, the number of studies applying MSM to retail-market 
analyses is very limited. One of the major obstacles in applying this approach to the 
evaluation of retail developments is that a large database of consumers and their spatial 
behaviour is rarely available, particularly at the small-area level (Hanaoka and Clarke, 
2007). Because our database includes a large number of households, together with 
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information related to their spatial shopping behaviour, MSM will be an excellent tool in 
exploring consumer behaviour in town and hinterland. 
In this chapter, the development of the spatial MSM model SIMtown will be described. 
This model simulates the total population of Nunspeet and Oudewater1, including a large 
number of household characteristics, several of which are relevant to predict the shopping 
behaviour. These micro-populations are needed to estimate the effects of different kinds 
of retail developments in Chapter 7. In the second part of the chapter, the simulated 
micropopulation will be used to show household characteristics which were previously 
not available and which are useful for local policy makers. 
6.1.1 Short history of MSM 
MSM started with the pioneering work of Guy Orcutt and his colleagues around 1960. 
Within the economics community, he advocated a shift from a traditional focus on sectors 
of the economy (as Leontief (1951) did with his input-output models) to individual 
decision-making units. His main aim was to identify and represent individual actors in the 
economic system and their changing behaviour over time (Clarke and Holm, 1987). 
Orcutt (1957) developed an MSM system because he observed that models at that time 
were not able to predict the effects of governmental actions. Neither were they able to 
predict distributions of individuals, households, or firms in single or multivariate 
classifications, because the models were not built in terms of such units. He argued that, 
if certain (simple) relationships are linear, it is relatively easy to aggregate them. But, to 
aggregate relationships about decision-making units into comprehensible relationships 
between large aggregated units, such as the household sector, is almost impossible. 
Therefore, his aim was to develop a new type of model of a socio-economic system 
designed to capitalize on the growing knowledge about decision-making units (DMUs) 
(Orcutt. 1957:117). Most important is the key role played by actual DMUs, such as an 
individual, household, or firm. 
Around the same time, Multi-Agent Systems, also called ‘agent-based models’ were 
developed, which have their roots in an interdisciplinary movement and in the field of 
artificial intelligence (Bousquet and Le Page, 2004). The origins of the concept evolved 
from the Concurrent Actor model of Hewitt (1977). This model proposed the concept of 
self-contained ‘actors’ who communicated with other concurrently executing actors by 
means of messages. Multi-agent systems focus on complex systems where artificial or 
natural entities interact and produce collective behaviour. This collective behaviour is 
expressed by the emergence of (global) phenomena, resulting from combinations of local 
interactions of agents within an environment. Although Orcutt and Hewitt started to 
1 Nunspeet and Oudewater have been chosen for the microsimulation because they have a relatively clear spatial 
structure. Furthermore, Nunspeet is an example of a medium-sized town within a predominantly rural area, 
and Oudewater of a small town in a predominantly urbanized region. 
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develop their new ideas around the same time, the outcome was two different approaches, 
which until recently did not interact very much. 
In the literature, many different terms are used for models that take DMUs into account. 
According to the International Microsimulation Organisation (2007), we can distinguish 
three approaches within individual-level modelling which are nowadays moving towards 
each other. 
A first approach is Cellular Automata (CAs), in which all entities are spatially located 
within a grid of cells. They only have one attribute (alive or dead), and their behaviour is 
dependent upon the state of the neighbouring cells. CAs have been increasingly used to 
simulate complex geographical phenomena (Li and Liu, 2007). However, these models 
have their limitations in reflecting individuals’ behaviour. Secondly, we can distinguish 
Agent-Based Models (ABMs). In these models, the emphasis is put on the interaction 
between individuals, with the main attribute of each individual being their operating 
characteristics (behavioural rules), which evolve in response to the success or failure of 
interactions with other individuals. Traditionally, ABMs work with artificial agents. The 
model is run with non-existing agents, in order to learn more about behavioural 
processes. The aim is rather to achieve a certain functionality of a kind that might be 
observed, but also of a kind that might never even be conceived in human systems. In 
certain simulations, agents have means to communicate, which allow social structures to 
emerge (Epstein, 1999). 
The third approach is MicroSimulation Modelling (MSM). Microsimulation is a 
modelling technique that operates at the level of individual units such as persons, 
households, vehicles, or firms. Usually, these units do not interact, although in some 
(dynamic) models individuals can interact, for example by getting married. Within the 
model, each unit is represented by a record containing a unique identifier and a set of 
associated attributes. A set of rules (transition probabilities) is then applied to these units 
leading to simulated changes in state and behaviour (Clarke, 1996). 
In this chapter, we will use MSM as a tool to analyse the behaviour of existing 
households. In essence, there are two major procedures to be carried out in MSM. First of 
all, the construction of a micro-data set is necessary. This data set should consist of a list 
with individuals, households or firms, together with their characteristics. Secondly, the 
micro-data set should be transformed into a micropopulation corresponding to the actual 
population. When a micropopulation is developed it can be coupled to a behavioural 
model to simulate certain behaviour (see van Leeuwen et al., 2007). 
6.1.2 Examples of existing MSM  
MSM is used to simulate many different situations or events from the perspective of 
individual behaviour. Until recently, most models were used to study the impacts on 
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social equity of fiscal and demographic changes or to simulate traffic flows over a street 
network.  
Microsimulation models can simulate many different situations or events. Nevertheless, 
many of them are used to investigate the impacts of fiscal and demographic changes on 
social equity or to simulate traffic flows over a street network. One of the very first was 
DYNASIM (later followed by DYNASIM 2). It is a dynamic MSM2, developed by, 
amongst others, Guy Orcutt (Orcutt et al., 1976). A major purpose of DYNASIM was to 
promote basic research about the impacts of demographic and economic forces on the 
population of the future. The government of the United States used DYNASIM 
extensively for analyses of Social Security policy in the late 1970s. Another well-known 
model is the CORSIM model, which is a direct descendant of DYNASIM. Because the 
National Institute for Dental Research was a major funding source, considerable effort 
went into adding characteristics that predicted the dental health of the population. More 
importantly, its (main) developer Caldwell reprogrammed the model into a different 
language and ported CORSIM to a PC platform which was much easier to access 
(Hollenbeck, 1995). The design of CORSIM is used by many other model developers. 
Another interesting model, which is used by the Australian government is DYNAMOD, 
which is also a dynamic MSM. DYNAMOD starts in 1986 and ages individuals, month 
by month, until 2046. It aims to provide empirical illustrations for a range of policy 
debates. According to their developers, Brown and Harding (2002), MSMs have become 
very powerful tools in many countries, being used routinely within governments. 
An interesting example from the Netherlands is NEDYMAS. This is a dynamic MSM 
which enables the simulation of (future) social security benefits and contributions. It has 
been developed to ‘analyse the life-time redistributive impact of Dutch social security 
schemes’ (Nelissen, 1993:225). Along the same lines, Sonsbeek and Gradus (2005), who 
are affiliated to the Dutch Ministry of Social Affairs and Employment, describe a 
dynamic MSM that simulates the budgetary impact of the 2006 regime changes in the 
Dutch disability schemes. The simulation is used to answer questions about individual- or 
meso-income effects, the exact distribution of expenses amongst different benefits, and 
the time path of the savings.  
Nowadays, increasingly a spatial component is being added to the models, enabling the 
simulation of developments in different spatial areas, such as regions or zip codes. The 
development of spatial microsimulation studies during the 1990s and 2000s is 
characterized by the expansion of application fields. Owing to the publication of large 
public sample data sets (especially in European countries) and the diffusion of spatial 
2 A dynamic model takes into account longer-term developments with an explicit consideration of time. The 
agents do change over the years; they get older, start relationships, or have children, etc. 
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disaggregation methods, spatial microsimulation modelling has been applied to various 
socio-economic phenomena (Hanaoka and Clarke (2007). 
An example is SVERIGE (System for Visualizing Economic and Regional Influences 
Governing the Environment), which covers the whole of Sweden (Rephann and Holm, 
2004). It is built on a database comprising longitudinal socio-economic information on all 
the inhabitants of the country. It is used to study the spatial consequences of public 
policies at all existing levels. Apart from national models, spatial MSM can also deal 
with smaller areas. RAMBLAS, for example, aims to predict traffic flows in a 
transportation network at various times of the day in the Dutch Eindhoven region 
(Veldhuizen et al., 2000). The developers use activity patterns of households as an 
important link between land-use and transportation. The specific aim of the 
microsimulation is to predict which activities will most likely take place where, when, 
and for how long.  
A final example of a (regional) spatial MSM is SimHealth, which focuses on Wales. 
Smith et al. (2006) describe the framework for an MSM (SimHealth) which identifies the 
factors that negatively influence people’s health; they deal especially with the potential 
link between areas considered to have poor retail food access and spatial concentrations 
of diet-related health problems. The model combines spatial information with 
behavioural and health characteristics by including variables describing residences, 
employment information, household characteristics, and health characteristics.  
Only a small number of the existing (spatial) MSMs focus on rural areas and agriculture. 
An important example is SMILE, which is a spatial MSM which analyses the impact of 
policy changes and economic development in rural areas in Ireland. The model simulates 
fertility, mortality, and migration to provide county-level population and labour force 
projections, in order to evaluate the spatial impact of changes in society and the economy 
(Ballas et al., 2005a). Recently, Cullinan et al. (2006) extended the model with 
environmental information to create indicators of potential agri-tourism hotspots in 
Ireland in order to explore the potential (total demand for outdoor activities) to diversify 
from agriculture to agri-tourism.  
6.1.3 Distinguishing different kinds of MSMs 
MSMs can be developed in different ways, the choice between these characteristics 
relates, on the one hand, to the problem or situation to be analysed, and, on the other 
hand, to data availability (see also Ballas et al. 2005b). Three ways to classify MSMs are 
static/dynamic; deterministic/probablistic and spatial/non-spatial. 
First of all, models can simulate developments in the short run, without allowing the 
households to change (for instance, by getting older). This is called a static MSM. The 
agents do not change, but, for example, their actual behaviour can change or the 
distribution of benefits over the agents may change. It is often used to answer ‘what-if’ 
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questions, such as the re-allocation of benefits (e.g. tax benefits) to different household 
groups due to policy changes. When a model takes into account longer-term 
developments with an explicit consideration of time, it is called dynamic. In this case, the 
agents do change over the years; they get older, start relationships, or have children, etc. 
It is obvious that dynamic models are more complex and, in general, need more data 
input. Often, different modules are developed, each simulating a particular aspect of the 
behaviour of the agents. The rules which determine the characteristics of the agents (in 
both static and dynamic models) can be deterministic or probabilistic. In a deterministic 
model, the relationships are fully determined by the parameters defined within the model; 
therefore, in a real deterministic model the patterns of outcomes will always be stable. 
Often, national data is reweighted to fit small area descriptions. Obviously, the total 
number of households, or the total number of families with children in a small area 
should be the same every time. A probabilistic (or stochastic) model incorporates random 
processes: for example, by using Monte Carlo simulations, either to reflect the random 
nature of underlying relationships or to account for random influences. Often, a 
combination of deterministic and probablistic processes is used (Zaidi and Rake, 2001). 
Furthermore, some of the models are spatially explicit, meaning that the agents are 
associated with a location in geometric space. They can live, for example, in different zip 
codes with different characteristics, or, in a mobility model, they can move/travel 
between distinct areas. Spatial MSM is particularly useful for investigating the 
geographical inequality of socio-economic policy impacts on households in different 
locations. 
6.1.4 Advantages and disadvantages of MSM 
A first particular advantage of MSM relates to data linkage (coupling). Often, at a low 
geographical level, the data availability is relatively poor. Provided that there is a link 
through at least one attribute, then different data sets (for example, questionnaire results 
and census data at different geographical levels) can be included in the same simulation 
exercise. This allows the models to be driven by new variables such as household income 
and expenditure (Ballas et al. 2005b).  
Another advantage of MSM is the possibility to incorporate individual behaviour and 
micro-processes in the model and to use theories of this behaviour (Rephann and Holm, 
2004). It provides a practical method to implement probabilistic models (such as logit) at 
the level of the individual. The heterogeneity of the observations (e.g. by questionnaires) 
can be fully represented and maintained during a simulation experiment. At the same 
time, the results can easily be aggregated to the level suitable to the question at hand. 
A major advantage concerns the ability to address a series of important policy questions. 
Microsimulation is particularly suitable for systems where the decision-making occurs at 
the individual unit level, and where the interactions within the system are complex. When 
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the consequences are very different for different groups and thus difficult to predict, 
MSMs are well suited to estimate and analyse the distributional impacts of policy 
changes, as they are concerned with the behaviour of micro-units (Mertz 1991). In 
addition, especially dynamic models can represent indirect effects and the evolutionary 
pathways of agents (Rephann and Holm, 2004). Although, building a dynamic model 
requires a considerable amount of input and work, it allows relatively robust scenarios or 
images of the future to be developed. 
A technical disadvantage of MSM is the difficulty of validating the outcomes, since it 
estimates distributions of variables which were previously unknown. One way of 
validating the results is to re-aggregate estimated data sets to the level at which observed 
data exist and compare the estimated to the observed distributions. 
Another challenge in MSM is that, when simulating the effect of a certain event on the 
behaviour of households, usually a (behavioural) model is required. Different kinds of 
models are suitable, but, nevertheless, the results depend on these differences. It is 
important that the model is robust. However, when it is working, often a wide range of 
effects can be simulated.  
Our aim is to develop a spatially explicit, static MSM using deterministic rules to 
simulate a rural town-hinterland population in order to show its spatial shopping 
behaviour. As mentioned before, only a small number of existing models focus on rural 
areas, and, furthermore, according to Hanaoka and Clarke (2007), their study describes 
the first spatial microsimulation model applied to retail market analysis. This means that 
our study is the first to analyse spatial shopping behaviour in rural areas. 
6.2 SIMtown MSM Framework 
For the development of our MSM model, called SIMtown, we use the static deterministic 
micro-simulation techniques applied by Ballas et al. (2005a) and enhanced by Smith et al. 
(2007).  
For the simulation we have chosen two different towns: Oudewater and Nunspeet. The 
population will be simulated at the zip code level (small areas with, in general, a 
population of between 100-4,000 persons). The area of Oudewater and the direct 
hinterland consists of 18 different zip codes, and the area of Nunspeet has 9. For an 
MSM, this number is relatively small. The micro-data set we use is the Marketowns 
questionnaires database. In total, the database consists of 1500 completed surveys, around 
250 per town. 
The deterministic method used to create the synthetic population (micropopulation) is a 
proportional fitting technique. Using this deterministic reweighting methodology, 
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households from the questionnaires database that best fit chosen demographic 
characteristics (e.g. kind of household, income level, and place of job) from the 
Neighbourhood statistics (from Netherlands Statistics) are ‘cloned’3 until the population 
of each zip code is simulated. The reliability of these synthetic populations can be 
validated against other census variables to ensure the synthetic population resembles the 
actual population (Ballas et al., 2006). 
The procedure is repeated until each household has been reweighted to reflect the 
probability of living in each output area. This method ensures that every household has 
the opportunity to be allocated to every area. However, there may be no ‘clones’ of a 
household in an area, or there may be 60 copies of a single household. The criterion is 
simply how well each household matches the constraints from the Neighbourhood 
statistics (Smith et al., 2007). Next, in Chapter 7, we will link the static MS model with a 
behavioural model.  
When simulating a micropopulation, one often has a choice between different possible 
micro-data sets, such as (larger) national micro-data sets with general data or smaller 
local, more specific ones. To see whether it is essential to use local information instead of 
general information, we will compare the outcomes of a simulation using the total data 
set or only the households living in either Oudewater or Nunspeet. In addition, we will 
also compare the outcomes from simulations with a small and a larger number of 
constraint variables. 
6.2.1 Constraint variables 
Constraint variables are used to fit the micro-data to the real situation/number in the zip-
code areas. Each of the constraints must be present in both the base survey (micro-data 
set) and the small-area data set, in our case the Neighbourhood Statistics of 2003 
(Statistics Netherlands, 2007).  
The choice of which variables to use is very important as it affects the outcomes. In some 
models, the order of constraints in the model, as well as the number of classes 
distinguished, also has an effect on the results. Unfortunately, there are only a few 
publications dealing with these subjects (e.g. Smith et al., 2007). Furthermore, the best 
variables to be used as a constraint are not always available. Particularly, when using 
small areas, the available data can be limited. In our case, some of the information was 
only available at the municipality level instead of at zip code level. In these cases we 
tried to match it, as far as possible, to the smaller areas, as described below. We used 7 
constraint variables in total (that are, of course, also part of the survey) which proved to 
be relevant according to the multi-nominal logit analysis of spatial shopping behaviour of 
households described in Chapter 3. 
3 Households, including all their characteristics, are copied. 
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Type of household 
The constraint variable ‘type of household’ refers to the composition of the household. 
We made a distinction between single households, households with young children 
(under 18 years), and other households. This information is available at the zip-code 
level, although Statistics Netherlands4 uses ‘households with children’ instead of 
‘households with young children’. We adapted this by using information about the age of 
the children (available at the municipality level). 
Income level 
The level of income of the households is measured by means of deciles. We used national 
decile-groups5. Unfortunately, this information is available only for municipalities, not 
for zip codes but. To be able to make a distinction between the different zip codes in the 
municipality, we used the level of urbanization: we combined information about income 
levels in each municipality, with the income levels for five levels of urbanization (in 
general) and the level of urbanization of the zip codes. 
Car ownership 
We used car ownership as a constraint variable because it is one of the variables of the 
logit model that explains the spatial shopping behaviour of households (described in 
Chapter 3). Four classes of households are distinguished: owning no car; owning 1 car; 
owning 2 cars; and owning more than 2 cars. For each zip code we know the total number 
of cars. Again, we used the level of urbanization in combination with the four classes. 
Employment in zone A, B or C 
The place of work is a relevant variable, which also plays a significant role in the logit 
model. Therefore, it is important to include it as a constraint. It was possible to include 3 
constraints; having a job in zone A, in zone B, and/or in zone C. We started with a file 
from 2001, describing for each municipality where most employees have a job. For up to 
30 towns, the number of persons working there and living in the municipality concerned 
(Oudewater or Nunspeet) is given. Because the municipality borders do not correspond 
with our zones (A, B and C), we used the number of households and the number of jobs 
available at zip-code level to disaggregate the totals. We checked the outcomes with 
available information about the total number of working persons per zip code and it 
appeared to be accurate. 
                                                          
4 Dutch Bureau of Statistics. 
5All the Dutch households are sorted according to their level of income. Then, 10 equal groups, according to the 
number of households in each group, are distinguished. The highest income level of each group is used as class 
boundaries (called ‘deciles’). 
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Agricultural or non-agricultural households 
Finally, we used the constraint of number of households living on a farm and the number 
of households who do not. As location characteristics for farm households can be 
different from those of non-farm households (e.g. in terms of accessibility or 
remoteness), it can be helpful to make this distinction. The information on number of 
farms is available at zip code level, but only for the year 2004. We used this information, 
bearing in mind that the actual number might have been slightly higher in 2002. This 
constraint variable is the only one which is not included in the behavioural logit model. 
In addition to the constraint variables, two control variables are used. These variables are 
not part of the reweighting procedure, but are used to check if the results are reliable.  
The control variables are number of persons (instead of households) and the number of 
single and double-income households. 
6.2.2 Validation and choices 
To evaluate the outcomes of the different simulation models, we used the standardized 
absolute error measure (SAE) as described by Voas and Williamson (2001). The measure 
sums the discrepancies (TAE = total absolute error) divided by the number of expected 
households (Equation 6.2): 
kk
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ror threshold of less than 10 per 
ent error (SAE<0.10) in 90 per cent of the output areas. 
how a larger micro-data set or a more site-
in which Tk is the observed count of cell k (e.g. zip code 3448), Ek, the expected count 
for cell k, and N the total expected count for the whole table (e.g. Oudewater as a whole). 
Of course, it is also necessary to have an error-threshold. Clarke and Madden (2001) use 
an error threshold of at least 80 per cent of the areas with less than 20 per cent error 
(SAE<0.20). Smith et al. (2007) work with a model that simulates persons with diabetes, 
which is a relatively rare disease, and therefore use an er
c
To analyse the effect of the constraint variables on the outcomes, we simulated 7 
different models (see Table 6.1) with 3 different household data sets (all, Nunspeet, and 
Oudewater). The models differ in the selection and number of constraint variables and the 
data sets used (the total micro-data set or only the part related to the specific town). It is 
interesting to look at the differences between these models, to learn whether it is better to 
have more constraint variables, or to see 
specific data set affects the outcomes. 
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Tabl nstraint va ed in the 7 different models 
el
e 6.1: Co riables includ
Mod Constraints 
3C Joba, Jobb, Household
3CC Income, Joba, Jobb 
4C Household, Joba, Jobb, Income 
5Ccars Household, Income, Joba, Jobb, Cars 
5Cfarm Household, Income, Joba, Jobb, Farm 
6C Household, Income, Joba, Jobb, Jobc, Cars 
7C Household, Income, Joba, Jobb, Jobc, Cars, Farm 
The different outcomes are evaluated with the help of standardized absolute errors (SAE) 
for income, jobs, kind of household, and the total model: the lower the SAE, the better. In 
use of the total data set results in a 
umber of variables are very 
. Thus, it seems that different constraint variables could be relevant 
 different towns. 
all number of variables are important, 
 is better to use a limited number of constraints.  
total, we run 28 models as is shown in Table 6.2. 
When we compare the differences between the four data sets, it appears first of all that 
Nunspeet has, in general, lower SAEs compared with Oudewater. This can be explained 
by the larger number of more heterogeneous zip codes in the Oudewater region. 
Furthermore, we can see that in almost all cases the 
better fit compared with the town-specific data sets.  
Considering the choice of number and specific constraints, Table 6.2 shows that, in 
general, the best results are achieved by a model with a larger number of constraint 
variables. The average SAE values are lowest for the 6C model, and highest for the 3C, 
and the 3CC model. However, when we look at the scores for the separate constraints, it 
appears that the 3C model works very well for the ‘kind of household’ variable and the 
3CC model very well for the income variable. This indicates that, in general, more 
constraints lead to a better model. But, when only a small n
important, it is better to use a limited number of constraints. 
Finally, it appears that not all variables are good constraint variables. In our example, it 
seems that the variable farm-household disturbs the results of the job variables: both the 
5C farm and the 7C model show high errors for these variables, and therefore the 6C 
model has a better fit than the 7C model. However, this ‘disturbance’ occurs most 
strongly in the Oudewater model. In this town, the agricultural sector is more important 
than it is in Nunspeet
in
To summarize, we can conclude from this simulation exercise that, in general, a larger 
number of (relevant) constraint variables, as well as a larger data set result in the best fit 
of the simulation model. However, when only a sm
it
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Table 6.2 dized Abso SAE) of the constraint variables income, jobs and 
household
Database Oudewat Nunspee
: Standar
for simulation models 
lute Error (
with different constraints and
er 
 different data sets 
t
Total Selection Total Selection 
Model S  SAE AE
Income   
3C 0.50 0.53 0.38 0.42 
3CC 0.06 0.14 0.06 0.13 
4C 0.10 0.16 0.07 0.13 
5Ccars 0.19 0.23 0.16 0.19 
5Cfarm 0.10 0.26 0.07 0.14 
6C 0.18 0.25 0.16 0.18 
7C 0.19 0.34 0.15 0.16 
Jobs (A,B,C) 
3C 0.15 0.16 0.05 0.11 
3CC 0.15 0.17 0.07 0.11 
4C 0.15 0.16 0.06 0.11 
5Ccars 0.16 0.16 0.06 0.14 
5Cfarm 0.20 0.17 0.11 0.14 
6C 0.05 0.04 0.04 0.08 
7C 0.12 0.08 0.10 0.12 
Kind
Hou
 of 
eholds
3C 0.11 0.14 0.06 0.10 
3CC 0.31 0.33 0.26 0.24 
4C 0.18 0.24 0.13 0.14 
5Ccars 0.14 0.17 0.11 0.12 
5Cfarm 0.15 0.20 0.09 0.13 
6C 0.18 0.22 0.10 0.13 
7C 0.15 0.20 0.08 0.11 
Average* 
3C 0.20 0.22 0.15 0.15 
3CC 0.18 0.21 0.19 0.14 
4C 0.16 0.19 0.09 0.12 
5Ccars 0.15 0.16 0.09 0.14 
5Cfarm 0.17 0.20 0.10 0.13 
6C 0.10 0.12 0.08 0.11 
7C 0.13 0.14 0.11 0.12 
*Average SAE values of the variables: income, job A, job B, job C, kind of household, and car ownership. 
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6.2.3 SIMtown, the final framework 
The model chosen for the final simulation is the 6C model in which constraints related to 
household type, income, job in zone A, job in zone B, job in zone C, and car ownership 
are included. We used these six constraint variables to reweight the total data set 
 values indicate that 
e simulated two usable micro-population data sets (see Table 6.3).  
Table 6.3: SAE values for the co les
avera ith SA
(consisting of 1500 Dutch households). 
Unfortunately, the calculated weights are not 100 per cent correct. This is because we 
only want to work with ‘complete’ households (not with 0.7 of a household), so that the 
calculated weights (in decimals) need to be rounded to integers, which can cause small 
number problems. However, after some final improvements, the SAE
w
nstraint variab
Constraints 
SAE ge % of areas w E < 0.10 
Oudewater  Nunspeet Oudewater Nunspeet 
Income (1-10) 0.07 0.08 95 90
Cars (= 0) 0.11 0.04 60 100
Job A 0.01 0.01 100 100
Job B 0.04 0.02 100 100
Job C 0.02 0.01 100 100
Household (1-3) 0.11 0.04 65 90
Total 0.06 0.03 100 100 
Finally, we also have to look at the results for the control variables. Table 6.4 shows the 
SAE values for the two control variables, number of persons, and number of single- and 
double-income households. These variables confirm that the simulation is robust. For 
Nunspeet, the number of persons is very well simulated. Considering that the number of 
single- and double-income households is a more complex variable to simulate (because it 
is related to jobs, and only households with two or more adults are considered) these 
sults are satisfactory as well. 
the control variables number of persons and number of single- and 
double-income households. 
     % z
re
Table 6.4: SAE values for 
SAE ip codes % zip codes  
Oudewater persons 0.11 80 90
single/double income 0.16 40 100
Nunspeet persons 0.04 90 100
 single/double income 0.19 0 80 
In our opinion, and based on the constraint and control variables of the simulation of 
households, the new micropopulation of both Oudewater and Nunspeet is a good 
representation of the actual population.  
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6.3 SIMtown Micropopulation: a Picture of the Current Situation 
An important aspect of MSM is the possibility to aggregate the results to whatever level 
desired, to provide aggregated data by whatever category or variable needed (Isard et al., 
1998). A useful outcome of SIMtown is ‘a picture of the current situation’. The complex 
reweighting procedure leads to a robust picture of the real (rural) population, as well as of 
estimations of current flows of purchases. Of course, the questionnaires also give a nice 
picture of these flows, although certain groups of households can be under- or 
overestimated because they were not willing to participate in the survey.  
 
6.3.1 Expenditure flows of households 
Table 6.5 shows, for each settlement located in the Nunspeet region (see Figure 6.1), the 
total share of products bought in the four zones A, B, C, and D. As can be seen on the 
map, one relatively large and four small towns are located in the hinterland. The larger 
one is Elburg, with around 11,000 inhabitants. Located just outside the 7 km zone, in 
zone C is the city of Harderwijk with almost 40,000 inhabitants.  
Not surprisingly, households living in Nunspeet buy most products (71 per cent) in the 
centre of Nunspeet. However, households from Vierhouten and Hulshorst, two small 
settlements, also tend to shop in zone A (Nunspeet). Households living in Doornspijk, 
which is located between Nunspeet and Elburg, spend almost the same share of 
expenditures in zone A and B. Finally, households living in the larger towns Elburg and 
‘t Harde, relatively far away from Nunspeet, buy more in their own town. 
 
Table 6.5: Share of total purchases bought in the four zones per settlement 
Zone   A B C D 
Town % 
Nunspeet 71 6 5 18 
Figure 6.1: Schematic map of Nunspeet and its hinterland 
Hierden 19 15 38 29 
Vierhouten 44 10 12 35 
Hulshorst 55 6 13 26 
Elburg 11 59 9 20 
‘t Harde 17 41 14 28 
Doornspijk 30 36 9 25 
Elburg
NUNSPEET (A)
Hierden
’t Harde
Vierhouten
Doornspijk
Harderwijk
Hulshorst B C
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In Oudewater, the situation is slightly different (see Figure 6.2 and Table 6.6). First of all, 
Oudewater is much smaller than Nunspeet (10,000 compared with 20,000 persons), but, 
furthermore, Woerden is (partly) located in Oudewater’s hinterland and is a bigger city of 
almost 50,000 inhabitants. However, there is a barrier between Oudewater and Woerden, 
in the form of both a highway and a rail track. The other towns in the hinterland of 
Oudewater are all relatively small, apart from Montfoort which is slightly smaller than 
Oudewater. 
B C
Woerden
Montfoort
Linschoten
Schoonhoven
Haasdrecht
Gouda
Bodegraven
Driebruggen
OUDEWATER
Table 6.6: Share of total purchases bought in the four zones per settlement
Figure 6.2: Schematic map of Oudewater and its hinterland
Zone A B C D
Town %
Oudewater 58 14 16 13
Woerden 5 76 9 10
Linschoten 10 63 12 16
Montfoort 6 73 10 11
Haasdrecht 9 37 43 11
Driebruggen 16 36 30 18
This spatial situation results in lower shares of expenditures in Oudewater, compared
with Nunspeet. Only the households living in Oudewater spend around 60 per cent of
their expenditures in their own town. Furthermore, households from the smaller towns,
such as Haasdrecht, Linschoten and Driebruggen, do around 10 per cent of their shopping
in Oudewater. Obviously, the Woerden and Montfoort households spend most money in
their own town or in Woerden: around 75 per cent of total expenditures are spent in zone
B.
The spatial aggregation of households’ shopping behaviour shows very clearly how
important local area characteristics are and how strongly they affect their spatial 
behaviour.
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6.3.2 Spatial distribution of households with a low income 
In addition, the outcomes of SIMtown also include information about other related 
subjects. For example, it is possible to get insight into specific household groups which 
need special social policy attention, information which is often difficult to get on a low 
geographical level. Figure 6.3 shows the spatial distribution of older households (65 years 
and older) and Figure 6.4 the distribution of young households (35 years and younger), 
both with a relatively low income (income groups 1-3) in and around Nunspeet (on the 
map ‘A’ indicates the town of Nunspeet and ‘B’ its hinterland). The dot-patterns show 
the share of these poorer households without a car.  
Figure 6.3: Share in total population of older households (per zip code) with  
a low income and the percentage of them without a car in the Nunspeet area.  
45-60%
5-10%  1-5 %  10-15% Out of area
Share of older households (>65) with low income:
No car:  60-75%
A B
Figure 6.3 shows that, especially in Nunspeet and Vierhouten, a relatively large share
(between 10 and 15 per cent) of the population consists of the elderly with a low income.
In the western part of Nunspeet, as many as 60 to 75 per cent of these households do not
own a car. For these households, local facilities are extremely important. In Hierden, only
6 per cent of the households consist of the elderly with a low income, and around half of
them owns a car. The share in total population of young households with a low income is
much lower, between 2 and 5 per cent (Figure 6.4). The majority of the households with a 
head of household younger than 35 have a medium-high income. In addition, most of the
young households with low income own a car.
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 20-25%
 4-5% 2-3% Out of area
Share of young households (<35) with low income:
No car: 25-30%
Figure 6.4: Share in total population of young households (per zip code) with
a low income and the percentage of them without a car in the Nunspeet area.
A B
Figure 6.5 and Figure 6.6 show the same distributions of households, but now for the
Oudewater area. In Oudewater too, the share of older households with a low income is
higher than the share of younger households with a low income (0-15 per cent compared
with 0-4 per cent).
In Oudewater, a relatively large share of the population consists of the elderly with a low 
income, and as many as 75-85 per cent of these households do not own a car. These
households are really dependent on local facilities, as there is, for example, no train
station in Oudewater.
As mentioned earlier, the share of young households with a low income is much lower 
(see Figure 6.6). However, in the area of Oudewater a relatively large share of these
households do not own a car: for instance, in the area around Driebruggen, only 30 per
cent of the young households with a low income own a car. Near Oudewater and
Woerden, the share of these households is much lower, and, furthermore, a larger share of
them own a car. 
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 35-55% 
  5-10 %   1-5 %  10-15% Out of area
Share of older households (>65) with low income:
No car:  35-75%  75-85% 
Figure 6.5: Share in total population of older households (per zip code) with a low 
income and the percentage of them without a car in the Oudewater area.
A B
A B
Figure 6.6: Share in total population of young households (per zip code) with a low 
income and the percentage of them without a car in the Oudewater area.
 0-35% 
  2-5 %   1-2 % Out of area
Share of young households (<35) with low income:
No car:  35-55%  55-75% 
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6.3.3 Spatial distribution of recently arrived households 
Another interesting topic, which is often difficult to find in spatial databases, is the 
distribution and characteristics of new households in an area. It shows the attractiveness 
of an area for certain new residents, as well as the local level of dynamics. The Nunspeet 
micropopulation includes information about how long a household has lived in the area; 
this makes it possible to select households who have lived 5 years or less in Nunspeet and 
its hinterland. Generally, around 10 per cent of the total population recently (less than 5 
years ago) moved to the Nunspeet area (see Table 6.7). 
Figure 6.7 (a and b) shows the spatial distribution of older and younger households who
have recently arrived in Nunspeet. Most of them, between 30-50 per cent, are young
households, and a smaller part, between 1 and 15 per cent are elderly. Interestingly, most
older households choose Nunspeet, Doornspijk and ‘t Harde for their new residence,
while younger households are particularly interested in Hierden and Hulshorst. In
addition, SIMtown also provides information about several characteristics of the
newcomers, such as their income level. 
Table 6.7 shows the share of the older and younger households in the total recently
moved households with relatively high and relatively low incomes. In line with the
former analysis, most older households, which recently moved to the Nunspeet region,
have low incomes. However, there is a considerable degree of differentiation: in ‘t Harde
and Doornspijk around a fifth of the new elderly have a high income. Again, many
Figure 6.7 (a,b): Share in total recently moved (<5 years) households of older households (a), same
for younger households (b).
5-10% 1-5% 10-15% Out of area
Share of older households (>65) just moved to the area: 
 35-40% 30-35% 40-45% Out of area
Share of young households (<35) just moved to the area: 
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recently moved young households often have a high income. Many of them have double 
incomes with at least one of the jobs in the region. 
Table 6.7: Share of households living 5 years or less in the Nunspeet region 
Town Zip
code 
Living 5 years or shorter in Nunspeet 
Total (%)
of which old (>65) of which young (<35) 
total 
High*
income
(%)
Low**
income
(%)
total 
High*
income
(%)
Low**
income
(%)
Hierden 3849 11.3 0.5 0 100 4.7 45 11
Nunspeet 8071 8,0 0.9 11 89 2.9 45 7
Nunspeet 8072 7.4 0.8 13 75 2.5 48 12
Vierhouten 8076 9,0 0.6 0 100 3.2 31 19
Hulshorst 8077 7.3 0.0 - - 2.9 41 7
Elburg 8081 8.6 0.7 14 71 3.1 48 13
‘t Harde 8084 8.3 1.0 20 70 2.9 55 10
Doornspijk 8085 8.5 0.9 22 67 2.8 39 11
*   3 highest income deciles. 
** 3 lowest income deciles. 
6.4 Conclusions 
The aim of this chapter was to show the usefulness of spatial MSM in spatial information 
provision, and to develop a micropopulation suitable for the analysis of spatial shopping 
behaviour. Therefore, as described in the first part, an MSM model named SIMtown was 
developed. During the development process, a number of choices had to be made, 
concerning, for example, the micro-data set (which will be reweighted) and the constraint 
variables. It appeared that the best micro-data set was the large general data set, rather 
than the small-local ones. Although the households in the general data set are not 
specifically related to the town population which was to be simulated, its use resulted in 
the lowest statistical errors. Furthermore, we decided to use a (relatively) large number of 
constraint variables: namely, 6. However, not all available constraint variables were 
included: the variable ‘being an agricultural household or not’ did not add anything to the 
model.  
In the second part of the chapter, the micropopulation was used for spatial-analyses; three 
examples of spatial data provision were shown. First of all, the micropopulation was used 
to give an improved and more spatially disaggregated overview of the shopping locations 
of households. It showed that households living in Nunspeet buy most products (71 per 
cent) in the centre of Nunspeet. However, households from small settlements nearby also 
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tend to shop there. In Oudewater, which is relatively small, the situation is different. The 
households living in Oudewater, spend around 60 per cent of their expenditures in their 
own town. But households living in nearby smaller settlements only do around 10 per 
cent of their shopping in Oudewater. This indicates that the regional function of Nunspeet 
in serving hinterland households is stronger compared with Oudewater. The second and 
third example of spatial data provision showed the (spatial) distribution of households 
who need special social policy attention: those with low income and no car, and the 
spatial distribution of recently arrived households. These insights provide useful inputs 
for many communicative activities in planning: for example, in debates with stakeholders 
or in plan presentations.  
The information created by MSM is mostly based on complex but well-founded rules. 
From this chapter we can conclude that, when developing an MSM, the best results come 
from an MSM framework which uses a large micro-data set and a (relatively) large 
number of relevant constraint variables. In this way, MSM can be a useful tool in 
providing specific detailed information about households at a low geographical scale.  
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CHAPTER 7 
FUTURE DEVELOPMENTS IN RURAL AREAS: COMBINING 
MICRO AND MACRO
   
7.1 Introduction 
So far, we have focused on the macroeconomic effects of possible developments (called 
shocks) using SAM multipliers and microeconomic (shopping) behaviour separately. A 
great advantage of a SAM is its ability to capture a wide variety of developments in a 
(macro-) economy, as it links production, factor and income accounts. However, it lacks 
a certain distributional detail. A major advantage of MSM is the way in which individual 
behaviour can be simulated. This can be aggregated to show local or regional changes in, 
for example, household demand. An interesting and relatively new approach is to link 
micro-models with macroeconomic applications to capture the indirect effects of 
individual behaviour. Until now, this combination has only been rarely described in the 
scientific literature (Davies, 2004). An explanation for this is that both kinds of models 
need a lot of input and time to be developed, so that often these two different models are 
simply not present at the same time. However, there are some publications, such as 
Hérault (2005) and Robilliard and Robinson (2005), which describe the linkage between 
micro- and macro-models, often MSM models and CGE (Computable General 
Equilibrium) models. These researchers are interested in the distribution of 
macroeconomic effects over individual households. Therefore, they use a top-down 
142 Chapter 7
approach, in which they first estimate the macroeconomic effect of, for example, tax 
policy changes, which is then passed on to individual households in the MSM model. 
Many MSM models deal with (national) tax-benefit reform and income issues, which is 
why the top-down approach was chosen.  
In this chapter, we also combine micro- with macro-results, but instead, we use a bottom-
up approach. Our aim is to evaluate future developments and their effect on the local 
economy. First, we use MSM to simulate the characteristics of future populations. Then, 
we estimate the macro-effects of these developments, mainly the effects on the retail 
sector. Apart from simulating future population dynamics, we also simulate the effect of 
future retail developments, such as the opening of a new shop or retail centre in town and 
hinterland. This analysis shows how different locations for retail developments would 
have a different impact on the local economy.  
 
 
7.2 Bottom-up Approach in Micro-Macro-Modelling 
In this chapter, we are interested in the indirect effects of households changing their 
shopping behaviour and the distribution of effects over different areas. This means that, 
instead of using a top-down approach as described in the introduction, a bottom-up 
approach will be most suitable. To date, such an approach has been described by only a 
few researchers, such as Lattarulo et al. (2002) who apply a MSM/SAM model to the 
Tuscany region in Italy. 
New retail 
developments
Figure 7.1: Bottom-up approach linking micro- and macro-models
CBS demographic
prognoses for 2010
and 2020
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microsimulation
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2010 and 2020
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Data on shopping 
behaviour Macroeconomic
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1
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Our main aim is to capture direct and indirect effects of future retail developments in the 
Nunspeet area, one of the five Dutch case-study towns. These indirect effects are 
especially interesting because the retail sector obtains most of its input from other 
sectors; it does not really produce anything itself. To get a complete picture, we will not 
only simulate the effects of retail developments in 2010 or 2020, but also the changing 
characteristics of the population of those years (see Figure 7.1).  
Therefore, we first (1 in Figure 7.1) use SIMtown and demographic prognoses from 
Statistics Netherlands (CBS) to estimate the micro-effects of future population dynamics 
on local household expenditures. These micro-effects are used as input for a multiplier 
analysis to find out what the indirect effects will be.  
Secondly (2 in Figure 7.1), to simulate future retail developments in the best possible 
way, the future micro-population is used as input for the spatial shopping behaviour 
model, described in Chapter 3 to estimate the individual effects of new retail 
developments. Then, the total future expenditures in town and hinterland taking into 
account specific retail developments are used for the SAM multiplier analysis. The final 
result is a bandwidth of macroeconomic effects, in town and hinterland, of several future 
retail developments, differing in size and location. 
7.3 Microsimulation as a Tool to Explore the Future 
MSM models are often used to show a possible or most likely picture of the future. 
However, mostly it is dynamic MSM models that are used for this purpose. The decision-
making units in these kinds of models change over the years: they get older, die, or they 
have children. In this way, the composition of the population changes over the course of 
time. Nevertheless, as these models often do not include specific behavioural modules 
related to a certain activity, such as shopping, it is only the population that changes, not 
their behaviour. Besides the strong suitability of these dynamic models in exploring the 
future, they also have an important drawback: their expensiveness. Because these models 
are very complex, they require a lot of input. According to Harding (2007) the total 
development costs of (extensive) dynamic population microsimulation models exceed 
US$6 million (and more than 10 years of work).  
Static models, on the other hand, are less complicated and therefore less expensive. They 
have the advantage that the simulated first-order effects are very precise (Redmond et al., 
1998). However, their primary purpose is traditionally to show the distribution of certain 
developments, not to simulate a changing population. When static models extrapolate the 
micropopulation to the (near) future, essentially it involves the reweighting of a 
population to reflect exogenously-generated forecasts of particular distributions, such as 
age and education. For example, if it is assumed that the numbers of young households 
will increase by 5 per cent, then the sample is reweighted to reflect this (Clarke and 
144 Chapter 7
Holm, 1987). The demographic variables of the individuals, such as age, education, and 
economic status, do not change. Because of this, static models seem to be reliable for 
forecasts with a short- or medium-term horizon. 
SIMtown is a static deterministic model with a behavioural component. This means that 
the model does not allow the households to change but that exogenously-generated 
demographic forecasts (from Statistics Netherlands), which include as much information 
as possible related to the constraint variables, are used to simulate (reweight) a future 
population. As has been described, static MSM are especially valuable for short- and 
medium-term forecasts. This means that the simulation of the 2010 population is most 
reliable. We will, however, also explore the forecasts for 2020 to be able to better 
position the results for 2010. 
7.4 Micropopulation of 2010 and 2020 
7.4.1 Microsimulation of Nunspeet households 
For this exercise, we use the simulated population of Nunspeet for the year 2003, 
consisting of 17,571 households, together with demographic prognoses from Statistics 
Netherlands for 2010 and 2020, at municipality level. There are forecasts available on the 
number of persons and households, as well as kind of households. Because we want to 
use the same constraint variables (kind of household, income, number of cars, job in zone 
A, job in zone B and job in zone C) which were used for the simulation of the 2003 
micro-population, the future number of jobs (which is not included in the CBS forecasts) 
is recalculated using the future number of active persons (aged between 15 and 65 years). 
This means that, in this simulation of the future, employment developments follow 
demographic developments. Furthermore, it is assumed that, although income will 
increase between 2003 and 2010/2020, the distribution of households over the 10 income 
classes will remain the same. 
Table 7.1: SAE values for the constraint variables for Nunspeet in 2010 and 2020 
Constraints 
SAE average % of areas with SAE < 0.10 
2010 2020 2010 2020
Income (1-10) 0.01 0.01 100 100
Cars (= 0) 0.01 0.01 100 100
Job A 0.02 0.02 100 100
Job B 0.03 0.03 100 100
Job C 0.02 0.01 100 100
Household (1-3) 0.02 0.02 100 100
Total 0.01 0.02 100 100
Future developments in rural areas: combining micro and macro 145
To evaluate the outcomes of the simulation of the Nunspeet micro-population of 2010 
and 2020, again the standardized absolute error measure (SAE) is used, as described by 
Voas and Williamson (2001) and explained earlier in Chapter 6.   
Table 7.1 shows the SAE values for the six constraint variables. Because the differences 
between the population in 2003 and in 2010 are not very large (5 per cent increase), the 
errors are very small (low SAE values). The population growth in 2020 is projected to be 
9 per cent, resulting in slightly larger errors. However, both simulated micro-populations 
are useable. 
7.4.2 Changing population characteristics 
The information used for the 2003 simulation was mostly zip-code-specific data. 
However, unfortunately the forecasts do not cover such a low level of aggregation. This 
means that the 2010 and 2020 micro-populations have slightly less spatial heterogeneity. 
Therefore, some of the zip-codes are grouped into new areas so that we now distinguish 
Nunspeet, hinterland west (Hierden, Hulshorst and Vierhouten), hinterland east 
(Doornspijk and ‘t Harde), and Elburg. 
Figures 7.2 and 7.3 show the simulated population developments in the Nunspeet region 
between 2003 and 2020. In line with the national forecast, the number of households is 
forecast to increase, but the growth in Elburg is expected to be stronger than the growth 
in Nunspeet. In Elburg, the number of persons also seems to slightly increase, while in 
Nunspeet this number is likely to decrease by almost 2,000 persons, around 10 per cent of 
the total population. 
Figure 7.2: Simulated population dynamics between 2003, 2010 and 2020  
Source: SIMtown simulation based on CBS data. 
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Figure 7.3 disaggregates the development of households into young (<40 years) and older 
households (>60 years). Although, the total number of households in Nunspeet increases, 
the number of young households gets smaller and the number of older households 
increases relatively strongly. In Elburg, the number of older households increases as well 
(more strongly than in the surrounding hinterland (east)), but here the number of young 
households increases. This means that the ageing of the population happens less quickly. 
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Figure 7.3: Simulated dynamics in number of young and older households from 2003-2020  
Source: SIMtown simulation based on CBS data. 
For the whole local area, in 2010 the population decreases by 1 per cent, but the number 
of households increases by 5 per cent. In 2020, the population decreases by 3 per cent, 
but the number of households increases by almost 9 per cent 
7.4.3 Effect on shopping expenses 
The simulated growing number of households but decreasing number of persons, as well 
as the larger share of older households, all affect the total household expenditures in the 
region. Figure 7.4 shows that, overall, for all products and in all areas, the total amount of 
expenditures is not expected to change much. The smaller population will spend the same 
amount of money (when not taking into account income growth over the years); only the 
distribution over the zones and over the kind of products will change.  
First of all, in zone A, the total expenditures are forecast to decrease by around 3 per cent 
in 2020. However, this decrease is relatively small when taking into consideration that 
the total population in this zone will decrease by 7 per cent. But, it is surprisingly low 
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when we think about the increasing number of households (by 5 per cent). The most 
important change in zone A will be the decreasing expenditures on goal shopping. 
Apparently, the larger group of one-person and older households tend to spend less on 
these kinds of products.  
In the hinterland, zone B, the future seems to be brighter: the total expenditures will 
increase by 4 per cent in 2020. In particular, expenditures on grocery and fun shopping 
will increase. An important reason for this is the growing number of households in 
Elburg by around 10 per cent; however, the number of persons will not really change. 
This shows that the dynamics of the number of persons or number of households cannot 
predict the changing amount of retail expenditures. Apparently, more detailed indicators 
are required. 
Furthermore, future households from Nunspeet and the direct hinterland are likely to 
spend a little less in zone C and zone D (ROW). In both zones, there will be a relatively 
strong decrease in goal shopping, together with an increase in grocery shopping and fun 
shopping.  
To summarize, the simulation of changing expenditures resulting from future population 
dynamics shows that the total amount of expenditures will not change much between 
2003 and 2020. This is an interesting result because, on the one hand, the number of 
persons will decrease but, on the other, the number of households significantly increases. 
It appears that future retail expenditures cannot be predicted only by number of persons 
or number of households. 
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Figure 7.4: Changing retail expenditures because of population dynamics between 2003 and 2020 
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7.5 Macro-effects of Population Dynamics 
In the former section, it was shown that, between 2003 and 2020, it is likely that in some 
zones retail demand will decrease, and in others it will increase as a result of future 
population dynamics. In this next step, not only the direct but also the broader effects of 
these developments are estimated. 
7.5.1 Retail sector 
According to Statistics Netherlands (2003), the trade margin of the Dutch Retail sector is 
92 per cent. This means that of all purchases, only 8 per cent goes to the retail sector1
itself, the rest are payments to other sectors, depending on the kind of products sold. 
Table 7.2 shows the allocation of consumer expenditures over other sectors. It shows, for 
example, that most grocery expenditures will flow to the food industry. However, it does 
not show in which zone the purchased products are produced. Of course, we can not 
assume that they were all produced locally, in zone A or B.  
Table 7.2: Allocation of shopping expenditures 
Groceries Fun Goal
Agriculture 0.10 0.03 0.03 
Food, drink and tobacco 0.82 0.00 0.03 
Textiles leather, wood and furniture 0.00 0.52 0.21 
Chemicals, rubber, plastics and glass 0.00 0.22 0.15 
Metals, machinery, electrical, computing and 
transport equipments 0.00 0.15 0.45 
Retail sector 0.08 0.08 0.08 
Public administration, education, health and 
other services 0.00 0.00 0.05 
Total 1.00 1.00 1.00 
Source: Mayfield et al. (2005). 
From the firm questionnaires, which include 37 shops in Nunspeet and 215 in the other 
five towns, it appears that, in general, between 5 and 8 per cent of the input of the retail 
sector is obtained in zones A and B, including services like financial services. 
7.5.2 SAM retail multiplier  
The multiplier for the retail sector resulting from the Nunspeet SAM shows the 
redistributive effect of extra demand which will be allocated to zones A and B. Hence, it 
                                                          
1 We assume that this trade-margin is equal for the three categories of shopping, but in reality there will be 
differences. 
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is not only the information about the allocation of effects over the different zones that 
makes the SAM multiplier an interesting tool.  
Furthermore, the insight in the distribution over other sectors, wage-payments or local 
income is also very useful. Nevertheless, we have to keep in mind that the multiplier is 
calculated for the ‘average’ retail sector, not separately for the grocery, fun or goal shops.
Table 7.3 (a,b), shows the redistributive effects of the retail sector. Apparently, most of 
the (extra) effect from a changing demand in the retail sector appears in local wage 
payments and local income: around 90 per cent. This is in line with information received 
from 37 retail firms located in Nunspeet or in the direct hinterland. From the wage 
payments of 190 FTE, around 80 per cent is paid to local households.  
To estimate the macroeconomic effect of the simulated future population dynamics, we 
need to link the changed demand figures with the retail multiplier values that describe the 
macroeconomic effects. In total, it is estimated that, for all kinds of shopping, the loss per 
month in zone A in 2010 will be -€64 thousand and in 2020 -€184 thousand. The extra 
monthly demand in zone B will be €171 thousand in 2010 and €151 thousand in 2020. 
The retail multiplier values of Table 7.3 (a,b) are aggregated in Table 7.4. 
Table 7.3a: Redistributive effect of extra demand in the town (zone A) retail sector on town and 
hinterland sectors (SAM retail output multiplier). 
Multipliers Share*(%)
Retail A Retail B Retail A Retail B 
Town inputs 
Agriculture 0.000 0.001 0.1 0.1 
Coal, oil and gas, metal ore, electricity 0.000 0.001 0.1 0.1 
Food, drink and tobacco 0.009 0.010 1.2 1.0 
Textiles, leather, wood, furniture 0.004 0.005 0.5 0.5 
Chemicals, rubber, plastics, glass 0.003 0.002 0.3 0.3 
Metals, machinery, electrical, 
computing, transport equipments 0.009 0.005 1.1 0.5 
Construction 0.001 0.003 0.1 0.4 
Transport Services 0.001 0.001 0.2 0.1 
Wholesale 0.005 0.001 0.7 0.1 
Retail 1.004 0.003 0.6 0.4 
Hotels and catering 0.001 0.002 0.1 0.2 
Banking and financial services 0.017 0.010 2.1 1.0 
Other Business services 0.011 0.004 1.3 0.5 
Public administration, education, health, 
other services 0.002 0.003 0.3 0.4 
Employees 0.403 0.065 51.0 7.1 
Income 0.130 0.074 16.5 8.1 
* Share in the extra effect (without the initial shock of ‘1’).
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Table 7.3b: Redistributive effect of extra demand in the hinterland (zone A) retail sector on town 
and hinterland sectors (SAM retail output multiplier). 
Multipliers Share*(%)
Retail A Retail B Retail A Retail B 
Hinterland inputs 
Agriculture 0.002 0.001 0.2 0.1 
Coal, oil and gas, metal ore, electricity 0.001 0.002 0.1 0.2 
Food, drink and tobacco 0.003 0.004 0.3 0.5 
Textiles, leather, wood, furniture 0.001 0.002 0.2 0.3 
chemicals, rubber, plastics, glass 0.001 0.001 0.1 0.1 
Metals, machinery, electrical, 
computing, transport equipments 0.004 0.007 0.6 0.8 
Construction 0.001 0.002 0.1 0.2 
Transport Services 0.001 0.001 0.1 0.1 
Wholesale 0.000 0.006 0.0 0.7 
Retail 0.000 1.002 0.1 0.3 
Hotels and catering 0.000 0.000 0.0 0.0 
Banking and financial services 0.002 0.008 0.2 0.9 
Other Business services 0.003 0.006 0.4 0.6 
Public administration, education, health, 
other services 0.000 0.022 0.1 2.4 
Employees 0.091 0.498 11.5 54.4 
Income 0.079 0.162 10.0 17.8 
Total (town + hinterland inputs) 1.791 1.915 100.0 100.0 
* Share in the extra effect (without the initial shock of ‘1’). 
Table 7.4: Aggregated SAM (output) retail multiplier for Nunspeet 
Impact on: Town Hinterland Total
SAM 
multiplier Shock in: Output* Factor*** HHincome
Sub-
total 
Out
put
Factor HH
income
Sub-
total 
Town    1.07** 0.40 0.13 1.60 0.02 0.09 0.08 0.19 1.79 
Hinterland 0.05 0.06 0.07 0.18  1.07** 0.50 0.16 1.73 1.91 
*     including interregional ‘loop’ effects.    
**   including shock (of 1 €). 
*** payments in the form of wages, rent and subsidies.
The outcomes for the year 2010 are shown in Table 7.5 and for the year 2020 in Table 
7.6. It appears that, in Nunspeet, the decreasing demand in town of around -€64 thousand 
in 2010 will result in an economic loss of -€102 thousand for zone A and -€12 thousand 
for zone B, a total of -€114 thousand a month, or almost €-1.5 million a year. However, 
in the same year, the expenditures in zone B will increase, which also has a positive 
effect on zone A of €32 thousand (because of the interregional linkages). The total 
macroeconomic gain of the €171 thousand extra demand will be €327 thousand a month: 
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4.2 million a year. The total developments in town and hinterland lead to a positive local 
effect (in town + hinterland), with a value of €2.8 million a year. Nevertheless, the total 
loss in town will sum up to almost -€1 million a year.  
Table 7.5: Macroeconomic (ME) effects (* €1000) per month in town and hinterland from changing 
demand in 2010 
Impact on: Town Hinterland 
Total ME 
effect2010 Output Factor HHincome
Sub-
total 
Output Factor HH
income
Sub-
total 
Town -68 -25 -8 -102 -3 -4 -5 -12 -114
Hinterland 3 16 14 32 182 85 28 294 327
Total -65 -10 5 -70 179 81 23 282 212
Table 7.6: Macroeconomic (ME) effects (* €1000) per month in town and hinterland from changing 
demand in 2020  
Impact on: Town Hinterland 
Total ME 
effect2020 Output Factor HHincome
Sub-
total 
Output Factor HH
income
Sub-
total 
Town -196 -74 -24 -295 -9 -12 -14 -35 -329
Hinterland 3 14 12 29 161 75 25 261 289
Total -194 -60 -12 -266 152 63 11 226 -40
In 2020 the results seem to be (even) less positive: the loss of expenditures in town will 
get larger and the gain in the hinterland smaller. This means that the local effect of the 
population dynamics will be negative, a loss of -€40 thousand a month or -€0.5 million a 
year. However, this local loss is small compared with the losses of the Nunspeet town 
retailers. Here, there will be a macroeconomic loss of -€3.5 million per year.  
The loss of (net) income in town will be almost -€12 thousand per month. In the 
Netherlands, modal income2 is around €2,500 a month per household. This means that 
because of the changing demand in 2020, the income of around five households living in 
town will be lost. In the hinterland, however, there will be a gain of income for almost 
three households. 
This analysis has shown that population developments in 2010 and 2020, and the related 
decrease in town retail expenditures and increase in hinterland retail expenditures, will 
first likely result in a positive local (macroeconomic) effect in 2010 of €2.8 million a 
year, but, in 2020 there will be a negative local effect of -€0.5 million a year. However, 
the biggest challenges will arise in Nunspeet, where in 2020 the total (macro) economic 
                                                          
2 Modal income is defined as the gross income of a family consisting of two partners with one job and two 
children.
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loss will be more than -€3 million. Two-thirds of this loss will be redistributed to other 
sectors (output) and one-third to households in the form of less wage-payments and 
income.  
7.6 Simulation of Future Shopping Developments 
7.6.1 Shopping developments and MSM 
Until recently, the development of out-of-town retail centres was not permitted in the 
Netherlands. Nowadays, the national government has handed over the responsibility to 
the local authorities, so they can decide whether out-of-town retail centres are permitted 
in their area. Obviously, this decision is not easily made. For local policy makers, it is 
difficult to assess all possible spatial and socio-economic developments and to finally 
make a decision (see also van Leeuwen et al., 2007).  
In Britain, the development of out-of-town retail centres is much more common. 
However, there are only a limited number of detailed studies of the impact of the newer 
out-of-centre facilities on the smaller traditional centres (Thomas and Bromley, 2003). 
An example is the study of Collis et al. (2000), who show that a small market town 
(Atherstone) was experiencing considerable difficulty in offsetting the competitive 
effects of superstores in the larger nearby centres. Despite a potential local trade area 
with a population of around 12,500 and 160 existing retail and service outlets, the study 
indicates a decline from 89 per cent to 23 per cent for households using the town centre 
as their regular grocery shopping venue. In addition, a report written for the British 
government indicates the difficulties imposed upon small market towns by the increasing 
development of smaller superstores (with a floor space of 2325–2790 m²) in their 
vicinities (Department of the Environment, Transport and the Regions, 1998). From this 
study it became clear that food stores in the traditional centres would experience losses of 
between 13 per cent and 50 per cent of their former trade. This had the most significant 
adverse effects on the smaller centres with populations of between 6,000–10,000. 
The centre of Nunspeet has a relatively large number of shops (compared with the centres 
nearby). This is explained by a significant group of tourists, as well as by the 
centralization of the facilities in the centre itself. For example, almost all supermarkets 
are located in the centre. In addition, there is a weekly market, which is highly 
appreciated and frequently visited by local and regional customers. This is also important 
for the Nunspeet retail sector, because 73 per cent of the market visitors combine a visit 
to the market with shopping activities in the centre (I&O Research, 20043). Because, 
3 I&O Research (2004). Markt in zicht! Landelijk marktonderzoek 2004. I&O Research, Enschede. 
Future developments in rural areas: combining micro and macro 153
now, most shops have been concentrated in the shopping centre, the retailers are not keen 
on the development of out-of-town retailing. 
Apart from giving insight into the current situation, MSM is especially useful for 
showing the effects of future developments. We can use the individual household data 
from the micro-population as input for the logit model in order to convert the 
probabilities resulting from the behavioural model into monthly expenditures per 
household and per zone.  Moreover, these data can be used to obtain a better insight into 
the effect of certain planned developments on specific groups of households. If, for 
example, new retail centres were developed, this would have a different impact on 
different groups of households. This would make it possible to make a relatively exact 
estimation of the effects. Furthermore, the micro-population (of 2003 and 2010) enables 
us to disaggregate group results to show specific impacts on population subgroups. 
7.6.2 Building a new supermarket 
In Nunspeet, the municipality is considering allowing a large supermarket to build a new 
store in the centre of the town in 2009. The total new shopping surface would be 1,240 
m², a considerable amount compared with the existing 7,000 m².  With the help of the 
MNL model and the micro-population 2010 data set, we can simulate the effect of this 
new supermarket. In addition, we can also simulate three alternatives: what if 1) the 
supermarket were to be built elsewhere in a large town in the hinterland (Elburg); 2) in a 
small town in the hinterland (‘t Harde); or 3) in a small city in zone C (Harderwijk at 10 
km distance). We measure the effect in ‘changing expenditures per zone per month’; the 
last column in Table 7.7 shows the results for the local area. 
Table 7.7: The effects of a new supermarket on the total grocery expenditures in the four zones (in 
monthly expenditures per zone) 
 Monthly expenditures per zone (€) Local effect (€) 
Zone A B C D A+B 
Initial monthly expenditures* 3,115,715 1,959,871 471,180 58,046  
Store in Nunspeet 96,404 -67,879 -24,949 -3,576 28,525 
Store in hinterland (Elburg) -72,734 96,925 -20,493 -3,697 24,190 
Store in hinterland (‘t Harde) -57,817 93,112 -29,737 -5,558 35,295 
Store in zone C (Harderwijk) -20,862 -6,560 28,224 -801 -27,423 
* Of all households in town and hinterland in 2010 on grocery products. 
It appears that, if the new supermarket were to be built in Nunspeet, the monthly 
expenditures on groceries there would increase by €96,000 (3.1 per cent) at the cost of 
expenditures in the other zones. If the store were to be built in a slightly smaller town in 
the hinterland (Elburg), the expenditures there would increase by €97,000 (5.1 per cent), 
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leading to a significant loss in Nunspeet. Obviously, for Nunspeet the best option is to 
build the store in Nunspeet itself. However, for the subregion Nunspeet-Elburg, it would 
be best to build the supermarket in ‘t Harde.  
7.6.3 Building a new retail centre 
The Netherlands Institute of Spatial Planning (RPB), in their study ‘Winkelen in 
Megaland’ [shopping in Megaland] (Evers et al., 2005) about retail centres in the future, 
described six scenarios of future retail development. First of all, following expert 
opinions, total floor space will increase by 12 per cent until 20104. The distribution of 
floor space over different types of shops (grocery, fun, or goal) depends on the kind of 
development. For now, we will focus on two scenarios: Scenario 1 the development of a 
retail centre in the centre of Nunspeet, Elburg (medium town in hinterland), or ‘t Harde 
(small town in hinterland), or to have two separate centres, one in Nunspeet and one in 
Elburg. Scenario 2 is the development of a retail centre just outside Nunspeet or Elburg 
along an arterial road. For the simulations, the micro-population of 2010 is used. 
Scenario 1: new retail centre in town 
Scenario 1 deals with the development of a new retail centre in a town centre, usually 
near the location where most of the existing shops are. These kinds of centres would 
consist of 80 per cent fun and 20 per cent goal shopping.  
Table 7.8: Changing flow of total expenditures (grocery, fun, and goal shopping) for Scenario 1 for 
different possible locations. 
Scenario 1 Monthly expenditures per zone (€) Local effect (€) 
Zone A B C D A+B
Initial monthly expenditures*  6,369,958 4,048,063 1,335,940 1,917,850 10,418,021 
Centre in Nunspeet 100,224 -29,338 -18,433 -52,453 70,885 
Centre in Elburg -31,752 83,298 -13,382 -38,164 51,546 
Centre in ‘t Harde -19,849 76,800 -15,632 -41,319 56,951 
Centre in Nunspeet and Elburg 67,723 52,499 -31,253 -88,969 120,222 
* Of all households in town and hinterland in 2010. 
Table 7.8 shows that, contrary to the development of a new supermarket in Nunspeet, the 
development of a whole retail centre would result in a larger local effect compared with 
building it in the centre of Elburg. The extra local monthly expenditures would be 15 per 
cent higher in Nunspeet compared with Elburg, mostly as a result of lower expenditures 
                                                          
4 This leads to an increased floor space of 4,600 m² in zone A and 3,300 m² in zone B. 
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in zone C and D. The explanation for this is that Nunspeet already has a larger supply of 
fun-shopping and thus a stronger regional function. Adding more shops would make such 
a centre more interesting for this kind of shopping. But, as the extra floor space in zone B 
would be less than in zone A, the revenue per additional square metre in zone B would be 
higher: €25 per m² compared with €22 per m² per month. 
Interestingly, building a retail centre in ‘t Harde instead of Elburg would result in a 
higher local effect because of less expenditures in zones C and D. ‘t Harde has a 
population of around 6,000 households not including tourists and soldiers encamped 
there. If the retail centre is built in ‘t Harde, these people, as well as people from 
surrounding areas, would be less tempted to shop in zone C or D. Overall, for the 
Nunspeet-Elburg region, it would be best to have a new retail centre both in Nunspeet 
and in Elburg. 
Scenario 2: new retail centre outside a town 
Scenario 2 deals with the development of a retail centre just outside a town, along an 
arterial road (see Table 7.8). Such a centre would consist of 10 per cent grocery, 60 per 
cent fun, and 30 per cent goal shopping. Because this centre would not be developed in 
the existing towns it is not possible to use the same behavioural model that we used until 
now: it needs an extra zone. Therefore, we extended the model with a ‘new centre’ zone 
(Nc) with a specific amount of floor space (in total 4600m² extra) and distance to the 
existing towns depending on the location (near Nunspeet or near Elburg), as follows 
(extension printed in bold):  
Ui(A)= Į lndistiA+ ȕ lnflooriA+ Ȗ jobiA+ į(lndistiA*cari)+ ș(agei*lndistiA)+ Ț lnyeari + İiA              
Ui(Nc)= Į lndistiNc+ ȕ lnflooriNc+ Ȗ jobiA/B+ į(lndistiNc*cari)+ ș(agei*lndistiNc)+ Ț lnyeari + İiA
Ui(B)= Į lndistiB + ȕ lnflooriB+ Ȗ jobiB+ į(lndisiB*cari)+ ș (agei*lndistiB)+ Ț lnyeari + İiB              
Ui(C)= Į lndistiC + ȕ lnflooriC+ Ȗ jobiC+ į(lndistiC*cari) + ș(agei*lndistiC)+ Ț (0) + İiC            
Ui(D)= Ȗ jobiD+ ȗ  incomei+ Ș kidsi+ ț Oudewateri+ Ȝ Gemerti+ Ȟ Nunspeeti+ ȟ Schageni +
Ƞ Bolswardi + İiD                     
This multinomial model allows this extension because, as explained in Chapter 3, general 
parameters for distance and floor space are used5.
                                                          
5 For the utility function of the new shopping centre it is not possible to use ‘job in the new centre’, so we  used 
‘job in A’, if the centre were to be developed near Nunspeet, and ‘job in B’ if it were to be developed near 
Elburg. 
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Table 7.9 shows the result of the simulation. Apparently, these kinds of developments can 
have major impacts on the shops in local city centres. If the centre were to be built near 
Nunspeet (we chose a fictitious location along the Elburgerweg, north-east of Nunspeet), 
the loss in zone A, Nunspeet, would be more than 10 per cent of the total expenditures in 
2010, and the same holds for zone B. The expenditures in the new centre would be quite 
significant, around €1.6 million a month; almost the same amount as would be spent in 
the rest of the Netherlands. 
 
Table 7.9: Changing flow of total expenditures (grocery, fun and goal shopping) for Scenario 2 
Scenario 2 Monthly expenditures per zone (€) Local effect (€) 
Zone  A New centre B C D A+B 
Initial monthly 
expenditures*
6,330,693 0 4,066,760 1,344,598 1,929,761 10,397,453 
New centre just outside 
Nunspeet 
-687,993 1,586,464 -434,647 -149,364 -314,461 463,825 
New centre just outside 
Elburg
-210,218 797,669 -347,217 -76,161 -164,073 240,234 
* Of all households in town and hinterland. 
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Figure 7.5: Changing flow of monthly expenditures per zone if a new retail centre were to be 
built either near Nunspeet or near Elburg 
If the centre were to be built near Elburg (we chose a fictitious location along the 
Gerichtenweg, south of Elburg), the effects would be smaller, although the floor space of 
the retail centre is the same. The total monthly expenditures in the new centre near Elburg 
would be around half of the amount spent if it were to be developed near Nunspeet. The 
explanation for this is that, if the centre were to be developed near Nunspeet, it would 
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have a more central location. Both for households in Nunspeet, and for those living 
between Nunspeet and Elburg, this location is far more attractive: they would spend 
around 4 times more euros in the new centre. Only households living in Elburg would 
spend more money in the new centre if it were to be developed near their own town. 
Although the new centre would consist for only 10 per cent of grocery shops, around 20 
per cent of the total expenditures would be on this kind of products when the centre were 
to be built near Nunspeet. In addition, 24 per cent of the loss that would appear in zone A 
is in grocery expenditures. When the centre were to be built in zone B, the expenditures 
on the three product groups are more in line with the shares of floor space for each kind 
of shop. Apparently, a new centre near Nunspeet would be extra attractive for grocery 
shopping.  
Figure 7.5 shows these significant differences. It also shows that total local expenditures 
would increase more if the new centre were to be built near Nunspeet, especially because 
of lower expenditures in zone D, the rest of the world. 
7.6.4 Micro-results: which households will change their behaviour? 
Table 7.9 showed the effect of a new retail centre, either near Nunspeet or near Elburg. 
The effects seemed to be rather significant: more than 10 per cent loss of total 
expenditures in zone A and B if the centre were to be built near Nunspeet. But what kind 
of households are causing this loss and choose to shop in the new centre? 
SIMtown allows us to take a closer look at the results and to see which kind of 
households are most likely to change their shopping behaviour, that is, to buy less in zone 
A and more in the new retail centre just outside Nunspeet. 
First of all, from the behavioural model (described in Chapter 3) it appears that for 
grocery shopping the distance to an area, as well as the available floor space is very 
important. For goal-shopping, the available floor space in an area is (relatively) less 
decisive for the shopping location choice. Instead, the (short) distance to an area, as well 
as having a job there and owning a car positively contributes to the attractiveness of an 
area for goal shopping. Furthermore, families with children are, in general, less attracted 
to stores in the local area for their goal shopping. For fun shopping, the distance is less 
important, as is owning a car. Instead, the available floor space attracts customers.  
From the micro-results it appears that particularly households from Nunspeet itself would 
tend to spend to less on fun and goal shopping in zone A and more in the new centre. 
From the northern part of Nunspeet, it is especially households with an average age of 40, 
with children, a low income, some without a car and some with a job in A or B, who 
would do a relatively large share of their fun shopping in the new centre. At the same 
time, it is particularly older households (average age of 60), with a medium income, a job 
in A, and a car who would be more likely to go to the new centre for goal shopping. From 
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the southern part of Nunspeet, further away from the new shopping centre, a different 
group of households are more likely to change their location of fun shopping. From this 
area, it is, again, households with a low income, but they do not have a job in A or B, 
their age is very diverse, and they own a car. The households that will go goal shopping 
in the new centre are similar to the households from the northern part of Nunspeet: 
medium income, medium age, and owning a car. Most probably, these households would 
visit the centre by car, which means that sufficient parking spaces should be provided. 
Households living in Elburg are also tempted to go to the new centre near Nunspeet. 
Particularly young households (average age of 32), with low income, not always with a 
car, and sometimes having a job in A or B are more likely to go fun-shopping over there. 
If the shops from the new retail centre do want to attract these kinds of households as 
customers, it is important that a public transport line should also be developed between 
Elburg and the centre. 
7.7 Macro-effects of New Retail Developments 
By using the SAM retail multipliers, it is also possible to estimate the macroeconomic 
effects of the new shopping centres. However, we have to keep in mind that the 
multiplier is calculated for the ‘average’ retail sector, not separately for the grocery, fun, 
or goal shops. When, simulating different kinds of retail centre, the proportions of 
grocery, fun, and goal shopping will be different, which in theory would also result in 
different technical coefficients and thus (slightly) different multiplier values. 
Unfortunately, this has not been taken into account in this analysis.
Table 7.10 shows the total effects (* €1000) for six different situations: four related to 
Scenario 1 and two related to Scenario 2. What is most striking is the great difference 
between developing a new retail centre in an existing shopping area (Scenario 1), 
compared with developing a new centre outside the towns. Even if a new centre were to 
be developed in both Nunspeet and Elburg, the total direct and macroeconomic effects 
would be much smaller (even as much as four times) compared with the development of 
a new centre just outside Nunspeet (with in total less floor space). 
Furthermore, it is interesting to see that the difference in macro-effect on the local area 
between building a new centre in Nunspeet or in Elburg is not very significant. The loss 
for the zone without the new centre is also relatively small: around €56 thousand a 
month, €730 thousand a year. However, the difference between building a new shopping 
centre near Nunspeet or near Elburg is considerable. The total economic effects for the 
local area would be twice as much if the centre were to be built near Nunspeet: €1 million 
a month or €12 million a year. On the other hand, the negative effects, particularly on 
Nunspeet itself, would also differ considerably. Building the centre near Elburg would 
Future developments in rural areas: combining micro and macro 159
result in a loss of -€376 thousand a month in Nunspeet and of -€663 thousand in Elburg. 
Of course, this is a considerable amount: in Elburg this would sum up to a los of -€8.6 
million a year. However, if the centre were to be built near Nunspeet, the loss in 
Nunspeet would be -€1.2 million a month, or -€16 million a year. Interestingly, this loss 
would mainly be a loss of output and factor payments, but local household income in 
Nunspeet would actually increase slightly. 
Table 7.10: Macroeconomic (ME) effects (* €1000) per month in town and hinterland from retail 
developments in 2010 
 Town Hinterland Total 
ME
effectScenario 1 
Output Factor HH 
income 
Sub-
total 
Output Factor HH 
income
Sub-
total 
In Nunspeet         
Town 107  40  13  160  5  6  7  19  179  
Hinterland -1  -3  -2  -6  -31  -15  -5  -51  -56  
Total 106  38  11  155  -26  -8  3  -32  123  
In Elburg         
Town -34  -13  -4  -51  -2  -2  -2  -6  -57  
Hinterland 2  8  7  16  89  42  13  144  160  
Total -32  -5  2  -35  87  39  11  138  103  
In ‘t Harde        
Town -22  -8  -3  -32  -1  -1  -1  -4  -36  
Hinterland 1  7  6  15  82  38  12  133  147  
Total -20  -1  4  -17  81  37  11  129  112  
In Nunspeet and Elburg        
Town 72  27  9  108  3  4  5  13  121  
Hinterland 1  5  4  10  56  26  9  91  101  
Total 73  32  13  118  59  31  14  103  222  
Scenario 2         
Near Nunspeet         
Town -735  -277  -90  -1,102  -35  -44  -51  -130  -1,232  
Hinterland 22  105  91  218  1,227  574  187  1,988  2,206  
Total -713  -173  2  -884  1,192  529  136  1,858  974  
Near Elburg         
Town -225  -85  -27  -337  -11  -14  -16  -40  -376  
Hinterland 9  41  36  85  480  224  73  777  863  
Total -216  -44  8  -251  469  211  58  738  486  
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From this analysis, it appears that building extra shops in the future, in existing shopping 
areas, such as the centre of Nunspeet or Elburg, would result in some (minor) changes in 
the shopping behaviour of households. However, developing an entire new retail centre 
outside a medium-sized town, such as Nunspeet (Scenario 2), would result in a much 
more significant change. The macroeconomic effects would sum up to a local gain of €12 
million a year. But the loss for the local Nunspeet economy would be -€16 million a year. 
The reason for this is that these latter out-of-town developments create (totally) new 
opportunities for the households, by changing the distance, and therefore the travel costs 
(in time or money), to convenient shopping areas. Interestingly, the loss in Nunspeet will 
be mainly a loss of output and factor payments, but local household income in Nunspeet 
will actually increase slightly. 
7.8 Conclusions 
The aim of this chapter was to link our micro-approach to the macro-model in order to 
estimate the indirect effects of households changing their shopping behaviour and the 
distribution of these effects over different areas. Therefore, a bottom-up approach was 
used in which first the micro-effects of future developments were estimated, and these 
were then used as input for a multiplier analysis.  
First of all, we looked at the impact of demographic developments between 2003 and 
2010 and between 2003 and 2020 on household expenditures. For this exercise, we use 
the simulated 2003 population of Nunspeet, together with demographic prognoses at 
municipality level from Statistics Netherlands to simulate a micro-population for 2010 
and 2020. It appears that the number of households is likely to increase in the whole 
region. In Elburg, the number of persons would also slightly increase, while in Nunspeet 
the population would decrease by almost 10 per cent in 2020. Furthermore, especially in 
Nunspeet the share of older households would increase.  
These simulated developments affect the total household expenditures in the region. 
Although, the total amount of expenditures would not really change between 2003 and 
2020, the expenditures on grocery and fun shopping would slightly increase, and the 
expenditures on goal shopping would significantly decrease by 6 per cent. Furthermore, 
in zone A, the total expenditures would decrease by 3 per cent. This would mainly be the 
result of a large decrease in goal shopping. In the hinterland, zone B; the total 
expenditures would possibly increase by 4 per cent in 2020. The strongest growth, of 
more than 5 per cent, would be in fun shopping, and also the expenditures on grocery 
shopping would increase by 5 per cent.  
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These changing household expenditures would not only cause direct effects in the retail 
sector but would also lead to indirect effects in other sectors and to income changes for 
households. We used the SAM retail multiplier of Nunspeet to estimate the indirect 
effects, as well as the allocation of the effects over the zones and the production factors. 
The multiplier shows that most of the indirect effects would affect wage-payments and 
income. In zone B, the growing population and increasing direct expenditures would 
result in a total economic growth of almost €280 thousand a month in 2010. However, at 
the same time, the economic loss in zone A would be -€70 thousand a month (including 
positive redistributive effects from the growing expenditures in zone B), almost -€1 
million a year. 
As a possible (precautionary) measure, the municipality of Nunspeet could decide to 
develop a new retail centre in the core of Nunspeet, which would increase total floor 
space by 12 per cent. Because of this development, the local 2010 population would 
change its shopping behaviour, which would result in a positive total economic effect of 
€155 thousand a month. This would be enough to neutralize the negative economic 
developments of -€70 thousand a month that would be likely to take place in 2010. On 
the other hand, building a new retail centre in zone A decreases expenditures in zone B. 
However, because in zone B total population and total expenditures would rise, this small 
loss from the increased floor space in Nunspeet would only have a minor effect. 
Apart from developing a new retail centre in the core of a town, the impact of out-of-
town retailing (a new retail centre just outside Nunspeet or Elburg), was also simulated. 
Because this centre would not be developed in the existing towns it is not possible to use 
the behavioural model that was used in Chapter 3: an extra zone is required. Therefore, 
the model was extended with a ‘new centre’ zone with a specific amount of floor space 
(in total 4,600m² extra) and distance to the existing towns depending on the location (near 
Nunspeet or near Elburg). In line with the literature, it appears that developing an entire 
new retail centre outside a medium-sized town, such as Nunspeet (Scenario 2), would 
result in a much larger significant change. The macroeconomic effects could sum up to a 
local gain of €12 million a year. However, the loss for the local Nunspeet economy 
would be as high as -€16 million a year. The reason for this is that these latter out-of-
town developments create (totally) new opportunities for the households, changing the 
distance, and therefore the travel costs (in time or money), to convenient shopping areas.  
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CHAPTER 8 
CONCLUSIONS 
   
8.1 Introduction 
Our modern space-economy is showing clear signs of far-reaching transformations, 
where the balance between urban and rural areas is at stake, both demographically and 
functionally. This study has addressed in particular the functioning of towns in modern 
rural areas. In general, a shift is taking place in rural areas from production to 
consumption activities. More households want to enjoy tranquillity, a healthy 
environment and the rural idyll at a comfortable distance from large service centres. 
Therefore, an increasing number of urbanites are moving to towns in accessible rural 
areas. Other citizens ‘commute’ at the weekends to the countryside to spend their leisure 
time in a relaxing environment. Regarding the production side, it appears that, from an 
economic point of view, the agricultural sectors have lost their important position. 
However, as a manager of land and as ‘one’ of the production activities, agriculture is 
still indispensable. Furthermore, the service sectors are becoming more dominant, and 
values such as natural- and cultural-heritage are increasingly valued and appreciated by 
the public. In some countries, this shift is taking place faster, with a stronger impact on 
existing socio-economic structures than in others. In particular, in developing countries, 
but also in other areas, where other rural activities are not yet really present, a surplus of 
farm labour is emerging as a result of modernization and scale enlargement in the 
agricultural sector. Another point of attention is the scale enlargement of a range of 
facilities, such as retail, education, and health facilities. This often results in a growing 
dependency between city-town- and hinterland. In itself, this is not a problem, but extra 
(transport) facilities might be necessary, while the presence of a certain level of basic 
services would be seen as necessary in smaller settlements. 
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The aim of this study was to contribute to the understanding of the contemporary function 
of towns in the rural economy. Therefore, the multifaceted relationships between town-
hinterland and the rural economy have been explored at different spatial levels and for 
different actors. Chapters 1 to 7 showed that in all countries towns do have a central 
function in the local economy, but to what extent this is so differs between households 
and firms, between countries, and between activities. In this final chapter, Section 8.2 
describes the wide range of methodologies used to analyse the data. In Section 8.3, we 
then answer the research questions which focus on households and firms. The answers to 
these questions will enable us, in Section 8.4, to answer the main research question, about 
the importance of towns to the rural economy. Finally, in Section 8.5 subjects for further 
research are suggested. 
8.2 Methodologies Used 
In this study, we looked at a heterogeneous group of towns and their hinterland with 
reference to a multidimensional prism. Each facet of the prism is connected to a specific 
empirical research question requiring a specific methodology, as shown in Table 8.1.  
Table 8.1; Methods used in this thesis 
Method Subject Chapter 
1. Multinomial logit model Spatial shopping behaviour of Dutch households 3
2. Social accounting matrices Economic linkages between town and hinterland actors in 30 European towns  4
3. Meta-analysis Determination of factors that affect the size of tourism (input-output) multipliers. 5
4. Microsimulation Development of a micropopulation of 2 Dutch towns including many household characteristics 6
5. Micro-macro-integration Micro- and macro-effects of future developments on the local retail sector 7
Because towns appeared to be important shopping locations, we first focused on the 
spatial determinants of shopping by local households. Therefore, a multinomial logit 
model was used to estimate which factors affect households’ utility from shopping in four 
different zones: A (town), B (direct hinterland), C(extended hinterland), and D (rest of 
the world (ROW)), at an increasing distance from the town centre. In order to simulate 
the effect of future retail developments in Chapter 7, a microsimulation model was 
developed in Chapter 6 which simulated the total population, including a wide range of 
household characteristics, of a town and its hinterland. This very detailed micro-
population, linked to a macro-model, allowed in-depth analyses in Chapter 7 of possible 
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effects of future developments on the retail sector. The macro-models used are social 
accounting matrices which allow the analysis of town-hinterland relationships from a 
macro-point of view. These models include both household and firm accounts, so that, 
apart from estimating the multipliers which were used in Chapter 7, they can also be used 
to indicate key-sectors in the local economy. Furthermore, in Chapter 5, meta-analysis 
techniques were used to analyse factors which affect the importance of the tourism sector 
at different spatial levels. 
8.2.1 Multinomial logit model (MNL): spatial determinants of shopping 
Because the importance of towns as a place to shop appeared to be significant, we were 
interested in the spatial and socio-economic factors that determine the location choice of 
local households’ shopping activities. In order to analyse the impact of a set of relevant 
variables on the revealed location choice, a multinomial logit (MNL) model was used in 
Chapter 3. An MNL model consists of utility functions related to the choice of a set of 
alternatives. In this study, the MNL model estimates the utility for Dutch households to 
shop in zone A, B, C, or D. With help of these four utility functions the probability that 
household i will shop in each of the above-mentioned zones was estimated by comparing 
the utility of, for example, zone A with the utility of all four zones taken together.  
In the literature it has often been argued that many shopping trips are multi-purpose trips, 
which means that the purchase of different goods and services is combined. However, we 
decided to run the MNL model separately for run (grocery), fun, and goal shopping, 
because we assumed that most trips have a main purpose. The (significant) different 
parameters in the 3 MNL models validate this research approach. 
8.2.2 Social accounting matrices (SAMs): spatial economic structures 
A SAM is an analytical and predictive tool to represent and forecast system-wide effects 
of changes in exogenous factors. It consists of a data system of income and expenditure 
accounts, linking production activities, factors of production, and institutions in an 
economy. Although SAMs have their disadvantages (such as the assumption made that 
all firms in a given industry employ the same production technology, or that the 
production accounts are essentially based on a linear production technology), which 
reveals something of the inflexibility of these models, their great advantage is the ability 
to capture a wide variety of developments in a (macro-) economy, as they link 
production, factor, and income accounts. In Chapter 4, the SAMs of 30 European towns 
were used to analyse the relationships between town and hinterland actors and their 
exploitation of the local economy from a macroeconomic point of view. The SAMs 
describe linkages between town, hinterland, and the ROW: they are interregional. For the 
generation of the interregional SAMs, the most important data are the national input-
output table (which was regionalized using the GRIT method) and secondary data, such 
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as number of firms or number of jobs, obtained from government institutions and from a 
large number of local firm, farm and household surveys (data collected in the EU-project 
Marketowns).  
The similar way in which local information (both from governments and from 
questionnaires) has been collected, and in which the SAMs have been developed, enabled 
us to make a unique comparison between relatively small economic areas.   
8.2.3 Meta-analysis of regional tourism multipliers 
Meta-analysis can be defined as the ‘study of studies’. It refers to the statistical analysis 
of individual studies with the same research question in order to integrate the findings 
and to draw general conclusions. The meta-analysis, as described in Chapter 5, aimed at 
revealing the factors that affect the importance of the tourism sector to an economy, 
expressed by tourism multipliers. It integrated 32 case studies from 27 publications, 
which all contained estimates of tourist output multipliers. A precondition was that the 
multiplier had to be derived with the help of input-output analysis. Also a (brief) 
description of background factors concerning, for example, the area and the tourist 
activities had to be given. With the help of a regression analysis and a rough-set analysis, 
the significant variables that affect the size of an output multiplier were identified. In 
order to check the results (and the robustness of the meta-analysis) the findings from the 
meta-analysis where transferred to a similar situation: six Dutch towns. For that reason, 
the (total) linear regression model was used to predict the multiplier values of the towns, 
taking into account the population size, population density, tourism expenditures, and 
kind of attraction and importance of the tourism sector per town. It appeared that the 
multiplier values for the tourism sector in six Dutch towns could be ‘predicted’ 
surprisingly well by the linear regression model, which confirms the robustness of this 
meta-analysis. 
8.2.4 Microsimulation (MSM): composition of households in town and hinterland 
MSM modelling is a technique that identifies and represents individual actors in the 
economic system and their changing behaviour over time. It enables us to obtain in-depth 
information on the behavioural responses of households to future developments by 
allowing the maximum level of heterogeneity between them. In a second stage, these 
results can be aggregated to macro-levels. 
In Chapter 6, the development of SIMtown was described. The aim was to develop a 
micro-population suitable for the analysis of spatial shopping behaviour, and to show the 
usefulness of spatial MSM in spatial information provision. The information created by 
MSM is mostly based on complex but well-founded rules. During the development 
process, a number of choices had to be made, concerning, for example, the micro-data set 
(which needed to be reweighted) and the constraint variables. It appeared that the most 
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suitable micro-data set was the large general data set, rather than the small (more 
specific) local ones. Furthermore, it appeared that, when a (relatively) large number of 
constraint variables were included (namely, six), the statistical errors were the lowest. 
But, not all available constraint variables were included: some did not add anything extra 
to the model. However, the process also showed that a simple MSM model can manage 
with a small number of constraint variables. 
When SIMtown was operational, it was used for spatial-analyses, showing that MSM can 
be a useful tool in providing specific detailed information that was previously not 
available about households at a low geographical scale.  
8.2.5 Integrating micro- and macro-approaches 
The rural economy is a multifaceted economic system, with many actors who are 
interlinked at different scale levels ranging from micro to macro. In Chapter 7, we linked 
the micro-approach to the macro-model (SAM) in order to estimate the indirect effects of 
households changing their shopping behaviour and the distribution of these effects over 
different areas. In the literature, some publications can be found describing the linkage 
between micro- and macro-models, often MSM models and CGE (Computable General 
Equilibrium) models. However, these researchers were interested in the distribution of 
macroeconomic effects over individual households. Therefore, they used a top-down 
approach in which they first estimated the macroeconomic effect of, for example, tax 
policy changes, which was then passed on to individual households in the MSM model. 
However, because we were interested in the effect of household behaviour on the local 
economy, a bottom-up approach was used, in which first the micro-effects of future 
(retail) developments were estimated, and these were then used as input for a (macro-) 
multiplier analysis. This approach is rarely described in the literature. The simulations 
explored the effects of in-town, as well as out-of-town, retail developments on a very 
local level. The final result is an interesting bandwidth of the macroeconomic effects, in 
town and hinterland, of several future retail developments, differing in size and location. 
8.3 Answering the Research Questions: What Did We Find? 
As mentioned in the Introduction (Chapter 1), this thesis focuses on small and medium-
sized towns in general, and on local households and firms more specifically. Therefore, 
the part of the research questions related to households is answered in Section 8.3.1 and 
the part related to firms is answered in Section 8.3.2. Furthermore, Section 8.3.3 
describes important national differences. 
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8.3.1 Focus on households 
The chapters that focused mostly on households are Chapters 3 and 6 and to a lesser 
extent Chapters 4 and 7. However, Chapter 6 mainly described the development of 
SIMtown, the microsimulation model. These results have been described in Section 8.2.3 
about the methodologies used.  
The first research question that was asked in relation to households dealt with the 
importance of town and hinterland to households concerning shopping, working, and 
living. Chapter 3 showed that towns can be considered as important shopping locations, 
both for town and hinterland households: between 60 and 80 per cent of the purchases of 
town households and between 40 and 60 per cent of the purchases of hinterland 
households are bought in town. In particular, pharmaceutical products and health care 
services are obtained in the central town. However, hinterland households often buy 
everyday products and services, such as food and groceries, domestic help, childcare, as 
well as hairdressing (partly) in the hinterland. Only in the Netherlands do hinterland 
households shop more in the hinterland itself than in town. 
When looking at the local economy as a place of work it appears that the hinterland is 
relatively less important for town and hinterland households as a place of work than as a 
place of shopping. However, in all countries the town is the most important place of work 
for town households, with between 45 and 95 per cent of those households having a job 
there. Furthermore, in England and France, the town is also the most important place for 
work to hinterland households, while in the other three countries most employment 
opportunities are found in the hinterland. In general, for all households, the government 
(public sector) is the most important employer; other important sectors of local 
employment are construction and retail. Only in Poland do most households have a job in 
the agricultural sector. 
Concerning town and hinterland as a place to live, it appeared that households more often 
choose to ‘only’ live in the hinterland, without doing any shopping or having a job there. 
Of the town households, just between 2 and 15 per cent do not shop or work in town. In 
contrast, of the hinterland households between 26 and 69 per cent do not shop or work in 
the hinterland. For most of these hinterland households, the town has a central function. 
From this, we can conclude that towns are still important places to work and shop for 
town households and also, but to a lesser extent, for hinterland households.  
The second research question addressed the way the spatial characteristics of town and 
hinterland affect the behaviour of households, in particular their shopping behaviour. In 
the second part of Chapter 3, insights from the literature and the regression analysis 
explaining the distribution of household’s purchases over town and hinterland in all 30 
towns were used to develop a multinomial logit model (MNL) for the Dutch households.  
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Although the regression analysis indicated that both socio-economic and location factors 
are relevant in determining the shopping behaviour of European households, the MNL 
model showed that for Dutch households the location factors are particularly important. 
General location factors, such as distance to the shops and floor space, are important for 
all kinds of shopping, but mostly for grocery shopping. As expected, a shorter distance to 
the shops and more floor space make a location more attractive to households. The town-
specific dummies related to the attractiveness of shopping in the ROW are only relevant 
for fun shopping, which is no surprise, given the importance of this zone for fun 
shopping. 
The place of work appears to be the only socio-economic factor that is significant for all 
three kinds of shopping. This implies that, when extra jobs are created in one of the 
zones, this would result in increasing expenditures in that zone as well. Unlike what was 
expected from the literature, the variable age did not significantly affect the shopping 
behaviour, but, instead, the length of residence did, in particular a positive effect on 
(local) grocery shopping was found. Furthermore, level of income is particularly relevant 
for fun shopping: households with a higher income shop more often in the ROW, and car 
ownership is relevant for (local) goal shopping. 
The third research question focusing on households asked about the importance of 
different groups of households to the local economy. In Chapter 3, both the regression 
analysis and the MNL model showed that households living for a relatively long period in 
the local area tend to buy more in town and hinterland shops and that households with 
higher income buy, on average, less in the local economy. Chapter 4 used a SAM 
approach to show town and hinterland relations of firms and households. The multiplier 
analysis shows the effect of the recirculation of spending within the region: households 
use some of their income for consumption spending in the local economy, which results 
in further local income and employment. It appeared that, in all countries, the income 
multiplier of town households is higher than of hinterland households. This is because, in 
general, town households make more purchases in the local economy. Furthermore, in 
line with the findings in Chapter 3, the multiplier analysis showed that households with 
lower incomes are more integrated in the local economy; the lower the income, the higher 
the multiplier effect. This effect appears in all countries, and in both town and hinterland, 
and the differences are significant. This means that if, for example, the government were 
to raise the lower incomes, the local effect would be significantly higher than if 
households with high incomes were to be advantaged.  
The fourth and last research question focusing on households dealt with the effect of 
future demographic developments to the (total) expenditures of local households. In 
Chapter 7 the micro-model SIMtown was combined with the macro-model SAM. First, 
SIMtown was used to simulate the future population (of 2010 and 2020) of Nunspeet and 
170 Chapter 8
its hinterland. According to these simulations, the number of households is likely to 
increase in the whole region. In Elburg, the number of persons would slightly increase as 
well, but in Nunspeet the population would decrease by almost 10 per cent in 2020. 
These simulated developments affect the total household expenditures in the region. 
Nevertheless, the total amount of expenditures is not expected to really change. Only 
expenditures on goal shopping would significantly decrease (by 6 per cent). However, the 
distribution of expenditures over the zones would slightly change: in zone A total 
expenditures would decrease by 3 per cent in 2020, and in zone B the total expenditures 
would possibly increase by 4 per cent in 2010, and then they would decrease by 2 per 
cent in 2020 (+2 per cent in 2020 compared with 2003). Because these changing 
household expenditures affect not only the retail sector, but also the supplying sectors and 
household (labour) income, the SAM retail multiplier was used to show the 
macroeconomic effects. It appears that, for the total local economy in 2010, the 
macroeconomic effect of the changing population would be positive (€2.8 million a 
year): the increasing expenditures in zone B would outweigh the decreasing expenditures 
in zone A. However, in 2020, there would be a negative local effect of -€ 0.5 million a 
year, and in Nunspeet the loss would be as much as -€3 million a year. Two-thirds of this 
loss would be redistributed to other sectors, but one third would go to households in the 
form of less wage-payments and income.  
From this analysis we can conclude that future population developments would have 
different effects on different towns, in the case of Nunspeet the expected decreasing 
population could result in significant losses for the retail sector if no measures were 
taken. 
8.3.2 Focus on firms 
The chapters that focused mainly on firms are Chapters 4, 5, and 7.  
The first research question in relation to firms addressed the importance of local networks 
compared with total networks of firms, i.e. how important are town and hinterland for 
local firms? In Chapter 4, SAMs were first used as an analytical tool, showing the share 
of production sold to the local economy, as well as the share of inputs (including labour)
obtained from the local area. It appears that, on average, for all 30 towns, local sales 
networks are more important to town firms: 27 per cent of total sales are sold in the local 
economy, against 15 per cent of total sales of hinterland firms. In addition, local supply 
(including labour) networks are more important to hinterland firms: 27 per cent of total 
input is bought in the local area, against 20 percent of the inputs of town households. 
When looking at differences between sectors, it appears that both manufacturing and 
services sectors buy around 20-25 per cent of their inputs on the local market. Only the 
agricultural sector buys as much as 34 per cent of its inputs locally. The share of products 
sold on the local market differs much more with respect to the location (zone) and the 
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kind of sector: service sectors in town sell as much as 42 per cent to the local market, the 
agricultural and service sectors in the hinterland only 14 per cent. Apparently, town firms 
‘use’ the local area more as a place to sell their products, in particular the service-firms, 
and hinterland firms use it as a place to obtain around a quarter of their inputs. 
The second research question related to firms asked which sectors can be indicated as 
key-sectors to the town and hinterland economy. In this study, key-sectors were defined 
as sectors with above average (local) forward and backward linkages, which contribute 
significantly to the local economy. This means that they have both high output multipliers 
and a high share in total town or hinterland production output. On average, in all 30 
towns, the output multipliers range from 1.2 to 1.7, and the share of sectors in total output 
ranges from 1 to 16 percent. It appeared that one sector can quite clearly be identified as a 
key-sector. This is the ‘public administration, education and health’ sector. Already in 
Chapter 3, this sector appeared to be the most important employer in town and hinterland. 
In particular in Portugal, Poland and England, this would be a good sector in which to 
invest (public) money in order to reinforce the local economy. Another important sector 
in both town and hinterland is the ‘retail and wholesale’ sector which can particularly be 
considered as a key-sector in Poland, the Netherlands and France. In the hinterland, the 
manufacturing sectors are also important, in particular the construction and the metals 
and machinery sectors.  
In the literature often the tourism-related services, such as the hotel and catering sector, 
are considered as key-sectors in rural areas. However, according to this study, although 
these sectors do have high multipliers, their contribution to the economy is rather limited. 
Nevertheless, they can have a significant impact on local employment and therefore be of 
importance. In addition, the agricultural sectors also have relatively high multipliers but a 
limited production output. Only in Poland can some of these sectors be regarded as key-
sectors. 
All in all, we can conclude that today the service-related sectors, and in particular the 
public administration, education and health sector and the retail and wholesale sector 
have become key-sectors to the local economy, in both town and hinterland. 
The third firm-related research question focused more specifically on tourism multipliers. 
Although, according to our definition, the tourism-related services cannot be considered 
key-sectors to the local economy, they are regarded as important and therefore the 
question asked concerned which factors affect the size of tourism multipliers. In Chapter 
5, a meta-analysis was performed that focused on spatial, economic and documentation-
related factors which affect the size of tourism output-multipliers. The conclusions of the 
meta-analysis were, first of all, that the characteristics of the documentation source do 
have an effect on the size of the multiplier. All three analyses, explorative, regression, 
and rough-set analysis, showed that, in particular, studies presented in conference papers 
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estimate higher multipliers than studies leading to articles articles do. We also found that 
recently-derived multipliers often have lower values. This can be related to the increasing 
openness of local economies that is characteristic of many economies nowadays. Besides 
this, both the explorative analysis and the rough set analysis showed that the amount of 
expenditures has an effect on the output multipliers. However, in which way is not 
exactly clear. Furthermore, as can be found in many other publications, it appeared that 
multipliers for countries are higher, as are multipliers for areas with large populations, 
which is consistent with the expectation that for larger economies the multiplier values 
are higher. In addition, national multipliers are higher than multipliers of large regions, 
probably because country boundaries decrease import leakage.  
The fourth and final research question asked how future developments affect the output of 
the retail sector in small and medium-sized towns. The answer to this question was 
described in Chapter 7. Section 8.3.1 has already described the effects of future 
demographic developments on the retail sector in town and hinterland. The results 
showed increasing expenditures in the local area in 2010 but a small decrease in 
expenditures in the local area around 2020. Furthermore, the losses in the Nunspeet retail 
sector are expected to be quite significant, as a result of its decreasing population.  
In the second part of Chapter 7, the effects of new retail developments were simulated.  
First, we simulated the effect of a new retail centre in the core of Nunspeet (total floor 
space in zone A would increase by 12 per cent). Because of this development, Nunspeet 
would become a more attractive shopping location to the local (2010) population, which 
would result in a positive total economic effect of €2 million a year. This would be 
enough to compensate for the negative effects of the demographic developments that are 
likely to take place in 2010.  
As well as developing a new retail centre in the core of a town, the impact of out-of-town 
retailing (a new retail centre just outside Nunspeet or Elburg) was also simulated. 
Because this centre would not be developed in the existing towns it is not possible to use 
the behavioural model that was used in Chapter 3: an extra zone is required. Therefore, 
the model was extended with a ‘new centre’ zone with a specific amount of floor space 
and distance to the existing towns. If the new shopping area were to be developed just 
outside Nunspeet, the macroeconomic effects would sum up to a local gain of €12 million 
a year. However, the loss for the Nunspeet economy would be as high as -€16 million a 
year. The reason for this is that these out-of-town developments create (totally) new 
opportunities for the households, often decreasing the distance, and therefore the travel 
costs (in time or money), to convenient shopping areas. Interestingly, the loss in 
Nunspeet would mainly be a loss of output and factor payments, but local household 
income in Nunspeet is expected to even increase slightly.  
Apparently, the doubts of many local authorities about out-of-town retail developments 
are not misplaced regarding the financial losses for town shops. However, the simulation 
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also showed that the total local effects are positive. In line with the literature, it appears 
that developing an entire new retail centre outside a medium-sized town, such as 
Nunspeet, would result in a much larger negative change to the town centre compared 
with if it were to be developed in the core of the centre. 
8.3.3 The European scene: national variability 
It appeared that, in all countries, towns have a central function, but there are some 
national differences. In general, in England and France both firms and households use the 
local economy less intensively than in the other countries. Instead, the larger cities in the 
ROW are relatively important. Nevertheless, the towns do have a clear central function: 
particularly for the hinterland households, the town is the most important place for 
shopping and working. Of the hinterland households in England and France around two-
thirds do not shop or work in the hinterland. Instead, more than 75 per cent of them go to 
the town.  
In Poland and Portugal, the local economy is in general much more important. For 
example, more than 90 per cent of the Portuguese town households have a job in town. In 
these countries the larger cities in the ROW are far less important; in Portugal less than 
10 per cent of the town-households have a job in the ROW against 40 per cent of the 
English town households. However, in Poland and Portugal the hinterland also offers 
many facilities, in particular (agricultural) jobs. This means that, for these hinterland 
households, facilities in towns are less necessary compared with England and France.  
In the Netherlands, it would appear that, the towns are least important. For town 
households, towns do offer an adequate amount of facilities: they buy more than 60 per 
cent of their purchases in town and more than 40 per cent of town households have a job 
there. However, the hinterland, and to a lesser extent zone C, offer many facilities as 
well: the Netherlands is the only country in which hinterland households spend more 
money in the hinterland than in town. Nevertheless, the hinterland households shop and 
work more in town than vice versa, which indicates that in the Netherlands as well, towns 
have a central role. 
Another important issue when dealing with national differences is the importance of local 
labour. In England, for example, around 20 per cent of firms’ local expenditures is paid to 
local wages. In the Netherlands, however, this is as much as 60 per cent, indicating the 
importance of this local resource. When looking at the output-multipliers and the 
distribution of a shock over the different accounts, it appears that in England and France 
most of the effect ends up in the production accounts, while in the Netherlands, Poland 
and Portugal the effect on the factor (wage) and income accounts is significantly stronger. 
In these countries, the production, factor, and income accounts, both in town and 
hinterland, are more strongly integrated, which results in higher multipliers.  
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Furthermore, it appears that, in many towns, particularly in the Netherlands and Portugal, 
the number of jobs (and shops) in the hinterland is larger than in the towns. In these two 
countries, on average the hinterland economy is larger than the town economy. In 
England, France, and Poland, total monetary flows in the town economies are larger. 
However, in all five countries, the monetary flows from town to hinterland are (at least) 
twice as big as the flows from hinterland to town. 
It is often thought that, especially in the less developed areas, the economy is less open 
and more locally-oriented, which strengthens the importance of towns. When the 30 
towns in the five countries are compared, it appears that the situation in England and 
France is rather similar, as is it in Poland, Portugal and the Netherlands. In the first two 
countries, the number of facilities in the hinterland and in zone C is relatively small. 
Instead, many activities take place in the cities which are relatively easy to access. But, in 
Poland, Portugal and the Netherlands, the hinterland accommodates many facilities. 
However, the economic situation in these countries is very different: in Poland and to a 
lesser extent in Portugal the agricultural sector is still a dominant sector with strong local 
networks, while the Netherlands has a more modern service-based economy.  
8.4 The Importance of Towns to the Rural Economy 
Now that all the research (sub-) questions have been answered, one final and fascinating 
question remains: How important are towns to the rural economy? According to the well-
known Central Place theory of Christaller (1933), the settlement hierarchy reflects the 
variation in thresholds and complementary regions, such that those settlements higher in 
the hierarchy offer both higher- and lower-order goods, thereby serving a wider 
complementary region than settlements at the bottom of the hierarchy, where only lower-
order goods are available. Although this theory has often been criticized, from this study, 
it can be concluded that today as well, small and medium-sized towns still have a central 
function in the regional economy. First of all, the analyses of the multifunctionality of 
towns to households in Chapter 3 showed how towns are especially a place where it is 
possible to obtain pharmaceutical products and health care services which cannot be 
acquired in the hinterland. Also a significant amount of other high-order goods, such as 
clothes and shoes, are bought in town. Low-order products, such as food and groceries, 
domestic help, as well as hairdressing can often be obtained in the hinterland. 
Furthermore, Chapter 4 showed that, on average, the town economy is larger in terms of 
intraregional monetary flows than the hinterland economy (only in the Netherlands and 
Portugal is it the other way around). Furthermore, in all 30 towns, the flows from town to 
hinterland are twice as big as the flows from hinterland to town which illustrates that the 
central, servicing, function of towns in Europe still continues to exist. 
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Nevertheless, the importance of towns is different to different actors and in different 
countries. To households they are particularly important for shopping, and to a lesser 
extent for working. The towns are most important to households with a low income, and 
to those that have lived in the local area for a long time. In this respect, it can be 
concluded that investments in facilities in towns are likely to reach the households who 
need such investments most. To firms, towns are indispensable as suppliers of labour and 
in particular for agricultural firms as an input market and for service-related firms as a 
sales market.  
Furthermore, national differences are apparent. In countries like the Netherlands, Poland 
and Portugal, the central function of towns for hinterland actors is somewhat less strong 
compared with England and France. A plausible explanation for this is that the network 
of settlements in these countries is relatively fine-meshed and that both actors and 
facilities are more evenly distributed over the (rural) area. However, at the same time, in 
these three countries, the different groups of actors are more strongly connected to each 
other, resulting in more interaction and higher multiplier effects. This means that, even 
though in Portugal, Poland and the Netherlands the central function of towns to 
hinterland actors is less significant and in England and France the interaction between 
local households and firms is weaker, in all countries towns can be regarded as important 
to the rural economy, and therefore they should be considered as useful tools in rural 
developments policies. 
8.5 A Road Map for Further Research 
This study has highlighted many features of changing roles of towns in rural areas. But, 
of course, certain aspects still remained unexplored. Given the importance of towns to 
local actors, as well as to policy makers, several issues are worth further investigation. In 
this study, many conclusions have been drawn regarding the spatial behaviour of 
households and the position of towns. This behaviour appeared to be different for town 
and hinterland households, for households with a low income, and for those with a high 
income, and for different activities. As indicated in Chapter 1 (Figure 1.2), the micro-
behaviour of firms has not been extensively investigated in this thesis. We did address 
part of their behaviour on a macro-level, revealing some of the national differences and 
differences between sectors, but no other characteristics were taken into account. 
Although we now know which sectors can be indicated as key-sectors, it is not clear what 
kind of firms could be indicated as key-firms. In an earlier study (van Leeuwen et al., 
2006), it appeared that smaller firms are more embedded in the local economy, but other 
characteristics, such as the age of a firm, or the place of residence of the owner, could 
also have a significant impact. With the growing interest for new economic activities in 
rural areas it is very important for policy makers and local municipalities to know which 
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kind of firms to attract. Therefore, more insight into the spatial behaviour of local firms 
would be of great interest. 
Another issue that needs further research is the importance of, and the dependency of 
rural areas, on the public sector. Both Chapters 3 and 4 showed that the public sector is of 
significant importance to the local economy: many households have a job in this sector, 
and it has also been indicated as key-sector in all five countries. It would be interesting to 
find out whether a net inflow or outflow of public finances is taking place in rural areas, 
and how this is different from the importance of the public sector to more urbanized 
areas.
Of course, not only firm-related subjects require further research. In this study, we 
analysed the spatial shopping behaviour of households according to three different kinds 
of shopping; grocery, fun, and goal shopping. Although the different parameter-values 
belonging to the same variables justify this distinction, it can not be ignored that some 
shopping trips are multipurpose, and that the presence of other kinds of shops in a 
shopping centre can make an area more attractive in general. In this light, further research 
is needed about the effect of the presence of different kinds of shops on grocery, fun, and 
goal shopping, and about the degree to which shopping trips in rural areas are 
multipurpose in general. 
Furthermore, related to shopping but also to other activities, future developments in the 
new European Member States need special attention. From our findings it is plausible 
that the importance of towns depends both on spatial and economic circumstances. First 
of all, it would be useful to find out to what extent, and in which way, these two groups 
of circumstances are related to the importance of towns. Secondly, since many spatial 
circumstances, such as settlement structure, are rather fixed it would be interesting to 
transpose some of our socio-economic findings, such as the spatial shopping behaviour of 
Dutch households, to the Polish or Portuguese situation. With the help of, for example, a 
scenario approach this could result in valuable explorations of future developments. 
Finally, in this thesis we looked at the importance of small and medium-sized towns to 
local actors, and it appeared that they are quite important. However, the results have not 
been compared with, for example, the importance of larger towns or cities to their local 
actors. To put the results of this study in a broader perspective, either a meta-analysis of 
earlier published studies or additional research is necessary. Another way of putting this 
study in a broader perspective is to analyse the results over time. The methods that have 
been used in this thesis, in particular the SAMs and the (static deterministic) spatial 
microsimulation are relatively static and only describe the situation at a certain moment 
in time. One way of adding extra value to the results of this study would be to update the 
SAMs with recent (secondary) information, and compare them with the 2003 models. 
Another way could be to select a sample of the households and firms that are part of the 
database used in this study and ask them the same questions again so see what has 
changed. A final way of comparing the results to future developments would be to extend 
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the microsimulation model, SIMtown, with a dynamic module. With the help of such a 
module, the households currently living in the towns could really change and develop 
(getting older, having children, or moving) until they form the future population. 
Although these suggestions, which would enable the results of this study to be put in a 
broader perspective, would require a lot of input, they would generate new intellectual 
challenges of a conceptual and methodological nature and significantly improve the 
understanding of spatial interactions in town and hinterland. 
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NEDERLANDSE SAMENVATTING 
DE HEDENDAAGSE FUNCTIE VAN KLEINE EN MIDDELGROTE DORPEN IN DE 
RURALE ECONOMIE 
De wereld verandert snel, al jaren. Door het internet veranderen afstanden; vanuit de 
eigen stoel kan men overal ter wereld contacten leggen en producten kopen. De 
producten worden vervolgens vliegensvlug bezorgd en liggen vaak enkele dagen later al 
op de deurmat. Aan de andere kant is men ook steeds meer op zoek naar authenticiteit en 
traditie. Plaatselijke markten, gerechten of feesten worden steeds meer gewaardeerd. 
Een belangrijke ontwikkeling op het platteland is de verschuiving van productie naar 
consumptie. Zo wordt de landbouw als productiesector in verhouding minder belangrijk. 
Door nieuwe inzichten en verbeterde technieken kan een enkele boer een bedrijf van vele 
hectaren runnen, (extra) loonwerkers uit de omgeving zijn niet meer nodig. Ook de lokale 
markt verkoopt nog maar weinig producten van plaatselijke boeren. Vaak gaat de melk, 
de appels of aardappelen rechtsreeks naar de fabriek, ergens in het land. 
In plaats daarvan, wordt in veel plaatsen de dienstensector van groter belang. Door 
ontwikkelingen in communicatietechnologieën en logistiek is voor bepaalde ondernemers 
afstand of periferiteit niet langer een beperking. Deze bedrijven zoeken geen locatie in de 
vaak slecht bereikbare Randstad maar worden aangetrokken door de ruimte en rust in 
meer landelijke gebieden. Dit laatste geldt niet alleen voor bedrijven maar ook voor veel 
huishoudens. Naast de rust en ruimte waarderen ze ook de gezondere leefomgeving, het 
landschap en de recreatiemogelijkheden. Dit leidt ertoe dat het platteland steeds meer 
verandert van een productie naar een consumptie landschap. 
Het huidige Europa, met 25 lidstaten, bestaat voor 90 procent uit rurale gebieden. Deze 
gebieden verschillen sterk van elkaar, zowel in geografisch als in sociaaleconomisch 
opzicht. Dit betekent dat er ook veel verschillende uitdagingen bestaan. Desalniettemin 
wordt de verschuiving van productie naar consumptie landschap overal als een 
belangrijke uitdaging gezien. In nieuwe lidstaten zoals Polen of Bulgarije werken nog 
steeds relatief veel mensen in de landbouw. Doordat ook in deze landen de agrarische 
sector snel moderniseert en er relatief weinig andere activiteiten op het platteland plaats 
vinden, verdwijnt in hoog tempo een belangrijk deel van de werkgelegenheid in deze 
gebieden zonder dat er altnernatieven zijn.  
Een belangrijke uitdaging voor rurale gebieden in landen als Frankrijk, Engeland of 
Nederland is het afnemende aanbod van voorzieningen. Hoewel ook in steden het aantal 
winkels en andere faciliteiten afneemt zijn in dorpen de gevolgen vaak ingrijpender, 
vooral voor de minder mobiele huishoudens. Een andere uitdaging is dat hier, ondanks 
het afnemende voorzieningenniveau, de aantrekking kracht van (bepaalde) dorpen toch 
vaak sterk is, waardoor er een spanning ontstaat tussen vraag en aanbod van woningen.  
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Uiteraard worden er allerlei beleidstukken geschreven met als doel de problemen op te 
lossen en te zorgen voor een goed ontwikkeld platteland. Belangrijke onderwerpen zijn 
vaak de ‘diversificatie’ van de rurale economie alswel het behoud van natuurlijke en 
landschappelijke waarden. De Nederlandse overheid heeft de ‘Agenda voor een Vitaal 
Platteland’ ontwikkeld. Hierin wordt onder andere verwoord dat nieuwe economische 
activiteiten wenselijk zijn en dat locale initiatieven sterk aangemoedigd worden. Op 
Europees niveau zijn de LEADER programma’s, als onderdeel van het 
Gemeenschappelijk Landbouw Beleid, van belang. Ook deze programma’s financieren 
locale en regionale initiatieven ten behoeve van plattelandsontwikkeling. 
De beschreven veranderingen en uitdagingen in rurale gebieden, evenals het belang van 
locale initiatieven binnen een belangrijk deel van het plattelandsontwikkelingbeleid 
vragen om een duidelijk beeld van de huidige sociaaleconomische functies van dorpen en 
van bestaande stad-land relaties. Dorpen zouden een belangrijke rol kunnen spelen in de 
plattelandsontwikkeling vanwege zowel de fysieke als organisatorische faciliteiten en 
netwerken die aanwezig zijn. Het doel van dit proefschrift is daarom om bij te dragen aan 
de kennis over de huidige functie van dorpen in de rurale economie en om te kijken naar 
het belang van dorpen voor zowel huishoudens als bedrijven.  
Voor het onderzoek is gebruik gemaakt van informatie die verzameld is binnen een 
Europees onderzoek project genaamd ‘Marketowns’. Tijdens dit project zijn de 
(ruimtelijke) netwerken tussen huishoudens en bedrijven in 30 Europese dorpen in kaart 
gebracht. De dorpen zijn gelegen in vijf verschillende Europese landen (Engeland, 
Frankrijk, Nederland, Polen, en Portugal), en zijn zorgvuldig geselecteerd op basis van 
ruimtelijke kenmerken (bv. geen groot dorp aanwezig binnen een straal van 7 km) en op 
basis van sociaaleconomische kenmerken. De helft van de dorpen, de kleine dorpen, 
hebben 5-10.000 inwoners, de andere helft, de middelgrote dorpen, hebben 15-20.000 
inwoners. Om stad-land relaties te onderzoeken zijn in het onderzoek vier zones 
gedefinieerd: het dorp zelf als zone A, het buitengebied binnen een straal van 7 km als 
zone B, het gebied op 7-16 km afstand als zone C, en alles daarbuiten (de rest van de 
wereld) als zone D. Deze zones vormen cirkels om het dorp heen. In totaal is informatie 
over ongeveer 6.000 huishoudens, 1.400 boeren en 3.500 bedrijven beschikbaar, allen 
gesitueerd in het dorp (zone A) of in het buitengebied (zone B). 
Na de algemene introductie en beschrijving van onderzoeksvragen en aanpak in 
hoofdstuk 1, wordt in hoofdstuk 2 gekeken naar de theoretische aspecten van stad-land 
relaties. Allereerst wordt beschreven wat nu eigenlijk platteland is en welke 
ontwikkelingen er momenteel plaats vinden. Daarnaast wordt er aandacht besteed aan de 
ontwikkeling van dorpen, zowel vanuit een theoretisch oogpunt (de Centrale plaatsen 
theorie van Christaller) als vanuit de praktijk. Een belangrijk resultaat hiervan is het 
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conceptuele kader van stad-land functies beschreven aan de hand van de aanwezige 
waarden, activiteiten en actoren. 
In het derde hoofdstuk wordt aandacht besteed aan de multifunctionaliteit van dorpen, 
met name voor huishoudens (HH). Daartoe wordt gekeken naar het belang van een dorp 
voor huishoudens als winkellocatie, werklocatie en leeflocatie. Uit het onderzoek blijkt 
dat dorpen vaak een belangrijke plek zijn om te winkelen: tussen de 60 en 80 procent van 
de aankopen van HH uit het dorp en tussen de 40 en 60 procent van de aankopen van HH 
uit het buitengebied worden in het dorp gedaan. Alleen in Nederland doen HH uit het 
buitengebied meer aankopen in het buitengebied zelf. In alle landen is het dorp de 
belangrijkste plek voor de aankoop van medische producten, medische zorg en tandarts 
diensten. Producten en diensten zoals voedsel en kappersdiensten worden vaak dichtbij 
huis gekocht (het dorp ofwel buitengebied). 
Verder blijkt dat het dorp een zeer belangrijke werklocatie is voor de eigen inwoners. In 
Engeland en Frankrijk is het dorp eveneens de belangrijkste werklocatie voor 
huishoudens uit het buitengebied. In de andere drie landen, Nederland, Polen en Portugal, 
werken de meeste HH uit het buitengebied in het buitengebied zelf. De overheid is overal 
één van de belangrijkste werkgevers, de agrarische sector is dat vaak nog steeds in het 
buitengebied. 
Ten derde wordt er gekeken naar de leeffunctie van dorpen. Het blijkt dat de meeste 
inwoners voor een lange periode in de locale omgeving wonen. Verder zijn er meer HH 
in het buitengebied, die daar alleen ‘leven’ zonder er te werken of te winkelen dan dat er 
dorpsHH zijn die het dorp niet gebruiken voor deze activiteiten. Ter vergelijking: het 
aandeel dorpsHH dat (bijna) niet winkelt of werkt in het dorp ligt tussen de 2 en 15 
procent, het aandeel HH uit het buitengebied dat daar alleen leeft ligt tussen de 26 en 69 
procent. Vaak maakt deze laatste groep huishoudens meer gebruik van faciliteiten in het 
dorp. 
In het tweede gedeelte van hoofdstuk 3 wordt de winkelfunctie verder onderzocht. Uit de 
regressie-analyse waarin het aandeel van de aankopen van HH in het dorp en in het 
buitengebied is gerelateerd aan ruimtelijke en sociaaleconomische factoren blijkt dat 
vooral het inkomensniveau, autobezit en de werklocatie de keuze voor een winkellocatie 
beïnvloeden. Ook de afstand tot de dichtstbijzijnde grotere stad en de aanwezigheid van 
voldoende winkels beïnvloedt de keuze. Deze inzichten zijn verder uitgewerkt in een 
multinomiaal logit model voor de Nederlandse huishoudens. Dit model schat het nut dat 
huishoudens uit de zes dorpen ontlenen aan winkelen in het dorp, het buitengebied, de 7-
16 km zone en de rest van de wereld. Dit model is geschat voor het doen van dagelijkse 
boodschappen, voor fun aankopen (kleding, schoenen etc.) en voor doel aankopen 
(klusproducten, tuinartikelen etc.).  
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Hoofdstuk 4, vervolgens, analyseert aanwezige stad-land relaties vanuit een macro-
economisch oogpunt: met behulp van ‘social accounting matrices’ oftewel SAMs. De 
matrices die gebruikt worden voor dit onderzoek geven de relaties weer tussen bedrijven 
onderling en tussen bedrijven en huishoudens, zowel binnen het dorp, binnen het 
buitengebied als tussen het dorp en het buitengebied. Zo geeft een SAM bijvoorbeeld 
inzicht in de handelsstromen tussen bedrijven in het dorp, of tussen bedrijven uit het dorp 
en bedrijven in het buitengebied, in het aandeel werknemers van buiten de lokale 
economie of in de lokale uitgaven van huishoudens. Zo blijkt dat voor bedrijven in het 
dorp de lokale economie (het dorp en buitengebied)  met name van belang is voor de 
verkoop van producten en diensten: 27 procent van de totale verkoop wordt geleverd aan 
actoren in de locale economie (tegen 15 procent van de bedrijven uit het buitengebied). 
Daarentegen zijn voor bedrijven uit het buitengebied juist de lokale inkoop netwerken het 
meest belangrijk: zij kopen 27 procent van hun benodigdheden lokaal in(tegen 20 procent 
voor de dorpsbedrijven). 
Verder is er in dit hoofdstuk een multiplier analyse uitgevoerd. Een multiplier geeft het 
totale effect weer van een bepaalde ‘gebeurtenis’. Als bijvoorbeeld HHs meer aankopen 
gaan doen, gaat de detailhandel meer inkopen doen bij andere sectoren, moeten die 
andere sectoren meer produceren en verdienen bepaalde huishoudens meer inkomen wat 
ze dan weer uit kunnen geven of sparen. Zo genereert een bepaalde gebeurtenis dus een 
extra (indirect) effect, afhankelijk van de bestaande netwerken en relaties. Dit heet het 
multipliereffect. Zo blijkt bijvoorbeeld uit de analyse dat HH met lagere inkomens 
‘belangrijker’ voor de locale economie zijn dan HH met een hoger inkomen. De eerste 
groep huishoudens werkt en winkelt namelijk vaker in de lokale economie, waardoor het 
multipliereffect voor de lokale regio hoger is. 
Om te analyseren welke sectoren het meest belangrijk zijn voor de lokale economie zijn 
de waardes van de (productie) multipliers gecombineerd met het aandeel van de sector in 
de totale productie van het dorp en buitengebied. Sectoren met zowel hoge multipliers en 
een groot aandeel in de totale productie worden ‘key’ sectoren genoemd. Een echte 
‘key’sector in de meeste dorpen en het buitengebied is de overheid. In Polen, Nederland 
en Frankrijk blijkt ook de detailhandel een belangrijke sector te zijn. In het buitengebied 
speelt vaak de bouw en de metaal sector een belangrijke rol. 
Hoewel uit hoofdstuk 4 is gebleken dat de toerisme sector vaak geen ‘key’sector is omdat 
het aandeel in productie vrij laag is, wordt het toch vaak gezien als een belangrijke 
nieuwe sector voor het platteland. Daarom wordt in hoofdstuk 5 een meta-analyse 
uitgevoerd met betrekking tot toerisme productie multipliers. Een meta-analyse wordt 
ook wel een ‘studie van studies’ genoemd: het vergelijkt de uitkomsten van verschillende 
studies over hetzelfde onderwerp om zo tot nieuwe conclusies te komen. De meta-analyse 
beschreven in hoofdstuk 5 combineert de uitkomsten van 27 studies die allemaal een 
toerisme multiplier hebben bepaald voor verschillende situaties. Er wordt gekeken naar 
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de relatie tussen de hoogte van de berekende multipliers en bepaalde kenmerken van de 
studie en het studieobject (regio). Naar aanleiding van de uitkomsten van een regressie 
analyse en een ‘rough set’ analyse kan geconcludeerd worden dat studiegebieden met 
meer inwoners of een hogere populatiedichtheid vaak hogere multipliers hebben. Ook 
zonnige toeristische bestemmingen hebben vaak een hogere multiplier dan bestemmingen 
met een mix van attracties. Verder blijkt dat in oudere publicaties de multiplier waarden 
vaak hoger zijn. Dit kan verklaard worden door het ‘opener’ worden van lokale 
economieën, waardoor meer relaties buiten de regio ontstaan en lokale effecten kleiner 
worden. 
In het laatste gedeelte van hoofdstuk 5 worden de bevindingen geprojecteerd op zes 
Nederlandse dorpen. Het blijkt dat met behulp van de uitkomsten van de meta-analyse de 
hoogte van de toerisme multipliers van de dorpen goed geschat kan worden, hetgeen het 
nut van dit soort analyses aangeeft. 
Hoofdstuk 6 laat de ontwikkeling van een micro-simulatie model voor rurale huishoudens 
zien. In een micro-simulatie worden kenmerken van afzonderlijke individuele actoren 
(zoals huishoudens of bedrijven) gebruikt en gecombineerd om een bepaalde situatie of 
gedrag te simuleren. Dit is in tegenstelling tot wat bijvoorbeeld gebeurt in een SAM, 
waarin bepaalde groepen van actoren, zoals een totale sector van bedrijven of alle 
huishoudens met een laag inkomen, in zijn geheel ‘reageren’. In dit proefschrift wordt de 
totale bevolking van Nunspeet en Oudewater gesimuleerd op postcode nievau, compleet 
met een groot aantal kenmerken die van belang zijn voor hun winkelgedrag. Het micro-
simulatie model ‘SIMtown’ herweegt de huishoudens uit de database op basis van zes 
belangrijke kenmerken: soort huishouden, hoogte van het inkomen, autobezit, en wel of 
geen baan in het dorp, buitengebied of in de 7-16 km zone. Door de specifieke manier 
van herwegen is het resultaat een betrouwbaar beeld van de totale bevolking van 
Nunspeet en Oudewater en het buitengebied in 2003.  
De nieuwe informatie, die zo is ontstaan over de bevolking van Nunspeet, wordt in 
hoofdstuk 7 gebruikt om toekomstige ontwikkelingen in rurale gebieden te simuleren. 
Hiervoor wordt gebruik gemaakt van een combinatie van micro- en macrotoepassingen. 
De micro-macro benadering, en met name de ‘bottum-up’ toepassing, wordt nog slechts 
zelden beschreven in de literatuur. Eerst wordt de verandering van het gedrag van 
huishoudens bepaald, waarna vervolgens, met behulp van de SAM, de macro-
economische effecten worden berekend voor de hele lokale economie. 
In het eerste deel is de gesimuleerde bevolking van Nunspeet in 2003 verder gesimuleerd 
naar de bevolking van 2010 en 2020. Hiervoor zijn voorspelling van het CBS gebruikt. 
Het blijkt dat, vooral in Nunspeet, de bevolking af zal nemen al neemt het aantal 
huishoudens licht toe. Dit zal resulteren in minder aankopen, in het bijzonder minder 
doelaankopen, in Nunspeet zelf. Wanneer we deze informatie combineren met de SAM 
productie multiplier van de detailhandelsector kunnen we berekenen wat de totale 
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economische effecten zullen zijn van de voorspelde verminderde aankopen in 2010 en 
2020. Het blijkt dat in 2010 het lokale effect nog positief is: het effect in Nunspeet is 
weliswaar negatief maar de groeiende bevolking in het buitengebied zorgt ervoor dat de 
totale economische effecten van de bevolkingsverandering in 2010 (m.b.t. de aankopen 
van HH) positief zijn. Maar, doordat de bevolking in het buitengebied in 2020 ook iets 
zal afnemen zullen de totale effecten dan wel negatief zijn. 
Behalve deze natuurlijke ontwikkelingen worden ook de effecten van de ontwikkeling 
van nieuwe winkels of van een heel nieuw winkelcentrum gesimuleerd. Hieruit blijkt dat 
met de name de ontwikkeling van een nieuw winkelcentrum buiten de dorpskern grote 
(negatieve) effecten zal veroorzaken voor de bestaande winkels in de kern. Als deze 
gezamenlijke micro-effecten vervolgens ook gecombineerd worden met de SAM om de 
macro-economische effecten te bepalen, dan blijkt dat het totale jaarlijkse verlies in 
Nunspeet, veroorzaakt door een nieuw te bouwen winkelcentrum net buiten Nunspeet, 
veel groter zal zijn dan wanneer het winkelcentrum binnen Nunspeet ontwikkeld zal 
worden. Dit is een belangrijk inzicht voor de lokale winkeliers.  
Uiteindelijk blijkt uit het onderzoek, beschreven in dit proefschrift, dat dorpen nog steeds 
belangrijk zijn voor de lokale economie. Er bestaan echter wel, zoals verwacht, nationale 
verschillen. In Engeland en Frankrijk is de locale economie in verhouding minder 
belangrijk voor bedrijven en huishoudens, in plaats daarvan zijn de verder gelegen grote 
steden belangrijker. Toch hebben ook hier de dorpen een centrale functie: vooral voor de 
huishoudens in het buitengebied is het dorp een belangrijke locatie voor winkel en werk 
activiteiten. 
In Polen en Portugal wordt maar weinig gebruik gemaakt van verder gelegen steden, hier 
is de locale economie veel belangrijker. Zo hebben bijvoorbeeld 90 procent van de 
Portugese huishoudens die wonen in het dorp ook een baan daar. Maar, in Polen en 
Portugal en zeker ook in Nederland biedt het buitengebied ook veel mogelijkheden en 
faciliteiten. Daarom is voor deze huishoudens het dorp, relatief gezien, minder belangrijk. 
In Nederland lijken de dorpen het minst een centrale functie te hebben, toch wordt 
gemiddeld 60 procent van de aankopen van dorpsHH in het dorp gedaan en hebben 40 
procent van hen een baan daar. 
