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Abstract— For the offline safety assessment of automated
vehicles, the most challenging and critical scenarios must be
identified efficiently. Therefore, we present a new approach to
define challenging scenarios based on a sensor setup model
of the ego-vehicle. First, a static optimal approaching path
of a road user to the ego-vehicle is calculated using an A*
algorithm. We consider a poor perception of the road user by
the automated vehicle as optimal, because we want to define
scenarios that are as critical as possible. The path is then
transferred to a dynamic scenario, where the trajectory of the
road user and the road layout are determined. The result is an
optimal road geometry, so that the ego-vehicle can perceive an
approaching object as poorly as possible. The focus of our work
is on the highway as the Operational Design Domain (ODD).
I. INTRODUCTION
For the introduction of automated vehicles (AV) where
the vehicle is responsible for performing the driving task
(automation level 3 and higher according to SAE [1]), their
safety must be assessed. The aim is to exceed a minimum
level of safety that has not yet been defined. However, the
procedure for the efficient and economical implementation
of this safety verification is an open problem in automotive
engineering. A distance-based procedure based exclusively
on real tests is no longer economically feasible due to
the enormous effort involved. According to WACHENFELD
AND WINNER [2], approximately 6.6 billion kilometers are
required under representative conditions to determine the
safety level of an Autobahn chauffeur on German motorways.
In real-life road traffic, the proportion of comparatively
simple situations that do not provide any added value for
proof of safety is high, which is why the so-called scenario-
based approach (like in the German funded project PEGA-
SUS [3]) is restricted specifically to important and relevant
scenarios. While the number of tests performed by virtual
simulation is rising and the quality and performance of
simulation is improving, even with this tool only a limited
number of tests can be performed. But due to continuous
parameters and an open parameter space, theoretically an
infinite number of test scenarios can be defined [4]–[7].
From this infinite number of possible test cases, one must
select a manageable amount that is especially meaningful.
These particularly good and challenging test cases are also
called edge or corner cases. This is explicitly important for
the type approval of automated vehicles because only a very
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limited number of tests can be carried out for the economic
implementation of the type approval. An automated vehicle
consists of several modules [8] and test cases can be defined
that represent a specific challenge for a certain module. In the
context of this publication, the most challenging scenarios
for the perception module of AV, especially for the use case
of driving on German motorways, shall be defined. Because
there are various possibilities in the implementation of an
AV (e.g. different sensor setups), the efficient selection of
challenging scenarios must be system-specific.
This contribution therefore presents a novel approach
for a system-specific definition of particularly challenging
scenarios for the perception module of AV. This work is
based on a previously published work of the author [9].
Additionally, the presented approach is part of the overall
methodology of the author to identify relevant scenarios for
the type approval of AV presented in [10].
II. RELATED WORK
This chapter provides an overview of different techniques
for defining and identifying scenarios for testing AV. Sub-
sequently, it is shown in which aspects the present work
represents an extension to the current state of the art.
A. Testing of Automated Vehicles
For the assessment of AV, the scenario-based approach
already mentioned in Section I is used. The basic idea of
the scenario-based approach is to verify the most relevant
and critical scenarios that could occur instead of all possible
ones so that the overall driving distance can be significantly
reduced [11, p.46]. The basic assumption is that the greater
part of everyday driving is irrelevant, e. g. driving on a
straight and empty highway.
There are various approaches in literature on how to
generate relevant scenarios:
Traffic analysis: For example, accident databases can be
used to identify especially critical scenarios when an-
alyzing real traffic situations [12]–[14]. In addition, a
criticality metric can be used to filter out critical situ-
ations from test drives that represent relevant scenarios
in which no accident occurred [15]. The exposure of
individual scenarios can also be taken into account in
order to make a more precise statement about the safety
level of the vehicle [16].
Combinatorial testing and Design of Experiments:
For simple systems, an n-wise combination of the
parameters (i.e. each parameter value is combined with
each parameter value) is still feasible, but for higher
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degrees of automation this is no longer feasible even
using virtual simulation [17]. A reduced number of
combinatorial test cases based on scenario importance
is part of [18]. SCHULDT ET AL. [19] discretize
value-continuous parameters into equivalence classes
and therefore reduce the number of test cases for a
necessary test coverage.
Search based methods: All search-based approaches pre-
sented in the following have in common that they
require a (simplified) model of the driving function.
BEN ABDESSALEM ET AL. [20] use Evolutionary Algo-
rithms to generate critical scenarios for a vision-based
automatic emergency braking system. In [21] Monte
Carlo Tree Search and Deep Reinforcement Learning
are used to find scenarios that lead most likely to a
system failure. In order to define critical scenarios,
Evolutionary Algorithms are used in [22]. Thereby the
safe drivable area, i. e. the solution space for the plan-
ning module of the automated vehicle, is minimized.
Differential Evolution and Particle Swarm Optimization
are used in [23] to generate critical scenarios for a
Emergency Braking Assist. For this purpose, surrogate
models of the overall system are implemented to reduce
the computation time during optimization.
Challenging scenarios: Scenarios that are particularly dif-
ficult to master are referred to as challenging scenarios.
The basic assumption here is that an increased difficulty
of the test case results in an increased probability of the
occurrence of system failures. GAO ET AL. [24] define
a complexity index based on the Analytic Hierarchy
Process that characterizes the traffic situation based
on the difficulty. In addition, it is shown that a Lane
Departure Warning System fails more frequently in
more complex situations. WANG ET AL. [25] propose
a new method to determine the complexity of a traffic
scene by the quantified road semantic complexity and
the traffic element complexity. The former evaluates
the static environment and the latter the dynamics of
other road users according to their difficulty for an AV.
However, the presented metric is not validated.
For reasons of completeness, the formal methods will be
presented as an alternative concept to testing, although this
approach will not be discussed in the further course of the
work. The verification of the system by formal methods as
for example in [4], [26]–[30] aims at mathematically proving
the safety of AV. If formal methods without assumptions and
restrictions are applicable to the overall system, any kind of
simulated or real test would be obsolete. However, so far
there is no procedure that achieves this at the overall system
level and therefore tests will also be necessary in the future
to demonstrate the safety of AV.
B. Contributions
The first question to be answered is why the existing
procedures are not sufficient. The methods of traffic analysis
require a large amount of data, which is very cost-intensive
to generate. The problem with the use of accident databases
is that these contain almost exclusively accidents of human
drivers. A direct transfer to AVs is not possible. Combina-
torial tests have the disadvantage that they do not reduce
the number of tests to the required extent. Search-based
methods have the disadvantage that a simulation model of
the entire system is necessary, with which a large number
of simulations must be carried out. On the one hand, high-
fidelity simulation models with high computational effort
must be used for a realistic evaluation of safety. On the other
hand, when AVs are certified by a technical service, not all
simulation models may be available for the technical service
and search-based approaches may not be applicable. The
current literature with regard to challenging scenarios focuses
mainly on the evaluation of existing scenarios and not on the
definition of new challenging scenarios. Therefore, a method
that actively defines challenging scenarios is presented here.
The focus will be on the perception of the system and
the approach is especially suitable for technical services
to support the certification of automated vehicles without
having all simulation models of the system available.
The basis for the method presented here is an existing
framework from our previous work on the calculation of
a 3D grid with detection probabilities (Fig. 1). Based on
the used sensor setup, environmental conditions and the
object to be detected, the sensor coverage and a three-
dimensional grid with detection probabilities are calculated
with phenomenological sensor models. With the existing
framework, weak spots of the sensor setup can already be
identified and the focus of the safety assessment of the
vehicle can be set on these weak spots. Building on this,
the present paper shows how a path finding algorithm can
be used to determine a worst case approaching path of an
object towards the ego-vehicle and to derive an optimal road
geometry for this test scenario. The worst case approaching
path is the path with which an object must approach an
ego-vehicle in order to be perceived as poorly as possible.
This constellation represents the greatest challenge for the
perception of the vehicle and can lead to critical scenarios
that are of crucial importance for the safety assessment.
III. METHODOLOGY
This chapter describes the individual blocks drawn in
blue in Fig. 1. A 3D grid with the detection probabilities
PD serves as the basis. This means that a probability is
assigned to each node in the grid with which an object
(e.g. another vehicle) is correctly detected by the ego-vehicle
under previously defined environmental conditions. All nodes
outside the field of view of the sensors have a detection
probability of zero. The basic idea is to iterate through the
nodes of the grid in order to find the optimal approaching
path xoap where the cost between the start node v1 (start
position of the object1) and the end node vN (position of ego-
vehicle) is minimal. The detection probability PD and the
length of the path d are considered as assessment quantities
1The object approaching the ego-vehicle is further referred to as the
challenger.
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Fig. 1: Connection between already published framework [9] and the contribution of the current publication.
of xoap. We want to define particularly challenging scenarios
and therefore the path should be as short as possible so that
the required reaction time of the ego-vehicle to the challenger
is as short as possible. At the same time PD of xoap should
be minimal so that the probability is increased that the ego-
vehicle detects the challenger late. This means that a path as
short as possible with a low detection probability is optimal
for our application.
A. Cost Function
First, we need a mathematical representation of the dis-
tance d and the detection probability PD. For d, the Euclidean
distance between the current node vj and the previous node
vj−1 is used. For the detection probability PD(vj), the
existing values of the grid from our previous work in [9]
are used for each node vj . It is advantageous for the cost
function if the ratio between the detection probability PD(vj)
and the distance d(vj , vj−1) can be adjusted. This is done
with the weighting factor kJ. Equation 1 shows the cost
function JNode that describes the cost of the approaching
path between two nodes vj and vj−1.
JNode =
kJ + PD(vj)
kJ + 1
d(vj , vj−1) (1)
Note that for all kJ the distance d is taken into account,
since also diagonal steps are possible in the orthogonal grid
and these are longer than horizontal and vertical steps. The
total cost of the path JPath consisting of N nodes can be
calculated according to Equation 2.
JPath =
N∑
j=2
kJ + PD(vj)
kJ + 1
d(vj , vj−1) (2)
The choice of kJ has a considerable influence on the result,
which is examined in more detail in Section IV. The higher
kJ in Equation 2, the less PD taken into account and thus
the greater focus given to the shortest possible approaching
path. Preliminary investigations in [31] have revealed that
values in the range of 0.1− 1 are promising for kJ.
B. Optimization Algorithm
This section describes the calculation of the path through
the three-dimensional grid with the lowest cost. It also shows
how to reduce the number of valid nodes in the search space.
Within our work, two different optimization algorithms are
examined. First, the A-star (A*) algorithm, a heuristic search
algorithm [32, chap. 6.3.2], and second, the Ant Colony
Optimization with problem-specific adjustments, which is
one of the nature-inspired path finding algorithms [33]. In our
preliminary investigations [31], the A* algorithm proved to
be superior to the Ant Colony Optimization in terms of run-
time, quality and simple parameter selection. In this paper,
we will therefore only discuss the A* algorithm.
The following description of the functionality of the A*
algorithm is based on [32, chap. 6.3.2]. One characteristic
of the A* algorithm that indicates its suitable use is that
the optimal path is always found between the start and
end nodes, if one exists. The cost of the path for the A*
algorithm via vj is determined by a heuristic evaluation
function according to Equation 3,
f(vj) = g(vj) + h(vj) (3)
where g(vj) is the cost of the path from the start node
v1 to the current node vj and h(vj) is an estimate of the
remaining cost from the current node vj to the end node vN .
Thus f(vj) approximates the total cost of the path from v1 via
vj to vN . For g(vj) the cost function from Equation 2 from
v1 to vj can be used directly. When selecting h(vj), note
that h(vj) must not overestimate the actual cost from vj to
vN . Therefore, h(vj) uses the cost function from Equation 2
from vj to the target node vN using a vanishing detection
probability (PD(vj) = 0 % for all nodes from j + 1 to N ).
Thus, the A* algorithm defines an iterative process, which
begins at v1 and finds xoap to the desired end node vN .
In order to increase the efficiency of the algorithm, the
number of nodes in the 3D grid can be limited to the relevant
nodes. Only approach paths to the ego-vehicle from the front
are considered, therefore all nodes behind the ego-vehicle can
be removed from the grid. In addition, a maximum distance
in x-direction (vehicle longitudinal direction) of 300 m is
defined, which corresponds approximately to the maximum
range of sensors in the automotive industry. In addition,
this paper considers the use case of German motorways.
In Germany, the design of motorways is clearly regulated
in the German Motorway Construction Guideline [34]. This
means, for example, that minimum curve radii as well as
minimum radii of crest and hollow are specified. Based
on the minimum values of these parameters, only nodes
within a theoretically possible motorway course need to
be considered. All other nodes can be removed from the
grid. For the design class EKA 1 B standard cross section
43,5 (four lanes in each driving direction) according to the
German Motorway Construction Guideline [34], the valid
search space shown by section planes in Fig. 2 is obtained.
In summary, the optimization algorithm calculates an
optimal approaching path xoap based on a grid with detection
probabilities and a cost function. This represents the optimal
relative approach of a challenger to the ego-vehicle so that
it can perceive the challenger as poorly as possible.
C. Scenario Transformation
If xoap from the challenger to the ego-vehicle is calculated
with the A* algorithm, then this represents the optimal
course that the challenger must choose when the ego-vehicle
is stationary. Since in reality both vehicles move, the tra-
jectories of the ego-vehicle and the challenger have to be
calculated from xoap, which we call scenario transformation.
If both vehicles execute the calculated trajectory (which also
defines the street geometry of the scenario), xoap results as a
relative movement between the vehicles. To achieve this, we
need to make assumptions about the velocities of the ego-
vehicle vego (drives with recommended speed on German
motorways) as well as the challenger vch (slow moving
vehicle) and set maximum allowable values for the pitch and
yaw angles and rates of both vehicles, respectively (Table I).
For a better transformation into a valid road profile, xoap
is interpolated so that the data for the defined relative speed
between ego-vehicle and challenger is available for each
time step i (∆t = 0.01 s). In addition, xoap is smoothed
because no driving physics is taken into account during path
optimization and the path can therefore contain corners. A
global and a relative coordinate system are used for the
calculation of the trajectories (Fig. 3). Subsequently, xoap
must be converted from the relative to the global coordinate
system. The aim of the algorithm is to determine the changes
in position in every time step i of the ego-vehicle ∆xego,i
and of the challenger ∆xch,i so that xch,rel(t) corresponds
as closely as possible to xoap (Fig. 4).
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Fig. 2: Valid search space for design class EKA 1 B
according to the German Motorway Construction Guideline
[34] with minimum curve radius of Rmin = 720 m, minimum
crest radius of HK,min = 10 000 m and minimum hollow
radius of HW,min = 5700 m. The position of the ego-vehicle
is marked with an orange cross.
TABLE I: Assumptions and maximum values used for the
scenario transformation algorithm
Symbol Value Unit Description
vego 130 km h−1 ego-vehicle velocity
vch 80 km h
−1 challenger velocity
Ψ˙max 0.22 rad s−1 max. yaw rate of both vehicles
∆Ψmax 0.21 rad max. yaw angle difference between both
vehicles to increase stability of algorithm
Θ˙max 0.22 rad s−1 max. pitch rate of both vehicles
Θmax 6.0 % max. inclination of highways [34]
At the beginning of the calculation, the ego-vehicle starts
at the origin of the global coordinate system and the chal-
lenger at v1 of xoap with their defined velocities in positive
x-direction of the global coordinate system. It is important
that the ego-vehicle is at some stage at the starting position
of the challenger because the trajectories of both vehicles
must be within the same road. Until this point is reached
(xego,glob = xch,start,glob), the road geometry between the
ego-vehicle and the challenger can be specified by the ego-
vehicle movement. After this point, the ego-vehicle must fol-
low the road course that the challenger has already defined.
Thus, when the ego-vehicle reaches the starting position
of the challenger, a change in the calculation method of
the optimal road course arises. Therefore, the calculation is
divided into these two areas (Algorithm 1 and 2).
In the first part of the calculation (Algorithm 1), the
position change of the ego-vehicle ∆xego,i in each time step i
is determined between the starting point of the ego-vehicle at
vN and the starting point of the challenger at v1 by means of
an interpolation with a smoothing spline. The calculations in
Algorithm 1 consist of geometric correlations that are shown
simplified in 2D in Fig. 3 and 4. For a detailed formulation of
the equations, the interested reader is referred to [31, chap.
4.5]. At the end of the algorithm, the trajectories of both
vehicles can be calculated from the constant speeds and the
yglob
xglob
vch,i
xch,glob,i
yrel
xrel
vego,i
xego,glob,i
xch,rel,i
Fig. 3: Representation of the relative and global coordinate
system in time step i.
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Fig. 4: Geometric relationships for calculating the trajectories
in time step i, resulting in the optimal approximation path.
Algorithm 1: Calculation of trajectories until ego-vehicle
reaches the start pos. of the challenger at v1.
Input: xoap, ∆xego,i, v1, vN
Parameter: vego, vch, ∆t, Ψ˙max, ∆Ψmax, Θ˙max, Θmax
Output: xego(t), xch(t) and road geometry up to v1
ti = 0
while xego,glob ≤ xch,start,glob do
calc ∆xoap,i // required relative path
calc ∆xch,req,i // required challenger path
check Ψ˙max, ∆Ψmax, Θ˙max, Θmax // of ch.
calc ∆xch,i // actual challenger pos. change
ti ← ti + ∆t
end
Algorithm 2: Calculation of trajectories after ego-vehicle
reaches the start pos. of the challenger at v1.
Input: xoap, xsp, v1
Parameter: vego, vch, ∆t, Ψ˙max, ∆Ψmax, Θ˙max, Θmax
Output: xego(t), xch(t) and road geometry after v1
ti = 0
while xego,glob ≤ xch,glob do
calc ∆xego,req,i // required ego pos. change
check Ψ˙max, ∆Ψmax, Θ˙max, Θmax // of ego
calc ∆xego,i // actual ego pos change
calc xch,rel,i // relative challenger position
// due to pos change of ego
calc arguments of while-loop of Algorithm 1
end
calculated paths ∆xego,i and ∆xch,i. In the second part of the
calculation (Algorithm 2), the path of ego-vehicle ∆xego,i
must be within the road boundaries already defined by the
challenger and is therefore given within limits.
In summary, the scenario transformation uses xoap, which
represents the relative movement between the challenger and
the ego-vehicle, and calculates the necessary trajectories of
the two vehicles under certain assumptions, so that xoap
results as a relative movement. From the trajectories, the
required road geometry can be derived as a surrounding
envelope with the width of the standard cross section used.
The calculated trajectory of the challenger as well as
the derived road geometry represent the input for the most
critical scenario with respect to the sensor setup of the
ego-vehicle and can be executed in virtual simulation. The
conversion into a simulation compatible format and the
execution of the simulation are not part of this publication.
IV. RESULTS
This chapter first presents the results of the calculation of
xoap using the A* algorithm (Section III-B), and the second
part describes the results of the scenario transformation
(Section III-C).
A. Optimal Approaching Path with A*
The results shown here are calculated on the basis of the
coarse grid (Table II), resulting in a total number of 8 926
nodes. For the calculation of PD of the grid according to
[9], good weather conditions and a passenger car as the
challenger are used. The ego-vehicle is in the origin, so
vN = (0 m, 0 m, 0.5 m). The challenger is outside the sensor
coverage (PD = 0 %) at v1 = (300 m,−20 m, 2 m), so the
algorithm can select the optimal entry point in the sensor
coverage. In the following, the influence of kJ of the cost
function from Equation 2 will be examined in more detail.
xoap for three different values of kJ are shown for the x-y-
plane in Fig. 5. A detailed representation of the x-z-plane
is not provided because kJ has no significant influence on it.
Also, the choice of the grid size has only a small influence
[31, chap. 5].
With varying kJ, xoap changes significantly. For kJ =
0.5 (high distance costs) the algorithm chooses the shortest
possible path to the ego-vehicle and PD of the nodes has only
a negligible effect. With lower kJ, more and more focus is
placed on a lower PD and a longer path is accepted. Fig. 6
shows PD as a function of the x-distance. It can be seen that
smaller kJ lead to lower PD. However, the total length of
the approaching path is inversely proportional (Table III).
As a consequence of these results, it can be concluded that
small values of kJ are preferred for the creation of worst
case scenarios regarding the sensor coverage of automated
vehicles.
B. Scenario Transformation Results
To demonstrate the results of the scenario transformation,
we use the fine grid from Table II, a weighting factor of
kJ = 0.25, and a starting point of the challenger at v1 =
(200 m,−20 m, 2 m). This results in a scenario duration of
14.06 s with the assumptions made in Table I. The ego-
vehicle covers a distance of 507.7 m and the challenger
312.4 m. Again, the visualization is reduced to the x-y-
plane (Fig. 7). This shows the course of the road when
TABLE II: Used grid sizes with xmin = 0 m, xmax = 300 m
and ymin, ymax, zmin and zmax according to Fig. 2.
Grid ∆x in m ∆y in m ∆z in m
fine 1 1 0.2
middle 2 2 0.4
coarse 4 4 0.8
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Fig. 5: Optimal approaching path xoap with different weight-
ing factors kJ.
TABLE III: Length of the optimal approaching path L(xoap)
with different weighting factors kJ.
kJ 0.1 0.25 0.5
L(xoap) 343.9 m 325.0 m 308.4 m
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Fig. 6: Detection probability PD with different weighting
factors kJ. The lengths of the path are summarized in Ta-
ble III. The high detection probabilities PD of almost 100 %
are due to multiple overlapping sensors and the assumed
good weather conditions. This can change in adverse weather
conditions [9].
both vehicles move, so that xoap is obtained as the relative
movement between the two vehicles.
Fig. 7 shows the road boundaries as twice the width of
the possible offset in y-direction between two vehicles for a
standard cross-section of 43,5. The reference represents the
ego-vehicle that is always in the middle of the boundaries.
From the point of view of the ego-vehicle, the challenger can
be to the left and to the right with the highest possible offset
to still be on the shared street layout. The highest possible
offset in the y-direction for the standard cross section 43,5
is 10.875 m.
While in the x-z-plane no exceedances of the limits occur
[31, p. 78], in Fig. 7 for the x-y-plane it can be seen that
the challenger is outside the road limits in the region of
x = 400 m. This means that in this area no road can be
defined according to [34] in order to maintain xoap between
the two vehicles. Apart from these short deviations, however,
the procedure developed is suitable for defining the optimal
road geometry for particularly challenging scenarios for the
perception module of an automated vehicle. Approaches
to overcome the limitations of the scenario transformation
algorithm are discussed in Section V.
V. DISCUSSION
For a more efficient calculation of xoap, the grid can be
reduced to 2D because the influence and effects in z-direction
are negligible. The reason for this lies in the sensor models
used to calculate PD of the grid [9]. These show almost no
dependence on the z-component. If, however, sensor models
are used that consider a dependency in the z-direction, the
3D grid must be used instead.
The most potential for improvement exists in scenario
transformation (Section III-C). Fig. 7 shows that the bound-
ary conditions cannot be met over the entire duration of
the scenario. The following aspects describe approaches
0 100 200 300 400 500
−50
0
50
x in m
y
in
m
Ego Challenger Road boundary
v1
vN
Fig. 7: Calculated optimal road geometry to generate the
xoap between the two vehicles. From v1, i.e. from 200 m, the
road can theoretically also be defined around the challenger.
with which compliance with the boundary conditions can
be improved:
• Consideration of vehicle dynamics already during path
search in the A* algorithm.
• No exact position specification of the ego-vehicle to the
starting point v1 of the challengers (deviations within
one road width tolerable).
• Currently the trajectories are calculated forward in time.
This means that starting from the initial distance be-
tween the vehicles, both drive forward and get closer
with xoap. A reversal of the process into a reverse
simulation can bring advantages, because the more
complex calculation of the road geometry (both are on
the same road) is already carried out at the beginning
of the calculation.
In addition, an adaptive velocity specification of the chal-
lenger may be necessary for the simulation execution of the
generated critical scenarios. This is necessary if the ego-
vehicle deviates from the assumed constant speed and the
assumed relative speed between both vehicles must be re-
established by the challenger.
VI. CONCLUSION
This contribution addresses a novel method for the defini-
tion of system-specific challenging scenarios for the safety
assessment of automated vehicles with the Operational De-
sign Domain of highways. Based on a 3D grid of the sensor
coverage with corresponding detection probabilities at the
nodes of the grid, the A* algorithm calculates a worst-case
approaching path between the ego-vehicle and the challenger,
so that the automated vehicle perceives the challenger as
poorly as possible. The static approaching path is trans-
lated into a dynamic scenario using scenario transformation
(Section III-C), which defines the challenger trajectory and
road geometry. These scenarios represent the most critical
scenarios from the point of view of the automated vehicle
perception module and offer significant additional value in
the safety assessment of automated driving on highways. In
future work, visual obstructions caused by other objects can
be considered. In addition, the generated scenario data will be
exported directly to an OpenSCENARIO and OpenDRIVE
file for automated connection to a simulation tool.
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