We combine previous work on coalgebraic logic with the coalgebraic traces semantics of Hasuo, Jacobs, and Sokolova.
the closed structure a the commutative monad B. Section 4.5 explains how to define logics via predicate lifting, a notion known set-coalgebras, which is adapted to our setting. Section 4.6 introduces the notion of a generic trace logic and uses it to prove a particular instance to be sound, complete, and expressive.
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Two Examples
Consider γ : X → Pω({ * } + Act × X). (X, γ) is a finitely non-deterministic automaton. Indeed, with 1 as { * } and + as (disjoint) union, we read (a, x ′ ) ∈ γ(x) as x can input a and go to x ′ and we read * ∈ γ(x) as x is an accepting state. Now consider a logic φ ::= 0 | √ | φ ∨ φ | a φ
with compositional semantics x 0 (2)
x φ ∨ ψ ⇔ x φ or x ψ (4)
and as axiomatisation the usual laws for falsum (0) and disjunction (∨) plus the axioms a 0 = 0 a (φ ∨ ψ) = a φ ∨ a ψ (6) Note that this implies the typical axiom we would expect for trace logics a ( b φ ∨ c ψ) = a b φ ∨ a c ψ
Our development will not only provide a generic proof for the fact that this logic is sound, complete and expressive, but also provide conceptual explanations for why we can have falsum and disjunction, but not negation and conjunction.
To see that the interaction of the modal operators a with the propositional operators (0,∨) is subtle, consider as a second example γ : X → D({ * } + Act × X) where DY is the set of finitely supported discrete probability distributions on Y . γ(x, * ) ∈ [0, 1] is the probability of terminating successfully and γ(x, a, x ′ ) ∈ [0, 1] is the probability of continuing with a and transiting to x ′ . Two states x, x ′ are trace equivalent if (inventing an adhoc notation similar to the logic above)
which we read as stating that the probability of x (and x ′ ) to terminate successfully after the sequence a0 . . . an is p.
The notation in (8) indicates that there must be a definition of logic, semantics, axiomatisation paralleling the example of non-determinstic automata and we will show how to obtain in a systematic fashion from the functors involved.
Preliminaries

Monads, Algebras and Coalgebras
Definition 3.1. A coalgebra for an endofunctor T on a category C is a morphism γ : X → T X for an object X of C, that we call γ's domain. A T -coalgebra morphism between coalgebras γ : X → T X and δ : Y → T Y is a morphism f : X → Y such that T f • γ = δ • f commutes. Dually, a T -algebra is an arrow α : T X → X. 1. The finite powerset Pω, equipped with the singleton map {(−)} and set-union.
2. The bag functor B takes a set X to the set (N X )ω of its finite multisets, and functions f : X → Y to multiset-functions Bf : BX → BY taking multisets m ∈ (N X )ω to λy. x∈f −1 (y) m(x).
) takes a set X to the set of its (sub-)distributions, and functions f : X → Y to λm.λy. x∈f −1 (y) m(x). For the sake of a brevity we write both, D=1 and D ≤1 , as D when it is clear from context, which functor we mean. For each X we can define functions
µ and η are transformations natural in X and form with B a monad.
4. All of the above are examples of functors which take a set X into the set (S X )ω of evaluations of X into a semiring S with finite support, and functions f :
For Pω the semiring is the boolean algebra {⊤, ⊥}, ∧, ∨, ⊤, ⊥ , and for B the semiring are the natural numbers N, +, * , 0, 1 .
5. If we take for S the real numbers with addition and multiplication, then the category of algebras for the semiring monad is (isomorphic to) the category of vector-spaces. See Semadeni [20] for more on this perspective. More generally, if the semiring does not happen to be a field, the category of algebras for the monad is known as the category of modules for the semiring.
6. Another example of a semiring monad uses the min-semiring N ∪ {∞}, min, +, ∞, 0 of natural numbers augmented with a top element, ∞, with an idempotent additive operation, min, and a commutative multiplicative operation, +, such that ∞ is neutral wrt min and 0 wrt +, and 0 absorbs wrt min.
7. Another example of semiring monads can be found in the weighted automata of Rutten [18] , where the stream behaviour is an instance of the finite trace semantics presented in this paper.
An (Eilenberg-Moore-) algebra for a monad B is an algebra for the functor B satisfying additionally α • µX = α • Bα and α • ηX = idX . The algebras for a monad B form a category, the Eilenberg-Moore category B-Alg. U : B-Alg → C maps an algebra to its carrier. U has a left adjoint F and we write η : Id → U F and ε : F U → Id for the unit and counit of the adjunction. Recall that U F = B and F εUX = µX .
Each monad admits and initial and a final B-algebra, respectively B∅, µ ∅ B 2 ∅ → B∅ and { * }, (λ. * ) : B{ * } → { * } . Synonymously, we denote by 1 a singleton set, when the domain (Set or B-Alg) is clear from context. For our definition of generic trace logics, it may be useful when B-Alg is closed in the sense that homsets in B-Alg have B-algebra structure themselves. Kock [9] showed that this is true for commutative monads. A double strength law is a natural transformation given as the diagonal dst X,Y :
A monad is commutative if it has a double strength law.
The proof of the following can be found in [9] .
Proposition 3.5. The Eilenberg-Moore category of a commutative monad is closed.
The Kleisli Construction and Functor Liftings
Definition 3.6 (Kleisli-Categories). The Kleisli-category KlB of a monad B on C has as objects the objects of C and arrows f : X → Y are the arrows f : X → BY in C. The identity is given by η : X → BX and composition of f :
and for all objects X in Kl B, U ′ X := BX and for all morphisms f :
Example 3.7.
1. The Kleisli-category for the powerset monad P is Rel, the category of sets as objects and relations as morphisms.
2. The Kleisli-category for the semiring monad (S (−) )ω is the category of free (left) modules for the semiring S.
A coalgebra γ : X → BT X in Set is a morphisms X → T X in Kl B. In order to exhibit γ as a coalgebra in KlB and to have coalgebra morphisms, one defines the lifting of Set -functors T to KlB. The lifted functor T makes F T = T F commute. The existence of the functor lifting is equivalent to the existence of a distributive law. Example 3.9. Let T (−) := { * } + Act × (−) be a Set -functor for a fixed set Act . With each of the monads in Example 3.3 T has a distributive law.
Definition 3.10 (Functor Lifting by Distributive Law). Given a distributive law π : T B → BT we can define T on objects T X := T X and on morphisms T (f :
There is a full and faithful functor K : KlB → B-Alg mapping X to the free algebra over X, see [15] . In other words, we can think of Kl B as the full subcategory of B-Alg consisiting of the free algebras.
Coalgebraic Logic for Trace Semantics
In this section we show how to set up trace logics in a coalgebraic framework. But first we review some basic of coalgebraic logic (more can be found in [11] ) and the fundamentals of generic trace semantics [6] .
A Brief Review of Logics for T -Bisimilarity
Suppose we are looking for a logic for T -coalgebras built upon classical propositional logic. Such a logic would be based on Boolean algebras which precisely capture the axioms of propositional logic. Then, in the same way as T is a functor Set → Set on the models (coalgebras) side, the logic will contain modalities given in terms of a functor L : BA → BA on the category BA of Boolean algebra. The situation is depicted in
Q contravariantly takes sets X to their powersets 2 X and S maps a Boolean algebra to the set of maximal consistent theories (ultrafilters). For example, if T = P we may define L by saying that LA is the Boolean algebra generated by 3φ, φ ∈ A, modulo the axioms
Note how this definition of L captures the usual modal logic for (unlabelled) transition systems. The semantics of the logic is given by a map
In the example we define δX (3φ) = {ψ ∈ PT X | φ ∩ ψ = ∅} in order to capture that 3φ holds if the set 'of successors' ψ satisfies φ ∩ ψ = ∅. Finally, (L, δ) gives rise to a logic in the usual sense as follows. The set of formulas of the logic is the carrier of the initial L-algebra. The semantics of a formula wrt to a coalgebra X → T X is given by the unique homomorphism from the initial L-algebra LI → I as in:
Theorem 4.1. Any (L, δ) with δ as in (11) gives rise to a logic for T -coalgebras. The semantics (12) is invariant under T -bisimilarity. The logic is expressive for (finite) coalgebras, if δX is onto for (finite) X and the equational logic given by the axioms defining L is complete if δX is injective for all X.
Suppose we are given T , how can we find a logic (L, δ)? Two answers:
1. Moss [16] takes LA to be the free BA generated by T UA where UA is the underlying set of A. A complete calculus has been given in [10] .
2. The standard modal logic for T = P above arises from LA = QT SA on finite A and extending continuously to all of BA [13] . It is always complete.
Both logics are expressive. A detailed comparison has been given in [12] .
A Brief Review of Finite Trace Semantics
The basic construction Consider a coalgebra X → BT X, the running example being B = P and T X = { * } + Act × X as discussed in Section 2. The set of traces will be the carrier of the initial T -algebra given by the colimit (or union) of the sequence
In the example T n ∅ = {a1 . . . an | ai ∈ Act } and T ω ∅ = Act * , ie the set of finite words over Act. The set of traces of length n will be given by a map
In the example, tr n(x) is the set of traces of length n that lead from x to an accepting state.
To compute it, we need the following ingredients.
Assumption 1.
• a map µX : BBX → BX (for this we assume that B is a monad)
• a map πX : T BX → BT X (for this we assume that π is a distributive law)
• an algebra morphism e : A → F ∅ from any B-algebra A into F ∅.
1
The maps tr n then arise from taking n steps of γ, eg in the case n = 2, as
(p stands for 3 applications of π and m for 2 applications of µ.) Definition 4.3. Two states x, y ∈ X of a coalgebra X → BT X are trace equivalent if tr n(x) = tr n(y) for all n < ω.
For the purposed of the current paper, we consider this the essence of the trace semantics of [5] . But [5] do much more and, in particular, they show that under additional assumptions the trace semantics can be given by a final coalgebra in the Kleisli category.
Trace semantics in the Kleisli category [5] show not only that the ingredients of a monad B and a distributive law T B → BT give rise to trace semantics, they also show that it can be elegantly formulated in the so-called Kleisli category of the monad B (see Section 3). The objects in the Kleisli category are the same as in Set , but arrows X → Y in Kl B are maps X → BY in Set . In case of the powerset functor B = P, Kl B is the category of sets with relations as arrows.
The distributive law T B → BT gives rise to a lifting of T : Set → Set to T : KlB → KlB. The definition of tr n can then be defined inductively as
where we assume a morphism tr 0 : X → 0 in the base case. The following diagram illustrates the above definition
Furthermore, under conditions for which we refer to [5] , the final T -coalgebra Z exists. 
for all n < ω. Thus, the trace semantics via the final coalgebra (if it exists) in the Kleislicategory is equivalent to the one of Definition 4.3. The advantage of the trace semantics via the final coalgebra in the Kleisli-category is that it gives a coinductive account of trace semantics. The disadvantage is that it excludes some natural examples such as finite powersets or multisets. The next section shows that these examples can be treated via final coalgebras if we move from the Kleisli-category to the category of algebras for the monad.
Trace Semantics in the Eilenberg-Moore Category
In this section we propose to move the trace semantics from the Kleisli-category KlB to the category B-Alg of Eilenberg-Moore-algebras. There are at least two reasons why this of interest. The first is that the duality we will exploit for the logic takes place in B-Alg. The second is that, in general, the limit of Diagram (16) is not a free B-algebra and hence not in KlB, but it always exists in B-Alg. Let K denote the functor which embeds Kl B into B-Alg. Our first task is to extend
On the full subcategory of free algebras we can define T F X = KT X = F T X. To extend this to arbitrary algebras A recall first that any A ∈ B-Alg is a coequaliser of F U εA, εF U A : F U F U A → F U A. We then define T A as the coequaliser of T F U εA and T εF U A. It can be shown that T is the left Kan-extension of KT along K. definition, we have T F X = F T X ∼ = F 1 + Act · F X. Now the claim follows from the fact that the functor F 1 + Act · Id, being a coproduct, preserves coequalisers.
It is convenient for us to make the following assumptions.
Assumption 2. B : Set → Set is a finitary commutative monad with B∅ = ∅ and T : Set → Set is a finitary functor with a distributive law T B → BT .
Remark 4.5. If B and T are finitary, then T is determined by finitely generated free algebras, or, in other words, T preserves sifted (hence filtered) colimits [2] and falls within the framework considered in [14, 21] . For a functor H : A → A on a finitary algebraic category A to be strongly finitary means that H is determined by its action on finitely generated free algebras. More formally, H is a left Kan-extension of HK along K where K is the inclusion A0 → A of the full subcategory A0 of finitely generated free algebras. A pleasant consequence is that all concrete calculations of some HA can be restricted to the case A = F n, where F is the left adjoint of the forgetful functor A → Set and n is finite. This will be exploited in the following for A = B-Alg. Other consequences of our assumption then are:
• F ∅ is the initial and final object of B-Alg.
• The final T sequence converges after ω steps.
In a second step, we can now map a coalgebra γ : X → BT X (ie γ : X → T X) to γ : F X → T F X (ie γ : KX → KT X). Thus γ is a coalgebra for a functor T : B-Alg → B-Alg. Moreover we observe that we can factor tr n : X → BT n ∅ from Diagram (16) as
where we define tr 0 via e as in Assumption 1 and tr n+1 = T tr n • γ. Let us summarise this in a definition and a proposition.
Definition 4.6. Recall Assumption 2. For any coalgebra α : A → T A we define the trace semantics as follows. First, tr : A → F ∅ is given by finality; then, inductively tr n+1 = T tr n • γ. This defines a cone on the final T -sequence so we can define the trace semantics tr : A → Z, where Z → T Z is the final T -coalgebra. For a coalgebra γ : X → BT X we define tr : X → U Z as U tr • ηX , where tr is the trace semantics of γ : F X → T F X.
To emphasise that this definition agrees with the one of the previous subsection we state Proposition 4.7. Consider γ : X → BT X and γ : F X → F T X = T F X. Then U tr n • ηX = tr n.
Thus, Z and tr and tr are just a convenient way to talk about the maps tr n for all n ∈ N simultaneously. In particular, we have now again a coinductive account of trace semantics. This technique will give, for example, a short and conceptual proof of Theorem 4.16. Under Assumption 2, and if the final T -coalgebra of [5] exists, then both the trace semantics in Kl B and the trace semantics in B-Alg are equivalent as both boil down to Definition 4.3. (Of course, this is due to the fact that the definition of T extends to all algebras the lifting T of T to Kl(B).)
Remark 4.8. If B∅ = 0 then the sequence ( T n F ∅)n<ω is the finitary part of the final Tsequence in B-Alg. Moreover, it follows from Remark 4.5 that if B is finitary, then the ω-limit ( T ω F ∅) of the final sequence is the final T -coalgebra. To summarise, in addition to the explanation of trace semantics as a final semantics in the Kleisli-category as in [5] , we can also give a final semantics in the Eilenberg-Moore category. These two approaches are slightly different, for example, the approach of [5] works for B = P but not for B = Pω, whereas for us it is more natural to work with B = Pω as we then have algebras with a finitary signature.
We can identify F ∅ with {∅} and T n (F ∅) with Pω(1 + Act + . . . Act n ). Thus, elements of T n (F ∅) are finite sets of finite words a1 . . . ai , i ≤ n. As F ∅ is initial and final in B-Alg, the T n (F ∅) are part of the initial and of the final T -sequence. The projections p n+1 n : T n+1 (F ∅) → T n (F ∅) are finite-union-preserving maps determined by acting as the identity on singletons { a1 . . . ai } for i ≤ n and sending { a1 . . . an+1 } to ∅. The embeddings e n n+1 : T n (F ∅) → T n+1 (F ∅) are given by the obvious inclusions. Note that p n+1 n
• e n n+1 = idn. The colimit of the initial T -sequence (e n n+1 )n<ω is given by all finite subsets of Act * = n<ω Act n . The limit of the final T -sequence (e n n+1 )n<ω is given by all subsets of Act * . Note that although all approximants T n (F ∅) are free algebras, the limit P(Act * ) is not free in B-Alg and hence does not appear in Kl(Pω).
Logics for Finite B-Traces
We develop logics for (B, T )-coalgebras with a semantic invariant under trace equivalence in analogy to coalgebraic modal logic for T -bisimulation.
Firstly we need a category carrying our logics. We have a number of possible replacements for BA in Diagram (9): distributive lattices for positive logic, Heyting algebras for intuitionistic logic, complete atomic Boolean algebras for infinitary logic. The minimal choice (without propositional operators) is Set itself as used for example by Klin in [8] .
In the above situation, 2 takes the role of a schizophrenic object. Analogously we may choose a B-algebra Ω to replace 2. In most examples we have considered, F 1 is a suitable choice, but for the moment we do not need to fix a choice. 
B-Alg
Q0 is the contravariant endofunctor U [F −, Ω] = Set(−, U Ω). We have U QA = Q0U A. given by exp(a) = λb.¬(b ≤ a) and log(φ) = φ − where ¬ : ¾ → ¾ is negation and
Another description of log goes as follows. Since φ preserves joins it has a right adjoint φ ♯ and log(φ) = φ ♯ (0). Second, if A = F X with X not necessarily finite, we have the bijection
which lifts to a semi-lattice isomorphism
mapping φ ∈ [F X, ¾] to {x ∈ X | φ({x}) = 1} and S ⊆ X to the unique φ with φ(x) = 1 ⇔ x ∈ X, or, equivalently, to λS ′ ∈ F X . S ∩ S ′ = ∅ (where we use (21) to identify S ′ with a subset of X). Taking now X = n finite again, we obtain
In this case it is more convenient to use exp and log to denote the order-preserving bijections
given by log(φ) = {i ∈ n | φ({i}) = 1} and exp(S) = λS ′ .S ∩ S ′ = ∅ (where again we identify elements S, S ′ of F n with subsets S, S ′ ⊆ n). One can check that exp(exp(a)) = λφ.φ(a). It follows that exp • exp : Id → QQ is the unit of the adjunction (19) , and, moreover, that the unit is an isomorphism on finite semi-lattices. 3 In case of F n → QQF n we have for S ⊆ n that exp(exp(S))(φ) = log(φ) ∩ S = ∅. The inverse
We will also use that for finite semi-lattices coproducts and products coincide, with
describing the isomorphism.
In Section 4.2 we have defined the finite trace semantics of Set -coalgebras γ : X → BT X as the final coalgebra semantics of the lifted coalgebra γ : F X → T F X in B-Alg.
Secondly we need a functor L providing the modalities for our logics, as in the following diagram.
In analogy to Section 4.1, we develop finite trace logics as the initial L-algebra L : LI → I in B-Alg. Note that under the assumptions of Remark 4.5, we have that I is the ω-colimit of the initial L-sequence: 0 
This induces the semantics
For future reference, we record that the semantics in terms of γ and γ agree:
Proposition 4.13. Let γ : F X → T F X be the T -coalgebra induced by the (B, T )-coalgebra γ : X → BT X, that is, γ = U γ • ηX with ηX : X → BX the unit of the monad B. Then
Example 4.14. Continuing from Example 4.11, in order to describe the logic (1), we let LA be the join-semilattice which is freely generated by √ and a φ for a ∈ Act and φ ∈ A, quotienting by (6). To describe δF X it is convenient to note that QF X can be identified with the set of subsets of X as in (22) and Q T F X = QF T X with the set of subsets of T X. It therefore makes sense to define
(L, δ) of Example 4.14, together with (28), describes the same logic as (1) in Section 2.
Proof. For example, we calculate x |= a φ ⇔ γ(x) ∈ {S ⊆ T X | ∃x
where we use, respectively, (5), the definition of δ, the definition of Q, and (28). Proof. For a given γ : X → BT X and formula φ, we have to show that tr (x) = tr (y) implies x φ ⇔ y φ. Expressing this in B-Alg, this amounts to tr (ηX (x)) = tr (ηX (y)) only if
But this is immediate from the initiality of the algebra of formulas as follows. Let (Z, ζ) be the final T -coalgebra.
Since morphisms from the initial algebra LI → I are uniquely determined, we must have
Predicate Liftings
Whereas the previous section treats logics from an abstract point of view, we are now going to see how to describe them concretely using predicate liftings. First, we need to extend the set-based notion of predicate lifting [17, 19] to coalgebras over B-Alg. Suppose we have L and LQ → Q T .
Using Id → QQ from the adjunction (19) this gives us
We will see below that Q T Q gives us predicate liftings, but first we are going to show how to recover LQ → Q T from L → Q T Q. Write J : KlωB → B-Alg for the inclusion of the category of finitely generated free algebras into B-Alg.
Proposition 4.17. Let L be determined by finitely generated free algebras as in Remark 4.5. Then there is a bijection between natural transformations LQ → Q T and natural transformations LJ → Q T QJ.
Proof. Given δ : LQ → Q T we obtain ρ : LJ → Q T QJ as δQ • Lη. Conversely, given ρ, we write QA as a colimit φi : F ni → QA, which is preserved by L, and obtain δ via
whereφi : A → QF ni is the adjoint transpose of φi. To check that these two assignments are inverse to each other, we first note that the diagram (31) can be rewritten as
where the triangle commutes because of the adjunction (19) and the quadrangle commutes because of naturality. It follows that starting from δ and defining ρ, the original δ satisfies (31) and therefore agrees with the δ defined from ρ. Conversely, defining δ from ρ in (31), one can choose A = QF n, ni = n andφ = id, which shows that δ determines the ρ it comes from uniquely.
We can interpret the proposition as follows. An element of
is an n-ary predicate on A. We have [n, Q0A] ∼ = [F n, QA] ∼ = [A, QF n] and find it useful to introduce the following notation. We want to write φ for n-ary predicates and if we want to make precise which of the three presentations we use, we write
Next we show how elements l ∈ LF n are n-ary modal operators. Given an n-ary predicate φ on A, the 'modal operator' l induces an predicate on T A as follows.
This shows that the meaning of the modal operator l ∈ LF n is fully determined by the image ρF n(l) ∈ Q T QF n. We turn this observation into a definition. Further note that, for finite n, there is a bijection U QF n = U [F n, ¾] ∼ = Set (n, 2) ∼ = Bn = U F n which extends to a semi-lattice isomorphism QF n ∼ = F n. In order to obtain the clause for √ , we instantiate (35) with n = ∅ (because √ is a constant) and let λ √ be the unique isormorphism
Consider A and φ : F ∅ → QA andφ : A → QF ∅ ∼ = F ∅. This gives us the semantics of √ as follows. δA( √ ) ∈ Q T A as in (31) is the map
Finally, putting this together with (28) and (29) we find that, as expected,
In order to obtain the clause for a φ, we instantiate (35) with n = 1 and let λa be given by the map
which sends all generators * and b ∈ A, b = a to 0 and a to 1. Consider A and choose some φ : F 1 → QA. Note thatφ : A → QF 1 ∼ = F 1 ∼ = ¾. This gives us the semantics of a φ as follows. δ( a φ) ∈ Q T A as in (31) is the map
Every collection of predicate liftings defines a functor. It is possible to incorporate logical laws into the functor.
Example 4.22. Let Λ = {λ √ } ∪ {λa | a ∈ Act } as in Example 4.19 and consider the set E of equations given by (6) . Then LΛE ∼ = F 1 + Act · Id and δΛE is given by (37) and (39). Furthermore, we have
where, on finite A, κA is the isomorphism
where the first iso comes from (25), the second is due to Q being a hom-functor, and the third is from the definition of T .
To summarise, we have extracted from the example in Section 2 a general framework that allows to define trace logics for general functors T and monads B satisfying Assumption 2.
A generic trace logic
In this section, we show how to define a logic (LT , δT ) for general functors T and monads B satisfying Assumption 2. We show that the example from the previous section arises in that way.
Definition 4.23. The functor LT : B-Alg → B-Alg is defined on finitely generated free algebras F n as LT F n = Q T QF n. Since every A ∈ B-Alg is a colimit of finitely generated free algebras, this extends continuously to all A ∈ B-Alg. Definition 4.24. The semantics δT : LT Q → Q T is given by considering QA as a colimit φi : F ni → QA, which is, by construction, preserved by LT . More explicitly, (δT )X is the unique arrow making the following diagram
commute for each i; as in (33), the arrowφi comes from applying the isomorphism B-Alg(F ni, QA) ∼ = B-Alg(A, QF ni) to φi.
To show that the example of the previous section is actually the generic one, we need a lemma helping us to compare the two logics.
be two logics and ρ, ρ ′ as in (31). If there is an isomorphism α : LJ → L ′ J such that for all finite sets n we have
Moreover, βF n = αn.
Consequently, any collection of isomorphisms Ln → Q T QF n, n ∈ N, defines the same logic, or, more precisely: Proof. We write (L, δ) for (LΛE , δΛE) and ρ for the natural transformation as in (31). According to Corollary 4.26, it is enough to show that ρF n : LF n → Q T QF n is an isomorphism. From the proof of Proposition 4.17, we know that ρF n = δQF n •Lη. Since η is an isomorphism for finite semi-lattices, the result now follows from δQF n being iso, see Example 4.22.
Finally, Definition 4.24 does not depend on the choice of a partiuclar T or B, so we can summarise this section as follows. Of course, given B and T , the real work consists in finding a good explicit description of the generic logic. We have illustrated this for the moment only with one example.
We can apply the general framework to obtain results about generic logics. For example, we have Proof. We write (L, δ) for (LΛE, δΛE). The proof is straightforward due to the following facts: B and T preserve finite algebras and on finite algebras we have that δ is an isomorphism. In detail:
Expressiveness means that any two non-trace equivalent states can be separated by a formula. Consider a coalgebra X → BT X with x, x ′ ∈ X and suppose x accepts trace t and x ′ does not. Since the initial L-algebra is the free B-algebra over the set of traces, t can be considered as a formula and we have x t and x ′ t. Completeness means that if L does not prove φ = φ ′ , then there must be a coalgebra X → BT X and x ∈ X such that, wlog, x φ and x φ ′ . Since φ and φ ′ appear at some stage n in the initial algebra construction of L, the semantics of φ and φ ′ is determined at stage n. Since δ is an iso on finite algebras, the images of φ and φ ′ in Q T n F ∅ are different. It follows from a standard argument that there is a T -coalgebra γ : T n F ∅ → T ( T n F ∅) that refutes the equation φ = φ 
