A carousel is an automated storage and retrieval system which consists of a circular disk with a large number of shelves and drawers along its circumference. The disk can rotate either direction past a picker who has a list of items that have to be collected from n different drawers. In this paper, we assume that locations of the n items are independent and have a continous non-uniform distribution over the carousel circumference. For this model, we determine a limiting behavior of the shortest rotation time needed to collect one large order. In particular, our limiting result indicates that if an order is large, then it is optimal to allocate less frequently asked items close to the picker's starting position. This is in contrast with picking of small orders where the optimal allocation rule is clearly the opposite. We also discuss travel times and allocation issues for optimal picking of sequential orders.
Introduction
A carousel is an automated storage and retrieval system which is widely used in modern warehouses as one of major technologies for small parts' storage. The system consists of a circular disk with a large number of shelves and drawers along its circumference. The disk rotates either direction bringing the items to a picker who has a stationary position in front of the carousel. This takes away the walking time and thus enhances efficiency of the picker. Other important benefits include a better control over materials and a greater utilization of available space.
A natural model of a carousel is a circle of length 1. An order consists of n items whose locations are modeled as points on a circumference. The time needed to fulfill an order consists of a pick time (collecting the items from drawers), plus the travel (rotation) time of the carousel. For a given carousel unit with a human picker, the pick times are essentially pre-defined and not subject to control. The travel time however can be optimized by adopting an efficient allocation policy and choosing a picking sequence that provides a reasonably short route along the circle. Thus, one of relevant research problems in carousel systems is to characterize the travel time for all kinds of lay-outs and various picking sequences.
It was noticed by many authors (see e.g. Bartholdi and Platzman [2] ) that the shortest possible route has at most one turn. Such route can be also successfully approximated by socalled m-step strategies proposed in [14] and analyzed in detail in [9] . These strategies allow at most one turn where the number of items collected before the turn can not exceed some fixed number m ≥ 0. In the recent paper of Meller and Klote [11] , a no-reversal strategy is adopted. This is in fact an m-step strategy with m = 0, i.e., the carousel rotates either only clockwise or only counterclockwise choosing the shortest of the two possible routes. In practice, the nearest item heuristic is often applied. Under this heuristic, the next item to be collected is always the nearest one.
The analysis of the travel time under various strategies is in general a non-trivial problem. This problem however has been resolved for independent uniformly distributed items' locations. References [7, 8] provide a complete analysis of the nearest item heuristic including the distribution of the travel time, the moments, the asymptotic behavior when n goes to infinity and the distribution for the number of turns. The analysis leads to surprising results such as strikingly simple distribution of the travel time and the independence of the travel time and the number of turns! In [9] , this kind of results were obtained for the m-step strategies. The shortest route has been analyzed in [10] .
The results on the order picking time in one carousel can be further applied in performance analysis for more complex warehousing systems. For instance, in [11] the expected travel time in one carousel is needed in order to evaluate the throughput for a carousel pod. An interesting analysis of two carousels operated by one picker was presented by Park et al. [12] and considerably extended by Vlasiou et al. [15, 16] . For such analysis, the full knowledge of the travel time distribution is required.
In this paper, we focus on the length of the shortest rotation time needed to collect one order when the order size n is large and the items' locations have a non-uniform continuous distribution with a positive density f on [0, 1] . This model reflects a relevant situation when some of the drawers are required more frequently than others. One peculiar case of nonuniform items' locations was studied by Wan and Wolff [17] who analyzed the problem of picking clumpy orders, i.e. the orders concentrated on a relatively small segment of a circle. To the best of our knowledge, there is no other paper dealing with travel times in carousel systems with non-uniform items' locations. In the present work, we completely characterize the limiting behavior of the travel time when the number of items goes to infinity. The limiting behavior is similar to the one derived in [10] for the uniform case but the formula involves the values of f near the picker's starting point. Also, we analyze the limiting distribution of the number of items collected before a turn. In the uniform case, this distribution is known to be geometric with parameter 1/2 (see [9, 10] ). In this paper, we show that this surprising result also holds for non-uniform items' locations.
In a system where different items are demanded with distinct frequencies, it is important not only to choose a short route but also to allocate the items on a carousel in such a way that the travel time is reduced. If an order consists of one item, then so-called organpipe allocation is proved to be optimal [3] . However, the allocation problem has not yet been resolved neither for an order size greater than one, nor for multiple carousels. The latter problem was addressed by Hassini and Vickson [5] . For order size n = 1, they study the allocation problem in carousels that are grouped in a pod of two. They found several solutions that are close to optimal but could not determine the optimal allocation rule. In the last part of this paper, we discuss the allocation problem in a single-carousel system when the order size is greater than one. In particular, we show that the organ-pipe allocation is not optimal for large orders if a fixed-dwell point strategy is applied, that is, if after collecting an order, a carousel always returns to a fixed starting position. However, our simulation results indicate that the organ-pipe allocation might be optimal under the floating dwell point strategy, i.e., if after collecting an order, the carousel remains in its current position until a new order arrives.
The paper is organized as follows. In the next section, we formally describe the problem and provide the needed background. In Section 3, we derive the limiting distribution of the shortest travel time when the order size grows to infinity. In Section 4, we study analytic properties of the limiting distribution. The analysis of the number of items collected before a turn is presented in Section 5. The allocation issues are discussed in Section 6.
Problem description
We model a carousel as a circle of length 1. The picker has a position at point zero, and he has to collect one order of n items by moving along the circle at unit speed in either direction. The locations of the items are independent and identically distributed continuous random variables with probability density function f (·) which is positive and bounded on [ 
We assume that the optimal picking strategy is adopted, that is, the picker chooses the shortest possible route. Now, let T n be the minimal travel time of the picker. Clearly, one can write T n in terms of the spacings D 1,n , . . . , D n+1,n . In fact, the formula remains the same as in [10] where we studied the case of uniformly distributed items:
This formula has a clear interpretation. As was noticed by many authors (see e.g. [2] ), the optimal route admits at most one turn. Further, for j = 1, 2, . . . , n, the random variable
n is the gain in travel time (compared to one full rotation) obtained by skipping the spacing D j,n and going back instead (ending in a clockwise direction). The same can be said about D n+2−j,n − (1 − Y n+2−j:n ), but here the picker ends in a counterclockwise direction. Under the optimal strategy, the picker chooses the shortest route, i.e., largest possible gain.
It is convenient to write the travel time via spacings because various helpful properties of the spacings have been extensively studied in literature. The key reference is the classical paper of Pyke [13] . In our analysis, we shall exploit two useful results (1) and (3) quoted from this paper.
If the Y i 's have a uniform distribution, then the uniform spacings are distributed as normalized exponential random variables:
(
Here X 1 , X 2 , . . . are independent exponentially distributed random variables with mean 1 and
, 10] we analyzed various order picking strategies and, in particular, the optimal strategy, exploiting this property. Specifically, in order to derive the minimal travel time distribution, we first expressed the travel time in terms of exponential random variables and then applied the following lemma obtained in [6] .
In the current study, we deal with non-uniform spacings and thus (1) does not hold. However, when n is large, one can apply a well-known asymptotic independence and exponentiality of non-uniform spacings. In Pyke [13] , this result is written as follows. Let F be a continuous distribution function of Y i , i = 1, . . . , n, and f be a corresponding density function. Denote
This result can be extended to any finite set of spacings. In the next section, we use (3) to obtain a limiting behavior of T n when n → ∞.
The main result
Let X 1 , X 2 , . . . , X 1 , X 2 , . . . be independent exponential random variables with mean 1. Then the following limiting result holds. 
The idea of the proof is as follows. First, we prove that the probability of making a turn after collecting k items decreases exponentially with k. Thus, the travel time is determined essentially by a finite number of spacings close to the picker's starting position. For these spacings, we shall apply (3) and (2).
Proof of Theorem 3.1. First, note that the picker makes a turn after collecting the (k − 1)th item only in case of the event
Further, for the conditional probability under the integral, we obtain
Define 
Analogously, one can show that
We now approximate the minimal travel time by the travel time under the m-step strategy [14, 9] . Exactly as under the optimal strategy, under the m-step strategy, the picker is allowed to turn only once. However, under the m-step strategy, the picker may turn after collecting at most m items. Thus, the travel time T (m) n under the m-step strategy can be written as
For any fixed m, when n goes to infinity, we use the result (3) extended for a finite set of spacings
Then subsequently applying the continuous mapping theorem (see e.g. [4] ) and Lemma 2.1, we obtain
. . are independent exponential random variables with mean 1,
Now we can prove the limiting result. Denote
Further, for all t ≥ 0, define
and
Equation (8) can be now written as
To prove the statement of the theorem, note that T n can be smaller than T (m) n only if it is optimal to turn after collecting k > m items. The latter situation can occur only if either
Here the last inequality follows from (6). Now we can show that the limit lim n→∞ P n (t) exists and equals P (t). First, choose any ε > 0 and fix m large enough so that γ
It follows from (9) that it is possible to choose some N > m such that for any
Then, for such n 1 , n 2 , we get
Thus, according to the Cauchy criterion, P n (t) converges to a limit for any t > 0. Then letting n go to infinity in (10) and using (9) we obtain
for an arbitrarily large m. Hence, for any t > 0,
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Here the convergence in distribution also implies the convergence of moments. We shall compute the limiting expression for the moments in the next section.
Analytic properties of the limiting distribution
In the paper [10] we discuss in detail various interesting properties of the functional J and its distribution function
The statements of the next theorem are quoted from [10] .
Theorem 4.1 (from [10]) (i) The distribution function Q is given by
(ii) Q is infinitely often differentiable and all of its derivatives Q (k) vanish at the origin.
(iii) The asymptotic behavior of Q in a small positive neighborhood of zero is given by
where ψ(t) = (log 2) −1 [log(1/t) + log log(1/t) − log log 2] and
Here ϑ 3 is a theta function
Statements (ii) and (iii) reveal most remarkable properties of the function Q. Clearly, this function is not analytic at the origin and has a peculiar asymptotic behavior that involves oscillations described by the Jacobi's theta-function. It is easy to establish the relation between the distribution functions P and Q. It follows from the definition of P that
Equation (11) together with Theorem 4.1 provides the explicit expression for P as well as its properties and asymptotic behavior in a positive neighborhood of zero. Using (11) and Theorem 4.1(i) one can also determine the limiting expression for the moments. For the k-th moment we find
An equivalent expression for the expectation can be obtained as
For given f (0), f(1), the value of µ can be easily computed. Then the average minimal travel time can be approximated as
Number of steps before a turn
As we discussed earlier, the optimal route implies at most one turn. In [9] we proved that if the items' locations are independent and uniformly distributed then the number of items collected before a turn converges to a geometrically distributed random variable with parameter 1/2. In this section, we will show that this surprising result also holds for non-uniform items' locations. Moreover, the number of items collected before a turn and the travel time turn out to be asymptotically independent as the order size n goes to infinity.
Denote by K n and K (m) n the number of items collected before a turn when collecting an order of n items under the optimal strategy and the m-step strategy, respectively. If there is no turn, this numbers are set equal to zero. Observe that the number K (m) n + 1 equals to one of the values j 1 or j 2 where either the first or the second internal maximum in (7) is achieved. The choice of j 1 or j 2 depends on whether the first or the second internal maximum is larger, or, in other words, whether the picker collects an order finishing clockwise or counterclockwise. Denote by C an event that the picker's last movement is directed clockwise. Then K 
Here 1 {·} is the indicator function. In [9] we proved that if locations of the items are uniformly distributed then K (m) n is independent of T (m) n for all n > 2m, and we derived the distribution of K (m) n . These results are based on Corollary 3.2 from [9] that provides the formula P(arg max
and establishes the independence of arg max
and max
The next lemma states that similar results hold asymptotically for independent items locations with any continuous distribution on [0, 1].
Lemma 5.1 For any m ≥ 0, it holds that
are asymptotically independent as n → ∞;
Proof. We first let n → ∞ in (12) and apply (3) together with the continuous mapping theorem. Then we see that K
where C reduces to the event
Note that the independence of (15) and (14) implies that the distribution of K (m) does not depend on the maxima involved in the event C. Thus, for 0 ≤ k ≤ m, we subsequently use the total probability formula, the independence of (15) and (14) and the formula (13) to obtain
Note that the derivation implies the asymptotic independence of K We are now ready to establish asymptotic properties of the number of items collected before the turn under the optimal strategy.
Theorem 5.2 (i) For any fixed
(ii) (n + 1)(1 − T n ) and K n are asymptotically independent when n goes to infinity.
Proof. In order to prove (i), observe that for 0 ≤ k ≤ m,
Using (10) we obtain
Further, it follows from Lemma 5.
as n → ∞. Now, for any fixed k ≥ 0, we can apply the Cauchy criterion for P(K n = k) exactly as it was done for P n (t) in the last part of the proof of Theorem 3.1, herewith showing that lim n→∞ P(K n = k) exists and equals lim m→∞ P(K (m) = k) = 2 −(k+1) where the last equality follows directly from Lemma 5.1 (ii).
The proof of (ii) is along the same lines. We first write
Using again the Cauchy criterion and the asymptotic independence of K (m) n and (n+1)(1− T (m) n ) as n → ∞, one can show that lim n→∞ P(K n = k, T n < 1 − t/(n + 1)) exists and equals
The asymptotic independence of K n and (n + 1)(1 − T n ) now readily follows from (i) and Theorem 3.1. 2
Optimal allocation rules
This section addresses an interesting open problem of optimal allocation of items in a carousel. We consider two cases: fixed dwell point strategy and floating dwell point strategy. Under the fixed dwell point strategy, the carousel returns to its starting position every time after collecting an order. On the contrary, under the floating dwell point strategy, the end point of picking an order becomes a starting point for collecting the next order.
In paper [3] it was shown that if an order consists of one item then the following allocation policy is optimal for both fixed and floating dwell point strategies:
Organ-pipe (OP) allocation policy. Place the most frequently asked item at the bin located at the starting point of the picker. Repetitively place next most frequently asked item alternating between the positions to the left and to the right of the already placed item.
For orders consisting of multiple items, the problem of optimal allocation has not been resolved. In this section, we shall use our asymptotic results on the travel time in order to provide new insights into the allocation problem.
Fixed dwell point strategy
Consider a carousel system with fixed dwell point strategy. Under this strategy, the carousel returns to its starting position every time after collecting an order. Such strategy may be used if a picker needs some time for sorting/labeling the order while the carousel rotates to its starting point. Besides, fixed dwell point strategy might be useful if one picker operates several carousels utilized in a pod [15, 16, 12, 11] . Under the fixed dwell point strategy, an optimal picking of one order is equivalent to the optimal picking of several orders in a row. Therefore, one can apply the results on the minimal travel time derived in previous sections.
As mentioned above, the OP allocation is clearly optimal if an order consists of one item. However, in practice, it is usually not the case. Consider an order consisting of multiple items. Then it follows immediately from Theorem 3.1 that for large enough n, the random variable T n stochastically increases with f (0) and f (1). Hence, if orders are large, then less frequently asked items have to be stored close to the picker's starting point. This conclusion has an easy intuitive explanation illustrated in Figure 1 , where we depict
Small order
Large order Figure 1 : Distribution of the items on a carousel in case of small and large orders a typical layout for small and large orders. If an order is small, then it is reasonable to store most frequently asked items close by, hoping that the whole order can be collected by traveling only a small part of the circle. However, if an order is large, then, most probably, the picker has to cover the major part of the circle anyway. Hence, in this case, the travel time can be reduced only by skipping a large spacing close to the picker's starting point. Such large spacing is more likely to occur if the items that are stored close to the picker's starting point, are not been demanded frequently. This suggests the next two allocation strategies that may suite for collecting large orders under the fixed dwell point strategy.
Reversed organ-pipe (ROP) allocation policy. Place the least frequently asked item at the bin located at the starting point of the picker. Repetitively place next least frequently asked item alternating between the positions to the left and to the right of the already placed item.
Monotone allocation policy. Place the least frequently asked item at the bin located at the starting point of the picker. Repetitively place next least frequently asked item to the right of the already placed item.
We shall also consider a random allocation policy that models, for instance, the allocation in the alphabetic order.
Random allocation policy.
Repetitively place an item in a randomly chosen available bin.
In Figure 2 , we illustrate the simulation results for the mean travel time in a carousel with 100 pick faces (shelves or drawers). The frequency f i with which an item i = 1, . . . , 100 where we chose µ = 50 and σ = 20. One can see that the OP policy is only suitable for very small orders. Already for n = 5, the monotone policy outperforms the OP policy, and remains optimal also for large orders. One may wonder why the ROP policy performs worse than the monotone allocation. Intuitively, it should be the case because the monotone allocation maximizes the chance of having a large spacing next to the picker's starting point. Note also that the OP policy is the most unstable one. For small orders, and especially for the orders consisting of one item only, this policy is clearly the best. However, for large orders, it performs even worse than the random allocation.
Certainly, the results would change if the frequencies are chosen differently. For instance, in Figure 2 we depict the average travel time when locations of the items are uniformly distributed. Note that for uniformly distributed items the allocation problem is not relevant. We see however that the average travel time for uniformly distributed items is larger than for non-uniformly distributed items with a reasonable allocation policy. This suggests that in a carousel pod, it is not reasonable to accumulate items of similar demand frequencies on the same carousel unit. One should rather make sure that each carousel accommodates items of diverse demand frequencies. Our results indicate that such policy may considerably improve the throughput of the picker.
Floating dwell point strategy
The floating dwell point strategy implies that the picker starts collecting an order from the same point where he finished collecting the previous one. Such strategy prevents unnecessary rotation of the carousel. Mathematically, the analysis of the floating dwell point strategy is more difficult because the sequence of the picker's starting positions now constitutes a Markov process, and the travel times needed to collect subsequent orders become dependent.
For i ≥ 0, denote by V i the position of the picker after collecting the ith order. In a model with a finite number N of carousel faces, the Markov chain {V i } i≥0 has a finite state space, so the stationary distribution V obviously exists. If a carousel is modeled as a circle of length 1, then the state space becomes [0, 1), and the existence of a stationary distribution can be proved by using a notion of Harris recurrence. Indeed, let φ (k) (y|x) be the conditional probability density function of V i+k conditioned on the event [V i = x], where i ≥ 0. Observe that φ (1) (y|x) = 0 may equal zero, for instance when x = y. However, if f is positive and bounded on [0, 1] then for all k > 1; x, y ∈ [0, 1), there exist ε k > 0 and ) . Since this set equals to the state space itself, R is obviously recurrent. Further, for any x ∈ R, B ⊂ R, and i ≥ 0, we write
Thus, R is a regeneration set according to the definition in [1, p.198] with r = 2, ε = ε 2 /C 2 , and λ(B) = P (2) (0, B) . Hence, {V i } i≥0 is a Harris chain, and thus there exists a unique stationary distribution V .
Unfortunately, the stationary distribution of {V i } i≥0 is hard to derive for both discrete and continuous models. Below in Figure 3 we depict some simulation results for different order sizes in case of the OP allocation policy on a carousel with 100 storage faces. For orders of size 1, the distribution of V is clearly the same as the distribution of items' locations. However, for n > 1, we clearly observe that V has a two-modal distribution, and this property exacerbates with growth of n. Thus, with the OP allocation policy, the picker will almost never reside at the most frequently demanded drawer, and there would be two symmetric moderately demanded set of drawers where the picker would stop most frequently.
In Figure 4 we compare an average travel time needed to collect an order under the floating dwell point strategy for different allocation policies. We did not consider a ROP policy here because for the floating dwell point strategy in a stationary regime there is no difference between the ROP and the OP policy. We see that the OP policy now is clearly better that any other policy. Thus one may guess that this policy could be optimal for orders of any size. It is also apparent that the average travel time for the random allocation policy is almost the same as for uniformly distributed item's locations. Since this travel time is larger than for the OP allocation, we can again conclude that assigning items with diverse demand frequencies on the same carousel results in reduced travel times. This is in lines with results of Hassini and Vickson [5] on optimal storing of products in carousels grouped in pods of two. For one-item orders, their nearly-optimal solutions are characterized by variability of demand frequencies in each of the two carousels.
