The purpose of this work is to present simple time-optimal algorithms for a number of convexity-related problems on meshes with multiple broadcasting. More speci cally, we show that with an nvertex convex polygon P as input, the tasks of computing the perimeter, the area, the diameter, the width, the modality, the smallest-area enclosing rectangle, and the largest-area inscribed triangle sharing an edge with P , can be solved in O(log n) time on a mesh with multiple broadcasting of size n n. Furthermore, this is proved time-optimal in this model of computation. Similarly, we show that with two n-vertex convex polygons P and Q as input, the tasks of detecting whether P lies inside Q and of computing the maximum distance between P and Q can be solved in O(log n) time, which turns out to be time-optimal. We further show that in case P and Q are separable, task of computing the minimum distance between P and Q can be performed in O(1) time on a mesh with multiple broadcasting of size n n.
Introduction
Convexity and related computations are a recurring theme in pattern recognition, image processing, computer vision, operations research, robotics, computational geometry, and computational morphology. In pattern recognition, for instance, convexity appears in clustering, and computing similarities between sets 21]. In image processing and computer vision convexity is used as a natural shape descriptor and classi er for objects in the image space 3, 15, 45, 53] . In operations research convexity is a fundamental tool in linear programming and convex analysis 49]. In robot navigation, one of the fundamental heuristics involves approximating real-world objects by convex sets 31]. In computational geometry, convexity is often a valuable tool in devising e cient algorithms for a number of seemingly unrelated problems 44, 49] . In computational morphology, convexity has played a central role in analyzing relevant features of the shape of a set of points 51]. Further, one of the fundamental features that contributes to a morphological description useful in shape analysis is the Euclidian distance function among vertices of the polygon 51].
The mesh-connected computer architecture has emerged as one of the natural choices for solving a large number of problems in pattern recognition, image processing, computer vision, path planning, and computational geometry 13, 25, 28, 33, 34] . Its regular interconnection topology makes the mesh eminently suitable for VLSI implementation 52] . One of the drawbacks of the mesh is its large computational diameter which limits the performance of this architecture in contexts where computation involves data spread over distant processing elements.
A popular solution to this problem is to enhance the mesh architecture by the addition of one of a variety of bus systems 1, 4, 14, 16, 26, 29, 32, 46] . Early solutions involving the addition of one or more global buses, shared by all the processors in the mesh, have been implemented on a number of massively parallel machines 5, 14] . Recently, a more powerful architecture, referred to as mesh with multiple broadcasting, has been obtained by adding one bus to every row and to every column in the mesh 26, 41] . The mesh with multiple broadcasting has proven to be feasible for VLSI implementation, and is used in the DAP family of computers 41] .
In recent years, e cient algorithms for a multitude of computational problems on meshes with multiple broadcasting have been proposed in the literature. These include semigroup computations 4, 10, 16, 26] , selection 6, 9, 17, 26], sorting 27, 38] , searching 8], image processing 27, 41], computational geometry 7, 8, 26, 38] , and VLSI design 11].
The purpose of this paper is to study a number of convexity-related problems on meshes with multiple broadcasting. First, given an n-vertex convex polygon P , we address the problems of:
computing the perimeter and area of P , computing the diameter of P , computing the width of P , computing the modality of P , computing a smallest-area rectangle enclosing P , and computing the largest-area inscribed triangle sharing an edge with P .
Next, given two n-vertex convex polygons P and Q we address the problems of: detecting whether P lies in the interior of Q, computing the largest distance between P and Q, computing the smallest distance between P and Q, assuming that the two polygons are separable. These tasks are motivated by, and nd applications to, problems in pattern recognition, computer graphics, computational morphology, image processing, computer vision, and VLSI design. Some examples follow. The diameter of a convex polygon is useful in clustering 3, 21, 45], computer graphics 42], path planning 31, 49] , and in a number of facility location problems 44] . The smallest area enclosing rectangle arises in image processing 45] as well as in the compaction process in VLSI 43] . The problem of computing the largest vertex distance between two convex polygons is used in clustering 3, 21, 45] , computer graphics 42], and image understanding 3, 15, 53] . The problems of computing the width of a convex polygon and smallest distance between two convex polygons are central to path planning 23, 31] , morphology 51], and in a number of facility location problems 44] .
We view the main contribution of this work at two levels. First, we show that (log n) is a time lower bound for any instance of size n of the problems mentioned above (with the exception of the smallest distance between two convex polygons) both in the CREW-PRAM and in the mesh with multiple broadcasting, regardless of the number of processors and memory cells used.
We obtain our time lower bound results for the CREW-PRAM by using a novel technique involving geometric constructions. These constructions allow us to reduce the well-known OR problem 19] to each of the geometric problems of interest. The time lower bounds for the mesh with multiple broadcasting are obtained using a recent result of LIN et al. that allow transferring known time lower bounds from the CREW-PRAM to the mesh with multiple broadcasting 30] .
Second, we show that the time lower bounds we derive are tight by providing O(log n) time algorithms to solve these problems on a mesh with multiple broadcasting of size n n. We also show that the task of computing the smallest distance between two convex polygons can be computed in O (1) time. This result is likely to bring some aspects of robot path-planning within the realm of real-time computations.
The remainder of the paper is organized as follows: Section 2 discusses the computational model adopted throughout this work; Section 3 presents a number of basic results that will be useful in the design of our algorithms; Section 4 discusses our lower bound results; Section 5 presents algorithms for problems involving one convex polygon; Section 6 proposes algorithms for computational problems involving two polygons; nally, Section 7 summarizes our ndings and poses a number of open questions.
The Model of Computation
A mesh with multiple broadcasting of size M N consists of M N identical processors positioned on a rectangular array overlaid with a bus system. In every row of the mesh the processors are connected to a horizontal bus; similarly, in every column the processors are connected to a vertical bus (refer to Figure 1 ).
The processor P (i; j) is located in row i and column j (1 i M ; 1 j N ) with P (1; 1) in the north-west corner of the mesh. Every processor P (i; j) is connected by local links to its four neighbors, P (i?1; j), P (i+1; j), P (i; j ? 1), and P (i; j + 1), provided they exist. Throughout this paper we assume that the mesh with multiple broadcasting operates in SIMD mode: in each time unit, the same instruction is broadcast to all processors, which execute it and wait for the next instruction. Each processor is assumed to know its own coordinates within the mesh and to have a constant num- Figure 1 : A mesh with multiple broadcasting of size 4 5 ber of registers of size O(log M N ); in unit time, every processor performs some arithmetic or boolean operation, communicates with one of its neighbors using a local link, broadcasts a value on a bus or reads a value from a speci ed bus. These operations involve handling at most O(log M N ) bits of information. For practical reasons, only one processor is allowed to broadcast on a given bus at any one time. By contrast, all the processors on the bus can simultaneously read the value being broadcast. In accord with other researchers 4, 14, 16, 26, 32, 41, 46] , we assume that communications along buses take O(1) time. Although inexact, recent experiments with the DAP 41], the YUPPIE multiprocessor array system 32], and the GatedConnection Network chip 47, 48] seem to indicate that this is a reasonable working hypothesis.
A PRAM consists of synchronous processors, all having unit-time access to a shared memory. At each step, every processor performs the same instruction, with a number of processors masked out. In the CREW-PRAM, a memory location can be simultaneously accessed in reading but not in writing. The reader is referred to 24] for an excellent discussion of the PRAM family and related computations.
From a theoretical point of view, a mesh with multiple broadcasting can be perceived as a restricted version of the CREW-PRAM machine: the buses are nothing more than oblivious concurrent read-exclusive write registers with the access restricted to certain sets of processors. Indeed, in the presence of p CREW-PRAM processors, groups of p p of these have concurrent read access to a register whose value is available for one time unit, after which it is lost. Given that the mesh with multiple broadcasting is, in this sense, weaker than the CREW-PRAM, it is very often quite a challenge to design algorithms in this model that match the performance of their CREW-PRAM counterparts. Typically, for the same running time, the mesh with multiple broadcasting uses more processors. This phenomenon will appear in our algorithms.
Preliminaries
The purpose of this section is to review a number of fundamental geometric de nitions and concepts along with data movement techniques for implementing basic algorithms on meshes with multiple broadcasting. Specifying an n-vertex polygon P in the plane amounts to enumerating its vertices in clockwise order as p 1 ; p 2 ; : : : ; p n (n 3), in such a way that p i p i+1
(1 i n ? 1) and p n p 1 de ne the edges of P . This representation is also known as vertex representation of P . We note that the vertex representation of a polygon can be easily converted into an edge representation where P is represented by a sequence e 1 ; e 2 ; : : : ; e n of edges, speci ed in clockwise order, with e i (1 i n ? 1) having p i and p i+1 as its endpoints, and e n having p n and p 1 as its endpoints. To simplify the exposition we assume that polygons have distinct vertices with no three consecutive vertices collinear. Our results can be easily modi ed to handle the general case.
A polygon P is termed simple if no two of its non-consecutive edges intersect. Recall that Jordan's Curve Theorem 44] guarantees that a simple polygon partitions the plane into two disjoint regions, the interior (bounded) and the exterior (unbounded) that are separated by the boundary of the polygon. A simple polygon is convex if its interior is a convex set 44]. Vertices p i and p j of a convex polygon P are an antipodal pair if P admits parallel supporting lines through p i and p j (see Figure 2) .
The diameter of a convex polygon 44] is the largest Euclidian distance between any pair of its vertices. A classic result of combinatorial geometry 44] asserts that the diameter of a convex polygon is the largest distance Recently, Toussaint 50] pointed out that the notions of convexity and unimodality are quite di erent in that convex polygons need not be unimodal (see Figure 5 ) and unimodal polygons need not be convex (see Figure 3) . Furthermore, Toussaint 50, 51] Data movement operations constitute the basic building blocks that lay the foundations of many e cient algorithms for parallel machines constructed as an interconnection network of processors. In the remainder of this section we discuss a number of data movement techniques that will be instrumental in the design of our algorithms.
The pre x sums problem has turned out to one of the basic techniques in parallel processing, being a key ingredient in many algorithms. The problem is stated as follows: given a sequence a 1 , a 2 , : : :, a n of items, compute all the sums of the form a 1 , a 1 + a 2 , a 1 + a 2 + a 3 , : : :, a 1 + a 2 + : : : + a n . Recently, it has been shown 27, 38] that pre x sums can be computed e ciently on meshes with multiple broadcasting. More speci cally, it is known that Proposition 3.0. The pre x sums (also maxima or minima) of a sequence of n real numbers stored in one row of a mesh with multiple broadcasting of size n n can be computed in O(log n) time. Furthermore, this is timeoptimal. The result of Proposition 3.0 can be extended as follows. Let c be a constant and consider a sequence a 1 , a 2 , : : :, a cn of items stored c per processor in the rst row of a mesh with multiple broadcasting of size n n, such that for every i (1 i n) processor P (1; i) stores the items a (i?1)c+1 ; a (i?1)c+2 ; : : : ; a ic . To compute the pre x sum of theses items we proceed as follows. In a preprocessing step, every processor computes the pre x sums of the c items it holds. Clearly, at the end of this step, every processor in the rst row knows the sum of the c items it holds. Proposition 3.0 can now be applied to compute the pre x sums of these intermediate results. Finally, in a postprocessing step, every processor updates the pre x sums of the c items it stores. Consequently, we have the following result. For the sake of completeness, we now give the details of the merging algorithm in 38]. To begin, using vertical buses, the rst row is replicated in all rows of the mesh. Next, in every row i (1 i r), processor P (i; i) broadcasts a i horizontally on the corresponding row bus. It is easy to see that for every i, a unique processor P (i; j) (r j n), will nd that b j < a i b j+1 . Clearly, this unique processor can now use the horizontal bus to broadcast j back to P (i; i). In turn, this processor has enough information to compute the position of a i in the sorted sequence. Similarly, the position of every b j in the sorted sequence can be computed in O(1) time. Finally, a simple data movement sends every element to its nal destination in the rst row of the mesh.
The simple merging algorithm that we just sketched is the main stepping stone in a time-optimal sorting algorithm developed in 38]. This algorithm implements the well-known strategy of sorting by merging. Speci cally, in 38] the following result was established. Proposition 3.3. An n-element sequence of items from a totally ordered universe stored one item per processor in the rst row of a mesh with multiple broadcasting of size n n can be sorted in O(log n) time. Furthermore this is time-optimal. Again, to make this paper self contained, we brie y sketch the data movement operations performed in the sorting algorithm in 38]. First, the input sequence is divided into a left subsequence containing the rst n 2 items and and a second subsequence containing the remaining n 2 items. Further, imagine dividing the original mesh into four equal submeshes of size n 2 n 2 .
In preparation for sorting, the second half of the input sequence is broadcast to the rst row of the south-eastern submesh. Note that because of the way we have partitioned the input, no broadcast con icts can arise when we recursively sort the two halves. Finally, the resulting sorted sequences are merged as discussed in Proposition 3.2. It is easy to see that the overall running time of this simple algorithm is O(log n). The time-optimality of the sorting algorithm follows from results that we discuss in the next section. It is an easy observation that the result of Proposition 3.3 can be extended as follows. One of the fundamental heuristics in pattern recognition, image processing, and robot navigation, involves approximating real-world objects by convex sets. For obvious reasons, one is typically interested in the smallest convex region that contains some object in the space of interest. The convex hull of a set of points in the plane is de ned as the smallest convex set that contains the original set 44, 49] . Our arguments rely, in part, on the following recent result proved in 38]. Proposition 3.5. 38] The convex hull of planar set of n points stored in the rst row of a mesh with multiple broadcasting of size n n can be computed in O(log n) time. Furthermore, this is time-optimal A fundamental geometric problem 44] is referred to as point inclusion. The problem can be stated as follows: given a convex polygon P =p 1 , p 2 , : : :, p n and a point q in the plane, does q lies inside P ? For de niteness, we assume that P is stored one vertex per processor in row i of a mesh with multiple broadcasting of size n n, and that q is stored by P (i; 1). We propose to show that the point inclusion problem for q can be solved in O (1) time, using the processors in row i only.
Let ! be a point inside P , obtained by computing the centroid of three vertices of P . In O(1) time partition the plane into n wedges each of the form p i !p i+1 by broadcasting the coordinates of ! to all the processors in row i. Clearly, q belongs to exactly one of these wedges. In addition, this particular wedge, say p k !p k+1 , can be determined in O(1) time by simply broadcasting the coordinates of q to all the processors in row i. Finally, by checking q against the edge p k p k+1 we determine whether or not q lies in the interior of P . To summarize our discussion we state the following result. Lemma 3.6. Let P =p 1 , p 2 , : : :, p n be a convex polygon stored in one row of a mesh with multiple broadcasting of size n n, one vertex per processor, and let q be an arbitrary point in the plane. The point inclusion problem for q can be solved in O(1) time using the processors in this row only.
For further reference we now state and solve the following problem which is of independent interest. Consider a circle C in the plane and n equally spaced points on the boundary of C, numbered for convenience as 1; 2; : : : ; n in clockwise order, and refer to the endpoints of every arc are speci ed in clockwise order; no arc is self-overlapping, that is, the angle subtended by each arc is less than 2 . The family C is stored one arc per processor in the rst row of a mesh with multiple broadcasting of size n n. The point overlap problem asks to determine for every integer i (1 i n) the number of intervals in which it appears.
First, we convert the family C of circular arcs to a family of half-closed intervals in the following natural way. Every circular arc a i ,b i ] for which 1 a i b i n will be regarded as the interval a i ,b i + 1) (in case b i = n we take b i + 1 = n + 1). Every circular arc a i ,b i ] which contains the arc n; 1] will be replaced by the two intervals a i ,n + 1) and 1,b i + 1). Note that the number of intervals thus obtained is at most 2n.
It is easy to see that for every i (1 i n), the number of circular arcs in which it appears is exactly the number of intervals that begin before or at i minus the number of intervals that end before or at i. This observation suggests the following simple algorithm.
Step 1. Determine for every i (1 i n) the number d i of intervals that begin at i.
Step 2. Compute the pre x sums of the sequence d 1 ; d 2 ; : : : ; d n , and let the result be e 1 ; e 2 ; : : : ; e n . Step 3. Determine for every i (1 i n) the number c i of intervals that end at i, that is the number of intervals of the form j; i).
Step 4. Compute the pre x sums of the sequence c 1 ; c 2 ; : : : ; c n , and let the result be f 1 ; f 2 ; : : : ; f n .
Step 5. For every i (1 i n) compute e i ? f i .
We now show how the above steps can be implemented in O(log n) time on a mesh with multiple broadcasting. As noted before, the collection of circular arcs has been converted into a family of at most 2n intervals. These intervals are stored, at most two per processor, in the rst row of a mesh with multiple broadcasting of size n n. First, we sort all the left-endpoints in increasing order. By Corollary 3.4, this operation takes O(log n) time.
Once this is done, we process the left-endpoints in two similar stages. In the rst stage we process the rst n left-endpoints in sorted order and in the second stage the remaining (at most n) left-endpoints. Assume that the rst n left-endpoints are stored in left-to-right order by the processors in the rst row of the mesh.
Using vertical buses, replicate the contents of the rst row to all the rows of the mesh. In every row i (1 i n) the processors that store a leftendpoint whose value is i occur consecutively. By checking the values stored by their immediate neighbors, the rst and last processor in row i storing the value i are identi ed in O(1) time. In two more broadcasts, these processors send their column numbers to processor P (i; i). In turn, P (i; i) computes the number d i of intervals that begin at i. This information is then broadcast to processor P (1; i).
Using the pre x sums algorithm of Proposition 3.0, the pre x sums of d 1 ; d 2 ; : : : ; d n is computed in O(log n) time. The computation of the number c i of intervals ending at i (1 i n), as well as the computation of the pre x sums f 1 ; f 2 ; : : : ; f n is carried out in a perfectly similar way. To summarize our ndings we state the following result.
Lemma 3.7. The point overlap problem of n arcs stored one per processor in the rst row of a mesh with multiple broadcasting of size n n can be solved in O(log n) time.
Lower Bounds
The purpose of this section is to derive lower bounds for the following problems. AREA: given an n-vertex convex polygon P , compute its area. PERIMETER: given an n-vertex convex polygon P , compute its perimeter. DIAMETER: given an n-vertex convex polygon P , compute its diameter. WIDTH: given an n-vertex convex polygon P , compute its width. MODALITY: given an n-vertex convex polygon P , compute its modality. ENCLOSING RECTANGLE: given an n-vertex convex polygon P , determine an enclosing rectangle of minimum area. INSCRIBED TRIANGLE: given an n-vertex convex polygon P , determine an inscribed triangle of maximum area sharing an edge with P . MAX DISTANCE: given two n-vertex convex polygons P and Q, compute the largest Euclidian distance between a point on P and a point on Q. CONTAINMENT: given two n-vertex convex polygons P and Q, determine whether every vertex of P is contained in the interior of Q.
Our optimality arguments will be stated rst in the CREW-PRAM. This approach is motivated by a recent result of Lin et al. 30 ] that allows us to extend many lower bound results from the CREW-PRAM to meshes with multiple broadcasting.
For further reference we now state a fundamental result of Cook et al. 19] asserting that the time lower bound for the OR problem on the CREW-PRAM is (log n) regardless of the number of processors used. For the sake of completeness, we de ne the problem and state the relevant result from 19]. OR: given n bits b 1 ; b 2 ; : : : ; b n , compute their logical OR.
Proposition 4.1. The time lower bound for computing the OR of n bits on the CREW-PRAM is (log n), independent of the number of processors and memory cells used.
In addition, we shall rely on the following recent result of Lin et al. 30].
Proposition 4.2. Any computation that takes O(t(n)) computational steps
on an n-processor mesh with multiple broadcasting can be performed in O(t(n)) computational steps on an n-processor CREW-PRAM with O(n) extra memory.
It is important to note that Proposition 4.2 guarantees that if T M (n) is the execution time of an algorithm for solving a given problem on an n-processor mesh with multiple broadcasting, then there exists a CREW-PRAM algorithm to solve the same problem in T P (n) = T M (n) time using n processors and O(n) extra memory. In other words, \too fast" an algorithm on the mesh with multiple broadcasting implies \too fast" an algorithm for the CREW-PRAM. This observation is exploited in 30] to transfer known computational lower bounds for the PRAM to the mesh with multiple broadcasting.
We rst show that the time lower bound for AREA, PERIMETER, DI-AMETER, WIDTH, MODALITY, ENCLOSING RECTANGLE, and IN-SCRIBED TRIANGLE is (log n) on the CREW-PRAM, by reducing the OR problem to each of these problems. In all the derivations in this section we use polar coordinates for convenience 1 . Before proving time lower bounds, 1 As pointed out in 44] this is not really necessary. we show a way of associating with an arbitrary n-bit sequence a unique nvertex convex polygon. We shall refer to this as the standard construction, as all our subsequent constructions are variations thereof.
For this purpose let b 1 ; b 2 ; : : : ; b n , be an arbitrary bit sequence. Consider the unit circle C centered at ! and let u 1 ; u 2 ; : : : ; u n be equally spaced points on the boundary of C. Further, let be a number satisfying 
and draw the circle C 0 centered at ! and radius 1 + , with 0 < < . For every i (1 i n) let v i be the intersection between the boundary of C 0 with the extension of the line segment !u i .
To complete the construction, let P be the polygon with vertices p 1 ; p 2 ; : : : ; p n , such that p i = u i or p i = v i depending on whether or not b i is a 0. The reader will have no di culty con rming that the resulting polygon P is always convex. Figure 5 illustrates the standard construction for n = 16 and the input sequence 1,0,1,1,0,1,0,0,1,0,1,0,1,0,1,0 , with the rst bit corresponding to the point with largest x coordinate and proceeding clockwise. Lemma 4.3. AREA (resp. PERIMETER) has a time lower bound of (log n) on the CREW-PRAM, independent of the number of processors and memory cells used.
Proof. We shall reduce OR to AREA. For this purpose, we assume that the input to OR consists of n bits, b 1 ; b 2 ; : : : ; b n . Let satisfy (1) and let be a positive real less than . We use the standard construction described above to associate a convex polygon P with the input sequence. Note that the area of this polygon is exactly n 2 sin 2 n if and only if the OR of the input sequence is 0. Since the construction of P takes O(1) time, the conclusion follows from Proposition 4.1. The same reduction can be used to derive a time lower bound of (log n) for the PERIMETER problem.
Lemma 4.4. DIAMETER has a time lower bound of (log n) on the CREW-PRAM, independent of the number of processors and memory cells used.
Proof. We shall reduce OR to DIAMETER. For this purpose, we assume that the input to OR is n bits, n ). Observe that the construction is such that all points corresponding to 0-bits lie on the unit circle, while all the others lie on the circle of radius 1 + . Note that has been chosen in such a way that the polygon P determined by the points p 1 ; : : : ; p 2n is always convex. Further, note that the diameter of P is exactly 2 if and only if the OR of the input bits is 0. Since the construction of P takes O(1) time using n processors on the CREW-PRAM, the conclusion follows from Proposition 4.1. ), and
). The reader should have no di culty to con rm that in this construction all points corresponding to 1-bits lie on C, while all the other points lie on the circle C 0 . In addition, has been chosen in such a way that the polygon P determined by the points p 1 ; : : : ; p 4n is always convex. Further, note that the width of P is 2 cos 4n if and only if the OR of the input bits is 1. Since the construction of P takes O(1) time using n processors on the CREW-PRAM, the conclusion follows from Proposition 4.1. Having constructed the sequence d 1 ; d 2 ; : : : ; d n , we proceed to construct a convex polygon P with n + 1 vertices as follows. Consider the unit circle C centered at ! and let u 1 ; u 2 ; : : : ; u n be equally spaced points on the rst quadrant of C such that for all i (1 i n), u i = (1; i   2n ). Let be a number satisfying (3), and be a positive number less than . Let C 0 be the circle centered at ! and with radius 1 + . For every i (1 i n) let v i be the intersection between the rst quadrant of C 0 with the extension of the line segment !u i . Now P is a polygon with vertices p 0 ; p 1 ; : : : ; p n such that p 0 = !, and for every i (1 i n) p i = u i or p i = v i depending on whether or not d i is a 0. It is an easy matter to con rm that the polygon P is always convex.
We claim that the modality of P is exactly n + 1 if and only if the input sequence contains no b t = 1 with 2 t n. To show that this is the case, note that if no such t exists, then every vertex of P is unimodal, and so the modality of P equals n + 1. Conversely, if such a t exists, then Observation 4.7 guarantees that p 0 is not unimodal since d(p 0 ; p i ) = d(p 0 ; p k ) = 1 + , while d(p 0 ; p j ) = 1. It follows that the overall modality of P is larger than n + 1. The conclusion follows. Lemma 4.8. ENCLOSING RECTANGLE has a time lower bound of (log n) on the CREW-PRAM, independent of the number of processors and memory cells used.
Proof. We shall reduce OR to ENCLOSING RECTANGLE. For this purpose, assume the input to OR to consist of n bits b 1 ). Clearly, in this construction all points corresponding to 1-bits lie on the unit circle, while all the other points lie on the circle of radius 1 + . In addition, has been chosen in such a way that the polygon P determined by the points p 1 ; : : : ; p 8n is always convex. Further, note that the smallest enclosing rectangle has area 4cos 2 8n if and only if the OR of the input bits is 0. Since the construction of P takes O(1) time using n processors on the CREW-PRAM, the conclusion follows from Proposition 4.1. ). Observe that our construction guarantees that all points corresponding to 0-bits lie on the unit circle, all the others lie on the circle of radius 1 + , and that the resulting polygon is always convex. Further, note that the largest inscribed triangle has area sin 2n if and only if the OR of the input bits is 0. Since the construction of P takes O(1) time using n processors on the CREW-PRAM, the conclusion follows from Proposition 4. Next, we show that MAX DISTANCE, and CONTAINMENT have a time lower bound of (log n) on the CREW-PRAM, by reducing the OR problem to each of these problems. Lemma 4.11. MAX DISTANCE has a time lower bound of (log n) on the CREW-PRAM, independent of the number of processors and memory cells used.
Proof. We shall reduce OR to MAX DISTANCE. For this purpose, assume that the input to OR consists of n bits b 1 ; b 2 ; : : : ; b n . Let satisfy (3) and let be a positive number less than . The polygon P is constructed by associating with every bit b i (1 i n), the point p i = (1 + b i ; i   2n ). The polygon Q is constructed by taking q i to be the point on the same circle as p i and diametrically opposite to p i . It is easy to see that both P and Q are convex. Furthermore, the maximum distance between P and Q is exactly 2 if and only if the OR of the input sequence is 0. Since the construction of P and Q takes O(1) time using n processors on the CREW-PRAM, the conclusion follows from Proposition 4.1.
Lemma 4.12. CONTAINMENT has a time lower bound of (log n) on the CREW-PRAM, independent of the number of processors and memory cells used.
Proof. We shall reduce OR to CONTAINMENT. For this purpose, assume the input to OR is n bits b 1 ; b 2 ; : : : ; b n . We use the standard construction to obtain a polygon P . Polygon Q is obtained again by the standard construction from the sequence b 1 , b 2 , : : :, b n .
It is not hard to see that P is contained in the interior of Q if and only if the OR of the input sequence is 0. Since the construction of P and Q takes O(1) time using n processors on the CREW-PRAM, the conclusion follows from Proposition 4.1.
To derive time lower bounds for MAX DISTANCE and CONTAINMENT on meshes with multiple broadcasting, we combine Proposition 4.2 with Lemmas 4.11 and 4.12. To summarize our ndings we state the following result. Theorem 4.13. MAX VERTEX DISTANCE and CONTAINMENT have a time lower bound of (log n) on meshes with multiple broadcasting of size n n.
Algorithms Involving one Convex Polygon
The purpose of this section is to show that the time lower bounds derived in Theorem 4.10 are tight. We propose algorithms for AREA, PERIMETER, DIAMETER, WIDTH, MODALITY, ENCLOSING RECTANGLE, and IN-SCRIBED TRIANGLE running in O(log n) time on meshes with multiple broadcasting of size n n.
Throughout this section we assume a mesh M with multiple broadcasting of size n n. The input to all our algorithms is a convex polygon P = p 1 ; p 2 ; : : : ; p n , with p j (1 j n) stored by processor P (1; j) of M.
Computing the Area and Perimeter
The problems of computing the area and perimeter of a convex polygon are solved in essentially similar ways. Therefore, we only detail an algorithm that solves the AREA problem.
Begin by xing an arbitrary vertex, say p 1 , of P . Now broadcasting the coordinates of p 1 to all the vertices of P , every processor in the rst row of the mesh can determine the area of the triangle determined by p 1 , p i , and p i+1 . Once this is done, it is a simple matter to compute the sum of all the partial results. By Proposition 3.0 this takes O(log n) time which is the best possible. Thus we have the following result.
Theorem 5.1. The perimeter and area of an n-vertex convex polygon stored in the rst row of a mesh with multiple broadcasting of size n n can be computed in O(log n) time. Furthermore, this is time-optimal.
Computing the Diameter
Our solution to the DIAMETER problem relies on the the notion of antipodal pairs 44]. Recall that vertices p i and p j of a convex polygon P are an antipodal pair if P admits parallel supporting lines through p i and p j . It is well known 44] that the diameter of a convex polygon is the largest distance between antipodal pairs. For an illustration refer to Figure 6 . It is also wellknown that the number of antipodal pairs in a convex polygon with n sides is bounded by 3n=2 44].
Our DIAMETER algorithm begins by replicating the information in the rst row throughout the mesh. This is done by mandating every processor P (1; j) (1 j n), to broadcast the coordinates of the point it stores on the vertical bus in its own column.
Next, every processor P (i; i), (1 i n), broadcasts a packet consisting of (p i?1 ; p i ; p i+1 ) horizontally on the bus in row i. Every processor P (i; j) Figure 6 : The diameter is achieved by an antipodal pair with i < j can now detect whether the points p i and p j are antipodal. If they are, P (i; j) marks itself. Note that in every row of the mesh, the marked processors occur consecutively (see also 44] page 180). Therefore, for every i (1 i n), detecting the leftmost and the rightmost marked processor, along with the number of marked processors in row i, called row rank, can be done in O(1) time. In one broadcast operation this information is sent to P (i; 1). Once this information has been gathered in the rst column of the mesh, Proposition 3.0 guarantees that it takes O(log n) time to compute the pre x sums of these items. The corresponding value of the pre x sum is then broadcast throughout every row. As a consequence, every marked processor knows its rank among the marked processors in the mesh M.
In every column of the mesh the marked processors occur consecutively. The rank of each processor in every column of the mesh, termed the column rank, is computed in O(1) time. Note also that either the row rank or column rank of a marked processor must be smaller than or equal to three. Now the marked processors can be divided into two groups. The rst group consists of the marked processors with column rank at most three. The second group consists of the marked processors, with column rank larger than three, but with row rank at most three. Our previous observation guarantees that all marked processors are thus accounted for.
We only show how the marked processors with column rank at most three are handled, for handling the marked processors with row rank at most three is similar. We shall refer to the top-most marked processor in every column as belonging to the rst generation, the second marked processor in every column is said to be of the second generation, and nally, the third marked processor (if any) belongs to the third generation. We bring the marked processors to the rst two rows of the mesh: note that since the total number of antipodal pairs does not exceed 3n 2 , this is possible. The details of this data movement follow. In a rst step a generic processor P (i; j) of the rst generation holding an item of rank c, sends the item vertically to the diagonal processors P (j; j). In turn, P (j; j) broadcasts the item to P (j; c) which broadcasts the item to P (1; c) . The same data movement is then repeated two more time to move the items stored by second and third generation processors to the rst two rows. In one time unit, every processor in the second row sends the item it holds northbound to the corresponding processor in the rst row, using the local connection. Finally, by Corollary 3.1, largest Euclidian distance between the antipodal pairs is computed in O(log n) time. To summarize our ndings, we state the following result.
Theorem 5.2. The DIAMETER problem can be solved in O(log n) time on a mesh with multiple broadcasting of size n n. Furthermore, this is time-optimal.
Given a set S of n points in the plane, the problem of identifying a pair of vertices in S that are farthest apart is central to a number of applications in image processing, robotics, and pattern recognition. It is well-known 44] that such a pair of points is obtained by computing the diameter of the convex hull of S. By Proposition 3.5, the convex hull of a set of n points in the plane can be computed in O(log n) time on a mesh with multiple broadcasting of size n n. Therefore, we have the following result.
Corollary 5.3. The diameter of a set of n points in the plane can be computed in O(log n) time on a mesh with multiple broadcasting of size n n. Furthermore, this is time-optimal.
Computing the Width
We note that the width of a convex polygon 23] is the least distance between pairs of antipodal pairs. This observation suggests the following simple algorithm to compute the width of a convex polygon. As in the proof of Theorem 5.2, all the pairs of antipodal pairs are determined, ranked and brought to the rst row of the mesh. Once there, we only need compute the minimum of the corresponding distances between antipodal pairs. By Corollary 3.1, this task can be performed in O(log n) time. Consequently, we have the following result.
Theorem 5.4. The WIDTH problem can be solved in O(log n) time on a mesh with multiple broadcasting of size n n. Furthermore, this is timeoptimal.
The result of Theorem 5.4 can be extended to handle the width of a set S of n points in the plane 23]. This is de ned as the width of the convex hull of S. By Proposition 3.5, the convex hull of S can be computed in O(log n) time. By virtue of Theorem 5.4, the width of the convex hull can also be determined in O(log n) time. Thus, we have proved the following result.
Corollary 5.5. The width of a set of n points in the plane can be computed in O(log n) time on a mesh with multiple broadcasting of size n n. Furthermore, this is time-optimal.
Computing the Modality
We are now interested in devising a time-optimal algorithm to compute the modality of a convex polygon. Our algorithm is a parallelization of the sequential algorithm in 2]. To make the presentation easier to follow, we need to introduce a number of new terms. Let P = e 1 ; e 2 ; : : : ; e n be an nvertex convex polygon in edge representation. For every i (1 i n), we let pb(e i ) denote the perpendicular bisector of edge e i . We also let op(e i ) stand for the unique edge of P intersected by pb(e i ). Recall that the endpoints of e i , speci ed in clockwise order, are p i and p i+1 . We now brie y sketch the modality-nding algorithm in 2].
For every pair of consecutive edges e k ; e k+1 , let w k be the intersection point of pb(e k ) and pb(e k+1 ). Let e s = op(e k ) and let e t = op(e k+1 ). We distinguish between the following cases. Case 1. The point w k lies inside P .
Increment the modality counter of all the vertices lying between p s and p t , but not including the last vertex if it is the intersection of bp(e k+1 ) and e t .
Case 2. The point w k lies outside P and pb(e k ) intersects the edge e k+1 closer to p k+1 than to p k+2 . In this case, increment the modality counter of all the vertices between e k+1 and op(e k+1 ) that are not adjacent to p k+1 . The vertex p t is not counted if e t = e k .
Case 3. The point w k lies outside P and pb(e k ) intersects the edge e k+1 closer to p k+2 than to p k+1 . Increment the modality counter of all the vertices strictly between e s and e k that are not adjacent to p k+1 . The rst vertex in e s is not counted if it is the intersection point of e s and bp(e k ).
Case 4. The point w k lies outside P and neither pb(e k ) nor pb(e k+1 ) intersect the edges e k+1 and e k , respectively. In this case, increment the modality counter of all the vertices between p t+1 and p s .
We now show that the above algorithm can be implemented in O(log n) time on a mesh with multiple broadcasting of size n n. The input is an nvertex convex polygon P = e 1 ; e 2 ; : : : ; e n , stored in the rst row of the mesh, one edge per processor. Using the vertical buses, the rst row is replicated throughout the mesh. The intention is to process the pair of edges e k ; e k+1
(1 k n ? 1) in the k-th row of the mesh, and to process the pair e n ; e 1 in the n-th row. We now describe the processing that takes place in a generic row k of the mesh. Of course, the same processing is carried out, in parallel, in all other rows. Processor P (k; k) computes the intersection point w k of the perpendicular bisectors pb(e k ) and pb(e k+1 ). Next, using the data movement described in Lemma 3.5, we determine in O(1) time whether or not w k is interior to P . Further, having broadcast the equations of pb(e k ) and pb(e k+1 ), we determine op(e k ) and op(e k+1 ). Clearly, this operation takes O(1) time since exactly one processor 2 determines that the edge it holds is intersected by pb(e k ) and another one will detect that the edge it holds is cut by pb(e k+1 ).
Consequently, in O(1) time the processors in row k of the mesh detect which of the four cases above applies. Once this is known, every processor whose vertex has its modality incremented is marked. It is important to note that in every row, the marked processors occur consecutively. Further, in every row the rst and last marked processor send the identity of the edges (resp. vertices) to P (k; k). By the previous observation, the marked vertices form a consecutive chain C k in P .
We now convert the modality nding problem to the point overlap problem in the following natural way. With every edge e k we associate the circular arc corresponding to chain C k . By virtue of Lemma 3.7, the corresponding instance of the point overlap can be solved in O(log n) time. With vertex p i 2 The handling of degenerate cases is similar of the polygon the modality of p i is the number of arcs that overlap point i. Consequently, we have the following result.
Theorem 5.6. The MODALITY problem can be solved in O(log n) time on a mesh with multiple broadcasting of size n n. Furthermore, this is time-optimal.
Computing the Enclosing Rectangle
As before, consider a convex polygon P = p 1 ; p 2 ; : : : ; p n , stored in the rst row of a mesh M with multiple broadcasting of size n n, with p j stored by processor P (1; j) (1 j n). Our solution to the ENCLOSING RECTAN-GLE problem relies on the following technical result proved in 22].
Proposition 5.7. The minimum area rectangle enclosing a convex polygon has one side collinear with one of the edges of the polygon.
Motivated by Proposition 5.7, we begin by having every processor P (1; j) (1 j n) broadcast the coordinates of the point it stores on the corresponding vertical bus. Next, every processor P (i; i), (1 i n), broadcasts the equation of the edge determined by p i and p i+1 to all the processors in row i. In each row, at most two adjacent processors detect that the point they hold are farthest away from the edge p i p i+1 . We retain the leftmost such processor in each row. Along similar lines, precisely two processors detect that P admits a line of support perpendicular to p i p i+1 through the point they store. It is an easy matter to con rm that in O(1) time processor P (i; i) can compute the area of the enclosing rectangle having one edge collinear with p i p i+1 .
Finally, what remains to be done is to compute the minimum of all the areas stored by processors P (i; i) (1 i n). This can be done as follows. First, every processor P (i; i) (1 i n) broadcasts the value of the area it stores vertically to processor P (1; i). Once this information is available in the rst row of the mesh, by Proposition 3.0, computing the minimum of these values can be performed in O(log n) time. To summarize our ndings we state the following result.
Theorem 5.8. The ENCLOSING RECTANGLE problem can be solved in O(log n) time on a mesh with multiple broadcasting of size n n. Furthermore, this is time-optimal. Now Proposition 3.5 and Theorem 5.8 combined imply the following result.
Corollary 5.9. Given a set S of n points in the plane, the smallest-area rectangle that contains all the points in S can be computed in O(log n) time on a mesh with multiple broadcasting of size n n. Furthermore, this is time-optimal.
Computing the Inscribed Triangle
Again, consider a convex polygon P = p 1 ; p 2 ; : : : ; p n , stored in the rst row of a mesh M with multiple broadcasting of size n n, with p j stored by processor P (1; j) (1 j n). Our solution to the INSCRIBED TRIANGLE problem relies on the following technical result. We begin by having every processor P (1; j) (1 j n) broadcast the coordinates of the point it stores on the corresponding vertical bus. Next, every processor P (i; i), (1 i n), broadcasts the equation of the edge p i p i+1 to all the processors in row i. At most two adjacent processors detect that the point they hold are farthest away from the edge p i p i+1 . We retain the leftmost such processor in each row and mandate it to send the coordinates of the point it holds to P (i; i) along the bus in row i. It is easy to see that in O(1) time processor P (i; i) can compute the area of the inscribed triangle sharing the edge p i p i+1 with the original polygon. Finally, every processor P (i; i) (1 i n) broadcasts the value of the area it stores vertically to processor P (1; i). Once this information is available in the rst row of the mesh, by Proposition 3.0, computing the maximum of these values can be performed in O(log n) time. Furthermore, the correctness of our algorithm is guaranteed by Proposition 5.10. Hence we have the following result.
Theorem 5.11. The INSCRIBED TRIANGLE problem can be solved in O(log n) time on a mesh with multiple broadcasting of size n n. Furthermore, this is time-optimal.
Computations Involving two Convex Polygons
The purpose of this section is to show that the time lower bounds derived in Theorem 4.13 are tight. We propose algorithms for MAX DISTANCE and CONTAINMENT problems running in O(log n) time on meshes with multiple broadcasting of size n n. We also exhibit an O(1) time algorithm for the MIN DISTANCE problem.
Throughout this section we assume a mesh M with multiple broadcasting of size n n. The input to all the algorithms we present are convex polygons P = p 1 ; p 2 ; : : : ; p n and Q = q 1 ; q 2 ; : : : ; q n , with p j and q j stored by processor P (1; j) (1 j n).
Computing the Maximum Distance
To solve the MAX DISTANCE in optimal time, we parallelize the algorithm of Bhattacharya and Toussaint 12] . Speci cally, they preprocess P and Q as follows. We shall present the preprocessing on P only. Find p xmax , p xmin , p ymax and p ymin the points of maximum and minimum x and y coordinates in P (for simplicity we assume that they are unique). Let R be the rectangle with sides parallel to the x and y axes through the extreme points of P determined above. It is important to note that the algorithm of Bhattacharya and Toussaint 12] solves the problem of computing the maximum distance between two arbitrary planar sets of points. The only additional step involved is the computation of the convex hulls of the original sets of points. By Proposition 3.5 this can be done in O(log n) time on a mesh with multiple broadcasting of size n n. Therefore, we have the following result. Corollary 6.3. The maximum distance between two arbitrary n-point sets in the plane can be computed in O(log n) time on a mesh with multiple broadcasting of size n n. Furthermore, this is time-optimal.
Solving the Containment Problem
As before, consider convex polygons P = p 1 ; p 2 ; : : : ; p n and Q = q 1 ; q 2 ; : : : ; q n , with p j and q j , stored in the rst row of a mesh M with multiple broadcasting of size n n, with p j and q j stored by processor P (1; j) (1 j n). To check whether P is contained in Q we only need check whether every vertex of P belongs to the interior of Q. By Lemma 3.6, to solve this task, every vertex of P needs a row of the mesh and O(1) time. Finally, a simple maximum pre x establishes whether the containment holds for all vertices. To summarize our ndings we state the following result.
Theorem 6.4. The CONTAINMENT problem for two n-vertex convex polygons can be solved in O(log n) time on a mesh with multiple broadcasting of size n n. Furthermore, this is time-optimal.
Computing Minimum Distance
Consider separable convex polygons P = p 1 ; p 2 ; : : : ; p n and Q = q 1 ; q 2 ; : : : ; q n , with P and Q stored in the rst column and the rst row, respectively, of a mesh M with multiple broadcasting of size n n. For de niteness, we assume that for all i ( i n), P (1; i) stores q i and P (i; 1) stores p i . We propose to show that in this setup, the task of computing the smallest distance between P and Q can be solved in O(1) time.
To make the exposition easier to follow, we assume without loss of generality that the two polygons are separable in the x direction, with P to the left of Q. Let T u and T l be the upper and lower common tangent of P and Q. Let T u touch P and Q at p r and q s and let T l touch P and Q at p t and q w .
Let C P and C Q be the mutually visible chains in P and Q respectively. In other words, C Q involves vertices q s ; q s+1 ; : : : ; q w , while the chain C P involves the vertices p t ; p t+1 ; : : : ; p r . Simple geometric considerations con rm that to compute the minimum distance between P and Q we only need examine the distance from vertices in C P to C Q . Now a result in 18] guarantees that the distance function of vertices in these chains is unimodal. Speci cally, for every vertex u in C P , the distance to any point v (not necessarily a vertex) of C Q rst decreases and then increases, as v moves from q s to q w , with the minimum achieved by either a vertex of Q or by the perpendicular projection of u on the boundary of Q. A mirror property holds for points in C Q and their distance function to C P . Once the minimum distance is computed for every point in the chains C P and C Q , the minimum distance between the two polygons can be determined in O(1) time by exploiting the convexity of the two polygons.
We now present the details of our algorithm. To begin, we show how the upper tangent T u is computed. First, using vertical buses, the contents of the rst row is replicated throughout the mesh. In every row i (1 i n) processor P (i; 1) broadcasts p i horizontally to the whole row. In row i (1 i n), a unique processor P (i; j) will nd that the line determined by p i and q j is the upper supporting line to Q from p i . In the next time unit, this processor broadcasts q j back to P (i; 1). In turn, by checking whether both p i?1 and p i+1 are below the line p i q j , processor P (i; 1) detects whether p i q j is the upper tangent of P and Q. Clearly, exactly one processor in the rst column of M detects this condition. The lower common tangent is determined similarly. Note that the whole computation runs in constant time. Therefore, we have the following result.
Lemma 6.5. The common tangents of two n-vertex convex polygons stored in one row/column of a mesh with multiple broadcasting of size n n can be computed in O(1) time.
Once T u and T l have been computed, identifying the chains C P and C Q is achieved by a simple broadcasting and marking operation. We now show how the minimum distance from a vertex p i in C P to C Q is computed in one row of M. Of course, the same computation is performed, in parallel, in all rows in which P (i; 1) stores a vertex in C P . Processor P (i; 1) broadcasts p i horizontally to the whole row i. Every processor in row i (1 i n), storing a vertex q j in C Q computes the distance d(p i ; q j ). Notice that a unique processor P (i; k) detects that d(p i ; q k ) < d(p i ; q k?1 ) and that d(p i ; q k ) d(p i ; q k+1 ). In addition, this processor computes the intersection points of each of the edges q k?1 q k and q k q k+1 with the perpendiculars from p i to these two edges. If one of these points is interior to one of the edges q k?1 q k or q k q k+1 , then P (i; k) reports the corresponding perpendicular distance back to P (i; 1). Otherwise, P (i; k) reports d(p i ; q k ). Now every processor in the rst column of the mesh that contains a vertex in C P compares the minimum distance achieved by its own vertex with the minimum distances achieved by the vertices stored by its two neighbors. Convexity guarantees that exactly one of them will detect the minimum distance. The previous steps are then repeated for every vertex in C Q , thus obtaining the minimum distance between a vertex in C Q and a point (not necessarily vertex) in C P . Once this information is available, a simple comparison establishes the minimum distance between P and Q. To summarize our ndings we state the following result. Theorem 6.6. The MIN DISTANCE problem involving two separable nvertex polygons stored in one row/column of a mesh with multiple broadcasting of size n n can be solved in O(1) time.
Conclusions and Open Problems
In an attempt to reduce their communication diameter, mesh-connected computers have recently been augmented by the addition of various types of bus systems. One of the more promising models, referred to as mesh with multiple broadcasting, involves augmenting the basic mesh-connected computer by the addition of row and column buses.
Let P and Q be two n-vertex convex polygons. In this paper, we have established (log n) time lower bounds for the following problems:
computing the perimeter and area of P ; computing the diameter of P ; computing the width of P ; computing the modality of P ; computing the smallest area rectangle enclosing P ; computing a maximum-area inscribed triangle sharing an edge with P ; computing the maximum distance between P and Q; detecting whether or not P is contained in the interior of Q. We then have showed that the bounds are tight by providing O(log n) algorithms to accomplish these tasks on meshes with multiple broadcasting of size n n. We have also shown that the problem of computing the minimum distance between two separable n-vertex polygons stored in one row/column of a mesh with multiple broadcasting of size n n can be solved in O (1) time.
Other problems seem to be harder. First, we don't know how to determine the largest inscribed triangle in a given convex polygon. In 20] an elegant O(n) time sequential algorithm is presented but it does not seem to be parallelizable to run in O(log n) time.
Further, it would be of interest to solve the symmetric problems of computing the smallest-area enclosing triangle as well as the largest enscribed circle and rectangle. For the former problem an elegant optimal O(n) sequential algorithm is given in 40]. Unfortunately, the algorithm in 40] does not seem to be easily parallelizable.
Recently, Olariu and Stojmenovi c 39] have showed an (log n) time lower bound for solving the nearest neighbor problem for vertices of a convex ngon, both in the CREW-PRAM and the mesh with multiple broadcasting, regardless of the number of processors and memory cell used. Their algorithm, however, is rather complicated and does not seem to handle the problem of computing the minimum vertex distance between the vertices of two convex n-gons.
Finally, it is known that the Voronoi diagram of a convex n-gon can be computed optimally in O(n) sequential time 44] . Using the techniques developed in this paper it is easy to show that (log n) is a time lower bound for this problem both on the CREW-PRAM and on meshes with multiple broadcasting. It is a tantalizing open problem to nd a matching algorithm.
