We applied compressed ultrafast photography (CUP), a computational imaging technique, to acquire three-dimensional (3D) images. The approach unites image encryption, compression, and acquisition in a single measurement, thereby allowing efficient and secure data transmission. By leveraging the time-of-flight (ToF) information of pulsed light reflected by the object, we can reconstruct a volumetric image (150 mm×150 mm×1050 mm, × × ) from a single camera snapshot. Furthermore, we demonstrated high-speed 3D videography of a moving object at 75 frames per second using the ToF-CUP camera.
INTRODUCTION
Three-dimensional (3D) imaging technologies have been extensively studied for many years, going back to the "mirror stereoscope" invented by Sir Charles Wheatstone in 1838 [1] . Since then, 3D imaging techniques have been used in many applications, including remote sensing, biology, and entertainment [2] [3] [4] . In the past decade, they have also been widely employed in the safety and national security communities [5] , in applications such as biometrics [6, 7] , under-vehicle inspection [8, 9] , and battlefield evaluation [10, 11] . These applications impose demanding requirements-the 3D images must be captured and transmitted to users in a secure and fast manner.
The scattered photons from the object carry a variety of tags, such as emittance angle and time-of-flight (ToF), which convey the 3D surface information. Using these photon tags, numerous 3D imaging techniques have been developed, including structured-illumination [12, 13] , holography [14] , streak imaging [15, 16] , integral imaging [17] , multiple camera or multiple single-pixel detector photogrammetry [18, 19] , and ToF detection [20] . Among these techniques, holography has demonstrated secure 3D surface imaging. Holography-based encryption is optically performed by using the diffraction pattern of a pseudo-random phase or amplitude mask [14] . This mask acts as the decryption key in reconstructing images of the 3D object from different viewing angles. However, as an interference-based approach, holographic imaging system is sensitive to motion during the relatively long exposure, which can severely degrade image quality.
ToF detection is another commonly used approach for 3D imaging. By measuring the ToF of a light signal between the object and the detector, the depth of the 3D object can be quantified. Among developed ToF detectors are the Microsoft Kinect TM sensor [21] for Xbox One and the single photon avalanche diode detector [22] . Although having largely improved the detection sensitivity, these ToF detectors acquire 3D images through multiple measurements, which limits applications for imaging fast-moving 3D objects.
To mitigate motion distortion in 3D images, single-shot ToF detection is an attractive approach. Among developed techniques [21] [22] [23] [24] [25] [26] [27] , the 3D Flash LIDAR camera [26] has gained the most attention. This device can collect the entire spatiotemporal datacube within a single camera exposure, with an imaging speed up to 30 Hz [26] . However, the best achievable depth resolution is limited to ~10 cm [27] . In addition, the 3D images are first recorded on the sensor, followed by data compression and encryption for transmission [28] . Therefore, the sensor itself suffers from a heavy data load. In addition, the separate recording, compressing, and encrypting processes create a security loophole in the system. *Corresponding author: LHWANG@WUSTL.EDU; phone: 1 (314) 935-6152;
To overcome these limitations, we present single-shot encrypted 3D imaging using compressed ultrafast photography (CUP). As a novel ultrafast imaging technique, CUP captures transient events with picosecond temporal resolution in a single snapshot [29] . Herein, we integrated CUP with active illumination and constructed a new ToF-CUP camera for snapshot volumetric imaging. Compared with previous techniques [30] [31] [32] [33] , our system has three major advantages. First, the united process incorporating the encryption of depth data with the compressed acquisition of 3D data protects the security of private content. Second, each volumetric image is stored as a 2D snapshot in the measurement, which significantly reduces the data acquisition load on the sensor and therefore allows faster data communication to users. Third, the ToF-CUP camera can capture 3D images with a rate up to 75 volumes per second with a 1-cm depth resolution, outperforming the state-of-the-art single-shot 3D cameras. In the following, we will describe the principle of our approach, present the system prototype, and demonstrate encrypted 3D videography by imaging various moving 3D objects.
METHOD

Principle
The principle of CUP has been detailed in our recent publication [29] . Here, we provide CUP with active illumination and detect photons backscattered from a 3D object. The round-trip ToF signal carries information about the depth, , relative to the point of light incidence on the object's surface, which can be recovered by
where is the ToF of received photons, and c is the speed of light. The factor of two in the denominator on the right side of Eq. 1 accounts for the round-trip flight of photons.
The laser illuminates a 3D object with intensity reflectivity ( , , ). The backscattered light signal entering the ToF-CUP system, ( , , ), can be linked to ( , , ), via
where is a lumped linear operator for light illumination and propagation. Our system then images this 3D object in three steps. First, the collected photons are spatially encrypted with a pseudo-random binary pattern, in which each pixel is set to either on or off. This pattern also acts as the decryption key to unlock and retrieve the image of the 3D object. Second, a streak camera temporally shears the ToF signal along the vertical direction. Third, the encrypted and sheared image is recorded on a CCD via pixel-wise spatiotemporal integration. The optical energy measured at pixel ( , ) on the CCD, ( , ), is related to the original 3D light intensity reflectivity, ( , , ), by
Here, T, S, and C are linear operators that represent spatiotemporal integration, temporal shearing, and spatial encryption, respectively. Equation 3 shows that the encryption process is inherently embedded in ToF-CUP's image formation.
Image decryption can be computationally performed by users who are granted the decryption key. If the 3D object is spatiotemporally sparse, one can reasonably estimate ( , , ) by solving the inverse problem of Eq. 3 using compressed-sensing algorithms [27] [28] [29] [30] [31] [32] . In our study, we choose the Two-step Iterative Shrinkage/Thresholding (TwIST) algorithm [27] , which minimizes a convex objective function given by
Here, Φ denotes the total-variation (TV) regularizer. The regularization parameter λ, which controls the weight of the TV regularizer, is adjusted empirically to provide the best estimation of ( , , ) for a given physical reality. Further, in continuous shooting mode, the evolution of the 3D image, over the "slow time", , ( , , , ), can be recovered by decrypting sequential snapshots. Here, the "slow time", , relative to , is defined as the time of capture of the imaged volume.
System
The system schematic is presented in our recent publication [34] . Specifically, a solid-state pulsed laser (532 nm wavelength, 7 ps pulse duration) is the light source. The laser beam passes through an engineered diffuser and illuminates a 3D object. The object is first imaged by a camera zoom lens (focal length 18-55 mm). Following the intermediate image plane, a beam splitter reflects half of the light to an external CCD camera, hereinafter called the reference camera, which records a reference 2D image of the 3D object. The other half of the light is transmitted through the beam splitter and passed to a digital micromirror device (DMD) by a 4-f imaging system consisting of a tube lens and a microscope objective (focal length 45 mm, numerical aperture 0.16). The total demagnification of the imaging system from the object to the DMD is 46×.
To encrypt the input image, a pseudo-random binary pattern is generated by the host as the key and displayed on the DMD. Each binned pixel in the binary pattern contains 3 × 3 DMD pixels (21.6 μm × 21.6 μm). The encrypted image is retro-reflected through the same 4-f system, reflected by the beam splitter, and imaged onto the fully open entrance slit (~5 mm wide) of a streak camera. Deflected by a time-varying sweeping voltage, , the light signal lands at various spatial locations on the y' axis according to its ToF. This temporally sheared image is recorded by a CCD camera in a single snapshot. The CCD camera has 672 × 512 binned pixels (2 × 2 binning). Finally, the encrypted image is transmitted to the user who decrypts the image with the key provided by the host.
The external CCD camera is synchronized with the streak camera for each snapshot. An USAF resolution target is used to co-register images acquired by these two devices. The reference 2D image is used as an intensity mask and overlaid with the reconstructed 3D image to enhance the image quality. For each snapshot, the reconstructed 3D datacube contains × × = 150 × 150 × 350 voxels along the x, y, and z axes, respectively. In the x-y plane, this size gives a maximum imaging field-of-view (FOV) of × = 150 mm × 150 mm. The depth, , can be calculated by
where n z is the pixel index along the z axis, d is the CCD's binned pixel size along the y axis, and v is the shearing velocity of the streak camera. In our experiments, = 350, = 12.9 , and v is set to 0.66 mm/ns. Therefore, the maximum depth range is = 1050 mm. In addition, the depth resolution of the ToF-CUP camera was quantified to be ~10 mm [34] .
RESULT
3-D imaging of a static object
To demonstrate ToF-CUP's 3D imaging capability, we first imaged a static object (Fig. 1) . Specifically, two letters, "W" and "U", were placed at different depths, with a separation of ~40 mm (Fig. 1a) . CUP acquired an image of this 3D object in a single snapshot. The reconstructed 3D x, y, z datacube of the letters "WU" is shown in Fig. 1b with the depthencoded image presented as Fig. 1c . For this object, the depth distance between these two letters was calculated to be 42 mm, which agreed with the true value. Moreover, CUP's encryption perspective was demonstrated by comparing the image quality in the 3D datacubes reconstructed with an invalid decryption key. The reconstructed 3D datacube and the depth-encoded image are shown as Figs. 1d and e, respectively. With the correct decryption key, the reconstructed image resembles the object. By contrast, the invalid decryption key cannot lead to any information. Reconstructed 3D x, y, z datacube and (c) the depth-encoded image of letters "WU" using the correct decryption key. (d) Reconstructed 3D x, y, z datacube and (e) the depth-encoded image of letters "WU" using an invalid decryption key. Scale bar: 10 mm.
Real-time 3-D imaging of moving objects
To demonstrate ToF-CUP's dynamic 3D imaging capability, we imaged a rotating cube in real time (Fig. 2) . In the experiment, an aluminum cube (80 mm × 80 mm × 80 mm) was rotated by a motorized stage at ~70 revolutions per minute. Two sets of patterns, a square-triangle-rhombus-circle (STRC) pattern and a heart-diamond-club-spade (HDCS) pattern, were used for imaging (Fig. 2a) . CUP captured the cube's rotation by sequentially acquiring encrypted images at 24 fps. Once each encrypted image was decrypted to a 3D x, y, z datacube, these datacubes form a time-lapse 4D x, y, z, t s datacube. Figures 2b and c show representative the depth-encoded images and the 3D rendering of the rotating STRC and HDCS patterns at angles of 45° and 20°, respectively. For both cases, we can successfully reconstruct the rotating motion of the 3D patterns. However, when the cube's surface rotates to a large angle with respect to the illumination, some features in the pattern cannot be reconstructed, which is attributed mainly to the low scattered light intensity. To apply ToF-CUP to a potential real-world application in a simulated environment, we imaged launching of a square projectile (Fig. 3) . The projectile launcher is 100 mm × 125 mm × 100 mm in size along the x, y, and z axes. The square projectile was set perpendicular to the y axis ( = 90°) and pointed to an angle of ~135° with respect to the x axis (Fig. 3a) . To capture the launching at high speed, we operated the CCD in sub-frame (125 × 672 pixels) mode to increase the frame rate from 24 fps for full-frame mode to 75 fps. We first acquired a 3D image of the launcher. Then, we shifted the FOV to observe the projectile flight and acquired five snapshots within the FOV. A representative 3D image of the flying projectile in reference to its launcher is shown in Fig. 3b . The depth-encoded image of each datacube presents the projectile's trajectory (Fig. 3c) , which shows a flying track approximately parallel to the x axis. Top views of these datacubes comprise the projected trajectory in the x-z plane (Fig. 3d) , showing that the missile flew across the diagonal direction of the x-z plane. The entire projectile flight can be visualized from sequential 3D datacubes (Fig. 3e) . From this trajectory, the average speed of the missile was quantified to be 3.6 m/s. In addition, the projectile flew at an angle ~41°, which agrees well with the preset angle. = 350), = 105. Therefore, CUP can potentially improve the data transmission rate by over two orders of magnitude. However, the implementation of CUP degrades the spatial resolutions by a factor of 1.8, 2.2, and 1.9 along the x, y, and z axes, respectively, compared with the 3D image laterally limited by optical bandwidth and axially limited by the streak camera's native resolution in resolving a ToF signal [29] . Thus, regarding the actual information content, we can estimate the data compression rate by = . × . × .
. For the current system, = 14.5.
The ToF-CUP system's performance was mainly restricted by the illumination laser pulse energy. ToF-CUP's image reconstruction requires the DMD mask to be resolved in each encoded image at a given depth with a sufficient contrastto-noise ratio (CNR). In our experiments, the minimal value of the required CNR was empirically determined to be ~8, a value which yielded reasonable reconstruction results. To provide enough illumination intensity, the maximal FOV at the object was limited to approximately 150 mm × 150 mm with the full laser energy (96.4 μJ per pulse). In addition, the maximum shearing velocity was held at 0.66 mm/ns in the streak camera, which corresponded to a spatial sampling of 3 mm along the z axis. With the current illumination intensity, a greater shearing velocity would reduce the number of collected photons per camera pixel and may result in an insufficient CNR.
CONCLUSION
In summary, we explored CUP's capability to image 3D dynamic objects. As a new type of ToF camera, ToF-CUP integrates image encryption, compression, and in a single snapshot measurement, significantly enhancing information safety. Our experiments demonstrated that the image of the original 3D object can be recovered by only users granted with the valid decryption key. Moreover, by leveraging sequential image acquisition, we can track a moving object in 3D and in real time. Finally, we applied ToF-CUP to image a square projectile's launching. With real-time 3D data, we recorded the projectile's trajectory and quantified the projectile's position, speed, and flight direction. To further increase the imaging FOV and depth resolution, one may utilize a high pulse-energy laser and a faster streak camera. In addition, a GPU-based reconstruction [35] should allow ToF-CUP to achieve real-time reconstruction.
