Raman spectroscopy is a technique for detecting and identifying molecules such as DNA. It is sensitive at very low concentrations and can accurately quantify the amount of a given molecule in a sample. The presence of a large, nonuniform background presents a major challenge to analysis of these spectra. We introduce a sequential Monte Carlo (SMC) algorithm to separate the observed spectrum into a series of peaks plus a smoothly-varying baseline, corrupted by additive white noise. Our model-based approach accounts for differences in resolution and experimental conditions. By incorporating this representation into a Bayesian functional regression, we can quantify the relationship between molecular concentration and peak intensity, resulting in an improved estimate of the limit of detection. We also calculate the model evidence using SMC to investigate long-range dependence between peaks.
1. Introduction. Raman spectroscopy can be used to identify molecules by the characteristic scattering of light from a laser. The pattern of peaks in a Raman spectrum corresponds to the vibrational modes of the molecule. The shift in frequency of the photons is proportional to the change in energy state, which is reflected in the locations of the peaks. Surfaceenhanced Raman scattering (SERS) is a technique that amplifies the Raman signal using metallic substrates, such as nanoparticles . SERS enables imaging of biological processes at the molecular level, which has many applications in medical diagnostics and therapy (Butler et al., 2016) . For example, a Raman-active dye label can be attached to an antibody targeting a specific protein. The concentration of this protein can then be quantified within a living cell. Fluorescence polymerase chain reaction (PCR) has similar applications, but SERS has superior ability to simultaneously detect multiple labels, with sensitivity in the picomolar range (Faulds et al., 2008; Gracie et al., 2014) . Fig. 1a shows examples of SERS (b) Spectral signature for TAMRA, manually baseline-corrected using Grams/AI.
Fig 1: Examples of surface-enhanced Raman scattering (SERS) spectra, before and after baseline correction. Substrate of silver nanoparticles with 100 mW laser, excitation wavelength of 532 nm, 0.01 s accumulation time.
ber and locations of both the knots and the peaks were determined by the trans-dimensional algorithm. They also assumed additive Gaussian noise. Wang et al. (2008) used RJ-MCMC to fit a similar model to mass spectrometry. Kim et al. (2014) used a mixture model for detection of two-dimensional peaks in gas chromatography. Raman spectra arise due to inelastic scattering of light, therefore the squared exponential kernel functions that were used by Razul, Fitzgerald and Andrieu (2003) and Wang et al. (2008) might not be a suitable model for this data. Previous studies, such as Goldberg and Pershan (1973) ; Spanier et al. (2001) , have concluded that the intrinsic line shape of Raman peaks follows a Lorentzian (Cauchy) function. Both of these functions offer a physical interpretation. Doppler broadening is a result of the emitted photons being red (blue) shifted due to particles moving away from (towards) the sensor. Since the particles are undergoing Brownian motion, this gives rise to a squared exponential function. Collisional broadening occurs due to collisions between particles, which effectively lower the characteristic time of the emission process. As a result of the uncertainty principle this increases the uncertainty in the energy of the emitted photons, which is described by a Lorentzian function. The heavier tails of the Lorentzian would imply long-range dependence between peaks. Failure to account for this would introduce bias, particularly if quantification was based on a single peak in isolation.
In this paper, we consider two alternative functions to model the broadening of the peaks, either squared exponential or Lorentzian. Using Bayesian model choice, we determine which of these functions is better supported by the observed data. We perform a simulation study to demonstrate the effect of model misspecification on parameter estimation. We also need to account for the other components of SERS spectra, the background and residual noise. As in previous methods, we represent the baseline as a penalised cubic spline and assume additive white noise. We extend this model to quantify the relationship between peak intensity and dye concentration for calibration studies, where the concentration levels are systematically varied. We fit this model using a sequential Monte Carlo (SMC) algorithm, which is robust to suboptimal local maxima in the multimodal posterior distribution (Chopin, 2002; Del Moral, Doucet and Jasra, 2006) . We have implemented this algorithm as an R package, which is available in Supplement A.
The remainder of this article is organised as follows. We describe the functional model and our informative priors in Section 2. MCMC and SMC algorithms for fitting this model and estimating the model evidence are described in Section 3. These methods are demonstrated using SERS datasets in Section 4. We conclude our article with a discussion.
Functional Model.
A SERS spectrum is discretised into a multivariate observation that is highly collinear, hence it lends itself to a reducedrank representation. Our approach is a form of functional data analysis (Ramsay and Silverman, 2005) , where the observed signal is represented using continuous functions. We decompose the spectrum into three major components:
where y i (ν) is a hyperspectral observation that has been discretised at a number of light frequencies or wavenumbers, ν j ∈ν. Multiple observations are represented as a matrix Y 1:ny,ν . The baseline ξ i (ν) is a smoothly-varying, continuous function that is mainly due to background fluorescence. We assume that ǫ is zero mean, additive white noise with constant variance:
This assumption could be relaxed by allowing for autocorrelated residuals, as in Chib (1993) . The Raman peaks are represented as an additive mixture of radial basis functions:
where ℓ p is the location of peak p, A p is its amplitude, and ϕ p is a scale parameter that controls the width or broadening of the peak. One possible choice to represent the shape of the peaks would be a squared exponential function:
This function was used by Razul, Fitzgerald and Andrieu (2003) for nuclear spectroscopy and also by Wang et al. (2008) for mass spectroscopy. Under this model, the full width at half maximum (FWHM) of each peak can be estimated as 2 √ 2 ln 2ϕ p . Previous studies (Goldberg and Pershan, 1973; Spanier et al., 2001; Lieber and Mahadevan-Jansen, 2003) suggest that Lorentzian functions would be a better model for Raman spectroscopy:
Under this model, the FWHM is given by 2ϕ p . The Lorentzian function decays slower than the squared exponential, which would imply long-range dependence in the spectral signature. In Section 3.2, we describe how Bayesian model choice can be used to determine which of these alternatives is better supported by the observed data. The amplitudes of the peaks are linearly related to the concentration of the dye, from the limit of detection (LOD) up to monolayer coverage of the nanoparticle surface (MLC). This relationship can be expressed as a regression model:
where β p is a regression coefficient and c i is the nanomolar (nM) concentration of the dye in the ith observation. Monolayer coverage refers to the saturation point, thus c M LC is dependent on the size and shape of the nanoparticles, as well as the orientation of the dye on the nanoparticle surface. Jones et al. (1999) calculated that a final concentration of 10 nM is required for monolayer coverage of silver nanoparticles with average diameter of 27 nm. The spectra that we analyse in Sect. 4.2 were obtained from much larger nanoparticles, with average diameter of 78 nm, therefore we would expect c M LC to be higher for this dataset. We do not observe any evidence of saturation in our spectra, even for concentrations up to 24.7 nM. This alternative formulation of the model can be used to analyse LOD or dilution studies, where SERS spectra are obtained for a range of known values of c i . The limit of detection is usually estimated using a minimum signal-to-noise ratio (SNR) of 3:
The LOD is specific to each peak, thus the number of peaks P that are visible in a SERS spectrum is dependent on the dye concentration. Typically only the largest peak is used to estimate the LOD, but in Sect. 4.2 we provide highest posterior density (HPD) intervals for c LOD jointly for every peak in the spectral signature. The posterior distribution for β p can also be used to scale the prior for A p , or to estimate c i in independent observations of the same dye. In chemometrics this is known as multivariate calibration (Varmuza and Filzmoser, 2009 Informative priors for the parameters of the SERS peaks, derived from manual baseline correction and peak fitting of Cy3, TAMRA and FAM spectra using Grams/AI 7.00.
only way to achieve strong identifiability would be to estimate the peaks and baseline separately, while holding the estimate of one component fixed. Methods that perform baseline subtraction, noise correction and peak estimation as separate steps can often result in suboptimal solutions. This is particularly the case when a single estimate is provided, without any measure of uncertainty. Errors that are introduced in one stage of the process are propagated forward, without any possibility of correction. Instead, we include all of the components of the signal in a joint model. Our model incorporates prior information to improve identifiability and regularise the solution.
The hyperparameters for these priors were estimated by manual baseline correction and peak fitting in Grams/AI, the same procedure that was used to produce Fig. 1b . We selected three representative spectra, one each of TAMRA, fluorescein (FAM), and cyanine (Cy3), from an independent set of experimental data that had been previously analysed by Gracie et al. (2014) . We fitted both squared exponential and Lorentzian peaks to obtain distributions for the amplitude and scale parameters. All of these dyes are well studied, so the number P and locations ℓ p of the peaks were assumed known. Similar methods could also be used to derive informative priors for these parameters, to perform peak detection as well as quantification. The RJ-MCMC algorithms of Razul, Fitzgerald and Andrieu (2003) and Wang et al. (2008) could be used to fit such a model.
We selected a lognormal distribution for the prior on the scale parameter, since this provided a good fit to the peaks in our training data. The median of the scales was 16.47 for squared exponential peaks and the standard deviation of log{ϕ p } was 0.34, resulting in the prior illustrated by Fig. 2a :
This agrees well with the theoretical value of 5 to 20 cm −1 for broadening that is used in computational chemistry (Le Ru and Etchegoin, 2009, §2.2.5, p. 45) . For Lorentzian peaks, the median was 25.27 and σ (log{ϕ p }) was 0.4. The resulting prior is shown in Fig. 2c . These prior distributions overlap, although the Lorentzian peaks tend towards larger scale parameters. This is consistent with the FWHM, since rescaling the prior for the squared exponential peaks by √ 2 log 2 results in a distribution that is very close to the prior for the Lorentzians.
Setting a general prior for the amplitudes of the peaks is more difficult, since the amplitude depends on the concentration of the dye as well as many other factors. The amplitudes for FAM in Fig. 2b are much smaller than for the other two dyes, even though it has the same concentration. Empirical Bayes methods could be used for calibrating this prior, although we found that this was unnecessary for the experiments in Section 4. We considered two options for the form of this distribution, which both provided a reasonably good fit to the training data. A truncated normal is suitable when the number of peaks P is assumed known. This is because it allocates prior mass to very large peaks (A p > 20,000) as well as smaller peaks with amplitudes near zero. A gamma distribution with shape parameter of 3 and the same mean allocates less prior mass near zero. This makes it suited for trans-dimensional algorithms such as RJ-MCMC, since it discourages the proposal of trivially small peaks and hence keeps the total number of peaks to a minimum. The mean of the amplitudes was 3709 for the squared exponential peaks. We chose to use twice the observed variance to reflect the greater uncertainty about this parameter. This resulted in the truncated normal distribution illustrated in Fig. 2b :
For Lorentzian peaks, the mean was 3449 and twice the observed variance was 5672 2 . This prior is shown in Fig. 2d . There are other ways to obtain prior information for these parameters, apart from the painstaking process of manual peak fitting described above. The locations and amplitudes of the peaks can be predicted from the chemical structure of the molecule using time-dependent density functional theory (TD-DFT; Van Caillie and Amos, 2000; Jensen, Aikens and Schatz, 2008) . This quantum mechanical model scales geometrically with the number of atoms in the molecule, requiring a large amount of computational resources. Examples of dyes with predicted Raman spectra include rhodamine 6G (Watanabe et al., 2005) , crystal violet (Kleinman et al., 2011) , eosin-Y (Greeneltch et al., 2012) and II-MB-114 (Kearns et al., 2016) . There are also databases available of known Raman spectra, such as RRUFF (Lafuente et al., 2015) , SDBS (AIST), and the Raman Spectroscopic Library of Natural and Synthetic Pigments (Bell, Clark and Gibbs, 1998 ). Once our model has been fitted to a dye, the posterior distribution for the spectral signature can be used as an informative prior to analyse independent samples of the same dye. This process of learning from successive observations is known as sequential Bayesian updating (Bernardo and Smith, 1994, ch. 2).
2.2. Baseline correction. In contrast with the Raman peaks, little is known about the processes driving the baseline. The shape of the baseline can vary considerably between experiments and even occasionally between technical replicates. The main property that distinguishes the baseline from the other components of the signal is its smoothness. For this reason, we have chosen to model the baseline function as a penalised B-spline (Eilers and Marx, 1996) :
where B m are the basis functions, M is the total number of splines, and α i,m are the coefficients of the baseline for the ith observation. We use equally spaced knots 10 cm −1 apart, so that M is typically ≈ 200. If the choice of knot locations is a concern, then a smoothing spline (Eubank, 1999) could be used instead. Razul, Fitzgerald and Andrieu (2003) used an RJ-MCMC algorithm to determine the number and placement of the knots in the baseline function. As with many Bayesian regression models, (2.10) can be interpreted as a type of Gaussian process (GP; Rasmussen and Williams, 2006, §6.3 ). An advantage of our approach is that we employ a reducedrank representation of the baseline function. The computational cost of estimating the spline parameters α i,m using sparse matrix algebra is O (n) (Green and Silverman, 1994) . This is far more scalable than the usual GP methods, which require O n 3 operations to invert the covariance matrix. Alternative methods for fast GP fitting include the fixed-rank kriging of Cressie and Johannesson (2008) , the Markov random field representation of Lindgren, Rue and Lindström (2011) , and the nearest-neighbour GP of Datta et al. (2016) . Given the current estimate of the spectral signatureŝ(ν), new values for the spline coefficients can be proposed from the conditional posterior (Ruppert, Wand and Carroll, 2003, ch. 16 ), as shown in Appendix A.1. The joint prior on the spline coefficients is multivariate normal:
where D is a diagonal M ×M matrix and λ is a hyperparameter that controls the degree of smoothing.
Algorithm 1 Marginal Metropolis-Hastings
2: for t = 1, . . . , T do 3: Draw random walk proposals for the peaks:
Compute the marginal MH acceptance ratio, ρt 7:
if u < min(1, ρt) then 9:
end if 13: end for adopt a marginal Metropolis-Hastings (MH) algorithm, as shown in Algorithm 1. This algorithm targets the joint posterior of the model parameters, π A, ϕ, α, σ ǫ | Y 1:ny,ν . In this version of the algorithm, the number P and locations ℓ p of the peaks are assumed known. Since we use conjugate priors, the full conditional distributions for the baseline coefficients α and the additive noise σ ǫ are available in closed form. Given random walk proposals for the parameters of the peaks, we can sample from these conditional distributions as shown in Appendices A.1 and A.2. According to the marginalisation identity of Chib (1995) , the resulting MH acceptance ratio is equivalent to the posterior distribution of the peaks, with the baselines and the noise marginalised out:
3.1. Quantification. A drawback of Algorithm 1 is that it can be difficult to design efficient random walk proposals for A ′ and ϕ ′ . Adaptive methods such as Roberts and Rosenthal (2001) ; Atchadé and Rosenthal (2005) ; Garthwaite, Fan and Sisson (2016) can be used, but the posterior distribution contracts very quickly as the number of observations n y and wavenumbers nν = |ν| increases. This becomes a problem for large datasets such as in Sect. 4.2, where n y = 315 and nν = 3501. An alternative is to embed Algorithm 1 within a sequential Monte Carlo (SMC) algorithm that updates the posterior distribution using one observation at a time (Chopin, 2002) .
Algorithm 2 targets a sequence of partial posteriors:
for i = 0, . . . , n y , where π 0 is the joint prior distribution. The target distributions of the parameters β, ϕ, α and σ ǫ are represented using a collection of Q weighted parameter values, known as particles. The algorithm has four major stages: initialisation, adaptation, resampling, and mutation.
∀ q ∈ {1, . . . , Q} 2: Initialise importance weights, w Update importance weights according to (3.3) 5:
Resample particles if ESSi is below threshold 6:
for all particles q ∈ {1, . . . , Q} do 7:
Update
using Algorithm 1 8: end for 9: end for At the initialisation stage (lines 1 and 2 of Algorithm 2) the parameter values are drawn independently from their respective prior distributions (2.8), (2.9), (2.11), and (A.5). All of the particles are assigned equal importance weights, w 
1:i,· , σ (q) ǫ = 1 when i = 0. These weights are normalised so that Q q=1 w (q) t = 1. The weights gradually degenerate over successive iterations, which is measured by the effective sample size (ESS; Liu, 2001, pp. 34-36) :
At the initialisation stage, ESS 0 = Q. The observations Y 1:ny,ν of (2.1) are exchangeable, unlike in time series models. It can be beneficial to process the observations in a random order, as recommended by Chopin (2002) , to avoid having too many observations in a row with the same concentration, c i . If desired, the observations can be grouped into batches b 1 ⊂ b 2 ⊂ · · · ⊂ Y 1:ny,ν . Very high resolution spectra, such as when nν = 3501, can result in rapid degeneration of the importance sampling distribution. In this case, it can be beneficial to divide a single observation into multiple batches according to a target ζ ∈ (0, 1) for the rate of reduction in the ESS at each iteration. This target can be tuned adaptively according to the MH acceptance rate. When the ESS falls below a given threshold (usually set at Q/2), the particles are resampled according to the multinomial distribution defined by their weights. We use residual resampling (Liu and Chen, 1998) , since this reduces the variance in comparison to simple multinomial draws (Douc, Cappé and Moulines, 2005) . By reordering the ancestry vector that identifies which particles to resample, this operation can be performed in parallel (Murray, Lee and Jacob, 2016) . After resampling, the importance weights are reset to 1/Q and hence
The resampling step introduces duplicates into the population of particles. To reduce this redundancy, we update the parameter values using a Markov chain Monte Carlo (MCMC) kernel with invariant target distribution π i (β, ϕ, α, σ ǫ | Y 1:i,ν ). One or more iterations of Algorithm 1 can be used, depending on the MH acceptance rate. 
are the parameters of model M k for particle q and Z 0 = 1.
The evidence for two competing models can be compared using a Bayes factor: In our case, the models under consideration differ only by their radial basis functions: M G represents squared exponential peaks and M L is the Lorentzian model. We have derived informative priors for these models,
, using manual baseline correction and peak fitting of the same reference spectra. These priors are illustrated in Fig. 2 . The algorithms for estimating the posterior distributions and the model evidence are identical, whichever function is used. In Section 4.1, we will show that only a single observation with nν = 726 is sufficient to distinguish between M G and M L .
Results.
4.1. Model choice. We used a simulation study to verify that the posterior distributions obtained from Algorithms 1 and 2 overlap with the true parameter values in synthetic data. The results of this study are provided in Supplement B. Under model misspecification, the posteriors for the amplitudes were underestimated, relative to the true values. Therefore, model selection is an important issue for quantification of SERS spectra. We also computed the model evidence for 20 datasets, both when the generative model for the synthetic data was identical to the model used by the algorithm, as well as under model misspecification. The results are shown in Table 1 .
In both experiments, the true model had the larger model evidence in the majority of cases. When the synthetic data was generated using the squared exponential function, the natural logarithm of the Bayes factor (ln BF G:L ) was 211 on average. According to Kass and Raftery (1995) , a Bayes factor greater than 150 (2 ln BF G:L > 10) indicates very strong evidence in favour of M G . Conversely, a Bayes factor less than -150 would be strong evidence in favour of M L . However, we found that the variance of the model evidence (and hence the Bayes factor) was much larger than those guidelines would suggest. The empirical standard deviation of the log marginal over 20 replicates was 83 under the true model and 94 under model misspecification. This Table 2 Model evidence for SERS spectra at two different resolutions (nν = 417 and 726) for 5 observations of 3 different dyes (TAMRA, FAM and Cy3). variation is due to a combination of Monte Carlo error as well as differences between the simulated datasets. When the synthetic data was generated using the Lorentzian function, the mean ln BF G:L was -160, again favouring the true model. However, the log Bayes factor was positive for one of the datasets. Because of this issue, we prefer to compute the model evidence for multiple datasets, rather than relying on the magnitude of the Bayes factor alone to determine the strength of the evidence.
Observed Data
Having established that the Bayes factor is capable of distinguishing between the two candidate kernel functions, we also applied these models to observed Raman spectra. The results of these experiments are shown in Table 2 . We calculated Bayes factors for 5 observations of 3 different dyes: TAMRA, FAM and Cy3. The datasets with nν = 417 had a resolution of approximately 3 cm −1 . These spectra were previously analysed by Faulds et al. (2008) and Zhong et al. (2011) . The spectra with nν = 726 had a resolution of 2 cm −1 and were analysed by Gracie et al. (2014) . For all three dyes, the Bayes factor favoured Lorentzian peaks for data at 2 cm −1 resolution. However, with the coarser resolution spectra the results for Cy3 and FAM were inconclusive. The variance of the model evidence also tended to be larger for the lower resolution spectra, reflecting greater posterior uncertainty in the parameters. 4.2. Quantification. Gracie et al. (2014) performed a dilution study to estimate the LOD of T20 (TAMRA+DNA) with Ag NP, using a 100 mW laser at 532 nm. The final target concentration of the dye ranged from 0.13 Table 3 95% highest posterior density (HPD) intervals for the T20 dilution study.
to 24.7 nM, with 21 different values of c i . There were 3 repeats of 5 technical replicates, giving a total sample size of 315 spectra. The resolution of the spectrometer provided 3,501 wavenumbers from 250 to 2000 cm −1 . All of the observations were discretised with the same x axis. We truncated the spectra below 340 cm −1 , since there was too much noise at small Raman offsets ∆ν for accurate quantification. 95% HPD intervals for the regression coefficients β p , the FWHM and the LOD of each peak are shown in Table 3 . To verify the HPD intervals for the LOD, we can closely examine the spectra at the two lowest concentrations, 0.13 and 0.65 nM. The lower bounds for detectability of the peaks at 460 and 965 cm −1 are greater than 0.13 nM, so we would not expect those peaks to be visible at that concentration. Conversely, the upper bounds for 7 of the peaks are lower than 0.13 nM, so we would expect all of those peaks to be clearly visible, as shown by Fig. 3a . There is also an eighth peak at 1455 cm −1 that has been underestimated by the model. The upper bounds for all of the peaks except at 460 cm −1 are lower than 0.65 nM, so at least 17 out of 18 peaks should be visible at that concentration, as shown in Fig 3b. Care must be taken when extrapolating beyond the range of the data, but we predict that overall the LOD for TAMRA is between 6 and 16 picomolar (pM). 5. Discussion. Our model has enabled us to directly estimate quantities of scientific interest, such as the amplitudes, LOD and FWHM of the SERS peaks. This represents an important tool for analysing experimental data, with major advantages over the existing methods for baseline correction and quantification. Our R package (included in Supplement A) can be run directly on data from the spectrometer, without any preprocessing steps required. We provide a continuous representation of the discretised spectra, which enables comparison of datasets at different sampling resolutions. The baselines and peaks are estimated jointly, avoiding local maxima in the multimodal posterior. We have incorporated prior information from independent datasets and shown how the posterior can be incrementally updated using a sequential Monte Carlo algorithm, as more data becomes available. Bayesian credible intervals for the parameters also provide accurate estimates of the uncertainty. This is the first study to employ Bayes factors to determine the spectral line shape of experimental data. We have compared two competing models for the broadening of the peaks, squared exponential (Gaussian) and Lorentzian (Cauchy) functions. We have demonstrated that these functions give significantly different estimates of the amplitudes, thus it is important to select the model that better represents the observed data. By computing the model evidence, these models can be compared using only a single observed spectrum. Our experiments have provided strong evidence in favour of Lorentzian peaks, which demonstrates the presence of long-range dependence in the SERS spectrum. This finding further reinforces the need for joint models to avoid bias in estimating the LOD for a dye using a single peak in isolation.
In future work, we intend to apply these methods to other Raman-active dyes to see how well they generalise. Our computational algorithms could be extended using RJ-MCMC to also estimate the number and locations of the peaks, for dyes where this information is unavailable. These methods could also be used for detection and quantification of multiplexed spectra, where several dyes are present at differing concentrations.
APPENDIX A: CONDITIONAL DISTRIBUTIONS
This appendix contains the derivation of the full posterior distribution for (2.1) and hence the conditional distributions for the model parameters α and σ ǫ . These formulae are used in Algorithms 1 and 2 as proposal distributions for Metropolis-Hastings.
Under the assumption of constant variance σ 2 ǫ , the joint likelihood of a n y × nν matrix of observed data Y 1:ny,ν is i.i.d. Gaussian:
where:
The unnormalised posterior distribution is thus:
where the priors π(ϕ p ) are independent lognormal, as given by (2.8); π(β) is multivariate normal, N P 0, Iσ 2 β ; π(α) is multivariate normal, N M 0, λ 6 D ; and π(σ 2 ǫ ) is a conjugate, inverse gamma distribution (A.5). Note that since A p = c i β p (2.6), A can be substituted for β in the above equations by setting c i = 1.
When we update the importance weights on line 4 of Algorithm 2, we need to compute the ratio of log-likelihoods (3. where Σ λ = (B T B + λ 6 D) −1 , a sparse M × M matrix that can be precomputed for a given value of λ and set of wavenumbers V. We have implemented the matrix-vector multiply in (A.4) using RcppEigen (Bates and Eddelbuettel, 2013) .
A.2. Noise. In Algorithm 2, the variance of the additive Gaussian noise is included in the state space of the SMC particles. We assign a conjugate, inverse-Gamma prior with hyperparameters ν 0 and ζ 0 :
The conditional posterior distribution is given by: .pdf). Posterior distributions for the peaks and baselines of 3 Raman-active dyes (FAM, TAMRA, and Cy3) at 2 different resolutions (nν = 417 and 726). We also provide additional results for the simulation study of Section 4.1 and the concentration study of Section 4.2.
