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Abstract. Combinatorial interaction testing is an efficient software testing strategy. If all inter-
actions among test parameters or factors needed to be covered, the size of a required test suite
would be prohibitively large. In contrast, this strategy only requires covering t-wise interactions
where t is typically very small. As a result, it becomes possible to significantly reduce test suite
size. Locating arrays aim to enhance the ability of combinatorial interaction testing. In particular,
(1, t)-locating arrays can not only execute all t-way interactions but also identify, if any, which
of the interactions causes a failure. In spite of this useful property, there is only limited research
either on how to generate locating arrays or on their minimum sizes. In this paper, we propose
an approach to generating minimum locating arrays. In the approach, the problem of finding a
locating array consisting of N tests is represented as a Constraint Satisfaction Problem (CSP)
instance, which is in turn solved by a modern CSP solver. The results of using the proposed
approach reveal many (1, t)-locating arrays that are smallest known so far. In addition, some of
these arrays are proved to be minimum.
Keywords: Software testing, combinatorial interaction testing, locating array, constraint satis-
faction problem
Address for correspondence: T. Tsuchiya, Graduate School of Information Science and Technology, Osaka University, Suita,
Japan
2 T. Konishi et al. / Finding minimum locating arrays using a CSP solver
Layout Size Color Duplex
Portrait A4 Yes On
Landscape A5 No Off
Figure 1. Model of a printer system
Layout Size Color Duplex
1 Portrait A4 Yes On
2 Portrait A4 No Off
3 Portrait A5 No On
4 Landscape A4 No On
5 Landscape A5 Yes Off
Figure 2. Covering array of strength 2
1. Introduction
Combinatorial interaction testing is a testing strategy aimed to achieve high fault detection capability
with a small number of tests [1, 2]. The basic form of this strategy is t-way testing, which requires
testing all combinations of values on any t factors. The number of such combinations can be rather
large; but the number of tests required to exercise these combinations is usually small enough to be
executed in reasonable time when t is small, such as two or three. In addition, it is believed that many
of software defects involve a combination of a few factors [1, 3]. The parameter t is referred to as
strength.
For example, consider the model of a System Under Test (SUT) shown in Fig. 1. Here the SUT
is a printer system. The model consists of four factors, including layout, size, color, and duplex. All
the factors have two possible values. Figure 2 is a test suite for the printer model, where each row
represents a test.
Such a test suite can be viewed as an N × k array where N is the number of tests and k is
the number of factors. An array representing a test suite for the t-way testing strategy is called a
covering array of strength t or a t-covering array. Figure 2 is a covering array of strength 2, where all
interactions of strength 2, i.e., interactions involving two factors occur in at least one row. Since it is
impossible to cover all such interactions using only four rows, this covering array is minimum in that
there is no smaller covering array of the same strength.
Using a t-covering array as a test suite allows us to detect the presence of a failure-triggering
interaction of strength t. However, even when a failure occurs, it is not always possible to locate which
interaction causes the failure. For example, suppose that all the tests in Figure 2 were executed and that
all tests were passed except that the third test failed. The failed test contains six two-way interactions,
namely, (Portrait, A5), (Portrait, No), (Portrait, On), (A5, No), (A5, On) and (No, On). Three of
the six interactions, namely, (Portrait, No), (Portrait, On) and (No, On), can be safely excluded from
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Figure 3. (1, 2)-Locating array
the candidates since they occur in the passed tests. However, it is impossible to decide which of the
remaining three interactions is failure-triggering.
Locating arrays add to covering arrays the ability of locating failure-triggering interactions [4].
An array is (d, t)-locating if it can locate all failure-triggering interactions as long as the total number
of these interactions is at most d and their strength is t.
Figure 3 shows a (1, 2)-locating array for the SUT model in Figure 1. Using this array enables to
identify a failure-triggering interaction of strength 2, provided that there is at most one such interac-
tion. For example, suppose that as a result of executing all the tests in Figure 3, the fourth and fifth
test have failed, and the other tests have passed. In this case, it can be safely concluded that (No, On)
is the failure-triggering interaction, because this is the only interaction that occurs in these two failed
tests but not in the other ones.
At the cost of the failure localizing ability, the size of locating arrays is usually substantially
larger than covering arrays. For example, compare the (1, 2)-locating array shown in Figure 3 and
the covering array shown in Figure 2. As explained later, the locating array is minimum in size but
contains four more rows. Since the number of rows (tests) greatly affects the cost of testing, techniques
for finding small, especially minimum locating arrays are required to use locating arrays as a practical
testing tool. Also the minium sizes of locating arrays are of theoretical interest of its own right.
So far little is known about locating arrays. For example, minimum locating arrays are known for
a few sporadic cases. To our knowledge all previous studies on the smallest size of locating arrays
are based solely on mathematical arguments. In contrast, we propose a computational approach to
generation of minimum locating arrays in this paper. We formulate the problem of finding a locating
array of a given size as the Constraint Satisfaction Problem (CSP), so that we can make full use of
recent advances in CSP solving. Locating arrays of minimum size can be obtained by repeatedly
solving the problem of varying sizes.
The rest of the paper is structured as follows. Section 2 provides the definitions of basic concepts,
such as locating arrays and covering arrays. Section 3 explains the proposed approach to finding
minimum locating arrays. Section 4 shows the results of using the proposed approach. Section 5
describes related research. Section 6 concludes this paper.
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2. Preliminaries
The System Under Test (SUT) is modeled as two positive integer parameters: k and v. The SUT has k
factors, F1, ..., Fk . The parameter v represents the number of levels that the factors can take. A test is
a vector of size k where the ith element of a test represents the level of Fi in that test. For presentation
simplicity, we let the domain of each factor be {0, ..., v − 1}. We view a collection of N tests as an
N × k array where each row is one of the N tests. Thereafter we use the term array to mean such an
array.
An interaction T is a possibly empty subset T of {F1, ..., Fk} × {0, ..., v − 1} such that no two
elements of T share the same factor (i.e., ∀(F, V ), (F ′, V ′) ∈ T : (F, V ) 6= (F ′, V ′)⇒ F 6= F ′). An
interaction T is t-way or of strength t if and only if |T | = t. A row (test) covers an interaction T if
and only if the level on F of the row is V for all (F, V ) ∈ T . Given an array A, we let ρA(T ) denote
the set of rows that cover T . Similarly, for a set T of interactions, we let ρA(T ) =
⋃
T∈T ρA(T ).
Also we let It denote the set of interactions of strength t. For example, suppose that the SUT model
consists of three factors that have two levels, i.e., k = 3 and v = 2. Then I2 contains, for example,
{(F1, 0), (F2, 1)}, {(F1, 1), (F3, 1)}, etc.
Definition 2.1. An array A is t-covering if and only if
∀T ∈ It : ρA(T ) 6= ∅.
The definition 2.1 states that all t-way interactions T must be covered by some row in A.
Colbourn and McClary introduce several version of locating arrays [4]. Of them the following two
are of our interest.
Definition 2.2. An array A is (d, t)-locating if and only if
∀T1,T2 ⊆ It such that |T1| = |T2| = d : ρA(T1) = ρA(T2)⇔ T1 = T2.
Definition 2.3. An array A is (d, t)-locating if and only if
∀T1,T2 ⊆ It such that |T1| ≤ d, |T2| ≤ d : ρA(T1) = ρA(T2)⇔ T1 = T2.
In these definitions, ρA(T1) = ρA(T2)⇔ T1 = T2 is equivalent to
T1 6= T2 ⇒ ρA(T1) 6= ρA(T2),
because T1 = T2 ⇒ ρA(T1) = ρA(T2) trivially holds for any T1,T2 by the definition of ρA(·) and
thus what effectively matters is only the other direction (i.e., T1 = T2 ⇐ ρA(T1) = ρA(T2)).
Let us assume that an interaction is either failure-triggering or not and that the outcome of the
execution of a test is fail if the test covers at least one failure-triggering interaction; pass otherwise.
Given the test outcome of all tests, using (d, t)- and (d, t)-locating arrays enables to identify all ex-
isting t-way fault-triggering interactions. In the practice of testing, we are often interested in the case
where the number of fault-triggering interactions is at most one. For this practical reason, we re-
strict ourselves to investigating (1, t)-locating arrays. However, (d, t)-locating arrays are still useful
to characterize the properties of (1, t)-locating arrays as follows.
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Proposition 2.4. An array A is (1, t)-locating if and only if it is (1, t)-locating and t-covering.
Proof:
Proof. (if part (⇐)) We show that ρA(T1) 6= ρA(T2) for any two different set of t-way interactions, T1
and T2, such that 0 ≤ |T1| ≤ |T2| ≤ 1. 1) If A is (1, t)-locating, then T1 6= T2 ⇒ ρA(T1) 6= ρA(T2)
holds for any T1,T2 ⊆ It such that |T1| = |T2| = 1. 2) If A is t-covering, then ρA(T2) 6= ∅ for any
T2 ⊆ It such that |T2| = 1. If T1 ⊆ It and |T1| = 0, then T1 = ∅. Since ρA(T1) = ρA(∅) = ∅,
ρA(T1) 6= ρA(T2) for any T1,T2 ⊆ It such that |T1| = 0 and |T2| = 1. 3) If |T1| = |T2| = 0, then
T1 = T2 = ∅.
(only if part (⇒) 1) If A is (1, t)-locating, it is trivially (1, t)-locating. 2) Let T ′ = ∅. Then
ρA(T
′) = ∅. Now let T be any t-way interaction and T = {T}. If A is (1, t)-locating, then ρA(T ) 6=
ρA(T
′) = ∅. Hence ρA(T ) 6= ∅, which means that A is t-covering. ⊓⊔
In the next section, we propose encoding schemes that represent the problem of finding locating
arrays as CSP. Following the above proposition, the constraints in our CSP formulations represent two
properties: the property of being (1, t)-locating and that of being t-covering.
3. Finding small locating arrays with CSP solver
In this section we address the following problem:
Given the number of factors k, the number of levels v, the number of rows N , find a
(1, t)-locating array for these parameter values.
We propose encoding schemes that represent the problem as a Constraint Satisfaction Problem (CSP).
In Section 3.1, we describe the basic encoding scheme which provides the baseline CSP formu-
lation. In Section 3.2, we explain another encoding scheme using additional decision variables. In
Section 3.3, we describe a symmetry reduction technique where we use additional constraints to re-
duce the solution space of the CSP. In Section 3.4, we propose an algorithm that finds small locating
arrays using the CSP encoding schemes.
3.1. Basic constraints
Here we describe a basic encoding scheme. The encoding scheme uses integer decision variables xr,i
(1 ≤ r ≤ N , 1 ≤ i ≤ k). The range of xr,i is from 0 to v − 1. Each xr,i is used to represent the value
in the rth row of the ith column of an array.
The necessary and sufficient condition that the array is (1, t)-locating consists of two parts, namely,
the part representing that it is t-covering and the part representing that it is (1, t)-locating.
The first part of the constraints is as follows:
∀l1, ..., lt ∈ {0, 1, ..., v − 1},
∀i1, ..., it such that 1 ≤ i1 < ... < it ≤ k :∨
1≤r≤N
∧
1≤j≤t
(xr,ij = lj).
(1)
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Constraint (1) states that every t-way interaction {(Fi1 , l1), ..., (Fit , lt)} occurs in at least one row
represented by r (1 ≤ r ≤ N ).
The second part of the constraints specifies that the array is (1, t)-locating. This part is formed as
follows.
∀l1, ..., lt, s1, ..., st ∈ {0, 1, ..., v − 1},
∀i1, ..., it, h1, ...., ht such that 1 ≤ i1 < ... < it ≤ k, 1 ≤ h1 < ... < ht ≤ k :∨
1≤r≤N
{ ∧
1≤j≤t
(xr,ij = lj)⊕
∧
1≤j≤t
(xr,hj = sj)
}
,
(2)
where ⊕ represents exclusive-or (XOR).
Constraint (2) states that for any two t-way interactions, there is at least one row, denoted by
r, in which only either one of them is covered. In the formula, the two interactions are T1 =
{(Fi1 , l1), ...., (Fit , lt)} and T2 = {(Fh1 , s1), ...., (Fht , st)}. Let T1 = {T1} and T2 = {T2}. Clearly
∃r : (r ∈ ρA(T1) ∧ r 6∈ ρA(T2)) ∨ (r 6∈ ρA(T1) ∧ r ∈ ρA(T2)) implies ρA(T1) 6= ρA(T2) and vice
versa. Therefore, the above constraint represents the necessary and sufficient condition that the array
is (1, t)-locating.
Aiming at reducing the search space, we also add the following constraint that enforces the first
row to be all zeros. ∧
1≤i≤k
(x1,i = 0) (3)
3.2. Alternative Matrix
Aimed at speeding up CSP solving, here we introduce an alternative encoding. We call the array repre-
sentation based on this encoding the alternative matrix model, as was in [5]. In the alternative matrix
model,
(
n
t
)
decision variables of integer type are associated with the
(
n
t
)
interactions of strength t
occurring in a row in a one-by-one manner.
To show the idea, let us consider the 11 × 10 array with v = 2 shown in Figure 4. Also suppose
that we are interested in the case t = 2. This array is represented by the alternative matrix model as
shown in Figure 5. The alternative matrix has a total of
(10
2
)
= 45 columns each of which corresponds
to a choice of t(= 2) different columns of the original array. The alternative matrix has the same
number of rows as the original array. An entry in the alternative matrix is an integer ranging from 0 to
vt − 1. The value represents the t-way interaction that occurs on the corresponding row and columns
of the original array. For example, the entry on the column (1, 3) and row 7 has value 2, meaning that
{(F1, 1), (F3, 0)} occurs on the 7th row because 2 = 2
1 ∗ 1 + 20 ∗ 0.
The encoding based on the alternative matrix model uses a total ofN ∗
(
k
t
)
decision variables of in-
teger type, yr,(i1,...,it), in addition to xr,i representing the array itself. The domain of yr,(i1,...,it) ranges
from 0 to vt − 1. Each yr,(i1,...,it) represents the interaction represented by xr,i1 , ..., xr,it , namely,
{(Fi1 , xr,i1), ...., (Fit , xr,it)} in the rth row. For example, the interaction {(Fi1 , xr,i1), (Fi2 , xr,i2)} of
strength 2, which can be either of (0, 0), (0, 1), (1, 0), and (1, 1), is represented by yr,(i1,i2), which
takes a value 0, 1, 2, and 3.
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1 2 3 4 5 6 7 8 9 10
1 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 1 1 1 1 1
3 0 0 1 1 1 0 0 1 1 1
4 0 1 0 1 1 1 1 0 0 1
5 0 1 1 0 1 0 1 0 1 0
6 0 1 1 1 0 1 0 1 0 0
7 1 0 0 1 1 1 0 0 1 0
8 1 0 1 0 1 1 1 1 0 0
9 1 0 1 1 0 0 1 0 0 1
10 1 1 0 0 1 0 0 1 0 1
11 1 1 0 1 0 0 1 1 1 0
Figure 4. A 11× 10 array. (This is the minimum (1, 2)-locating array we found using the proposed approach.)
The correspondence between the original array and the alternative matrix can be established with
the following constraints over the decision variables.
∀r ∈ {1, 2, ..., N},
∀i1, ..., it such that 1 ≤ i1 < i2 < ... < it ≤ k :
yr,(i1,...,it) = v
t−1 ∗ xri1 + v
t−2 ∗ xri2 + ...+ v
0 ∗ xrit
(4)
(In [5], this constraint is called a channeling constraint.)
When Constraint (4) is imposed, it is possible to replace Constraints (1) and (2) with other con-
straints over yr,(i1,...,it) as shown below.
Constraint (1), which specifies that the array is t-covering, can now be replaced with the following
one.
∀L ∈ {0, 1, ..., vt − 1},
∀i1, ..., it such that 1 ≤ i1 < ... < it ≤ k :∨
1≤r≤N
(yr,(i1,...,it) = L)
(5)
Constraint (2) can be replaced with:
∀L,S ∈ {0, 1, ..., vt − 1},
∀i1, ..., it, h1, ..., ht such that 1 ≤ i1 < ... < it ≤ k, 1 ≤ h1 < ... < ht ≤ k :∨
1≤r≤N
(yr,(i1,...,it) = L)⊕ (yr,(h1,....,ht) = S)
(6)
Note that yr,(i1,...,it) = L and yr,(h1,...,ht) = S hold if and only if (xr,i1 = l1 ∧ ... ∧ xr,it = lt) and
(xr,h1 = s1 ∧ ... ∧ xr,ht = st) hold in Constraint (2).
8 T. Konishi et al. / Finding minimum locating arrays using a CSP solver
(1,2) (1,3) (1,4) (1,5) ... (7,10) (8,9) (8,10) (9,10)
1 0 0 0 0 ... 0 0 0 0
2 0 0 0 0 ... 3 3 3 3
3 0 1 1 1 ... 1 3 3 3
4 1 0 1 1 ... 3 0 1 1
5 1 1 0 1 ... 2 1 0 2
6 1 1 1 0 ... 0 2 2 0
7 2 2 3 3 ... 0 1 0 2
8 2 3 2 3 ... 2 2 2 0
9 2 3 3 2 ... 3 0 1 1
10 3 2 2 3 ... 1 2 3 1
11 3 2 3 2 ... 2 3 2 2
Figure 5. Alternative matrix for the array in Fig. 4
3.3. Symmetry Breaking
Here we introduce a symmetry breaking technique to reduce the solution space of the CSP while
guaranteeing the correctness of the result of the problem. Usually a locating array has a number of
symmetrically isomorphic arrays. For example, replacing the order of rows or columns in a locating
array still yields a locating array. The technique presented here introduces additional constraints based
on such symmetric properties. The additional constraints prevent a solution search from exploring
part of the solution space that can be safely omitted. We use the same technique proposed by Hnich
et al[5]., which was originally used to search for covering arrays. This technique breaks symmetry by
imposing lexicographical order on rows and columns of the array.
The lexicographical ordering of rows is specified by the following constraint.
∀r ∈ {1, 2, ..., N − 1} :∨
1≤i≤k
{{
∧
1≤i′<i
(xr,i′ = xr+1,i′)} ∧ (xr,i < xr+1,i)} (7)
In this constraint, given two consecutive rows (xr,1, ..., xr,n) and (xr+1,1, ..., xr+1,n), the first one is
considered to be smaller than the second one for the lexicographical order, if xr,i < xr+1,i for the first
i where xr,i and xr+1,i differ.
Likewise, the lexicographical constraint on the columns are as follows:
∀i ∈ {1, 2, ..., k − 1} :
{
∨
1≤r≤N
{{
∧
1≤r′<r
(xr′,i = xr′,i+1)} ∧ (xr,i < xr,i+1)}} ∨ {
∧
1≤r≤N
(xr,i = xr,i+1)} (8)
The disjunct at the right-hand side, i.e.,
∧
1≤r≤N (xr,i = xr,i+1) is necessary to permit two consecutive
columns to be identical. This is contrast to the lexicographic order constraint on rows, which prohibits
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consecutive rows from being the same. A subtle point is that Constraint (7) imposes a new condition
that all rows must be different, which does not exist in the definition of the problem defined at the
beginning of Section 3. However, this does not affect the correctness of the CSP formulation as far
as N ≤ vk holds. Note that the case N > vk is of no technical interest, since the total number of
possible tests is vk.
3.4. Algorithm for finding locating arrays
Here we presents an algorithm for searching for small, hopefully minimum, locating arrays. The
algorithm uses the CSP encodings presented above as its basis.
The outline of the algorithm is as follows. It initially sets the size N of the array, i.e., the number
of rows, to the known lower bound on the size of the minimum (1, t)-locating array. Then the value
of N is repeatedly incremented until a locating array is found. The problem of deciding if a locating
array of size N exists is solved by having a CSP solver solve the CSP instance encoded using the
proposed techniques.
It should be noted that the result of the CSP solving has three possibilities. If a satisfying valuation,
that is, a value assignment to the decision variables that satisfies the constraints is found, then the
existence of a (1, t)-locating array of size N is proved, because the assignment represents such a
locating array. If the solver proves that the CSP instance is unsatisfiable, i.e., no satisfying valuations
exist, then it is possible to conclude the nonexistence of a locating array of that size. The remaining
possibility is that the solver is not able to decide whether the CSP instance is satisfiable or not. This
could happen because of memory shortage or time out. Below shows the whole algorithm.
Given strength t, the number of factors k, the number of values v
Step 1. Set N ← known lower bound on the minimum size and isMinimum← true.
Step 2 Solve the CSP instance encoded with (N, t, k, v).
Step 3-1 Case 1. [Satisfiable.] Output the satisfying valuation and the current values of N and
isMinimum. Terminate the algorithm.
Step 3-2 Case 2. [Unsatisfiable.] Set N ← N + 1 and go to Step 2.
Step 3-3 Case 3. [No answer is obtained.] Set isMinimum← false and N ← N +1. Go to Step 2.
The algorithm outputs a satisfying valuation, which represents a (1, t)-locating array. The locating
array is the smallest one that the algorithm finds in a single run. The value of N output by the
algorithm represents the size of the array obtained. Note that the locating array may not be guaranteed
to be minimum, since the CSP solving may have failed to solve a CSP instance with some smaller
N (Case 3). Boolean variable isMinimum is set to false if this case happens and the guarantee is
lost. Therefore, the obtained locating array is minimum only when the output value of isMinimum
is true.
In Step 1, the initial value of N is set to a known lower bound on the size of the minimum (1, t)-
locating array. The bound could be vt, which trivially holds because all t-way interactions must occur
on any t factors. A tighter bound was proved by Tang et al. [6] and therefore we use it for this step.
10 T. Konishi et al. / Finding minimum locating arrays using a CSP solver
4. Experiments
This section describes the experiments we conducted. The experiments consists of two parts. The first
part is intended to answer the question of which encoding scheme works best. In the second part, the
proposed method is applied using the best encoding scheme. In the experiments, we focus on the case
t = 2, because pair-wise testing, that is, testing of interactions of strength 2, is the most practiced
form of combinatorial interaction testing [7, 8].
We implemented the proposed method mainly using Scarab [9], which is a tool that provides a
domain-specific language based on Scala programming language for describing CSP instances. Scarab
also embeds Sugar [10] together with SAT4J as its default CSP solver. Sugar translates a CSP instance
to an instance of the Boolean satisfiability problem (SAT). SAT4J is a SAT solver [11]. Sugar and
SAT4J are both written in Java. In addition to the default setting of Scarab, we also used a customized
version of it which can output the intermediate SAT instance. This customization allowed us to use a
faster SAT solver than the default one.
4.1. Comparison between different encoding schemes
In the first experiment, we compare a total of four encoding schemes as follows.
• Naı¨ve
• Naı¨ve + Symmetry breaking
• Alternative
• Alternative + Symmetry breaking
Using these encoding schemes, we ran the proposed method within the parameter ranges as follows:
3 ≤ k ≤ 12, v = 2 and 3 ≤ k ≤ 8, v = 3. The timeout was set to one hour. It should be noted
that even for the same values of N, k, v, it was the case that a locating array was obtained with some
encoding scheme but a timeout occurred with another scheme. The increment ofN was stopped when
a locating array had been obtained using at least one encoding scheme. As a result, a total of 34 CSP
instances were tested for each encoding scheme.
We carried out this experiment on a Mac High Sierra 10.13.3 Laptop equipped with a Core i5 CPU
(1.8 GHz) and 8 GByte memory. Figure 6 shows the results of the experiments in the form of cactus
plot. The curves show the runtime needed to solve a certain number of problem instances. That is, a
point (x, y) on the curve represents that x problem instances required at most y seconds to be solved,
whereas the remaining 34− x instances could not be solved within y seconds.
As can be seen from the figure, the encoding based on the alternative matrix model with symmetry
breaking exhibited the best performance among the four different encoding schemes. When using this
encoding scheme, 14 out of the 34 CSP instances were solved within the one hour limit. The other
encoding schemes solved less instances with longer running times. All the instances solved by these
encodings turned out to be satisfiable.
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Figure 6. Comparison of the four encodings. The horizontal axis shows the number of CSP instances solved
within one hour, while the vertical axis shows running time. The encoding based on the alternative matrix model
and symmetry breaking (alt+sb), which showed best performance, solved 14 out of 34 CSP instances.
4.2. Finding minimum locating arrays
The results shown in Section 4.1 suggest that the alternative matrix model with the symmetry breaking
technique works best among the four encoding schemes. Using the best encoding we searched for
small (1, 2)-locating arrays within a larger range of the parameters. This experiment was conducted
on a faster PC equipped with a 2.40GHz Intel Xeon E5-2665 CPU and 128 Gbyte memory. The OS
was CentOS 7.2. To find smaller arrays, we changed the way of solving CSP instances as follows. In
the first experiment, we had used SAT4J, which is embedded in Scarab, to solve the SAT instances
representing the CSP instances. In the second experiment, we first produced SAT instances using a
customized version of Scarab. We then solve the SAT instances using Glucose [12], a faster SAT
solver. Glucose can make an explicit use of parallelism in a multicore CPU. In our case, we ran the
solver with 16 threads. We also enlarged the timeout period from one hour to 12 hours. The timeout
was enforced on the execution of Glucose; no timeout was used for the execution of Scarab.
Tables 1 and 2 present how the proposed algorithm ran for each problem instance. The leftmost
column shows the problem instances in the form of vk, where k is the number of factors and v is the
number of levels for each factor. Each of the remaining columns corresponds to a value of N which
is the size of an array represented by a CSP instance. The value of N is indicated in the topmost row.
A non-empty entry in the table has either of S, U or T, which stands for Satisfiable, Unsatisfiable, or
Timeout, respectively. The execution of the proposed algorithm exhibited three different patterns. The
first pattern applies to small instances including 23, ..., 27, 29, ..., 211, 34, ..., 36. In this case, the CSP
instance was turned to be satisfiable when N is the lower bound by Tang et al [6]. Hence the locating
arrays found are minimum. The second pattern applies to 28, 212 and 33, where the CSP instances
were unsatisfiable when N was the lower bound and satisfiable when N was increased by one. The
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Table 1. Results for variousN (v = 2). S: Satisfiable, U: Unsatisfiable, T: Timeout (12 hours)
6 7 8 9 10 11 12 13 14 15 16 17 18 19
23 S
24 S
25 S
26 S
27 S
28 U S
29 S
210 S
211 S
212 U S
213 T T S
214 T T T S
215 T T T S
216 T T T S
217 T T T T S
218 T T T T S
219 T T T T T S
220 T T T T T S
221 T T T T T T S
222 T T T T T T S
223 T T T T T T T S
arrays obtained for these problem instances are also minimum, because the nonexistence of smaller
arrays was proved. For the remaining problem instances, the SAT solver had timed out for allN until a
locating array was found. Therefore it is not possible to conclude that the obtained locating arrays are
minimum for now. To our knowledge, however, the existence of all these arrays has not been known,
except the one for 23, which was already shown in [6].
Table 3 summarizes the size of the locating arrays obtained. The column size represents the size,
i.e., the number of rows of the (1, 2)-locating array found for each problem. The column time repre-
sents the time taken by Glucose to find the satisfying valuation that represents the locating array. The
column ≥ shows the known lower bound on the size of the minimum locating array [6]. The column
minimum? indicates whether the obtained array is the minimum or not guaranteed to be so at present.
5. Related works
The notion of locating arrays was proposed by Colbourn and McClary in [4]. Concrete applications of
locating arrays are discussed in [13, 4, 14, 15]. At present there is not much work on locating arrays.
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Table 2. Results for variousN (v = 3). S: Satisfiable, U: Unsatisfiable, T: Timeout (12 hours)
14 15 16 17 18 19 20 21 22 23 24 25 26 27
33 U S
34 S
35 S
36 S
37 T T T T T S
38 T T T T T S
39 T T T T T T S
23 24 25 26 27 28 29 30 31 32 33 34 35 36
310 T T T T T T S
311 T T T T T T T T T S
312 T T T T T T T T T T S
313 T T T T T T T T T T T S
Mathematical properties of locating arrays are studied in [16, 17, 6]. The minimum sizes of (1, 1)-,
(1, 1)-, (1, 1)-, and (1, 1)-locating arrays are proved in [16]. The minimum (2, t)-locating arrays for a
few special cases are provided in [17]. A lower bound on the minimum size of (1, t)-locating arrays is
provided in [6]. The optimality of some (1, t)-locating arrays that have few factors (three to five) is also
proved in [6]. Three “cut-and-paste” type constructions for (1, 2)-locating arrays are proposed in [18].
Studies on computational constructions include [19, 20, 21, 22]. The two-page paper [19] reported
early results of the work presented in this paper. In [20] we proposed a “one-test-at-a-time” greedy
heuristic algorithm for constructing (1, 2)-locating arrays. The use of resampling [23] for locating
array construction is studied in [21, 22]. The greedy heuristic algorithm and resampling techniques
cannot be used to obtain lower bounds on the sizes of locating arrays. In [24] we formulate locating
arrays in the presence of constraints are formulated as constrained locating arrays. Computational
constructions for this variant of locating arrays can be found in [25, 26].
In contrast, covering arrays have been extensively studied. Solvers for the Boolean satisfiability
problem (SAT) are often used to construct covering array. Research in this line includes [5, 27, 28,
29]. There are a number of other techniques for constructing covering arrays, including algebraic
constructions [30], greedy heuristic algorithms [8, 31, 32], metaheuristic search algorithms [33, 34,
35]. Unlike these methods, the SAT-based methods have a useful feature that they can be used to
prove the non-existence of covering arrays of a given size. The approach proposed in this paper can
be viewed as an adaptation of these SAT-based covering array constructions to locating arrays.
6. Conclusion
In this paper, we proposed an approach to finding small (1, t)-locating arrays. We represented the
problem of finding a locating array of size N as an instance of the Constraint Satisfaction Problem
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Table 3. Sizes of (1, 2)-locating arrays obtained. The column size represents the number of rows, time repre-
sents the time taken by Glucose to find the satisfying valuation that represents the locating array, ≥ shows the
known lower bound on the size [6], andminimum? indicates whether the array is the minimum or not guaranteed
to be so at present.
size time ≥ minimum?
23 6 0.02 6 Yes
24 7 0.07 7 Yes
25 8 0.2 8 Yes
26 9 0.6 9 Yes
27 10 1.3 10 Yes
28 11 2 10 Yes
29 11 122.5 11 Yes
210 11 476.6 11 Yes
211 11 709.9 11 Yes
212 12 6977.7 11 Yes
213 14 859.8 12 ?
214 15 586.2 12 ?
215 15 1835.6 12 ?
216 15 29793.7 12 ?
217 16 10543.8 12 ?
218 16 15509.7 12 ?
219 17 10312.7 12 ?
220 17 29147.9 12 ?
221 18 9699 12 ?
222 18 8869.2 12 ?
223 19 13557.9 12 ?
size time ≥ minimum?
33 15 0.1 14 Yes
34 16 1 16 Yes
35 17 2503.8 17 Yes
36 17 270 17 Yes
37 23 3918.7 18 ?
38 25 10581.3 20 ?
39 27 3622.8 21 ?
310 28 24627.1 22 ?
311 31 1579 22 ?
312 33 9479.4 23 ?
313 35 15229.3 24 ?
(CSP). The proposed approach repeatedly solves this problem using a CSP solver, gradually increasing
N . We were successful in obtaining minimum (1, t)-locating arrays for some cases where the number
of factors is small. Also for other cases, we were able to find locating arrays that are the smallest
known so far.
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