In this paper we present a visual servoing method based on a learned mapping between feature space and control space. Using a suitable recognition algorithm, we present and evaluate a complete method that simultaneously learns the appearance and control of a low cost robotic arm. The recognition part is trained using an action precedes perception approach. The novelty of this paper, apart from the visual servoing method per se, is the combination of visual servoing with gripper recognition. We show that we can achieve high precision positioning without knowing in advance what the robotic arm looks like or how it is controlled.
Introduction
Low cost robotic systems become increasingly available. This requires appropriate methods to control the system despite limitations such as weak servos, no joint feedback and hysteresis. Classical methods based on modeling the inverse kinematics are unable to cope with these added challenges. In this paper, we show that high accuracy positioning can nevertheless be achieved with inexpensive hardware.
In our work we do not assume that the appearance of the robotic arm is known in advance, which means that the system simultaneously needs to learn what constitutes the robotic arm, how to recognize the end-effector and how to control it. We have included a heuristic detection and recognition algorithm in Appendix A to be able to present a complete method. Learning detection and recognition is achieved by an action precedes perception approach [11] where we are using a simulated palmar grasp reflex [23] .
To be able to control the robotic arm we use visual servoing based on learning a mapping between feature space and control space. We show both in simulations and in real world experiments that we can achieve high accuracy. A Lynx-6 low cost robotic arm, see Fig. 1 , has been used for the real world experiments.
1 Figure 1 : The Lynx-6 low-cost robotic arm used in real world evaluation.
The paper is organized as follows:
• Section 2 gives a brief overview of related work on recognition, learning robot control and visual servoing.
• Section 3 deals with learning the control of the low-cost robotic-arm. In earlier work we have shown that by using visual servoing based on Locally Weighted Projection Regression (LWPR) [29] we can achieve high precision positioning [18] . The positioning was accurate up to the noise in the detection of position. In this paper we have replaced the position based visual servoing used in [18] with imaged based visual servoing.
• In Section 4 we present real world experiments which show that we can achieve accuracy that is sufficient for simple assembling tasks by combining automatic recognition and visual servoing based on LWPR. For the real world experiments a 5 DOF robotic arm of Lynx-6 type [2] has been used.
• Section 5 contains a discussion which reflects advantages and drawbacks of the proposed method.
• Appendix A presents our method for detecting and recognizing the gripper 1 which has been used in the experiments.
Related Work
In this paper we address the problem of controlling a robotic arm by visual servoing without knowing in advance what the robotic arm looks like. The different aspects of this problem, i.e. uncalibrated visual servoing and generic visual recognition, have been considered separately in the literature. However, we are not aware of any paper that performs visual servoing without actually knowing what the robotic arm looks like. The approaches by Ognibene et al. [20] and Butz et al. [5] are similar to ours in that way that they use motor babbling, i.e. spontaneous random movements, to learn how to associate the limbs' final position with motor commands. Ognibene et al. use pre-training of the actuator by motor babbling. However, in their experiments they use a simulator and do not have to deal with the problem of learning how to recognize the hand, i.e. they are in fact fully aware of what the robotic arm looks like. Butz et al. are using a hierarchical neural network structure to learn the inverse kinematics and how to resolve redundancies. They do however not deal with the problem of learning how to acquire the information regarding the end-effector configuration.
Toussaint and Goerick [26] present an alternative approach to the control problem. They are using dynamic bayesian networks to infer and emit control signals, contrary to the more traditional use of modeling observed data. By this approach they attack the problem of motor planning. They do not address the issue of learning how to acquire information of the robots configuration.
Jägersand and Nelson [13] are performing combined visual model acquisition and agent control. They do not explain in detail how they analyze the visual scene, but they mention a template matching tracker that tracks surface markers as well as a special purpose tracker which tracks attached targets or small lights. From their cited technical report [12] , it is clear that they are tracking predefined features, such as attached light bulbs or markers.
Visual servoing based on an estimated inverse image Jacobian is a well established technique, but most reported experiments are using prior knowledge about the appearance of the robotic arm, e.g. markers, or just computer simulations. Siebel and Kassahun [24] and Buessler and Urban [4] are using neural networks for learning visual servoing. Siebel and Kassahun are reporting real world experiments where they use a robotic arm fitted with circular markers while Buessler and Urban do not present how they obtain the description of the end-effector.
Farahmand et al. [7] propose two methods for globally estimating the visualmotor Jacobian. Their first method uses a k-nearest neighbor regressor on previously estimated local models to estimate the Jacobian for a previously unseen point. If the estimated Jacobian differs more than a certain threshold from Jacobians that are already in a database, it is added to the database. The second method is based on a local least squares method. They opt to keep the history of all robot movements and to estimate the Jacobian from this data when it is needed. For experiments, they use MATLAB simulations where the features tracked are the projection of the end-effector position.
Learning to Control a Robotic Arm
Since we do not assume that the appearance of the robotic arm is known beforehand the first thing we need to do is to learn how to recognize the end-effector. Once this is achieved we can focus on learning how to control the robotic arm. We discuss the general prerequisites needed for a recognition algorithm in Section 3.1 and we have included a heuristic recognition method in Appendix A that fulfills these requirements. In Section 3.2 we describe how we can learn a mapping from feature space to control space. How this mapping can be used for visual servoing is discussed in Section 3.3. In Section 4.3 we show in real world experiments that we can achieve good accuracy by combining the autonomous recognition and learning of control.
Requirements for Recognition of an End-Effector with
Unknown Appearance
In this section we discuss the requirements we need to impose on a method that autonomously detects and recognizes the end-effector. What we need is an algorithm, that given an image of the robotic arm, returns a vector that describes the configuration. Ideally we would get the image coordinates of sufficiently many interest points, e.g. the position of each joint and tip of the end-effector, to be able to uniquely determine the configuration. If we were to choose manually, the intuitive thing to do would be to choose a number of physical features, e.g. the tip of the end-effector, that we track through subsequent frames. Since we do not manually choose which physical features to track, we might end up using interest points that are counterintuitive -in the sense that it is hard for a human operator to specify how to position these points in order to be able to manipulate an object. This makes it impossible to hard-code how to grip objects. For a learning system this is of no concern, since the system will learn how to position these partly arbitrary points in order to manipulate objects. We are only concerned with obtaining a consistent estimate of the configuration. By consistent we mean that whenever the robotic-arm is in a given configuration, say c 1 , we should end up with the same description of this configuration. Assume for the moment that the description of the configuration consist of a single interest point, p, that in configuration c 1 corresponds to the physical feature f 1 . It is fully acceptable if we in another configuration c 2 match our tracked point to another physical feature f 2 . What we do require, is that every time we are in c 1 we match p with f 1 and every time we are in c 2 we match p with f 2 .
In Appendix A we have included a heuristic recognizing method, in order to be able to evaluate a self contained method that simultaneously learns the appearance and the control of a robotic arm. This method is used to recognize the end-effector of a robotic arm without specifying its shape, size, color or texture. The only assumptions we make are that the end-effector is an articulated object and that we know the motor command that controls the opening and closing of the end-effector. These assumptions are used for generating training data that we will use for learning recognition.
The method described in the appendix is based on template matching [3, 27] . Instead of template matching we could use other features, e.g. SIFT-features [19] or channel coded feature maps [14] . In that case, the extraction of template patches, Section A.2, should be replaced by extraction of the chosen feature. However the restriction to features within the segmented regions of interest should be kept.
Locally Weighted Projection Regression
We give a brief introduction of LWPR and introduce the minimum of details needed in order to be able to explain our visual servoing approach. For a detailed description we refer the interested reader to [29] . LWPR is an incremental local learning algorithm for nonlinear function approximation in high dimensional spaces and has successfully been used in learning robot control [29, 28, 22] .
The key concept in LWPR is to approximate the underlying function by local linear models. The LWPR model automatically updates the number of receptive fields (RFs), i.e. local models, as well as the location (which is represented by the RF center c) of each RF. The size and shape of the region of validity (decided by the distance metric D) of each RF is updated continuously based on the performance of each model. Within each local model an incremental version of weighted partial least-squares (PLS) regression is used.
LWPR uses a non-normalized Gaussian weighting kernel to calculate the activation or weight of RF k (the subscript k will be used to denote that the particular variable or parameter belongs to RF k ) given query x according to
Note that (1) can be seen as a non-regular channel representation of Gaussian type if the distance metric D k is equal for all k [9] .
The output of RF k can be written as a linear mappinĝ
where A k and β k,0 are known parameters acquired through the incremental PLS. The incremental PLS bears a resemblance to incremental associative networks [15] , one difference being the use of subspace projections in PLS.
The predicted outputŷ of the LWPR model is then given as the weighted output of all RFs according toŷ
with K being the total number of RFs.
We have been using LWPR to learn the mapping between the configuration x of the end-effector and the control signals y. All training data was acquired through image processing since no joint-feedback was available from the robotic arm that has been used. To improve accuracy we have combined the moderately trained LWPR model with visual servoing. That is, we perform the first move of the robotic arm by querying the LWPR model for the appropriate control signal. Then we estimate the deviation from the target configuration and correct the control signal by using visual servoing.
Visual Servoing Based on LWPR
We use visual servoing [6, 17] to minimize the quadratic norm of the deviation vector ∆x = x w − x, where x denotes the reached configuration and x w denotes the desired configuration of the end-effector. The optimizing criteria can thus be written as
If the current position with deviation ∆x i originates from the control signal y i , the new control signal is, in accordance to Newton methods, given as
where the Jacobian J is the linear mapping that maps changes ∆x in configuration space to changes ∆y in control signal space 2 . When the Jacobian has been estimated the task of correcting for an erroneous control signal is in theory straightforward. The process of estimating J and updating the control signal is performed in a closed loop until some stopping criterion, e.g. small enough deviation from the target position, has been fulfilled. The entire control scheme is illustrated in Fig. 3 .3. In our case, we get the first control signal from the trained LWPR model and he visual servoing loop is activated after the first move.
Using LWPR as a basis for visual servoing is straightforward for the first iteration. The trained LWPR model gives a number of local linear models from which the Jacobian can be estimated.
According to (2) eachŷ k can be written aŝ
leading to
The derivatives Figure 2 : Illustration of the closed loop control scheme. The box denoted J(x, y) corresponds to algorithm 1. We use the notation x for estimated configuration, x w for target configuration and y for the control signal.
By setting g = K k=1 w kŷk and h = K k=1 w k , see (3), and by using the quotient rule, dŷ dx can be written as
ultimately leading to the expression
Once we have an estimate of J we use (5) to obtain the corrected control signal y i+1 . We use this control signal to move the robotic arm and estimate the new deviation from the target. If none of our stopping criteria have been met we need to reestimate the Jacobian and apply (5) to obtain the new estimate y i+2 . In order to estimate the new Jacobian according to (12) we need the configuration x that results in the control signal y when used as input to LWRP. But we only know this relationship for the first visual servoing iteration since, for subsequent iterations, our control signal was obtained by (5) and not as the result of an input to the LWPR model. We propose a static and an approximative updating approach to solve this problem.
Static approach: The simplest solution is the static approach. The Jacobian is simply not updated and the Jacobian used in the first step is (still) used in the following steps. It should be noted that this approach can be expected to work only if the first estimation of the Jacobian points in the right direction. Still this approach works fairly well (see Section 4). However, for a poorly trained LWPR model one can expect the static approach to be less successful.
Approximative updating approach: The somewhat more complex solution treats the LWPR model as if it was exact. This means that we use the reached position as query and estimate the Jacobian for this configuration. The pseudo-code is given in Algorithm 1. The wanted configuration is denoted x w and y = LWPR(x) means the output from the trained LWPR model given query x. A threshold is used to terminate the visual servoing loop if the deviation is small enough. The procedure is also explained in Fig. 3 . A : Given the wanted configuration xw we obtain the first prediction y 1 . Which results in deviation ∆x1 .
B :
The true Jacobian J1 is estimated. Estimate the reached configuration x k 6: 
Results
This section is divided into three parts. First, in Section 4.1 we make a comparison between LWPR and position based visual servoing on simulated data. We assume that the appearance of the end-effector is known in advance and we use 3D coordinates. In this case the accuracy of our visual servoing approach is limited by noise in the estimated position. In Section 4.2 we confirm that these results are valid on real world data by showing that the accuracy (once again) is limited by the noise level also in this case. In the last experiment, Section 4.3, we present results from image based servoing in combination with the autonomous recognition of the end-effector, as described in Appendix A. We show that we can achieve sufficient accuracy for basic assembly tasks.
For all tests we use the reduced 3D task space, denoted 2D+, defined in the COSPAL project [1] . 2D+ refers to the fact that the end-effector can be positioned in two different planes only, the grip-and the movement-plane, see Fig. 4 . The approach vector of the end-effector is restricted to be perpendicular to the ground plane. In our evaluations the task space is further restricted to a half circle (position based evaluation) or to a quarter circle (image based evaluation). We are controlling all 5 DOF of the robotic arm but use only the position of the end-effector to describe the configuration, i.e. for the position based setup we use the 3D position between the fingers of the end-effector.
The smoothness bias for LWPR is set to 10 −5 , the initial learning rate to 50 and the default distance metric to 30I + 0.05, where I denotes the identity matrix. All 3D positions were measured in mm and the image coordinates are given in pixels. The same LWPR parameters are used for all experiments.
Position Based Visual Servoing (Simulator Results)
We implemented a simulator of an ideal version of the same robotic arm that we use for real world experiments, i.e. we assume perfect servos and perfect inverse kinematics. We generated training data by randomly positioning the robot arm in the 2D+ planes. We performed 100 test with 100 testing configurations in Figure 4 : Illustration of the 2D+ scenario. The end-effector, here equipped by green and red markers, can be moved in two different planes, the movement and the gripper plane. each test. The configurations used for evaluation were not used during training. Tables 1 and 2 contain the maximum likelihood estimates of the mean absolute error from the target position and corresponding standard deviation from simulations with and without added Gaussian noise. LWPR denotes that the trained model was used in a one-shot fashion while I-LWPR denotes that the model has been updated incrementally. This means that for each position 100 attempts to reach the target were made. The position after each attempt was used to update the LWPR model and the final position after the 100th attempt was used. J indicates that the Jacobian of the LWPR model has been used for visual servoing and Static/Update denotes whether the static or the updating approach has been used. The stopping criteria for the visual servoing was set to 20 iterations or a deviation of less than 0.1 mm from the desired position. Table 2 : Evaluation on simulated 2D+ scenario when trained on 500, 1000 and 5000 samples. The numbers are the ML estimates of the mean absolute error from the target position and corresponding standard deviation in mm. 100 test runts with 100 test points were used. Gaussian noise with standard deviation of 2.6 mm was added to the positions in order to simulate the noise in the estimation process.
Position Based Servoing (Real World Results)
The real world experimental setup consists of a low cost robotic arm of Lynx-6 type, shown in Fig. 1 , and a calibrated stereo rig. The end-effector has been equipped with spherical markers to allow accurate estimation of the configuration. Since we are using a low-cost robotic arm we have to deal with additional challenges compared to a top-of-the-line robotic arm with challenges such as weak servos, no joint-feedback and hysteresis. The weak servos are not fully able to compensate for the effect of gravity, meaning that we have a highly nonlinear system. Lack of joint-feedback means that all information of the configuration of the system has to be acquired by external sensors, in our case cameras, and that we can not use joint-feedback to compensate for the weak servos or hysteresis. The hysteresis effect is highly cumbersome, especially for control policies based on the inverse kinematics only, since the same control input will result in different configuration depending on what the previous configuration was. The noise in estimated positions due to e.g. the robotic arm shaking, noise in captured images and imperfect segmentation of markers, is assumed to be Gaussian with zero mean. The standard deviation is estimated to 2.6 mm and this is also the standard deviation used in the simulations.
The analytical model has been evaluated and verified to be correct on synthetic data and the real world performance has been evaluated on 100 random positions in the 2D+ space. The analytical model was used in a one-shot fashion, i.e. no visual servoing are used. The estimated mean error was 15.87 mm. However, we suspect that a slightly better result could be achieved by tedious calibrating of the parameters of the analytical model. Still, the nonlinear effect caused by the weak servos and the hysteresis effect makes it very unlikely that we could achieve a mean error less than 10 mm with the analytical model. The analytical model relies on an accurate calibration of the stereo rig and on a correct mapping from camera frame to robot frame. The learned inverse kinematics on the other hand, has been trained with data that has been acquired including these imperfections.
A summary of the result can be seen in table 3. LWPR denotes the mean absolute error from the target position when the trained model was used in a one-shot fashion. J indicates that the Jacobian of the LWPR model has been used for visual servoing and Static/Update denotes whether the static or the updating approach has been used. The stopping criteria for the visual servoing was set to 10 iterations or deviation of less than 1 mm from the desired position.
Image Based Visual Servoing with Autonomous Recognition
The second real world experimental setup consists of the same low cost robotic arm that was used in the position based experiments. The for this experiment. The view from the two web cameras can be seen in Fig. 5 . The automatic detection and recognition algorithm is fully described in Appendix A. In short, the initialization phase automatically detects and labels region of interests, ROIs, by using a simulated palmar grasp reflex, see Fig. 6 . From each ROI, we extract a number of template patches which are labeled according to the ROI they were extracted from. In each new frame the position of the best match for each template patch is found. Then the median position of all template patches belonging to the same label is estimated. These coordinates are then used to describe the configuration of the end-effector; which gives us a total of R coordinates for each image, with R being the number of In the evaluation presented below R = 2, meaning that templates were extracted from two regions, which allow oriented positioning in the 2D+ scenario. To present an intuitive error measure, and also in order to be able to compare to the position based experiments, we use the coordinate halfway between the median positions of the two labels as our final position. This gives us one coordinate in each image that describes the configuration of the robotic arm. The size of the templates was 15x15 pixels and we used 20 patches for each label. The template-size was kept fixed and was not adjusted to compensate for scale changes.
Since we are using two different cameras and the templates are automatically selected, we might end up using different physical features in the different cameras, i.e. one camera might use templates at the tip of the end-effector while the other camera might use templates belonging to the base. This complicates things when we evaluate the performance. We cannot simply select a 3D position in space and project this position into the two image planes and use these coordinates as a target configuration. This could result in trying to position the tip and the base of the end-effector at the same position, which is obviously not doable. Instead we have used a configuration already visited, but omitted during the training phase, as a target configuration. Training data was obtained by random movements within (near) the 2D+ planes using the analytical model.
Given a target configuration, the trained LWPR model was queried in order to obtain the first control signal. This signal was used and the deviation from the target was estimated. The visual servoing approach was then used with the end position obtained with LWPR as the starting position for servoing. Typical trajectories for the visual servoing can be seen in Fig. 7 . Note in the second row how the minimization of the combined deviation makes the deviation in the right camera increase. able 4 contains the results from the second series of real world experiments. LWPR denotes the mean absolute error from the target position and corresponding standard deviation, within parenthesis, for the trained LWPR model. J Update denotes that the updating approach has been used for visual servoing. A distance of 1 pixel corresponds to roughly 0.5 mm within the reaching area of the robotic arm (both along the x-axis and along the y-axis) in both cameras. Table 4 : Real world evaluation of the image-based visual servoing. Mean absolute error from target position and corresponding standard deviation are given in pixels. A pixel corresponds to roughly 0.5 mm within the task space. A total of 250 test points were used for each evaluation.
Real world evaluation
The obtained errors are, as expected, higher than those when using markers to describe the configuration. Still, we do achieve sufficient accuracy for simple object manipulating tasks. It is interesting to note that the highest accuracy was obtained for the model trained by only 250 training configurations. This is explained by the fact that we continuously replace patches with poor performance in order to compensate for e.g. light changes. We can expect to replace more patches when collecting more training data, thus the risk of getting conflicting information becomes higher. We address this issue in the discussion.
Discussion
We have presented a method that allows simultaneous learning of appearance and control of a robotic arm. Sufficient accuracy for simple assembly tasks is reached by combining autonomous recognition with visual servoing based on Locally Weighted Projection Regression (LWPR). We have seen that by using powerful algorithms we can suffice with inexpensive hardware, such as web cameras and low-cost robotic arms. In Section 4.2 we show that the accuracy is limited mainly by noise in the estimated positions when the appearance of the end-effector is known and we use 3D coordinates. In Section 4.3 we show that these conclusions can also be drawn for image based visual servoing with an end-effector that is unknown in advance.
The restrictions imposed by the 2D+ test scenario avoid problems with multiple valued solutions to the inverse kinematic problem. If the training samples form a non-convex set, our linear technique basically fails. This potentially happens for robotic systems with redundant degrees of freedom. For instance, if all positions would be reachable with servo 1 set to either +π or −π, the linear averaging of the LWPR method predicts the output to 0 for servo 1. Presumably this can be avoided with a non-linear representation of the signals, e.g. using the channel representation [10] which allows for multi-modal estimation [8] .
Due to the restrictions of our test scenarios we have not encountered any problem with singularities in control space. However, for the same reasons as data with ambiguities would be a problem for LWPR, existing singularities would cause problems. From a theoretical point of view, the same solution based on channel representation could solve this problem. In a real world setup this needs to be verified. Due to noise, unstable configurations might occur that could be dealt with by a finite state machine as a higher level controller. This is something that should be investigated in future work. Future work will also include replacing our heuristic recognition algorithm with a theoretically more profound one. We need to decrease the noise in the estimated configurations in order to increase our real world performance. We have tried to use a KLT-tracker where the initial tracking features were initialized by the same method that we use for extracting our patches. However, this did not turn out better than the described template matching method. Also, since we do not have any available joint-feedback, it is hard to justify the extra computational burden required by the KLT-tracker, because we cannot use the intermediate positions as training data. Only the final position of a movement can be used for training since it is only for this position we have the corresponding control signals.
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A Recognition of an End-Effector with Unknown Appearance
In this appendix we present a method to recognize the end-effector of a robotic arm without specifying its shape, size, color or texture. The only two assumptions we make is that the end-effector is an articulated object and that we know which state that controls opening and closing. These assumptions are used to determine the template patches that we use for recognition.
A.1 Detecting Regions of Interest
The template patches are extracted in two steps. First we detect the regions of interests (ROIs), secondly we extract a large number of patches within these ROIs. These patches are evaluated and the best ones are kept. We begin by estimating a background image I b in order to detect ROIs. This is done by moving the robotic-arm out of the field of view and then capturing a number of images. Letting the mean value represent the background. This could also be done by e.g. Gaussian Mixture Models [25] or by the use of Kalman-filters [21] in order to obtain a more advanced model.
After we have obtained I b , we move the robotic-arm to a random position and open and close the end-effector. ROIs are found by simultaneous background segmentation and motion segmentation. As a part of the extraction of ROIs we use the sum of absolute differences
The pseudo-code for the automatic extraction of ROIs can be found in Algorithm 2. Images captured when the end-effector is open or closed are denoted with I o and I c respectively. Furthermore, D oc denotes the SAD image between opened image and closed image, and D ob the SAD image between opened image and background image. Before creating the final labeled image we may use morphological operations, graph-cut [16] or impose some restrictions on the ROIs, e.g. only keeping homogeneous regions with area larger than a certain threshold. We use |Ω i | to denote the cardinality of the i : th connected region in D bin . The image D label R is the final output of the algorithm. Each pixel in D label R has a value between 0 and R, meaning that we defined the ROIs as the pixels where the value is non-zero. 
if D oc (x, y) > T and D ob (x, y) > T then 
end if 19: end for 
A.2 Choosing Template Patches
Within each ROI, obtained according to Algorithm 2, we extract N randomly positioned template patches. N typically being in the order of 100. Each template is denoted t (r) n were n indicates the patch number. The superscript r is a label indicating from which of the R ROIs the template has been extracted, e.g. in the example shown in Figure 8 the possible values for r would be 1 or 2 depending on if the template was extracted from the left or the right ROI.
To evaluate the quality of these patches we move the robotic-arm to a random position and perform the opening and closing procedure to obtain new ROIs. At each position in the new ROIs we extract a query patch q m of the same size as the original patches. M being the total number of positions in the ROIs. For each of the RN template patches we compute s 
The lowest SAD score for t n . The RK chosen templates are used in subsequent frames to detect the end-effector.
A.3 Using the Templates to Recognize the End-Effector
Each time we move the robotic-arm, new ROIs are obtained by background segmentation. Note that we do not perform the opening-closing procedure described above at this stage. One reason is that it is time consuming, but more important, the opening-closing is impossible if the end-effector is already holding an object. The ROIs are extracted based only on the difference against the background image.
For all RK templates kept in memory, we compute s n ) according to (14) - (16) . This simple procedure will lead to a number of mismatches but typically we get sufficiently many reliable matches to determine the position of the end-effector in the images.
We are countinously evaluating the quality of the matches. We use e.g. the SAD-score and the movement vector. If the cost for a template is too high with respect to the SAD-score it is classified as an outlier. If the movement vector for a template deviates with an angle larger than a threshold from the movement vectors of templates with the same label r, it is also classified as an outlier.
We keep the number of templates in each label constant by extracting new templates from the current view every time we remove those classified as outliers. For each template from label r that we remove, we extract a new template patch near the median position of the templates of class r not classified as an outlier. By this procedure we are able to cope with changes in scale and illumination if the changes are not too rapid. The detection result before and after outlier removal can be seen in Figure 11 . .
