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Let X1,X2, . . . ,Xn, . . . be a stochastic process with independent val-
ues whose distribution Pθ depends on an unknown parameter θ, θ ∈ Θ,
where Θ is an open subset of the real line. The problem of testing
H0 : θ = θ0 vs. a composite alternative H1 : θ > θ0 is considered, where
θ0 ∈ Θ is a fixed value of the parameter. The main objective of this work
is the characterization of the structure of the locally most powerful (in
the sense of Berk [2]) sequential tests in this problem.
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1. Introduction. Let X1, X2, . . . , Xn, . . . be a stochastic process with
independent values whose distribution, Pθ, depends on an unknown param-
eter θ, θ ∈ Θ, where Θ is an open subset of the real line. The problem of
testing H0 : θ = θ0 vs. a composite hypothesis H1 : θ > θ0 is considered,
where θ0 ∈ Θ is some fixed value of the parameter. The main objective of
this work is to characterize the structure of the locally most powerful (in the
sense of Berk [2]) sequential tests in this problem.
We follow [16] in definitions and notation related to sequential hypothesis
testing problems (see also [22], [5], [4], [19], [3], [15], among many others).
In particular, we say that (ψ, φ) is a sequential hypothesis test with a
(randomized) stopping rule ψ and a (randomized) decision rule φ if
ψ = (ψ1, ψ2, . . . , ψn, . . . ) and φ = (φ1, φ2, . . . , φn, . . . ) ,
where the functions
ψn = ψn(x1, x2, . . . , xn) and φn = φn(x1, x2, . . . , xn)
are measurable and take values in [0, 1], for all n = 1, 2, . . . .
At any stage n = 1, 2, . . . , after some data (x1, . . . , xn) are observed, the
value of ψn(x1, . . . , xn) is understood as the conditional probability to stop
and proceed to decision-making given that the experiment came to stage n
and that the observations obtained up to this stage were (x1, x2, . . . , xn).
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the rules ψ1, ψ2, . . . are applied sequentially until the experiment eventually
stops.
After the experiment stops at some stage n ≥ 1 the decision rule φn
is used to make a decision. The value φn(x1, . . . , xn) is understood as the
conditional probability to reject the null-hypothesis H0 given the observations
(x1, . . . , xn).
According to the above procedure, any stopping rule ψ generates a ran-
dom variable τψ (stopping time), whose distribution is given by
Pθ(τψ = n) = Eθ(1− ψ1)(1− ψ2) . . . (1− ψn−1)ψn, n = 1, 2, . . . . (1)
Here and throughout the article Eθ(·) denotes the mathematical expec-
tation with respect to the distribution Pθ of the process X1, X2, . . . .
In (1) we suppose that ψn = ψn(X1, X2, . . . , Xn), unlike its previous
definition as ψn = ψn(x1, x2, . . . , xn). We use this “duality” for interpret-
ing any function of observations Fn making use of the following rule which
makes its interpretation non-ambiguous. If Fn is any function of observa-
tions (Fn = Fn(x1, . . . , xn) or Fn = Fn(X1, . . . , Xn)), and its arguments are
omitted, then:
• if Fn is under the probability or the expectation sign, then it stands for
Fn(X1, . . . , Xn),
• otherwise Fn means Fn(x1, . . . , xn).
As a characteristic of the duration of the sequential experiment the aver-
age sample number is used:
Nθ(ψ) = Eθτψ =
{∑∞
n=1 nPθ(τψ = n), if Pθ(τψ <∞) = 1,
∞, otherwise.
(2)
For a sequential test (ψ, φ) let as define the power function in θ as
βθ(ψ, φ) = Pθ(reject H0) =
∞∑
n=1
Eθ(1− ψ1) . . . (1− ψn−1)ψnφn. (3)
The first type error probability of the test (ψ, φ) is defined as
α(ψ, φ) = βθ0(ψ, φ).
The main objective of this work is characterization of the tests which
maximize the derivative, at θ = θ0, of the power function β˙θ0(ψ, φ), in the
class of all such sequential tests (ψ, φ), that
α(ψ, φ) ≤ α, (4)
and
Nθ0(ψ) ≤ N , (5)
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where α ∈ [0, 1) and N ≥ 1 are some restrictions. If such test exists,
it is called locally most powerful (see [2], [18]). We use in this article a
rather general method initially developed for testing of two simple hypotheses
(see [15]), then extended to multiple hypothesis testing (see [14]), to general
statistical problem with Bayes decisions (see [12], [13]) and finally to the
problems of locally most powerful tests (see [16]), all the problems being for
the discrete-time stochastic processes.
2. Assumptions and notation. Let us suppose that Xi has a “density
function” fθ,i (Radon-Nikodym derivative of its distribution) with respect to
some σ-finite measure µ on the space of “values” of Xi, i = 1, 2, 3, . . . .
Due to the independence of the observations, for each n = 1, 2, 3, . . . the
“vector” (X1, X2, . . .Xn) of the first n observations has a “joint density”
fnθ (x1, . . . , xn) =
n∏
i=1
fθ,i(xi)
with respect to the product-measure
µn = µ⊗ µ⊗ · · · ⊗ µ︸ ︷︷ ︸ .
n times
We will assume (when needed) that the following conditions are fulfilled.
Let
Ij(θ0, θ1) = Eθ0 ln
fθ0,j(Xj)
fθ1,j(Xj)
(6)
be the Kullback-Leibler information for Xj for distinguishing between θ = θ0
and θ = θ1, j = 1, 2, . . . .
Assumption 1. There exist δ > 0 and 0 < γ1 <∞ such that
Ij(θ0, θ)/(θ − θ0)
2 ≤ γ1 (7)
for all j = 1, 2, . . . and for all |θ − θ0| ≤ δ.
For independent and identically distributed (i.i.d.) observations Assump-
tion 1 coincides with Assumption 1 in [2].
Assumption 2. For every j ≥ 1 there exists an integrable (with respect
to µ) function f˙θ0,j, such that∫ ∣∣∣fθ,j − fθ0,j − (θ − θ0)f˙θ0,j∣∣∣ dµ = o((θ − θ0))
as θ→ θ0.
In essence, Assumption 2 is a condition of Freche´t differentiability of the
marginal densities in the space L1(µ) of integrable with respect to µ functions
(see similar conditions in [10] and in [9]).
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It is not difficult to see that Assumption 2 guarantees that the power
function of any test based on fixed number of observations is differentiable,
and that its derivative can be calculated by differentiating under the integral
sign. In this way, for i.i.d observations Assumption 2 entails the validity of
Assumption 3 in [2].
Assumption 3. There exists 0 < γ2 <∞ such that
Eθ0
∣∣∣∣∣ f˙θ0,j(Xj)fθ0,j(Xj)
∣∣∣∣∣ ≤ γ2
for all j = 1, 2, . . . .
(Here, and throughount the article, we assume that the mathematical
expectation with respect to any “density function” f(x):
Eg(X) =
∫
g(x)f(x) dµ(x),
is understood as Eg(X) =
∫
g(x)f(x)I{f(x)6=0} dµ(x), so we do not need to
care about the definition of g(x) on {f(x) = 0}.)
Assumption 3 is weaker than Assumption 4 in [2] for i.i.d. observations,
where the finiteness of the Fisher information is required. In particular, if
the Fisher information
Ij(θ0) = Eθ0
(
f˙θ0,j(Xj)
fθ0,j(Xj)
)2
≤ γ22 (8)
for all j = 1, 2, . . . , then from the Ho¨lder inequality it follows that Assump-
tion 3 is fulfilled. In turn, (8) is closely related to Assumption 1, because
under very general conditions of regularity of the statistical experiment
Ij(θ, θ + h) ∼ Ij(θ)h
2/2, h→ 0.
In the case of i.i.d. observations Assumption 3 follows from Assumption 2,
which guarantees the existence of the finite expectation Eθ0 |f˙θ0,j(Xj)/fθ0,j(Xj)|.
Because the expression of type (1 − ψ1) . . . (1 − ψn−1)ψn will be needed
frequently (see, e.g., (1), (3)), let us introduce a notation for it:
sψn = (1− ψ1) . . . (1− ψn−1)ψn, n = 1, 2, . . . . (9)
Let also
tψn = (1− ψ1) . . . (1− ψn−1), n = 1, 2, . . . (10)
(sψ1 ≡ ψ1 and t
ψ
1 ≡ 1 by definition).
Let, finally,
Sψn = {(x1, . . . , xn) : s
ψ
n(x1, . . . , xn) > 0}
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and
T ψn = {(x1, . . . , xn) : t
ψ
n(x1, . . . , xn) > 0}.
3. Differentiability of the power function and informational in-
equalities for test characteristics. In this section we prove the existence
of the derivative of the power function of any test with a finite, under the
null-hypothesis, average sample number, and establish information-type in-
equalities relating that derivative to other characteristics of the test: the
average sample number and the type-I error probability.
Let us define the Kullback-Leibler information containing in the observa-
tions of the process X1, X2, . . . , Xn, . . . up to a random stopping time defined
by the rule ψ, as
I(θ0, θ;ψ) =
∞∑
n=1
Eθ0s
ψ
n
(
n∑
j=1
ln
fθ0,j
fθ,j
)
(11)
(note that the random process of observations X1, X2, . . . participates in (11)
implicitly, through sψn = s
ψ
n(X1, . . . , Xn) and fθ,j = fθ,j(Xj), and so does it
in the definition of the information in one observation in (6)).
The next two lemmas will be useful for estimations related to the Kullback-
Leibler information.
The first one is in essence a variant of the Jensen inequality adapted to
sequential experiments.
Lemma 1 Let G : [0,∞) 7→ R ∪ {∞} be any convex function, and let an =
an(x1, . . . , xn), bn = bn(x1, . . . , xn), n = 1, 2, . . . , be any two sequences of
non-negative measurable functions. Then, if
0 <
∞∑
n=1
Eθ0s
ψ
nan <∞,
then ∑∞
n=1Eθ0s
ψ
nanG(bn)∑∞
n=1Eθ0s
ψ
nan
≥ G
(∑∞
n=1Eθ0s
ψ
nanbn∑∞
n=1Eθ0s
ψ
nan
)
. (12)
In particular, applying Lemma 1 to G(x) = − ln(x), an ≡ 1, bn = f
n
θ /f
n
θ0
,
and supposing that Pθ0(τψ <∞) =
∑∞
n=1Eθ0s
ψ
n = 1, we get that
I(θ0, θ;ψ) ≥ − ln
(
∞∑
n=1
Eθs
ψ
n
)
≥ 0. (13)
Let now (ψ, φ) be any sequential test with Pθ0(τψ < ∞) = 1. Let us
suppose that 0 < βθ0(ψ, φ) < 1. Then
I(θ0, θ;ψ) = βθ0(ψ, φ)
∑∞
n=1Eθ0s
ψ
nφn(− ln(bn))
βθ0(ψ, φ)
+ (1− βθ0(ψ, φ))
∑∞
n=1Eθ0s
ψ
n(1− φn)(− ln(bn))
1− βθ0(ψ, φ)
, (14)
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where bn = f
n
θ /f
n
θ0
. Because of this, applying Lemma 1 to both fractions on
the right-hand side of (14) we get
I(θ0, θ;ψ) ≥ −βθ0(ψ, φ) ln
∑∞
n=1Eθ0s
ψ
nφnbn
βθ0(ψ, φ)
−(1 − βθ0(ψ, φ)) ln
∑∞
n=1Eθ0s
ψ
n(1− φn)bn
1− βθ0(ψ, φ)
≥ −βθ0(ψ, φ) ln
∑∞
n=1Eθs
ψ
nφn
βθ0(ψ, φ)
−(1 − βθ0(ψ, φ)) ln
∑∞
n=1Eθs
ψ
n(1− φn)
1− βθ0(ψ, φ)
≥ −βθ0(ψ, φ) ln
βθ(ψ, φ)
βθ0(ψ, φ)
− (1− βθ0(ψ, φ)) ln
1− βθ(ψ, φ)
1− βθ0(ψ, φ)
,
that is
I(θ0, θ;ψ) ≥ βθ0(ψ, φ) ln
βθ0(ψ, φ)
βθ(ψ, φ)
+ (1− βθ0(ψ, φ)) ln
1− βθ0(ψ, φ)
1− βθ(ψ, φ)
(15)
(more general information-type inequalities can be found in [21], see, for
example, Lemma 5.1 therein).
In the same way we deduce that if βθ0(ψ, φ) = 0, then
I(θ0, θ;ψ) ≥ − ln(1− βθ(ψ, φ)), (16)
and if βθ0(ψ, φ) = 1, then
I(θ0, θ;ψ) ≥ − ln βθ(ψ, φ), (17)
The next lemma (Wald’s identity for non-identically distributed sum-
mands) is useful, in particular, for estimation of the information on the left-
hand side of (15).
Lemma 2 Let Yj = Yj(Xj) be non-negative measurable functions of obser-
vations Xj such that EθYj <∞, j = 1, 2, . . . . Then for any stopping rule ψ
Pθ(τψ <∞) = 1
∞∑
n=1
Eθs
ψ
n
(
n∑
j=1
Yj
)
=
∞∑
j=1
EθYjPθ(τψ ≥ j). (18)
P r o o f. Let, for brevity, E(·) and P (·) denote Eθ(·) and Pθ(·), respec-
tively, throughout the proof.
Let us suppose that the left-hand side of (18) is finite. Then
∞∑
n=1
Esψn
(
n∑
j=1
Yj
)
=
∞∑
n=1
n∑
j=1
EsψnYj =
∞∑
j=1
∞∑
n=j
EsψnYj
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(changing the order of summation is possible due to the finiteness of the
source series). It is not difficult to see that under the conditions of the
Lemma
∞∑
n=j
EsψnYj = Et
ψ
j Yj.
By virtue of the independence of tj (see (10)) and Yj we have
Etψj Yj = Et
ψ
j EYj = EYjP (τψ ≥ j),
so that
∞∑
n=1
Esψn
(
n∑
j=1
Yj
)
=
∞∑
j=1
EYjP (τψ ≥ j). (19)
Inverting these reasonings, under the supposition that the right-hand side of
(18) is finite, we see that the equality in (18) holds as well. 
Corollary 1 Suppose that Ij(θ0, θ) < γ < ∞ for all j = 1, 2, . . . . Then for
any stopping rule ψ such that Eθ0τψ <∞
I(θ0, θ;ψ) =
∞∑
j=1
Ij(θ0, θ)Pθ0(τψ ≥ j). (20)
P r o o f. Let Yj = ln fθ0,j/fθ,j, Y
+
j = max{0, Yj}, Y
−
j = max{0,−Yi}.
Since
Eθ0Y
−
j = Eθ0 max
{
0, ln
fθ,j
fθ0,j
}
≤ Eθ0 max
{
0,
fθ,j
fθ0,j
− 1
}
≤
∫
|fθ,j − fθ0,j|dµ ≤ 2,
from Lemma 2 we obtain
∞∑
n=1
Eθ0s
ψ
n
(
n∑
j=1
Y −j
)
=
∞∑
j=1
Eθ0(Y
−
j )Pθ0(τψ ≥ j), (21)
where the right-hand side of (21) is finite, because
∑∞
j=1 Pθ0(τψ ≥ j) = Eθ0τψ.
Now from the condition Ij(θ0, θ) < γ, j ≥ 1, it follows that Eθ0Y
+
j < γ + 2,
j ≥ 1, therefore from Lemma 2 we get
∞∑
n=1
Eθ0s
ψ
n
(
n∑
j=1
Y +j
)
=
∞∑
j=1
Eθ0(Y
+
j )Pθ0(τψ ≥ j), (22)
and the right-hand side of (22) is also finite.
Subtracting both sides of (21) from the corresponding sides of (22) and
then applying the subtraction in the summands, we get (20). 
Since
∑∞
j=1 P (τψ ≥ j) = Eτψ, from Lemma 2 it follows that under As-
sumption 1 that
I(θ0, θ;ψ) ≤ γ1(θ − θ0)
2Eτψ, (23)
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if |θ − θ0| ≤ δ.
The following theorem is a consequence of the informational inequal-
ity (16) and it is interesting by itself, because gives some bounds for the
characteris-tics (the average sample number, the type-I error probability and
the derivative of the power function) of any sequential hypothesis test.
Theorem 1 Suppose that Assumption 1 is fulfilled. Then for any sequential
test (ψ, φ) such that Eθ0τψ < ∞ and the derivative β˙θ0(ψ, φ) of the power
function βθ(ψ, φ) at θ = θ0 exists, it holds
(β˙θ0(ψ, φ))
2 ≤ 2γ1βθ0(ψ, φ)(1− βθ0(ψ, φ))Eθ0τψ. (24)
P r o o f. Because, throughout this proof, the sequential test (ψ, φ)
remains fixed, let us simply denote βh = βθ0+h(ψ, φ) for any h and β˙0 =
(βθ(ψ, φ))
′
θ|θ=θ0, supposing that for (ψ, φ) the conditions of Theorem 1 are
satisfied. Analogously, let us simply write E(·) instead of Eθ0(·).
Let us deduce now from (23) that (β˙0)
2 ≤ 2γ1β0(1− β0)Eτψ, i.e. (24).
Suppose first that 0 < β0 < 1. Denote
w(x) = β0 ln
β0
x
+ (1− β0) ln
1− β0
1− x
, (25)
where x ∈ [0, 1] (see the right-hand side of the inequality (15)). From (15)
and (23) it follows that
0 ≤ w(βh) ≤ γ1h
2Eτψ, (26)
so it is obvious, first of all, that βh → β0, h→ 0.
Let ∆hβ = βh − β0. Then by the Taylor formula for ln(1 + x)
w(βh) = −β0 ln(1 + ∆hβ/β0)− (1− β0) ln(1−∆hβ/(1− β0))
= (∆hβ)
2/(2β0) + (∆hβ)
2/(2(1− β0)) + o((∆hβ)
2)
= (∆hβ)
2/(2β0(1− β0)) + o((∆hβ)
2), h→ 0,
from which by virtue of (26) it follows that
(∆hβ/h)
2/(2β0(1− β0)) + o((∆hβ/h)
2) ≤ γ1Eτψ, h→ 0,
that is, (β˙0)
2/(2β0(1− β0)) ≤ γ1Eτψ, which is equivalent to (24).
Let now β0 = 0. From (16) and (23) it follows that ∆hβ/h→ 0, as h→ 0,
i.e. β˙0 = 0. Hence, (24) is also holds.
If β0 = 1, then in an analogous way from (17) we obtain that β˙0 = 0. 
Remark 1 In the case of i.i.d. observations which follow a distribution from
a regular family, it is easy to see from the proof of Theorem 1 that
(β˙θ0(ψ, φ))
2 ≤ βθ0(ψ, φ)(1− βθ0(ψ, φ))I(θ0)Eθ0τψ, (27)
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where I(θ0) is the Fisher information. It is very likely that the same in-
equality holds for a wide class of continuous-time stochastic processes (as,
for example, for the class of processes with stationary and independent in-
crements conside-red in [18] in relation with the locally most powerful tests).
It is interesting to note that for the Wiener process with a linear drift it
is shown in [10] that for the most powerful test (τ, δ) with the type-I error
probability equal to α, it holds β˙θ0(τ, δ)/
√
Eθ0τ =
√
α(1− α), i.e. there is
an equality in (27). It follows from (27) that if α ≤ 0.5, then for all (τ ′, δ′)
such that βθ0(τ
′, δ′) ≤ α and Eθ0τ
′ ≤ Eθ0τ it holds β˙θ0(τ
′, δ′) ≤ β˙θ0(τ, δ),
i.e. the test (τ, δ) is locally most powerful in a wider, than in [18], class of
sequential tests (in [18], the class of tests (τ ′, δ′) such that βθ0(τ
′, δ′) = α and
Eθ0τ
′ ≤ Eθ0τ is considered). For the discrete-time processes of general form,
the same extension of the class of tests is adopted in [16]. We conjecture
that, under the conditions of [18], this extension can be obtained in many
cases, as easily as above, from the corresponding generalization of (27) to the
continuous-time case.
Theorem 2 Let Assumptions 1 to 3 be fulfilled. Then the power function
β(ψ, φ) of every sequential test (ψ, φ) such that Eθ0τψ < ∞ is differentiable
at θ = θ0, and
β˙θ0(ψ, φ) =
∞∑
n=1
Eθ0
(
sψnφn
n∑
j=1
qj
)
, (28)
where
qn = qn(xn) =
f˙θ0,n(xn)
fθ0,n(xn)
.
P r o o f. Let (ψ, φ) be any sequential test such that Eθ0τψ <∞. Let us
prove that
(βθ(ψ, φ)−βθ0(ψ, φ))/(θ− θ0)−
∞∑
n=1
Eθ0
(
sψnφn
n∑
j=1
qj
)
→ 0, θ → θ0, (29)
that is,
∞∑
n=1
∫
sψnφn
(
(fnθ − f
n
θ0
)/(θ − θ0)− f˙
n
θ0
)
dµn → 0, θ → θ0, (30)
where f˙nθ0 = (
∑n
j=1 qj)f
n
θ0
(it is not difficult to see that
Eθ0s
ψ
nφn
n∑
j=1
qj =
∫
sψnφnf˙
n
θ0
dµn,
because from Assumption 2 it follows that f˙θ0,j = 0 µ-almost everywhere on
{x : fθ0,j(x) = 0}).
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From Assumption 2 it is not difficult to deduce that for any fixed k ≥ 1
k∑
n=1
∫
sψnφn
(
(fnθ − f
n
θ0
)/(θ − θ0)− f˙
n
θ0
)
dµn → 0, θ → θ0 (31)
(practically it is differentiability of the product fnθ =
∏n
j=1 fθ,j in L1(µ
n)
under the condition of differentiability of fθ,j in L1(µ)). Because of that (30)
will follow if we prove that for every ǫ > 0 there exists k > 1 such that
lim sup
θ→θ0
|
∞∑
n=k
∫
sψnφn
(
(fnθ − f
n
θ0
)/(θ − θ0)− f˙
n
θ0
)
dµn| < 2ǫ. (32)
Obviously, (32) will follow if we show that such k can be found that
lim sup
θ→θ0
|
∞∑
n=k
∫
sψnφn(f
n
θ − f
n
θ0
)/(θ − θ0)dµ
n| < ǫ, (33)
and
∞∑
n=k
∫
sψn |f˙
n
θ0
|dµn =
∞∑
n=k
Eθ0
(
sψn |
n∑
j=1
qj|
)
< ǫ. (34)
Let us turn first to the proof of (34). To this end, let us note that by
virtue of Lemma 2,
∞∑
n=1
Eθ0
(
sψn
n∑
j=1
|qj|
)
=
∞∑
j=1
Eθ0|qj |Pθ0(τψ ≥ j), (35)
where the series on the right-hand side is finite, because it follows from
Assumption 3 that Eθ0 |qj| ≤ γ2 <∞.
Hence, the series on the left-hand side of (35) is converging, thus (34)
follows.
Let us prove now that there exists such k that (33) holds. To this end,
let us apply Lemma 1 with G(x) = − ln(x), an = φnI{n≥k}, bn = f
n
θ /f
n
θ0
.
Let, for brevity,
αk =
∞∑
n=k
Eθ0s
ψ
nφn, αk(θ) =
∞∑
n=k
Eθs
ψ
nφn,
and let us suppose first that 0 < αk < 1. Then
I(θ0, θ;ψ) = αk
∑∞
n=1Eθ0s
ψ
nφnI{n≥k}(− ln(bn))
αk
+ (1− αk)
∑∞
n=1Eθ0s
ψ
n(1− φnI{n≥k})(− ln(bn))
1− αk
. (36)
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Applying Lemma 1 to both fractions on the right-hand side of (36) (as in the
proof of (15)) we obtain
I(θ0, θ;ψ) ≥ −αk ln
(
1 +
αk(θ)− αk
αk
)
− (1− αk) ln
(
1−
αk(θ)− αk
1− αk
)
.
(37)
Because, according to (23), the left-hand side of (37) tends to zero as θ→ θ0,
in complete analogy with the proof of Theorem 1, we first get that αk(θ)→
αk, as θ → θ0, and then, applying the Taylor formula for ln(1 + x) at x = 0
up to the second-order terms:
(αk(θ)− αk)
2
2αk(1− αk)
+ o((αk(θ)− αk)
2) ≤ γ1(θ − θ0)
2.
Therefore,
lim sup
θ→θ0
∣∣∣∣αk(θ)− αkθ − θ0
∣∣∣∣ ≤√2γ1αk ≤√2γ1Pθ0(τψ ≥ k).
Because of that, (33) follows if
√
2γ1Pθ0(τψ ≥ k) ≤ ǫ, which can be done,
since, by condition, Eθ0τψ <∞.
Let us consider now the case αk =
∑
n≥k Eθ0s
ψ
nφn = 0. By Lemma 1
I(θ0, θ;ψ) =
∞∑
n=1
Eθ0s
ψ
n(− ln
fnθ
fnθ0
)(1− φnI{n≥k})
≥ − ln(
∞∑
n=1
Eθ0s
ψ
n
fnθ
fnθ0
(1− φnI{n≥k})) ≥ − ln(1−
∞∑
n=k
EθφnI{n≥k})
= − ln(1− αk(θ)) ≥ αk(θ) = αk(θ)− αk.
By virtue of (23) it follows from this that
lim
θ→θ0
αk(θ)− αk
|θ − θ0|
= 0,
that is (33) holds also in this case.
Analogously it can be proved that if αk = 1, then
lim
θ→θ0
1− αk(θ)
|θ − θ0|
= 0,
that is (33) holds as well. 
Remark 2 Theorem 2 is a generalization, to the case of non-identically dis-
tributed observations and of randomized stopping- and decision rules, of
Lemma 4.1.4 [6]. For i.i.d. observations this result was announced in [2] and
ascends to the unpublished work [1]. The proof of this result in [6] follows
[8]. Similar questions about the existence of the second derivatives of the
power function of sequential tests apparently remain not answered until now
(see [9]).
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4. The structure of optimal sequential tests. Truncated stop-
ping rules. In this section we characterize the optimal sequential tests
that take, at most, some fixed number N observations.
For any natural N let us denote by FN the class of truncated (at N)
stopping rules, i.e. such ψ that ψN ≡ 1.
Let us start the construction with defining the following functions.
Let g(z) = min{0, z}, z ∈ R. Let us define for all N ≥ 1 and n = 1, . . . , N
the functions vNn (z) = v
N
n (z; c), z ∈ R, starting from
vNN (z) ≡ g(z), z ∈ R, (38)
by means of the following recurrent relations
vNn−1(z; c) = min
{
g(z), c+ Eθ0v
N
n (z − qn; c)
}
, (39)
n = N,N − 1, . . . , 1, where, by definition, qn = qn(xn) = f˙θ0,n(xn)/fθ0,n(xn).
Let
rNn−1(z) = r
N
n−1(z; c) = Eθ0v
N
n (z − qn; c) , (40)
n = 1, 2, . . . , N .
For any b ∈ R and c > 0 define, following [16], the “Lagrange-multiplier
function”
LN (ψ; b, c) =
N∑
n=1
Eθ0s
ψ
n
(
nc+min
{
0, b−
n∑
i=1
qi
})
(41)
for all ψ ∈ FN (see (4.2) in [16]).
Let also
zn = zn(x1, . . . , xn) =
n∑
i=1
qi(xi)
(if
∏n
i=1 fθ0,i(xi) = 0, let us suppose that zn = 0).
Theorem 3 Suppose that Assumption 2 is fulfilled.
Then for all ψ ∈ FN
LN(ψ; b, c) ≥ c+ r
N
0 (b; c). (42)
The equality in (42) is attained if and only if
I{g(b−zn)<c+rNn (b−zn;c)} ≤ ψn ≤ I{g(b−zn)≤c+rNn (b−zn;c)} (43)
µn-almost everywhere on T ψn ∩ {f
n
θ0
> 0} for all n = 1, 2, . . . , N − 1.
P r o o f. It is sufficient to express the elements of the optimal stop-
ping rule from Corollary 4.1 [16] (V Nn and R
N
n ) through the corresponding
functions vNn and r
N
n . Let us show that for all N = 1, 2, . . . and n ≤ N
V Nn = v
N
n (b− zn)f
n
θ0
(44)
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µn-almost everywhere.
Let us conduct the proof by induction over n = N,N − 1, . . . , 1. All
equalities between functions of observations (x1, . . . , xn) will be understood
µn-almost everywhere.
For n = N , obviously,
V NN = lN = min{0, b− zN}f
N
θ0
= vNN (b− zN)f
N
θ0
.
Let us suppose that (44) is fulfilled for some n ≤ N . Then
V Nn−1 = min{ln−1, cf
n−1
θ0
+
∫
V Nn dµ(xn)}
= min
{
min{0, bfn−1θ0 − f˙
n−1
θ0
}, cfn−1θ0 +
∫
vNn (b− zn)f
n
θ0
dµ(xn)
}
= min
{
g(b− zn−1), c+
∫
vNn (b− zn−1 − qn) fθ0,n(xn)dµ(xn)
}
fn−1θ0
= vNn−1(b− zn−1)f
n−1
θ0
.
Thus, (44) is proved.
We have now
RNn−1 =
∫
Vndµ(xn) =
∫
vNn (b− zn−1 − qn) fθ0,n(xn)dµ(xn)f
n−1
θ0
= rNn−1(b− zn−1)f
n−1
θ0
for all n = 1, 2, . . . , N .
It is obvious now that (43) is equivalent to (4.5) in [16], if fnθ0 > 0. 
Corollary 2 Let us suppose that Assumption 2 is fulfilled, and let b > 0 is
any real number.
Let ψ ∈ FN be any stopping rule satisfying (43) µn-almost everywhere
on T ψn for all n = 1, 2, . . . , N − 1, and let the decision rule φ be such that
I{zn>b} ≤ φn ≤ I{zn≥b} (45)
µn-almost everywhere on Sψn for all n = 1, 2, . . . , N .
Then the test (ψ, φ) is locally most powerful in the class of all (truncated)
tests (ψ′, φ′) ψ′ ∈ FN , in the sense that
β˙θ0(ψ, φ) ≥ β˙θ0(ψ
′, φ′) (46)
whenever
α(ψ′, φ′) ≤ α(ψ, φ) and Nθ0(ψ
′) ≤ Nθ0(ψ). (47)
The inequality in (46) is strict, if at least one of the inequalities in (47) is
strict. If in all inequalities in (46) and (47) the equalities are attained, then
ψ′ also satisfies (43) µn-almost everywhere on T ψ
′
n for all n = 1, 2, . . . , N − 1
(with ψ′n instead of ψn), and φ
′ satisfies (45) (with φ′n instead of φn) µ
n-
almost everywhere on Sψ
′
n for all n = 1, 2, . . . , N .
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A more detailed description of optimal stopping rules can be obtained
from the investigation of properties of all functions involved in (43). Let us
formulate the corresponding properties in the following lemmas.
Lemma 3 The functions vNn (z), n = 0, . . . , N , N = 1, 2, . . . defined by (39)
possess the following properties:
1) vNn (z) ≤ g(z), z ∈ R,
2) vNn (z) is a concave and continuous function on R,
3) vNn (z) is a non-decreasing function on R,
4) z − vNn (z) is a non-decreasing function on R,
5) g(z)− vNn (z)→ 0 as z → ±∞.
P r o o f. We will need the following simple lemma in the proof of this,
and some subsequent, lemmas.
Lemma 4 Let F be a concave function on R. Then for all n ≥ 1
Gn(z) = Eθ0F (z − qn)
is a concave function of z. In addition, Gn(z) ≤ F (z), z ∈ R.
Property 1) is a direct consequence of definitions (38) and (39).
We prove properties 2) to 5) simultaneously, using induction over n =
N,N − 1, . . . , 1.
For vNN (z) ≡ g(z) all the properties mentioned in 2) – 5) are obvious.
Let us suppose that properties 2) – 5) hold for some n ≤ N . Let us prove
that they also hold for vNn−1.
By virtue of (39), vNn−1 is a minimum of two concave functions (the second
one is concave by Lemma 4). Thus, vNn−1 is also concave.
Now it follows from Theorem 10.1 [17] that vNn−1 is continuous.
If vNn (z) is non-decreasing, then by (39) v
N
n−1(z) is also non-decreasing.
Because z − vNn (z) is non-decreasing, we have
z − vNn−1(z) = max
{
max{0, z},−c+ Eθ0
(
(z − qn)− v
N
n (z − qn)
)}
is non-decreasing as well, since the mathematical expectation on the right-
hand side is a non-decreasing function of z.
Let us finally show that g(z)− vNn−1(z)→ 0, as z → ±∞ (property 5) of
the lemma).
Let first zk, k = 1, 2, . . . , be a monotone increasing sequence, zk → ∞,
k →∞.
For k large enough, zk > 0, thus, for such k, g(zk) = 0, so that
g(zk)− v
N
n−1(zk) = −min
{
0, c+ Eθ0v
N
n (zk − qn)
}
→ 0,
as k → ∞, because the mathematical expectation converges to zero by the
Lebesgue’s dominated convergence theorem. Indeed, by the supposition of
the induction, vNn (zk − qn)→ 0, as k →∞, and
vNn (z1 − qn) ≤ v
N
n (zk − qn) ≤ 0.
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Here the function vNn (z1 − qn) is integrable, because by virtue of properties
3) and 4) we have:
0 ≤ g(z)− vNn (z) ≤ −v
N
n (0) <∞,
so
vNn (z1 − qn) ≥ g(z1 − qn) + v
N
n (0),
and, in addition, Eθ0 |g(z1 − qn)| ≤ Eθ0 |z1 − qn| <∞.
Let now zk, k = 1, 2, . . . , be a monotone decreasing sequence, zk → −∞,
k →∞. For k sufficiently large zk < 0, so g(zk) = zk, and
g(zk)− v
N
n−1(zk) = −min
{
0, c−Eθ0
(
(zk − qn)− v
N
n (zk − qn)
)}
→ 0
as z → ∞, because the mathematical expectation converges to zero by the
Lebesgue dominated convergence theorem. Indeed, (zk − qn)−v
N
n (zk − qn)→
0, as k →∞, by virtue of property 5), and in addition
(zk − qn)− v
N
n (zk − qn) ≤ (z1 − qn)− v
N
n (z1 − qn)
by virtue of property 4), where the function on the right-hand side of the
inequality is integrable, for the same reasons as above. 
Lemma 5 The functions rNn (z), n = 0, . . . , N , N = 1, 2, . . . , defined by
(40), possess the following properties:
1) rNn (z) ≤ v
N
n (z), z ∈ R,
2) rNn (z) as a function of z ∈ R is concave and continuous,
3) rNn (z) as a function of z ∈ R is non-decreasing,
4) z − rNn (z) as a function of z ∈ R is non-decreasing,
5) g(z)− rNn (z)→ 0, as z → ±∞.
P r o o f. 1) We have by definition:
rNn (z)− v
N
n (z) = −min{g(z)− r
N
n (z), c}
≤ −min
{
Eθ0
(
g (z − qn)− v
N
n (z − qn)
)
, c
}
≤ 0
where the first inequality follows from the Jensen inequality, and the second
from property 1) of Lemma 3.
2) By virtue of property 2) of Lemma 3, vNn+1(z − qn+1) is a concave
function of z. By Lemma 4, the concavity of rNn follows from this. The
continuity of rNn follows now from Theorem 10.1 [17].
3) By virtue of property 3) of Lemma 3, vNn+1(z−qn+1) is a non-decreasing
function of z, it follows from this that rNn (z) = Eθ0v
N
n+1(z − qn+1) is a non-
decreasing function of z.
4) In the same way z − rNn (z) = Eθ0((z − qn+1) − v
N
n+1(z − qn+1)) is a
non-decreasing function of z.
5) See the proof of property 5) of Lemma 3. 
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Lemma 6 If c+ rNn (0) ≤ 0, then in each region {z ≤ 0} and {z ≥ 0} there
exists a unique solution to the equation
c+ rNn (z) = g(z), (48)
that will be denoted ANn = A
N
n (c) ≤ 0 and B
N
n = B
N
n (c) ≥ 0. In addition,
g(z) > c+ rNn (z) if and only if A
N
n < z < B
N
n .
If c + rNn (0) > 0, then the equation (48) does not have a solution.
P r o o f. The function g(z) − rNn (z) is continuous by property 2) of
Lemma 5, and non-negative by property 1) of Lemma 5 and property 1) of
Lemma 3.
By virtue of properties 3) and 4) of Lemma 5, g(z) − rNn (z) is non-
decreasing for z ≤ 0 and non-increasing for z ≥ 0. Hence, its maximum
value is attained at z = 0 and is equal to −rNn (0), so that for c + r
N
n (0) > 0
the equation (48) can not have a solution.
Let us prove that otherwise there is a unique solution to the equality (48)
for z ≤ 0 and for z ≥ 0. For example, let us prove this for z ≤ 0 – the other
case is completely analogous.
For z ≤ 0 the function g(z) − rNn (z) = z − r
N
n (z) is convex, continuous,
non-decreasing, and such that g(z) − rNn (z) → 0, as z → −∞ (Lemma 5).
It is easy to see that any function on (−∞, 0] with this properties takes
any positive value not exceeding its maximum value, and does so only once.
Because, by supposition, 0 < c ≤ −rNn (0) = maxz≤0{g(z)−r
N
n (z)}, it follows
from this that for z ≤ 0 there is a unique solution to g(z)− rNn (z) = c, A
N
n .
It addition, it is obvious that for z > ANn it holds g(z)− r
N
n (z) > c, that is,
g(z) > c + rNn (z). The latter inequality is satisfied only if z > A
N
n , because,
by the monotonicity, g(z)− rNn (z) ≤ c for all z ≤ A
N
n . 
If c + rNn (0) ≤ 0, let us denote by ∆
N
n the interval (A
N
n , B
n
n) and by
∆¯Nn the closed interval [A
N
n , B
n
n ]. If c + r
N
n (0) > 0, then let, by definition,
∆¯Nn = ∆
N
n = ∅. Note that ∆
N
n = ∆
N
n (c) and ∆¯
N
n = ∆¯
N
n (c).
Corollary 3 Under the conditions of Corollary 2 its assertion remains true
after substituting all the references to (43) for the references to
I{b−zn∈∆Nn (c)} ≤ 1− ψn ≤ I{b−zn∈∆¯Nn (c)}. (49)
P r o o f. From Lemma 6 it follows that g(b− zn) > c + r
N
n (b − zn; c) if
and only if b − zn ∈ ∆
N
n (c), and g(b− zn) ≥ c + r
N
n (b − zn; c) if and only if
b− zn ∈ ∆¯
N
n (c). Therefore, (49) is equivalent to (43). 
5. The structure of optimal sequential tests. The general case.
In this section we characterize the structure of optimal sequential tests when
there is no restriction on the maximum number of observations.
The idea of what follows is to let the maximum number of observations
N we supposed fixed in the previous section, tend to infinity. Doing this, we
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prove the convergence of all elements defining the structure of optimal rules
in the truncated problem to the corresponding elements in the non-truncated
problem (see [16]).
Let us start with the following lemma.
Lemma 7 For all N ≥ 1 and n ≤ N
1) vNn (z) ≥ v
N+1
n (z),
2) rNn (z) ≥ r
N+1
n (z)
for all z ∈ R.
P r o o f. Let us prove inequality 1) by induction over n = N,N−1, . . . , 1.
Let n = N . Then
vN+1N (z) = min{g(z), c+ Eθ0v
N+1
N+1(z − qn)} ≤ g(z) = v
N+1
N+1(z).
Let us suppose that the inequality vNn ≥ v
N+1
n is fulfilled for some n, N ≥
n > 1. Then
vNn−1(z) = min{g(z), c+Eθ0v
N
n (z−qn)} ≥ min{g(z), c+Eθ0v
N+1
n (z−qn)} = v
N+1
n−1 .
Thus, the inequality is also fulfilled for n− 1 which completes the induction.
Assertion 2) is a direct consequence of assertion 1) by virtue of (40). 
Because, by Lemma 7, vNn (z) and r
N
n (z) are non-increasing with respect
to N for each z ∈ R, there exist the limits (finite or not)
vn(z) = vn(z; c) = lim
N→∞
vNn (z; c), (50)
rn(z) = rn(z; c) = lim
N→∞
rNn (z; c). (51)
In addition, passing to the limit as N →∞ in (39) and (40), for n = 1, 2, . . . ,
we get:
vn−1(z; c) = min {g(z), c+ Eθ0vn (z − qn; c)} , (52)
rn−1(z; c) = Eθ0vn (z − qn; c) . (53)
Let us define F as the class of stopping rules with finite average sample
number under the null-hypothesis:
F = {ψ : Eθ0τψ <∞}.
Let us show that, under Assumptions 1 – 3, for each ψ ∈ F it holds
LN(ψ; b, c)→ L(ψ; b, c), N →∞.
Lemma 8 Let Assumptions 1 – 3 are fulfilled and let ψ ∈ F . Then
LN (ψ; b, c)→ L(ψ; b, c),
as N →∞ for all c > 0 and b ∈ R.
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P r o o f. Completely analagous to the proof of Lemma 4.4 in [16], with
the only difference that in order to prove∫
tψN lNdµ
N → 0, N →∞, (54)
we can use in the case of independent observations, instead of Assumption 3
[16], a weaker Assumption 3. Indeed, in terms of this article
∫
tψN |lN |dµ
N = Eθ0t
ψ
N |min{0, b−
N∑
j=1
qj}| ≤ Eθ0t
ψ
N |b−
N∑
j=1
qj |
≤ |b|Pθ0(τψ ≥ N) + Eθ0t
ψ
N
N∑
j=1
|qj | (55)
The first summand on the right-hand side of (55) tends to zero as N → ∞
by the condition Eθ0τψ < ∞. To prove the fact that the second summand
on the right-hand side of (55) also tends to zero,let us note that it follows
from Assumption 3 that the series on the right-hand side of (35) is finite,
and hence so is the left-hand side, thus
∞∑
n=N
Eθ0s
ψ
n
N∑
j=1
|qj| ≤
∞∑
n=N
Eθ0s
ψ
n
n∑
j=1
|qj| → 0 (56)
as N →∞. Since Eθ0
∑N
j=1 |qj| <∞, we easily get from this that
∞∑
n=N
Eθ0s
ψ
n
N∑
j=1
|qj| = Eθ0t
ψ
N
N∑
j=1
|qj| → 0
as N →∞. 
By virtue of Lemma 8 we can pass to the limit on both sides of the
inequality in (42), so
L(ψ; b, c) ≥ c+ r0(b; c)
for all ψ ∈ F , if Assumptions 1 to 3 are fulfilled. In addition, by Lemma 4.3
in [16], infψ∈F L(ψ; b, c) = c+ r0(b; c).
Let us show that under Assumptions 1 – 3 the problem of minimization of
L(ψ; b, c) is finite (in terms of [16]), more precisely, that the following lemma
holds.
Lemma 9 If Assumptions 1 to 3 are fulfilled, and let b > 0, c > 0 be any
real numbers. Then for all ψ ∈ F
L(ψ; b, c) ≥ −
γ1
8c
(57)
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P r o o f. It follows from Theorem 1 that
β˙θ0(ψ, φ) ≤
√
γ1
2
Eθ0τψ,
so
L(ψ, φ; b, c) ≥ cEθ0τψ −
√
γ1
2
Eθ0τψ ≥ −
γ1
8c
,
from which (57) follows, because, by virtue of Corollary 3.1 in [16],
L(ψ; b, c) = inf
φ
L(ψ, φ; b, c).

Remark 3 It follows from Lemma 9 that
inf
ψ∈F
L(ψ; b, c) = c+ r0(b; c) ≥ −
γ1
8c
> −∞
for all b > 0 and c > 0.
This also implies that c + rn(b; c) > −
γ1
8c
for all b > 0, c > 0 and all
n ≥ 0. Indeed, by construction, rn is “the r0 function” for the problem of
testing H0 : θ = θ0 vs. H1 : θ > θ0 about the parameter of distribution of the
process X1, X2, . . . for which X1 ∼ fθ,n+1, X2 ∼ fθ,n+2, . . . .
Now Theorem 4.2 [16] takes the following form.
Theorem 4 Suppose that Assumption 1 to 3 are fulfilled.
If there is a ψ ∈ F such that
L(ψ; b, c) = inf
ψ′∈F
L(ψ′; b, c), (58)
then
I{g(b−zn)<c+rn(b−zn;c)} ≤ ψn ≤ I{g(b−zn)≤c+rn(b−zn;c)} (59)
µn-almost everywhere on T ψn ∩ {f
n
θ0
> 0} for all n = 1, 2, . . . .
Reversely, if a stopping rule ψ satisfies (59) µn-almost everywhere on
T ψn ∩ {f
n
θ0
> 0} for all n = 1, 2, . . . , and ψ ∈ F , then it satisfies (58).
For the proof of Theorem 4 we need the following lemma.
Lemma 10 The functions rn(z), n = 0, . . . defined by (51), have the follow-
ing properties:
1) rn(z) ≤ vn(z) ≤ g(z), z ∈ R,
2) rn(z) as a function of z ∈ R is concave and continuous,
3) rn(z) as a function of z ∈ R is non-decreasing,
4) z − rn(z) as a function of z ∈ R is non-decreasing,
5) g(z)− rn(z)→ 0, as z → ±∞.
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P r o o f. Properties 1) – 4) follow from the corresponding properties of
Lemma 5 by passing to the limit as N → ∞ (the continuity in property 2)
follows from the concavity).
To prove property 5) it is sufficient to show that z−rn(z)→ 0 as z → −∞
and rn(z)→ 0 as z → +∞.
To prove that rn(z) → 0, z → +∞, it suffices to show, by virtue of (53)
and the monotone convergence theorem, that vn(z)→ 0, z → +∞.
By property 3) the limit limz→+∞ vn(z; c) = λn(c) (in what follows, briefly,
λn) exists for all n = 1, 2, . . . . From (53) it follows that limz→∞ rn−1(z, c) =
λn(c), n = 1, 2, . . . . Passing to the limit, as z →∞, in (52) we get that
λn = min{0, c+ λn+1} (60)
for alln = 1, 2, . . . . From (60) it is obvious that if for some n ≥ 1 λn <
0, then λn = c + λn+1 < 0, therefore, λn+1 = c + λn+2 < 0, and so on
for all other n. This immediately leads to a contradiction because then
λn+1 = λn − c, λn+2 = λn+1 − c = λn − 2c, . . .λn+k = λn − kc, . . . , and
consequently rn+k−1(0; c) ≤ λn − kc for all k ≥ 1, which contradicts the fact
that rn+k−1(0; c) ≥ −
γ1
8c
− c for all k ≥ 1 (see Remark 3).
Hence, λn(c) = limz→∞ rn−1(z; c) = 0 for all n ≥ 1.
Let us consider now the case z → −∞. It is easy to see that
vNn−1(z; c)− z = min{min{0,−z}, c+ Eθ0(v
N
n (z − qn; c)− (z − qn))}
which entails, by passing to the limit as N →∞, that
vn−1(z; c)− z = min{min{0,−z}, c+ Eθ0(vn(z − qn; c)− (z − qn))} (61)
where, by virtue of property 4) of Lemma 3, the functions vn(z; c)−z are non-
increasing for all n = 1, 2, . . . . Being so, there exist limits limz→−∞ vn(z; c)−
z = λn(c) ≤ 0 (let, for brevity, λn = λn(c)). In the same way as above,
passing to the limit as z → −∞ in (61), we get
λn = min{0, c+ λn+1},
n = 1, 2, . . . . Supposing again that λn < 0, we obtain that λn+k = λn−kc→
−∞, as k → ∞. Therefore, for all z ≤ 0, rn+k−1(z; c) − z ≤ λn − kc
(by property 4) of Lemma 10). In particular, putting z = 0, we get that
rn+k−1(0; c) ≤ λn − kc for all k = 1, 2, . . . , which is a contradiction, again,
with the fact that all rn(0; c) are bounded from below by the same constant,
for all n = 0, 1, 2, . . . .
Consequently, λn = limz→−∞(rn−1(z; c)− z) = 0 for all n = 1, 2, . . . . 
P r o o f of Theorem 4. The necessity immediately follows fromTheorem
4.2 [16]. To prove the sufficiency it is sufficient to show that∫
tψn(ln − Vn)dµ
n → 0 (62)
20
as n→∞ (see (4.16) [16]).
It follows from (44) that Vn = vn(b − zn)f
n
θ0
. In addition, we know that
ln = g(b− zn)f
n
θ0
. Therefore, the integral in (62) coincides with∫
tψn(ln − Vn)dµ
n = Eθ0t
ψ
n(g(b− zn)− vn(b− zn))
≤ Eθ0t
ψ
n(g(b− zn)− rn(b− zn)) (63)
(the latter inequality is valid by property 1) of Lemma 10). By virtue of
properties 3) and 4) of the same Lemma we have for all z
0 ≤ g(z)− rn(z) ≤ −rn(0) ≤
γ1
8c
+ c
(we used Lemma 9 for the last estimation (see Remark 3)). Thus, from (63)
it follows that
0 ≤
∫
tψn(ln − Vn)dµ
n ≤ (
γ1
8c
+ c)Pθ0(τψ ≥ n)→ 0
as n→∞, because, by the condition of the theorem, ψ ∈ F , and so Eθ0τψ <
∞. 
The next theorem follows from Theorem 4 with the help of Theorems 3.1
and 3.2 from [16], and gives a solution of the source conditional problem (see
the Introduction) in the class of all sequential tests with stopping rules from
F .
Theorem 5 Suppose that Assumptions 1–3 are fulfilled, and let b > 0, c > 0
be any real numbers.
Let ψ be any stopping rule satisfying
I{g(b−zn)<c+rn(b−zn;c)} ≤ ψn ≤ I{g(b−zn)≤c+rn(b−zn;c)} (64)
µn-almost everywhere on T ψn ∩ {f
n
θ0
> 0} for all n = 1, 2, . . . , and let the
decision rule φ be such that
I{zn>b} ≤ φn ≤ I{zn≥b} (65)
µn-almost everywhere on Sψn ∩ {f
n
θ0
> 0} for all n = 1, 2, . . . , N .
Suppose that ψ ∈ F (i.e. Eθ0τψ <∞).
Then the test (ψ, φ) is locally most powerful in the class of all tests (ψ′, φ′)
with ψ′ ∈ F , in the sense that
β˙θ0(ψ, φ) ≥ β˙θ0(ψ
′, φ′) (66)
if
α(ψ′, φ′) ≤ α(ψ, φ) and Nθ0(ψ
′) ≤ Nθ0(ψ). (67)
The inequality in (66) is strict, if at least one of the inequalities in (67) is
strict. If there are equalities in (66) and (67), then ψ′ satisfies (64) µn-
almost everywhere on T ψ
′
n ∩ {f
n
θ0
> 0} for all n = 1, 2, . . . (with ψ′n instead
of ψn), and φ
′ satisfies (65) (with φ′n instead of φn) µ
n-almost everywhere on
Sψ
′
n ∩ {f
n
θ0
> 0} for all n = 1, 2, . . . .
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In the same way as in the previous section we can represent the inequal-
ities g(b − zn) < c + rn(b − zn; c) defining the form of the optimal test in
a simpler form. Indeed, from Lemma 10 it is not difficult to deduce that if
c + rn(z; c) ≤ 0, then in each region {z ≤ 0} and {z ≥ 0} there exists a
unique solution to the equality
c + rn(z; c) = g(z), (68)
An = An(c) ≤ 0 and Bn = Bn(c) ≥ 0 (see the proof of Lemma 6). Let
us denote in this case ∆n = ∆n(c) = (An(c), Bn(c)) and ∆¯n = ∆¯n(c) =
[An(c), Bn(c)]. In case c + rn(z; c) > 0 let ∆n(c) = ∆¯n(c) = ∅. Then it is
easy to see that (64) is equivalent to
I{b−zn∈∆n(c)} ≤ 1− ψn ≤ I{b−zn∈∆¯n(c)}. (69)
In this way we get the following corollary from Theorem 5.
Corollary 4 Under Assumptions 1–3 the assertion of Theorem 5 remains
valid after substituting all the references to (64) for the references to (69).
Remark 4 If in (64) (or (69)) and, respectively, in (65) b < 0, then under
the conditions of Theorem 5 (with “b < 0” instead of “b > 0”) it follows
from Theorem 5.3 [16] that the test (ψ, φ¯), where φ¯n = 1− φn, n = 1, 2, . . . ,
is locally most powerful for testing H0 : θ = θ0 against H1 : θ < θ0 in the
class of all the tests (ψ′, φ′) for which
Eθ0τ
′
ψ ≤ Eθ0τψ and α(ψ
′, φ′) ≤ α(ψ, φ¯).
If b = 0 in (64) (or (69)) and in (65), then (supposing that all other conditions
of Theorem 5 are fulfilled) the test (ψ, φ) is locally most powerful for testing
H0 : θ = θ0 against H1 : θ > θ0, and the test (ψ, φ¯) is locally most powerful
for testing H0 against H1 : θ < θ0, in the class of all tests (ψ
′, φ′) for which
Eθ0τ
′
ψ ≤ Eθ0τψ
(irrespective of their type-I error probability levels).
Some particular cases. In this section we consider problems of construc-
tion of locally most powerful tests in two particular cases of the general model
considered above: in the case of “periodic” process (see [7]), and in the case
of “finitely non-stationary” process of observations (see[11]). The case of
i.i.d. observations is a particular case of both of these models.
Let us consider first the “periodic” case, when there exists such natural T
that fθ,n+T = fθ,n for all n = 1, 2, . . . . In this case, obviously, Assumption 3
is implied by Assumption 1 and 2 (because Assumption 2 guarantees that all
Eθ0 |
f˙θ0,j
fθ0,j
|, j = 1, 2, . . . , T , are finite). It is not difficult to see that vn = vn+T
and rn = rn+T for all n = 1, 2, . . . , so the solutions of the equation (68)
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are also periodical: An(c) = An+T (c), Bn(c) = Bn+T (c), n = 1, 2, . . . . In
addition,
vn−1(z) = min{g(z), c+ Eθ0vn(z − qn)}
for all n = T, T − 1, . . . , 2, and
vT (z) = min{g(z), c+ Eθ0v1(z − q1)}.
It is easy to see that in this case the sufficient condition of optimality in
Theorem 5 (ψ ∈ F ) is also fulfilled, if, additionally to Assumptions 1 – 2,
we assume that
Pθ0(
T∑
j=1
qj = 0) < 1. (70)
Indeed, let n = kT and ξi =
∑T
j=1 q(i−1)T+j , i = 1, 2, . . . . Then for any ψ,
satisfying (69), it holds
Pθ0(τψ > n) ≤ Eθ0
n∏
j=1
I{
∑j
i=1 qi∈b−∆¯j(c)}
= Pθ0(
j∑
i=1
qi ∈ b− ∆¯j(c), j = 1, 2, . . . , n)
≤ Pθ0(
j∑
i=1
ξi ∈ b− ∆¯T (c), j = 1, 2, . . . , k). (71)
Since ξi, i = 1, 2, . . . are i.i.d. random variables such that Pθ0(ξi = 0) < 1,
the theorem of Stein [20] applies, due to which, in particular, the right-hand
side of (71) has an exponential rate of vanishing, as k →∞. Therefore,
Eθ0τψ =
∞∑
n=1
Pθ0(τψ ≥ n) <∞,
i.e. ψ ∈ F .
If (70) is not satisfied, i.e. Pθ0(
∑T
j=1 qj = 0) = 1, then, due to inde-
pendence of qj , j = 1, 2, . . . we have that Pθ0(qj = 0) = 1, for all j. By
construction, vNn (z) ≡ g(z), r
N
n (z) ≡ g(z) for all N ≥ 1 and for all n ≤ N , so
vn(z) ≡ g(z), rn(z) ≡ g(z) for all n = 1, 2, . . . , thus Pθ0(ψ1 = 1) = 1 for every
ψ satisfying (69). Therefore, if (70) is not satisfied, then Pθ0(τψ = 1) = 1,
and ψ ∈ F in a trivial way.
Thus, in the periodic case under Assumptions 1 – 2 every (ψ, φ) satisfying
(69) and (65) is locally most powerful in the sense of Theorem 5.
Let us consider now the “finitely non-stationary” case. Let us suppose
that there exists a natural k such that fθ,j = fθ,j+1, for all j ≥ k (k = 1
corresponds to the i.i.d. case). Then it is easy to see that vn(z; c) = v(z; c),
rn(z; c) = r(z; c) (do not depend on n) for all n ≥ k − 1, and, in addition,
v(z; c) = min{g(z), c+ Eθ0v(z − qk; c)}, r(z; c) = Eθ0v(z − qk; c), (72)
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so the equation (68) for determining An(c), Bn(c) takes the form:
c+ r(z; c) = g(z), (73)
if n ≥ k − 1. Therefore, An(c) = A(c) , Bn(c) = B(c) (do not depend on n),
if n ≥ k − 1. For the rest of n (if any) the recurrent formulas apply:
vn−1(z; c) = min{g(z), c+ Eθ0vn(z − qn; c)}, rn−1 = Eθ0vn(z − qn; c),
n = k − 1, . . . , 1.
Naturally, under Assumptions 1 – 2, and, additionally, the condition
Pθ0(qk = 0) < 1, (74)
the same argument os Stein yields the finiteness of Eθ0τψ for every ψ sattis-
fying (69). If the conition (74) is not fulfilled (that is, Pθ0(qk = 0) = 1), then
it follows from (72) that v(z; c) ≡ g(z) and r(z; c) ≡ g(z), so the equation
(73) can not have a solution. Thus, ∆n(c) = ∆¯n(c) = ∅ for all n ≥ k − 1,
which implies that the stopping rule ψ is truncated (Pθ0(τψ ≤ k−1) = 1), i.e.
ψ ∈ F . In this way, in the finitely non-stationary case under Assumptions 1
– 2 every (ψ, φ) satisfying (69) and (65) is locally most powerful in the sense
of Theorem 5.
From the considerations above it is clear that the case k = 2 is of a special
interest because in this case the boundaries of the continuation region are
constant (An(c) = A(c), Bn(c) = B(c), n = 1, 2, . . . ), so the optimal test
has exactly the same structure as in the case of i.i.d observations (see [2]).
Similar to [2], it can be shown in this case (supposing (74) and the finiteness
of the Fisher information Eθ0q
2
2) that for each pair A < B, the test (ψ, φ) for
which
I{zn∈(A,B)} ≤ 1− ψn ≤ I{zn∈[A,B]}, n = 1, 2, . . . , (75)
is locally most powerful. More precisely, it can be shown that there exist
constants b, c, A < b < B, c > 0 such that (75) is equivalent to
I{b−zn∈(A(c),B(c))} ≤ 1− ψn ≤ I{b−zn∈[A(c),B(c)]}, n = 1, 2, . . . , (76)
where A(c), B(c) are solutions of the equation (73).
If the constant b found in this way is positive, b > 0, then the test (ψ, φ)
with any φ satisfying (65), is locally most powerful for testing H0 : θ = θ0
against H1 : θ > θ0; if b < 0, then the test (ψ, φ) with any φ, satisfying
I{zn<b} ≤ φn ≤ I{zn≤b}, n = 1, 2, . . . ,
is locally most powerful for testing H0 vs. H1 : θ < θ0; at last, if b = 0, then
both of them are locally most powerful, each for the corresponding alternative
(see Remark 4).
As a concluding remark, let us note that if the distribution of q2 is sym-
metric (as, for example, in the case of normal distribution), then A(c) =
24
−B(c) (see Remark 5.3 in [16]), so in this case b = (A+B)/2.
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