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Abstract— Event-based vision sensors, such as the Dynamic
Vision Sensor (DVS), are ideally suited for real-time motion
analysis. The unique properties encompassed in the readings
of such sensors provide high temporal resolution, superior
sensitivity to light and low latency. These properties provide
the grounds to estimate motion efficiently and reliably in the
most sophisticated scenarios, but these advantages come at a
price - modern event-based vision sensors have extremely low
resolution, produce a lot of noise and require the development
of novel algorithms to handle the asynchronous event stream.
This paper presents a new, efficient approach to object
tracking with asynchronous cameras. We present a novel event
stream representation which enables us to utilize information
about the dynamic (temporal) component of the event stream.
The 3D geometry of the event stream is approximated with
a parametric model to motion-compensate for the camera
(without feature tracking or explicit optical flow computation),
and then moving objects that don’t conform to the model are
detected in an iterative process. We demonstrate our framework
on the task of independent motion detection and tracking, where
we use the temporal model inconsistencies to locate differently
moving objects in challenging situations of very fast motion.
SUPPLEMENTARY MATERIAL
The supplementary video materials and datasets will be
made available at http://prg.cs.umd.edu/BetterFlow.html
The C++ implementation of the Algorithms 1 and
2 can be found here: https://github.com/better-flow/better-
flow. We provide experimental Python bindings here:
https://github.com/better-flow/pydvs
I. INTRODUCTION AND PHILOSOPHY
The recent advancements in imaging sensor development
have outpaced the development of algorithms for processing
image data. Recently, the computer vision community has
started to derive inspiration from the neuromorphic commu-
nity whose ideas are based on biological systems to build
robust and fast algorithms which run on limited computing
power. These algorithms are more pervasive than ever before
due to the advent of smart phones and smart cameras for
a wide variety of uses from security, tracking, pursuit and
mapping.
The human fascination to understand ultra-efficient flying
beings like bees, birds and flies has led the pioneers of the
field [10] to conceptualize the usage of optical flow as the
ultimate representation for visual motion. The availability
of optical flow makes a large variety of the aforementioned
tasks simple applications of the analysis of the flow field.
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Fig. 1: Illustration of parametric model-fitting by alignment. The
input is a cloud of events within a small time interval δt. Visual-
ization of event counts (a), and average time stamps (b) mapped
to the image pixels after reprojection. Motion-compensated event
count (c) and time image (d) acquired after the minimization stage.
Colors encode the event time stamp value (with blue for oldest
and green for the most recent events). Note the hand that moves
independently from the camera is clearly visible on the time image,
which is the basis for the subsequent detection and tracking.
The computation of this superlative representation is often
expensive, hence the computer vision community has come
up with alternative formulations for high speed robust optical
flow computation under certain constraints.
At the same time, the robotics community follows the
approach of building 3D models for their wide spread
applicability in planning algorithms and obstacle avoidance.
One could accomplish any real-world task with a full 3D
reconstruction of the scene from a traditional camera or other
sensors. However, bio-organisms do not “see” the world
in-terms of frames – which is a redundant but convenient
representation used by most robotics and computer vision
literature. They “see” the world in-terms of asynchronous
changes in the scene [19], [24]. This gives unparalleled
advantage in-terms of temporal resolution, low latency, and
low bandwidth motion signals, potentially opening new av-
enues for exciting research and applications. The availability
of sensors which capture events has attracted the research
community at large and is gaining momentum at a rapid
pace.
Most challenging problems are encountered during scenar-
ios requiring the processing of very fast motion with real-
time control of a system. One such scenario is encountered
ar
X
iv
:1
80
3.
04
52
3v
3 
 [c
s.C
V]
  1
2 J
an
 20
20
in autonomous navigation. Although computer vision and
robotics communities have put forward a solid mathematical
framework and have developed many practical solutions,
these solutions are currently not sufficient to deal with scenes
with very high speed motion, high dynamic range, and
changing lighting conditions. These are the scenarios where
the event based frameworks excel.
Based on the philosophy of active and purposive percep-
tion, in this paper, we focus on the problem of multiple inde-
pendently moving object segmentation and tracking from a
moving event camera. However, a system to detect and track
moving objects requires robust estimates of its own motion
formally known as the ego-motion estimation. We use the
purposive formulation of the ego-motion estimation problem
– image stabilization. Because, we do not utilize images,
we formulate a new time-image representation on which
the stabilization is performed. Instead of locally computing
image motion at every event, we globally obtain an estimate
of the system’s ego-motion directly from the event stream,
and detect and track objects based on the inconsistencies in
the motion field. This global model achieves high fidelity
and performs well with low-contrast edges. The framework
presented in the paper is highly parallelizable and can be
easily ported to a GPU or an FPGA for even lower latency
operation.
The contributions of this paper are:
• A novel event-only feature-less motion compensation
pipeline.
• A new time-image representation based on event times-
tamps. This representation helps improve the robustness
of the motion compensation.
• A new publicly available event dataset (Extreme Event
Dataset or EED) with multiple moving objects in chal-
lenging conditions (low lighting conditions and extreme
light variation including flashing strobe lights).
• A thorough quantitative and qualitative evaluation of the
pipeline on the aforementioned dataset.
• An efficient C++ implementation of the pipeline which
will be released under an open-source license.
II. RELATED WORK
Over the years, several researchers have considered the
problem of event-based clustering and tracking. Litzenberger
et al. [16] implemented, on an embedded system a tracking
of clusters following circular event regions. Pikatkowska
et al. [18] used a Gaussian mixture model approach to
track the motion of people. Linares et al. [15] proposed
an FPGA solution for noise removal and object tracking,
with clusters initialized by predefined positions. Mishra et al.
[17] assigned events to “spike groups”, which are clusters of
events in space-time, Lagorce et al. [14] computed different
features and grouped them for object tracking, and Barranco
et al. [4] demonstrated a real-time mean-shift clustering
algorithm.
A number of works have developed event-based feature
trackers (e.g. [26]) and optical flow estimators ([2], [3]).
Based on either tracking events or features, a number of
visual odometry and SLAM (simultaneous localization and
mapping) approaches have been proposed. First, simplified
3D motion and scene models were considered. For example,
Censi et al. [6] used a known map of markers, Gallego et
al. [7] considered known sets of poses and depth maps, and
Kim et al. and Reinbacher et al. [12], [20] only considered
rotation. Other approaches fused events with IMU data [26].
The first event-based solution for unrestricted 3D motion was
presented by Kim et al. [13]. Finally, a SLAM approach that
combines events with images and IMU for high speed motion
was recently introduced by Vidal et al. in [23].
Most closely related to our work are two studies: the
work by Gallego et al. [9] proposes a global 3D motion
estimation approach for 3D rotation, and in [8] extensions
of the approach are discussed. Recently in [21] a linear
model for iterative segmentation was proposed. Vasco et al.
[22] study the problem of independent motion detection in a
manipulation task. The expected flow field in a static scene
for a given motion is learned, and then independently moving
objects are obtained by tracking corners and checking for in-
consistency with the expected motion. In effect, the processes
of 3D motion estimation and segmentation are separated.
Here, instead we consider the full problem for a system with
no knowledge about its motion or the scene. So far, no other
existing event-based approach can detect moving objects in
challenging situations.
III. METHOD
Our algorithm derives inspiration from 3D point cloud
processing techniques, such as Kinect Fusion [11], which use
warp fields to perform a global minimization on point clouds.
The algorithm performs global motion compensation of the
camera by fitting a 4-parameter motion model to the cloud
of events in a small time interval. These four parameters are
the the x-shift, y- shift, expansion, and 2D rotation denoted
as (hx, hy, hz, θ). We use two different error functions in
the minimization in different stages of the algorithm, which
are defined in equations 4 and 6. It can be shown that
the 4-parameter model is a good approximation for rigid
camera motion and fronto-parallel planar scene regions. The
algorithm then looks for the event clusters which do not
conform to the motion model and labels them as separately
moving regions, while at the same time fitting the motion
model to each of the detected regions.
Sec. IV-A describes the general notation used in this paper,
and Secs. IV-B and IV-C provide an intuition for the error
functions used for motion compensation. The details of the
algorithm are described in Sec. V (motion compensation)
and VI (object detection and tracking).
IV. PRELIMINARIES
A. Notation
Let the input events in a temporal segment [t0, t0 + δt] be
represented by a 3-tuple C{x, y, t} ∈ R3. Here {x, y} denote
the spatial coordinates in the image plane and t denotes the
Fig. 2: Motion compensation and independent object tracking pipeline. The event cloud motion is minimized with the error functions
defined on the time-image T and then, the motion is refined by maximizing the event density on the event-count image I. The subsets
of events with high probability of misalignment (shown in red bounding box) are removed and tracked and the remaining event cloud is
again motion-compensated.
event timestamps1. t0 can be arbitrarily chosen, as the DVS
data is continuous. However, the algorithm functions on a
small time segment δt.
Let us denote the 2D displacement that maps events (x, y)
at time t to their locations (x′, y′) at time t0 by a warp field
φ(x, y, t− t0) : (x, y, t) −→ (x′, y′, t). Our goal is to find the
motion compensating warp field φ : R3 → R3 such that the
motion compensated events, when projected onto the image
plane, have maximum density. Let us denote these motion
compensated events as:
C ′ = Π{φ(C)} = Π{φ(x, y, t− t0)} (1)
= {x′, y′, 0} ∀{x, y, t} ∈ C
Due to the geometric properties of the events, such a
warp field encodes the per-event optical flow. Here Π is
the temporal projection function projecting motion compen-
sated events along the time axis. Π is used to reduce the
dimensionality of the data from R3 → R2 and simplify the
minimization process. We represent the data available in C
with two discretized maps which encode the temporal and
intensity properties of the event stream.
B. Event Count Image
To calculate the event density D of C ′ = Π{φ(C)}, we
discretize the image plane into pixels of a chosen size. We
use symbols (i, j) ∈ N2 to denote the integer pixel (dis-
cretization bin) coordinates, while (x′, y′, t) ∈ R3 represent
real-valued warped event coordinates. Each projected event
from C ′ is mapped to a certain discrete pixel, and the total
number of events mapped to the pixel is recorded as a
value of that pixel. We will henceforth refer to this data
structure as event-count image I. Let
ξij = {{x′, y′, t} : {x′, y′, 0} ∈ C ′, i = x′, j = y′} (2)
1The data from the DVS sensor is four-dimensional, with the additional,
fourth component a binary value denoting the sign of intensity change.
However, because of noise at object boundaries, we do not utilize this value
here.
be the proposed event trajectory - a set of warped events
along the temporal axis which get projected onto the pixel
(i, j) after the φ operation has been applied. Then the event-
count image pixel Iij is defined as:
Iij = |ξij | (3)
Here, |A| is the cardinality of the set A. The event density
D is computed as:
D =
∑
i,j Iij
#I =
|C ′|
#I (4)
where, #I denotes the number of pixels with at least one
event mapped on it. Since |C ′| is a constant for a given time
slice, the problem can be reformulated as the minimization of
the total area S = #I on the event-count image. A similar
formulation was used in [9] to estimate the rotation of the
camera with the acutance as an error metric, instead of the
area.
C. Time-image T
Keen readers would observe that the event-count image
representation I suffers from a subtle drawback. When
the projection operation is performed, events produced by
different edges (edges corresponding to different parts of the
same real-world object or different real-world objects) can
get projected onto the same pixel. This is a very common
situation which occurs during fast motion in highly textured
scenes.
To alleviate this problem, we utilize the information from
the event timestamps t by proposing a novel representation
which we call the time-image T . Similar to I described
before, T is a discretized plane with each pixel containing
the average timestamp of the events mapped to it by the
warp field φ.
Tij = 1Iij
∑
t : t ∈ ξij (5)
Computing the mean of timestamps allows us to increase
fidelity of our results by making use of all available DVS
events. An alternative approach would be to consider only
the latest timestamps [25], where performance would suffer
in low light situations. This is because the signal to noise
ratio in DVS events depends on the average illumination, the
smaller the average illumination, the larger the noise. Note
that the value of a time-image pixel Tij (or better its deviation
from the mean value) correlates with the probability that
the motion was not compensated locally - this will be used
later for motion detection in Sec. VI-A. T follows the 3D
structure of the event cloud, and its gradient (G) provides
the global metrics of the motion-compensation error which
will be minimized by the algorithm:
Error =
∑
‖G[i, j]‖ =
∑
(G2x[i, j] +G
2
y[i, j]) (6)
Here (Gx[i, j], Gy[i, j]) denote the local spatial gradient
of T along the (x) or (y) axes. Equation 6 is a global error
which takes into account local motion inconsistencies of the
warped event cloud. Together with the rigid body motion
assumption, equation 6 can be decomposed into equations:
dx =
∑
Gx[i, j]
#I , dy =
∑
Gy[i, j]
#I (7)
dz =
∑
(Gx[i, j], Gy[i, j]) · (i, j)
#I (8)
dθ =
∑
(Gx[i, j], Gy[i, j])× (i, j)
#I (9)
Equations 7, 8 and 9 will be used to provide gradients for the
motion compensation algorithm in Sec. IV-D - each of them
correspond to the error for one of the model parameters:
(hx, hy, hz, hθ), which represent shift in the image plane,
expansion and 2D rotation.
D. Minimization Constraints
The local gradients of T and the event density D both
quantify the error in event cloud motion compensation. We
model the global warp field φG(x, y, t) with a 4 parameter
global motion model MG = {hx, hy, hz, θ} to describe the
distortion induced in the event cloud by the camera motion.
The resulting coordinate transformation amounts to:
[
x′
y′
]
=
[
x
y
]
− t ∗
[ [
hx
hy
]
+ (hz + 1) ∗
∣∣∣∣cos θ − sin θsin θ cos θ
∣∣∣∣ · [xy
]
−
[
x
y
] ]
(10)
Here the the original event coordinates {x, y, t} are
transformed into new coordinates {x′, y′, t}. Note that the
timestamp remains unchanged in the transformation and is
omitted in Eq. 10 for simplicity. Furthermore, we assume
linear event trajectories ξij (Eq. 2) within the time slice.
The parameters of the model denote the shift (hx, hy)
parallel to the image plane, a motion (h˙z) towards the image
plane, effectively a radial expansion of the event cloud,
and a rotation (θ) around the Z axis, effectively a circular
component of the event cloud.
Fig. 3: An example output of the motion compensating
algorithm - the time-image. The colors denote the average
timestamps (blue is t0, green is t0+δt). On this example the
separately moving object (drone) occupies the large area of
the frame but the camera motion compensation still succeeds.
V. CAMERA MOTION COMPENSATION
Our pipeline (see Fig. 2) consists of camera motion
compensation and subsequent motion inconsistency analysis
to detect independently moving objects. To compensate for
the global background motion, the four parameter model
MG presented in Sec. IV-D is used. The background motion
is estimated, and objects are detected. Then the background
model is refined using data from the background region only
(not the detected objects) (Fig. 3), and four-parameter models
are fit to the segmented objects for tracking.
As outlined in Secs. IV-B and IV-D, T and I are local
metrics of event cloud misalignment but based on different
sources of data - event timestamps and event rates. T
provides a poor error metric when the optimizer is close
to the minima due to the event averaging scheme employed.
In particular, the global error gradient functions (Eqs. 7 - 9)
have very small values and are unreliable.
Note that, T provides reliable gradients of the parameters
of modelMG even in the presence of noise and fast motion,
when events from different edges overlap during projection
(see Fig. 6).
For the aforementioned reasons, the global motion min-
imization is performed in two stages: coarse motion mini-
mization on T and fine motion refinement on the I.
Algorithm 1 Global motion compensation in event space
using T .
Data: MGi−1, C, d, ξ
Result: MGi , C ′, T
C ′ ← warpEventCloud(C,MGi−1)
T ← getTimestampImage(C ′, d)
MGi ← updateModel(MGi−1, T )
while ||MGi−1 −MGi ||2> ξ do
C ′ ← warpEventCloud(C,MGi )
T ← getTimestampImage(C ′, d)
MGi−1 ←MGi
MGi ← updateModel(MGi , T )
end
A. Coarse Global Motion Minimization on T
An algorithm for coarse motion compensation of the event
cloud is presented in Algorithm 1.
The input is the previous model MGi−1, original event
cloud C, the discretization grid size d and accuracy pa-
rameter ξ. The warpEventCloud function applies the warp
field ψ as per equation (10). The time-image T is then
generated on the warped event cloud C ′ according to (5).
Finally, updateModel computes gradient images Gx and Gy
(a simple Sobel operator is applied) and the gradients for
the motion model parameters MGi are computed with (7 -
9). The parameters of MGi are then updated in a gradient
descent fashion. In this paper, the discretization parameter d
has been chosen as 0.3 of the DVS pixel size.
B. Fine Global Motion Refinement on I
An additional fine motion refinement is done by maxi-
mizing the density D (4) of the event-count image I. The
density D function does not explicitly provide the gradient
values for a given model, so variations of model parameters
are used to acquire the derivatives and perform minimization.
The corresponding algorithm is given in Algorithm 2.
Algorithm 2 Global motion compensation in event space
with event count image
Data: MGi−1, C, d, ξ
Result: MGi , C ′, I
MGi ←MGi−1
C ′ ← warpEventCloud(C,MGi−1)
I ← getEventCountImage(C ′, d)
D ← getEventDensity(I)
D′ ← 0
while ||D − D′||> ξ do
D ← D′
for Parameter p in Model MGi do
D′ ← getEventDensityCloud(C, d,MGi + p)
if D′ > D then
MGi ←MGi + p
C ′ ← warpEventCloud(C,MGi )
I ← getEventCountImage(C ′, d)
end
end
end
VI. MULTIPLE OBJECT DETECTION AND TRACKING
In this section, we describe the approach of the detection
of independently moving objects by observing the inconsis-
tencies of T . The detected objects are then tracked using a
traditional Kalman Filter.
A. Detection
We use a simple detection scheme: We detect pixels as
independently moving using a thresholding operation and
then group pixels into objects using morphological oper-
ations. Each pixel {i, j} ∈ T is associated with a score
ρ(xi, yj) ∈ [−1, 1] defined in Eq. 11, which quantitatively
Fig. 4: A frame from the ’Two Objects’ dataset. The left
image shows the misalignment of the two objects after the
global motion compensation (green color corresponds to the
most recent events). The right image is the corresponding
grayscale image - the objects (highlighted by bounding
boxes) are poorly visible due to severe motion blur.
denotes the misalignment of independently moving objects
with respect to the background. ρ is used as a measure for
classifying a pixel as either background B or independently
moving objects Ok.
ρ(i, j) =
T (i, j)−< Ti,j >
4t (11)
with <> denoting the mean. Now, let us define B and Ok.
B = {(i, j)|ρ(i, j) ≤ 0} O = {(i, j)|ρ(i, j) > λ} (12)
here O = O1
⋃
...On (n is the number of independently
moving objects) and λ is a predefined minimum confidence
values for objects to be classified as independently moving.
To detect independently moving objects, we then group
foreground pixels using simple morphological operations.
B. Tracking
The detection algorithm presented in Subsec. VI-A runs
in real-time (processing time < δt) and is quite robust. To
account for missing and wrong detections, especially in the
presence of occlusion, we employ a simple Kalman Filter
with a constant acceleration model. For the sake of brevity,
we only define the state (Xk) and measurement vectors (Zk)
for the kth object.
Xk = [xˆk, yˆk, hx, hy, hz, θ, uˆk, vˆk]T (13)
Zk = [xˆk, yˆk, hx, hy, hz, θ]T (14)
where {xˆk, yˆk} represent the mean coordinates of Ok,
hx, hy, hz, θ represent the model parameters of the object,
which is obtained by motion-compensating Ok as described
in V and uˆk, vˆk represents the average velocity of the kth
object.
VII. DATASETS AND EVALUATION
The Extreme Event Dataset (EED) used in this paper was
collected using the DAVIS [5] sensor under two scenarios.
First, it was mounted on a quadrotor (Fig. 7), and second in
a hand-held setup to accommodate for a variety of non-rigid
camera motions. The recordings feature objects of multiple
sizes moving at different speeds in a variety of lighting con-
ditions. We emphasize the ability of our pipeline to perform
detection at very high rates, and include several sequences
where the tracked object changes its speed abruptly.
Fig. 5: An example from the strobe dataset. A single object moves
in a dark room with a bright strobe light which produces a lot of
noise on the sensor output. Since the motion model is global, the
minimization and detection are tolerant to such noise. The detection
output is shown with a superimposed bounding box.
Fig. 6: An experiment with high texture and fast motion. The
event cloud is a set of tilted planes which overlap during vertical
projection. The time-image is a robust enough metric to compute the
correct minimization gradient for the motion compensation. Images
from left to right: 3D representation of event cloud, unminimized
time-image, minimized time-image.
We have collected over 30 recordings in total but the
centerpiece of our dataset is the ’Strobe Light’ sequence. In
this sequence, a periodically flashing bright light in a dark
room creates significant noise. At the same time an object,
another quadrotor is moving in the room. This is a challenge
for traditional visual systems, but our bio-inspired algorithm
shows excellent performance by leveraging the high temporal
event density of the DAVIS sensor.
Fig. 7: Drone used in the dataset collection. 1 - mounted
DAVIS240B camera, 2 - Customized Qualcomm Flight platform
with onboard computer
A. Dataset collection
The dataset was collected using the DAVIS240B bio-
inspired sensor equipped with a 3.3mm. lens with a horizon-
tal and vertical field of view of 80◦. Most of the sequences
were created in a hand-held setting. For the quadropter
sequences, we modified a Qualcomm FlightTM [1] platform
to connect the DAVIS240B sensor to the onboard computer
and collect data in a realistic scenario.
The setup of the quadrotor+sensor platform can be seen
in Fig. 7. The overall weight of the fully loaded platform is
≈ 500g. and it is equipped with the Snapdragon APQ8074
ARM CPU, featuring 4 cores with up to 2.3GHz frequencies.
B. Computation Times
On a single thread of Intel CoreTM i7 3.2GHz processor,
Algorithms 1 and 2 take 10ms and 7ms on average for
a single iteration step. However, both algorithms are based
on a warp-and-project Π{φ(C)} operation which is highly
parallelizable and thus well fit for implementation on a
Graphical Processing Unit (GPU) or a Field-Programmable
Gate Array (FPGA) to acquire very low latency and high
processing speeds.
While a low level hardware implementation is beyond the
scope of this paper, we tested a prototype of the algorithm on
an NVIDIA Titan X PascalTM GPU with CUDA acceleration.
A single iteration for Algorithms 1 and 2 takes 0.01ms
and 0.003ms on average, respectively, which is a 1000X
and 2333X speed-up. We have empirically found that the
minimization converges on average in less than 30 iterations
which ensures a faster-than-real-time computation speed with
a high margin.
The recordings are organized into several sequences ac-
cording to the nature of scenarios present in the scenes. All
recording feature a variety of camera motions, with both
rotational and translational motion (See fig. 9):
• ”Fast Moving Drone” - A sequence featuring a single
small remotely controlled quadrotor. Quadrotor has a
rich texture and moves across various backgrounds
in daylight lighting conditions following a variety of
trajectories.
• ”Multiple objects ” - This sequence consists of multiple
recordings with 1 to 3 moving objects under normal
lighting conditions. The objects are simple, some of
them have little to no texture. The objects move at a
variety of speeds, either along linear trajectories or they
bump from a surface.
• ”Lighting variation” - A strobe light flashing at fre-
quencies of 1-2 Hz was placed in a dark room to
produce a lot of noise in the event sensor. This is an
extremely challenging sequence, otherwise similar to
the ”Fast Moving Drone”.
• ”What is a Background?” - In most tracking algorithm
evaluations, object moves in front of the background.
The following toy sequence was included, to show
that it is possible to track an object even when the
background occupies the space in between the camera
and the object: A simple object was placed behind the
net and the motion could only be seen through the net.
Recordings contain a variety of distances between the
net and the camera and the object is thrown at different
speeds.
• ”Occluded Sequence” - The sole purpose of this se-
quence is to test the reliability of tracking in scenarios
when detection is not possible for a small period of time.
Several recordings feature object motion in occluded
scenes.
C. Metrics and Evaluation
Fig. 8: Common failure cases. Top row: RGB frames, bottom
row: time-images. Left: A setting featuring an object which does
not move with respect to the background - a failure case for the
detection stage, even though the edges are visible. Right: High noise
scenario with the tracked object not visible in the gray-scale image.
We define our evaluation metrics in form of success rate:
We have acquired the ground truth by hand labeling the
RGB frames of the recordings. We then computed a separate
success rate for every time slice corresponding to an RGB
frame from the DAVIS sensor as the percentage of the
detected objects with at least 50% overlap with the object
visible in the RGB frame. The mean of those scores for all
sequences is reported in Table I.
Although we did not discover sequences where the
motion-compensation pipeline performs poorly, the particular
difficulty for the tracking algorithm were the strobe light
scenes where noise from the strobe light completely covered
the tracked object and prevented detection - the noise on
such scenes was even further amplified by the low lighting
conditions.
Interestingly, a high performance was achieved on the
”What is a Background?” sequence. The object was partially
occluded by the net (located between the camera and the
object), but in favor for the algorithm, the high texture of
the net allowed for a robust camera motion compensation.
other challenging time sequences were the ones which
featured objects whose paths crossed in the image. The
Kalman filter often was able to distinguish between the
tracked objects based on the difference in states (effectively,
the difference in the previous motion)
To conclude this section, we feel the need to discuss some
common failure cases. Figure 8 demonstrates a frame from
the ”Fast Moving Drone” sequence - the motion of the drone
with respect to the background is close to zero. The motion-
compensation stage successfully compensates the camera
motion but fails to recognize a separately moving object at
that specific moment of time.
Another cause for failure is the presence of severe noise,
as demonstrated by the ”Lighting variation” sequence. The
motion compensation pipeline is robust only if a sufficient
amount of background is visible. Figure 8 (right image)
demonstrates that in some conditions too much noise is
projected on the time image which renders both motion
compensation and detection stages unreliable.
VIII. CONCLUSIONS
We argue that event-based sensing can fill a void in
the area of robotic visual navigation. Classical frame-based
Computer and Robot vision has great challenges in scenes
with fast motion, low-lighting, or changing lighting con-
ditions. We believe that event-based sensing coupled with
active purposive algorithmic approaches can provide the
necessary solutions. Along this thinking, in this paper we
have presented the first event-based only method for motion
segmentation under unconstrained conditions (full 3D un-
known motion and unknown scene). The essence of the algo-
rithm lies in a method for efficiently and robustly estimating
the effects of 3D camera motion from the event stream.
Experiments in challenging conditions of fast motion with
multiple moving objects and lighting variations demonstrate
the usefulness of the method.
Future work will extend the method to include more
elaborate clustering and segmentation. The goal is to imple-
ment the 3D motion estimation and clustering in a complete
iterative approach to accurately estimate 3D motion while
detecting all moving objects, even those that move similar
to the camera.
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