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The first part of this paper gives a general approach to the least 
squares estimation of the weighting function matrix of a linear 
multivariable system by using normal operating records. It will be 
shown that a great reduction in the dimensionality of the problem 
can be achieved by first obtaining a solution in the adjoint space. 
The estimated weighting function matrix can then be determined 
simply by operating on it with an adj oint operator. When the identifi- 
cation procedure isused on-line with the system operation, two recur- 
sive schemes are devised to up-date the estimation to incorporate 
adding new data and deleting old data. Finally, the identification of 
a nonlinear system which can be represented by a power series expan- 
sion for a continuous functional established by Frechet will be dis- 
cussed. A steepest descent method in the Hilbert space and its modi- 
fied version are introduced as a practical means for solving this 
estimation problem. 
INTRODUCTION 
In  the control problems, it is sometimes required to determine the 
dynamic characteristic of a linear, t imednvariant system from its input- 
output  record over a finite time interval under normal operating con- 
ditions. There are two major mathematical  models used for characteriz- 
ing a dynamic system. First, a linear system can be described by a linear 
vector differential equation. However, it is known that  a lower-order 
differential equation can never be a satisfactory representation of a 
higher-order system. Thus a more precise knowledge about the system is 
required in this approach. On the other hand, a linear system can also 
be characterized by  a weighting function matrix. Here no assumption 
has to be made about the specific structure of the system. Hence, the 
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weighting function approach is more appropriate, in general, when very 
little information is known about the system. 
The estimation of system weighting function by using a cross-correla- 
tion method has been known for some time. It was Lee (1950) who 
first pointed out that when the input of a system is white noise, the cross- 
correlation function between the input and output is the system weight- 
ing function. Levin (1960) investigated the identification of the weight- 
ing function of a discrete system in the presence of noise more precisely 
in terms of statistical estimation theory. This same approach is also 
used by Xerr and Surber (1961). Cooper and Lindenlaub (1961) made a 
detailed comparison of the different existing identification procedures 
for the system weighting functions and investigated their optimum 
identification periods. Kwakernaak (1962) gave a thorough analysis of 
the various errors in the estimation of the system weighting function. 
It should be noted that all these problems investigated concern the 
single variable systems only. 
It is known that the problem of least squares estimation of system 
weighting functions can be reduced to one of finding the solution of a 
Wiener-Hopf type of equation. For a discrete system, the equation to be 
solved is a matrix equation, and thus its solution can be founded. For a 
continuous ystem, no analytical solution to the Wiener-ttopf equation 
can be obtained in general. In this paper, the least squares estimation of 
the system weighting function matrix of a linear multivariable system 
will first be solved by using the theory of eigenfunctions. It will be 
shown that the estimation problem can be reformulated in the adjoint 
space, which will be defined specifically in the next section. A great re- 
duction in the dimensionality of the problem will result. Once the solu- 
tion in the adjoint space is obtained, the optimal estimation of the 
system weighting function matrix can be easily determined through 
simple integration. A steepest descent method or modified steepest 
descent method will be introduced as a constructive means for solving 
the problem. These ideas for treating a class of problems are conceived in 
the recent works of Balakrishnan (1963a, b). In this paper the term 
"Adjoint Space Approach" will be formally used and its implication to the 
solution of the estimation problem will be greatly elaborated. 
When the system identification scheme is used on-line with the system 
operation, it is quite desirable that the old estimate of the system weight- 
ing function matrix be up-dated as more input-output data become 
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available. Thus a recursive formula for reestimating the system weight- 
ing function matrix in terms of the old estimate and new data will be 
derived. It will be seen that, through this recursive scheme, computation 
time and storage space for the computer can be greatly reduced. A similar 
reeursive scheme for deleting old data will also be given. 
The identification of a time-invariant nonlinear system which can be 
characterized by an N ~h order polynomial (sum of multiple integrals) 
will also be considered. It will be shown that the adjoint space approach 
also greatly simplifies the solution to this problem. The steepest descent 
method is equally applicable for finding the solution. 
FORMULATION OF THE LINEAR PROBLEM 
The basic identification problem to be considered is shown in Fig. 1. 
The input x (t) to the system is assumed to be known exactly. This 
situation can occur, for example, when x (t) is what the designer has 
synthesized from the actuation phase of a slowly parameter-varying 
adaptive control system; thus it is completely known. The observable 
output z (t) is the true output y(t) corrupted by additive noise n(t). 
This noise will include the effects of random disturbances entering the 
system and of measurement errors in observing the output. Thus, for a 
x (t) 
n(t) 
I I  
TIME-INVARIANT SYSTEM ]Y(t)~L 
? 9 ~ Zlt} 
t IDENTIFICATION  
COMPUTER 
FIG. 1. Identification of system weighting functions 
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linear system, 
and 
where 
y(t) = fo W(r )x ( t - -  ~-) dr (1) 
z(t) = y(t) + n(t) 
y(t) = m-dimensional output vector in the absence of noise 
x (t) = n-dimensional input vector 
W (t) = m X n system weighting function matrix 
n (t) = m-dimensional noise vector 
z (t) = m-dimensional observed output vector. 
The question to be answered now is to find a best estimate of W (t), 
under a certain criterion, based on the input and output data x (t) and z (t) 
observed over a finite interval. 
In solving a practical problem, it is quite often that the statistical 
properties of the noise are not quite known. In this situation, least- 
squares estimate seems to be the most appropriate criterion. Thus, an 
attempt is made to find W (t) such that the following quantity is mini- 
mized. 
~T 
I (W)  = Jo [y(t) -- z(t)] '  [y(t) - z(t)] dt (2) 
where the prime denotes the transpose of a matrix. It  should be noted 
that, in Eq. (2), the starting time for the output record has been arbi- 
trarily normalized to zero. 
An assumption shall now be made that the system considered has a 
finite settling time T~. In other words, W(r)  = 0 for r > T~. For a 
stable system, this condition can always be met approximately. Thus 
Eq. (1) can be written as 
y(t) = f0 z" W(r)x(t  -- r) dr. 
It  is observed that the minimization of I (W) can be performed inde- 
pendently for each component. Let ~ be a vector which is the transpose 
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of the i th row of the system matrix W. Then 
~0 'T* £ y~(t) = o~ (r)x(t  - r) dr. (3) 
It  is now only necessary to minimize 
T 
I (o , )  = f0 lye(t) -- z~(t)] 2dr, i = 1, 2, . . .  m. (2A) 
In order to simplify the subsequent mathematical manipulations, 
some Concepts and notations for the function space will be adopted to 
reformulate the problem. In the sequel, "H"  will be used to denote a 
Hilbert space. In general, it is a function space whose elements are 
vectors, i.e., a vector function space. Thus, when it is necessary, a super- 
script will be used to denote the dimension of the function space and a 
subscript will be used to identify the particular inner product defined for 
that space. 
In this paper, the main interest is centered on the square integrable 
vector function space in an interval (a, b), or the 22 space. The inner 
product of this space is defined as 
Ix, y] ~ fb = x'(t)y(t)  dt. a 
The norm of this space is then 
]] x ]] = x'(t)x(t)  dt = [x, X] 112. 
a 
With these terminologies, Eq. (2A) can be rewritten as 
I (o )  = 11 y - z I11 
where the uimecessary subscript " i "  has been omitted and [l [Ix is 
used to signify the fact that the integration interval for the norm now is 
of (0, T). I t  is the H11 space. From Eq. (3), it is obvious that a linear 
bounded operator, L, can be defined as 
A ~Ts 
Lo = J0 x ' ( t - - z )o ( r )dr  = y(t) ,  O<- t<-  T. (4) 
This operator will map/ /2  ~ space of ~ in the interval (0, Ts) into Hx 1 
space of y in the interval (0, T). 
In the sequel, the domain of the linear operator L will be called the 
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solution space; and its range, the adjoint space. Thus in this linear sys- 
tem identification problem, the solution space is the H2 ~ space and the 
adjoint space is the H11 space. It  is clear then that the dimensionality 
of adjoint space is smaller than that of solutionspace when n > 1. 
THE STEEPEST DESCENT METHOD IN HILBERT SPACE 
A linear bounded operator R mapping H into H is said to be symmetric 
or self-adjoint if for every pair of elements x and y in H, 
[Rx, y] = Ix, Ry]. 
It is called a nonnegative definite operator if 
[Rx, x] > 0. 
Furthermore, it will be called a positive definite operator if 
[Rx, x] > 0 
and [Rx, x] = 0 if and only if x = 0 (except for a set of measure zero). 
In general, the steepest descent method in Hilbert space is used to 
solve the minimization problem of a quadratic functional through a suc- 
cessive approximation scheme. Thus the equation to be considered 
has the general form 
Q (x) = [Rx, x] - 2[h, x] 
where R is a positive definite or nonnegative definite operator. 
This method was first introduced by Kantarovich (1948), who gen- 
eralized the notion of steepest descent method in finite dimensional 
Euclidean space to the infinite dimensional function space. Recently, a 
few examples of applying this method to solve some specific engineering 
problem have appeared in the literature (Balakrishnan, 1963; Hsieh, 
1963; Leonov, 1959; Parzen, 1960). The essential idea of this method 
is contained in the following: In seeking the minimum of a quadratic 
functional Q (x), an arbitrary initial guess xo is assumed. The gradient 
at this point is then obtained by finding an element v such that 
(d/de)[Q (Xo + ev)] is maximized at e = 0. Let Vo be such an element. 
Since Q (x0 + ev0) is a second degree polynomial of e, it will attMn a 
minimum for some eo. Then the element Xl = x0 + EoV0 will be adopted 
as the next approximation and the whole procedure can be repeated 
as many times as accuracy requires. Thus 
Q (x0 + ev) = Q (Xo) + 2e[Rx0 - h, v] + e2[Rv, v] !5) 
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and 
d Q(x0 + Ev) I~=0 = 2[Rx0 - h, v]. (6) 
de 
According to Sehwarz's inequality, Eq. (6) will be maximized if
v0 = Rxo - h. 
With this choice of v0, Eq. (5) will attain its minimum if 
II vo II 
~0 = [Rv0, v0]" 
By repeating the above procedure, it can be found that at the n *h step, 
the approximation x~ is given by 
x~ = x~_~ + ~_~v~_~ (7) 
where 
v~_l = Rxn_l -- h (gradient) 
e~_l = [Rv~-i, v~-l] " 
The value for Q is given by 
Q(x~) = Q(x~_l) /[ v~_~ ]l ~ 
[Rv . -~,  v~-l] " 
I t  is seen that Q decreased steadily at each step. Kantarovich (1948) 
gave a convergence proof and an estimate of the convergent rate of this 
successive approximation method. He shows that for a positive definite 
operator with the property 
mix, x] =< [Rx, x] =< Mix, x] (8) 
where 0 < m < M < + ~,  the successive approximation sequence {x~} 
as given by Eq. (7) will converge strongly to the optimal solution with 
the speed of a geometlical progression. However, it will be seen later 
that the operator considered in this paper will have m = 0 and thus the 
above assertion does not hold. Another convergence proof was given by 
Balakrishnan (1963a) who considered more specifically the problem in- 
volved in an operator with m = 0 in Eq. (8). Here the convergence of
the iteration process will be in a weaker sense. To be more specific, this 
method is a stepwise gradient method. 
LEAST SQUARES ESTIMATION OF WEIGHTING FUNCTION MATRICES 91 
It can easily be shown that when the optimal solution i is in H, it 
must satisfy the equation (Balakrishnan, 1963a; Hsieh, 1963b) 
R i  = h. (9) 
This is a Wiener-Hopf type of equation. In this case, it is obtained from 
the steepest descent method that 
x~-~i  and Q(x~)--~MinQ(x).  
In other words, the approximation sequence converges trongly. If 
now there is no x in H which will satisfy Eq. (9), then the approxima- 
tion sequence constructed will converge in a weaker sense. Thus 
I] Rx~ -- h ]] --~ 0 and Q (x~) --~ Inf Q (x). 
It should be noted that, in the minimization problem, the main goal 
is to construct a sequence of solutions which will make the functional 
criterion decrease monotonically to its infimum. It does not matter if the 
solution satisfies the Wiener-Hopf equation. The weak convergence of
the solutions is good enough as far as the minimization of Q is concerned. 
Finally, it is noted that the basic computational lgorithm can be 
slightly modified so as to execute several iteration steps at one time. 
This approach was originally suggested by Kantarovich (1948). How- 
ever, Birman (1950) shows specifically that the rate of convergence of
this modified scheme possibly can be improved for the operator defined 
by Eq. (8). 
THE LEAST SQUARES ESTIMATION OF LINEAR SYSTEM 
WEIGHTING FUNCTION MATRIX 
It has been shown that the problem of identification of system 
weighting functions formulated in this paper is reduced to the minimiza- 
tion of the functional 
I (o) = II n¢o - z Ill ~. (10) 
Let L* now be the adjoint operator of L (Friedman, 1956). For L given 
by Eq. (4), this operator is defined by 
L*u =A f0 ~x( t_ r )u ( t )d t ,  0 <- r <- T~. 
Thus it will map H11 space into H2 ~ space. The domain of this operator 
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is the adjoint space and its range is the solution space. Now let  Eq. 
(10) be expanded. 
I (6~) = [L~, Lto]l -- 2[L~, z]l + [z, z]l 
= [L*Lt~, ~]2 -- 2[L*z, ~]2 9- ]I z I[12 
Here the subscript "2" is used to denote those quantities defined in the 
H2 n space. Since the last term in the above equation does not depend on 
(o, it is only necessary to minimize the quantity 
Q(~) = [L*L~; ~]~ 2[L'z, ~]2. (11) 
Explicitly, the operator L*L is defined as 
L*L~ 
where 
aT 
K(T1, r2) = J0 x ( t ,  rl)x'(t -- T2) dt 0 < r~, r2 < T, .  
It is evident that K(z~, T2) is a symmetric kernel, i.e., K ( r l ,  72) = 
K t (r2, ~1), and is bounded for finite T and with bounded x (t). The 
operator L*L is, in general, nonnegative definite. To see this, it is noted 
that 
[L*Lu, u]2 = II Lu II12. 
Hence ff u ~ 0 and Lu = 0 over the interval (0, T), then. [L*Lu, u]2 = 0 
and L*Lu = O. However, this situation can hardly happen because Lu 
is the response of a physical system. If it is zero over some interval, then 
it must be true that u = 0. Hence, in practice, L*L is a positive definite 
operator. It  is compact since 
where the Euclidean norm of a matrix A is defined as I] ,A I1~ = 
From the operator theory (Riesz and Nagy, 1955), it is known that 
a compact-operator possesses discrete spectrum only. To be general, it 
is assumed that L*L is nonnegative definite. Let {X~} be the sequence 
of its nonzero eigenvaiues, arranging in the monotonically nob_increasing 
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order and let {(~} be their corresponding orthouormal eigenfunctions. 
Then 
L*Lu = ~ M[u, (~]Oi. 
Here 
L*L~)I = X~)i (12) 
Let the subspace spanned by {~i} be & and its orth0gonal complement 
be S0 (or the null space). Then the Hilbert space H2 ~ is the direct sum 
of So and & : 
H2 n = So (~ Si 
Let ~0 be an eigenfunction for zero eigenvalue and thus is in So. Then 
L * L(~o = 0 
Hence 
and 
[L*L(~0, ~)o]2 = ][ L(~0 [l~ 2 := 0 
L~o = 0 
It  is evident hen that L*z can be expanded as 
L*z = ~ [L'z, (~]2~)~ 
i=1  
-~ ~ [Z, L~i]ld2i 
i=1 
Hence L* always maps H11 into the subspace ' & .  
If it is true now that 
k [z, L~)i]l 2 < :c, 
i=i X~2 
(13) 
then the optimal solution for ~ is in H2 ~ and can be expressed by 
= ~ [z, L(~]i ~), (14) 
i=I hl 
I t  satisfies the Wiener-Hopf equation 
L*L& = L*z (15) 
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If now the condition expressed by Eq. (13) is not met, then there is no 
element in H2 ~ which will satisfy Eq. (15). However, by setting 
~ _- ~ [z, L~)~]_ 1(~ (16) 
i=l hi 
it follows that 
]] L*Lo~ -- L*z I]2 2 = ]] ~ [z, L~i]I(~/H2 2 = ~ [z, L4~]12. (17) 
i=n+l  /=n+l  
Hence 
LLo~--L*zH2-->O as n --~ :o. I] * 
It can be shown then that it is enough to imply (Balakrishnan, 1963a)~ 
Q(~) -~ Inf Q(~) 
(see also Appendix I). 
It should be noted that when So is not empty, the solution for o is 
not unique. To see this, it is only necessary to write 
i=1 hl 
or  
where b is any element in So. Then Eq. (15) or Eq. (17) can still be 
satisfied. However, if b = 0 is chosen, the solution has minimum norm. 
It should be noted that the obtaining of minimum norm solution for the 
least square minimization problem can also be interpreted as the con- 
struction of generalized inverse in tIilbert space for the self-adjoint 
operator L*L. The properties of generalized inverse in finite dimensional 
Euclidean space have been investigated in the literature (Penrose, 1956). 
It should be noted that even if the operator L*L is positive definite, 
the inverse of this operator in the 22 space may not exist. It depends 
very much upon the nature of the function L*z. The main reason is 
that, for L*L being compact, X~ --~ 0 as n --~ oo (Riesz and Nagy, 1955; 
Hsieh, 1963b). Thus the condition expressed by Eq. (13) for the existence 
of inverse may still fail. 
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The analysis given above is based on the compactness of the operator 
L*L. If the set of nonzero eigenvalues and their corresponding eigen- 
functions associated with this operator has been found, then they can 
be combined together according to Eq. (16) to give ~.  The more terms 
one has, the better will be its convergence in the weak or strong sense. 
However, it should be noted that the determination f eigenfunctions 
for an arbitrary kernel K (71, ~2) is itself a big problem. To give a fairly 
good answer, the number of eigenfunctions to be determined must be 
fairly large. Hence this approach isnot constructive from the engineering 
point of view. 
Since the determination of the system weighting function has been 
reduced to the minimization of Q (~o) in Eq. (11), it is obvious that the 
steepest descent method as described in the last section can be applied 
directly. However, one should be cautious in choosing the initial ap- 
proximation when the operator L*L is nonnegative d finite. It has been 
shown from the eigenfunction a alysis that the minimum norm solution 
for ¢o can only be in the subspace S~. Thus the initial guess ¢o0 must be 
in S~ too. To ensure this, one certain way is to choose ¢o0 as 
¢Oo = L*g  (18) 
where g is any arbitrary function in//1 ~. The computational equations 
for this specific problem becomes 
with 
and 
{0n ~ (On--1 "-~ ~n-IVn-I 
v,~_l = L*Lco,~_l - -  L*z 
(19) 
If  _1112 2 
e~-I = - [L*Lv~-I -- v~-112" 
Note that v~ is always in the subspace $1 • Hence if ¢o0 is chosen accord- 
ing to Eq. (18), all the subsequent ~o~ will be in $1. In the iteration 
equation given by Eq. (19), the major computational routine is the 
integration. This can easily be carried out by using a digital computer. 
It should be noted that, when one knows nothing about he form of the 
solution, a reasonable way for choosing the initial approximation ¢o0 is 
to let it be zero. There are two advantages for such a choice. First, it is 
certain that Q(¢o0) is zero and is not positive. Secondly, in ease the 
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operator R is nonnegative definite, a minimum norm solution will be 
obtained. 
SOLUTION OF THE ESTIMATION PROBLEM IN THE ADJOINT SPACE 
In this estimation problem, the solution space is H2 ~ and the adjoint 
space is H1 ~. If n > 1, it Would be advantageous to solve the problem in 
the adjoint space. First, let both sides of Eq. (12) be operated by L. Then 
LL*L~ = X&Oi .  
Thus 
Oi = (X~)-I/2L+I 
will be a set of orthonormal eigenfunctions for LL*  in H1 ~ space, 
From Eqs. (14) and (16), it is clear that the optimal solution for o 
is in the subspace $1 and thus is always in the range of L*. This assertion 
is true for all the least squares problems and can be proved in a very 
general way. Thus it is possible to write 
(o~ = L*un (20) 
where 
[z, 0i]1 
e~. (21) 
The convergence of this series requires the condition that 
i iz, o l+ _ iz, +l  
i=1 Xi  2 4=1 Xi ~ < ~. (22) 
Hence the condition given by Eq. (13) does not necessarily imply that 
given by Eq. (22). However, when ¢o~ converges to &, then 
- L u~l l -~0 as n ->~.  
Therefore, working in ~ the adjoint space, it is more likely to get a weak 
convergence for the solution of u~. 
By using Eq. (20), it is possible then to devise a successive approxima- 
tion scheme in the adjoint space (Balakrishnan, 1963b). First, it is noted 
that 
v , , -1  ~-- L*L~,~_ I  - -  L*z  
= L*LL*u~,_I -- L*z 
-- L* (LL*u :_ I  -- z) 
L*rn- i  
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where r~_i is in H11. Hence, the computational lgorithm for the steepest 
descent method in the adjoint space is 
un = u~_l -]- e~-lrn-1 (23) 
where 
rn-~ = LL*u~_~ -- z 
[LL*r~_l , r.-~]1 
en-1 = -- [LL *r~-I , LL  *r~-l]l " 
The operator LL* ,  which maps H11 into H1 I, is defined explicitly as 
T 
LL*u  = fo K~(tl  ' t:)u(t2) dt2 
with 
Ka( t l ,  t~) = x ' ( t l  - , ' )x(t~ - r)  d~" ON t~ ,t~ < T. 
The estimated weighting function vector is then given by 
~ = L*~ 
T 
= J0 x(t -- r)a(t)  dt 0 <-_ "r <= T~. 
I t  is clear now that the adjoint space approach as greatly reduced the 
computational time and storage space for the computer. No matter how 
big the system is, its weighting function matrix can always be estimated 
by solving a set of m simpler problems in H~ ~ space. 
RECURSIVE ESTIMATION OF LINEAR SYSTEM WEIGHTING 
FUNCTION MATRIX WITH GROWING DATA 
When it is necessary to identify the system on-line with the operation 
of the system, it is quite desirable that one be able to up-date the esti- 
marion of the system weighting function matrix as more input and output 
data are available. Clearly, the longer the input-output record, the better 
would be the filtering of the noise. As the optimization interval has 
been increased from (0, T) to (0, T ~ AT), one has to minimize 
/1(o) ~-  j, [y(t) -- z(t)] 2 dt 
= [y~(t) -- z~(t)l 2dt + lAy(t) -- Az(t)] 2 dt 
' i T  
= II y ,  - z~ I[~ ~ + I[ ~u  - a~ I lL 
0<t l<T= = 
98 gs~Eg 
Here [l ][3 denotes the fact that the integration interval for the norm 
is of (T, T + AT). 
Suppose now that &l (r) is the optimal estimate of the system weight- 
ing functions for the data with interval (0, T). Then either 
LI*L&I -- Ll*zl = 0 
or  
II LI*LI&I - L~*zl I]2 < e (25) 
where e is some small positive number. Let ~ (r) be the new estimate to 
incorporate with the newly available data Ay and Az. Then it can be 
expressed as 
= + (26)  
Here A~ (r) is the incremental correction of the system weighting func- 
tion such that ~(r)  is optimal with respect to the whole interval 
(0, T ~- AT). 
Let Eq. (26) be substituted into Eq. (24) and the resultant expression 
be expanded. 
11(A~) = [[ L~(~I + A~) -- z~ 1112 + I1 L~(&~ + A~) -- Az 113 ~ 
: I] L I~  -- z~ + L~A~ ][2 + [l L3~ - Az -~ L3A~ [[3 ~ 
=][L,&,  - z~][2 + 2[nl&1 -- Zl, LiAr], + [[L~A~[I~ 2 
-~- [] L3&I -- Az I[32 + 2[n3&~ -- hz, L3A~]3 -~- ]] n3a~ [[32. 
Now 
[L~&! -- zl, L~A~]~ = [LI*LI&I -- L~*z~, A¢o].~ 
<= II - INI II . 
According to Eq. (25), this term is either zero or negligibly small. Thus 
it is only necessary to minimize 
Q~ (A~) = ]] L~A~ [11 ~ + ]] L~A~ ]]32 -- 2[Az -- L~&I, L~A~]~ 
= [(L~*L~ -b La La)A¢o, A~]~ -- 2[L~*(Az -- L~¢o~), A¢o]2 (27) 
[Raw, ~]~ * = - 2[L~ g, A~]~ 
where 
R = LI*L~ + L3 L~ 
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and 
g = Az -- L3o51. 
The kernel of the operator L3*L3 is given by 
f 
T+AT 
K3(n,  ~2) = x(t -- n )x ' ( t  -- T2) dt, 0 <= r~, r2 < T , .  
VT 
I t  is obvious now that the steepest descent method can be used to 
find A~ such that Q~ (A~) is minimized. The advantages for using the 
recursive scheme are clear. First, it is only necessary to evaluate the 
kernel K3 (~,  T2) since the kernel for L~*L~ has already been stored and 
thus less computational time is required. Second, only the past input 
data over the interval (T -- T~, T + AT) and the past output data 
over the interval (T, T + AT) need to be stored. 
A similar recursive scheme in the adjoint space will now be derived. 
It has been shown that the solution for optimal ~, must be of the form 
T~-~T 
= / x(t - ~)~(t) dt 0 _< ~ =< T.. 
JO 
= L*~ 
This can certainly be written as 
,T [T-~AT 
b = / • x(t -- r)~i~(t) dt + x(t -- r)A~i(t) dt 
J0 WT 
= L1"~1 + L3*A~ (28) 
= ~1 + A¢5. 
Then Eq. (27) can be rewritten as 
Q~(Au) = [RLa*Au, La*Au]2 - -  2[L~*g, L3*Au]2 
= [LaRL~*Au, Au]3 - 2[LaLa*g, Au]3 (29) 
= [RsAu, Au]3 -- 2[g~, Au]8 
where 
R~ = LsLI*L1L3* -4- LsL3*L3L~* 
=R~+Rb 
g~ = L3L~*(Az -- LsL~*~I). 
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Here the kernel for the operator L3L3* is 
Ts  
K~8(tl, t2) = [ x ' ( t l - r )x ( t2  - r )  dr T<=tl, t2<-_T-~-A:T 
,JO 
and the kernel for the operators LILa* and LaLI* are, respectively, 
fo r` 0<t l<T  K13(t1, t2) -- x'(tl -- r)x(t~ - r) dr T _-< t2 _-< T ~-AT 
uTs 
J0 x'(t3 0 _-< tl < T K~(t3, tl). = - -  T )X( t l  - -  T )  dT T = < t3 = < T + AT. 
Hence the kernel for the operator Ra is 
T 
a . L  a a K~ (t3, t2) -- K31(t3, t~)K~3(t~, t2) dt T ~ t2, t3 < T ~ AT 
and that for the operator Rb is 
f 
T . -AT  
b ~ a a K~ ( 3, t2) = K33(t3, tl)Ka3(tl, t2) dr1 T < t2, t3 <= T -t- AT. 
Finally, the kernel for the operator R~ is 
K3~(t3, t2) = K~(t3, t2) + Kba(t3, t2) T <= t2 , t3 <= T -~- AT. 
The steepest descent method can now be used to minimize Q,(Au). 
It is clear now that the adjoint space approach as many advantages 
for solving this recursive stimation problem. In addition to the basic 
advantage of reducing the dimerlsionality of the problem, it is now only 
necessary to determine A~ which is defined in the interval (T, T -t- AT) 
only. It should be noted that the interval AT is completely under the 
designer's control and can be made as short as one desires. Thus the 
kernel K8 ~ will be defined over a short interval. These properties are 
quite desirable in terms of smaller computer storage capacity or greater 
accuracy for the functions to be stored. The required input data for 
computation are over the interval ( -T~,  T "4- AT) and are slightly 
longer than those in the solution space scheme. 
RECURSIVE ESTIMATION OF SYSTEM WEIGHTING 
FUNCTION MATRIX FOR DELETING DATA 
In some estimation problems, such as the identification of the weight- 
ing function matrix of an adaptive control system with slowly varying 
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parametel-s, it is necessary that the new estimate be determined to in- 
corporate not only adding new data but also deleting some remote old 
data. In this section, a recursive scheme for re-evaluating the system 
weighting function matrix, after a pS~tion of the past data has been 
deleted, will be given. The new estimated weighting function matrix 
will be optimal over a shorter interval: 
Let the original optimization interval be (0, T). It is now required to 
minimize the quantity 
T 
I2(~) = far {y(t) - z ( t )}2  dr. (30) 
This equation can certai~lly be rewritten as 
T AT 
(31) 
It is seen that Eq. (31) is quite analogous to Eq. (24). Hence, by setting 
the problem is reduced to the minimization of 
Q2(A6)) = [J~h6), 56)]2 - 2[L*~o, A6)]2 (32) 
where 
LI*L1 * = - -  L_ IL=j  
= L-161 - Az_ l .  
The kernel of the operator L*~L_~ is given by 
AT 
r,) = f0 x ( t -  
In the adjoint space, it is necessary to minimize I 
IQ2(Au) = [R_IAU, Au]21 - -  2 [g_ l ,  iU ]~ l  
where i 
R-1  = L - I L I *L1L*~ - L -1L  *-~L-1L*-I 
0 < 71 T2 < Ts .  
(33) 
g-1 = L_ IL - I (Az_ I  --: L-1LI*~I). 
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The kernel for all these operators is defined in the same way as those 
in the last section if the interval (T, T + AT) is replaced by the interval 
(0, AT). The new optimal & is then given by 
& = L1"~1 - -  L*IA~ (34) 
SOME PRACTICAL CONSIDERATIONS 
The main difficulty associated with the identification of the system 
weighting functions by using finite length of input and output data is 
the determination of the system response due to the initial conditions 
when the system is not in the quiescent state. One possible way to over- 
come this difficulty is through the fulfillment of the assumption that the 
system has finite settling time and the input-output record is sufficiently 
long. To be more specific, if T~ is the settling time of the system, the 
length of the input record Tm must be at least 2T~ and the length of the 
output record must be at least T~ (Kerr and Surber, 1961). Their rela- 
tionship is depicted in Fig. 2. When Tm is greater than 2T~, then the 
redundant data can be used for noise smoothing. In estimating the 
weighting function matrix of an adaptive control system, the interval 
T~ chosen must be such that the system is essentially time-invariant in 
this interval. Thus the two recursive schemes described in the previous 
x i (t) 
Yi(t ] 
T m 
J I 
v"  
I 
- L  _ "rm-'rs - 
I 
I 
FIo. 2. Input and output records 
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sections can be used consecutively to up-date the estimate with respect 
to this floating time interval of fixed length. 
It is well known in the statistical analysis (Grenander and Rosen- 
blatt, 1957) that the least squares estimate does not necessarily imply 
that it has minimum variance among all the linear estimates. It is true 
only when the noise is white. However, it can be shown that the variance 
of the least squares estimate and the Markov estimate (minimum vari- 
ance estimate) are asymptotically the same. In the Markov estimate, 
one has to know the noise covariance matrix which is assumed to be un- 
available in this problem. Thus in the practical apphcation when one 
knows nothing about the noise processes, the only feasible way of in- 
creasing one's confidence about he estimation is to use as long a record 
as possible. 
IDENTIFICATION OF NONLINEAR SYSTEMS 
A most general way of describing a system is through the concept of 
functional. A functional is an operator which assigns to each element a
in a function space (scalar or vector) a numerical value F (a). A multi- 
variable dynamic system connects a set of numerical values, the com- 
ponents of its output vector at present ime, to a vector function x (t), 
which is the present and past input vector. Thus there is a functional 
relationship between any component of the output vector and the 
input vector. If the functionals related the input, and output vectors 
are all linear, then the system is said to be linear. If they are nonlinear, 
then the system is termed as nonlinear. 
It was Frechet (1910; Zadeh, 1957) who first extended the Weier- 
strass's theorem for continuous functions to continuous functionals. 
Specifically, Frechet showed that every continuous functional F(a) 
defined on a function space whose elements a(t) are continuous on a 
finite interval a -< t -< b can be represented as
E n F(a) = lim Kv + + K2(tl, t2)a(tl)a(t~) dtldt2 N- -~ a 
+ . . . . .  + . . . .  KN( t l , ' " tN)a( t~)  . . .a ( t~)dt l . . .d t~ (35) 
The original form of this theorem is stated for a scalar function space 
(one dimensional space). 
Let y (t) now be any component of the output vector and x (t) be the 
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X,(t )
x}t) 
x~t) 
~ ~  F, (x,(t)) 
} ,~ F2 (xz(t l)
~ .~-~ Fn(Xu (t)) 
y(t) 
FIG. 3. Configuration of general multivariable nonlinear systems (with only 
one output component shown). 
input vector. It  will be assumed that the relationship between y (t) and 
x (t) of the actual nonlinear system can be characterized as
y( t )  = ~F~(x~(t ) )  ~ F(x(t))  
i=1  
where x~ are the components of the input vector. The system configura- 
tion is shown in Fig. 3. Let it be assumed now that the nonlinear system 
considered has a finite settling time T~. By considering the physical 
realizability and time-invariant property of the system under investiga- 
tion, each nonlinear functional F~ given above can be expressed, by 
using Eq. (35), as 
/0 F~(x i ( t )  ) = lim . . . .  e i i ( r l  , ,2 ,  " '"  , r~)x i ( t  - -  rl) (36) 
• x~( t -  r2) - . .  x~(t - -  rs) dr ldr~ . . .  d r j .  
Here ~ j  (rl, r2, • • • r3') is the jth order weighting function and is sym- 
metric. The assumption that the system has finite settling time can be 
approximately satisfied in practice. For example, a nonlinear zero 
memory device cascades with a linear stable system. Through this 
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assumption, the computational scheme introduced below would be 
more feasible. 
The problem of identifying a nonlinear system under normal opera- 
tion conditions can now be stated as follows: The input to the system is 
known exactly. The output of the system, which is corrupted by additive 
noise with unknown statistical properties, is observed over a period of 
time. Assume that the nonlinear operators F~ have been truncated at 
the N th term (N th order polynomial). Thus 
F i (x i ( t )  ) . . . .  OJij(Ti , T2 , " "  r j )x~( t  - -  r , )x i ( t  - -  T2) " ' "  
j=l 
x~( t - -  rj) dr1 d*2 " "  dv j  
Determine these N th order polynomials such that 
1] ~/? ,  (x~) -- z Ill 2 (37) 
is minimized. Here z( t )  is the observed output component. Since only a 
finite length of data is available, the problem can not be treated statis- 
tically. In this respect, it should be noted that the problem considered 
here is philosophically different from those treated by Wiener (1958) 
and Katzenelson and Gould (1962). Furthermore, it is not intended to 
get an analytical solution to the problem. Rather, it will be shown that 
a computational scheme based on the steepest descent method also 
exists (Balakrishnan, 1963b; Hsieh, 1963b). 
In order to minimize Eq. (37), it is convenient to define the following 
quantities: 
r z~( t -  ~1) 
Xn( t  - -  7"1) 
Xl ( t  - -  ~'l)Xl(t - -  7"2) (nN" X 1)- 
~(t -- r ~) ~ : dimensional 
= x,~(t " 71)Xn( t  - -  72)  N th order (38) 
: product in- 
x l ( t  - -  vl)xl(t -- r2) --- x l ( t  - r~)  put vector) 
t_X~(t - "r~)x~(t - T2) " ' "  x~( t -  "rN) J 
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A 
5o~ (~ -~ ) = 
~(~) 
¢0n l (T1)  
~n2(~, ~2) 
0 J1N(T I  ~ T2  ~ " " " 
~OnN(T1  ~ T2 , • . . 
, rN) 
~TN)  
(nN X 1)-dimensional N th 
order weighting function vec- 
tor) 
(39) 
f~fd  L "P I ~ 
I -  Ts  
fo dr1 
OT$ dT"l 
Ts T s 
T~ T 8 
O_ foT'...for~d-rld'r2...dr~ 
L for~'"fo r'dndr2"''dr~ 
(nN X nN)-dimensional diagonal matrix operator) (40) 
and TN =A (n,  r2, "'" rN) is an element in the product space T~ N. In 
terms of these quantities, ~-~i~1/7~ (x ) can be rewritten as 
fT~' ( t - -  N) d l~.NI~N(T~) ~ LN~)N. 0 - -  t--< T 
This linear operator L ~ maps the nN-dimensional ttilbert space H~ ~ 
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whose element has the form given by Eq. (39) into a one-dimensional 
Hilbert space//11. It is obvious that the inner product of the Hilbert 
space H~ ~ is defined by 
The adjoint of the operator L ~¢ is evidently defined by 
L~. u a fo r = f~(t -- rN)u(t) dt. 
It maps H11 space into H~ ~ space. Equation (37) can now be written as 
[I LN~N -- Z []12. (41) 
Thus the quantity to be minimized is 
Q (ff)~) = [LN'LN~N, ~N]N -- 2[L~V'z, ~]~.  (42) 
Here the operator L~*L ~ is defined by 
LN*L~ ~= fr  KN(SN' r~) d lr~[~N(r~) 
with 
T 
K~( J ,  r N) = fo f~(t - s~)f~'(t - o -N) dt. (43) 
This kernel is symmetric, i.e., K~ (s ~, N) , N = KN (r , J ) .  The operator 
LN*L N is, in practice, positive definite. 
It is evident now that the problem of identifying the nonlinear system 
can again be reformulated in the adjoint space so as to reduce the di- 
mensionality of the problem. Let 
~N = L~*u 
Then the operator LNL N* is defined explicitly as 
T 
LNLN*u = fo Ka(t l '  t2)u(t~) dt2 (44) 
where 
g~(h,  h) =- IN  f~'(t~ -- r N) d [ ~N[ ~(t2 --  ~-~) 
s (45) 
0 < tl,t2_-< T. 
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Thug the problem car/again be transformed into one in the one-dimen- 
Sional Hilbert Space. The iteration Mgorithm for the steepest descent 
method in this adjoint space is exactly the same as that gi~cen by Eq. 
(23) if LL* is replaced by LSL N*. It should be noted that in Eq. (43), 
the kernel KN is an nN X nN matrix whose elements involve functions 
of multiple variables. On the other hand, in Eq. (45), the kernel K a is 
just a scalar function of two variables, The degree of simplicity which 
can be achieved by using the adjoint space approach is, no doubt, enor- 
mous. For nonlinear problems, thisapproach is always preferable, ven 
if the system is of single variable. 
It is seen now that the estimation problems with linear and nonlinear 
systems are very similar with this function space formulation. Thus all 
the discussions concerning 'the linear systems given previously can 
equally be applied to this nonlinear problem formulated. The steepest 
descent method is thus also provided a practical means for finding the 
optimal t~. The weighting function vector is then determined from the 
equation 
T 
c,,,¢ = fo ~'(t  - .2'T)~(t) dt 
It is a symmetric function in w N. The two reeursive schemes are equally 
applicable for up-dating the on-line stimation. 
: CONCLUSIONS 
This paper gives a systematic way for least squares estimation of the 
system weighting function matrix of a linear or nonlinear multivariable 
system under normal operation condition: The nonlinear system is 
characterized by a power series expansion for a continuous functional 
established by Frechet. By using some basic notions from operator 
theory, it has been shown that the least squares estimation of nonlinear 
systems can be put in a form which is analdgous to the more familiar 
linear problems. An "Adjoint Space Approach" has been introduced as an 
effective means for solving these problems. 
An analysis of the estimation problem has been given in terms of the 
eigenfunctions of a compact operator in ttilbert space. However, a 
steepest descent method is introduced as a computational technique for 
solving the problem. It has been shown that, no matter whether the 
operator involved is positive definite or nonnegative definite, the steep- 
est descent method always gives the right answer to the problem. The 
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effectiveness of using this method will depend on the capacity and ability 
of the computing facilities available. Since the main computational 
routine is integration, a special purpose digital computer can certainly 
be built for solving this type of problem exclusively. It should be noted, 
however, that the steepest descent method is, by no means, the only 
method available for solving these problems. For example, the conjugate 
gradient method in Hilbert space can also be used. Nevertheless, the 
steepest descent method is computationally the simplest. 
APPENDIX I 
CONYERGENCE PROOF OF THE METHOD OF STEEPEST DESCENT 
The quadratic functional to be solved by the steepest descent method 
has the general form 
Q(x) = [Rx, x] - 2[h, x] 
where R is a positive definite operator in ~2 space and h is an element in 
£2. Assume that R is also compact. Then  
Rx  = ~ ~[x, ~]~ 
i=1 
where {~,~} are the positive eigenvalues. It is also possible to define a 
positive square root of this operator as 
= E 
i=l  
First, let us be defined as 
= ,=1 (46)  Us 
The initial objective now is to show that 
lira (u.) = Inf Q (x). (47) 
It should be noted that in all the least squares error problems, the 
operator R has the form L*L and h has the form L*g. Thus the following 
discussions are also true even R is a nonnegative definite operator. It is 
easily seen that 
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and 
~:=n+l 
i=n+l  
I lRu,~ - h II ~0  as n -~.  
Now for every x in 22, 
Q (x) = [Rx, xl - 2[x, Ru.] + 2[x, Ru= - -  h] 
= II ~ /~x - v /~u~ II 2 - II ~ /~u.  II ~ + 2Ix, Ru .  - hi 
and 
Q(x) - Q(u . )  = I1 ~/Rx - v /Ru~ II 2 + 2Ix - u=, Ru~ - h] 
> 2[x -- u,~, Ru~ -- h] 
= 2[x, Ru~ - -  h ] .  
Since 
[x, Ru~ - h] < l[ x H [I Ru~ - h 11 - *  o as  n - ,  
it is obtained then that  
Q(x) > l imQ(u~).  
Hence 
Inf  Q(x)  = l im - -  i I v~u~l l  ~ = _~[h ,  
I t  is noted that  when 
then 
Thus by setting 
(4s) 
I n f  Q(x )  > - ® 
[h, ~i] 2 < ~.  
~=i  kl 
f = ~ [h, ~)d 
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it follows that 
V~f  = h. (49) 
Equation (49) is the important relationship to be utilized in the con- 
vergence proof of the steepest descent method given below. Equation 
(48) can then be rewritten as 
Inf Q (x) = -[[ f ]]2 (50) 
It has already been shown that by employing the steepest descent 
method, the following equations will be obtained at the n th iteration: 
X n ~ Xn_  1 "}- (~n_lVn_l 
then 
Since 
where 
[Rv, ,  v,] < 11 R [] li v, 1] 2 
]]Rrl  ~ = sup [Rx, x] 
11 x ]i =1 
11 v, ii ~ > 1 
[Rv, ,  v,] = If R JI tl v, 11 ~. 
where 
vn_l = Rx~_l -- h (gradient) 
if vn_~ Ir 2 
{in--1 = [Rye-l, vn-1] 
The value for Q at this step is 
~-1 lr v~ IJ' 
q(x.) = Q(x0) - ~]" 
First let the infinite series be 
Then Q(x,) will converge monotonically to minus infinity. It is, Of 
course, enough to imply that Inf Q (x) has been obtained. On the other 
hand, let 
! 12 tISIEIt 
It follows then that 
~ II v, ft 2 < + ~. i=0 
This implies that 
J[ v, II = It R~, - h la -~ 0. (51) 
Since Q(x~) > - o0 in this case, then by using Eq. (49), it is obtained 
that 
Q (Xn) = H Y/~xn f ]]2_ J[ f ][2. (52) 
Now Eq. (51) can be rewritten as  
II v~ (v~x~ - f) [l -~  0. 
~Ience 
It certainly implies that 
lira Q (x~) -- -H  f It 2 = Inf  Q (x) 
n 
The proof given here iS essentially due to Balakrishnan (1963a). The 
point to be stressed isthat, even when there is no element in 2~ satisfying 
the Wiener-Hopf equation, Rx = h, the steepest method will always 
construct a sequence of approximate solutions in 23 which make the 
criterion functional, Q(x~), approach its infimum. This result is beyond 
that of Kantarovich's original work. 
APPENDIX II 
A. ~/[ODIFIED STEEPEST DESCENT ~{ETHOD FOR 
IMPROVING CONVERGENCE 
The basic computational scheme for the steepest descent method can 
be slightly modified such that several iteration steps can be executed 
at one time. First, the combination of two iteration steps into one will 
be considered. Then 
xl = xo+ e0y0 
Vo = Rxo - -  h 
II vo tl 2 
~° = [Rvo,vo] 
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and 
X2 ~--- Xl 7{- E1Yl 
vl = RXl -- h 
{{ vl l} 2 
~1 = [Rvl,vl]" 
By combining these two sets of equations, it is obtained that 
x2 -- Xo -~ eoVo -~ elvl 
= xo + ~0vo + ~{R(Xo + ~0Vo). h} (53) 
: Xo + (~0 + El)V0 + ~o~lRVo. 
Equation (53) suggests immediately that it is possible to define the 
next approximation directly as 
~1 = Xo + ~oVo + alRV0. 
The coefficients ~o and ~1 are determined so as to minimize Q (~1). Thus 
two simultaneous equations are obtained for solving ~o and ~1 : 
[Vo, Rv0]~0 + [Vo,/~Vo]~l = - [Vo ,  v0] • 
[Rvo, RVo]~o + [Rvo, R%]~1 = -[RVo, Vo]. 
Here it is noted that R is a self-adjoint operator, and thus 
[Rvo, vo] = [vo, Rvo]. 
I t  is clear that the value for Q (~1) thus obtained is, in no case, larger 
than Q (x~) resulting from the two separate steps. Asa  matter of fact, 
Birman (1950) has shown that the rate of convergence possibly can be 
increased with this modified scheme. The above idea can certainly be 
generalized so as to combine p single steps into one. Thus at the n th 
iteration, let 
p--1 
~n = x~_~ + ~ ~)R~v~_l .  (54) 
k=0 
Here R ° is defined as the identify operator and 
v~_l = Rx~_l -- h. 
The simultaneous equations to be solved for {,~n~} are 
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[R•vn_I ~ ~ (n) Rvn-lj~0 ÷ . . .  ÷ [R vn-1, R~v~l]~21 
kv = - - [R , -1,v~-1] k = 0 ,1 , " "  p - -  1. 
(55) 
Some computat iona l  results for some specific problems have been ob- 
ta ined which show that  the convergent rate has been great ly  increased 
with this modif ied scheme. 
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