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Abstract
The so-called covariant Poincare´ lemma on the induced cohomol-
ogy of the spacetime exterior derivative in the cohomology of the gauge
part of the BRST differential is extended to cover the case of arbitrary,
non reductive Lie algebras. As a consequence, the general solution of
the Wess-Zumino consistency condition with a non trivial descent can,
for arbitrary (super) Lie algebras, be computed in the small algebra
of the 1 form potentials, the ghosts and their exterior derivatives. For
particular Lie algebras that are the semidirect sum of a semisimple Lie
subalgebra with an ideal, a theorem by Hochschild and Serre is used
to characterize more precisely the cohomology of the gauge part of the
BRST differential in the small algebra. In the case of an abelian ideal,
this leads to a complete solution of the Wess-Zumino consistency con-
dition in this space. As an application, the consistent deformations
of 2+1 dimensional Chern-Simons theory based on iso(2,1) are redis-
cussed.
∗ Research Associate of the National Fund for Scientific Research (Belgium).
1 Introduction
The algebraic problem that is central for the renormalization of Yang-Mills
theory is the computation of H0,n(s|d) and H1,n(s|d), the cohomology of
the BRST differential modulo the exterior spacetime differential d in ghost
number 0 and 1 in the space of fields, external sources (called antifields below)
and their derivatives [1] (see also e.g. [2] and [3, 4] for reviews).
So far, local BRST cohomology groups for Yang-Mills and Chern-Simons
theories have been investigated exclusively in the context of reductive Lie al-
gebras, i.e., Lie algebras that are the direct sum of a semisimple and abelian
factors. In this case, the invariant metric used in the construction of the
actions is necessarily the Killing metric for the semisimple factor (up to an
overall constant), complemented by an arbitrary metric for the abelian fac-
tors. Recently, there has been a lot of interest in non reductive Lie algebras
that nevertheless possess an invariant metric [5], as it is then still possi-
ble to construct Wess-Zumino-Witten models, Chern-Simons and Yang-Mills
theories (see [6] and references therein). In particular, the associated Yang-
Mills theories have remarkable renormalization properties. This motivates
the study of the local BRST cohomology groups for such theories.
An important intermediate step in this study is the computation of the
local BRST cohomology H(γ|d) of the gauge part γ of the BRST differential
in the algebra A generated by the spacetime forms, the gauge potentials,
ghosts and a finite number of their derivatives. This computation in turn
relies crucially on the so called covariant Poincare´ lemma [7, 8, 9]. In the
reductive case, the covariant Poincare´ lemma states that the cohomology
H(d,H(γ,A)) is generated by the invariant polynomials in the curvature
2-forms F a and invariant polynomials in the ghosts Ca. The proof of this
lemma uses the fact that for reductive Lie algebras, the (Chevalley-Eilenberg)
Lie algebra cohomology [10] with coefficients in a finite dimensional module
V is isomorphic to the tensor product of the invariant subspace of the module
(Whitehead’s theorem) and the Lie algebra cohomology with coefficients in
R, which is itself generated by the primitive elements (see e.g. [11, 12] and
also [13]). The consequence for the computation of H(γ|d) is that all the
solutions of the Wess-Zumino consistency condition[14] with a non trivial
descent can be computed in the small algebra B generated by the 1-form
potentials, the ghosts and their exterior derivatives, thus providing an a
posteriori justification of the assumptions of [15, 16, 17, 18] (see also [19, 20,
21, 22] for related considerations).
The central result of the present paper is the generalization of the co-
variant Poincare´ lemma to arbitrary Lie algebras for which the Lie algebra
cohomology is not necessarily explicitly known. In order to do so, we will
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use a standard decomposition according to the homogeneity in the fields.
From the proof, it will also be obvious that the result extends to the case of
super/graded Lie algebras.
For particular Lie algebras G that admit an ideal J such that the quotient
G/J is semisimple, we use a theorem by Hochschild and Serre [23] that
states that the Lie algebra cohomology of G with coefficients in V reduces to
the tensor product of the Lie algebra cohomology of the semisimple factor
G/J with coefficients R and the invariant cohomology of the ideal J with
coefficients in V . As this result is not as widely known as the standard
results on reductive Lie algebra cohomology, we will rederive it using ”ghost”
language, i.e., by writing the cochains with coefficients in V as polynomials in
the Grassmann odd generators Ca with coefficients in V and by writing the
Chevalley-Eilenberg differential as a first order differential operator acting in
this space. As a direct application, we explicitly compute H(γ,B) for the
three dimensional Euclidian and Poincare´ algebras iso(3) and iso(2, 1).
In the case where the ideal J is abelian, this leads to a complete charac-
terization of H(γ|d,B), allowing us in particular to give exhaustive results for
iso(3) and iso(2, 1). The covariant Poincare´ lemma, allows to extend these
results to H(γ|d,A).
Finally, we explicitly rediscuss the local BRST cohomology, and more
particularly the consistent deformations, of iso(2, 1) Chern-Simons theory,
whose physical relevance is due to its relation with 2+1 dimensional gravity
[24, 25].
2 Generalities and conventions
We take spacetime to be n-dimensional Minkowski space with n ≥ 3 and A to
be either the algebra of form valued polynomials or the algebra of form valued
formal power series in the potentials Aaµ, the ghosts C
a (collectively denoted
by φi) and their derivatives. The algebraA can be decomposed into subspaces
of definite ghost number g, by assigning ghost number 1 to the ghosts and
their derivatives and ghost number zero to xµ, dxµ, the gauge potentials and
their derivatives. Let B be the either the algebra of polynomials or of formal
power series generated by Aa, Ca, dAa, dCa, with d = dxµ∂µ and ∂µ denoting
the total derivative. Let f cab be the structure constants of a Lie algebra G.
The action of the gauge part γ of the BRST differential is defined by
γAaµ = ∂µC
a + fabcA
b
µC
c, γCa = −
1
2
fabcC
bCc, (2.1)
γxµ = γdxµ = 0, [γ, ∂µ] = {γ, d} = 0. (2.2)
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Let F aµν = ∂µA
a
ν −∂νA
a
µ+f
a
bcA
b
µA
c
ν so that γF
a
µν = f
a
bcF
b
µνC
c. In B, the action
of γ reads
γAa = −DCa, (2.3)
γCa = −
1
2
[C,C]a. (2.4)
The field strength 2-form F a = dAa + 1
2
[A,A]a satisfies
γF a = [F,C]a, DF a = 0, (2.5)
with D = d+ [A, ·].
In the following, the algebra E stands for either A or B. Under the above
assumptions, the cohomology of d is known to be trivial in E [26, 27, 28, 29,
30, 31, 32, 7, 33, 34, 35]. More precisely, in form degree 0, the cohomology
of d is exhausted by the constants, and in particular it is trivial in strictly
positive ghost numbers. It is also trivial in form degrees 0 < p < n.
A standard technique for computing H(γ|d, E) is to use so called descent
equations. As a consequence of the acyclicity of the exterior differential
d, the cocyle condition γωp + dωp−1 = 0 implies that γωp−1 + dωp−2 =
0. Iterating the descent, there necessarily exists an equation which reads
γωp−l = 0 because the form degree cannot be lower than zero. One then tries
to compute H(γ|d, E) by starting from the last equation. The systematics of
this strategy can be captured by the exact couple
C =< H(γ|d, E), H(γ, E),D, l#, i# >, (2.6)
H(γ|d, E)
D
−→ H(γ|d, E)
i# տ ւ l#
H(γ, E)
(2.7)
and the associated spectral sequence [16] (see also [36, 37] for reviews). The
various maps are defined as follows: i# is the map which consists in regarding
an element ofH(γ, E) as an element of H(γ|d, E), i# : H(γ, E) −→ H(γ|d, E),
with i#[ω] = [ω]. It is well defined because every γ cocycle is a γ cocycle
modulo d and every γ coboundary is a γ coboundary modulo d. The descent
homomorphism D : Hk,l(γ|d, E) −→ Hk+1,l−1(γ|d, E) with D[ω] = [ω′], if
γω + dω′ = 0 is well defined because of the triviality of the cohomology of
d in form degree p ≤ n − 1 (and ghost number ≥ 1). Finally, the map
l# : Hk+1,l−1(γ|d, E) −→ Hk+1,l(γ, E) is defined by l#[ω] = [dω]. It is well
defined because the relation {γ, d} = 0 implies that it maps cocycles to
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cocycles and coboundaries to coboundaries. The differential associated to
the exact triangle is d# = l# ◦ i#.
The exactness of the couple (2.7) implies that
H(γ, E) ≃ H(d#, H(γ, E))⊕ d#NE ⊕NE , (2.8)
H(γ|d, E)) = i#H(γ, E)⊕D−1DH(γ|d, E), (2.9)
where NE is the subspace of H(γ, E)) which cannot be lifted, i.e., [c] ∈ NE if
γc = 0 with dc+ γω = 0 =⇒ c = γω′.
In the following, ω, a, A ∈ A and ̟, b, B ∈ B.
3 The first lift in the small algebra
In B, the change of generators from Aa, dAa, Ca, dCa to Aa, F a, Ca,−DCa
allows to isolate the contractible pairs Aa,−DCa and the cohomology of γ
can be computed in the polynomial algebra generated by F a, Ca. In other
words, γb = 0 ⇐⇒ b = P (F,C) + γb′ with γP (F,C) = 0, while P (F,C) =
γb′ =⇒ P (F,C) = γP ′(F,C). Let us first prove the following lemma:
Lemma 1. Every element of H(γ,B) can be lifted at least once and fur-
thermore, no element of H(γ,B) is an obstruction to a lift of an element of
H(γ,B):
Hp(d#, H(γ,B)) ≃ Hp(γ,B), for 0 ≤ p ≤ n, (3.1)
i.e.,
γbp = 0 =⇒ dbp + γ̟ = 0, (3.2)
together with
{
bp = db¯+ γb′,
γb¯ = 0
=⇒ bp = γ̟′. (3.3)
Proof. In terms of the new generators, we have
γ = −DCa
∂
∂Aa
+ [F,C]a
∂
∂F a
−
1
2
[C,C]a
∂
∂Ca
, (3.4)
d = (F −
1
2
[A,A])a
∂
∂Aa
− [A, F ]a
∂
∂F a
+(DC − [A,C])a
∂
∂Ca
+ ([F,C]− [A,DC])a
∂
∂DCa
. (3.5)
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Let us introduce the operator [7, 38]
λ = Aa
∂
∂Ca
− (F a −
1
2
[A,A]a)
∂
∂DCa
. (3.6)
We get
d = [λ, γ]. (3.7)
It follows that
db+ γλb = 0, (3.8)
if γb = 0. Furthermore, if b = db¯+ γ̟ with γb¯ = 0, we get b = γ(̟ − λb¯).
If γb = 0, we also get
dλb+ γ
1
2
λ2b = τb, (3.9)
with
τ =
1
2
[d, λ] = F a
∂
∂Ca
, (3.10)
τ 2 = 0, {τ, γ} = 0. (3.11)
It follows that the potential obstructions to lifts of elements of H(γ,B) are
controlled by the differential τ .
4 Covariant Poincare´ lemma for generic (super)-
Lie algebras
4.1 Formulation
Theorem 1 (Covariant Poincare´ lemma). The following isomorphism
holds:
Hp(d#, H(γ,A)) ≃ Hp(γ,B), 0 ≤ p < n. (4.1)
Explicitly, this means that{
γap = 0,
dap + γω = 0, 0 ≤ p < n
⇐⇒
{
ap = bp + da′p + γω′,
γbp = 0 = γa′p,
(4.2)
together with {
bp + da′p + γω′ = 0,
γbp = 0 = γa′p, 0 ≤ p < n
=⇒ bp = γ̟. (4.3)
In fact, we will prove that (4.3) also holds in form degree p = n.
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4.2 Associated structure of DH(γ|d,A)
As a direct consequence of the covariant Poincare´ lemma, the descent homo-
morphism in A reduces to that in B.
Corollary 1. The isomorphism (4.1) implies
(DH)p(γ|d,A) ≃ (DH)p(γ|d,B), 0 ≤ p < n. (4.4)
More precisely, (4.1) for 0 ≤ p ≤ m(< n) implies (4.4) for 0 ≤ p ≤ m(< n).
This last isomorphism is equivalent to
{
γAp + dA′p−1 = 0,
dAp + γω = 0, 0 ≤ p < n
⇐⇒


Ap = Bp + γω′ + dω′′,
γBp + dB′p−1 = 0,
dBp + γB′′ = 0,
(4.5)
together with
{
Bp + γω′ + dω′′ = 0,
dBp + γB′′ = 0, 0 ≤ p < n
=⇒ Bp = γ̟ + d̟′. (4.6)
Proof. That the condition (4.5) is necessary (⇐=) follows directly from the
properties of γ cocycles in the small algebra proved in section 3 and the fact
that d and γ anticommute.
The proof that the condition (4.5) is also sufficient and the proof of (4.6)
proceeds by induction on the form degree. In form degree 0, (4.5) and (4.6)
hold, because (4.5) coincides with (4.2), while (4.6) coincides with (4.3).
Suppose (4.5) and (4.6) hold in form degree 0 ≤ p ≤ m− 1.
For (4.5), it follows by induction that A′m−1 = B′m−1 + γω′′ + d( ). This
implies γ(Am − dω′′) + dB′m−1 = 0. This gives dB′m−1 + γB¯m = 0 and then
Am = Bm + a¯m + dω′′ with γa¯m = 0. The assumption on Am implies that
dB¯m+ da¯m+ γω = 0. From (4.3), we then deduce that dB¯m+ γB¯′′ = 0, and
also that da¯m + γ(ω − B¯′′) = 0. Using (4.2), we get a¯m = bm + da′ + γ( ).
Hence, because of (3.2), the right hand side (4.5) holds with Bm = B¯m+ bm.
For (4.6), we note that the assumptions imply that γBm + dB′m−1 = 0.
Furthermore, d(B′m−1 + γω′′) = 0, so that B′m−1 + γω′′ + d( ) = 0. By
induction, this means that B′m−1 = γ̟′ + d̟′′. This implies that γ(Bm −
d̟′) = 0 so that Bm = d̟′ + bm. The assumption that Bm can be lifted
in the small algebra then gives dbm = −γB′′. Using (3.3), this implies that
bm = γ̟ so that the r.h.s of (4.6) holds in form degree m.
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4.3 Associated structure of H(γ,A) and H(γ|d,A)
Taking (4.1) into account, the decomposition (2.8) for E = A becomes
Hp(γ,A) ≃ Hp(γ,B)⊕ d#N p−1A ⊕N
p
A, 0 ≤ p < n, (4.7)
Hn(γ,A) ≃ Fn ⊕ d#N n−1A , (4.8)
with Fn ≃ Hn(γ,A)/d#N n−1A . This is equivalent to
γap = 0, 0 ≤ p < n⇐⇒
{
ap = bp + da˜p−1 + a˜′p + γω,
γbp = 0 = γa˜p−1 = γa˜′p,
(4.9)
together with
{
bp + da˜p−1 + a˜′p + γω = 0, 0 ≤ p < n,
γbp = 0 = γa˜p−1 = γa˜′p
=⇒


bp = γ̟,
a˜p−1 = γω′,
a˜′p = γω′′,
, (4.10)
in form degrees 0 ≤ p < n and to
γan = 0⇐⇒
{
an = aˆn + da˜n−1 + γω,
γaˆn = 0 = γa˜n−1,
(4.11)
together with{
aˆn + da˜n−1 + γω = 0,
γaˆn = 0 = γa˜n−1
=⇒
{
aˆn = γω,
a˜n−1 = γω′,
(4.12)
in form degree n.
Finally, using (4.7) and (4.4), the decomposition (2.9) for E = A becomes
Hp(γ|d,A) ≃ i#Hp(γ,B)⊕N pA ⊕D
−1(DH)p−1(γ|d,B), 0 ≤ p < n,(4.13)
Hn(γ|d,A) ≃ Fn ⊕D−1(DH)n−1(γ|d,B), (4.14)
which is equivalent to
γAp + dA′p = 0, 0 ≤ p < n⇐⇒


Ap = a˜p + bp +Bp + γω + dω′,
γa˜p = 0 = γbp = γBp + dB′p−1,
da˜p + γω′′ = 0⇒ a˜p = γω′′′,
B′p−1 = γ̟ + d̟′ ⇒ Bp = γ̟′′ + d̟,
(4.15)
together with

a˜p + bp +Bp + γω + dω′ = 0, 0 ≤ p < n
γa˜p = 0 = γbp = γBp + dB′p−1,
da˜p + γω′′ = 0⇒ a˜p = γω′′′,
B′p−1 = γ̟ + d̟′⇒ Bp = γ̟′′ + d̟
=⇒


a˜p = γω4,
bp = dB′′p−1 + γ̟′′′,
Bp = γ̟′′′ + d̟4,
(4.16)
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in form degrees 0 ≤ p < n, and
γAn + dA′n−1 = 0⇐⇒


An = aˆn +Bn + γω + dω′,
γaˆn = 0 = γBn + dB′n−1,{
aˆn + da˜n−1 + γω′′ = 0,
γa˜n−1 = 0,
⇒
{
aˆn = γω′′′,
a˜n−1 = γω4,
B′n−1 = γ̟ + d̟′ ⇒ Bn = γ̟′′ + d̟,
(4.17)
together with


aˆn +Bn + γω + dω′ = 0,
γaˆn = 0 = γBn + dB′n−1,
B′n−1 = γ̟ + d̟′ ⇒ Bn = γ̟′′ + d̟
=⇒


aˆn = dB′′n−1 + γω′′′,
γB′′n−1 + dB′′′p−2 = 0,
Bn = γ̟′′′ + d̟4,
(4.18)
in form degree n.
4.4 Proof of theorem 1
That the condition (4.2) is necessary (⇐=) is again direct.
4.4.1 Decomposition according to homogeneity and change of vari-
ables
If one decomposes the space of polynomials or formal power series into mono-
mials of definite homogeneity, the differential γ splits accordingly into a piece
that does not change the homogeneity and a piece that increases the homo-
geneity by one, γ = γ0 + γ1. Consider the change of variables from Aµ, C
a
and their derivatives to
yα ≡ ∂(µk . . . ∂µ2A
a
µ1), (4.19)
zα ≡ ∂µk . . . ∂µ1C
a, (4.20)
Ca, F 0a∆ ≡ ∂(µk−1 . . . ∂µ3F
0a
µ2)µ1
, (4.21)
with F 0aµν = ∂µA
a
ν − ∂νA
a
µ. In the new variables,
γ0 = z
α ∂
∂yα
(4.22)
This implies that
a(yα, zα, F 0a∆ , C
a) = a(0, 0, F 0a∆ , C
a) + {γ0, ρ}a, (4.23)
ρ · =
∫ 1
0
dt
t
[yα
∂
∂zα
·](tyα, tzα, F 0a∆ , C
a), (4.24)
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Suppose that γ0a = 0. It follows that
γ0a = 0⇐⇒ a = I + γ0ω, (4.25)
for some form valued polynomials I(xµ, dxµ, F 0a∆ , C
a). Furthermore,
I + γ0ω = 0 =⇒ I = 0. (4.26)
4.4.2 Properties of γ1 and γ0
Let I0 be the algebra of form valued polynomials or formal power series that
do not depend on yα, zα, but only on Ca, F 0a∆ , with elements denoted below
by I, J and P0 be the algebra of polynomials or formal power series that
depend only on F 0a, Ca, with elements denoted by P,Q. Polynomials which
depend only on the ghosts are denoted by R.
Let us introduce the operator
σ = γ1 − C
aδa, (4.27)
where δa denotes the representation under which the object transforms. We
have
σAaµ = 0, σC
a =
1
2
[C,C]a, σ2 = 0, [σ, ∂µ] = [∂µC, ·], {σ, γ0} = 0. (4.28)
The point about σ is that when it acts on any expression that depends only
on Aaµ and its derivatives, the result does not involve undifferentiated ghosts.
More precisely, (σf [Aaµ])|z=0 = 0. We have γ0σ∂νk . . . ∂ν2F
0a
ν1µ
= 0. It follows
that
σ∂νk . . . ∂ν2F
0a
ν1µ
= γ0ρσ∂νk . . . ∂ν2F
0a
ν1µ
. (4.29)
Symmetrizing over the ν indices, one gets
σF 0a∆ = γ0(ρσ)F
0a
∆ . (4.30)
4.4.3 The differential γR
For later use, let us also establish that if
γRJ = −[C, F 0∆]
a ∂J
∂F 0a∆
−
1
2
[C,C]a
∂J
∂Ca
, (4.31)
and
v = (ρσF 0a∆ )
∂
∂F 0a∆
, (4.32)
then
γ1J = γ0(vJ) + γ
RJ. (4.33)
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Lemma 2.
H(γ1, H(γ0)) ≃ H(γ
R, I0). (4.34)
Proof. The lemma means that
{
γ0a = 0,
γ1a+ γ0b = 0,
⇐⇒
{
a = J + γ0( ),
γRJ = 0,
(4.35)
and {
J = γ1a
′ + γ0( ),
γ0a
′ = 0,
=⇒ J = γRJ ′. (4.36)
Indeed, the result follows directly from (4.33).
Suppose now that the decomposition of the space of polynomials or of
formal power series into monomials of homogeneity M has been made (see
Appendix A for notations and more details). Then one has the following:
Lemma 3.
H(γ,A) ≃ ⊕M≥0HM(γ
R, I0), (4.37)
H(γ,B) ≃ ⊕M≥0HM(γ
R,P0). (4.38)
Proof. Let us first show that every element [IM ] ∈ H(γR, I0) can be com-
pleted to a γ cocycle. Indeed, let us denote by IM the expression obtained
by replacing in IM the variables F
0a
∆ by their non abelian counterparts
F a∆ ≡ D(µk−1 . . .Dµ3F
a
µ2)µ1 , (4.39)
where F aµν = ∂µA
a
ν − ∂νA
a
µ+ f
a
bcA
b
µA
c
ν , and Dµ = ∂µ+A
b
µδb and the covariant
derivatives of F aµν transform in the coadjoint representation. Hence, I
M =
IM | where the vertical bar denotes the operation of substitution. Because
γF a∆ = −[C, F∆]
a, it follows that
γIM = (γRIM)| = 0. (4.40)
Similarily,
(γRJM)| = γJ
M . (4.41)
Note that if IM , JM ∈ P0, then IM ≡ bM ∈ B and JM ≡ ̟M ∈ B.
Suppose γaM = 0. The equations in homogeneity M and M + 1 imply
that aM is a cocycle of H(γ1, H(γ0)). According to the previous lemma
aM = IM + γ0ηM where IM is a cocycle of H(γ
R, I0).
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Suppose that aM = γωM−B. In particular, to orders ≤ M , we have


aM = γ0ωM + γ1ωM−1,
γ0ωM−1 + γ1ωM−2 = 0,
...
γ0ωM−B+1 + γ1ωM−B = 0,
γ0ωM−B = 0.
(4.42)
If B > 1, the equations for ωM−B imply that ωM−B = JM−B + γ0ηM−B with
γRJM−B = 0. The redefinition ω
M−B → ωM−B − γηM−B, which does not
affect aM allows to absorb ηM−B. One can then replace ω
M−B by ωM−B+1 =
ωM−B − JM−B, without affecting aM . This can be done until B = 1, where
one finds IM = γ
RJM−1. This proves that the map [a
M ] ∈ H(γ) 7→ [IM ] ∈
H(γR, I0) is well defined. The map is surjective because as shown above,
every γR cocycle IM can be extended to a γ cocycle I
M . It is also injective,
because as also shown above, if IM = γ
RJM−1, then I
M = γJM−1, so that
aM − γ(JM−1 − ηM ) = aM+1 starts at homogeneity M + 1.
4.4.4 H(γ) and split of variables adapted to the nonabelian differ-
ential γ
If one is not interested in proving the covariant Poincare´ lemma, one can avoid
the detour of using the split of variables adapted to the abelian differential γ0
given in (4.19)-(4.21) for the characterization of H(γ). One can use instead
directly the variables
Y α ≡ ∂(µk . . . ∂µ2A
a
µ1)
, (4.43)
Zα ≡ ∂(µk . . . ∂µ2Dµ1)C
a, (4.44)
Ca, F a∆ ≡ D(µk−1 . . .Dµ3F
a
µ2)µ1 , (4.45)
with F aµν = ∂µA
a
ν − ∂νA
a
µ + f
a
bcA
b
µA
c
ν adapted to the non abelian differential
γ, which reads
γ = Zα
∂
∂Y α
+ γS, (4.46)
γS = Caδa −
1
2
[C,C]a
∂
∂Ca
, (4.47)
δa = −f
c
abF
b
∆
∂
∂F c∆
(4.48)
The usual argument then shows that H(γ,A) and H(γ,B) are isomorphic
to H(γS, I) respectively H(γS,P), where I is the algebra of form valued
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polynomials or formal power series that do not depend on Y α, Zα, but only
on Ca, F a∆, and P is the algebra of polynomials or formal power series that
depend only on F a, Ca.
4.4.5 Exterior derivative and contracting homotopy for the gauge
potentials
Let us introduce the total derivative that does not act on the ghosts,
∂¯µ = ∂µ − ∂(ν)µC
a ∂
∂∂(ν)Ca
, (4.49)
and also the associated exterior derivative and contracting homotopy [39],
d¯ = dxµ∂¯µ,(4.50)
ρ¯ωp =
∫ 1
0
dt
|λ|+ 1
n− p+ |λ|+ 1
∂¯(λ)
(
Aaµ
[
δ¯
δ∂(λ)νAaµ
∂ωp
∂dxν
]
[x, dx, C, tA]
)
,(4.51)
ωp[x, dx, C,A] = ωp[x, dx, C, 0] + {ρ¯, d¯}ωp, 0 ≤ p < n.(4.52)
where δ¯/δ∂(λ)νA
a
µ are the higher order Euler operators with respect to the
dependence on Aaµ only (see [40], Appendix A for conventions). In the old
variables Aaµ, C
a and their derivatives, consider the split
γ1 = γ
R + γ∂C , γR = [∂(ν)Aµ, C]
a ∂
∂∂(ν)Aaµ
−
1
2
[C,C]a
∂
∂Ca
. (4.53)
This is consistent with (4.31) when acting on functions that depend only on
F 0a∆ , C
a. We have
{γR, d¯} = 0 = {γR, ρ¯} = 0. (4.54)
The first relation is obvious, while the second follows from the fact that γR
just rotates all the Aaµ and their derivatives in the internal space without
changing the derivatives, while ρ¯ only involves the various derivatives and
does not act in the internal space. It can be proved directly using the explicit
expression (4.51) for ρ¯.
4.4.6 Core of the proof
Lemma 4.{
γaM = 0,
daM + γωM−B = 0
=⇒
{
γRIM = 0,
d¯IM + γ
RJM−1 = 0.
(4.55)
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Proof. In (4.55), one can assume without loss of generality that B = 1. This
can be shown in the same way as in the corresponding part of the proof of
lemma 3. We then have aM = IM +γ0ηM with γ
RIM = 0, and ωM−1 = JM−1,
with γRJM−1 = 0. To order M , the l.h.s. of (4.55) then gives the r.h.s. of
(4.55).
Lemma 5. In form degree < n,{
γRIM = 0,
d¯IM + γ
RJM−1 = 0
⇐⇒
{
IM = PM + d¯I
′
M + γ
RJ ′M−1,
γRPM = 0 = γ
RI ′M .
(4.56)
Proof. That the condition is necessary (⇐=) is direct. In order to show that
it is sufficient, we are first going to show that
d¯INa1...ak + γ
R
k JN−1a1...ak = 0 =⇒
INa1...ak = PNa1...ak + d¯I
′
Na1...ak
+ γRk J
′
N−1a1...ak
, (4.57)
where γRk Ja1...ak = −
∑k
l=1C
bf cbalJa1...al−1cal+1...ak + γ
RJa1...ak .
Indeed, INa1...ak = TNa1...ak + I˜Na1...ak , where TNa1...ak = TNa1...ak [x, dx, C]
and I˜Na1...ak [x, dx, C,A = 0] = 0, and similarly JN−1a1...ak = SN−1a1...ak +
J˜N−1a1...ak .
The l.h.s of condition (4.57) splits into two pieces:
d¯TNa1...ak + γ
R
k SN−1a1...ak = 0, (4.58)
d¯I˜Na1...ak + γ
R
k J˜N−1a1...ak = 0. (4.59)
On forms depending only on x, dx, C, d¯ reduces to dx = dx
µ ∂
∂xµ
. Both dx
and the associated contracting homotopy ρx of the standard Poincar´lemma
anticommute with γRk . From the first equation (4.58), one then deduces that
TNa1...ak = RNa1...ak + γ
R
k ρxSN−1a1...ak + d¯ρxTNa1...ak . (4.60)
In form degree zero, the algebraic Poincare´ lemma of d¯ implies that
I˜Na1...ak = ρ¯d¯I˜Na1...ak = −ρ¯γ
R
k J˜N−1a1...ak = γ
R
k ρ¯J˜N−1a1...ak , (4.61)
where we have used the l.h.s of the equation (4.59) and the fact that γRk
anticommutes with ρ¯.
The action of ρ¯ on J˜N−1a1...ak yields
ρ¯J˜N−1a1...ak = y
αJN−2αa1...ak + J˜
′
M−1a1...ak
, (4.62)
Since γRk (y
αJ˜N−2αa1...ak) is linear and homogeneous in y
α, one obtains, after
injecting this in the equation (4.61) and putting the yα to zero, that
I˜Na1...ak = γ
R
k J˜
′
N−1a1...ak
. (4.63)
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Together with (4.60), this gives the r.h.s. of (4.57) in form degree 0.
Suppose now that the result is true in form degrees < p and that INa1...ak
has form degree p. The algebraic Poincare´ lemma for d¯ implies that I˜Na1...ak =
ρ¯d¯I˜Na1...ak + d¯ρ¯I˜Na1...ak . Using (4.59), we get I˜Na1...ak = γ
R
k ρ¯J˜N−1a1...ak +
d¯ρ¯I˜Na1...ak . We have ρ¯I˜Na1...ak = y
αIN−1αa1...ak + I˜
′
Na1...ak
and ρ¯J˜N−1a1...ak =
yβJN−2βa1...ak + J˜
′
N−1a1...ak
so that
I˜Na1...ak − d¯I˜
′
Na1...ak
− γRk J˜
′
N−1a1...ak
= d¯(yαIN−1αa1...ak) + γ
R
k (y
βJN−2βa1...ak). (4.64)
The action of γR only rotates the yβ in the internal space, its action on
an expression that is linear and homogeneous in the yβ reproduces an ex-
pression that is linear and homogeneous in yβ. Supposing that the term in
yαIN−1αa1...ak with the highest number of derivatives on y
α is
Aa(µ,ν1...νm)I
(µν1...νm)
N−1aa1...ak
,
we get, for the term linear in yα with the highest number of derivatives on yα,
that dxσAa(µ,ν1...νmσ)I
(µν1...νm)
N−1aa1...ak
+γRk (A
a
(µ,ν1...νmσ)
J
(µν1...νmσ)
N−2aa1...ak
) = 0. This implies
that J
(µν1...νmσ)
N−2aa1...ak
= dx(σJ
µν1...νm)
N−2aa1...ak
and that
I
(µν1...νm)
N−1aa1...ak
= dx(νmI
(µν1...νm−1))
N−1aa1...ak
− γRk+1J
(µν1...νm)
N−2aa1...ak
.
The redefinitions
yαIN−1αa1...ak → y
αIN−1αa1...ak − d¯(A
a
(µ,ν1...νm−1)
I
(µν1...νm−1)
N−1aa1...ak
)
+γRk (A
a
(µ,ν1...νm)
J
(µν1...νm)
N−2aa1...ak
), (4.65)
yβJN−2βa1...ak → y
βJN−2βa1...ak + d¯(A
a
(µ,ν1...νm)J
(µν1...νm)
N−2aa1...ak
), (4.66)
do not change the equation (4.64) and allow to absorb the term linear in
yα with the highest number of derivatives on yα. These redefinitions can be
done until there are no derivatives on the yα left, so that yαIN−1αa1...ak =
AaIN−1aa1...ak , y
βJN−2βa1...ak = A
aJN−2aa1...ak . The vanishing of the term
proportional to Aa in (4.64) then implies that d¯IN−1aa1...ak+γ
R
k+1JN−2aa1...ak =
0. Because this is the l.h.s. of (4.57) in form degree < p, we have by induction
that IN−1aa1...ak = PN−1aa1...ak + d¯I
′
N−1aa1...ak
+ γRk+1J
′
N−2aa1...ak
. Injecting into
(4.64) one gets
I˜Na1...ak − d¯I˜
′
Na1...ak
− γRk J˜
′
N−1a1...ak
= F aPN−1aa1...ak
+d¯(F aI ′N−1aa1...ak) + γ
R
k (F
aJ ′N−2aa1...ak). (4.67)
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Combining this with (4.60) gives the desired result (4.57).
The first line on the right hand side of (4.56) then follows as a particular
case of (4.57). Applying now γR, one gets γRPM − d¯γ
RI ′M = 0. Restric-
tion to the small algebra B then implies that γRPM = 0 = d¯γRI ′M because
d¯(γRI ′M)|B = 0.
It remains to be proved that γRI ′M = 0. Again, we will show this as
the particular case k = 0 of the fact that I ′Na1...ak in (4.57) is γ
R
k closed,
γRk I
′
Na1...ak
= 0, if INa1...ak is γ
R
k closed (and thus also I˜Na1...ak and TNa1...ak).
Indeed, in form degree 0, this holds trivially since there is no I ′Na1...ak . Sup-
pose now that in form degree < p, (4.57) holds with I ′Na1...ak closed. Using
(4.54), it follows that both yαIN−1αa1...ak and I˜
′
Na1...ak
are γRk closed. Further-
more, the yαIN−1αa1...ak redefined according to (4.65) are still γ
R
k closed. It
follows that IN−1aa1...ak is γ
R
k+1 closed. By induction, it follows that I
′
N−1aa1...ak
is γRk+1 closed. (This also implies that PN−1aa1...ak is γ
R
k+1 closed).This means
that I ′Na1...ak +F
aI ′N−1aa1...ak as well as F
aPN−1aa1...ak in (4.67) are γ
R
k closed,
as was to be shown.
Completing the proof of (4.2): According to (4.40), we can complete
PM = PM |, I ′M = (I ′M)| such that γP
M = 0 = γI ′M , and according to (4.41)
γRJ ′M−1 = γJ
′M−1 +O(M + 1). Hence,
aM − PM − dI ′M − γ(ηM + A
a∂I
′
M
∂Ca
+ J ′M−1) = aM+1. (4.68)
Because all the individual terms on the left hand side satisfy the l.h.s. of
(4.2), so does aM+1.
Lemma 6.{
bM + da′M−B + γω
′M−C = 0,
γbM = 0 = γa′M−B,
=⇒
{
PM + d¯I
′
M + γ
RJ ′M−1 = 0,
γRPM = 0 = γ
RI ′M ,
(4.69)
where bM = PM + γ0̟M .
Proof. Proceeding again as in the proof of lemma 3, one can assume without
loss of generality that C = B+1 ≥ 1 by suitably modifying ω′M−C . If B ≥ 1,
we have by assumption at the lowest orders
{
da′M−B + γ1ω
′
M−B−1 + γ0ω
′
M−B = 0,
γ0ω
′
M−B−1 = 0 = γ0a
′
M−B = γ1a
′
M−B + γ0a
′
M−B+1.
(4.70)
We thus have ω′M−B−1 = J
′
M−B−1+ γ0( ). The γ0 exact term can be assumed
to be absent by a further modification of ω′M−B−1 by a γ exact term that
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does not affect the equations. Because a′M−B = I
′
M−B + γ0ηM−B, we get
{
d¯I ′M−B + γ
RJ ′M−B−1 = 0,
γRI ′M−B = 0.
(4.71)
According to (4.56), this implies
{
I ′M−B = P
′
M−B + d¯I
′′
M−B + γ
RJ ′′M−B−1,
γRP ′M−B = 0 = γ
RI ′′M−B.
(4.72)
As in the reasoning leading to (4.68), we get
a′M−B − P ′M−B − dI ′′M−B − γ(ηM−B + A
a∂I
′
M−B
∂Ca
+ J ′′M−B−1)
= a′M−B+1, (4.73)
with γP ′M−B = 0 = γI ′′M−B. Because dP ′M−B + γ( ) = 0, we can replace in
the l.h.s. of (4.69) a′M−B by a′M−B+1 by suitably modifying ω′M−C . This can
be done until B = 0. For B = 0, by the same reasoning as in the beginning
of this proof, we get the r.h.s. of (4.69), with bM = PM + γ0̟M .
Lemma 7. In form degree ≤ n,
{
PM + d¯I
′
M + γ
RJ ′M−1 = 0,
γRPM = 0 = γ
RI ′M ,
=⇒ PM = γ
RQM−1. (4.74)
Proof. By restricting to the small algebra B, we get PM+d¯(I ′M |B)+γ
R(J ′M−1|B) =
0. This gives directly the result because d¯(I ′M |B) = 0.
Note that because of the first relation of (4.54), the map
d¯# : H(γR, I0) −→ H(γR, I0),
[I] 7→ [d¯I], (4.75)
is well defined. Lemma 5 and 7 (for p < n) can then be summarized by
Corollary 2.
Hp(d¯#, H(γR, I0)) ≃ Hp(γR,P0), p < n. (4.76)
Completing the proof of (4.3): According to (4.41), the expression
QM−1 = QM−1| satisfies γRQM−1 = γQM−1+O(M+1) so that bM −γ(̟M+
QM−1) = bM+1. This implies that bM+1 obeys again the l.h.s. of (4.3).
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4.4.7 Convergence in the space of polynomials
As it stands, the proof of the covariant Poincare´ lemma is valid in the space
of formal power series. In order that they apply to the case of polynomials,
one needs to be sure that if the l.h.s of (4.2) and (4.3) are polynomials, i.e., if
the degrees of homogeneity of all the elements are bounded from above, then
the same holds for the elements that have been constructed on the r.h.s. of
these equations. This can be done by controling the number of derivatives
on the Aaµ and the C
a’s. Let
K = (|ν| − 1)∂(ν)C
a ∂
∂∂(ν)Ca
+ |ν|∂(ν)A
a
µ
∂
∂∂(ν)Aaµ
. (4.77)
Suppose that aM is a polynomial aM = aM + · · ·+ aM+L. It follows that the
K degree of aM is bounded from above by some k. We will say that aM is
of order k. Note that γ0 does not modify the order, while γ1 decreases the
order by 1. It follows that the γ0 exact term and J in (4.35) can be assumed
to be of order k as well, while J ′ in (4.36) can be assumed to be of order
k + 1. The important point is that IM − IM and γJM − γRJM are of order
k − 1 if IM respectively γ
RJM are of order k.
Since d¯ increases the order by 1, IM and JM−1 in (4.55) can be assumed
to be of order k, respectively k + 2, while I ′M can be assumed to be of order
k − 1. It follows that J ′M−1 in (4.56) can be assumed to be of order k + 1.
This implies that in the recursive construction (4.68) of aM , after M +L+1
steps, i.e., after all of the original aM + · · ·+ aM+L have been absorbed, the
order strictly decreases at each step. Since the order is bounded from below,
the construction necessarily finishes after a finite number of steps, so that
one stays inside the space of polynomials.
Similarily, if bM in the l.h.s. (4.69) is of order k, PM , I
′
M and J
′
M−1 on the
right hand side of (4.69) can be assumed to be of order k, k − 1 and k + 1
respectively. It follows that on the r.h.s. of (4.74), QM−1 can be assumed to
be of order k + 1. In the recursive construction of bM , once the original bM
has been completely absorbed, the order strictly decreases at each step, so
that the construction again finishes after a finite number of steps.
4.4.8 The case of super or graded Lie algebras
In the case of super or graded Lie algebras, some of the gauge potentials
become fermionic, while some of the ghosts become bosonic. By taking due
care of sign factors and using graded commutators everywhere, the same
proof as above of the covariant Poincare´ lemma goes through.
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5 H(γ) for G/J semisimple
5.1 Formulation of a theorem by Hochschild and Serre
As shown in the digression in subsubsection 4.4.4, H(γ,A) ≃ H(γS, I), re-
spectively H(γ,B) ≃ H(γS,P). By identifying the ghosts Ca as generators
of
∧
(G∗), the spaces I and P can be identified with C(G, V I) respectively
C(G, V P), the spaces of cochains with values in the module V I respectively
V P . Here, V I is the module of form valued polynomials or formal power
series in the F a∆, while V
P is the module of polynomials or formal power
series in the F a. The differential γS defined in (4.48) can then be identified
with the Chevalley-Eilenberg Lie algebra differential with coeffcients in the
module V I respectively V P . The module V P decomposes into the direct sum
of finitedimensional modules V PM of monomials of homogeneity M in the F
a.
The module VI decomposes into the direct sum of modules Ω(M) ⊗ V IM of
form valued monomials of homogeneity M in the F a∆. The spacetime forms
can be factorized because the representation does not act on them, and the
module V IM is finitedimensional.
As mentioned in the introduction, it is at this stage that, for reductive
Lie algebras, one can use standard results on Lie algebra cohomology with
coefficients in a finitedimensional module (see e.g. [12]). But even for non
reductive Lie algebras, there exist some general results. We will now review
one of these results due to Hochschild and Serre [23]. In order to be self-
contained, a simple proof of their theorem in “ghost” language is given.
Theorem 2. Let G be a real Lie algebra and J an ideal of G such that G/J
is semi-simple. Let V be a finite dimensional G-module. Then the following
isomorphism holds
H(G, V ) ≃ H(G/J ,R)⊗HG(J , V ) (5.1)
where HG means the G-invariant cohomology space.
5.2 Proof
The above hypothesis implies that there is a semisimple subalgebra K of G
isomorphic to G/J such that
G = K ⋉ J . (5.2)
Let {eA, hα}, (A = 1, ..., p), (α = 1, ..., q) denote a basis of G, among which
the eA’s form a basis of K and the hα’s a basis of J : the fundamental brackets
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are given by
[eA, eB] = f
C
AB eC , [hα, hβ] = f
γ
αβ hγ , [eA, hβ] = f
γ
Aβ hγ . (5.3)
If Ca ≡ (ηA, Cα), the coboundary operator γS can be cast into the form
γS = ηA ρ(eA) + η
A ρC(eA)−
1
2
ηA ηB f CAB
∂
∂ηC
+
+ Cα ρ(hα)−
1
2
CαCβ f γαβ
∂
∂Cγ
, (5.4)
Here, ρC(eA) is the extension to
∧
(C) of the coadjoint representation of the
semi-simple K,
ρC(eA) = − f
γ
Aβ C
β ∂
∂Cγ
, (5.5)
while ρ denotes the representation of G in V . Let
Nη = η
A ∂
∂ηA
NC = C
α ∂
∂Cα
(5.6)
be the counting operators for the η’s and C’s and the associated gradings
ghη and ghC on V ⊗
∧
(C, η). According to the ghC-grading, γ
S is the sum
γS = γS0 + γ
S
1 , (γ
S)2 = (γS0 )
2 = (γS1 )
2 = 0, {γS0 , γ
S
1 } = 0 (5.7)
with γS1 explicitly given by
γS1 = C
α ρ(hα)−
1
2
CαCβ f γαβ
∂
∂Cγ
(5.8)
and which obey
[NC , γ
S
0 ] = 0 [NC , γ
S
1 ] = γ
S
1 , (5.9)
which means that γS0 conserves the number of C’s while γ
S
1 increases this
number by one. At this stage, γS0 can already be identified with the cobound-
ary operator of the Lie algebra cohomology of the semi-simple sub-algebra
K with coefficients in the K-module V ⊗
∧
(C), the corresponding represen-
tation being defined as ρT (eA) = ρ(eA) ⊗ IC + IV ⊗ ρC(eA). An element
a ∈ V ⊗
∧
(C, η) of total ghost number g can be decomposed according to its
ghC components,
a = a0 + a1 + ... + ag, ghC ak = k. (5.10)
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The cocycle condition γSa = 0 generates the following tower of equations
γS0 a0 = 0, (5.11)
γS1 a0 + γ
S
0 a1 = 0, (5.12)
γS1 a1 + γ
S
0 a2 = 0, (5.13)
...
γS1 ag = 0, (5.14)
and the coboundary condition reads
a0 = γ
S
0 ω0, (5.15)
a1 = γ
S
1 ω0 + γ
S
0 ω1, (5.16)
...
ag = γ
S
1 ωg−1. (5.17)
The above mentioned results on reductive Lie algebra cohomology imply that
the general solution of equation (5.11) can be written as
a0 = v
j
0Θj + γ
S
0 ω0 (5.18)
ρT (eA) v
j
0 = 0 (5.19)
where the Θj(η)’s form a basis of the cohomology H(K,R), which is gener-
ated by the primitive elements. Furthermore, all K-invariant polynomials vj
obeying vj Θj + γ
S
0 ω = 0 for some ω, have to vanish, v
j = 0.
The term γS0 ω0 can be absorbed by subtracting γ
Sω0 from a and mod-
ifying a1 appropriately. Injecting then (5.18) in (5.12), one gets, since γ
S
1
doesn’t act on the η’s,
(γS1 v
j
0) Θj + γ
S
0 a1 = 0. (5.20)
Now, from [ρT (eA), γ
S
1 ] = 0, one sees that γ
S
1 v
j
0 ∈ V ⊗
∧
(C) is still invariant
under ρT (eA). Accordingly, one must have
γS1 v
j
0 = 0 and γ
S
0 a1 = 0. (5.21)
Again, the general solution of the last equation (5.21) is
a1 = v
j
1Θj + γ
S
0 ω1 (5.22)
with ρT (eA) v
j
1 = 0; subtraction of γ
Sω1 and injection in equation (5.13) gives
(γS1 a
j
1) Θj + γ
S
0 a2 = 0, (5.23)
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implying
γS1 v
j
1 = 0 and γ
S
0 a2 = 0. (5.24)
The same procedure can be repeated until (5.14).
Every γS-cocycle is thus of the form
a =
g∑
k=0
vjk Θj + γ
S ω, (5.25)
with
ρT (eA) v
j
k = 0 =⇒ v
j
k ∈ [V ⊗
∧
(C)]K (5.26)
γS1 v
j
k = 0. (5.27)
Let us now analyze the coboundary condition. To order 0, we find
vj0 = 0 and γ
S
0 ω0 = 0. (5.28)
The last equation implies ω0 = w
j
0Θj + γ
S
0 ( ). The γ
S
0 exact term can be
absorbed by subtracting the corresponding γS exact term from ω. To order
1, we then find
vj1 = γ
S
1w
j
0 and γ
S
0 ω1 = 0. (5.29)
Going on in the same way gives
vjk = γ
S
1w
j
k−1, k = 1, . . . , g. (5.30)
In other words,
H(G, V ) ≃ H(G/J ,R)⊗H(γS1 , (V ⊗
∧
(C))K). (5.31)
From {γS1 ,
∂
∂Cα
} = ρT (hα), it follows that the elements [v
j
k] of the second
space are invariant under the action of J ,
ρT (hα) v
j
k = γ
S
1
∂
∂Cα
vjk =⇒ (ρ
T (hα))
#[vjk] = 0, (5.32)
where ρT (hα) = ρ(hα)⊗ IC + IV ⊗ ρC(hα). Hence,
H(γS1 , (V ⊗
∧
(C))K) = HG(J , V ), (5.33)
as required.
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5.3 Explicit computation of H(γ,B) for G = iso(3) or
iso(2, 1)
5.3.1 Applicability of the theorem
As a concrete application, we consider the case where G = iso(3), the 3
dimensional Euclidian algebra, or G = iso(2, 1), the 3 dimensional Poincare´
algebra. Both of these Lie algebras fulfill the hypothesis of the Hochschild-
Serre theorem with J being the abelian translation algebra.
Denoting by {ha = Pa, ea = Ja} a basis of G where Pa represent the trans-
lation generators and Ja represent the rotation (resp. Lorentz) generators,
their brackets can be written as
[Pa, Pb] = 0, [Ja, Jb] = ǫabc J
c, [Ja, Pb] = ǫabc P
c. (5.34)
The indices are lowered or raised with the Killing metric gab of the semi-
simple subalgebra K = so(3) or so(2, 1).
In the so called universal algebra, (see [16, 37] for more details) the space
of polynomials in the F a, the abelian curvature 2-form associated to the
translations, and the Ga, the non abelian curvature 2-form associated to the
rotations/boosts, can be identified with the module V = S(G∗) transforming
under the the extension of the coadjoint representation, so that
H(γ,B)) ≃ H(γR,P) ≡ H(G, S(G∗)). (5.35)
The coboundary operator γR acts on V ⊗
∧
(C, η) through
γR = ηa ǫabc [F
c ∂
∂Fb
+Gc
∂
∂Gb
−
1
2
ηb
∂
∂ηc
−Cb
∂
∂Cc
]+Ca ǫabcG
c ∂
∂Fb
. (5.36)
As mentioned above, the Lie algebra cohomology H(K,R) is generated by
particular ghost polynomials Θi(η) representing the primitive elements which
are in one to one correspondence with the independent Casimir operators.
In the particular cases considered here, there is but one primitive element
given by
θ1 =
1
3!
ǫabc η
a ηb ηc = (−)σ ηˆ3, (5.37)
where σ = 0, 1 for the Euclidean respectively Minkowskian case. The ele-
ments of the set {1, θ1} provide a basis of this cohomology.
5.3.2 Invariants, Cocycles, Coboundaries
Order zero In ghC = 0, the invariant space V
K is generated by the fol-
lowing quadratic invariants
f1 = gabG
aGb, f2 = gab F
a F b, f3 = gab F
aGb. (5.38)
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An element a0 ∈ V K is a polynomial in the 3 variables
a0 = Q(f1, f2, f3). (5.39)
To fulfill the cocycle condition γR1 a0 = 0, Q has to obey
ǫabcG
c ∂
∂Fb
Q = 0 = ǫabcG
c [2F b
∂
∂f2
+ Gb
∂
∂f3
]Q, (5.40)
which implies
∂
∂f2
Q = 0. (5.41)
The γR1 -cocycles of ghC = 0 are thus of the form
a0 = Q(f1, f3) (5.42)
Using the following decomposition
Q(f1, f2, f3) = Q(f1, 0, f3) + f2 Q˜(f1, f2, f3), (5.43)
the coboundaries of ghC = 1 are given by
t1 = γ
R
1 [f2 Q˜(f1, f2, f3)] = 2C
aǫabcG
c F b
∂
∂f2
[f2 Q˜(f1, f2, f3)]. (5.44)
Order one In ghC = 1, the elements of [V ⊗
∧
(C)]K can be written as
ω1 = C
b ωb (5.45)
where the ωb ∈ S(G∗) transform under K as the components of a vector.
They are of the form
Cb ωb = C
b[GbQ(fk) + FbR(fk) + ǫbcdG
c F d S(fk)]. (5.46)
According to (5.44), the last term is γR1 -exact. For the other terms, the
cocycle condition γR1 a1 = 0 implies
CaCbǫamnG
n [2GbF
m ∂Q
∂f2
+ δmb R + 2FbF
m ∂R
∂f2
] = 0, (5.47)
and imposes
R = 0 and
∂Q
∂f2
= 0. (5.48)
Hence, the non-trivial ghC = 1 cocycles are given by
a1 = C
bGbQ(f1, f3). (5.49)
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The ghC = 2 coboundaries are given by
t2 = γ
R
1 C
b [Gb f2 Q˜(fk) + FbR(fk)], (5.50)
or equivalently by
t2 = [ (GC
2) f3 − (FC
2) f1]
∂f2Q˜
∂f2
+ (GC2)R + [(GC2) f2 − (FC
2) f3 ]
∂R
∂f2
(5.51)
due to the identities
2 (CaGa) (C
bǫbcdG
cF d) = (GC2) f3 − (FC
2) f1 (5.52)
2 (CaFa) (C
bǫbcdG
cF d) = (GC2) f2 − (FC
2) f3 (5.53)
in which (FC2) = CaCbǫabcF
c and (GC2) = CaCbǫabcG
c.
One deduces from (5.51) that, for all integers L,M,N , the following equal-
ities between γR1 equivalences classes hold:
[(GC2) fL1 f
M
2 f
N+1
3 ] = [(FC
2) fL+11 f
M
2 f
N
3 ], (5.54)
[(GC2) fL1 f
M
2 f
N
3 ] = [
M
M + 1
(FC2) fL1 f
M−1
2 f
N+1
3 ], (5.55)
from which one infers that the elements of the form (GC2)U(fk) are equiva-
lent to elements of the form (FC2) V (fk) and furthermore that all monomials
of the form (FC2) fL1 f
M
2 f
N
3 with L > M are coboundaries, while those which
have L ≤M can be replaced by monomials not containing f1 according to
[(FC2) fL1 f
M
2 f
N
3 ] = [(FC
2)
(M − L+ 1)
M + 1
fM−L2 f
N+2L
3 ]. (5.56)
Order two The ghC = 2, elements of [V ⊗
∧
(C)]K can be written as
ω2 = C
aCb ωab. (5.57)
The most general element is of the type
ω2 = C
aCb ǫabc [G
c U(fk) + F
c V (fk) + ǫ
cmnGmFnW (fk)], (5.58)
but, according to our preceeding results, through the addition of an appro-
priate coboundary, we can remove the U -part and suppose V not depending
on f1. The cocycle condition γ
R
1 a2 = 0 then reads
CdCaCb ǫdef G
f ǫabc
∂
∂Fe
[F c V (f2, f3) + ǫ
cmnGmFnW (fk)] = 0. (5.59)
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ghC H(γ
R
1 , [V ⊗
∧
(C)]K)
0 Q(f1, f3)
1 C GR(f1, f3)
2 FC2 S(f2, f3)
3 Cˆ3S(f2, f3)
Table 1
It does not further restrict V but requires W = 0. The non trivial ghC = 2
cocycles are thus given by
a2 = (FC
2) V (f2, f3). (5.60)
In order to characterize the ghC = 3 coboundaries, we use the following
identity
γR1 (F ×G)C
2 fL1 f
M
2 f
N
3 = C
1C2C3 ( 4(M + 1) fL+11 f
M
2 f
N
3
− 4M fL1 f
M−1
2 f
N+2
3 ) (5.61)
from which we infer that all monomials of the form C1C2C3 fL1 f
M
2 f
N
3 for L >
M are coboundaries, while those with L ≤ M are equivalent to monomials
involving powers of f2 and f3 only.
Order three The ghC = 3 invariants are of the form
ω3 = C
1C2C3Q(f1, f2, f3). (5.62)
All of them are cocycles since J is of dimension 3, but only those of the form
a3 = C
1C2C3Q(f2, f3) (5.63)
are non-trivial.
Summary The non-trivial cocycles of H(γR1 , [V ⊗
∧
(C)]K) are summarized
in table 1, where Cˆ3 = C1C2C3, CG = CaGa. They provide a basis of
H(γR1 , [V ⊗
∧
(C)]K) as a vector space.
The associated basis of H(γ,B) ≃ H(γR1 ,P) is given by
{Q0(f1, f3), CGR0(f1, f3), FC
2 S0(f2, f3), Cˆ
3 T0(f2, f3),
ηˆ3Q1(f1, f3), ηˆ
3CGR1(f1, f3), ηˆ
3 FC2 S1(f2, f3), ηˆ
3 Cˆ3 T1(f2, f3)}. (5.64)
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6 H(γ|d) for G/J semisimple and J abelian
Let K be a semisimple Lie algebra and G = K ⋉ J with J an abelian
ideal. This means that, with respect to section 5, the additional assumption
[hα, hβ] = 0 holds. In other words, the only possibly non vanishing structure
constants are given by fCAB and f
γ
Aβ.
6.1 H(γ|d,B)
6.1.1 General results
Let BA and ηA the gauge field 1-forms and ghosts associated to K and Aα
and Cα the gauge fields 1-forms and ghosts associated to J . The curvature
2 form decomposes as GA = dBA + 1
2
[B,B]A and F α = dAα + [B,A]α. Let
us consider the algebra B using the variables Cα, DCα = dCα+ [B,C]α, Aα,
F α, BA,GA, ηA, DηA = dηA + [B, η]A. Applying the results of section 3, we
have
d = [λ, γ]. (6.1)
As in section 3, if γb = 0, one has
db+ γλb = 0, (6.2)
and
dλb+ γ
1
2
λ2b = τb, (6.3)
with
τ =
1
2
[d, λ] = F α
∂
∂Cα
+GA
∂
∂ηA
, (6.4)
τ 2 = 0, {τ, γ} = 0. (6.5)
Furthermore, if
σ = Cα
∂
∂F α
, (6.6)
σ2 = 0, {τ, σ} = NC,F , (6.7)
{σ, γ} = 0, (6.8)
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It is in order for this last relation to hold that one needs the assumption that
J is abelian. Indeed, in this case, because
γ = −DCα
∂
∂Aα
−DηA
∂
∂BA
+ ([F, η] + [G,C])α
∂
∂F α
+ [G, η]A
∂
∂GA
−[η, C]α
∂
∂Cα
−
1
2
[η, η]A
∂
∂ηA
, (6.9)
the absence of the term [F,C]α∂/∂F α guarantess that (6.8) holds.
According to (5.25), we can assume b = vjΘj, where v
j = vj(F,G,C)
with
ρT (eA)v
j = 0 = γvj, (6.10)
ρT (eA) = −f
γ
AβF
β ∂
∂F γ
− fCABG
B ∂
∂GC
− f γAβC
β ∂
∂Cγ
, (6.11)
γvj = −[C,G]α
∂
∂F α
vj. (6.12)
Applying (6.2) and (6.3), we get
dvj + γλvj = 0, (6.13)
dλvj + γ
1
2
λ2vj = τvj. (6.14)
Furthermore, because K is semisimple, there exist Θˆj and
ˆˆ
Θj such that
dΘj + γΘˆj = 0, (6.15)
dΘˆj + γ
ˆˆ
Θj = 0. (6.16)
It follows that
γ(vjΘj) = 0, (6.17)
d(vjΘj) + γ((λv
j)Θj + v
jΘˆj) = 0, (6.18)
d((λvj)Θj + v
jΘˆj) + γ((
1
2
λ2vj)Θj + (λv
j)Θˆj + v
j ˆˆΘj) = (τv
j)Θj . (6.19)
The necessary and sufficient condition that vjΘj “can be lifted twice”, i.e;
that [vjΘj] ∈ Ker d1, with
d1 : H(d,H(γ,B)) −→ H(d,H(γ,B)),
[vjΘj] 7→ d1[v
jΘj ] = [d((λv
j)Θj + v
jΘˆj)],
is
d((λvj)Θj + v
jΘˆj) = db
′ + γ( ), (6.20)
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with γb′ = 0. Because db′ + γ( ) = 0, it follows by using (6.19) that this
necessary and sufficient condition is
(τvj)Θj + γ( ) = 0. (6.21)
Because τ commutes with ρT (ea) and anticommutes with γ, it follows from
(5.30) that the condition reduces to
(τvj) + γwj = 0, ρT (eA)w
j = 0, (6.22)
for some wj. Let us decompose vj as a sum of terms of definite NF,C degree
k, vj = vj0 +
∑
k=1 v
j
k. Using (6.7), this can be rewritten as
vj = vj0 +
∑
k=1
(σtjk + τs
j
k), (6.23)
where tjk = 1/k τv
j
k and s
j
k = 1/k σv
j
k. This decomposition is direct and
induces a well defined decomposition in cohomology because γ and τ , re-
spectively σ, anticommute. Furthermore,
τvj0 = 0, τ(τs
j
k) = 0, (6.24)
τσtjk + γw
j
k = 0 =⇒ τv
j
k + γw
j
k = 0 =⇒ σt
j
k = γ
1
k
σwjk = 0. (6.25)
This implies for the decomposition H(γ,B) = E2⊕d1F1⊕F1, with Ker d1 =
E2 ⊕ d1F1, that
Ker d1 = {v
j
0Θj +
∑
k=1
[τsjk] Θj} (6.26)
d1F1 = {
∑
k=1
[τsjk] Θj} (6.27)
F1 = {
∑
k=1
[σtjk] Θj} (6.28)
E2 = {v
j
0Θj}. (6.29)
Here, [τsjk] and [σt
j
k] denote equivalence classes of ρ
T (eA) invariant cocy-
cles that are τ , respectively σ exact, up to coboundaries of ρT (ea) invariant
elements that are also τ , respectively σ exact.
Let
λ# : F1 −→ H(γ|d, B),
[σtjk]Θj 7→ [(λσt
j
k)Θj + σt
j
kΘˆj]. (6.30)
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That the map is well defined follows from (6.18) and λγ(σwjk)Θj+γ(σw
j
k)Θˆj =
d(σwjkΘj + γ(λσw
j
kΘj + σw
j
kΘˆj) due to (6.1).
Let BK be the restriction of B to the generators associated to K. Because
E2 ≃ H(γ,BK), we have
H(γ,BG) ≃ H(γ,BK)⊕ d1F1 ⊕ F1. (6.31)
Furthermore, the general analysis of the exact triangle associated to the
descent equations [16] (see also e.g. [36]) implies that
H(γ|d,BG) ≃ H(γ|d,BK)⊕ λ
#F1 ⊕ F1. (6.32)
This solves the problem because the classification of H(γ|d,BK) and the
associated decomposition of H(γ,BK) for semisimple K has been completely
solved [16] (see e.g. [37] for a review).
6.1.2 Application to G = iso(3) or iso(2, 1)
By applying the analysis of the previous subsubsection to the particular case
of iso(3), respectively iso(2, 1), with H(γ,B) given by (5.64), it follows that
F1 = {GC R0(f1, f3), Cˆ
3 T0(f2, f3), ηˆ
3GC R1(f1, f3), Cˆ
3ηˆ3 T1(f2, f3)},
(6.33)
d1F1 = {f3 Q˜0(f1, f3), FC
2 S0(f2, f3), ηˆ
3 f3 Q˜1(f2, f3), ηˆ
3FC2 S1(f2, f3)},
(6.34)
E2 = {Q0(f1), ηˆ
3Q1(f1)}. (6.35)
Furthermore, the general analysis of the semisimple case applied to so(3),
respectively so(2, 1) gives
E2 = 1⊕ d3F3 ⊕ F3, (6.36)
with
F3 = {ηˆ
3Q1(f1)}, (6.37)
d3F3 = {f1 Q˜0(f1)}. (6.38)
The associated elements of H(γ|d,B) are listed in table 2, which involves
the following new shorthand notations
ηˆ2 = −
1
2
ǫabc η
aηbBc, (6.39)
ηˆ1 = ηa (Ga −
1
2
ǫabcB
bBc), (6.40)
ηˆ0 = BbGb −
1
3!
ǫabcB
aBbBc = gabB
adBb +
1
3
ǫabcB
aBbBc. (6.41)
29
gh H(γ|d,B)
0 1 GAR0(f1, f3) 0 ηˆ
0Q1(f1)
1 GCR0(f1, f3) 0 ηˆ
1Q1(f1) 0
2 0 ηˆ2Q1(f1) +
1
2
AC2T1(f2, f3) 0 0
3 ηˆ3Q1(f1) + Cˆ
3T0(f2, f3) (ηˆ
2GC + ηˆ3GA)R1(f1, f3) 0 0
4 ηˆ3GCR1(f1, f3) 0 0 0
5 0 (ηˆ2Cˆ3 + 1
2
ηˆ3AC2) T1(f2, f3) 0 0
6 ηˆ3Cˆ3T1(f2, f3) 0 0 0
Table 2
6.2 H(γ|d,A)
Using (4.13), respectively (4.14), we have, for 0 ≤ p < n,
Hp(γ|d,A) ≃ i0H
p(γ,BK)⊕ F1 ⊕N
p
A ⊕D
−1(DH)p−1(γ|d,BK)⊕ λ
#F p1 ,(6.42)
and in form degree n,
Hn(γ|d,A) ≃ Fn ⊕D−1(DH)n−1(γ|d,BK)⊕ λ
#F n1 , (6.43)
with Fn ≃ Hn(γ,A)/d0N
n−1
A .
7 Application to the consistent deformations
of 2+1 dimensional gravity
7.1 Generalities
2+1 dimensional gravity with vanishing cosmological constant λ is equivalent
to a Chern-Simons theory based on the gauge group ISO(2, 1) [24, 25].
The Lie algebra iso(2, 1) is not reductive and its Killing metric GAB =
fDAC f
C
BD is degenerate
GAB =
(
gab 0
0 0
)
, (7.1)
where gab is the Killing metric of the semi-simple so(2, 1) subalgebra. How-
ever in this case, another invariant, symmetric and non degenerate metric
Ω
(0)
AB exists which allows for the construction of the CS Lagrangian. The
invariant quadratic form of interest is
Ω
(0)
AB =
(
< Ja, Jb > < Ja, Pb >
< Pa, Jb > < Pa, Pb >
)
=
(
0 gab
gab 0
)
. (7.2)
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Locally, the relation between 2 + 1 dimensional gravity and the Chern-
Simons theory is based on the iso(2, 1) Lie algebra valued one form
Aµ = A
A
µ TA = e
a
µ Pa + ω
a
µ Ja (7.3)
built from the dreibein fields eaµ and the spin connection ω
a
µ =
1
2
ǫabcω
bc
µ of 3
dimensional Minkowski spacetimeM with metric that we choose of signature
(−,+,+). In terms of these variables, the Chern-Simons action takes the
form of the 2+1 dimensional Einstein-Hilbert action in vielbein formulation:
S
(0)
CS =
∫
M
Ω
(0)
AB [
1
2
AA dAB +
1
6
AA fBCD A
CAD] (7.4)
=
∫
M
1
2
(ea d ωa + ω
a dea + ǫabc e
a ωb ωc ),
=
∫
M
eaGa +
1
2
d(ea ωa). (7.5)
The gauge transformations are parametrized by two zero-forms ǫa and τa,
ε = εATA = ǫ
a Pa + τ
a Ja. (7.6)
Explicitly,
δǫ e
a = − dǫa − ǫabc (ω
b ǫc + eb τ c), (7.7)
δǫ ω
a = − dτa − ǫabc ω
b τ c, (7.8)
and are equivalent, on shell, to local diffeomorphisms and local Lorentz ro-
tations. The classical equations of motion express the vanishing of the field
strenghts two-forms
Fa =
1
2
Fµνadx
µdxν = dea + ǫabc ω
b ec (7.9)
Ga =
1
2
Gµνadx
µdxν = dωa +
1
2
ǫabc ω
b ωc (7.10)
where
Fµν = F
A
µν TA = F
a
µν Pa +G
a
µν Ja. (7.11)
For invertible dreibeins, the equation F a = 0 can be algebraically solved for
ωa as a function of the ea’s ; when substituted into the remaining equation it
tells that the space-time Riemann curvature vanishes, which in 3 dimensions
implies that space-time is locally flat.
Our aim is to study systematically all consistent deformations of 2 + 1
dimensional gravity. By consistent, we mean deformations of the action by
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local functionals and simultaneous deformations of the gauge transforma-
tions such that the deformed action is invariant under the deformed gauge
transformations.
The problem of such consistent deformations can be reformulated [41]
(for a review see [42]) as the problem of deformations of the solution of the
master equation and is controled to first order by the cohomology H0,3(s|d).
7.2 Results on local BRST cohomology
The analysis of H(s|d) for the Chern-Simons case (see e.g. [37], section
14) implies that the cohomology H(s|d) is essentially given by the bottoms
[1
2
ηˆ3], [Cˆ3], [1
2
ηˆ3Cˆ3] of H(γ,B) and by their lifts, which are all non trivial and
unobstructed. (The only additional classes correspond to the above bottoms
multiplied by non exact spacetime forms.)
It follows that H0,3(s|d) is obtained from the lift (associated to s) of the
elements [1
2
ηˆ3] and [Cˆ3] of H3,0(s). The former element can be lifted to 1
2
ηˆ0
with ηˆ0 given in (6.41). It corresponds to the Chern-Simons action built on
so(2, 1). The results on H(γ|d,B) (see table 2) imply that the lift of Cˆ3 in
H(s|d) cannot been done without a non trivial dependence on the antifields,
and hence without a non trivial deformation of the gauge transformations.
Following again [37], this lift is given by
ǫabc [
1
6
ea eb ec + ea ⋆ ω∗bCc +
1
2
⋆ η∗a CbCc ], (7.12)
where ⋆ω∗a = 1
2
dxµdxνǫµνρ ω
∗aρ and ⋆η∗a = d
3x η∗a. The antifield independent
part gives the deformation of the original action.
Note also that H1,3(s|d) is trivial, which implies that there can be no
anomalies in a perturbative quantization of 2 + 1 dimensional gravity. Fur-
thermore, the starting point Lagrangian 3 form eG is trivial, [eG] = [0] ∈
H0,3(s|d), which is the reason why we do not introduce a separate coupling
constant for this term.
7.3 Maximally deformed 2 + 1 dimensional gravity
Introducing coupling constants µ and λ (the cosmological constant) for the 2
first order deformations, they can be easily shown to extend to all orders by
introducing a λµ dependent term in the action. The associated completely
deformed theory can be written as a Chern-Simons theory in terms of the
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deformed invariant metric
Ωλ,µAB = Ω
(0)
AB +G
µ,λ
AB, (7.13)
Gµ,λAB = µ
(
gab 0
0 λ gab
)
, (7.14)
and the deformed structure constants f
A(λ)
BC given by
[Ja, Jb] = ǫabc J
c, [Ja, Pb] = ǫabc P
c, [Pa, Pb] = λ ǫabc J
c. (7.15)
For λ > 0, these structure constants are those of the semi-simple Lie algebra
so(2, 1)⊕ so(2, 1). The deformed Chern-Simons action reads explicitly
Sλ,µ =
∫
M
Ωλ,µAB [
1
2
AA dAB +
1
6
AA f
B(λ)
CD A
CAD] (7.16)
=
∫
M
[
eaGa + µ [
1
2
ωa dωa +
1
6
ǫabc ω
a ωb ωc]
+ λ
1
3!
ǫabc e
a eb ec + λµ [
1
2
ea dea +
1
2
ǫabc e
a eb ωc]
]
, (7.17)
while the deformed gauge transformations read
δǫ e
a = − dǫa − ǫabc (ω
b ǫc + eb τ c), (7.18)
δǫ ω
a = − dτa − ǫabc (ω
b τ c + λ eb ǫc). (7.19)
Thus, our analysis shows that there are no other consistent deformations
of 2 + 1 dimensional gravity than those already discussed in [25].
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Appendix A: Descents and decomposition ac-
cording to homogeneity
The space E can be decomposed into monomials of definite homogeneityM in
the fields and their derivatives, E = ⊕M=0EM , and one can define the spaces
of polynomials of homogeneity greater or equal to M , EM = ⊕N≥MEN .
If
CM =< H(γ|d, EM), H(γ, EM),DM , l#
M
, i#
M
>, (A.1)
CM =< H(γ0|d, EM), H(γ0, EM),DM , l
#
M , i
#
M >, (A.2)
are the exact couples that describe the descents of γ in EM , respectively of γ0
in EM , one can define mappings between exact couples (see e.g. [43]) through
IM+1 = (jM+1, kM+1) : C
M+1 −→ CM , (A.3)
PM = (πM , ψM) : C
M −→ CM , (A.4)
GM = (mM , nM) : CM −→ C
M+1. (A.5)
The map jM+1 consists in the natural injection of elements of H(γ|d, EM+1)
in H(γ|d, EM) and similarily kM+1 consists in the injection of elements of
H(γ, EM+1) as elements of H(γ, EM), with
DM ◦ jM+1 = jM+1 ◦ D
M+1, (A.6)
l#
M
◦ jM+1 = kM+1 ◦ l
#M+1, (A.7)
i#
M
◦ kM+1 = jM+1 ◦ i
#M+1. (A.8)
The map πM : H(γ|d, E
M) −→ H(γ0|d, EM) is defined by πM [A
M ] = [AM ],
while ψM : H(γ, EM) −→ H(γ0, EM) is defined by ψM [aM ] = [aM ]. Again,
the various maps commute,
DM ◦ πM = πM ◦ D
M , (A.9)
l#M ◦ πM = ψM ◦ l
#M , (A.10)
i#M ◦ ψM = πM ◦ i
#M . (A.11)
Both the maps mM : H(γ0|d, EM) −→ H(γ|d, EM+1) and nM : H(γ0, EM) −→
H(γ, EM+1 are defined by are defined by the induced action of γ1: mM [aM ] =
[γ1aM ] and nM [aM ] = [γ1aM ], with
DM+1 ◦mM = mM ◦ DM , (A.12)
l#
M+1
◦mM = nM ◦ l
#
M , (A.13)
i#
M+1
◦ nM = mM ◦ i
#
M . (A.14)
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Finally, the triangles
H(γ|d, EM+1)
jM+1
−→ H(γ|d, EM)
mM տ ւ πM
H(γ0|d, EM)
, (A.15)
H(γ, EM+1)
kM+1
−→ H(γ, EM)
nM տ ւ ψM
H(γ0, EM)
, (A.16)
are exact at all corners, implying, if j0 = 1 = k0, that
H(γ|d, E) = ⊕∞M=0j0 . . . jMπ
−1
M Ker mM , (A.17)
H(γ, E) = ⊕∞M=0k0 . . . kMψ
−1
M Ker nM . (A.18)
All this can be summarized by the commutative diagram of figure 1.
The corners of the big triangle are itself given by exact triangles and the
large triangles obtained by taking a group at the same position of each small
triangle are also exact.
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Figure 1: Exact triangle of exact triangles
H (γ I d , ε     )M+1 H (γ I d , ε     )
M+1
H (γ  , ε     )
M+1
H (γ I d , ε    ) H (γ I d , ε    )
H (γ  , ε    )M
M M
H (γ I d , ε    ) H (γ I d , ε    )
H (γ  , ε    )M
M M0 0
0
pi
D D
D
M
M+1
M
M
M
j M+1
j M+1
k
M+1
i i
#M#M+1
m
M
nM
i
m
M
l #M+1 l
#M
# l #M
M
M
pi
ψn
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