Scanning transmission electron microscopy can directly image the atomic structure of materials. To resolve this structure, the material must be aligned along a direction such that columns of atoms are projected onto the image. The local relationships between the intensities and distances of these projected atom columns can inform our understanding of structure-property relationships to ultimately further improve the materials. Measurement error in the atom column locations can, however, introduce bias into parameter estimates. Here, we create a spatial Bayesian hierarchical model that treats the locations as parameters to account for measurement error, and lower the computational burden by approximating the likelihood using a non-contiguous block design around the atom columns. We conduct a simulation study and analyze real data to compare our model to standard spatial and non-spatial models. The results show our method corrects the bias in the parameter of interest, drastically improving upon the standard models.
Introduction
From the analysis of atomic resolution STEM images, researchers can determine atom column locations and intensities that reveal a material's local atomic structure and chemical composition, which can sensitively govern material properties. Engineering and controlling material behavior requires the accurate and precise characterization of chemical and structural correlations (Keen and Goodwin, 2015) .
Our analysis tests hypotheses about the relationship between the positions of neighboring atom columns shown in Figure 1 . However, error from these location measurements can alter this analysis. Therefore, it is important that we account for this measurement error (ME) in our statistical model to make correct conclusions. ME in covariates in linear regression settings results in biased parameter estimates that attenuate towards zero (Carroll et al., 2006) . There are a variety of methods to correct for this bias in models with independent error terms, including regression calibration (Carroll and Stefanski, 1990; Gleser, 1990) , simulation extrapolation (SIMEX) (Cook and Stefanski, 1994) , and Bayesian hierarchical modeling with informative priors on the ME variance based on expert knowledge or repeated measures. Muff et al. (2015) provide a review of Bayesian ME models with several applications and use integrated nested Laplace approximations to carry out their analysis.
The STEM data in Figure 1 exhibit spatial dependence, and so we are interested in ME methods for spatial settings. ME methods for spatial statistics have particularly been developed for spatially misaligned data where covariates are observed at locations different from where the response is observed (Szpiro et al., 2011; Gryparis et al., 2008) . Li et al. (2009) create a spatial linear mixed models ME framework and show that regression coefficient attenuation and variance inflation occur with naive estimates in spatial settings as well. Alexeeff et al. (2016) introduce SIMEX for spatial settings where either the data is misaligned or the model is misspecified, and Huque et al. (2016) present a spatial analogue to regression calibration. Recently, Tadayon and Torabi (2018) and Tadayon and Rasekh (2019) have developed ME models for non-Gaussian settings by incorporating the ME variance into the spatial covariance. These methods all require knowledge of the ME variance, the ability to estimate it, or assumptions about the ME to make the model identifiable.
Spatial statistical models incorporate observation locations into the model design via covariates and covariance functions. In image analysis, algorithms that detect locations of interest may do so with error. Though we may not have prior information on the variance of this ME, we do have the information provided by the entire image. Instead of including informative priors on this variance, we can expand the model into a hierarchical setting that incorporates every pixel and treats the locations as parameters of the model. The data layer of the hierarchy treats pixel intensities as responses and weights each pixel's contribution to locations of interest by its distance from the location.
In STEM images, because atom column locations provide information about material chemistry and structure, ME in these locations could bias our understanding of local effects in these materials. Therefore, these images are natural candidates for the described hierarchical framework. Spatial correlation between pixels, however, creates computational issues, as the large size of the image results in an enormous covariance structure and a likelihood that is impossible to compute. Thus, we must approximate the likelihood or the covariance matrix (or both) in order to implement a computationally tractable Bayesian hierarchical model that accounts for ME in the atom column locations. Heaton et al. (2019) compare the performance of various low rank and sparse covariance/precision approximations for large data sets. Low rank approximations are popular, but Stein (2014) showed that contiguous independent block likelihood approximations outperform low rank models when the nugget variance is small and the observations are dense.
He points out that the independent contiguous block assumption is troubling, and suggests using the Vecchia likelihood method instead (Vecchia, 1988; Katzfuss and Guinness, 2017) .
These STEM images, however, are the ideal candidates for independent blocks. We see in Figure 1 that atom columns appear as bright circles in the images with dark, low-information areas around them. We put boxes around the atom columns and treat the observations in one box as independent from the observations in another. We discard the observations outside of the boxes since they contain little information about atom positions. Thus, we have a collection of non-contiguous boxes that we can reasonably assume are independent. This approach differs from other methods because it uses the data in the image to account for the ME, instead of estimating it or assuming something about the underlying process.
Additionally, the computational time scales linearly with the number of atoms, making it feasible to use for very large data sets. Furthermore, while Den Dekker et al. (2005) and
Van characterize structural parameters in atom columns using frequentist methods, they treat residuals as uncorrelated. We incorporate spatial correlation between pixels and atom columns into our model, use Bayesian methods to quantify uncertainty in our parameters, and take advantage of a hierarchical framework to perform inference on parameters that characterize physical and chemical relationships between atoms.
The rest of this article proceeds as follows. In Section 2, we explain how we collected the data. We describe the hierarchical model and approximate likelihood of the data layer in Section 3. In Section 4 we discuss the Markov chain Monte Carlo (MCMC) setup. We compare the hierarchical model with standard spatial and simple linear regression models in Section 5 via a simulation study. We apply and compare these methods on collected STEM image data in Section 6, and conclude in Section 7. Understanding how individual atoms influence their surrounding structure is important for understanding the origin of material properties, and in turn, how to engineer them for even greater properties (Keen and Goodwin, 2015) .
Description of the STEM Image Data

Model Description
We use the Bayesian hierarchical framework for our statistical model. The data layer encapsulates the relationship between the intensities associated with each pixel and the atom column locations and intensities. The process layer models the association between the displacement of the A-site locations from their expected position and the intensities of neighboring B-sites using a Gaussian kernel. We compare the hierarchical model to the described spatial and simple linear regression models with fixed atom column locations.
Data Layer
The model for the observed intensities is
where Y (p) is the intensity at pixel p, N i is the number of atoms of type i, s ij is the coordinate vector of the j th atom column of type i, , and ψ i is the bandwidth parameter for type-i atom columns. The expected intensity decays from the atom column location following a Gaussian kernel to place higher intensity value on pixels closer to the center of the nearest atom column. The background intensity β 0 and true atom column intensity β ij control the mean intensity.
The residuals follow a Gaussian process denoted GP (σ 2 , r pix , ρ pix ) with mean 0 and exponential covariance function
where σ 2 is the variance, r pix is the proportion of variance that is spatial, ρ pix is the spatial range and I(·) is the indicator function. The exponential covariance function is a part of the desirable Matérn class of covariance functions where the smoothness parameter is 1 2 (Gelfand et al., 2010) . We approximate our model as independent across windows surrounding the atoms, as shown in Figure 1 . We only consider pixels within square windows W ij around column s ij , thus moving from the contiguous blocks described by Stein (2014) to non-contiguous blocks of equal sizes for each atom column type. Since the atom columns outside of the window are far from the pixels inside the window, we treat their contributions as negligible. We then approximate our model from (1) as
where Y (p ijk ) is the intensity of the k th pixel in W ij and p ijk ∈ W ij is the 2 × 1 coordinate vector of that pixel. The covariance for pixels within W ij follows (2), and is 0 for pixels that are not in the same window.
Process Layer
The objective of our study is to test whether the displacement of the A-sites from the unweighted center of the neighboring B-sites relates to the intensity of the B-sites. For the B neighboring B-sites of the j th A-site, the unweighted center is
where k ∼ j denotes the k th neighbor of the j th site. The β Bk parameters in the data layer are the intensities of the B-sites, so the weighted center is 
where k ∈ {x, y} and s Ajk , u Ajk , and w Ajk are the k th coordinates of s Aj , u Aj , and w Aj , respectively. The residuals ε are independent between x-and y-coordinates and follow a mean-zero Gaussian process GP (σ 2 A , r, ρ) with the exponential covariance structure defined in (2). This model frames the study's objective as a test of whether α 1 = 0.
The 2 × 1 vector s Aj − u Aj is the x− and y− displacement of the A-site from the central position, and the displacement resembles simple linear regression with covariate w Aj − u Aj .
The slope parameter α 1 models the linear relationship between displacement of the A-site and the difference between the weighted and unweighted averages of its neighboring B-sites. In other words, a relatively high-intensity B-site is associated with greater A-site displacement.
The intercept parameter is α 0 and σ 2 A is the A-site variance.
We model the B-site locations as
where ∼ s Bj is the expected location of the B-site based on the symmetric properties of the We treat the B-sites as uncorrelated because we expect the deviation of the sites from their expected location on the crystal lattice to be small.
Prior Layer
In general, we choose weakly informative priors for our parameters. The means for the Bsites are on an equispaced grid ∼ µ B calculated from the corner sites, which corresponds to the perovskite structure of PMN. We use OLS estimates of the β ij to ground the hyperparameters σ 2 β i at reasonable values. In particular, we set the mean for σ 2 β i at the sample standard deviation of the OLS estimates of β ij and the variance of σ 2 β i at 25 2 . We let the priors for σ 2 i follow Inverse Gamma distributions, so we solve for the shape and rate parameters based on the mean and variance settings. We provide a description of the parameters along with their prior distributions in Table 1 .
Computing
We use Gibbs and Metropolis sampling in an MCMC framework to sample from the joint posterior distribution of the parameters. The description of the prior distributions of the hierarchical model parameters is in Table 1 . For the non-hierarchical models, the regression coefficients α 0 and α 1 have conjugate N (0, 1000 2 ) priors. We also use a Gibbs sampler for variance σ 2 A , with an InverseGamma(0.01, 0.01) conjugate prior. In the spatial linear regression model, we use Metropolis samplers for the correlation parameters r and ρ with Uniform(0, 1) and LogNormal(0, 10) priors, respectively.
The hierarchical model contains 3(N A + N B ) + 16 parameters, where N i is the number of type-i columns. As such, the number of parameters scale linearly with the number of atom columns. To mitigate the large computational burden we break the image into independent blocks, placing boxes around each column as described in Section 2. The boxes must not µ Bj is the grid location described in Section 3.1.3. The hyperparameters for the variance of the β ij come from setting the mean to be the sample variance of the OLS estimates and the variance to be 25 2 , with a i =σ
Intercept for pixel intensity Normal(0, 1000 2 ) β ij Slope associated with pixel intensity for atom j of type i overlap, or we will count pixels more than once in our analysis and have an invalid model.
Therefore, the size of the boxes is important, as they must contain the atom column while not overlapping with the other boxes. It is helpful to orient the image so that it is not necessary to rotate the boxes to be in line with the rows of atom columns.
After selecting box half-widths of h A and h B for the A-and B-sites, respectively, we create the boxes by rounding the estimates for the atom column locations to the nearest pixel, then adding and subtracting the half-widths from the x-and y-coordinates to get the pixels inside of the box. Thus we have square boxes of width 2h i + 1 around each atom column of interest, where i ∈ {A, B}. The approximate likelihood is then
where p * (·) is the density from the approximate model in (3), Y ij is the vector of pixels in window W ij , and Θ is the vector of parameters other than the location of the j th atom column of type i.
Because these boxes are the same size for each atom type, we need only to compute the two pixel-pixel distance matrices (one for A-sites and one for B-sites) for the covari- 
Simulation Study
We simulate 100 data sets for each model setting, drawing 10,000 posterior samples for each data set after a 10,000 iteration burn-in period. We compare the hierarchical model against the spatial and simple linear regression models with fixed atom column locations described in Section 5.2. The window half-widths are 6 pixels for the A-sites and 5 pixels for the B-sites.
Data Generation
We generate data to have similar properties to the real data plotted in Figure 1 . We also consider simulations with slightly different true parameters to understand the operating characteristics of the proposed method.
Atom Column Locations
We first draw 19 2 B-sites from a normal distribution where the mean is a grid of points 40 pixels apart and the standard deviation σ B = 0.25. To simulate the locations of the corresponding 18 2 A-sites, we first need to generate the β's. We set β 0 = 87, and independently
Letting the A-site distance matrix d be defined by the unweighted means of neighboring B-sites in the mean grid, with α 0 = −0.08, α 1 = −0.15 , σ A = 0.4, r = 0.73, and ρ = 100, we draw the A-sites from the distribution defined in (6).
Pixel Intensities
We examine five model settings by fixing correlation parameter r pix = 0.53 and varying intensity standard deviation σ between 140, 220, and 300 for the first three settings. For the last two, we fix σ = 140 and change r pix to be 0.7 and 0.9. We set the bandwidth parameters ψ A = 4.3 and ψ B = 3.7 and pixel spatial range ρ pix = 5.5. We draw the pixel intensity values based on (1) for pixels within a 2(h i + 2) + 1 width box around each atom of type i. The purpose of this is to ensure that the boxes with half-widths h i drawn around the estimated atom locations contain pixels that follow the proper distribution. The remaining pixel intensities come from an i.i.d N (β 0 , 25) distribution.
Initial Atom Column Locations
The algorithm described in the Appendix chooses the initial atom column locations by first finding the intensity-weighted average of the nearby pixels and then using nonlinear least squares to refine this estimate. Because we already know the general location of each atom based on the boxes, we skip the Normalized Cross-Correlation (NCC) step, using the pixels inside each corresponding box. In most cases, the nonlinear least squares fit and the intensity-weighted average produce the same location.
Non-Hierarchical Models
Bayesian spatial and simple linear regression using fixed atom column locations provide faster and more straightforward analyses at the cost of bias and variance inflation from naive parameter estimates. We estimate the atom locations using the non-linear least squares method described in the Appendix, and assume them to be known for the remainder of the analysis. We modify the models from Cabral (2018) 
where δ(s Aj ) = s Aj − u Aj , Ψ(s Aj ) = w * Aj − u Aj , and Cov( (s Aj )) = σ 2 A I 2 . u Aj is defined in (4) and
which is the analogue for (5) when every pixel is not in the model. I(s Bk ) is the intensity found from the nonlinear least squares fit in the Appendix. The covariance structure for the spatial linear regression model is the same as for the hierarchical model and the residuals for the simple linear regression model are i.i.d. normal with mean 0 and variance σ 2 A .
Results
We are primarily interested in the slope parameter α 1 . Table 2 displays the naive models, whereas the hierarchical models perform well until the intensity standard deviation σ increases drastically. We see the model performance start to decline when σ = 220, and perform much worse when σ = 300. Table 3 displays the results of more parameters from the initial model setting. For the parameters common between the three models, the hierarchical model has the best coverage, though the spatial linear regression model has tighter posteriors for the correlation parameters, which is reflected in MSE estimates. The data layer parameters have less than 95% coverage, but the bias and means of the posterior standard deviations show that they are close to the truth for the most part. The low coverage may be explained by the pixels inside the windows not capturing all of the information in the model. However, the parameters of interest are in the process layer, not the data layer, and this model sees better performance in the process layer parameters than the spatial and simple linear regression models.
STEM Image Analysis
The PMN image in Figure 1 contains 19 2 A-sites and 18 2 B-sites for analysis. We run the MCMC for each model for 90,000 iterations after a 10,000 iteration burn-in and check convergence visually via trace plots. We compare the hierarchical model with half-width 6
for the A-sites and 5 for the B-sites against the spatial and simple linear regression models The results of the analysis are as expected. Table 4 shows that the posterior means for α 1 in the simple and spatial linear regression models are much closer to zero than in the hierarchical model, and the variance is inflated, as we expect because of measurement error. The estimated effect is 53% larger for the full model than for the standard models. We visualize these results in the density plots in Figure 3 . We also see the posterior intervals and means for the atom column locations in Table 4 . The spatial linear regression model puts a wider interval on the intercept term α 0 than the simple linear regression model, which allows for a narrower interval around the regression coefficient of interest α 1 . The spatial linear regression credible interval for α 1 does not overlap with the interval from the hierarchical model, providing strong evidence of attenuation.
All three models indicate strong evidence of a negative relationship between A-site column displacement and B-site intensity through the parameter α 1 . In other words, A-site column locations tend to be further from B-sites with higher proportions of magnesium.
These findings are consistent with observations made with x-ray diffraction that propose the distribution of magnesium and niobium directly influences the bonding between lead and oxygen (Chen et al., 1996; Jeong et al., 2005) . 
Discussion
Electron microscopy imaging techniques will continue to improve and provide us with an ever clearer picture of how local physical and chemical differences contribute to global material properties. This article describes a spatial Bayesian hierarchical model that accounts for measurement error in locations for atomic-scale images of crystalline materials. Our new method is a dramatic improvement over the standard analysis techniques, and as such we hope it will become an impactful tool for materials scientists. We apply this model to real and simulated STEM images of PMN, and show that it outperforms spatial and simple linear regression where the estimated locations are treated as the truth. This method is computationally intensive compared to the naive models, as the number of parameters scale with the number of atom columns and the data layer uses intensities at each pixel as responses.
However, using independent non-contiguous blocks around the atom columns allows the time to scale linearly with the number of columns.
For the type of data explored in our application, the non-contiguous block method is limited by the maximum size of the windows around the atom columns. The blocks cannot overlap, because the information in the overlapping region would be counted twice. Rotating the image so that the angle of the rows of atom columns aligns with the blocks will help maximize the block size. We can also modify this model to apply it to different types of crystal structures and zone axes. Let the prior distribution for β 0 be N (0, σ 2 β 0 ), and Q i be the pixel-pixel precision matrix for a box around atom columns of type i.
Then, using the approximate likelihood from equation 8,
B.1.2. A-site Intensity Parameters β Aj
Let the prior distribution for β Aj be N (µ β A , σ 2 β ), and let µ Aj , X Aj and Q A be defined as in the previous subsection. Then,
. After factoring out V β Aj and completing the square, we see Let the prior distribution for σ 2 be InvGamma (c, d) . Let µ ij be defined as before and
which is the kernel of an inverse gamma distribution. So,
B.2. Process Layer
Let δ x = (δ x1 , δ x2 , · · · , δ xa ) T , where δ xj = s A j x − U A j x , the difference of the x-coordinates of the j th atom column location and the 2 × 1 vector defined in in equation 4. 
where Recall from 1 the prior distribution for α 0 is N (0, 1000 2 ). We will generalize here and let α 0 ∼ N (0, σ 2 α 0 ). Let µ i = δ i − α 0 1 a − α 1 Ψ i Then, we derive the full conditional distribution:
If we let V α 0 = 2(1 T a V −1 1 a ) + 1 σ 2 α 0 and M α 0 = i∈{x,y} (δ i − α 1 Ψ i )V −1 1 a , we see after completing the square that
B.2.2. Slope Parameter α 1
As we did with α 0 , we will generalize the prior for α 1 and let α 1 ∼ N (0, σ 2 α 1 ). Again let µ i be defined as above. Then,
and M α 1 = i∈{x,y} (δ i − α 0 1 a ), after completing the square we have
B.2.3. Variance Parameter σ 2
A Let the prior distribution for σ 2 A be InvGamma(f, g). Let V * = 1 σ 2 A V, and µ i be defined the same as in the previous subsections. Then,
which is the kernel of an inverse gamma distribution, so The mean and variance parameters for β A and β B have priors determined by the OLS estimates of the β ij s, as described in Table 1 . Letμ β i be the mean of the OLS estimates for the β ij 's, and a i and b i be defined as in the Table 1 caption. Then we have conjugate posteriors, with
and 
