Introduction
[2] The breakup of the stratospheric polar vortices is associated with the onset of spring. In the Southern Hemisphere (SH), the weakening of the polar jet and transition from wintertime westerlies to summertime easterlies occurs during the September-October-November season [see, e.g., Randel and Newman, 1998 ]. The breakup of the polar vortices significantly impacts both chemistry and transport in the stratosphere [e.g., Atkinson et al., 1989] .
[3] Progress has been made in determining which factors affect polar vortex strength and persistence. Some studies have explored the relationship between polar vortex dynamics and polar ozone loss: Shine [1986] theorized that polar ozone loss cools the Antarctic lower stratosphere in late winter; more recent work [e.g., Randel and Wu, 1999] used observations to confirm this finding. Momentum deposition by gravity waves decelerates the polar jets and may contribute to the breakup of the polar vortices in spring [e.g., Limpasuvan et al., 2007] . Another stream of research has focused on the role of planetary wave driving on the breakup of polar vortices. Waugh et al. [1999] found that a late breakup of the Northern Hemisphere (NH) vortex was generally preceded by a period of anomalously weak eddy heat fluxes two months earlier; Rao et al. [2003] found a similar lagged anticorrelation between wave activity and the timing of final stratospheric warmings in the SH. Furthermore, the first observed midwinter warming of the Antarctic polar vortex in 2002 was associated with high planetary wave activity [see, e.g., Kruger et al., 2005; Newman and Nash, 2005] . This evidence suggests that planetary wave driving is an essential component of the vortex breakup, and thus, planetary wave driving that is weak or ill-timed is likely to delay the final stratospheric warming.
[4] While most 3-D coupled chemistry-climate models (CCMs) can simulate the ozone hole, few CCMs can reproduce the observed timing of the vortex breakup. Specifically, the transition to easterlies at 60°S, a proxy for the timing of the vortex breakup, occurred later than observed in the majority of the CCM simulations of the late 20th century assessed by Eyring et al. [2006, Figure 2] . The delay in the mean date of the transition to easterlies exceeded a month in some CCMs, particularly in the lower stratosphere. CCMs, in which the transition to easterlies at 20 hPa was delayed as compared with observations, were given low "grades" for this diagnostic in the quantitative assessment by Waugh and Eyring [2008] . It is of scientific interest, and of interest to model developers, to better understand the differences between CCMs that perform relatively well or poorly with respect to the breakup of the polar vortices and to determine the causes of this common model deficiency.
[5] This paper assesses the breakup of the Antarctic polar vortex in two new CCMs. The CCMs are introduced in section 2. The seasonal cycles of temperature, zonal winds, and total ozone are shown in section 3.1. In section 3.2, the performance of both models is compared with the previous generation of CCMs, using the Eyring et al. [2006] transition to easterlies diagnostic; one model is able to capture the observed vortex breakup, while in the other model the vortex breakup is delayed. Furthermore, the strength of the 100 hPa heat flux in October and November is shown to diagnose the ability of a CCM to accurately simulate the vortex breakup. Section 3.3 examines the consequences of the delayed vortex breakup for temperature and the transport of trace species since existing evidence suggests that the poorly modeled breakup of the SH polar vortex in the Goddard Earth Observing System (GEOS) version 1 CCM biases other stratospheric diagnostics: Stolarski et al. [2006] reported that modeled positive ozone trends in the Antarctic middle stratosphere were offset by two to three weeks as compared with satellite observations of the phenomena. Section 4 summarizes the main findings.
Description of Models and Observational Data Sets

Meteorological Analyses
[6] The European Centre for Medium-Range Weather Forecasts' 40 year meteorological reanalysis (ERA-40) [Uppala et al., 2005] is used to compare model results with observations. The ERA-40 data set has vertical coverage up to 1 hPa, and for this study, it is interpolated to a 2.5°× 2.5°h orizontal grid. Zonal wind, temperature, geopotential height, and eddy heat flux fields are shown in this work.
[7] The National Centers for Environmental Prediction-U.S. Department of Energy (NCEP-DOE) reanalysis-2 product [Kanamitsu et al., 2002] is also included in the analysis of heat flux and vortex breakup date presented in section 3.2. NCEP reanalysis-2 has 2.5°× 2.5°horizontal resolution with vertical coverage up to 10 hPa. The ERA-40 and NCEP reanalyses yield similar results for the 1980-2000 period.
GEOS V2
[8] Version 2 (V2) of the GEOS chemistry-climate model (hereafter GEOS V2) is based on the GEOS 5 atmospheric general circulation model (GCM). The horizontal resolution is the same as in the version 1 (V1) model (2°× 2.5°). There are 72 vertical levels and a model top at 0.01 hPa. As described by Rienecker et al. [2008] , the GEOS 5 GCM uses essentially the same advection and gravity wave drag schemes as the GEOS 4 GCM [Bloom et al., 2005] . However, changes have been made to the physics parameterizations, such as the radiative transfer and convective components. The stratospheric chemistry component in GEOS V2 is essentially the same as in the GEOS V1 CCM; predicted distributions of water vapor, ozone, greenhouse gases (CO 2 , CH 4 and N 2 O), and CFCs feedback to the radiative calculations [see Pawson et al., 2008] .
[9] Section 3 considers the representation of the Antarctic vortex in V2 simulation P1. Similar to the GEOS V1 simulations assessed by Pawson et al. [2008] , V2 P1 is a "reference past" run that attempts to reproduce the observed stratosphere. Specifically, V2 P1 is a "REF-B1" simulation (driven by annually varying emissions of ozone precursors, concentrations of ozone-depleting substances and greenhouse gases, sea surface temperatures (SSTs) and sea ice, spanning from 1960 through 2006), as defined by the Chemistry-Climate Model Validation (CCMVal) project . Variability associated with the quasibiennial oscillation (QBO), solar cycle, and volcanic eruptions is not considered.
UK Chemistry and Aerosols
[10] Like the GEOS V2 CCM, the stratospheric version of the UK Chemistry and Aerosols (UKCA) model is a new chemistry-climate model. This paper considers a "REF-B1" simulation of the recent past [see Eyring et al., 2008] .
[11] UKCA is based on the UK Met Office Unified Model 6.1 at 2.5°× 3.75°horizontal resolution. The underlying GCM is nonhydrostatic, with 60 geometric height levels and a model top at approximately 84 km altitude. The UKCA model includes a detailed treatment of stratospheric chemistry. As for GEOS V2, water vapor, ozone, greenhouse gases (CO 2 , CH 4 and N 2 O), and CFCs (CFC-11 and CFC-12) feedback to the model's dynamics [Morgenstern et al., 2009] . The gravity wave drag parameterization follows Scaife et al. [2002] . The setup and performance of the stratospheric version of UKCA in a perpetual 2000 simulation are described in detail by Morgenstern et al. [2009] . The stratospheric sensitivity of UKCA to high chlorine loading is discussed by Morgenstern et al. [2008] . Wind, Temperature, and Total Ozone in Two New CCMs [12] This section provides an overview of the performance of GEOS V2 and UKCA in simulations of the recent past. The 1980-2000 mean seasonal cycles of zonal winds and temperature at 60°S, and SH total ozone fields, are shown for both of the CCM simulations in Figure 1 . The ERA-40 reanalysis [Uppala et al., 2005] and the Total Ozone Mapping Spectrometer (TOMS)/solar backscatter ultraviolet (SBUV) data set [Stolarski and Frith, 2006] are shown for comparison. 3.1.1. GEOS V2
Results
Simulation of Zonal
[13] The observed annual cycles of zonal wind, temperature, and total ozone are generally well reproduced in GEOS V2. Upper stratospheric zonal winds in the Antarctic winter and the timing of the springtime transition to easterlies are poorly modeled (Figure 1b ; see discussion in section 3.2). Despite a wintertime warm bias and summertime cold bias in the upper stratosphere, polar lower stratospheric temperatures, which are key to the correct simulation of the ozone hole, compare well with the ERA-40 reanalysis (Figures 1d-1f ).
[14] The ability of the GEOS V1 CCM to simulate the annual cycle of total ozone was discussed by Eyring et al. [2006] . They found that while most features of the observed total ozone field were well-reproduced by the V1 model, the middle-latitude ozone maximum in late winter/early spring was higher than detected by satellite instruments, associated with the stronger than observed SH polar jet, and in the 1990s the ozone hole was on average smaller than observed. These two model deficiencies worsen in GEOS V2; total ozone values are higher than observed both at midlatitudes in late winter and in the SH polar region in spring (Figure 1h ).
UKCA
[15] For the recent past, observed stratospheric winds are well-reproduced by the UKCA CCM, though wintertime westerlies in the uppermost stratosphere are too strong ( Figure 1c) . The model has an internally generated quasibiennial oscillation with a period of 4-5 years [Morgenstern et al., 2009] . Stratospheric temperatures are generally wellsimulated, though there is a warm bias at 100 hPa throughout the year at tropical latitudes ( Figure 1f ). Total ozone is well-simulated in the tropics, but similar to GEOS V2 (see Figure 1h ) and to the CCMs discussed by Eyring et al. [2006] , midlatitude total ozone is overestimated (Figure 1i ).
Persistence of the Antarctic Polar Vortex and Relationship to Heat Flux
[16] This section aims to quantify the strength of the Antarctic polar vortex and the timing of the vortex breakup as represented in the GEOS V2 and UKCA CCMs.
[17] While the GEOS V2 CCM can in general simulate observed zonal winds (see Figures 1a and 1b) , the modeled Antarctic vortex is too persistent. Differences between SH 10 hPa zonal mean zonal winds in GEOS V2 and the ERA-40 reanalysis, as a function of latitude and season, are highlighted in Figure 2c . Shown are the mean differences for the 1980-2000 period. The largest differences (∼10 m s −1 in the 70°S-50°S region) occur in November and December and are associated with the delayed breakup of the Antarctic vortex in GEOS V2. During the winter season (May through September), the modeled vortex is slightly weaker than observed. In UKCA ( Figure 2e ) the jet axis is positioned too far poleward (since the modeled polar vortex is too small [see Morgenstern et al., 2009] ); otherwise, 10 hPa zonal winds are well-simulated.
[18] Recent CCM comparison studies [e.g., Austin et al., 2003; Eyring et al., 2006] have used the modeled, meridional eddy heat flux at 100 hPa (equivalent to the vertical Andrews et al., 1987] ) to diagnose planetary wave driving from the troposphere and evaluate the correlation between tropospheric forcing and high-latitude lower stratospheric temperature. As shown in Figure 2b , 100 hPa heat flux is negative (poleward) throughout the SH and is strongest at midlatitudes (40°S-80°S) in October. The observed maximum in planetary wave driving corresponds with the location and timing where heat flux in GEOS V2 is too weak (i.e., positive differences peaking in October and November; see Figure 2d ). Note that the period of weaker than observed heat fluxes precedes the period during which high-latitude winds are too strong by 1 month. Whereas the magnitude and seasonal cycle of 100 hPa heat flux in UKCA compare well with the ERA-40 and NCEP means for 1980-2000 (see Figures 2f  and 3) ; heat flux in GEOS V2 is too weak between September and November (as discussed in section 3.1). In GEOS V2, peak heat flux values occur in September rather than in October, as observed.
[19] Furthermore, the observed distribution of the 100 hPa heat flux between 1980 and 2000, in October and November, corresponds better with UKCA than with GEOS V2. Figure 4 shows histograms of the 100 hPa heat flux in July (Figures 4a,  4d , 4g, and 4j) October (Figures 4b, 4e, 4h , and 4k), and November (Figures 4c, 4f , 4i, and 4l) in the two CCM simulations, compared with the ERA-40 and NCEP is in good agreements with the reanalysis distributions in all 3 months. The GEOS V2 CCM is able to reproduce the distribution of ERA-40 heat flux in July (and in other months; not shown), but in October and November the modeled heat flux is skewed toward the weak end of the ERA-40 and NCEP distributions.
[20] Because midlatitude heat flux in October and November appears to be an indicator of a CCM's ability to capture the strength of the polar stratospheric jet in November and December (see Figures 2, 3 , and 4), the breakup of the Antarctic polar vortex is examined as a function of heat flux. In Figure 5 , the timing of the transition to easterlies at 60°S, 10 hPa is shown as a function of October-November mean 100 hPa heat flux at midlatitudes (40°S-80°S). The stars show the date of the transition to easterlies in individual years, calculated from a smoothed time series of zonal winds at 10 hPa, as well as the OctoberNovember heat flux in individual years. The large diamond symbols indicate the mean heat flux values and breakup dates: On average the transition to easterlies occurs approximately 5 (4) days later in the UKCA model than in ERA-40 (NCEP) and approximately 13 (12) days later than ERA-40 (NCEP) in GEOS V2 (see Table 1 ). As has been previously mentioned in section 3.1 and this section, heat flux is significantly weaker in GEOS V2 than in either of the reanalyses. In Figure 5 the lines show the linear fit between October-November heat flux and the transition to easterlies. In each case, weaker heat flux leads to a later breakup of the polar vortex; all correlations exceed 0.60. The heat flux-breakup date slopes are similar in the two reanalyses (2.24 ± 0.56 days [21] The mean delay in the breakup of the Antarctic polar vortex resulting from insufficient heat flux in GEOS V2 is similar to the mean delay in the breakup date related to ozone depletion [see Akiyoshi et al., 2009] . In Figure 5 Table 1 (The mean date of the transition to easterlies is similar in the NCEP reanalysis and is therefore not shown; see Figure 5 and Eyring et al. [2006] .) The solid green (purple) line indicates the mean transition date in the GEOS V2 (UKCA) model. The thin (thick) dashed lines indicate the average timing of the transition to easterlies in years when heat flux is more than one standard deviation lower (higher) than the 1980-2000 mean. As discussed above, UKCA is able to capture the observed timing of the vortex breakup whereas the modeled mean breakup date in GEOS V2 is somewhat later than in ERA-40 in the middle and lower stratosphere (specifically, a 12-13 day delay at 10 hPa). In the high heat flux case in ERA-40 and in both models, the transition to easterlies occurs at the early edge of the range of observed variability (late October at 1 hPa; early December at 30 hPa). In the ERA-40 low heat flux case, the transition to easterlies occurs at the late edge of the range of observed variability (mid-November at 1 hPa; late December at 30 hPa). In the GEOS V2 and UKCA low heat flux case the transition to easterlies is delayed by 2-3 weeks as compared with the ERA-40 mean. This suggests that it is the relative frequency of weaker than observed heat flux years in GEOS V2 that causes the mean transition to easterlies to lie outside the range of observed variability.
[23] Differences between the planetary wave driving in UKCA and GEOS V2 originate in the troposphere. Figure 7 shows longitude versus altitude maps of geopotential height deviations from the zonal mean at 60°S. The tilt and amplitude of zonal asymmetries in the geopotential height field determine the magnitude of the heat flux [Holton, 1979] . In Figure 7 the geopotential height deviations are pressure-weighted to emphasize the wave structures in the troposphere and lower stratosphere. In July (Figures 7a, 7c , and 7e) the observed stationary wave pattern is well captured in both CCMs: both models have a prominent wave number 1 structure at 60°S. In October (Figures 7b, 7d , and 7f), while the tropospheric maximum is shifted approximately 50°west of the observed maximum, the midlatitude stationary wave pattern in UKCA is otherwise in agreement with ERA-40. In GEOS V2, wave number 2 dominates over wave number 1; note the separation between the two maxima at approximately 240°E. The stationary wave pattern is weaker than observed in the upper troposphere; in the stratosphere, the positive contours lack the westward tilt seen in ERA-40 and UKCA. (The November tropospheric wave patterns are very similar to those in October and are therefore not shown.) Thus, the GEOS V2 model's lack of skill in reproducing the observed tropospheric stationary wave patterns in October and November corresponds with weaker than observed 100 hPa heat flux values during this same period.
Consequences of the Late Breakup of the Antarctic Polar Vortex in GEOS V2
[24] This section considers the consequences of the late breakup of the SH polar vortex on temperature, ozone, methane, and residual circulation in the middle atmosphere. Figure 8 shows differences between the mean low and high heat flux cases in the GEOS V2 simulation of the recent past. The analysis described below considers the 1961- (Figures 4g-4i ) and in UKCA (purple) (Figures 4j-4l) ; the ERA-40 distributions (black) are shown for reference in Figures 4g-4l . The vertical lines indicate the mean heat flux in each case: ERA-40 (black dotted), NCEP (black dashed), GEOS V2 (green dotted) and UKCA (purple dotted).
2000 period, such that there are enough years when the 40°S-80°S, 100 hPa heat flux is at least one standard deviation higher than the 40 year mean (high) and lower than the 40 year mean (low) to allow differences between these two cases to be statistically significant. Figures 8a, 8c , 8e, and 8g show August-September fields based on heat flux in JulyAugust; Figures 8b, 8d, 8f , and 8h show NovemberDecember fields based on heat flux in October-November. Figures 8a, 8b , and 8e-8h show percentage differences; white lines indicate the zero difference contour. The small (large) black crosses indicate percentage differences that are statistically significant at the 95% (99%) confidence level. In Figures 8e-8h (low-high differences for ozone and methane), gray dashed contours indicate the shape of the 1961-2000 mean fields. The streamlines (shown in Figures 8c and 8d ) indicate low-high differences in the residual circulation; the weight of the streamlines represents the magnitude of the circulation differences.
GEOS V2: August-September
[25] Previous work [e.g., Newman et al., 2001; Austin et al., 2003 ] has found 100 hPa heat flux to be positively correlated with 50 hPa polar temperatures in winter, with approximately a 1 month lag. Consequently, temperatures in the Antarctic stratosphere are higher in the high case than in the low case in midwinter (Figure 8a ). This relative cooling (in years when heat flux is relatively lower) is statistically significant throughout the middle-latitude and high-latitude SH stratosphere; the weaker, positive low-high temperature differences seen in the tropical stratosphere are also statistically significant. This relationship is illustrated in Figure 5 . The mean date of the transition to easterlies has been rounded to the nearest day. Bold values indicate statistically significant differences from ERA-40. All correlation coefficients are statistically significant at the 99% confidence level.
[26] Lower polar stratospheric temperatures are associated with weakened downwelling at high latitudes. In GEOS V2, the low-high differences in the overturning circulation have a reversed Brewer-Dobson-like structure: streamlines show a relative ascent of air at high latitudes, equatorward transport through the middle atmosphere, and descent at low latitudes (Figure 8c ). That the meridional overturning circulation is stronger when 100 hPa heat fluxes are high is expected since planetary-scale waves drive the BrewerDobson circulation.
[27] Consistent with the low-high differences in the residual circulation are differences in ozone and methane. At low latitudes, the weaker circulation transports less ozone to the upper stratosphere, increasing ozone concentrations in the tropical lower stratosphere. The relatively weaker downwelling at high latitudes means that ozone concentrations at ∼60°S are relatively higher in the upper stratosphere (3-5 hPa; ozone-mixing ratio differences exceed 2 ppmv in this region) but relatively lower in the middle stratosphere (10-50 hPa; Figure 8e) . Similarly, because of the weakened Brewer-Dobson circulation, relatively less methane is transported from low latitudes to the polar upper stratosphere, and the normally methane-poor air from this region is transported downward to regions of relatively highermethane concentrations (Figure 8g ). Thus, low-high methane differences are negative (and statistically significant) throughout the Antarctic stratosphere.
GEOS V2: November-December
[28] In November-December, negative low-high polar temperature differences (indicating areas where the 100 hPa heat flux is positively correlated with temperature) are restricted to the upper troposphere and lowermost stratosphere (Figure 8b ). In the upper stratosphere, temperature differences are positive (and statistically significant). This response is consistent with the filtering of wave activity by the polar vortex: in the high heat flux case in the upper stratosphere the polar vortex has broken down. Since wave activity cannot propagate into this region, as zonal winds are easterly, the polar upper stratosphere is close to its radiative equilibrium state. In the low heat flux case, however, wave activity can propagate up to the upper stratosphere, driving temperatures away from radiative equilibrium. Thus, in the SH spring, lower heat flux is associated with lower temperatures in the lower and middle Antarctic stratosphere (due to the persistence of the ozone hole) but with higher temperatures in the upper stratosphere.
[29] While the residual circulation in the lower stratosphere weakens in November-December, consistent with negative temperature differences, positive temperature differences in the polar upper stratosphere imply a strengthened circulation (an anticlockwise circulation cell, centered at 60°S; Figure 8d ). This circulation anomaly biases ozone transport and thus ozone-mixing ratios in the middle and upper Antarctic stratosphere: less ozone reaches the uppermost polar stratosphere (though negative differences are not statistically significant), while relatively more ozone is transported downward to the middle-latitude and highlatitude stratosphere (i.e., positive ozone differences poleward of 60°S at ∼10 hPa; Figure 8f ). Large, negative ozone differences in the lowermost polar stratosphere correspond with an increased capacity for ozone depletion in a relatively colder polar lower stratosphere. Furthermore, enhanced polar downwelling is consistent with negative low-high differences in methane near the SH pole (Figure 8h ).
UKCA
[30] The low-high differences in temperature, residual circulation, ozone, and methane in UKCA (Figure 9 ) are qualitatively similar to those seen in GEOS V2. In AugustSeptember, temperature differences are negative at high latitudes and positive at low latitudes. In NovemberDecember, polar temperature differences are negative up to 10 hPa and positive above. Since high heat flux values are higher in UKCA than in GEOS V2 (see Figure 4) and thus low-high heat flux differences are generally larger in UKCA than in GEOS V2, the magnitudes of the low-high temperature differences are generally larger in UKCA.
[31] In August-September, as for GEOS V2, residual circulation differences represent a weakening of the BrewerDobson circulation. In November-December, the anticlockwise circulation cell centered at 60°S has a different shape to that seen in GEOS V2; this changes the relative transport of trace species in the Antarctic upper stratosphere. In UKCA, the strongest downwelling occurs near the pole, coincident with a maximum in positive ozone differences at 10 hPa; in GEOS V2 the polar downwelling maximizes at approximately 75°S, resulting in a relatively more equatorward position of the positive ozone maximum at 10 hPa.
[32] In UKCA, weaker than observed October-November heat flux years are balanced by stronger than observed heat flux years, and the breakup of the Antarctic vortex is not significantly delayed with respect to observations. Thus, the consequences of the delayed breakup described above do not apply to the UKCA model. However, the robustness of the low-high differences in GEOS V2 (Figure 8 ) and UKCA ( Figure 9 ) implies that similar consequences would be 
Discussion
[33] This paper assessed the timing of the breakup of the Antarctic polar vortex in two new chemistry-climate models (GEOS V2 and UKCA) and evaluated the consequences of the delayed vortex breakup in the GEOS V2 CCM.
[34] While both the GEOS V2 and UKCA CCMs can in general reproduce the stratospheric climate of the late 20th century (see Figure 1 and Morgenstern et al. [2009] ), the two models perform differently with respect to the breakup of the Antarctic vortex. The vortex breakup was wellsimulated in UKCA (the breakup occurred on average 5 days later than in ERA-40 and 4 days later than in the NCEP reanalysis at 10 hPa, though within the range of observed variability) but was delayed as compared with observations in GEOS V2. During the 1980-2000 period, the mean transition to easterlies at 10 hPa in GEOS V2 occurred approximately 13 (12) days later than in the ERA-40 (NCEP) reanalysis. The relatively better simulation of the vortex breakup in UKCA was associated with a warmer polar lower stratosphere and the overestimation of Antarctic total ozone (see Figure 1) .
[35] This paper has shown that the timing of the Antarctic vortex breakup is related to the October-November middlelatitude heat flux at 100 hPa. Relatively strong heat flux is associated with earlier vortex breakup, while relatively weak heat flux delays the breakup. When heat flux is significantly weaker than observed in October and November, as in many years of the GEOS V2 simulation, the Antarctic vortex breaks down too late, and upper stratospheric zonal winds remain westerly during the November-December period (see Figures 2, 5, and 6 ). These same features can be seen in a subset of the CCMVal-1 models (as described by Eyring et al. [2005] ).
[36] In the GEOS V2 model, insufficient heat flux in October-November has consequences for the dynamics and chemistry of the high-latitude SH stratosphere during (streamlines), (e and f) ozone mixing ratio (percentage differences), and (g and h) methane mixing ratio (percentage differences) differences between the low and high heat flux cases in (left) August-September and (right) November-December for the GEOS V2 simulation. The white solid lines indicate the zero difference contours. The gray dashed contours in Figures 8e-8h indicate the simulated 1961-2000 mean ozone and methane fields (ppmv). The small black crosses indicate regions where low-high differences are significant at the 95% confidence level; the larger black crosses indicate regions where low-high differences are significant at the 99% confidence level. the austral spring season (see Figure 8 ): (1) In the late 20th century, unusually weak heat fluxes strengthened polar downwelling in the upper stratosphere; (2) upper stratospheric polar temperatures were too high; and (3) anomalous circulation affected the distribution of trace species. Too little ozone was transported to the uppermost Antarctic stratosphere, while too much ozone was transported to the polar Figure 9 . Differences between the low and high heat flux cases in (left) August-September and (right) November-December in the UKCA simulation. The same fields are shown and same the color scales are used as in Figure 8 .
Antarctic stratosphere at ∼10 hPa. Too little methane was transported to the middle and upper Antarctic stratosphere.
[37] The ability of the two CCMs to simulate the observed tropospheric stationary wave structures (see Figure 7) was consistent with their ability to simulate 100 hPa heat flux, suggesting that the delayed breakup of the Antarctic vortex in GEOS V2 is the result of a tropospheric model deficiency. Recent work by I.-S. Song et al. (manuscript in preparation, 2010) has improved the distribution of gravity wave drag in the GEOS CCM from the Kiehl et al. [1998] and Garcia and Boville [1994] gravity wave drag schemes used in the GEOS V2 model (as described in this paper), yielding a realistic, internally generated QBO. However, these model improvements do not increase heat flux in the critical October-November period. Sensitivity simulations have determined that improving the distribution and magnitude of precipitation in the SH and doubling the model's horizontal resolution do improve the simulation of tropospheric stationary waves and thus of October-November heat flux. These findings will be examined in depth in a forthcoming paper.
[38] Thus, while it is beyond the scope of this paper to discuss how the breakup of the Antarctic polar vortex could be hastened in GEOS V2, the work presented in this paper does make it clear that this topic should be a priority for model developers. If GEOS V2 (and other models with similar problems simulating heat flux) cannot reproduce the observed persistence of the past and present Antarctic vortex, their skill in modeling the vortex under enhanced greenhouse gas concentrations (i.e., in the coming century) may be relatively low. A vortex that is too long-lived may increase the potential for ozone depletion because of the extended persistence of the ozone hole. Also, as this work has found, the delayed breakup of the SH vortex affects the middleatmosphere circulation and thus, the distribution of ozone and other trace gases in the polar upper stratosphere in November and December; that is, the delayed breakup of the Antarctic polar vortex and its consequences hamper the ability of many of the present generation of chemistryclimate models to predict the strength of the BrewerDobson circulation and trace gas distributions in the Antarctic upper stratosphere in future.
