In this work we propose to simulate many-body thermodynamics of infinite-size quantum lattice models in one, two, and three dimensions, in terms of few-body models of only O(10) sites, which we coin as quantum entanglement simulators (QES's). The QES is described by a temperatureindependent Hamiltonian, with the boundary interactions optimized by the tensor network methods to mimic the entanglement between the bulk and environment in a finite-size canonical ensemble. The reduced density matrix of the physical bulk then gives that of the infinite-size canonical ensemble under interest.
In this work we propose to simulate many-body thermodynamics of infinite-size quantum lattice models in one, two, and three dimensions, in terms of few-body models of only O(10) sites, which we coin as quantum entanglement simulators (QES's). The QES is described by a temperatureindependent Hamiltonian, with the boundary interactions optimized by the tensor network methods to mimic the entanglement between the bulk and environment in a finite-size canonical ensemble. The reduced density matrix of the physical bulk then gives that of the infinite-size canonical ensemble under interest.
We show that the QES can, for instance, accurately simulate varieties of many-body phenomena, including finitetemperature crossover and algebraic excitations of the one-dimensional spin liquid, the phase transitions and low-temperature physics of the two-and three-dimensional antiferromagnets, and the crossovers of the two-dimensional topological system.
Our work provides an efficient way to explore the thermodynamics of intractable quantum many-body systems with easily accessible systems.
Simulating quantum many-body physics is one of the central tasks in condensed matter physics and the related fields such as quantum information/quantum simulation. While the analytical solutions are extremely rare, one important method to study many-body systems consists in classical simulations. Paradigm approaches include the exact diagonalization (cf. (1)), quantum Monte Carlo (QMC) (2, 3) , density matrix renormalization group (DMRG) (4, 5) , and tensor network (TN) methods (6) (7) (8) (9) (10) (11) . However, due to the high complexity of the quantum many body problems, there are still many unsettled issues that cannot be reliably accessed by classical simulations. For instance, the possible candidate models for quantum spin liquids (12) (13) (14) (15) in two and higher dimensions, as well as efficient algorithms to simulate their thermodynamics (16) (17) (18) (19) (20) (21) (22) (23) (24) are still under very hot debate.
Even for the many-body systems that are theoretically well understood, it is still a challenge to realize them in a controllable manner, and to demonstrate certain targeted many-body features in experiments. A common way to do it is to search for materials occurring naturally. To name a few, the compounds α-RuCl 3 (25) , YbMgGaO 4 (26) and ZnCu 3 (OH) 6 FBr (27) are the rare examples of spin-liquid candidates, which can be described by Kitaev model on honeycomb lattice, and Heisenberg model on triangular and kagomé lattices, respectively. Without natural materials, it is extremely difficult to realize the targeted many-body features in experiments by purposefully designing microscopic interactions in a material.
A much more flexible approach is to use quantum simulators (c.f. (28) (29) (30) (31) (32) (33) ), which are defined as the controllable and simple quantum systems that mimic quantum models of high complexity. This approach allows to design different interactions with the same experimental platform such as cold, or ultracold atoms/ions. Various phenomena have been successfully simulated by quantum simulators, including Bose-Einstein condensation (e.g., (34) (35) (36) ), quantum magnets (e.g., (37, 38) ), strongly correlated electrons (e.g., (39, 40) ), and so on. Quantum simulators offer a promising way two realize the targeted physics in controllable systems. One bottleneck for simulating lattice models is the difficulty of reaching large sizes, which hinders the exploration of the physics in the thermodynamic limit.
In this work we show that with the few-body systems of only O(10) sites, coined as quantum entanglement simulators (QES's), the thermodynamics of infinite-size many-body systems in one and two dimensions can be accurately simulated. The key idea is to introduce the entanglement-bath sites on the boundary, and optimize their interactions with the physical sites (41) ( Fig. 1 ). A QES is described by a simple Hamiltonian that readŝ
H [i,j] denotes the two-body Hamiltonian on the i-th and jth physical sites in the bulk, andĤ [i,n] denotes the two-body Hamiltonian between the i-th physical and n-th bath sites. Here, we restrain ourselves to the nearest-neighboring interactions.
The aim is to mimic the thermodynamics of the infinite-size model with the Hamiltonian
(
The physical information is extracted from the reduced density matrixρ
with Tr bath the trace over the degrees of freedom of the bath sites. ρ is the density matrix of the QES. We haveρ = |Ψ Ψ| for the ground-state simulation (with |Ψ the ground state ofĤ) andρ = e −βĤ for the simulation at the inverse temperature β.ρ R mimics the reduced density matrix of infinite-size system that traces over everything except the bulk. On the boundary, {Ĥ [i,n] } are to mimic the entanglement between the finite-size bulk and the rest in the infinite-size system (41) . {Ĥ [i,n] } are optimized by the infinite DMRG algorithm (4, 5) for 1D cases, or its variants on infinite-size tree TN (42, 43) for 2D cases. The dimension D of the entanglement bath controls the total number of eigenstates, or in other words, the upper bound of the entanglement between the bulk and environment.
After obtainingĤ QES , the simulation of the infinite-size model becomes that of the finite-size one. Since the size ofĤ QES is small and the interactions are only two-body nearest neighbors, one way to simulateĤ QES is to use techniques such as cold atoms to do quantum simulations. Here, we generalize the linearized tensor renormalization group (LTRG) algorithm (44) with sufficiently large bond dimensions (χ = 400 ∼ 600) to numerically simulate theĤ QES .
The performance of the QESs is testified on one-and two- dimensional quantum lattice models, i.e, the XY chain and the Heisenberg model on honeycomb lattice. The accuracy of the QES's is shown to be one or two orders of magnitude higher than the models of the same size, but without the entanglement bath. We show that the QES can accurately mimic the finite-temperature cross-over and the low-temperature algebraic excitations of 1D spin liquid, and the Néel-paramagnetic phase transition and low-temperature gapped excitations of 2D antiferromagnet. Our work provides a theoretical scheme of modeling novel quantum simulators that can accurately reproduce the targeted many-body features in the thermodynamic limit by a small number of sites. The QESs can be considered as prototype models to (theoretically or experimentally) simulate strongly correlated systems of infinite size.
Benchmark
We first simulate the infinite-size XY chain as a benchmark, where the Hamiltonian readsĤ = i (Ŝ
α is the α component of the spin-1/2 operators (α = x, y, z). We take the Planck and Boltzmann constants = k B = 1 for convenience. Its thermodynamics can be analytically solved (45) . Fig. 2 (a) shows the error of energy per site
with N the number of the physical sites). We take the bath dimension D = 2 so that the bath sites are effectively spin-1/2's. With the same size, the accuracy of the QES is about one order of magnitude higher than that of the normal finite-size chain. In other words, the QESs with 6 spins performs even slightly better than the normal chain with 20 spins. Note that the dips of the curves are due to the change of the signs of E − E exact .
The accuracy can be improved by increasing the bath dimension D [ Fig. 2 (b) ]. We take four physical sites as the bulk and two bath sites on the boundary. The reason is that the QES with a higher D can capture more correlations and entanglement. Using the time matrix product state, it is known that ξ ∝ D c with ξ the upper bound of the dynamic correlation length the QES can capture and c a state-dependent positive constant (46, 47) . Therefore, a finite D might lead to the loss of the long-range correlations, which we call the bath correlation error.
For D ≥ 8, the error converges to be around O(10 −4 ). This is in fact the Trotter error [∼O(τ 2 )] (48, 49) , as in LTRG we take the finite-temperature density operator asρ
Unlike the bath correlation error that is the error of the QES itself, Trotter error is a computational error of the LTRG algorithm that appears in the numerical simulations of the QES's. Fig. 2 (c) shows the error of different τ 's. Note that the computational cost increases linearly with 1/τ . The results are consistent with the fact that the Trotter error accumulates as β increases and finally converges to the Trotter error at zero temperature (ground state).
There exists one more error related to the dynamic correlation length. In a QES, we fixed the physical-bath Hamiltonianŝ H [i,n] to be the same for all temperatures. This is a reasonable assumption so that the QES is described by a well-defined Hamiltonian. If the dynamic correlation length ξ is much shorter than the inverse temperature β,Ĥ [i,n] should indeed be temperature-independent. ButĤ [i,n] might depend on β when β is comparable to ξ. It is responsible to the peak of the error near the crossover point (see Fig. 2 ). One way to improve the accuracy is to optimizeĤ [i,n] according to the targeted temperature by using, e.g., the imaginary-time sweep algorithm (19) . We opt not to do so because the QES will not have a well-defined Hamiltonian ifĤ [i,n] is temperature-dependent. We dub the error from the temperature independence as thermal correlation error. The bath and thermal correlation errors are together coined as the correlation errors.
For two-dimensional systems, we simulate the Heisenberg model on infinite-size honeycomb lattice, where the Hamiltonian
z ). We construct three QES's of different numbers of physical and bath sites, dubbed as (8+8), (14+12), and (18+12) QES's ( Figs. 1 and 3 ). Fig. 4 shows the discrepancy of the energy per site between the results of the QES's by LTRG and QMC. In this work, all the QMC results are obtained by extrapolating the size to infinity. Fig. 4 (a) shows the discrepancy with different bond dimensions χ of LTRG. Our results imply that the computational error of LTRG due to the finiteness of χ, called the truncation error, is much more significant than the 1D cases. By increasing χ to the maximum that our computational resources can tolerate, the energy discrepancy is O(10 −2 ) near the crossover point, and O(10 −3 ) at the low temperatures. Note that the QES, if realized by quantum simulation or quantum computation, will not suffer the computational errors, and the accuracy should be much more higher than our numerical results.
Besides the errors of the QES's of 1D chains, there exists the structure error for 2D systems that can be understood as the following. Considering that the coordination number of honeycomb lattice is z = 3, one can define a super lattice called Bethe lattice (50) also with z = 3. If one checks only locally (e.g., one site and its neighbors), there will be no difference between these two lattices. The differences appear when one meets the loops in the honeycomb lattice, as there are no loopy structures in the Bethe lattice. This means that the model defined on the z = 3 Bethe lattice is a zero-loop approximation of that on honeycomb lattice (sometimes known as the Bethe approximation, or simple update scheme in the sense of the TNstates variational methods (51)), where the error is due to the destructions of loopy structures (19) . For the Bethe lattice, the entanglement bath sites as well as the physical-bath interactionŝ H [i,n] 's can be efficiently calculated by the renormalization group (RG) flows using a generalized DMRG algorithm (42, 43) . The dimension of the RG flow is the dimension of the entanglement bath site D (41, 52) . SuchĤ [i,n] 's are put on the boundary of a QES, meaning that the environment is approximated by Bethe lattice, suffering from the structure error. Within the bulk, all interactions are fully considered, implying there is no structure error inside. This is why the QES possesses a higher accuracy than the Bethe approximation.
The results shown in Fig. 4 (b) support the above analyses. The Bethe approximations even with D = 24 show the highest discrepancy in our simulations. By using the superorthogonalization (SO) trick (17), the optimal point of the Bethe approximation is better reached and the discrepancy is slightly lowered. For the (8+8) QES only with D = 2, the discrepancy near the crossover temperature is comparable with the Bethe approximation of D = 24 and is much smaller as β increases. It indicates the structure error is lowered due to the loopy structure inside the bulk of the (8+8) QES.
When we increase the bath dimension to D = 4 for the (8+8) QES, the discrepancy near the crossover temperature is considerably lowered. This is due to the decrease of the bath correlation error (since other errors should not change by increasing D). The discrepancy at lower temperatures becomes larger. This should be due to the increase of the truncation error of LTRG. When we increase the size to (14+12) and (18+12), more loops are contained in the bulk (see Fig. 3 ), but the discrepancy near the crossover temperature only changes slightly. This implies that the dominant error is no longer structure error but the thermal correlation error. At lower temperatures, the thermal correlation error rapidly decreases as discussed above, where the structure and truncation errors dominate. Note that at lower temperatures, the D = 2 (8+8) QES seems to give the lowest discrepancy. This should be due to the canceling of the errors of different signs, which is not controllable.
Without theĤ [i,n] 's for comparison, the finite-size and boundary effects in 2D are much more severe than those in 1D. If we take the finite lattices with the same sizes of the QES's, the discrepancy increases with β and converges to about 0.16 (8+8 sites) and 0.11 (18+12 sites), which are one or two orders of magnitude higher than the QES's. To reach small discrepancies, the size has to be very large. For instance, the discrepancy will reach O(10 −4 ) with O(10 3 ) sites.
The temperature dependence of the errors is illustrated in Fig.  5 . At very high temperatures, the system is less correlated or entangled, thus there exit almost no errors except for certain Trotter error. As the temperature decreases, the system gains more and more dynamic correlations and entanglement. Then there appears the thermal correlation error. While approaching the crossover temperature, the correlation errors dominate because the dynamic correlation length reaches the maximum in this region and becomes (relatively) comparable to the inverse temperature. At the low temperatures, the thermal correlation error decays rapidly as β is much larger than the dynamic correlation length. Trotter error accumulates as the temperature decreases and may dominate depending on the value of τ .
Another error that may dominate near and below the crossover temperature is the truncation error. For 1D simulations, we take χ = 400 ∼ 600, where the results converge with χ and the truncation error is ignorable. For 2D simulations, the required χ increases with the bath dimension D and the size of the QES. The truncation error is more severe than the 1D simulations and dominates at finite and low temperatures with the maximal χ that can be reached by our computers.
The structure error (only for 2D cases) reaches the maximum near the crossover point. At low temperatures, the structure error still exists, but is sub-leading compared with the truncation or Trotter errors.
We shall stress that the truncation and Trotter errors are the computational errors of the LTRG algorithm, not from the QES itself. While our numerical simulations are accurate and reliable, the results can be further improved if one uses better algorithms or quantum simulations that do not suffer from the computational errors.
Simulating many-body thermodynamics
Simulating 1D spin liquid. We now demonstrate that non-trivial many-body physics can be accurately reproduced by small-size QES's. We firstly simulate the XY chain, where the ground state is gapless TomonagaLuttinger liquid (53, 54) . Fig. 6 shows the specific heat C = ∂E/∂T simulated by a (18+2) QES. At all temperatures, the results from the QES and exact solution coincides remarkably well. The crossover between the high-temperature paramagnetic phase and low-temperature liquid phase is accurately mimicked.
At low temperatures, the QES exhibits linear scaling property, i.e., C(T ) ∼ T (inset of Fig. 6 ), which is exactly the property of the low-lying excitations of the gapless TomonagaLuttinger liquid. Our simulation shows that such a linear behavior can be captured by the QES down to at least T ∼ 10 −2 .
Simulating 2D crossover and phase transition of quantum antiferromagnets. We simulate the specific heat of the isotropic Heisenberg model on honeycomb lattice. It is well known that the ground state is the gapless Néel phase, which is separated from the high-temperature paramagnetic phase by a crossover. Fig. 7 (a) shows that the specific heat is accurately given by the QES, compared with the QMC results. The largest discrepancy appears at the crossover point. The crossover temperature is accurately addressed by the QES, with a difference ∼ 10 −2 compared with the QMC results.
We also simulate the XXZ model on honeycomb lattice with the HamiltonianĤ = i,j (J xŜ
z ). We take J x = J y = J xy = 0.2 and J z = 1. At low temperatures, the model spontaneously breaks the Z 2 symmetry due to the spin anisotropy and enters the antiferromagnetic phase through an Ising-type phase transition. Fig. 7 (b) ], where its specific heat exhibits an exponential scaling behavior down to the temperatures ∼ 10 −2 . Note that in this region, the worm QMC suffers certain fluctuations and fails to produce the exponential scaling behavior of the specific heat.
Simulating crossovers of Kitaev model. We show that the QES with a handful of sites can reproduce the properties of Kitaev model (55) at finite temperatures. Kitaev model is a wellknown model whose ground state possess non-trivial topological orders. The Hamiltonian is written asĤ = ij∈α J αŜ
with α = x, y, z. The work by Nasu et al (56) shows that at finite temperatures, the system undergoes two crossovers at two temperature scales; the high-temperature crossover is driven by itinerant Majorana fermions, and the low-temperature one is induced by the thermal fluctuation of the fluxes of localized Majorana fermions. Fig. 8 shows the specific heat of the (18+12) QES with D = 4 at the isotropic point (J x = J y = J z ). Our best LTRG simulation (χ = 600, τ = 10 −2 ) shows that the QES well captures the expected two energy scales. The high-temperature crossover at T ∼ 0.4 crossover is revealed by LTRG even with small χ's. The low-temperature crossover is shown at T ∼ 0.02, which is more challenging to access by LTRG; it requires much larger χ or the computational errors will be too large to see this crossover from the specific heat. We shall stress that the computational errors are just from classically simulating the QES (e.g., the errors due to the insufficiently large χ in LTRG), which do not belong to the errors of the QES model.
Simulating 3D thermodynamic phase transition and lowtemperature physics. For the many-body algorithms such as TN and QMC, 3D quantum systems are obviously more challenging to simulate than 2D. This is because the computational complexity of 3D simulations normally scales much faster than that of 2D systems. Particularly for finite-temperature simulations of 3D infinite-size systems, there is currently no efficient TN algorithm to the best of our knowledge. We take the bath dimension D = 4. The transition temperature (T c = 1) is accurately indicated by the QES even with small χ's. The exponential decay of C ∼ e −∆β (with ∆ the gap) at low temperatures is also captured by the QES down to β ≃ 6 with χ = 400. For comparison, QMC suffers visible instability for about β > 3. The dominant error of the QES is only the computational errors of LTRG due to the finiteness of χ.
In Fig 9, we demonstrate the specific heat (semi-log plot) of the Heisenberg model on cubic lattice, simulated by (8+24) QES with D = 4. Consistent with existing results (57) and our QMC simulations, the transition temperature is indicated at T c = 0.95 by the QES's even with small χ's. At low temperatures, the exponential decay of the specific heat is accurately reproduced by the QES; the precision increases with χ. Our best LTRG simulation with χ = 400 shows that the exponential scaling of the QES can at least persist down to β = 6, while the QMC simulation losses the exponential behavior for about β > 3.
Methods
The construction and optimization of the physical-bath interac-tionsĤ [i,n] 's for the QES's were originally proposed in Refs. (41, 52) to simulate ground states. For optimizing the QES's of 1D systems, we employ the infinite DMRG (iDMRG) algorithm (4, 5) . For the QES's of 2D systems, theĤ [i,n] 's are optimized by using a variant of iDMRG that is developed to simulate the infinite-size models on Bethe lattices (42, 43) . In this sense, the environment in the regular lattice (such as honeycomb lattice) is approximated by that of the Bethe lattice. Note that such an approximation can be understood mathematically by the rank-1 decomposition of higher-order tensors (19) .
To numerically simulate the thermodynamic properties of the QES's, we use the LTRG algorithm. LTRG was originally proposed to simulate the thermodynamic properties of infinitesize 1D systems (44) . The idea is to implement the imaginarytime evolution based on the so-called matrix product operator (MPO) form (58) (59) (60) (61) (62) (63) (64) . In the 1D cases, the QES's are finite chains. Thus, the LTRG is modified on such systems to do imaginary-time evolutions with finite-size MPO's. In the 2D cases, the QES's are finite-size 2D models. We take the idea of 2D DMRG algorithm (65) (66) (67) to do the simulations. Specifically speaking, a 1D zig-zag path is chosen to cover the finite-size 2D lattice, and the MPO is defined along such a path. The same as the 2D DMRG, the trade-off of this trick is that some nearestneighbor couplings in the original 2D lattice become long-range in the 1D path. To consider these long-range couplings and capture the (purified) entanglement of the 2D system by the 1D MPO (in fact a thermal state), one will have to face a higher computational complexity and need larger bond dimensions in the LTRG simulations compared with the 1D cases. Note that similar idea was used in Refs. (60) and (62) to construct 2D Hamiltonians instead of finite-temperature thermal states. Our data show that reliable results for small 2D systems (e.g., of O(10) sites) are within the reach of our current computational resources by LTRG.
For the infinite-size XY chain, we use the exact solution by Lieb et al (45) . For the infinite-size Heisenberg model on honeycomb lattice, we use the QMC algorithm, where the size is extrapolated to infinity. In detail, we use the continuoustime worldline QMC method with "worm" update, which was first developed by Prokofev and co-workers (68, 69) . The "worm" update can efficiently treat the critical slowing-down problem, and there is no Trotter error caused by imaginary-time discretization (70, 71) .
Experimental implementations
The approach discussed in this paper is particularly suitable for experimental implementations. For the spin models considered, one needs small-size systems to realize "simple" two-body interactions in the "small" bulk, and less complicated two-body interactions at the boundary. The state-of-the-art experimental platforms can access about O(10) sites and be used to construct the QES's. According to our numerical simulations, the QES's will largely reduce the finite-size effects that appear in the normal models (without theĤ's) of such sizes.
• Ultracold ions These systems allow for local control of interactions and thus for designing sophisticated spin models, both in continuous time (cf. (72) with 54 qubits) as well as in digital approach (cf. (73) with 20 qubits).
• Rydberg atoms These systems have similar possibilities (cf. (74) with 51 atoms), and can mimic spin systems with long range interactions with local control of interactions.
• Ultracold atoms in optical lattices These systems are better suitable to simulate Hubbard models (cf. (75) with about 80 sites). Achieving local control of interactions and tunnelings in these systems is more trick, but can be achieved by local control of magnetic fields and thus Feshbach resonances, or appropriate laser induced hopping and lattice shaking (for some ideas in the context of realising dynamics in curved space via the local control of hoping, see (76)).
• Superconducting qubits / existing quantum processors Finally, one could use existing quantum simulators, such as those offered by D-Wave, Google, IMB, Microsoft, etc. (77), adapting their architectures to the problems of interest, or mapping the problems of interest onto the available architecture.
Discussions and prospective
The main contribution of our work is to offer a novel way to model quantum simulators (dubbed as QES) for simulating the thermodynamic properties of infinite-size 1D, 2D and 3D quantum lattice models. Let us try to better understand QES from different points of view. In the algorithmic sense, our work can be used as a finite-temperature approach. An essential difference compared with the existing finite-temperature approaches is that a well-defined finite-size Hamiltonian [Eq. (1)] is constructed to mimic the targeted infinite-size model. The finite-size Hamiltonian is built in a way similar to the effective Hamiltonians in the numerical renormalization group (NRG) methods (particularly DMRG). We extend the idea of building effective Hamiltonians in the NRG methods by going to higher dimensions and most importantly here from zero to finite temperatures. Moreover, this approach can readily be applied to simulate other quantum lattice models, such as bosons or fermions.
In the theoretical sense, what we are actually doing with QES is to use a finite number of eigenstates defined byĤ QES to reproduce the (reduced) partitioning of an infinite number of eigenstates. In other words, a finite-size canonical ensemble is constructed so that its reduced density matrix of a sub-system accurately mimics that of the infinite-size canonical ensemble. Let us call the system "entanglement-simutable" if such a finitesize canonical ensemble can be found. Our work poses a new question: how to theoretically judge whether a given infinitesize system is entanglement-simutable or not. In principle, the QES can accurately simulate the physics in equilibrium as long as the correlation and structure (only for 2D cases) errors are well controlled. For those out of equilibrium, the simulation could be reliable when the time is much shorter than the dynamic correlation length that the QES captures. To simulate the longtime dynamics by a QES, the time-dependent optimization of the physical-bath interactions should work (see the work by Daley et al (78) as an inspiring example for 1D cases).
Supplemental to the entanglement-bath picture, the bath Hamiltonian can be considered as a special boundary condition (BC). Normally, a finite-size model can have open or periodic BC. The bath Hamiltonian defines a BC that mimics the infinitesize environment. In 1D quantum systems, such an infinite BC (IBC) was suggested by Phien et al (79) to simulate the time evolutions. In 2D and 3D quantum systems, a similar IBC was suggested to simulate the ground states (41) .
In the experimental sense, the QES possesses high feasibility of practically realizing it by cold atoms or other platforms. Only O(10) sites are needed to implement accurate simulations. The total Hamiltonian of a QES has a simple form [see Eq.
(1)]. The bulk only consists of the physical interactions of the original model, and the physical-bath interactions on the boundary are only two-body and nearest-neighbor. Besides quantum simulations, the present work also provides a promising way to purposefully realize many-body features in small devices. Suppose that one finds an useful phase by numerically simulating an infinite-size Hamiltonian, but it is impossible at the moment to find a realistic material that is described by such a Hamiltonian. Then one can consider to construct the QES and realize the targeted phase in a O(10)-site device.
In the future, the accuracy of the QES can be further improved.
One possible way is to optimize the physical-bath interactions depending on the temperature by, e.g., the imaginary-time sweeping algorithm (19) . But, there will be no Hamiltonian like Eq. (1) since different temperatures give different Hamiltonians.
To compute the thermodynamics of a QES more accurately by classical computers, one may employ the series expansion algorithm (80) that is Trotter-error-free. For 2D simulations, one may generalize the pure finite-size projected entangled pair states (81) to thermal states, where the TN ansatz will respect more the 2D nature of the model. The so-called full update algorithms (e.g., iTEBD (82, 83) , CTMRG (84), etc.) can be employed in the same spirit to optimize the Hamiltonians of the QES's in order to better mimic the environment by the bath sites (for instance by introducing the bath-bath interactions).
