Business confidence is a well-known leading indicator of future output. Whether it has information about future investment is, however, unclear. We determine how informative business confidence is for investment growth independently of other variables using US business confidence survey data for 1955Q1-2016Q4. Our main findings are: (i) business confidence leads US business investment growth by one quarter, and structures investment by two quarters; (ii) business confidence has predictive ability for investment growth; (iii) remarkably, business confidence has superior forecasting power, relative to conventional predictors, for investment downturns over 1-3 quarter forecast horizons and for the sign of investment growth over a 2-quarter forecast horizon; and (iv) exogenous shifts in business confidence reflect short-lived non-fundamental factors, consistent with the 'animal spirits' view of investment. Our findings have implications for improving investment forecasts, developing new business cycle models, and studying the role of social and psychological factors determining investment growth.
Introduction
Business confidence is a well-known leading indicator of future output, especially during economic downturns, and receives attention from the media, policymakers and forecasters. Somewhat surprisingly, the direct link between business confidence and investment has not yet been investigated. Our paper fills this gap. We provide a quantitative assessment of the information in business confidence for future investment growth, after controlling for the conventional determinants such as user cost, output, cash flow and stock price.
Understanding the predictive power of business confidence is valuable along three dimensions. First, it can help forecasters and policymakers improve their investment forecasts. Second, it can provide a rationale for explicitly including business confidence-either as causal or anticipatory-in theoretical models of business cycles. Third, it can help motivate studies on the how investment managers' social and psychological circumstances influence investment decisions over and beyond rational cost-benefit analyses. 1 We consider the Organization for Economic Co-Operation and Development (OECD)'s business confidence index for the US as a measure of business confidence and ask the following three questions. 2 Does business confidence have independent information about future business investment growth? Does it have forecasting power for investment downturns? Does it help in making directional forecasts-the positive or negative movements in investment growth?
Previous literature that used business confidence has primarily studied its predictive properties for variables other than investment. Heye (1993) examines the relationship between business confidence and labour market conditions in the US and other industrialized countries. Dasgupta and Lahiri (1993) show that business sentiments have explanatory power of forecasting business cycle turning points. Taylor and McNabb (2007) find that business confidence (and consumer confidence) is procyclical and plays an important role in forecasting output downturns.
Although we focus on business confidence, our paper is related to a large body of previous re-1 Historically, the view that behavioural factors may influence investment decisions has been around at least since Keynes (1936) who famously invoked 'animal spirits' as an inducement to invest and noted: "But individual initiative will only be adequate when reasonable calculation is supplemented and supported by animal spirits."(Chap 12, page 163).
2 The Appendix provides details on how the business confidence index is constructed.
search that has studied consumer confidence or sentiment and its ability to forecast macroeconomic variables. Leeper (1992) finds that consumer sentiment does not help predict industrial production and unemployment, especially when financial variables are taken into account. On the other hand, Matsusaka and Sbordone (1995) reject the hypothesis that consumer sentiment does not predict output. Carroll, Fuhrer and Wilcox (1994) , Fuhrer (1993) , Bram and Ludvigson (1998) , Ludvigson (2004) and Cotsomitis and Kwan (2006) find that the consumer attitudes have some additional information about predicting household spending behaviour. Lahiri, Monokroussos and Zhao (2016) employ a large real-time dataset and find that the consumer confidence survey has important role in improving the accuracy of consumption forecasts. Christiansen, Eriksen and Møller (2014) find that consumer and business sentiments contain independent information for forecasting business cycles. Barsky and Sims (2012) find that consumer confidence reflects news about future fundamentals and a confidence shock has a persistent effect on the economy.
More recently, Angeletos, Collard and Dellas (2014) quantify the role of confidence for business cycle from both theoretical and empirical perspectives. They construct a measure of confidence within a Vector Autoregressive (VAR) framework by taking the linear combination of the VAR residuals that maximizes the sum of the volatilities of hours and investment at frequencies of 6 to 32 quarters. Their measure likely captures a mixture of consumer and business confidence and is, therefore, distinct from the survey-based measure that we use in our analysis.
We find that business confidence leads US business investment growth by one quarter. It leads structures investment, which is one of the major components of business investment, by two quarters.
Our empirical analysis shows that investors' confidence has statistically significant predictive power for US business investment growth and its components (equipment and non-residential structures) after controlling for other determinants of investment. To better gauge the role of business confidence for investment growth, we also perform Out-Of-Sample (OOS) test for 1990Q1-2016Q4. Our findings suggest that the OOS test results are very similar to the in-sample test results. 3
To explore the forecasting ability of business confidence for investment downturns, we define investment downturns as business investment growth below the sample average for more than two consecutive 3 Rossi (2013) points out that it is not necessary for the in-sample results to be similar to OOS results.
quarters. 4 Using a static probit forecasting model, we assess the OOS forecasting ability of business confidence for investment downturns for 1990Q1-2016Q4. A key finding of this approach in the literature is that term spread and stock price contain information for forecasting US recessions (Estrella and Mishkin (1998) ; Nyberg (2010) ; Kauppi and Saikkonen (2008) ). We follow a similar approach and find that business confidence has statistically significant forecasting power for investment downturns over 1-4 quarter forecast horizons in the US economy. It has stronger forecasting ability than the traditional predictors such as term spread, credit spread and stock price at 1-3 quarter forecast horizons. We also find strong evidence that the business confidence has good incremental predictive power for investment downturns over 1-4 quarter forecast horizons, controlling for other predictors of downturns.
Next, we evaluate the forecasting ability of business confidence for the direction of investment growth. 5 Using a static probit forecasting model, we find that business confidence has statistically significant OOS forecasting ability for direction of investment growth at 1-3 quarter forecast horizons.
Remarkably, it exhibits superior forecasting performance for 2-quarter forecast horizon than other predictors, such as, stock price, term spread and credit spread. When we control for other predictors in the forecasting model, we find that business confidence has incremental forecasting power for the direction of investment growth for shorter forecast horizons.
Finally, we evaluate if the information in business confidence reflects either non-fundamental factors like 'animal spirits' or news about future fundamentals. We follow a VAR model approach similar to Barsky and Sims (2012) 's approach for consumer confidence, and evaluate the dynamic behaviour of different components of investment growth to a surprise increase in investor's confidence. A positive business confidence shock increases US business investment growth on impact, followed by a hump-shaped response for shorter (5-6 quarter) horizons. This response is also statistically significant. This finding suggests that business confidence innovations clearly convey important information about the future paths of investment growth, most notably at shorter horizons. Since the effects dissipate within about two years, it is likely that the information in business confidence reflects primarily non-fundamental factors.
The rest of the paper is organized in 6 sections. In section 2, we describe the data and preliminaries. In section 3, we determine the incremental predictive ability of business confidence for investment growth and its components, using in-sample and OOS data. In section 4, we evaluate the OOS forecasting ability of business confidence for investment downturns and direction of investment growth, using a probit forecasting model. In section 5, we examine the impulse responses of business investment growth to business confidence innovations. In section 6, we present a variety of robustness checks and section 7 concludes.
Data and preliminaries
Our quarterly data span the period 1955Q1-2016Q4. We obtain the business confidence index from the leading indicator database of the OECD. We use quarterly data for real gross domestic product, business investment and cash flow from the Bureau of Economic Analysis (BEA). We collect data for term spread, credit spread, and the prime business rate of commercial banks from the Board of Governors of the Federal Reserve System, and the data for stock price from Yahoo! Finance. 6 To be consistent with the timing of the survey, we convert monthly data to quarterly frequency of business confidence indices and other variables (e.g. stock price, prime business rate of commercial banks), by taking the value of the third month of each quarter (e.g. March, June, September and December). Figure 1 shows the main data used in the analysis and Table 1 describes the abbreviation of the list of all the variables.
As a preliminary check, we begin by examining the stationarity properties of the data to motivate the empirical specifications. Table 2 shows the results of the Augmented Dickey-Fuller (ADF) and the Phillips-Perron (PP) unit root tests. We choose the number of lags of the explanatory variables based on the Akaike Information Criterion (AIC) for each variable in the ADF tests and set the maximum lag length of variables to four. The number of lags for the PP test is four. The ADF and PP tests reject the null hypothesis of unit root for BCI, TS and CS in levels at the 1% significance level. Except for these variables, the ADF and PP tests fail to reject unit roots in log-levels at the 1% level of significance.
These variables are, however, stationary in first-difference of log-levels. Hence, our specifications are 6 The Appendix provides the details of data construction and sources. We examine the direction of causality between BCI and ∆TBI (and its components) based on bivariate VAR model. 3 Does BCI predict investment growth?
In this section, we use the ARDL model to assess whether BCI helps explain investment growth after controlling other economic variables that are traditionally considered in empirical investment specifications. We use in-sample and OOS tests in our empirical analysis.
ARDL Model
In order to specify The ARDL model for business investment growth that does not include BCI, we follow Barro (1990) and Rapach and Wohar (2007) and consider the following baseline specification:
where the dependent variable, ∆ log I t , denotes ∆TBI and its components, namely, ∆SI, ∆EI, and ∆IPI. We estimate four different models for each category of business investment. We use υ t and q to denote the error term and number of lags of the variables, respectively. We use Z t−i to denote a vector of control variables, which includes ∆SP, ∆CC, ∆CF and ∆GDP. These variables are commonly used in the previous literature. Following Jorgenson (1963) , we choose output and user cost of capital since the neoclassical investment model suggests that investment depends on the change in output and the change in the user cost of capital. We also include cash flow and stock market prices as control variables in the model as a large body of previous empirical work has shown their relevance in predicting future investment opportunities (see Gilchrist and Himmelberg (1995) ). 7 Barro (1990) uses real stock prices as independent variable and suggests that real stock prices are potentially better measure than the average Tobin's Q to predict investment growth.
To judge the predictive power of BCI for investment growth, we add BCI to the baseline model.
The BCI-nested model is:
We employ two types of statistical tests to investigate whether BCI has any predictive ability after controlling for other relevant economic variables mentioned above.
In-sample results
For the in-sample test, we evaluate the increment in adjusted R 2 (denoted asR 2 ), provided by the regressions of the various measures of business investment growth on lag values of BCI including control variables over the in-sample. Next, we conduct hypothesis tests using a heteroskedasticity and autocorrelation robust covariance matrix computed with Newey-West estimator with a four lag window. The null hypothesis of zero coefficients, β i = 0 (i = 1, ..., q), is rejected if the corresponding p-value falls below the desired level of significance. and p-values of the joint significance of all lags of BCI from BCI-nested model. We find that the BCI has strong predictive ability regarding ∆TBI in the US economy. The incrementalR 2 is 6.7%, which means that BCI has 6.7% additional explanatory power of the variation for ∆TBI after controlling for other determinants of investment. The joint null hypothesis that the lags of BCI do not have predictive power for ∆TBI is rejected at the 1% level of significance since the p-value is 0.000. We also evaluate the incremental predictive power of BCI for components of the business investments. We find that the BCI has strong predictive ability for ∆EI with the incrementalR 2 , 7.5% and the coefficients of BCI are jointly statistically significant. The BCI has some predictive power for ∆SI. We reject the null hypothesis that lags of BCI do not help predict ∆SI at 5% significance level. For ∆IPI, however, the incrementalR 2 is quite low and the coefficients of lagged values of BCI are jointly insignificant at the 10% level. Overall, BCI has unique information in predicting US investment growth.
OOS results
We now turn to the OOS predictive performance of BCI for ∆TBI and its components over the 1990Q1-2016Q4 period. We employ the recursive estimation of equations (1) and (2), adding one quarter at a time to obtain a series of one-step-ahead forecasts. 8 The recursive estimation is more efficient and performs better than rolling window estimation in point forecasting (see Carriero et al. (2015) ). To evaluate the one-step-ahead predictability of BCI for business investment growth, we compute the OOS R 2 (R 2 OS ), which is calculated as follows:
where MSFE is the Mean Squared Forecast Error corresponding to the forecast and is defined as:
where T denotes the total number of sample observations, while R and P denote in-sample and OOS observations, respectively. M SF E i and M SF E j are from equations (2) and (1), respectively. A positive R 2 OS indicates that BCI has OOS predictive power for investment growth after controlling for other determinants. We use Clark and West (2007) statistic corresponding to a test of the null hypothesis that M SF E i ≥ M SF E j against M SF E i < M SF E j which is equivalent to the null hypothesis of Table 6 includes the results of OOS predictive performance of BCI for ∆TBI and its components.
It reports the R 2 OS and p-value for the Clark and West (2007) statistics. The R 2 OS captures the improvement in MSFE from the BCI-nested model relative to MSFE from the baseline model. Since the R 2 OS for ∆TBI is 0.052, BCI has OOS predictive ability for future ∆TBI after controlling for other determinants of investment. The null hypothesis of R 2 OS ≤ 0 against R 2 OS > 0 is rejected at the 1% level since the p-value is 0.006. The R 2 OS values are 0.033 and 0.016 for ∆SI and ∆EI, respectively, and are statistically significant at the 5% level. These values imply that BCI has incremental OOS predictive power for future ∆SI and ∆EI after using the control variables. For ∆IPI, however, we find that the R 2 OS value is close to zero, which implies that BCI does not have incremental predictive ability for this component of business investment.
We next use visual device proposed by Welch (2003, 2008) , a graph of Cumulative Difference in Squared Forecast Errors (CDSFE) to assess the OOS predictive ability of BCI for investment growth after controlling variables. The CDSFE is cumulative squared forecast errors from baseline model minus cumulative squared forecast errors from BCI-nested model. We calculate the CDSFE as
where,û 2 i andû 2 j are squared forecast errors from baseline model and BCI-nested model, respectively. We denote in-sample and full observations as R and T , respectively. BCI has OOS predictability for ∆EI in 1991 -1996 and 2013 shows that BCI never outperforms to predict the ∆IPI. Overall, BCI has OOS predictability for ∆TBI and its components, ∆SI and ∆EI.
4 Does BCI forecast investment downturns and direction of investment?
Having established that BCI helps predict quarterly business investment growth, we now investigate its forecasting ability for business investment downturns as well as the direction of business investment growth. In this analysis, we treat both as discrete events.
Investment downturns
Does BCI have information about future investment downturns? If the answer is affirmative then policy makers can take this information into account and be better prepared for dealing with the consequences of such downturns from spreading to the broader economy. We define the business 
The sample average of total US business investment growth is 1.07 % for the period 1955Q1-2016Q4. We plot BCI against investment downturns in Figure 5 . Interestingly, there is evidence of all downturns are preceded by a fall in BCI and all major falls in BCI are followed by a downturn, except in 1980.
We consider a static probit forecasting model to evaluate the forecasting power of BCI for business investment downturns and use the maximum likelihood method to estimate the model. 11 Let Ω t be the information set available at time t. Conditional on Ω t−1 , d t has a Bernoulli distribution, B(.), with probability with p t . The conditional probability of investment downturns, d t =1, satisfies:
where E t−1 (.) and P t−1 (.) represent the conditional expectation and probability given the information set, Ω t−1 , respectively. We denote the standard normal cumulative distribution function as Φ. First, we examine the forecasting ability of each forecasting variable for investment downturns using a univariate probit model:
where X t−k represents predictive variables and k denotes the forecast horizon. We consider 1-4 quarter forecast horizons and use ∆GDP, ∆SP, ∆CF, ∆CC, TS, CS and BCI as predictive variables. The previous literature has established that the variables, ∆GDP, ∆CF, ∆SP and ∆CC, are the conventional predictors and TS, ∆SP, and CS are good predictors of recessions. In particular, TS and ∆SP help forecast US recessions (see Estrella and Mishkin (1998) ; Kauppi and Saikkonen (2008) ; Nyberg (2010)). Gilchrist and Zakrajšek (2012) evaluate the relationship between credit spread and real economic activity and find that CS has good predictive power for US business cycle fluctuations. Ponka (2017b) shows that CS has significant predictive power for US recessions.
Second, we evaluate the predictive power of the BCI for investment downturns after controlling for other relevant variables, namely, TS, CS and ∆SP.
where, V t denotes the vector of control variables.
Results
We employ OOS test for the period 1990Q1-2016Q4. Pönkä (2017a) finds that the more parsimonious static probit model performs better than the dynamic probit model for the OOS test even though the dynamic extensions of the probit model yield the best fit for the in-sample test. We use recursive estimation, adding one quarter at a time to obtain a series of k-step-ahead forecasts for the period 1990Q1-2016Q4. We use three forecast evaluation methods. First, we use pseudo R 2 , denoted as ps.R 2 , developed by Estrella (1998) . 12 It is defined as:
where L u represents the value of the maximized probit likelihood, and L c denotes the value of the maximized likelihood under the constraint that all coefficients are zero, except for the constant. The value of ps.R 2 is between 0 and 1 that corresponds to 'no fit' and 'perfect fit', respectively, and has the same interpretation as the coefficient of determination in the usual linear case. Second, we use the Quadratic Probability Score (QPS) proposed by Diebold and Rudebusch (1989) . The QPS is calculated as follows:
where T denotes the total number of sample observations, while R and P denote in-sample and OOS observations, respectively. The QPS ranges from 0 to 2. The QPS is 0 that corresponds to perfect accuracy.
Finally, we use the Receiver Operating Characteristics (ROC) curves which are not tied to a specific loss function. ROC evaluates the model's classification ability to distinguish between investment downturns and expansions. The ROC curve plots all possible combinations of true positive rates and false positive rates using various possible threshold values from 0 to 1. 13 The 45 • diagonal running from bottom-left to top-right corner represents a random guess classifier. The ROC curve touches the top-left corner implies that the model has perfect classifier. We test the null hypothesis of no classification ability (H 0 : AU C = 0.5) using a standard method of Hanley and McNeil (1982) . We report the area under the ROC curve (AUC) that measures the overall performance of model's classification ability. The AUC is calculated as:
where c is the false positive rate. A higher AUC implies better forecasting performance. Table 7 displays the value of ps.R 2 , QPS and AUC from OOS results for each predictor from equation (7). Even though there are chances of a negative ps.R 2 , we do not find any negative ps.R 2 .
12 In probit models, the ps.R 2 of Estrella (1998) is used by Estrella and Mishkin (1998) , Kauppi and Saikkonen (2008) , Nyberg (2010) , Christiansen et al. (2014) and Chen et al. (2016) , among others, in order to evaluate model fit.
13 Berge and Jordà (2011) and Liu and Moench (2016) provide a discussion of the ROC curves, where they use them to assess the classification abilities of various leading indicators into recessions and expansions.
The BCI has OOS predictive ability for all forecast horizons between 1 and 4 quarters. The null hypothesis of no classification ability of BCI is rejected for all forecast horizons. BCI performs the best as a predictor in the case of the 1-quarter forecast horizon, compared to other forecast horizons.
The ps.R 2 for BCI is 27.7%, which implies that the BCI explains 27.7% OOS variation in investment downturns. The value of QPS is 0.343, which is the lowest and the value of AUC is 0.790, which is the highest for the 1-quarter forecast horizon. The values of ps.R 2 , QPS and AUC for 2-3 quarter forecast horizons are quite close to the value for the 1-quarter forecast horizon. However, the ps.R 2 for BCI is 9.9% is somewhat lower in the 4-quarter horizon relative to other forecast horizons.
In Figure 6 , panels (a)-(d) display the ROC curves for BCI, TS and ∆SP for 1-4 quarter forecast horizons, respectively. The BCI is more accurate in classifying investment downturns than TS and ∆SP over 1-3 quarter forecast horizons. In Figure 7 , panels (a)-(d) display the OOS investment downturns probability forecasts for BCI, TS and ∆SP for 1-4 quarter forecast horizons, respectively.
The downturn dates are indicated by grey lines. The BCI gives stronger signals than other variables about the downturns period for the 1-3 quarters forecast horizons. This finding is consistent with the information in Table 7 and Figure 6 . Overall, based on the results, BCI exhibits superior OOS predictive performance for investment downturns over the 1-3 quarters forecast horizons relative to other predictors.
The other two predictors, ∆SP and ∆GDP, exhibit statistically significant OOS predictive ability for all forecast horizons. The popular predictor of output downturns, TS, has statistically significant OOS predictive ability for a 4-quarter forecast horizon. CS and ∆CC have predictive ability for 1-2 quarter forecast horizons. However, ∆CF does not have OOS predictive ability for all forecast horizons.
We next consider a model with control variables such as TS, CS and ∆SP to evaluate the independent forecasting power of BCI for business investment turning points. We estimate the probit model in (8) without BCI and with BCI. Table 8 reports the results. The BCI-nested model exhibits better statistically significant OOS predictive performance relative to the BCI non-nested model for all forecast horizons. Figure 8 displays the OOS investment downturns probability forecast, using TS, CS and ∆SP as control variables and confirms the message from the table. These results suggest that BCI has independent forecasting ability for investment downturns.
Directional forecasts of investment growth
We next extend our analysis by predicting the direction of investment growth. Previous research using directional forecasting includes Christoffersen and Diebold (2006) and Christoffersen, Diebold, Mariano, Tay and Tse (2007) who demonstrate a theoretical link between asset return volatility and asset return sign forecastability. Nyberg (2011) uses dependent dynamic probit model in predicting the direction of excess stock returns and finds that the returns sign is predictable in-sample when combined with recession forecasts. Our focus is to explore whether BCI plays a role in predicting the sign of investment growth, which is different from these previous studies.
Let g t be a series of direction of business investment growth and ζ t be the information set available at time t. We define g t is 1 if the sign of investment growth is positive and 0, otherwise. Conditional on ζ t−1 , g t has a Bernoulli distribution B(.) with probability with p t . The conditional probability of a positive sign of investment growth, g t |ζ t−1 = 1, satisfies:
where E t−1 (.) and P t−1 (.) represent the conditional expectation and probability on the given information set, ζ t−1 , respectively. We use Φ to denote the standard normal cumulative distribution function.
As before, we use a static univariate probit model and same predictors to examine the forecasting performance for direction of investment growth:
We then evaluate whether BCI improves the directional forecasts for investment growth using control variables.
where, C t refers to a vector of control variables. We again use the traditional predictors, TS, CS and ∆SP as control variables. We examine the OOS predictive performance over the period 1990Q1-2016Q4 and employ the forecasting measures, namely, ps.R 2 , QPS and AUC to evaluate the directional forecasts as before in forecasting investment downturns. We also calculate the Success Ratio (SR), which is simply the percentage of correct forecast as it commonly used to evaluate the directional forecasting performance (see Nyberg (2011) and Pönkä (2017a) ). We use a common and natural threshold, c = 0.5,
We use the Pesaran and Timmermann (2009) test statistics, denoted as PT to evaluate the directional accuracy. The PT test is also suitable for market timing when there is serial correlation in the realized value, g t , and the sign forecasts,ĝ t . The null hypothesis is that the value of SR does not differ from the ratio that would be obtained in the case of no predictability, when g t andĝ t are independent. The predictor, ∆GDP, has OOS predictive ability for 1 and 3 quarters forecast horizons, whereas, CS and ∆SP exhibit statistically significant OOS predictive ability only for 3-4 quarter forecast horizons, respectively. However, TS and ∆CF exhibit no directional predictability for all forecast horizons.
Finally, we evaluate the predictive power of BCI for direction of investment growth, using control variables such as TS, CS and ∆SP. We estimate the model (14) without BCI and with BCI, respectively. Table 10 reports the results. The BCI-nested model has better OOS predictive performance relative to BCI non-nested model over 1-3 quarter forecast horizons.
Business confidence shock
We now turn to a simple multivariate VAR model to assess the impulse responses of investment growth and its components to a positive exogenous shock in BCI. Specifically, we estimate the following six-variables VAR model (dropping the constant term for notational convenience):
where, Y t = [BCI t , Z t , ∆ log (I t )] and ν t = [ν 1t , ν 2t , ν 3t , ν 4t , ν 5t , ν 6t ] is a vector of orthogonalized shocks. We use ν 1t and Z t to denote the BCI shock and a vector of ∆SP, ∆CC, ∆CF, ∆GDP variables, repectively. The investment growth, ∆ log I represents ∆TBI, ∆SI, ∆EI, and ∆IPI for four different VAR models. We use AIC to determine lags and use 2 lags to estimate ∆TBI, ∆SI and ∆EI. To estimate ∆IPI, we use 4 lags.
We employ the standard Cholesky orthogonalization and order BCI first followed by ∆SP, ∆CC, ∆CF, ∆GDP and ∆ log I. Figure 9 shows the impulse responses of investment growth and its compo- We reorder the variables (with BCI ordered last) in the VAR system such that BCI is orthogonalized with respect to other determinants of investment ( ∆SP, ∆CC, ∆CF and ∆GDP). This exercise allows us to check whether an innovation in BCI simply reflects information already contained in other variables' innovations. Figure 10 shows the responses of investment growth and its component to a BCI shock. There is no qualitative difference in the impulse responses of ∆TBI, ∆EI and ∆SI. So, BCI innovation predicts ∆TBI and its important components, ∆SI and ∆EI, under both orthogonalizations. However, ∆IPI has a muted response to the BCI shocks and the response is almost never statistically significant under this orthogonalization. Following Barsky and Sims (2012) , we interpret the short-lived impulse responses to a business confidence shock as reflecting non-fundamental 'animal spirits'-type information in business confidence.
Robustness checks
In this section we present a variety of checks to establish the robustness of our findings. First, we evaluate the OOS performance of BCI as in section 3.1.2 using rolling window method. Second, we use alternative dates of investment downturns to assess the predictive ability of BCI for investment downturns as in section 4.1.
Rolling window
Rossi (2013) finds that the presence of structural breaks does not help to improve forecast performance. The rolling window can capture the structural breaks and performs relatively better in density forecasting than recursive method (see Carriero et al. (2015) ). We now use rolling window method to assess the OOS forecasting performance of BCI for investment growth and its components for the period 1990Q1-2016Q4. OS value is 0.028 for ∆SI and is, however, statistically insignificant. These findings confirm that that BCI has statistically significant OOS predictability for ∆TBI and its component, ∆EI, after control for user cost, output, stock price and cash flow. The BCI does not have OOS predictability for ∆IPI since the R 2 OS value is negative.
Alternative downturn dates
We use a set of alternative investment downturn dates to evaluate the robustness of forecasting performance of BCI for the investment downturns. According to the alternative definition, we define an investment downturn is 1 if the total investment growth is negative for more than two consecutive quarters and 0, otherwise. The overall set up of the estimation is similar to the section 4. We then estimate equation (7) to evaluate the forecasting performance. 
Conclusion
Despite the popularity of business confidence as a leading indicator of future output, the direct link between the former and business investment has not yet been investigated. Our paper fills this gap in the literature. Using quarterly US data for over sixty years, we investigate whether confidence predicts business investment, and whether confidence can forecast investment downturns and the direction of investment growth. We find that business confidence leads US business investment growth by one quarter, and structures by two quarters; and business confidence has predictive ability for investment growth even after controlling for conventional factors such as output, user costs, cash flows, and stock prices. Business confidence has a superior predictive power, relative to traditional factors, for investment downturns over 1-3 quarter forecast horizons and direction of investment growth over 2-quarter forecast horizons in the US economy. Impulse response analysis reveals that exogenous shifts in business confidence reflect short-lived non-fundamental factors, consistent with the 'animal spirits' view of investment. Our findings have implications for improving investment forecasts, developing new business cycle models, and studying the role of behavioural factors determining investment growth.
Appendix

Data construction and source
Business confidence index: We obtain the business confidence index from the OECD's leading indicator database. The OECD collects business confidence data, based on business tendency survey of manufacturing activity, from the Institute for Supply Management (ISM). 14 The business confidence series refers to PMI (previously, PMI referred to the Purchasing Managers' Index), which is based on Manufacturing ROB. The PMI is an equally weighted (20% each) composite index of five seasonally adjusted diffusion indices, namely, new orders, production, employment, supplier deliveries and inven-
tories. An index value of over 50 represents growth or expansion within the manufacturing sector of the economy compared with the prior month and a value of under 50 indicates contraction. The OECD converts the PMI diffusion index into a net balance (in %) for cross-country consistency.
Real business investment and its components: The real business investment corresponds to the private non-residential fixed investment and its components are non-residential structure, equipment and intellectual property products. We obtain the data from NIPA Real gross domestic product: We obtain the data for the real gross domestic product from NIPA We calculate the real lending rate as an ex post measure as follows:
, where, R is the real lending rate.
14 http://www.ism.ws/ISMReport/MfgROB.cfm?navItemNumber=12942
User cost of capital: We measure the user cost of capital following Chirinko and Schaller (2001) and Ang (2010) , which is similar to the Hall and Jorgenson (1969) . The user cost of capital is as follows:
where, DEP is the depreciation. We fix the DEP as 5%. 
SR calculation
The calculation of SR is as:
where,ĝ t , u and d are the forecast of g t , upward signal and downward signal, respectively.
15 https://finance.yahoo.com/q/hp?s=%5EGSPC+Historical+Prices
8.3 Additional models for downturns and direction of investment Panel (c) also shows the results after controlling for three predictors, CS, ∆SP and ∆GDP and suggests that BCI has additional information to explain the direction of investment for 2 quarter horizons. Note: The defined investment downturns are in grey shading. We define investment downturns as the total business investment growth is below the sample average for more than two consecutive quarters (see Taylor and McNabb (2007) The sample average investment growth rate is 1.07 percent for the period 1955Q1-2016Q4. Note: These are Impulse responses of investment growth and its components to one standard deviation positive innovation in VAR. We order BCI at last in VAR system. The grey shading areas indicate bootstrap confidence bands at 95% level. from BCI-nested model minusR 2 from baseline model) and p-values of the joint significance of the lags of BCI for BCI-nested model in panel (b) . We determine the number of lags for each regression using AIC and set four as maximum lags. To estimate ∆TBI and ∆EI, we use 2 lags. We use 3 lags and 4 lags to estimate ∆SI and ∆IPI, respectively. We use Newey-West estimator with four lag window. Note: The OOS period is 1990Q1-2016Q4. We use k to denote the forecast horizon and consider 1-4 quarter forecast horizons. The value of ps.R 2 is between 0 and 1 that corresponds to "no fit" and "perfect fit", respectively. The QPS ranges from 0 to 2. The QPS is 0 that corresponds to perfect accuracy. The value of AUC is one indicates that there is perfect downturns classifier. The best forecast for each horizon is in bold. *** Corresponds with statistical significance at the 1% level, ** 5% level, * 10% level. AUC .780*** .748*** .700*** .712*** .785*** .768*** .727*** .722*** Note: The OOS period is 1990Q1-2016Q4. We use k to denote the forecast horizon and consider 1-4 quarter forecast horizons. The value of ps.R 2 is between 0 and 1 that corresponds to "no fit" and "perfect fit", respectively. The QPS ranges from 0 to 2. The QPS is 0 that corresponds to perfect accuracy. The value of AUC is one indicates that there is perfect downturns classifier. The results are in bold if the forecast result is better from BCI nested model than non-nested model for each forecast horizon. *** Corresponds with statistical significance at the 1% level, ** 5% level, * 10% level. Note: The OOS period is 1990Q1-2016Q4. We use k to denote the forecast horizon and consider 1-4 quarter forecast horizons. The value of ps.R 2 is between 0 and 1 that corresponds to "no fit" and "perfect fit", respectively. The QPS ranges from 0 to 2. The QPS is 0 that corresponds to perfect accuracy. The value of AUC is one indicates that there is perfect downturns classifier. SR is the percentage of correct forecast. We perform PT test that the null hypothesis is that the value of SR does not differ from the ratio that would be obtained in the case of no predictability, when realized value (g t ) and sign forecasts (ĝ t ) are independent. The best forecast for each horizon is in bold. *** Corresponds with statistical significance at the 1% level, ** 5% level, * 10% level. Note: The OOS period is 1990Q1-2016Q4. We use k to denote the forecast horizon and we consider 1-4 quarter forecast horizons. The value of ps.R 2 is between 0 and 1 that corresponds to "no fit" and "perfect fit", respectively. The QPS ranges from 0 to 2. The QPS is 0 that corresponds to perfect accuracy. The value of AUC is one indicates that there is perfect downturns classifier. SR is the percentage of correct forecast. We perform PT test that the null hypothesis is that the value of SR does not differ from the ratio that would be obtained in the case of no predictability, when realized value (g t ) and sign forecasts (ĝ t ) are independent. The results are in bold if the forecast result is better from BCI nested model than non-nested model for each forecast horizon. *** Corresponds with statistical significance at the 1% level, ** 5% level, * 10% level. AUC .890*** .909*** .899*** .796*** Note: † indicates the alternative downturns which is one if the total investment growth is negative for more than two consecutive quarter and otherwise zero. The OOS period is 1990Q1-2016Q4. We use k to denote the forecast horizon and consider 1-4 quarter forecast horizons. The overall set up of the estimation is similar to the subsection 4.1. The value of ps.R 2 is between 0 and 1 that corresponds to "no fit" and "perfect fit", respectively. The QPS ranges from 0 to 2. The QPS is 0 that corresponds to perfect accuracy. The value of AUC is one indicates that there is perfect downturns classifier. *** Corresponds with statistical significance at the 1% level, ** 5% level, * 10% level. 
A: π t = ω + δ 1 T S t−k + δ 2 ∆SP t−k + φBCI t−k The OOS period is 1990Q1-2016Q4. We use k to denote the forecast horizon and consider 1-4 quarter forecast horizons. The value of ps.R 2 is between 0 and 1 that corresponds to "no fit" and "perfect fit", respectively. The QPS ranges from 0 to 2. The QPS is 0 that corresponds to perfect accuracy. The value of AUC is one indicates that there is perfect downturns classifier. The results are in bold if the forecast result is better from BCI nested model than non-nested model for each forecast horizon. *** Corresponds with statistical significance at the 1% level, ** 5% level, * 10% level. 
A: Π t = ϕ + θ 1 T S t−k + θ 2 ∆SP t−k + ϑBCI t−k Note: The OOS period is 1990Q1-2016Q4. We denote k to denote the forecast horizon and consider 1-4 quarter forecast horizons. The value of ps.R 2 is between 0 and 1 that corresponds to "no fit" and "perfect fit", respectively. The QPS ranges from 0 to 2. The QPS is 0 that corresponds to perfect accuracy. The value of AUC is one indicates that there is perfect downturns classifier. SR is the percentage of correct forecast. We perform PT test that the null hypothesis is that the value of SR does not differ from the ratio that would be obtained in the case of no predictability, when realized value (g t ) and sign forecasts (ĝ t ) are independent. The results are in bold if the forecast result is better from BCI nested model than non-nested model for each forecast horizon. *** Corresponds with statistical significance at the 1% level, ** 5% level, * 10% level.
