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THE CAUCHY PROBLEM FOR DISSIPATIVE BENJAMIN-ONO
EQUATION IN WEIGHTED SOBOLEV SPACES
ALYSSON CUNHA
Abstract. We study the well-posedness in weighted Sobolev spaces, for the
initial value problem (IVP) associated with the dissipative Benjamin-Ono
(dBO) equation. We establish persistence properties of the solution flow in
the weighted Sobolev spaces Zs,r = Hs(R) ∩ L2(|x|2rdx), s ≥ r > 0. We
also prove some unique continuation properties in these spaces. In particular,
such results of unique continuation show that our results of well posedness are
sharp.
1. Introduction
This work is concerned with the initial-value problem (IVP) associated with the
dissipative-Benjamin-Ono (dBO) equation{
ut +H∂
2
xu+D
αu+ uux = 0, x ∈ R, t > 0,
u(x, 0) = φ(x),
(1.1)
where 0 ≤ α ≤ 2, Ds denotes the fractional derivative of order s defined, via Fourier
transform as
Dsf(x) = (|ξ|sf̂)∨(x),
and H is the Hilbert transform defined by
Hf(x) = p.v.
1
pi
∫
R
f(y)
x− y
dy
= F−1(−isgn(ξ)fˆ(ξ))(x).
(1.2)
We see that (1.1) represents, for α = 0, the well-known Benjamin-Ono (BO)
equation, that was deduced by Benjamin [2] and later by Ono [33] as a model for
long internal gravity waves in deep stratified fluids. The BO equation has been
extensively studied, in the last years, with respect to regularity in Sobolev spaces.
In this sense, issues about locally or globally well-posedness (LWP and GWP, resp.)
are addressed. In general, the main goal is to find the minimal regularity in Sobolev
spaces, see [5], [39] and [23]. Moreover, unique continuation principles are often
investigated. For more details see, [24], [26] and [17]. Several papers on the study of
local-well posedness or global-well posedness in weighted Sobolev has been devoted
to BO equation, see [25], [17], [16] and [13]. Solutions without infinity decay in
the initial data can be found in [27] and [15]. Two-dimensional versions are also
of great interest in the literature, see for example [31], [8], [11], [7], [6], [12] and
[36]. Recently, a higher order versions of the BO equation were studied, see [21],
[35], [37], and references therein. Kenig, Ponce and Vega [29] obtained results of
uniqueness solutions for the BO equation, see also [16].
For α = 2, the (dBO) becomes the Benjamin-Ono-Burgers (BOB) equation
∂tu+H∂
2
xu− ∂
2
xu+ uux = 0. (1.3)
This equation was derived by Edwin and Roberts in [10]. In [34] Otani obtained
global-well posedness in Hs(R), where s > −1/2. After that, Vento [40] showed
1
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this index is critical in the sense that the flow map φ 7→ u is not of class C3 from
Hs(R) to Hs(R), for s < −1/2. By and large, issues such as well-posedness and
asymptotic behavior of solutions, for the (BOB) equation, has been widely studied
in the last years, see [4], [9], [19], [32], [41], and references therein.
The well-posedness for the dBO equation was first examined by Vento [40]. More
precisely he obtained, in the case 1 < α ≤ 2, global well-posedness in Hs(R), where
s > −α/4, and Ill-posedness (holds when α = 1), for s < −α/4, in the sense that
the mapping data-solution is not C3 in a neighborhood of the origin. If 0 ≤ α < 1,
he also obtained the Ill-posedness in Hs(R), for all s ∈ R, in the sense that the
mapping data-solution is not C2 at origin. On the other hand, about the long-time
behavior of the solutions, we can also add that the following perturbation of the
IVP (1.1) {
ut +H∂
2
xu+D
αu+ uux = f, x ∈ R, t > 0,
u(x, 0) = φ(x),
(1.4)
where f ∈ L2((1 + x2)1/2dx), has a global attractor with finite dimension, in the
sense of Hausdorff, see [1].
As the usual, we are considering the well-posedness in the Kato’s sense, that is,
includes, existence, uniqueness, persistence property and smoothness of the map
data-solution. In this paper, we are mainly interested in to study the global well-
posedness of the IVP (1.1) in weighted Sobolev spaces.
Our main results are the following:
Theorem 1.1. Let a ∈ (0, 1], then the following statements are true.
i) Let s ≥ r > 0 and r < 3/2 + a. Then, the IVP (1.1) is GWP in Zs,r.
ii) Let r ∈ [3/2+ a, 5/2+ a) and r ≤ s. Then, the IVP (1.1) is GWP in Z˙s,r.
The definition of spaces Zs,r and Z˙s,r can be found at the beginning of section
2.
Theorem 1.2. Let u ∈ C([0, T ];Z1,1) be a solution of the IVP (1.1), with a ∈ (0, 1].
If there exist two different times t1, t2 ∈ [0, T ] such that u(tj) ∈ Z3/2+a,3/2+a,
j = 1, 2, then
uˆ(0, t) = 0, for all t ∈ [0, T ].
Theorem 1.3. Let u ∈ C([0, T ];Z2,2) be a solution of the IVP (1.1), with a ∈
(0, 1]. If there exist three different times t1, t2, t3 ∈ [0, T ] with u(tj) ∈ Z5/2+a,5/2+a,
j = 1, 2, 3, then there exists t1 < t¯ < t2 such that
u(x, t) = 0, for all x ∈ R, t ≥ t¯.
Now we present some ingredients for the proof of Theorems 1.1–1.3.
With respect to Theorems 1.2 and 1.3 we will adapt the techniques introduced by
Fonseca, Linares and Ponce [18] for the study of the Benjamin-Ono equation with
a generalized dispersion. It consists in the use of the Stein derivative for obtaining
the unique continuation principles. Our proof is a little different from the one
presented in [18]. In fact, we made use of an additional commutator estimate for
the derivative Dγξ (see Proposition 2.12 below), see also [17] and [7].
The proof of Theorem 1.1 will be obtained by using the ideas of Fonseca, Pastra´n,
and Rodr´ıguez-blanco [14], as well as the Stein-Weiss interpolation theorem with
change of measure, see [3]. In this work the authors studied a version of the BO
equation with a dissipative effect. We note that the dissipative term in (dBO)
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equation, has the effect of pushing down the indices r and s of space Zs,r, in
relation those obtained in [17] and [18].
Theorem 1.2 shows that the Theorem 1.1(part i)) is sharp in the sense that it’s
not possible to find an index r more than 3/2+a, so that the part i) still hold valid.
Theorem 1.3 also shows that the Theorem 1.1(part ii)) is sharp, in the same sense
previous.
Reciprocally our well-posedness results show that the Theorems 1.2 and 1.3 are
also sharp, in the sense that the indexes 3/2 + a and 5/2 + a, respectively, cannot
be pushed down.
Now we will describe some consequences of Theorems 1.1–1.3. By the Theorem
1.1(part i)) the decay r = (3/2 + a)− is optimal, so that the persistence property
is satisfied for general initial data. More precisely, it shows that the solution u of
the IVP (1.1) with initial data φ ∈ Zs,r, s ≥ r ≥ 3/2 + a, φˆ(0) 6= 0, is such that
u ∈ C([0, T ];Zs,(3/2+a)−), for T > 0, but does not exist a non-trivial solution u
with initial data φ that verifies u ∈ C([0, T ];Zs,3/2+a).
The decay r = (5/2 + a)− is the largest possible, in the following sense, by
the Theorem 1.1(part ii)), for some T > 0 there are non-trivial solutions u ∈
C([0, T ]; Z˙s,(5/2+a)−), but Theorem 1.3 implies that does not exist a non-trivial
solutions u ∈ C([0, T ]; Z˙s,5/2+a).
The rest of this paper is as follows. Section 2 contains some preliminary estimates
that will be useful in the coming sections. In the section 3 we prove the well-
posedness. Theorem 1.2 will be proved in section 4. To finish, the proof of Theorem
1.3 will be present in section 5.
2. Preliminaries
2.1. Notation. In this paper, we use the following notation. We say a . b if there
exists a constant c > 0 such that a ≤ cb. We also write a .l b when the constant
depends on only parameter l. The Fourier transform of f , is defined by
fˆ(ξ) =
∫
R
e−iξxf(x)dx.
If s ∈ R, Hs := Hs(R) represents the nonhomogeneous Sobolev space defined as
Hs(R) = {f ∈ S ′(R) : ‖f‖Hs <∞},
where
‖f‖Hs = ‖〈ξ〉
sfˆ‖L2ξ ,
and 〈ξ〉 = (1 + ξ2)1/2. In addition, we define the Bessel potential Js by
(Jsf)∧(ξ) = 〈ξ〉sfˆ(ξ), for all f ∈ S ′(R),
hence ‖Jsf‖L2x = ‖f‖Hs . The weighted Sobolev space is defined by
Zs,r = H
s(R) ∩ L2r(R),
where L2r(R) = L
2(〈x〉2rdx). The norm in Zs,r is given by ‖·‖
2
Zs,r
= ‖·‖2Hs+‖·‖
2
L2r
.
We also introduced the notation
Z˙s,r = {f ∈ Zs,r : fˆ(0) = 0}.
For help in our estimates, we define the function χ ∈ C∞0 (R), with suppχ ⊂
[−2, 2] and χ ≡ 1 in (−1, 1).
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In the rest of the paper, we will denote the L2-norm in the x variable by ‖·‖L2x :=
‖ · ‖.
Next, we introduce some results which will be useful to demonstrate our main
results.
Proposition 2.1. Let δ, ν > 0 such that Jδf ∈ L2(R) and 〈x〉νf ∈ L2(R). Then
for any β ∈ (0, 1)
‖Jβδ(〈x〉(1−β)νf)‖ ≤ c‖〈x〉νf‖1−β‖Jδf‖β. (2.5)
Proof. See [17]. 
Remark 2.2. Assuming that u is sufficiently regular we obtain, for every t in which
the solution there exists ∫
u(x, t)dx =
∫
φ(x)dx. (2.6)
This implies that
uˆ(0, t) = φˆ(0). (2.7)
Moreover
d
dt
‖u(t)‖2 < 0, (2.8)
and
d
dt
∫
xu(x, t)dx =
1
2
‖u(t)‖2. (2.9)
By defining Lps := (1 − ∆)
−s/2Lp(Rn), the following result characterizes these
spaces.
Theorem 2.3. Let b ∈ (0, 1) and 2n/(n+ 2b) < p < ∞. Then f ∈ Lpb(R
n) if and
only if
a) f ∈ Lp(Rn),
b) Dbf(x) =
(∫
Rn
|f(x)− f(y)|2
|x− y|n+2b
dy
)1/2
∈ Lp(Rn), with,
‖f‖b,p ≡ ‖(1−∆)
b/2f‖p = ‖J
bf‖p ≃ ‖f‖p + ‖D
bf‖p ≃ ‖f‖p + ‖D
bf‖p, (2.10)
where for s ∈ R
Ds = (−∆)s/2 with Ds = (H∂x)
s, if n = 1.
Proof. See [38]. 
From the previous theorem, part b), with p = 2 and b ∈ (0, 1), we have
‖Db(fg)‖2 ≤ ‖fD
bg‖2 + ‖gD
bf‖2. (2.11)
Lemma 2.4. Let b ∈ (0, 1) and h a measurable function on R such that h, h′ ∈
L∞(R). Then, for all x ∈ R
Dbh(x) . ‖h‖L∞ + ‖h
′‖L∞ , (2.12)
moreover
‖Db(hf)‖ ≤ ‖Dbh‖∞‖f‖+ ‖h‖∞‖D
bf‖. (2.13)
Proof. See [14]. 
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Now, we turn our attention to the (dBO) equation. The integral equation asso-
ciated to the IVP (1.1) is given by
u(t) = U(t)φ−
∫ t
0
U(t− τ)z(τ)dτ, (2.14)
where z = 12∂xu
2, and the semigroup U(t) is defined by
(U(t)φ)∧(ξ) = e−itξ|ξ|−t|ξ|
α
φˆ, t ∈ [0,∞). (2.15)
Putting ψ(ξ, t) = e−itξ|ξ|−t|ξ|
1+a
, where a ∈ (0, 1], the following computations will
be useful in our proofs.
∂ξ(ψ(ξ, t)φˆ) =
[
−
(
t(1 + a)|ξ|asgn(ξ) + 2it|ξ|
)
φˆ+ ∂ξφˆ
]
ψ(ξ, t), (2.16)
∂2ξ (ψ(ξ, t)φˆ) =
[(
t2(1 + a)2|ξ|2a − t(1 + a)a|ξ|a−1 + 4it2(1 + a)|ξ|a+1sgn(ξ)
− 4t2ξ2 − 2itsgn(ξ)
)
φˆ−
(
2t(1 + a)|ξ|asgn(ξ) + 4it|ξ|
)
∂ξφˆ
+ ∂2ξ φˆ
]
ψ(ξ, t),
(2.17)
and
∂3ξ (ψ(ξ, t)φˆ) =
[(
3t2a(1 + a)2|ξ|2a−1sgn(ξ) − t(a2 − 1)a|ξ|a−2sgn(ξ)− 8t2ξ − 4itδξ
− (1 + a)3t3|ξ|3asgn(ξ) + 2i(1 + a)(4 + 3a)t2|ξ|asgn(ξ)−
− 6i(1 + a)2t3|ξ|2a+1 − 12(1 + a)t3|ξ|a+2sgn(ξ) + 8it3|ξ|3−
− 12t2ξ
)
φˆ+
+
(
3(1 + a)2t2|ξ|2a + 12i(1 + a)t2|ξ|a+1sgn(ξ)− 3a(1 + a)t|ξ|a−1−
− 12t2ξ2 − 6itsgn(ξ)
)
∂ξφˆ−
(
3(1 + a)t|ξ|asgn(ξ) + 6it|ξ|
)
∂2ξ φˆ+
+ ∂3ξ φˆ
]
ψ(ξ, t).
(2.18)
In the above δξ stands the Dirac delta function with respect to ξ.
Lemma 2.5. Let λ > 0, then
‖ξ2λψ(ξ, t)‖L∞ξ ≤ c(a, λ)t
− 2λa+1 , (2.19)
where
c(a, λ) =
(
(a+ 1)e
2λ
)− 2λa+1
.
Moreover
‖|ξ|σe−t|ξ|
1+a
‖L2ξ = cσ,at
− 2σ+12(1+a) . (2.20)
Proof. Since |ξ2λψ(ξ, t)| ≤ ξ2λe−t|ξ|
1+a
:= ϕ(ξ, t), a simple computation gives us
∂ξϕ(ξ, t) = ξ
2λe−t|ξ|
1+a
(
2λ
ξ
− (1 + a)t|ξ|a).
6 A. CUNHA
Then ∂ξϕ(ξ, t) = 0 if, and only if, |ξ| = |ξ0| =
(
2λ
1+a
) 1
a+1 t−
1
a+1 . In view of
ϕ(0, t) = 0 and ϕ(ξ, t)→ 0 with ξ →∞, we conclude that
|ξ2λψ(ξ, t)| ≤ ϕ(ξ0, t) = c(a, λ)t
− 2λa+1 .
About identity (2.20), by using the change of variables ξ = t−1/1+aw
‖|ξ|σe−t|ξ|
1+a
‖2L2ξ
= t
−2σ−1
1+a
∫
w2σe−2|w|
1+a
dw = c2σ,at
−2σ−1
1+a .

Proposition 2.6. For all t > 0 and λ ≥ 0, U(t) ∈ B(Hs(R), Hs+λ(R)) and
‖U(t)φ‖Hs+λ ≤ c(a, λ)(1 + t
− λ1+a )‖φ‖Hs . (2.21)
Proof. Follows from (2.19). 
Proposition 2.7. Let u solution of IVP (1.1), then
u ∈ C((0, T ];H∞), (2.22)
and
‖u(t)‖Hs+λ ≤ c(a, λ, T )t
− λ1+a ‖φ‖Hs , t ∈ (0, T ], s > 1/2, 0 ≤ λ < a+ 1. (2.23)
Proof. The proof of (2.22) follows by a well-known bootstrapping argument. We
will prove only (2.23). By using the integral equation (2.14), (2.21) and [28, Lemma
X4]
‖u(t)‖Hs+λ .a,λ(1 + t
− λ1+a )‖φ‖Hs +
∫ t
0
(
1 + (t− τ)−
1
1+a
)
‖∂xu(τ)
2‖Hs+λ−1dτ
.a,λ(t
λ
1+a + 1)t−
λ
1+a ‖φ‖Hs+
+
∫ t
0
(
(t− τ)
1
1+a + 1
)
(t− τ)−
1
1+a ‖u2(τ)‖Hs+λdτ
.a,λ,T t
− λ1+a ‖φ‖Hs +
∫ t
0
(t− τ)−
1
1+a ‖u(τ)‖L∞x ‖u(τ)‖Hs+λdτ
.a,λ,T t
− λ1+a ‖φ‖Hs +
∫ t
0
(t− τ)−
1
1+a ‖u(τ)‖Hs‖u(τ)‖Hs+λdτ
.a,λ,T t
− λ1+a ‖φ‖Hs +MT
∫ t
0
(t− τ)−
1
1+a ‖u(τ)‖Hs+λdτ,
(2.24)
where MT = sup[0,T ] ‖u(t)‖Hs . Then we conclude the proof by an application of a
version of Gronwall’s Lemma, see [20, section 1.2.1]. 
Lemma 2.8. Let a ∈ (0, 1) and λ ∈ Z+ then
‖Dbξ(ψ(ξ, t)|ξ|
λfˆ)‖ ≤ ca,λ(t
− λ1+a + t
1−λ
1+a + t
a−λ
1+a )‖f‖+ t−
λ
1+a ‖|x|bf‖, (2.25)
moreover (2.25) still holds if |ξ|λ is exchanged by |ξ|λ1ξλ2 , λ = λ1+λ2, λ1, λ2 ∈ Z
+.
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Proof. First, we see that
∂ξψ = −
(
t(1 + a)|ξ|asgn(ξ) + 2it|ξ|
)
ψ. (2.26)
Therefore using (2.11), (2.19) and (2.12)
‖Dbξ(ψ|ξ|
λfˆ)‖ . ‖Dbξ(ψ|ξ|
λ)fˆ‖+ ‖ψ|ξ|λDbξfˆ‖
. ‖Dbξ(ψ|ξ|
λ)‖∞‖f‖+ ‖ψ|ξ|
λ‖∞‖D
b
ξfˆ‖
.b (‖|ξ|
λψ‖∞ + ‖∂ξ(|ξ|
λψ)‖∞)‖f‖+ ‖|ξ|
λψ‖∞‖D
b
ξfˆ‖
.b (t
− λ1+a + t
1−λ
1+a + t
a−λ
1+a )‖f‖+ t−
λ
1+a ‖|x|bf‖.
(2.27)
The proof is similar when |ξ|λ is substituted by |ξ|λ1ξλ2 .

In our estimates we need of the following result about the Hilbert transform in
weighted spaces.
Lemma 2.9. Let −1/2 < ν < 1/2, then the Hilbert transform H is a bounded
operator in L2(|x|νdx), i.e.
‖Hf |x|ν‖ . ‖f |x|ν‖. (2.28)
Proof. See [22], in which the more general version can be found. 
The next proposition is a key ingredient to obtain our estimates. It will be useful
in the proof our main results.
Proposition 2.10. For any θ ∈ (0, 1) and γ > 0,
Dθ(|ξ|γχ(ξ))(η) ∼

c|η|γ−θ + c1, γ 6= θ, |η| ≪ 1,
c(− ln |η|)1/2, γ = θ, |η| ≪ 1,
c
|η|1/2+θ
, |η| ≫ 1,
with Dθ(|ξ|γχ(ξ))(·) continuous in η ∈ R− {0}. In particular, one has that
Dθ(|ξ|γχ(ξ))(·) ∈ L2(R) if and only if θ < γ + 1/2.
In a similar fashion
Dθ(|ξ|γsgn(ξ)χ(ξ))(·) ∈ L2(R) if and only if θ < γ + 1/2. (2.29)
Proof. See Proposition 2.9 in [18]. 
Proposition 2.11. Let γ ∈ [0, 1/2), then
Dγ(|ξ|γ−1/2χ(ξ)) /∈ L2(R). (2.30)
Proof. Let η ∈ (0, 1), then putting γ1 = γ − 1/2 and using a change of variables
Dγ(|ξ|γ1χ(ξ))(η)2 =
∫
(|y|γ1χ(y)− |η|γ1χ(η))2
|y − η|1+2γ
dy
=
∫
(|ξ + η|γ1χ(ξ + η)− |η|γ1χ(η))2
|ξ|1+2γ
dξ
=
∫
ξ∈(−η,0)
+
∫
ξ/∈(−η,0)
:= A(η) +B(η).
(2.31)
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In the first integral above we have 0 < ξ + η < η < 1, hence χ(ξ + η) = χ(η) = 1.
By the Mean Value Theorem there exists z ∈ (ξ + η, η) such that
(ξ + η)γ1 − ηγ1 = γ1z
γ1−1ξ.
Therefore
A(η) =
∫ 0
−η
((ξ + η)γ1 − ηγ1)2
|ξ|1+2γ
dξ
= γ21
∫ 0
−η
z2(γ1−1)ξ2
|ξ|1+2γ
dξ
≥ γ21
∫ 0
−η
η2(γ1−1)ξ2
|ξ|1+2γ
dξ
= γ21η
2(γ1−1)
∫ η
0
ξ1−2γdξ
=
γ21
2(1− γ)
η−1
:= g(η).
(2.32)
In view of Dγ(|ξ|γ1χ(ξ))(η)2 ≥ g(η) for any 0 < η < 1 and g /∈ L1loc(R), we conclude
the proof.

Proposition 2.12. If f ∈ L2(R) and φ ∈ H1(R), then
‖[Dγ ;φ]f‖ ≤ c‖φ‖H2‖f‖, (2.33)
where γ ∈ (0, 1).
Proof. We observe that
([Dγ ;φ]f)∧(ξ) = (Dγ(φf)− φDγf)∧(ξ)
=
∫ (
|ξ|γ − |η|γ
)
φˆ(ξ − η)fˆ(η)dη.
It is easy to see that
||ξ|γ − |η|γ | ≤ |ξ − η|γ ,
so
|([Dγ ;φ]f)∧(ξ)| ≤
∫
|ξ − η|γ |φˆ(ξ − η)||fˆ(η)|dη
= c(|D̂γφ| ∗ |fˆ |)(ξ).
Then, by the Young’s inequality
‖[Dγ ;φ]f‖ ≤ c‖|D̂γφ| ∗ |fˆ |‖
≤ c‖D̂γφ‖L1‖fˆ‖
≤ c‖φ‖H2‖f‖,
where above we use that
‖D̂γφ‖L1 ≤ ‖D
γφ‖H1 ≤ ‖φ‖H2 .
This finishes the proof. 
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3. Well-posedness
In the following we will obtain the global well-posedness. First we note that the
case a = 1 can be approach by using the ideas in [14]. Thus, we deal only with the
case a ∈ (0, 1). First, we need of the next result.
Lemma 3.1. Let θ ∈ (0, 1]. Then for all φ ∈ Zθ,θ(R)
‖Dθξ (ψ(ξ, t)φˆ)‖ .a ρ1(t)‖〈x〉
θφ‖, (3.34)
where ρ1(t) = 3 + t
1
1+a + t
a
1+a .
Proof. Let θ ∈ (0, 1), then by an application of the Parseval identity, (2.10) and
(2.25)(with λ = 0), we obtain
‖Dθξ(ψ(ξ, t)φˆ)‖ . ‖ψ(ξ, t)φˆ‖+ ‖D
θ
ξ(ψ(ξ, t)φˆ)‖
.a ‖φ‖+ (1 + t
1
1+a + t
a
1+a )‖φ‖+ ‖|x|θφ‖
.a ρ1(t)‖〈x〉
θφ‖.
(3.35)
The case θ = 1 follows by similar way. 
Lemma 3.2. Let θ ∈ (1/2, 1/2 + a). Then for all φ ∈ Z1+θ,1+θ(R)
‖Dθ+1ξ (ψ(ξ, t)φˆ)‖ .a ρ2(t)‖〈x〉
θ+1φ‖, (3.36)
where ρ2 is a continuous increasing function on [0,∞).
Proof. By using (2.25) and (2.26)
‖D1+θξ (ψ(t, ξ)φˆ)‖ ≤ ‖D
θ
ξ(ψ∂ξφˆ)‖+ ‖D
θ
ξ(∂ξψφˆ)‖
.a(1 + t
a
1+a + t
1
1+a )‖∂ξφˆ‖+ ‖D
θ
ξ∂ξφˆ‖+
+ t‖Dθξ (|ξ|
asgn(ξ)ψφˆ)‖︸ ︷︷ ︸
A1
+ t‖Dθξ(|ξ|ψφˆ)‖︸ ︷︷ ︸
A2
.
(3.37)
We also have, from (2.25)
A2 . (t+ t
a
1+a + t
2a
1+a )‖φ‖+ t
a
1+a ‖|x|θφ‖, (3.38)
and
A1 .t‖D
θ
ξ(|ξ|
asgn(ξ)ψφˆχ)‖ + t‖Dθξ(|ξ|
asgn(ξ)ψφˆ(1− χ))‖
:= A1,1 +A1,2,
(3.39)
where χ is defined as before.
On the other hand, by (2.10) and (2.13)
A1,2 .t(‖|ξ|
aψ(1 − χ)‖∞ + ‖∂ξ(|ξ|
asgn(ξ)ψ(1 − χ))‖)‖φ‖+
+ t‖|ξ|aψ(1− χ)‖∞‖D
θ
ξ φˆ‖
. (2 + t
1−a
1+a + t
1
1+a )‖φ‖+ t
1
1+a ‖|x|θφ‖.
(3.40)
We also can write
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A1,1 . t‖D
θ
ξ(|ξ|
asgn(ξ)(ψ − 1)φˆχ)‖+ t‖Dθξ(|ξ|
asgn(ξ)φˆχ)‖
:= A11,1 +A
2
1,2,
(3.41)
again by (2.13) and (2.26)
A11,1 . t(‖|ξ|
a(ψ − 1)χ‖∞ + ‖∂ξ(|ξ|
asgn(ξ)(ψ − 1)χ)‖∞)‖φ‖+
+ t‖|ξ|a(ψ − 1)χ‖∞‖D
θ
ξ φˆ‖)
.a (t+ t
2)(‖φ‖+ ‖|x|θφ‖).
(3.42)
The last term in (3.41) can be decomposed as
A21,2 .t‖D
θ
ξ(|ξ|
asgn(ξ)(φˆ(ξ)− φˆ(0))χ︸ ︷︷ ︸
L
)‖ + t‖Dθξ(|ξ|
asgn(ξ)φˆ(0)χ)‖
:= A˜+ ˜˜A.
(3.43)
Thus
‖L‖ . ‖|ξ|aφˆ(ξ)χ‖+ ‖|ξ|aφˆ(0)χ‖
. ‖|ξ|aχ‖‖φˆ‖∞
.a ‖Jξφˆ‖
= ‖〈x〉φ‖,
(3.44)
and in view of θ > 1/2
‖∂ξL‖ . ‖|ξ|
a(
φˆ(ξ) − φˆ(0)
ξ
)χ‖+ ‖|ξ|a∂ξφˆ(ξ)χ‖ + ‖|ξ|
a(φˆ(ξ) − φˆ(0))∂ξχ‖
. ‖|ξ|aχ‖‖∂ξφˆ‖∞ + ‖|ξ|
aχ‖∞‖∂ξφˆ‖+ ‖|ξ|
a∂ξχ‖‖φˆ‖∞+
+ ‖|ξ|a∂ξχ‖|φˆ(0)|
.a ‖J
θ∂ξφˆ‖+ ‖xφ‖+ ‖J
θφˆ‖
.a ‖〈x〉
1+θφ‖.
(3.45)
From (3.44) and (3.45) we obtain
A˜ . t‖L‖H1ξ . t‖〈x〉
1+θφ‖.
Since θ < 1/2+a, by (2.29) we obtain Dθξ (|ξ|
asgn(ξ)χ) ∈ L2. Hence, using (2.10)
˜˜A .a t‖φˆ‖∞ + t‖φˆ‖∞‖D
θ
ξ (|ξ|
asgn(ξ)χ)‖ .a t‖〈x〉φ‖. (3.46)
Gathering the inequalities above we conclude the proof. 
Lemma 3.3. Let θ ∈ (1/2, 1/2 + a). Then for all φ ∈ Z˙2+θ,2+θ(R)
‖Dθ+2ξ (ψ(ξ, t)φˆ)‖ .a ρ3(t)‖〈x〉
θ+2φ‖, (3.47)
where ρ3 is a continuous increasing function on [0,∞).
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Proof. Let φ ∈ Z˙2+θ,2+θ, then by Plancherel identity
‖Dθξ∂
2
ξ (ψ(ξ, t)φˆ)‖ . ‖D
θ
ξ(∂
2
ξψ(ξ, t)φˆ)‖ + ‖D
θ
ξ(∂ξψ∂ξφˆ)‖ + ‖D
θ
ξ(ψ∂
2
ξ φˆ)‖
:= C +D + E,
(3.48)
thus by (2.25)
E . (1 + t
a
1+a + t
1
1+a )‖∂2ξ φˆ‖+ ‖D
θ
ξ∂
2
ξ φˆ‖
. (2 + t
a
1+a + t
1
1+a )‖x2φ‖+ ‖|x|θ+2φ‖.
(3.49)
Using (2.26)
D . t‖Dθξ(|ξ|
asgn(ξ)ψ∂ξφˆ)‖+ t‖D
θ
ξ(|ξ|ψ∂ξφˆ)‖ := D1 +D2, (3.50)
where
D1 . t‖D
θ
ξ (|ξ|
asgn(ξ)ψχ∂ξφˆ)‖+ t‖D
θ
ξ(|ξ|
asgn(ξ)ψ(1 − χ)∂ξφˆ)‖
:= D1,1 +D1,2.
(3.51)
We also can write
D1,1 . t(‖D
θ
ξ(|ξ|
asgn(ξ)ψχ(∂ξ φˆ(ξ) − ∂ξφˆ(0)))‖ + ‖D
θ
ξ(|ξ|
asgn(ξ)ψχ∂ξφˆ(0))‖)
:= D11,1 +D
2
1,1,
(3.52)
hence by (2.10) and (2.13)
D11,1 . t
(
‖|ξ|aψ(∂ξφˆ(ξ)− ∂ξφˆ(0)))‖∞ + ‖|ξ|
aψ(
∂ξφˆ(ξ)− ∂ξφˆ(0)
ξ
)‖∞
+ ‖|ξ|a∂ξψ(∂ξφˆ(ξ)− ∂ξφˆ(0))‖∞ + ‖|ξ|
aψ∂2ξ φˆ‖∞
)
‖χ‖
+ t‖|ξ|aψ(∂ξφˆ(ξ)− ∂ξφˆ(0))‖∞‖D
θ
ξχ‖
.a
(
(t
1
1+a + t
2
1+a + t)‖∂ξφˆ‖∞ + t
1
1+a ‖∂2ξ φˆ‖∞
)
‖χ‖+
+ t
1
1+a ‖∂ξφˆ‖∞‖D
θ
ξχ‖
.a
(
(t
1
1+a + t
2
1+a + t)‖〈x〉θ+1φ‖ + t
1
1+a ‖〈x〉θ+2φ‖
)
‖χ‖+
+ t
1
1+a ‖〈x〉θ+1φ‖‖Dθξχ‖,
(3.53)
and
D21,1 . t
(
‖ψ‖∞ + ‖∂ξψ‖∞)‖|ξ|
a∂ξφˆ(0)χ‖+
+ |∂ξφˆ(0)|‖D
θ
ξ (|ξ|
asgn(ξ)χ)‖
)
. t‖∂ξφˆ‖∞
(
‖ψ‖∞ + ‖∂ξψ‖∞)‖|ξ|
aχ‖+ ‖Dθξ(|ξ|
asgn(ξ)χ)‖
)
.a ‖〈x〉
θ+1φ‖
(
(t+ t
2+a
1+a + t
1+2a
1+a ) + t ‖Dθξ(|ξ|
asgn(ξ)χ)‖︸ ︷︷ ︸
N
)
.
(3.54)
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From (2.29) follows that N ∈ L2. On the other hand by (2.13) and (2.25)
D1,2 . t
(
(‖|ξ|a(1 − χ)ψ‖∞ + ‖∂ξ(|ξ|
a(1− χ)ψ)‖∞)‖∂ξφˆ‖+
+ ‖|ξ|a(1 − χ)ψ‖∞‖D
θ
ξ∂ξφˆ‖
)
. t
(
(t−
a
1+a + t−
2a
1+a + t−1)‖∂ξφˆ‖+ t
− a1+a ‖Dθξ∂ξφˆ‖
)
. (t
1
1+a + t
1−a
1+a + 1)‖xφ‖ + t
1
1+a ‖〈x〉1+θφ‖,
(3.55)
also from (2.10) and (2.25)
D2 .(t
a
1+a + t+ t
2a
1+a )‖xφ‖+ t
1
1+a ‖〈x〉1+θφ‖. (3.56)
Using (2.17), the first term on the right-hand side of (3.48) can be estimated as
C . t2‖Dθξ(|ξ|
2aψφˆ)‖+ t‖Dθξ(|ξ|
a−1ψφˆ)‖+ t2‖Dθξ(|ξ|
a+1sgn(ξ)ψφˆ)‖+
+ t2‖Dθξ(ξ
2ψφˆ)‖+ t‖Dθξ (sgn(ξ)ψφˆ)‖
:= C1 + C2 + C3 + C4 + C5,
(3.57)
where by (2.25)
C1 . (t
2
1+a + t
3
1+a + t
2+a
1+a )‖φ‖+ t
2
1+a ‖|x|θφ‖, (3.58)
and
C2 . t(‖D
θ
ξ(|ξ|
a−1ψχφˆ)‖+ ‖Dθξ(|ξ|
a−1ψ(1− χ)φˆ)‖)
. := C12 + C
2
2 .
(3.59)
The term t|ξ|a−1ψ(1 − χ)φˆ ∈ H1ξ , in fact
t‖|ξ|a−1ψ(1− χ)φˆ‖ . t‖|ξ|aψφˆ
1− χ
ξ
‖
. t‖
1− χ
ξ
‖∞‖φ‖t
− a1+a
. t
1
1+a ‖φ‖,
(3.60)
and
t‖∂ξ(|ξ|
a−1ψ(1− χ)φˆ)‖ . t
(
‖|ξ|aψφˆ
1− χ
ξ2
‖+ t‖|ξ|2aψφˆ
1− χ
ξ
‖+
+ t‖|ξ|a+1ψφˆ
1− χ
ξ
‖+ ‖|ξ|aψ∂ξφˆ
1− χ
ξ
‖+
+ ‖|ξ|aψφˆ∂ξ(
1− χ
ξ
)‖
)
. (t
1
1+a + t
1−a
1+a + t
a
1+a )‖φ‖+ t
1
1+a ‖xφ‖.
(3.61)
For the estimate of C12 we use that φˆ(0) = 0. An application of Taylor’s formula
φˆ(ξ) = ξ∂ξφˆ(0) +
∫ σ
0
(ξ − σ)∂2ξ φˆ(σ)dσ, (3.62)
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leads us to
C12 = tD
θ
ξ (|ξ|
a−1ξψχ∂ξφˆ(0)) + tD
θ
ξ
( ∫ ξ
0
(ξ − τ)|ξ|a−1ψχ∂2ξ φˆ(σ)dσ︸ ︷︷ ︸
R
)
:= S + tDθξR,
(3.63)
where R ∈ H1ξ . In fact, using Sobolev embedding
‖R‖ . ‖|ξ|a−1ψχξ2‖∂2ξ φˆ‖∞‖
. ‖∂2ξ φˆ‖∞‖|ξ|
a+1ψχ‖
.a ‖〈x〉
2+θφ‖,
(3.64)
and
‖∂ξR‖ .a ‖|ξ|
a−2ψχξ2‖∂2ξ φˆ‖∞‖+ t‖(|ξ|
2a−1 + |ξ|a)ψχξ2‖∂2ξ φˆ‖∞‖+
+ ‖|ξ|a−1ψχ′ξ2‖∂2ξ φˆ‖∞‖+ ‖|ξ|
a−1ψχ
∫ ξ
0
∂2ξ φˆ(τ)dτ‖
.a ‖〈x〉
2+θφ‖.
(3.65)
From (2.10) and (2.13), the first term on the right-hand side of (3.63) can be
estimated as
‖S‖ . t(‖ψ‖∞ + ‖∂ξψ‖∞)|∂ξφˆ(0)|‖|ξ|
aχ‖+ |∂ξφˆ(0)|‖D
θ
ξ (|ξ|
asgn(ξ)χ)‖
.a ‖〈x〉
1+θφ‖
(
t+ t
2+a
1+a + t
1+2a
1+a +N
)
,
(3.66)
where N is given by (3.54).
Also by (2.13)
C3 . t
2
(
(‖|ξ|a+1ψ‖∞ + ‖∂ξ(|ξ|
a+1ψ)‖∞)‖φ‖+ ‖|ξ|
a+1ψ‖∞‖D
θ
ξ φˆ‖
)
. (t+ t
2+a
1+a + t
1+2a
1+a )‖φ‖ + t‖|x|θφ‖.
(3.67)
Inequalities (2.10) and (2.25) implies that
C4 = t
2‖Dθξ(ξ
2ψφˆ)‖ . (t
2a
1+a + t
2a+1
1+a + t
3a
1+a )‖φ‖+ t
2a
1+a ‖|x|θφ‖, (3.68)
and
C5 = t‖D
θ
ξ(sgn(ξ)ψφˆ)‖ . t
(
(1 + t
1
1+a + t
a
1+a )‖φ‖+ ‖Dθξ (sgn(ξ)φˆ)‖
)
. (3.69)
We can deal with the last term in (3.69) as follows. Since that
−1/2 < θ − 1 < 1/2,
by Lemma 2.9
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‖Dθξ(sgn(ξ)φˆ)‖ =‖|x|
θHφ‖
=‖|x|θ−1xHφ‖
=‖|x|θ−1H(xφ)‖
.‖|x|θ−1xφ‖
=‖|x|θφ‖.
(3.70)
Hence by (2.10)
‖Dθξ (sgn(ξ)φˆ)‖ . ‖φ‖+ ‖D
θ
ξ(sgn(ξ)φˆ)‖ . ‖〈x〉
1+θφ‖.
Then we conclude the proof. 
Proof of Theorem 1.1. Let s ≥ r and φ ∈ Zs,r(R), then as we already observed,
the solution u(t) of (1.1) is unique and satisfies u ∈ C([0, T ];Hs(R)), for all T > 0.
Also we have the continuous dependence on the initial data in Hs(R). Thus, in
the following we will prove the persistence property in L2r. By putting M :=
sup[0,T ] ‖u(t)‖Hs we will divide in several cases.
Case 1). r = θ, θ ∈ (1/2, 1). We recall that z = 12∂xu
2, then by using the
integral equation (2.14), for all t ∈ [0, T ]
‖|x|θu(t)‖ ≤ ‖|x|θU(t)φ‖+
∫ t
0
‖|x|θU(t− τ)z(τ)‖dτ. (3.71)
Therefore by Plancherel identity and (3.34)
‖|x|θU(t)φ‖ = ‖Dθξ(ψ(ξ, t)φˆ)‖
.a ρ1(t)‖〈x〉
θφ‖
.a ρ1(T )‖〈x〉
θφ‖.
(3.72)
With respect to integral term, (3.34), Sobolev embedding and (2.23) implies that
‖|x|θU(t− τ)z(τ)‖ = ‖Dθξ(ψ(ξ, t− τ)zˆ(τ))‖
.a ρ1(t− τ)‖〈x〉
θ∂xu
2(τ)‖
.a ρ1(T )‖∂xu(τ)‖L∞x ‖〈x〉
θu(τ)‖
.a ρ1(T )‖u(τ)‖Hs+λ‖〈x〉
θu(τ)‖
.a ρ1(T )c(a, λ, T )t
− λ1+a ‖φ‖Hs‖〈x〉
θu(τ)‖,
(3.73)
where 3/2− s < λ < a+ 1.
In view of (2.8)
‖u(t)‖ ≤ ‖φ‖. (3.74)
Then using (3.72)–(3.74) and Gronwall’s lemma, see [20, Lemma 7.1.1], we conclude
‖〈x〉θu(t)‖ .a,T ‖〈x〉
θφ‖ t ∈ [0, T ]. (3.75)
By (3.75) we obtain the persistence property in L2r. The continuity of application
t ∈ [0, T ] 7→ L2r follows by using (3.75), see [7]. Using similar arguments to [17] and
[7] we can show the continuous dependence in L2r.
Case 2). r = 1 + θ, θ ∈ (1/2, 1/2 + a). By using (3.36), for all t ∈ [0, T ]
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‖|x|1+θU(t)φ‖ = ‖D1+θξ (ψ(ξ, t)φˆ)‖
.a ρ2(t)‖〈x〉
1+θφ‖
.a ρ2(T )‖〈x〉
1+θφ‖,
(3.76)
and from the integral term in (2.14)
‖|x|1+θU(t− τ)z(τ)‖ = ‖D1+θξ (ψ(ξ, t− τ)zˆ(τ))‖
.a ρ2(t− τ)‖〈x〉
1+θ∂xu
2(τ)‖
.a ρ2(T )‖∂xu(τ)‖L∞x ‖〈x〉
1+θu(τ)‖
.a ρ2(T )‖u(τ)‖Hs‖〈x〉
1+θu(τ)‖
.a ρ2(T )M‖〈x〉
1+θu(τ)‖,
(3.77)
where above we use the Sobolev embedding. From now we can proceed as in the
last case to conclude the result.
Case 3). 1 < r < 3/2. From inequality (3.34)
‖U(t)φ‖L21 .a ρ1(t)‖φ‖L21 , (3.78)
and by (3.36)
‖U(t)φ‖L2σ .a ρ2(t)‖φ‖L2σ , σ > 3/2. (3.79)
Then by the Stein-Weiss interpolation theorem with change of measures (see [3])
‖U(t)φ‖L2r .a ρ(t)‖φ‖L2r .a,T ‖φ‖L2r , t ∈ [0, T ], (3.80)
where r = 1 + θ(σ − 1) and ρ(t) ≤ ρ1(t)
1−θρ2(t)
θ, θ ∈ (0, 1).
Therefore by (2.14), (3.80), Sobolev embedding and (2.23)
‖u(t)‖L2r .a,T‖φ‖L2r +
1
2
∫ t
0
‖∂xu(τ)
2‖L2rdτ
.a,T‖φ‖L2r +
∫ t
0
‖ux(τ)‖L∞x ‖u(τ)‖L2rdτ
.a,T‖φ‖L2r +
∫ t
0
‖u(τ)‖Hs+λ‖u(τ)‖L2rdτ
.a,T‖φ‖L2r + ‖φ‖Hsc(a, λ, T )
∫ t
0
τ−
λ
1+a ‖u(τ)‖L2rdτ,
(3.81)
where 3/2− s < λ < a+ 1. Thus, using the Gronwall’s Lemma we obtain
‖u(t)‖L2r .a,λ,T ‖φ‖L2r . (3.82)
From now, we can proceed as in the previous cases.
Case 4). r = θ, θ ∈ (0, 1/2]. Similar to the case 3).
Case 5). r = 2 + θ ∈ (5/2, 5/2 + a), θ ∈ (1/2, 1/2 + a).
For all t ∈ [0, T ], 0 ≤ τ ≤ t, the inequality (3.36) leads to
‖|x|2+θU(t)φ‖ = ‖D2+θξ (ψ(ξ, t)φˆ)‖
.a ρ3(T )‖〈x〉
2+θφ‖,
(3.83)
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and
‖|x|2+θU(t− τ)z(τ)‖ = ‖D2+θξ (ψ(ξ, t− τ)zˆ(τ))‖
.a ρ3(T )M‖〈x〉
2+θu(τ)‖.
(3.84)
The rest of the proof is similar to Case 2).
Case 6). 3/2 + a < r ≤ 5/2. Follows from analogous to the case 3).
This completes the proof of Theorem 1.1.

Remark 3.4. It is possible to give another proof of the well-posedness in Zs,r by
using the Proposition 2.2 in [18]. See also [30], for the more general version.
4. Proof of Theorem 1.2
The proof of the Theorems 1.2 and 1.3 in the case a = 1 can be obtained by the
same approach of [14]. Thus, in the following we deal only with the case a ∈ (0, 1).
Proof of Theorem 1.2. Case a ∈ (0, 1/2).
The main idea of the proof is observe that the terms in (2.16) have an appropriate
decay when |ξ| goes to infinity. First we consider the integral equation associated
with IVP (1.1)
u(t) = U(t)φ−
1
2
∫ t
0
U(t− τ)u(τ)∂xu(τ)dτ, (4.85)
where
Û(t)φ(ξ) = ψ(ξ, t)φˆ(ξ).
Let 3/2 + a = 1 + γ, where γ ∈ (1/2 + a, 1), then multiplying (4.85) by |x|1+γ we
obtain
Dγξ ∂ξ(û(t)) = D
γ
ξ ∂ξ
(
ψ(ξ, t)φˆ
)
−
∫ t
0
Dγξ ∂ξ
(
ψ(ξ, t− τ)zˆ
)
dτ, (4.86)
where z = 12∂xu
2.
Without loss of generality, we assume that t1 = 0 < t2. Let φ ∈ Z3/2+a,3/2+a,
then by the Theorem 1.1(i)) follows that
u ∈ C([0, T ];H3/2+a(R) ∩ L2r), where 0 < r < 3/2 + a. (4.87)
Multiplying the linear part of (4.86) by χ we obtain
χDγξ ∂ξ(ψ(ξ, t)φˆ) = [χ;D
γ
ξ ]∂ξ(ψ(ξ, t)φˆ) +D
γ
ξ (χ∂ξ(ψ(ξ, t)φˆ))
= A+ B,
where by (2.26)
A = [χ;Dγξ ]
(
t(1 + a)ψ(ξ, t)|ξ|asgn(ξ)φˆ + 2itξψ(ξ, t)φˆ+ ψ(ξ, t)∂ξφˆ
)
:= A1 +A2 +A3,
(4.88)
and
B = tDγξ
(
χψ(ξ, t)sgn(ξ)|ξ|aφˆ) + 2itDγξ (χψ(ξ, t)|ξ|φˆ) +D
γ
ξ (χψ(ξ, t)∂ξφˆ
)
:= B1 +B2 +B3.
(4.89)
The next result will be useful in our estimates.
Claim 4.1. Ai, Bj ∈ L
2, for i = 1, 2, 3 and j = 2, 3.
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Proof. By using Proposition 2.12, inequality (2.25) and Plancherel’s identity, we
obtain
‖A1‖ . ‖χ‖H2ξ ‖t(1 + a)ψ(ξ, t)|ξ|
asgn(ξ)φˆ‖
.t,a ‖φ‖,
(4.90)
‖A2‖ . ‖χ‖H2ξ‖2itξψ(ξ, t)φˆ‖
.t,a ‖φ‖,
(4.91)
and
‖A3‖ . ‖χ‖H2ξ‖ψ(ξ, t)∂ξφˆ‖
. ‖xφ‖.
(4.92)
For the Bj terms, using (2.10) and (2.13)
‖B2‖ .t ‖χψ(ξ, t)|ξ|φˆ‖+ ‖D
γ
ξ (χψ(ξ, t)|ξ|φˆ)‖
.t,a ‖φˆ‖+ ‖D
γ
ξ φˆ‖
.t,a‖φ‖+ ‖|x|
1/2+aφ‖,
(4.93)
and
‖B3‖ ≤ ‖χψ(ξ, t)∂ξφˆ‖+ ‖D
γ
ξ (χψ(ξ, t)∂ξφˆ)‖
.t,a (‖∂ξφˆ‖+ ‖D
γ
ξ ∂ξφˆ‖)
.t,a‖xφ‖+ ‖|x|
3/2+aφ‖.
(4.94)

The integral part in (4.86) can be written as∫ t
0
[χ;Dγξ ]
(
ψ(ξ, t− τ)
(
(t− τ)(1 + a)|ξ|asgn(ξ)zˆ + 2i(t− τ)|ξ|zˆ + ∂ξ zˆ
+Dγξ
(
χ
(
ψ(ξ, t− τ)
(
(t− τ)(1 + a)|ξ|asgn(ξ)zˆ + 2i(t− τ)|ξ|zˆ + ∂ξ zˆ
))
dτ
:= A1 +A2 +A3 + B1 + B2 + B3.
(4.95)
Claim 4.2. Let t ∈ [0, T ], then Ai,Bi ∈ L
2, for i = 1, 2, 3.
Proof. First of all, by an examining of proof of the Claim 4.1 we see that was
only used φ ∈ L2(〈x〉3/2+adx). Thus, we need to establish that the function z also
belongs to this space for every t ∈ (0, T ]. For this, we observe that
∂x(〈x〉
3/2+au2) = (3/2 + a)〈x〉−1/2+a2xu2 + 〈x〉3/2+a∂xu
2. (4.96)
Then it’s enough estimate the left hand-side of the last identity. Therefore
‖J(〈x〉3/2+au2)‖ = ‖J((〈x〉3/4+a/2u)2)‖
. ‖J(〈x〉3/4+a/2u)‖2
. ‖J
1
β u‖β‖〈x〉u‖1−β,
(4.97)
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where above, we used the property u ∈ C((0, T ];H∞) and the Proposition 2.1 with
β = 1/4− a/2, ν = 1 and δ = 1β . For the B1 term, by (2.13) and (2.10)
‖B1‖ .t,a
∫ t
0
‖Dγξ (χψ(ξ, t− τ))|ξ|
a+1û2)‖dτ
.t,a ‖û2‖+ ‖D
γ
ξ û
2‖
.t,a ‖u‖
2
H1 + ‖u‖H1‖|x|
1/2+au‖.
(4.98)
This finishes the proof of Claim 4.2. 
With respect to B1 term, we can write
B1 = t(1 + a)|ξ|
asgn(ξ)ψ(ξ)χ(ξ)(φˆ(ξ)− φˆ(0)) + t(1 + a)|ξ|asgn(ξ)ψ(ξ)χ(ξ)φˆ(0)
:= B1,1 +B1,2.
(4.99)
Then B1,1 ∈ H
1(R), in fact
‖B1,1‖ .t,a ‖|ξ|
aχ(ξ)φˆ(ξ)‖+ ‖|ξ|aχ(ξ)φˆ(0)‖
.t,a ‖|ξ|
aχ(ξ)‖∞‖φ‖+ ‖|ξ|
aχ(ξ)‖|φˆ(0)|
.t,a ‖φ‖+ |φˆ(0)|,
(4.100)
and
∂ξB1,1 = t(1 + a)a|ξ|
aχψ
φˆ(ξ)− φˆ(0)
|ξ|
+ t(1 + a)|ξ|asgn(ξ)∂ξψχ(φˆ(ξ)− φˆ(0))+
+ t(1 + a)|ξ|a∂ξχsgn(ξ)ψ(φˆ(ξ)− φˆ(0)) + t(1 + a)|ξ|
asgn(ξ)ψχ∂ξφˆ(ξ).
(4.101)
Hence
‖∂ξB1,1‖ .t,a ‖|ξ|
aχ‖‖∂ξφˆ‖∞ + ‖|ξ|
aχ∂ξψ(ξ, t)‖L∞ξ ‖φ‖+ ‖∂ξψ(ξ, t)‖L∞ξ ‖|ξ|
aχ‖|φˆ(0)|
+ ‖|ξ|a∂ξχ‖∞‖φˆ‖+ ‖|ξ|
a∂ξχ‖|φˆ(0)|+ ‖|ξ|
aχ‖∞‖∂ξφˆ‖
.t,a ‖〈x〉
3/2+aφ‖ + ‖xφ‖,
(4.102)
where above we used the Sobolev embedding
‖∂ξφˆ‖∞ . ‖J
3/2+a
ξ φˆ‖ = ‖〈x〉
3/2+aφ‖.
Therefore by Claim 4.1, Claim 4.2 and (4.99) – (4.102), follows that
t(1 + a)|ξ|asgn(ξ)ψ(ξ, t)χ(ξ)φˆ(0) ∈ Hγ(R).
Writing
t(1 + a)|ξ|asgn(ξ)ψχφˆ(0) = t(1 + a)|ξ|asgn(ξ)(ψ − 1)χφˆ(0) + t(1 + a)|ξ|asgn(ξ)χφˆ(0)
:= C1 + C2,
(4.103)
follows that C1 ∈ H
1
ξ (R). Thus C2 ∈ H
γ
ξ , therefore from (2.10)
t(1 + a)Dγξ (|ξ|
asgn(ξ)χφˆ(0)) ∈ L2(R).
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Since γ = 1/2+ a, by (2.29) it follows that φˆ(0) = 0. Therefore by (2.7), we obtain
uˆ(0, t) = 0,
for every t in which the solution exists.
The case a ∈ [1/2, 1) follows by setting 3/2+a = 2+γ, where γ = a−1/2, using
the derivative ∂2ξ (ψ(ξ, t)φˆ(ξ)) and noting that by (2.30)
Dγξ (|ξ|
a−1χ(ξ)) /∈ L2(R).
This finishes the proof of Theorem 1.2.

5. Proof of Theorem 1.3
Proof of Theorem 1.3. Case a ∈ (0, 1/2). First of all, we assume without loss of
generality that 0 = t1 < t2 < t3. Since φ ∈ Z5/2+a,5/2+a, using the Theorem 1.1(ii))
we see that
u ∈ C([0, T ];H5/2+a(R) ∩ L2r), where 0 < r < 5/2 + a. (5.104)
Let 5/2+a = 2+γ, where γ ∈ (0, 1), then multiplying (4.85) by |x|5/2+a we obtain
Dγξ ∂
2
ξ (û(t)) = D
γ
ξ ∂
2
ξ (ψ(ξ, t)φˆ)−
∫ t
0
(t− τ)Dγξ ∂
2
ξ (ψ(ξ, t− τ)zˆ(τ))dτ. (5.105)
Then by help of the χ function, we can write
χDγξ ∂
2
ξ (ψ(ξ, t)φˆ) = [χ;D
γ
ξ ]∂
2
ξ (ψ(ξ, t)φˆ) +D
γ
ξ (χ∂
2
ξ (ψ(ξ, t)φˆ))
:= C +D,
where, using the second derivative in (2.17) we obtain
C = [χ;Dγξ ]
(((
t2(1 + a)2|ξ|2a − t(1 + a)a|ξ|a−1 + 4it2(1 + a)|ξ|a+1sgn(ξ)
− 4t2ξ2 − 2itsgn(ξ)
)
φˆ−
(
2t(1 + a)|ξ|asgn(ξ) + 4it|ξ|
)
∂ξφˆ+ ∂
2
ξ φˆ
)
ψ(ξ, t)
)
:= C1 + . . .+ C8,
(5.106)
and
D = Dγξ
(
χ
((
t2(1 + a)2|ξ|2a − t(1 + a)a|ξ|a−1 + 4it2(1 + a)|ξ|a+1sgn(ξ)
− 4t2ξ2 − 2itsgn(ξ)
)
φˆ−
(
2t(1 + a)|ξ|asgn(ξ) + 4it|ξ|
)
∂ξφˆ+ ∂
2
ξ φˆ
)
ψ(ξ, t)
)
:= D1 + . . .+D8.
(5.107)
We need of the following result.
Claim 5.1. The above terms Cj , Dj ∈ L
2(R), where j = 1, ..., 8, except D2 and
D6.
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Proof. First of all, we deal with the C2 term.
Since φˆ(0) = 0, by the Taylor Formula
φˆ(ξ) = ξ∂ξφˆ(0) +
∫ ξ
0
(ξ − σ)∂2ξ φˆ(σ)dσ, (5.108)
and Proposition 2.12 we obtain
‖C2‖ . ‖χ‖H2ξ ‖t(1 + a)a|ξ|
a−1ψφˆ‖
.a t
(
‖|ξ|a∂ξφˆ(0)ψ‖+ ‖|ξ|
a−1ψ
∫ ξ
0
(ξ − σ)∂2ξ φˆ(σ)dσ‖
)
.a t
(
‖|ξ|ae−t|ξ|
1+a
‖|∂ξφˆ(0)|+ ‖|ξ|
ae−t|ξ|
1+a
‖‖∂2ξ φˆ‖L∞σ
)
.a t
1
2(1+a) ‖φ‖H5/2+a ,
(5.109)
where above we used (2.20) and Sobolev embedding. To deal with the terms Ci,
i 6= 2, we can proceed similarly to terms Ai, i = 1, ..., 3, in the Claim 4.1.
About the Dj terms, using (2.10), (2.13) and (2.25)
‖D1‖ . ‖χt
2(1 + a)2|ξ|2aψ(ξ, t)φˆ‖+ ‖Dγξ (χt
2(1 + a)2|ξ|2aψ(ξ, t)φˆ)‖
.a t
2(‖φˆ‖+ ‖Dγξ (|ξ|
2aψ(ξ, t)χφˆ)‖)
.a (t
2 + t
2
1+a + t
2+a
1+a + t
3
1+a )‖φ‖ + t
2
1+a ‖|x|γφ‖
.t,a ‖φ‖+ ‖|x|
1/2+aφ‖,
(5.110)
‖D3‖ .a t
2
(
‖|ξ|a+1ψ(ξ, t)φˆ‖+ ‖Dγξ (|ξ|
a+1ψ(ξ, t)φˆ)‖
)
.a (t+ t
1+2a
1+a + t
2+a
1+a )‖φ‖+ t‖|x|γφ‖
.t,a ‖φ‖+ ‖|x|
1/2+aφ‖,
(5.111)
‖D4‖ .a t
2
(
‖ξ2ψ(ξ, t)φˆ‖+ ‖Dγξ (ξ
2ψ(ξ, t)φˆ)‖
)
.a (t
2a
1+a + t
1+2a
1+a + t
3a
1+a )‖φ‖+ t
2a
1+a ‖|x|γφ‖
.t,a ‖φ‖+ ‖|x|
1/2+aφ‖,
(5.112)
‖D7‖ .a t
(
‖|ξ|ψ(ξ, t)∂ξφˆ‖+ ‖D
γ
ξ (|ξ|ψ(ξ, t)∂ξ φˆ)‖
)
.a (t
a
1+a + t+ t
2a
1+a )‖∂ξφˆ‖+ t
a
1+a ‖Dγξ ∂ξφ‖
.t,a ‖xφ‖+ ‖|x|
3/2+aφ‖,
(5.113)
‖D8‖ .a
(
‖ψ(ξ, t)∂2ξ φˆ‖+ ‖D
γ
ξ (ψ(ξ, t)∂
2
ξ φˆ)‖
)
.t,a ‖x
2φ‖+ ‖Dγξ ∂
2
ξ φˆ‖
.t,a ‖φ‖+ ‖|x|
5/2+aφ‖,
(5.114)
and finally
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‖D5‖ .a t
(
‖sgn(ξ)ψ(ξ, t)φˆ‖+ ‖Dγξ (sgn(ξ)ψ(ξ, t)φˆ)‖
)
. (5.115)
The last term can be estimated by similar way to (3.69).
This completes the proof of Claim 5.1.

By way analogous to the linear part, we can write
∫ t
0
[χ;Dγξ ]
(
ψ(t− τ, ξ)
(
(t− τ)2(1 + a)2|ξ|2a − (t− τ)(1 + a)a|ξ|a−1+
+ 4i(t− τ)2(1 + a)|ξ|a+1sgn(ξ) − 4(t− τ)2ξ2 − 2i(t− τ)sgn(ξ)
)
zˆ
−
(
2(t− τ)(1 + a)|ξ|asgn(ξ) + 4i(t− τ)|ξ|
)
∂ξ zˆ + ∂
2
ξ zˆ
)
+Dγξ
(
χ
(
ψ(t− τ, ξ)
(
(t− τ)2(1 + a)2|ξ|2a − (t− τ)(1 + a)a|ξ|a−1+
4i(t− τ)2(1 + a)|ξ|a+1sgn(ξ))− 4(t− τ)2ξ2 − 2i(t− τ)sgn(ξ)
)
zˆ−
−
(
2(t− τ)(1 + a)|ξ|asgn(ξ) + 4i(t− τ)|ξ|
)
∂ξ zˆ + ∂
2
ξ zˆ
)
dτ
:= C1 + . . .+ C8 +D1 + . . .+D8.
(5.116)
Claim 5.2. The terms Cj,Dj ∈ L
2, for all t ∈ [0, T ], j = 1, ..., 8, except D2 and
D6.
Proof. Similar to proof of Claim 4.2. In fact, looking at the proof of Claim 5.1
we see that we only used that φ ∈ L2(〈x〉5/2+adx). Then its enough to show that
z = uux ∈ L
2(〈x〉5/2+adx), for all t ∈ (0, T ]. We observe that
∂x(〈x〉
5/2+au2) = (5/2 + a)〈x〉3/2+a2xu2 + 〈x〉5/2+a∂xu
2. (5.117)
Therefore we will estimate the left-hand side of the last inequality
‖J(〈x〉5/2+au2)‖ = ‖J((〈x〉5/4+a/2u)2)‖
. ‖J(〈x〉5/4+a/2u)‖2
. ‖J
1
β u‖β‖〈x〉3/2u‖1−β.
(5.118)
In (5.118) it was used u ∈ C((0, T ];H∞) and Lemma 2.5 with ν = 3/2, δ = 1β and
β = 1−2a4 .
This finishes the proof of Claim 5.2.

Since φˆ(0) = 0, using the Taylor’s formula
φˆ(ξ) = ξ∂ξφˆ(0) +
∫ ξ
0
(ξ − σ)∂2ξ φˆ(σ)dσ, (5.119)
we obtain
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D2 = tcaD
γ
ξ
(
|ξ|asgn(ξ)ψχ∂ξφˆ(0)
)
+
+ caD
γ
ξ
(
t|ξ|a−1sgn(ξ)ψχ
∫ ξ
0
(ξ − σ)∂2ξ φˆ(σ)dσ︸ ︷︷ ︸
F
)
:= D¯2 +R(ξ),
(5.120)
hence R ∈ H1ξ , in fact
‖F‖ .a t‖|ξ|
a−1χξ2‖‖∂2ξ φˆ‖∞
.a,t ‖J
1/2+a
ξ ∂
2
ξ φˆ‖
.a,t ‖〈x〉
5/2+aφ‖,
(5.121)
and
‖∂ξF‖ . t
(
‖|ξ|a−2χξ2‖‖∂2ξ φˆ‖∞ + ‖|ξ|
a−1∂ξψξ
2χ‖‖∂2ξ φˆ‖∞+
+ ‖|ξ|a−1ψχ′ξ2‖‖∂2ξ φˆ‖∞ + ‖|ξ|
a−1χ
∫ ξ
0
∂2ξ φˆ(σ)dσ‖
)
.a,t ‖〈x〉
5/2+aφ‖.
(5.122)
We can also write
D¯2 = tcaD
γ
ξ
(
|ξ|asgn(ξ)χ∂ξφˆ(0)(ψ − 1 + 1)
)
= D¯2,1 + D˜2,
(5.123)
where D¯2,1 ∈ L
2
ξ.
In fact, since
∂ξψ(ξ, t) = −
(
t(1 + a)|ξ|asgn(ξ) + 2it|ξ|
)
ψ,
we obtain
‖|ξ|asgn(ξ)χ∂ξφˆ(0)(ψ − 1)‖ .t |∂ξφˆ(0)|‖|ξ|
aχ‖, (5.124)
and
‖∂ξ
(
|ξ|asgn(ξ)χ∂ξφˆ(0)(ψ − 1)
)
‖ .a |∂ξφˆ(0)|
(
‖|ξ|aχ
ψ − 1
ξ
‖+ ‖|ξ|aχ′‖+
+ ‖|ξ|aχ∂ξψ‖
)
.a,t |∂ξφˆ(0)|
(
‖|ξ|aχ‖+ ‖(|ξ|2a + |ξ|1+a)χ‖+
+ ‖|ξ|aχ′‖
)
.
(5.125)
For the D6 term we estimate as follows
D6 = −D
γ
ξ
(
2t(1 + a)|ξ|asgn(ξ)χ∂ξφˆ(1 + ψ − 1)
)
:= D6,1 +D6,2,
(5.126)
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where D6,2 ∈ L
2
ξ, by the Lemma 2.4.
Thus
D6,1 = −D
γ
ξ
(
2t(1 + a)|ξ|asgn(ξ)χ∂ξφˆ(ξ)
)
= −2t(1 + a)Dγξ
(
|ξ|asgn(ξ)χ
(
∂ξφˆ(ξ)− ∂ξφˆ(0)
)
+ |ξ|asgn(ξ)χ∂ξφˆ(0)
)
:= D¯6 +
2
a
D˜2,
(5.127)
where D¯6 ∈ L
2
ξ.
The last inequalities leads to
D2 +D6 =D¯2,1 +R+ D¯6 +D6,2
− (2 + a)(1 + a)tDγξ (|ξ|
asgn(ξ)χ∂ξφˆ(0)).
(5.128)
For the integral terms, by similar way we obtain
D2 +D6 =D¯2,1 +R+ D¯6 +D6,2
− (2 + a)(1 + a)
∫ t
0
(t− τ)Dγξ (|ξ|
asgn(ξ)χ∂ξ zˆ(0, τ))dτ.
(5.129)
From our hypotheses, Claim (5.1), Claim (5.2), (5.128) and (5.129) follows that
Dγξ
(
|ξ|asgn(ξ)χ
(
t∂ξφˆ(0)−
∫ t
0
(t− τ)∂ξ zˆ(0, τ)
)
dτ
)
∈ L2 (5.130)
if and only if
Dγξ ∂
2
ξ uˆ(·, t) ∈ L
2(R). (5.131)
Also, from (2.9)
∂ξ zˆ(0, τ) = −ix̂z(0, τ)
= −
i
2
∫
x∂xu
2(x, τ)dx
=
i
2
‖u(τ)‖2
= i
d
dτ
∫
xu(x, τ)dx.
(5.132)
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Using integrating by parts
t∂ξφˆ(0)−
∫ t
0
(t− τ)∂ξ zˆ(0, τ)dτ = t∂ξφˆ(0)− i
∫ t
0
(t− τ)
d
dτ
∫
xu(x, τ)dxdτ
=− it
∫
xφ(x)dx − i(t− τ)
∫
xu(x, τ)dx
∣∣∣τ=t
τ=0
−
− i
∫ t
0
∫
xu(x, τ)dxdτ
= − it
∫
xφ(x)dx + it
∫
xφ(x)dx−
− i
∫ t
0
∫
xu(x, τ)dxdτ
= −i
∫ t
0
∫
xu(x, τ)dxdτ.
(5.133)
Putting t = t2, (5.130) and (5.133) implies that
Dγξ (|ξ|
asgn(ξ)χ)
∫ t2
0
∫
xu(x, τ)dxdτ ∈ L2, (5.134)
by Stein derivative
Dγξ (|ξ|
asgn(ξ)χ)
∫ t2
0
∫
xu(x, τ)dxdτ ∈ L2. (5.135)
Hence, in view of γ = 1/2 + a, from 2.29 we see that∫ t2
0
∫
xu(x, τ)dxdτ = 0. (5.136)
By Rolle’s lemma, there exists τ1 ∈ (0, t2) such that∫
xu(x, τ1)dx = 0. (5.137)
Analogously, using that u(t2), u(t3) ∈ Z5/2+a,5/2+a we can show that exists τ2 ∈
(t2, t3) such that ∫
xu(x, τ2)dx = 0. (5.138)
Finally from (5.137), (5.138) and identity (2.9) we obtain u(t) = 0, for all t ∈ [τ1, τ2].
In view of ‖u(t)‖ is decreasing in t, we conclude
u(t) = 0, ll t ≥ τ1 = t¯.
The case a ∈ [1/2, 1) can be deal by choosing 5/2+a = 3+γ, where γ = a−1/2,
using the derivative ∂3ξ (ψ(ξ, t)φˆ(ξ)) and observing that by (2.30)
Dγξ (|ξ|
a−1χ(ξ)) /∈ L2(R).

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