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TRACES ON PSEUDODIFFERENTIAL OPERATORS
AND SUMS OF COMMUTATORS
RAPHAE¨L PONGE
Abstract. The aim of this paper is to show that various known characteri-
zations of traces on classical pseudodifferentials operators can actually be ob-
tained by very elementary considerations on pseudodifferential operators, using
only basic properties of these operators. Thereby, we give a unified treatment
of the determinations of the space of traces (i) on ΨDOs of non-integer order
or of regular parity-class, (ii) on integer order ΨDOs, (iii) on ΨDOs of non-
positive orders in dimension ≥ 2, and (iv) on ΨDOs of non-positive orders in
dimension 1.
Introduction
This paper deals with the description of traces and sum of commutators of
classical pseudodifferential operators (ΨDOs) acting on the sections of a vector
bundle E over a compact manifoldMn. The results depend on the class of operators
under consideration.
First, if we consider integer order ΨDOs then an important result of Wodz-
icki [Wo2] (see also [Gu3], [Pa]) states that when M is connected every trace is
proportional to the noncommutative residue trace. The latter was discovered in-
dependently by Wodzicki ([Wo1], [Wo3]) and Guillemin [Gu1]. Recall that the
noncommutative residue of an integer order ΨDO is given by the integral of a den-
sity which in local coordinates can be expressed in terms of the symbol of degree
−n of the ΨDO. Alternatively, the noncommutative residue appears as the resid-
ual trace induced on integer ΨDOs by the analytic continuation of the usual trace
to the class ΨDOs of noninteger complex orders. Since its discovery it has found
numerous generalizations and applications (see, e.g., [CM], [FGLS], [Gu3], [Le],
[MMS], [PR1], [PR2], [Po1], [Sc], [Ug], [Va]).
Following the terminology of [KV] the analytic extension of the usual trace to
noninteger order ΨDOs is called the canonical trace. This is a trace in the sense
that it vanishes on commutators [P1, P2] such that ordP1+ordP2 is not an integer.
Furthermore, it makes sense on integer order ΨDOs such that their symbols have
parity properties which make their noncommutative residue densities vanish. In this
paper these ΨDOs are said to be of regular parity-class (see Section 1 for the pre-
cise definition). It has been shown recently by Maniccia-Schrohe-Seiler [MSS] and
Paycha [Pa] that the tracial properties of the canonical trace characterize it among
the linear forms on noninteger order ΨDOs and on regular parity-class ΨDOs.
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Next, when we consider the algebra of zero’th order ΨDOs we get other traces
by composing any linear form on C∞(S∗M) with the fiberwise trace of the zero’th
order symbol of the ΨDO. Such traces are called leading symbol traces. It has
been shown by Wodzicki [Wo2] that when M is connected and has dimension ≥ 2
every trace on zero’th order ΨDOs is the sum of a leading symbol trace and of
a constant multiple of the noncommutative residue. This result was rediscovered
by Lescure-Paycha [LP] via the computation of the Hochschild homology of the
algebra of zero’th order ΨDOs (which, at least in the continuous case, can also be
found in [Wo4]).
Notice that in [LP] there is no distinction between the cases n ≥ 2 and n = 1.
However, as noticed by Wodzicki [Wo2], as well as by the author, there is a speci-
ficity to the one dimensional case since in dimension 1 we get other traces beside
the sums of leading symbol traces and constant multiples of the noncommutative
residue (see below).
The aim of this paper is to show that the aforementioned characterizations of
traces on ΨDO algebras can all be obtained from elementary considerations on
ΨDOs, using only very basic properties of these operators. Furthermore, this in-
cludes a characterization of the traces on zero’th order ΨDOs in dimension 1.
In his Steklov Institute thesis [Wo2] Wodzicki determined all the traces on integer
order ΨDOs and on zero’th order ΨDOs, both in dimension ≥ 2 and in dimension 1.
Unfortunately, the proofs of Wodzicki did not appear elsewhere, so it is difficult to
have access to them. According to Wodzicki [Wo5] the proofs follow from the
determination of the commutator spaces {Pj,Pk}, where Pj denotes the space of
functions on T ∗M \ 0 that are homogeneous of degree j.
The approach of this paper differs from that of [Wo2] and can be briefly described
as follows.
The uniqueness of the canonical trace is an immediate consequence of the fact
that any non-integer order (resp. parity class) ΨDO is a sum of commutators of
functions with non-integer order (resp. parity class) ΨDOs up to a smoothing op-
erator (see Proposition 3.3).
The uniqueness of the noncommutative residue follows from the fact that an
integer order ΨDO supported on a local chart is a sum of commutators of compactly
supported ΨDOs of given specific types, modulo a constant multiple of a fixed given
ΨDO with non-vanishing noncommutative residue (see Proposition 4.8).
A difference with the approach of [Wo2] is that we work with ΨDOs supported
on a local chart, rather than with symbols defined on the whole cosphere bundle.
Thus, our arguments are very much related to that [FGLS] and [MSS], except that
we make use of the characterization of the ΨDOs in terms of their Schwartz kernels
and of the interpretation due to [CM] of the noncommutative residue of a ΨDO in
terms of the logarithmic singularity of its Schwartz kernel near the diagonal. This
leads us to a simple argument showing that any smoothing operator on Rn can
be written as a sum of commutators of coordinate functions with ΨDOs of order
−n+1 (see Lemma 4.1). In particular, this allows us to prove the uniqueness of the
noncommutative directly for ΨDOs, rather than for symbols (compare [FGLS]).
To deal with traces on zero’th order ΨDOs we observe that to a large extent
in dimension ≥ 2 the sums of ΨDO commutators involved in the proof of the
uniqueness of the noncommutative residue can be replaced by sum of commutators
involving ΨDOs of order ≤ 0 (see Proposition 5.3 for the precise statement). This
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allows us to characterize traces on zero’th order ΨDOs in dimension ≥ 2. In
particular, this provides us with an alternative to the spectral sequence arguments
of [LP].
The main ingredient in the determination of traces on zero’th order ΨDOs in
dimension 1 is the observation that in dimension 1 the symbol of degree −1 of a
zero’th order ΨDO makes sense intrinsically as a section over the cosphere bundle
S∗M (Proposition 6.1). As a consequence we can define subleading symbol traces in
the same way as leading symbol traces are defined. The noncommutative residue is
an example of subleading symbol trace and we show that in dimension 1 any trace
on zero’th order ΨDOs can be uniquely written as the sum of a leading symbol
trace and of a subleading symbol trace (Theorem 6.3). An interesting consequence
is that for scalar ΨDOs the commutator space of zero’th order ΨDOs agrees with
the space of ΨDOs of order ≤ −2.
This paper is organized as follows. In Section 1, we recall some basic facts on
ΨDOs and their Schwartz kernels. In Section 2, we collect some key definitions and
properties of the noncommutative residue and of the canonical trace. In Section 3,
we show the uniqueness of the canonical trace. In Section 4, we prove that of
the noncommutative residue. In Section 5, we characterize traces on zero’th order
ΨDOs in dimension ≥ 2. In Section 6, we deal with the one dimensional case.
Notation. Throughout the paper we letMn denote a compact manifold of dimension
n and we let E denote a vector bundle of rank r over M .
Acknowledgements. I am very grateful to Sylvie Paycha and Mariusz Wodzicki for
stimulating discussions related to the subject matter of this paper, and to Maciej
Zworksi for his pointer to the reference [Ka]. I also wish to thank for its hospitality
the University of California at Berkeley where this paper was written.
1. Pseudodifferential operators and their Schwartz kernels
In this section we recall some notation and results about (classical) ΨDOs and
their Schwartz kernels.
Let U be an open subset of Rn. The symbols on U × Rn are defined as follows.
Definition 1.1. 1) Sm(U × R
n), m ∈ C, consists of smooth functions p(x, ξ) on
U × (Rn\0) such that p(x, λξ) = λmp(x, ξ) for any λ > 0.
2) Sm(U×Rn), m ∈ C, consists of smooth functions p(x, ξ) on U×Rn admitting
an asymptotic expansion p(x, ξ) ∼
∑
j≥0 pm−j(x, ξ), pm−j ∈ Sm−j(U ×R
n), in the
sense that, for any integer N and any compact K ⊂ U , we have estimates:
(1.1) |∂αx ∂
β
ξ (p−
∑
j<N
pm−j)(x, ξ)| ≤ CNKαβ |ξ|
ℜm−N−|β|, x ∈ K, |ξ| ≥ 1.
Given a symbol p ∈ Sm(U×Rn) we let p(x,D) denote the operator from C∞c (U)
to C∞(U) given by
(1.2) p(x,D)u(x) = (2pi)−n
∫
eix.ξp(x, ξ)uˆ(ξ)dξ, u ∈ C∞c (U).
A ΨDO of order m on U is an operator P from C∞c (U) to C
∞(U) of the form
(1.3) P = p(x,D) +R,
with p ∈ Sm(U × Rn) and R a smoothing operator (i.e. R is given by a smooth
Schwartz kernel). We let Ψm(U) denote the space of ΨDOs of order m on U .
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Any ΨDO on U is a continuous operator from C∞c (U) to C
∞(U) and its Schwartz
kernel is smooth off the diagonal. We then define ΨDOs on M acting on sections
of E as follows.
Definition 1.2. Ψm(M, E), m ∈ C, consists of continuous operators P from
C∞c (M, E) to C
∞(M, E) such that the Schwartz kernel of P is smooth off the diag-
onal and in any open of trivializing local coordinates U ⊂ Rn we can write P in the
form
(1.4) P = p(x,D) +R,
for some symbol p ∈ Sm(U × Rn)⊗ EndCr and some smoothing operator R.
In addition, we let Ψ−∞(M, E) denote the space of smoothing operators on M
acting on sections of E .
Let us now recall the description of ΨDOs in terms of their Schwartz kernels.
This description is well-known to experts (see, e.g., [BG], [Ho¨2], [Me], [Po2]). The
exposition here follows that of [BG] and [Po2].
First, for τ in S ′(Rn) and λ ∈ R \ 0 we let τλ ∈ S
′(Rn) be defined by
(1.5) 〈τλ(ξ), u(ξ)〉 = |λ|
−n〈τ(ξ), u(λ−1ξ)〉 ∀u ∈ S(Rn).
In the sequel it will be convenient to also use the notation τ(λξ) to denote τλ. In
any case, we say that τ is homogeneous of degree m, m ∈ C, when τλ = λ
mτ for
any λ > 0.
It is natural to ask whether a homogeneous functions on Rn\0 could be extended
into a homogeneous distribution on Rn. This problem is completely solved by:
Lemma 1.3 ([Ho¨1, Thm. 3.2.3, Thm. 3.2.4]). Let p(ξ) ∈ C∞(Rn\0) be homogeneous
of degree m, m ∈ C.
1) If m is not an integer ≤ −n, then p(ξ) can be uniquely extended into a
homogeneous distribution τ(ξ) in S ′(Rn).
2) If m is an integer ≤ −n, then at best we can extend p(ξ) into a distribution
τ(ξ) in S ′(Rn) such that, for any λ > 0, we have
(1.6) τ(λξ) = λmτ(ξ) + λm log λ
∑
|α|=−(m+n)
cα(p)δ
(α),
where we have let cα(p) =
∫
Sn−1
(−ξ)α
α! p(ξ)d
n−1ξ. In particular p(ξ) admits a ho-
mogeneous extension if and only if all the coefficients cα(p) vanish.
In the sequel for any τ ∈ S ′(Rn) we let τˇ denote its inverse Fourier transform.
Let λ > 0. For any u ∈ S(Rn) we have
(1.7) 〈(τˇ )λ, u〉 = |λ|
−n〈τ, (uλ−1)
∨〉 = 〈τ, (uˇ)λ〉 = |λ|
−n〈(τλ−1 )
∨, u〉,
that is, we have τˇ(λξ) = |λ|−n(τ(λ−1ξ))∨. From this we deduce that:
- τ is homogeneous of degreem if and only if τˇ is homogeneous of degree−(m+n);
- τ satisfies (1.6) if and only if we have
(1.8) τˇ (λ.y) = λmˆτˇ (y)− λmˆ logλ
∑
|α|=mˆ
(2pi)−ncα(p)(−iy)
α ∀λ ∈ R \ 0.
In the sequel we set N0 = N ∪ {0} and we let S
′
reg(R
n) denote the space of
tempered distributions on Rn which are smooth outside the origin equipped with
the locally convex topology induced by that of S ′(Rn) and C∞(Rn\0).
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Definition 1.4. The space Km(U × R
n), m ∈ C, consists of distributions K(x, y)
in C∞(U)⊗ˆS ′reg(R
n) such that, for any λ > 0, we have
(1.9) K(x, λy) =
{
λmK(x, y) if m 6∈ N0,
λmK(x, y) + λm logλ
∑
|α|=m cK,α(x)y
α if m ∈ N0,
where the functions cK,α(x), |α| = m, are in C
∞(U) when m ∈ N0.
Definition 1.5. Km(U × Rn), m ∈ C, consists of distributions K in D′(U × Rn)
with an asymptotic expansion K ∼
∑
j≥0Km+j, Kl ∈ Kl(U × R
n), in the sense
that, for any integer N , provided J is large enough we have
(1.10) K −
∑
j≤J
Km+j ∈ C
N (U × Rn).
Using Lemma 1.3 and the discussion that follows we get:
Lemma 1.6. 1) If p(x, ξ) ∈ Sm(U × R
n) then p(x, ξ) can be extended into a
distribution τ(x, ξ) ∈ C∞(U)⊗ˆS ′reg(R
n) such that K(x, y) := τˇξ→y(x, y) belongs to
Kmˆ(U × R
n), mˆ = −(m + n). Furthermore, when m is an integer ≤ −n with the
notation of (1.9) we have cK,α(x) = (2pi)
−n
∫
Sn−1
(iξ)α
α! p(x, ξ)d
n−1ξ.
2) If K(x, y) ∈ Kmˆ(U × R
n) then the restriction of Kˆy→ξ(x, ξ) to U × (R
n\0)
belongs to Sm(U × R
n).
This lemma is a key ingredient in the characterization of ΨDOs below.
Proposition 1.7. Let P : C∞c (U)→ C
∞(U) be a continuous operator with Schwartz
kernel kP (x, y). Then the following are equivalent:
(i) P is a ΨDO of of order m, m ∈ C.
(ii) We can write kP (x, y) in the form
(1.11) kP (x, y) = K(x, x− y) +R(x, y),
with K ∈ Kmˆ(U × Rn), mˆ = −(m+ n), and R ∈ C∞(U × U).
Moreover, if (i) and (ii) hold and if in the sense of (1.10) we have K ∼
∑
j≥0Kmˆ+j,
Kl ∈ Kl(U × R
n), then P has symbol p ∼
∑
j≥0 pm−j, pl ∈ Sl(U × R
n), where
pm−j(x, ξ) is the restriction to U × (R
n\0) of (Km+j)
∧
y→ξ(x, ξ).
The above description of ΨDOs allows us to determine the singularities near the
diagonal of the Schwartz kernels of ΨDOs. In particular, we have:
Proposition 1.8. Let P : C∞(M, E) → C∞(M, E) be a ΨDO of integer order
m. Then in local coordinates its Schwartz kernel kP (x, y) has a behavior near the
diagonal y = x of the form
(1.12) kP (x, y) =
∑
−(m+n)≤j≤−1
aj(x, x− y)− cP (x) log |y − x|+O(1),
where aj(x, y) ∈ C
∞(U × (Rn\0)) is homogeneous of degree j with respect to y and
cP (x) ∈ C
∞(U) is given by
(1.13) cP (x) = (2pi)
−n
∫
Sn−1
p−n(x, ξ)d
n−1ξ.
The description (1.12) of the behavior of kP (x, y) depends on the choice of the
local coordinates, but the coefficient cP (x) makes sense intrinsically, for we have:
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Proposition 1.9 ([CM]). The coefficient cP (x) in (1.12) makes sense globally on
M as an EndE-valued 1-density.
The point is that if φ : U ′ → U is a change of local coordinates then we have
(1.14) cφ∗P (x) = |φ
′(x)|cP (φ(x)) ∀P ∈ Ψ
m(U),
which shows that cP (x) behaves like a 1-density (detailed proofs of this result can
be found in [GVF] and [Po2]).
Finally, we recall some definitions and properties of parity-class ΨDOs.
Definition 1.10. 1) We say that P ∈ Ψm(M, E), m ∈ Z, is odd-class if in local
coordinates its symbol p ∼
∑
j≥0 pm−j is so that pm−j(x,−ξ) = (−1)
m−jpm−j(x, ξ)
for all j ≥ 0.
2) We say that P ∈ Ψm(M, E), m ∈ Z, is even-class if in local coordinates its
symbol p ∼
∑
j≥0 pm−j is such that pm−j(x,−ξ) = (−1)
m−j+1pm−j(x, ξ) ∀j ≥ 0.
We let ΨZodd(M, E) (resp. Ψ
Z
ev(M, E)) denote the space of odd-class (resp. even-
class) ΨDOs. Any differential operator is odd-class and any parametrix of an
odd-class (resp. even-class) elliptic ΨDO is again odd-class ΨDO (resp. even-class
ΨDO). Furthermore, if P and Q are in ΨZodd(M, E) ∪Ψ
Z
ev(M, E), then the operator
PQ is an odd-class ΨDO (resp. even-class ΨDO) if the parity classes of P and Q
agree (resp. don’t agree).
Definition 1.11. 1) We say that P ∈ Ψm(M, E), m ∈ Z, is of regular parity-class
if P is odd-class and n is odd or if P is even-class and n is even.
2) We that P ∈ Ψm(M, E), m ∈ Z, is of singular parity-class if P is odd-class
and n is even, or if P is even-class and n is odd.
We let ΨZreg(M, E) (resp. Ψ
Z
sing(M, E)) denote the space of ΨDOs of regular
(resp. singular) parity-class. Notice that the product of an even-class ΨDO and
of a regular parity-class ΨDO is a regular parity-class ΨDO, as is the product of
an even-class ΨDO and of a singular parity-class ΨDO. Furthermore, we have:
Proposition 1.12. If P ∈ ΨZreg(M, E) then the density cP (x) vanishes.
2. The Noncommutative residue and the canonical trace
In this section we recall the main definitions and properties of the noncommu-
tative residue and of the canonical trace. (In addition to the original references
[Gu1]–[Gu3], [KV] and [Wo1]–[Wo3], we refer to [Po2] for a detailed exposition
along the lines below.)
Let Ψint(M, E) = ∪ℜm<−nΨ
m(M, E) be the class of ΨDOs whose symbols are
integrable with respect to the ξ-variable. If P ∈ Ψint(M, E) then the restriction
of its Schwartz kernel kP (x, y) to the diagonal of M ×M defines a smooth EndE-
valued 1-density kP (x, x). As by assumption M is compact we see that P is a
trace-class operator and we have
(2.1) Trace(P ) =
∫
M
trE kP (x, x).
In fact, the map P → kP (x, x) can be analytically extended to a map P → tP (x)
defined on the class ΨC\Z(M, E) of non-integer order ΨDOs and on regular parity-
class ΨDOs. More precisely, if (P (z))z∈C is a holomorphic family of ΨDOs of
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non-integer orders as in [Gu3] and [KV], then (tP (z))z∈C is a holomorphic family
of End E-values densities.
Let P ∈ ΨZ(M, E) and let (P (z))z∈C be a family of ΨDOs such that P (0) = P
and ordP (z) = z + ordP . Then the map z → tP (z)(x) has at worst a simple pole
singularity near z = 0 and we have
(2.2) Resz=0 tP (z)(x) = −cP (x),
where cP (x) is the density defined by the logarithmic singularity of the Schwartz
kernel of P (cf. Proposition 1.9). Furthermore, if P is of regular parity-class then,
under suitable conditions on the family (P (z)) (see, e.g., [Pa], [Po2]), we have
(2.3) lim
z→0
tP (z)(x) = tP (x).
The canonical trace is the functional on ΨC\Z(M, E) ∪ΨZreg(M, E) such that
(2.4) TRP =
∫
M
trE tP (x) ∀P ∈ Ψ
C\Z(M, E) ∪ΨZreg(M, E).
This is the unique analytic continuation to ΨC\Z(M, E)∪ΨZreg(M, E) of the functional
Trace. Moreover, the following holds.
Proposition 2.1. 1) We have TR[P1, P2] = 0 whenever ordP1 + ordP2 6∈ Z.
2) TR vanishes on [ΨZodd(M, E),Ψ
Z
reg(M, E)] and [Ψ
Z
ev(M, E),Ψ
Z
sing(M, E)].
Next, the noncommutative residue of an operator P ∈ ΨZ(M, E) is
(2.5) ResP =
∫
M
trE cP (x).
Because of (1.13) we recover the usual definition of the noncommutative residue.
Moreover, if (P (z))z∈C is a holomorphic family of ΨDOs such that P (0) = P and
ordP (z) = z + ordP , then by (2.2) we have
(2.6) Resz=0TRP (z) = −ResP
Notice that the noncommutative residue vanishes on ΨDOs of integer order ≤
−(n+ 1), including smoothing operators, and it also vanishes on ΨDOs of regular
parity-class. In addition, using (2.6) we get:
Proposition 2.2. The noncommutative residue is a trace on the algebra ΨZ(M, E).
Next, the trace properties of the canonical trace and of the noncommutative
residue mentioned in Proposition 2.1 and Proposition 2.2 characterize these func-
tionals. First, we have:
Theorem 2.3 ([Wo2], [Gu3]). If M connected then any trace on ΨZ(M, E) is a
constant multiple of the noncommutative residue.
Concerning the canonical trace the following holds.
Theorem 2.4 ([MSS], [Pa]). 1) Any linear map τ : ΨC\Z(M, E)→ C vanishing on
[C∞(M),ΨC\Z(M, E)] and [Ψ−∞(M, E),Ψ−∞(M, E)] is a constant multiple of the
canonical trace.
2) Any linear map τ : ΨZreg(M, E) → C vanishing on [C
∞(M),ΨZreg(M, E)] and
[Ψ−∞(M, E),Ψ−∞(M, E)] is a constant multiple of the canonical trace.
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In addition to the noncommutative residue, on zero’th order ΨDOs we have many
other traces. For an operator P ∈ Ψ0(M, E) the zero’th order symbol uniquely
defines a section σ0(P ) ∈ C
∞(S∗M,End E) (for the sake of brevity we also denote
by E its pushforward by the canonical projection of S∗M ontoM). Then any linear
form L on C∞(S∗M) gives rise to a trace τL on Ψ
0(M, E) defined by the formula
(2.7) τL(P ) := L[trE σ0(P )] ∀P ∈ Ψ
0(M, E).
Such a trace is called a leading symbol trace.
Theorem 2.5 ([Wo2], [LP]). Suppose that M is connected and has dimension ≥ 2.
Then any trace on Ψ0(M, E) can be uniquely written as the sum of a leading symbol
trace and of a constant multiple of the noncommutative residue.
We refer to Section 6 for the description of the traces on Ψ0(M, E) when n = 1.
3. Uniqueness of the canonical trace
In this section we shall give a proof of Theorem 2.4 about the uniqueness of the
canonical trace. First, we have:
Lemma 3.1. Let K(x, y) ∈ K0(R
n × Rn) be homogeneous of degree 0 with respect
to y and let P ∈ Ψ−n(Rn) be the ΨDO with Schwartz kernel kP (x, y) = K(x, x−y).
Then P can be written in the form
(3.1) P = [x0, P0] + . . .+ [xn, Pn],
with P1, . . . , Pn in Ψ
−n+1(Rn). Moreover, if K0(x,−y) = −K0(x, y) then P1, . . . , Pn
can be chosen to be of regular parity-class.
Proof. For j = 1, . . . , n and for (x, y) ∈ Rn×Rn\0 set K(j)(x, y) = yj|y|
−2K(x, y).
AsK(j)(x, y) is smooth for y 6= 0 and is homogeneous with respect to y of degree−1
we see that K(j)(x, y) is an element of K−1(R× R). Therefore, by Proposition 1.7
the operator Pj with kernel kPj (x, y) = K
(j)(x, x − y) is a ΨDO of order −n+ 1.
Moreover, observe that the Schwartz kernel of
∑n
j=1[xj , Pj ] is
(3.2)
∑
1≤j≤n
(xj − yj)
2|x− y|−2K(x, x− y) = K(x, x− y) = kP (x, y).
Hence P = [x0, P0] + . . .+ [xn, Pn].
Assume now thatK(x,−y) = −K(x, y). Then we haveK(j)(x,−y) = K(j)(x, y).
By Proposition 1.7 the symbol of Pj is p
(j)(x, ξ) ∼ p
(j)
−n+1(x, ξ) with p
(j)
−n+1(x, ξ) =
(K(j))∧y→ξ(x, ξ), so we have
(3.3) p
(j)
−n+1(x,−ξ) = (K
(j)(x,−y))∧y→ξ(x, ξ) = (K
(j))∧y→ξ(x, ξ) = p−n+1(x, ξ).
Since 1 = (−1)−n+1 when n is odd and 1 = (−1)−n+1+1 when n is even, this shows
that Pj is odd-class when n is odd and is even-class when n is even. In any case Pj
is of regular parity-class. The lemma is thus proved. 
Lemma 3.2 ([FGLS], [Gu2]). Let P ∈ Ψm(Rn), m ∈ C, and assume that either m
is not an integer ≥ −n, or we have cP (x) = 0. Then P can be written in the form
(3.4) P = [x1, P1] + . . .+ [xn, Pn] +R,
with P1, . . . , Pn in Ψ
m+1(Rn) and R ∈ Ψ−∞(Rn). Furthermore, if P is in ΨZreg(R
n)
then P1, . . . , Pn can be chosen to be in Ψ
Z
reg(R
n) as well.
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Proof. Let us first assume that either m is not an integer ≥ −n or the symbol
of degree −n of P is zero. Then we can put P in the form (3.4) as follows. Let
p(x, ξ) ∼
∑
j≥0 pm−j(x, ξ) be the symbol of P . Then the Euler identity tells us
that
∑n
k=1 ξk∂ξkpm−j = (m− j)pm−j, so we have
(3.5)
n∑
k=1
∂ξk [ξkpm−j ] = npm−j +
n∑
k=1
ξk∂ξkpm−j = (m− j + n)pm−j .
By assumption either m is not an integer or p−n(x, ξ) = 0, so for k = 1, . . . , n
there always exists Pk ∈ Ψ
m+1(Rn) with symbol p(k) ∼ 1
i
∑
j≥0
1
m−j+n ξkpm−j.
Then thanks to (3.5) the operator
∑n
k=1[xk, Pk] has symbol
(3.6) q =
n∑
k=1
∂ξkp
(k) ∼
∑
j≥0
1
m− j + n
n∑
k=1
∂ξk [ξkpm−j] ∼
∑
j≥0
pm−j ∼ p.
This shows that
∑n
k=1[xk, Pk] has same symbol as P , so it agrees with P up to a
smoothing operator. Furthermore, if P is of regular parity-class, then each operator
Pk is a ΨDO of regular parity-class too.
It remains to deal with the case where m is an integer ≥ −n and cP (x) = 0. Let
p(x, ξ) ∼
∑
j≥0 pm−j(x, ξ) be the symbol of P . By (1.13) for any x ∈ R
n we have
(3.7)
∫
Sn−1
p−n(x, ξ)d
n−1ξ = (2pi)ncP (x) = 0.
Therefore, by Lemma 1.6 we can extend p−n(x, ξ) into a distribution τ(x, ξ) in
C∞(U)⊗ˆS ′reg(R
n) such that K0(x, y) := τˇξ→y(x, y) is in K0(U × R
n) and is homo-
geneous of degree 0 with respect to y.
Let Q ∈ Ψ−n(Rn) have Schwartz kernel kQ(x, y) = K0(x, x − y). Then by
Lemma 3.1 we can write Q as a sum of commutators of the form (3.1). Moreover
Q has symbol q(x, ξ) ∼ (K0)
∨
y→ξ(x, ξ) ∼ p−n(x, ξ), so the operator P˜ = P −Q has
symbol p˜(x, ξ) ∼
∑
m−j 6=−n pm−j(x, ξ). The first part of the proof then shows that
P˜ can be put in the form (3.4). Incidentally, we see that P can be put in that form.
Finally, let us further assume that P is of regular parity-class. Then P˜ is of
regular parity-class and, as its symbol of P˜ of degree −n is zero, it follows from
the first part of the proof that it can be put in the form (3.4) where the operators
P1, . . . , Pn can be chosen to be of regular parity-class. The operator Q is of regular
parity-class too. In fact, as p−n(x,−ξ) = −p−n(x, ξ) by [Po2, Lem. 1.3] we can
choose τ(x, ξ) to be such that τ(x,−ξ) = −τ(x, ξ). Then
(3.8) K0(x,−y) = [τ(x,−ξ)]
∨
ξ→y = −τˇξ→y(x, y) = −K0(x, y).
Therefore, by Lemma 3.1 we can put Q in the form (3.1) with P1, . . . , Pn of regular
parity-class. Since P = P˜ +Q it follows from all this that if P is of regular parity-
class, then the operators P1, . . . , Pn can be chosen to be of regular parity-class. 
In the sequel we shall use the notation Ψc to denote classes of ΨDOs with a
compactly supported Schwartz kernel, e.g., ΨZc (R
n) is the space of integer order
ΨDOs on Rn whose Schwartz kernels have compact supports.
Proposition 3.3. Let P ∈ Ψm(M, E), m ∈ C, and assume that either m is not an
integer ≥ −n or we have cP (x) = 0. Then P can be written in the form
(3.9) P = [a1, P1] + . . .+ [aN , PN ] +R,
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where a1, . . . , aN are smooth functions on M , the operators P1, . . . , PN are in
Ψm+1(M, E) and R is a smoothing operator. Furthermore, if P is in ΨZreg(M, E)
then P1, . . . , PN can be chosen to be in Ψ
Z
reg(M, E) as well.
Proof. Let us first assume that P is a scalar ΨDO on Rn such that its Schwartz
kernel has compact support. By Lemma 3.2 there exist P1, . . . , Pn in Ψ
m+1(Rn)
and R ∈ Ψ−∞(Rn) such that
(3.10) P = [x1, P1] + . . .+ [xn, Pn] +R.
Let χ and ψ in C∞c (R
n) be such that ψ(x)ψ(y) = 1 near the support of the
kernel of P , so that we have ψPψ = P , and let χ ∈ C∞c (R
n) be such that χ = 1
near suppψ. As ψ[xj , Pj ]ψ = xjχψPjψ − ψPψxjχ = [xjχ, ψPjψ] we get
(3.11) P = ψPψ =
n∑
j=1
ψ[xj , Pj ]ψ + ψRψ =
n∑
j=1
[χxj , ψPjψ] + ψRψ.
This shows that P can be put in the form (3.9) with functions a1, . . . , an of com-
pact supports and operators P1, . . . , Pn and R with compactly supported Schwartz
kernels. In addition, if P is of regular parity-class, then Lemma 3.2 insures us
that P1, . . . , Pn can be chosen to be of regular parity-class, so that the operators
ψP1ψ, . . . , ψPnψ are of regular parity-class. Furthermore, these results immedi-
ately extends to ΨDOs in Ψ∗c(U, E) where U ⊂M is local open chart over which E
is trivializable.
Next, let P ∈ Ψm(M, E) and assume that either m is not an integer ≥ −n or we
have cP (x) = 0. Let (ϕi) ⊂ C
∞(M) be a finite partition of unity subordinated to
an open covering (Ui) by trivializing local charts. For each index i let ψi ∈ C
∞
c (Ui)
be such that ψi = 1 near suppϕi. Then there exists R ∈ Ψ
−∞(M, E) such that
(3.12) P =
∑
ϕiPψi +R.
Each operator Pi := ϕiPψi is contained in Ψ
m
c (Ui, E). Moreover, if m is not
an integer ≥ −n then, as Pi and ϕiP agrees up to a smoothing operator, we have
cPi(x) = cϕiP (x) = ϕicP (x) = 0. In any case, the first part of the proof insures us
that each operator Pi can be put in the form (3.9). Thanks to (3.12) it then follows
that P can be put in such a form as well. Furthermore, if P is of regular parity-class
then the operators P1, . . . , Pm can be chosen to be of regular parity-class. 
Throughout the paper we will make use of the following.
Lemma 3.4 ([Wo2], [Gu3]). 1) Any R ∈ Ψ−∞(M, E) such that Trace(R) = 0 is
the sum of two commutators in Ψ−∞(M, E).
2) Any trace on Ψ−∞(M, E) is a constant multiple of the usual trace.
We are now ready to prove Theorem 2.4.
Proof of Theorem 2.4. Let τ : ΨC\Z(M, E) → C be a linear map vanishing on
[C∞(M),ΨC\Z(M, E)] and [Ψ−∞(M, E),Ψ−∞(M, E)]. Then τ induces a trace on
Ψ−∞(M, E), so by Lemma 3.4 there exists a constant c ∈ C such that, for any
R ∈ Ψ−∞(M, E), we have τ(R) = cTrace(R).
Let P ∈ ΨC\Z(M, E). Then by Proposition 3.3 there exists R ∈ Ψ−∞(M, E) such
that P = R mod [C∞(M),ΨC\Z(M, E)]. Since τ vanishes on [C∞(M),ΨC\Z(M, E)]
we have τ(P ) = τ(R) = cTrace(R). Similarly, we have TRP = TRR = Trace(R),
so we see that τ(P ) = cTRP . Thus τ is a constant multiple of TR.
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Finally , along similar lines we can prove that any linear form on ΨZreg(M, E) van-
ishing on [C∞(M),ΨZreg(M, E)] and [Ψ
−∞(M, E),Ψ−∞(M, E)] is a constant multiple
of the canonical trace. The proof of Theorem 2.4 is thus achieved. 
We close this section with the following.
Proposition 3.5. 1) For any P ∈ ΨC\Z(M, E) we have TRP = 0 if and only if P
is contained in [C∞(M),ΨC\Z(M, E)] + [Ψ−∞(M, E),Ψ−∞(M, E)].
2) For any P ∈ ΨZreg(M, E) we have TRP = 0 if and only if P is contained in
[C∞(M),ΨZreg(M, E)] + [Ψ
−∞(M, E),Ψ−∞(M, E)].
Proof. We will only prove the first part, since the second part can be proved along
similar lines. Let R0 ∈ Ψ
−∞(M, E) be such that TraceR0 6= 0 (e.g. R0 = e
−∆E
where ∆E is a Laplace type operator acting on the sections of E). Since by
Lemma 3.4 the commutator space of Ψ−∞(M, E) agrees with the null space of
Trace|Ψ−∞(M,E), for any R ∈ Ψ
−∞(M, E) we have
(3.13) R =
TraceR
TraceR0
R0 mod [Ψ
−∞(M, E),Ψ−∞(M, E)].
Let P ∈ ΨC\Z(M, E). By Proposition 3.3 there exists R ∈ Ψ−∞(M, E) such that
P = R mod [C∞(M),ΨC\Z(M, E)]. Then we have TRP = TRR = TraceR, so
using (3.13) we get
(3.14) P =
TRP
TraceR0
R0 mod [C
∞(M),ΨC\Z(M, E)] + [Ψ−∞(M, E),Ψ−∞(M, E)].
It then follows that P belongs to [C∞(M),ΨC\Z(M, E)]+ [Ψ−∞(M, E),Ψ−∞(M, E)]
if and only if TRP vanishes. Hence the result. 
4. Uniqueness of the noncommutative residue
In this section we shall prove Theorem 2.3 concerning the uniqueness of the
noncommutative residue. First, we have:
Lemma 4.1. Any operator R ∈ Ψ−∞(Rn) can be written in the form
(4.1) R = [x1, P1] + . . .+ [xn, Pn],
with P1, . . . , Pn in Ψ
−n+1(Rn).
Proof. Let kR(x, y) be the Schwartz kernel of R. Since kR(x, y) is smooth we have
(4.2) kR(x, y) = kR(x, x) + (x1 − y1)kR1(x, y) + . . .+ (xn − yn)kRn(x, y),
for some smooth functions kR1(x, y), . . . , kRn(x, y). For j = 1, . . . , n let Rj be the
smoothing operator with kernel kRj (x, y) and let Q be the operator with kernel
kQ(x, y) = kR(x, x). Then by (4.2) we have R = Q+
∑n
j=1[xj , Rj ].
To complete the proof it remains to show that Q can be written as a sum of
commutators of the form (4.1). Observe that the Schwartz kernel of Q can be
written as kQ(x, y) = K0(x, x − y) with K0(x, y) = kR(x, x). Obviously K0(x, y)
belongs to K0(R
n × Rn) and is homogeneous of degree 0 with respect to y, so it
follows from Lemma 3.1 that Q can be written as a sum of commutators of the
form (4.1). The proof is thus achieved. 
Using the previous lemma we shall prove:
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Proposition 4.2. Any R ∈ Ψ−∞(M, E) can be written in the form
(4.3) P = [a1, P1] + . . .+ [aN , PN ] + [R1, R2] + [R3, R4],
where the functions aj are in C
∞(M), the operators Pj are in Ψ
−n+1(M, E) and
the operators Rj are in Ψ
−∞(M, E).
Proof. If R ∈ Ψ−∞c (R
n) then Lemma 4.1 tells us that R =
∑n
j=1[xj , Pj ] with
P1, . . . , Pn in Ψ
−n+1(Rn). Let ψ ∈ C∞c (R
n) be such that ψ(x)ψ(y) = 1 near the
support of the kernel of R and let χ ∈ C∞c (R
n) be such that χ = 1 near suppψ.
As in (3.11) we have ψ[xj , Pj ]ψ = xjχψPjψ − ψPψxjχ = [xjχ, ψPjψ], so we get
(4.4) R = [χx1, ψP1ψ] + . . .+ [χxn, ψPnψ].
More generally, if U ⊂ Rn is an open local chart which E is trivializable, then any
R ∈ Ψ−∞c (U, E) can be written in the form
(4.5) R = [a1, P1] + . . .+ [an, Pn],
with a1, . . . , an in C
∞
c (U) and P1, . . . , Pn in Ψ
−n+1
c (U, E).
Now, let (ϕi) ⊂ C
∞(M) be a partition of unity subordinated to an open covering
(Ui) of M by local trivializing charts. For each index i let ψi ∈ C
∞
c (Ui) be such
that ψi = 1 near suppϕi. Then for any R ∈ Ψ
−∞(M, E) we have
(4.6) R =
∑
ϕiRψi +
∑
ϕiR(1− ψi).
For each index i the operator ϕiRψi belongs to Ψ
−∞
c (Ui, E), so by the first part of
the proof it can be written as a sum of commutators of the form (4.5). Moreover, the
operator S :=
∑
ϕiR(1−ψi) is smoothing and has a Schwartz kernel that vanishes
on the diagonal, so its trace vanishes and by Lemma 3.4 it can be written a the
sum of two commutators in Ψ−∞(M, E). Hence R can be put in the form (4.3).
The proof is now complete. 
Remark 4.3. Wodzicki [Wo2] also proved that any smoothing operator is a sum of
ΨDO commutators.
Remark 4.4. It follows from the proof of Lemma 4.1 that the operators P1, . . . , Pn
in (4.1) can be chosen to be of singular parity-class. Therefore any R ∈ Ψ−∞(M, E)
can be written in the form (4.3) with operators P1, . . . , PN in Ψ
−n+1(M, E) of
singular parity-class. Notice that they cannot choose them to be of regular parity-
class, since otherwise this would imply the vanishing of the canonical trace on
smoothing operators, which is obviously wrong.
Combining Proposition 3.3 and Proposition 4.2 we immediately get:
Proposition 4.5. Let m ∈ Z and set m˜ = max(m,−n). Then any P ∈ Ψm(M, E)
such that cP (x) = 0 can be written as a sum of commutators of the form
(4.7) P = [a1, P1] + . . .+ [aN , PN ] + [R1, R2] + [R3, R4],
where the functions aj are in C
∞(M), the operators Pj are in Ψ
m˜+1(M, E) and the
operators Rj are in Ψ
−∞(M, E).
Next, in the sequel we let Γ0 ∈ Ψ
−n(Rn) denote the operator with Schwartz
kernel kΓ0(x, y) = − log |x− y|. In particular we have cΓ0(x) = 1.
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Lemma 4.6. Let c ∈ C∞c (R
n) be such that
∫
c(x)dx = 0. Then there exist functions
c1, . . . , cn in C
∞
c (R
n) so that we have
(4.8) cΓ0 = [∂x1 , c1Γ0] + . . .+ [∂xn , cnΓ0] +Q,
for some Q ∈ Ψ−n(Rn) such that cQ(x) = 0.
Proof. Since c(x) has compact support and we have
∫
c(x)dx = 0 there exist func-
tions c1, . . . , cn in C
∞
c (R
n) such that c =
∑n
j=1 ∂xjcj (see, e.g., [Po1, pp. 24-25]).
Set P =
∑n
j=1[∂xj , cjΓ0]. Then P is a ΨDO of order −n. Moreover, as by definition
Γ0 has Schwartz kernel kΓ0(x, y) = − log |x− y|, the Schwartz kernel of P is
(4.9) kP (x, y) =
n∑
j=1
−(∂xj − ∂yj )(cj(x) log |x− y|)
= −
n∑
j=1
∂xjcj(x) log |x− y| −
n∑
j=1
cj(x)(xj − yj)|x− y|
−2.
Thus we have cP (x) =
∑n
j=1 ∂xjcj(x) = c(x) = ccΓ0(x). It then follows that
cΓ0 =
∑n
j=1[∂xj , cjΓ0] +Q with Q ∈ Ψ
−n(Rn) such that cQ(x) = 0. 
Let ρ ∈ C∞c (R
n) and χ ∈ C∞c (R
n) be such that
∫
ρ(x)dx = 1 and χ = 1 near
supp ρ. Then we have:
Lemma 4.7. Any P ∈ ΨZc (R
n) of order m ≥ −n can be written in the form
(4.10) P = (ResP )ρΓ0χ+ [ψ∂x1ψ, c1Γ0ψ] + . . .+ [ψ∂xnψ, cnΓ0ψ] +Q,
for some ψ, c1, . . . , cn in C
∞
c (R
n) and some Q ∈ Ψmc (R
n) such that cQ(x) = 0.
Proof. Let P ∈ Ψmc (R
n) and set c(x) = cP (x) − (ResP )ρ(x). Then c(x) is in
C∞c (R
n) and we have
∫
c(x)dx =
∫
cP (x)dx−ResP = 0. Therefore, by Lemma 4.6
there exist functions c1, . . . , cn such that
(4.11) cΓ0 = [∂x1 , c1Γ0] + . . .+ [∂xn , cnΓ0] +Q,
for some Q ∈ Ψ−n(Rn) such that cQ(x) = 0.
Let ψ ∈ C∞c (R
n) be such that ψ = 1 near supp c∪ supp c1 ∪ . . .∪ supp cn. Then
for j = 1, . . . , n the operator ψ[∂xj , cjΓ0]ψ is equal to
(4.12) ψ(∂xj )ψcjΓ0ψ − cjΓ0(∂xj )ψ = [ψ(∂xj )ψ, cjΓ0ψ] − cjΓ0(1 − ψ
2)(∂xj )ψ.
Notice that each operator cjΓ0(1 − ψ
2)(∂xj )ψ is smoothing and has a compactly
supported Schwartz kernel. Therefore, by combining (4.11) and (4.12) we get
(4.13) cΓ0ψ = ψcΓ0ψ =
n∑
j=1
[ψ(∂xj )ψ, cjΓ0ψ] +Q,
for some Q ∈ Ψ−nc (R
n) such that cQ(x) = 0.
Next, the operator (ResP )ρΓ0χ + cΓ0ψ agrees with (ResP )ρΓ0 + cΓ0 = cPΓ0
up to a smoothing operator, so its logarithmic singularity is equal to ccPΓ0(x) =
cP (x)cΓ0(x) = cP (x). Thus P = (ResP )ρΓ0χ+ cΓ0ψ +Q, for some Q ∈ Ψ
−m
c (R
n)
such that cQ(x) = 0. Together with (4.13) this shows that
(4.14) P = (ResP )ρΓ0χ+ [ψ(∂x1)ψ, c1Γ0ψ] + . . .+ [ψ(∂xn)ψ, cnΓ0ψ] +Q,
for some Q ∈ Ψ−mc (R
n) such that cQ(x) = 0. The lemma is thus proved. 
Proposition 4.8. Let U ⊂M be an open trivializing local chart. Then there exists
P0 ∈ Ψc(U, E) so that any P ∈ Ψ
m
c (U, E), m ∈ Z, can be written in the form
(4.15) P = (ResP )P0 +
n∑
j=1
[aj , Pj ] +
n∑
j=1
[Lj, Qj ] + [Qn+1, Qn+2]
+ [R1 +R2] + [R3 +R4],
where the functions aj are in C
∞
c (U), the operators Pj are in Ψ
m˜+1
c (U, E) with
m˜ = sup(m,−n), the Lj are compactly supported first order differential operators,
the Rj are in Ψ
−∞
c (U, E) and the operators Qj are in Ψ
−n
c (U, E) and can be chosen
to be zero when cP (x) = 0.
Proof. First, since U is diffeomorphic to an open subset of Rn and E is trivializable
over U , we may as well assume that U = Rn and E is trivial. Thus we only have to
prove the result for operators in ΨZc (R
n,Cr) = ΨZc (R
n)⊗Mr(C).
Second, it follows from (3.11) and (4.5) that any Q ∈ Ψmc (R
n,Cr) such that
cQ(x) = 0 can be written in the form
(4.16) Q = [a1, P1] + . . .+ [an, Pn],
with a1, . . . , an in C
∞
c (R
n) and P1, . . . , Pn in Ψ
m
c (R
n,Cr).
Now, let P ∈ ΨZc (R
n,Cr) have order m ≥ −n. We set P = (Pk,l)1≤j,k≤n and
A = (ResPk,l)1≤j,k≤n. Then applying Lemma 4.7 to each operator Pj,k shows that
there exist compactly supported first order differential operators L1, . . . , Ln and
operators Q1, . . . , Qn in Ψ
−n
c (R
n,Cr) such that
(4.17) P = (ρΓ0χ)⊗A+ [L1, Q1] + . . .+ [L1, Qn] +Q,
for some Q ∈ Ψmc (R
n,Cr) such that cQ(x) = 0.
As trA =
∑
ResPk,k =
∫
tr cP (x)dx = ResP the matrix A−
1
n
(ResP )In has a
zero trace, hence is a commutator (see [Sh], [AM]). Thus A = 1
n
(ResP )In+[A1, A2],
Aj ∈Mr(C). Set P0 = (ρΓ0χ)⊗ (
1
n
In) and Qn+j = (ρΓ0χ)⊗Aj . Then
(4.18) P = (ResP )P0 + [L1, Q1] + . . .+ [L1, Qn] + [Qn+1, Qn+2] +Q.
Combining this with (4.16) then shows that P can be put in the form (4.15). 
We are now in position to prove Theorem 2.3.
Proof of Theorem 2.3. Let τ be a trace on ΨZ(M, E), let U ⊂M be a local trivializ-
ing open chart, and let τU denote the restriction of τ to Ψ
Z
c (U, E). By Proposition 4.8
there exists P0 ∈ Ψ
−n
c (U, E) such that for any P ∈ Ψ
Z
c (U, E) we have P = (ResP )P0
modulo [ΨZc (U, E),Ψ
Z
c (U, E)]. Thus, if we set cU := τ(P0) then we have
(4.19) τ(P ) = τ [(ResP )P0] = cU ResP ∀P ∈ Ψ
Z
c (U, E).
Let Λ be the set of points x ∈ M near which there is a trivializing open local
chart V such that cV = cU . This is a non-empty open subset of M . Let us show
that Λ is closed as well. Let x ∈ Λ and let V ⊂ M be an open trivializing local
chart near x. Let y ∈ Λ ∩ V and let W be a trivializing open local chart near y
such that cW = cU . As we always can find an operator in Ψ
Z
c (V ∪W, E) such that
ResP 6= 0, we must have cV = cV ∪W = cW = cU . Thus x belongs to Λ. Hence Λ is
closed. Since M is connected it follows that Λ agrees with M , so there exists c ∈ C
such that, for any open trivializing local chart U ⊂M , we have
(4.20) τ(P ) = cResP ∀P ∈ ΨZc (U, E).
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Now, let (ϕi) be a finite partition of the unity subordinated to an open covering
(Ui) ofM by local trivializing charts. For each index i let ψi ∈ C
∞
c (Ui) be such that
ψi = 1 near suppϕi. Then any P ∈ Ψ
Z(M, E) can be written as P =
∑
ϕiPψi+R,
where R is a smoothing operator. By Proposition 4.5 the operator R is a sum
of commutators in ΨZ(M, E) and for each index i the operator ϕiPψi belongs to
ΨZc (Ui, E). Therefore, from (4.20) we get
(4.21) τ(P ) =
∑
τ(ϕiPψi) =
∑
cRes(ϕiPψi) = cRes(
∑
ϕiPψi) = cResP.
This proves that τ is a constant multiple of the noncommutative residue. 
Finally, as a corollary of Theorem 2.3 we have:
Corollary 4.9 ([Wo2], [Gu3]). Suppose that M is connected. Then an operator
P ∈ ΨZ(M, E) belongs to the commutator space [ΨZ(M, E),ΨZ(M, E)] if an only if
ResP vanishes.
Proof. By Theorem 2.3 the space of traces on ΨZ(M, E) has dimension 1, or equiv-
alently, the dual space of ΨZ(M, E)/[ΨZ(M, E),ΨZ(M, E)] has dimension 1. Hence
the commutator space [ΨZ(M, E),ΨZ(M, E)] has codimension 1. Let P0 ∈ Ψ
Z(M, E)
be such that ResP0 6= 0. This implies that P0 is not in [Ψ
Z(M, E),ΨZ(M, E)]. As
the latter has codimension 1 we see that, for any P ∈ ΨZ(M, E), we have
(4.22) P = λP0 mod [Ψ
Z(M, E),ΨZ(M, E)],
for some λ ∈ C. Observe that ResP = λResP0, so we have
(4.23) P =
ResP
ResP0
P0 mod [Ψ
Z(M, E),ΨZ(M, E)].
It then follows that P is in [ΨZ(M, E),ΨZ(M, E)] if and only if ResP vanishes. 
5. Traces on zero’th order ΨDOs (n ≥ 2)
The aim of this section is to prove Theorem 2.5 about the characterization in
dimension ≥ 2 of traces on zero’th order ΨDOs.
Recall that for any P ∈ Ψ0(M, E) the zero’th order symbol of P uniquely defines
a section σ0(P ) ∈ C
∞(S∗M,EndE), where S∗M = T ∗M/R+ denotes the cosphere
bundle of M . In addition, if L is a linear form on C∞(S∗M) then its associated
leading symbol trace τL is the trace on Ψ
0(M, E) given by
(5.1) τL(P ) = L[trE σ0(P )] ∀P ∈ Ψ
0(M, E).
Next, let (ϕi) be a partition of the unity subordinated to a covering of M by
open domains Ui of local chart maps κi : Ui → Vi ⊂ R
n over which there are
trivialization maps τi : E|Ui → Ui × C
r. For index i let ψi ∈ C
∞
c (Ui) be such that
ψi = 1 near suppϕi. In addition let χ ∈ C
∞
c (R
n) be such that χ(ξ) = 1 near ξ = 0.
For σ ∈ C∞(S∗M,EndE) we let Pσ ∈ Ψ
0(M, E) be the ΨDO given by
(5.2) Pσ =
∑
ϕi[τ
∗
i κ
∗
i pi(x,D)]ψi, pi(x, ξ) = (1− χ(ξ))(κi∗τi∗σ)(x, |ξ|
−1ξ).
On each chart Ui the operator ϕiτ
∗
i κ
∗
i pi(x,D)ψi has principal symbol ϕiσ, so we
have σ0(P ) =
∑
ϕiσ = σ. Furthermore, the following holds.
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Lemma 5.1. Let σ ∈ C∞(S∗M,End E). Then:
1) We have cPσ (x) = 0.
2) There exist σ1, . . . , σN in C
∞(S∗M,End E) and Q ∈ Ψ−1(M, E) such that
σ =
1
r
(trE σ) idE +[σ1, σ2] + . . .+ [σN−1, σN ],(5.3)
Pσ = P 1
r
(trE σ) idE + [Pσ1 , Pσ2 ] + . . .+ [PσN−1 , PσN ] +Q.(5.4)
Proof. 1) In (5.2) the symbol pi(x, ξ) has no homogeneous component of degree
−n, so we have cpi(x,D)(x) = 0. In addition, since on C
∞
c (Ui) the operators
ϕi[τ
∗
i κ
∗
i pi(x,D)]ψi and ϕi[τ
∗
i κ
∗
i pi(x,D)] agree up to a smoothing operator, we have
cϕiτ∗i κ∗i pi(x,D)ψi(x) = ϕi(x)cτ∗i κ∗i pi(x,D)(x) = ϕi(x)τ
∗
i κ
∗
i cpi(x,D)(x) = 0. Hence we
have cPσ (x) =
∑
cϕiτ∗i κ∗i pi(x,D)ψi(x) = 0.
2) As for σ1 and σ2 in C
∞(S∗M,EndE) the operators P[σ1,σ2] and [Pσ1 , Pσ2 ]
both have principal symbol [σ1, σ2], hence agree modulo an operator in Ψ
−1(M, E),
we see that (5.4) follows from (5.3). Therefore, we only have to prove the latter.
Next, any matrix with vanishing trace is a commutator. In fact, it can be seen
from the proof in [Ka] that this result extends to the setting of smooth families of
matrices. Therefore, if U is an open subset of M over which E is trivializable, then
for any σ ∈ C∞(S∗U,EndE) there exist sections σ(1) and σ(2) in C∞(S∗U,EndE)
such that
(5.5) σ(x, ξ) =
1
r
(trEx σ(x, ξ)) idEx +[σ
(1)(x, ξ), σ(2)(x, ξ)].
Now, let σ ∈ C∞(S∗M,End E) and let (ϕi) ⊂ C
∞(M) be a finite family of
smooth functions such that
∑
ϕ2i = 1 and each function ϕi has a support contained
in an open subset Ui ⊂M over which E is trivializable. For each index i there exist
σ
(j)
i ∈ C
∞(S∗U,EndE), j = 1, 2, such that on S∗Ui we can write σ in the form (5.5).
Then we have
(5.6) σ(x, ξ) =
∑
ϕi(x)
2σ(x, ξ) =
1
r
(trEx σ(x, ξ)) idEx +
+
∑
[ϕi(x)σ
(1)
i (x, ξ), ϕi(x)σ
(2)
i (x, ξ)].
This shows that σ(x, ξ) is of the form (5.3). The proof is thus achieved. 
Next, we shall show that when n ≥ 2 in Proposition 4.8 we can replace the
first order differential operators Lj by zero’th order ΨDOs. The key point is the
following alternative version of Lemma 4.6.
Lemma 5.2. Assume n ≥ 2 and let c ∈ C∞c (R
n) be such that
∫
c(x)dx = 0. Then
there exist functions c1, . . . , cn in C
∞
c (R
n) such that
(5.7) c(1 + ∆)−
n
2 =
n∑
j=1
[∂xj (1 + ∆)
− 1
2 , cj(1 + ∆)
1−n
2 ] +Q,
with Q ∈ Ψ−n(Rn) so that cQ(x) = 0.
Proof. First, since c(1+∆)−
n
2 is a ΨDO of order−n with principal symbol c(x)|ξ|−n
we have
(5.8) c
c(1+∆)−
n
2
(x) = (2pi)−nc(x)
∫
Sn−1
dn−1ξ =
|Sn−1|
(2pi)n
c(x).
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Second, as c(x) has compact support and we have
∫
c(x)dx = 0 there exist
functions c1, . . . , cn in C
∞
c (R
n) such that c =
∑n
j=1 ∂xjcj . Define
(5.9) P =
n∑
j=1
[∂xj (1 + ∆)
− 1
2 , cj(1 + ∆)
1−n
2 ].
Then P is a ΨDO of order −n with principal symbol p−n(x, ξ) is equal to
(5.10)
n∑
j,k=1
1
i
[
∂ξk(iξj |ξ|
−1)∂xk(cj(x)|ξ|
1−n)− ∂ξk(cj(x)|ξ|
1−n)∂xk(iξj |ξ|
−1)
]
=
n∑
j=1
∂xjcj(x)|ξ|
−n −
n∑
j,k=1
ξjξk∂xkcj(x)|ξ|
−(n+2)
= c(x)|ξ|−n −
n∑
j,k=1
ξjξk∂xkcj(x)|ξ|
−(n+2).
Therefore, from (1.13) we obtain
(5.11) (2pi)ncP (x) = c(x)
∫
Sn−1
dn−1ξ −
n∑
k=1
∂xkcj(x)
∫
Sn−1
ξjξkd
n−1ξ.
If k 6= j then for parity reasons the integral
∫
Rn
xjxke
−|x|2dx vanishes, but if we
integrate it in polar coordinates then we get
(5.12)
∫
Rn
xjxke
−|x|2dx = (
∫ ∞
0
rn+2e−r
2
dr)(
∫
Sn−1
ξjξkd
n−1ξ).
Hence
∫
Sn−1
ξjξkd
n−1ξ = 0 for k 6= j. Furthermore, for k = j we have
(5.13)
∫
Sn−1
ξ2j d
n−1ξ =
1
n
n∑
l=1
∫
Sn−1
ξ2l d
n−1ξ =
1
n
∫
Sn−1
dn−1ξ =
|Sn−1|
n
.
Combining all this we see that
(5.14) (2pi)ncP (x) = c(x)|S
n−1| −
n∑
j=1
∂xjcj(x)
|Sn−1|
n
=
n− 1
n
|Sn−1|c(x).
Thus, if we set Q = c(1 +∆)−
n
2 − n
n−1P , then cQ(x) =
|Sn−1|
(2pi)n c(x)−
n
n−1cP (x) = 0.
As c(1+∆)−
n
2 = n
n−1P +Q =
∑n
j=1[∂xj (1+∆)
− 1
2 , n
n−1cj(1+∆)
1−n
2 ] +Q we then
see that c(1 + ∆)−
n
2 is of the form (5.7). The lemma is thus proved. 
Thanks to Lemma 5.2 we may argue as in the proofs of Lemma 4.7 and Propo-
sition 4.8 to get:
Proposition 5.3. Assume n ≥ 2 and let U ⊂ M be a local open chart over which
E is trivializable. Then there exists P0 ∈ Ψc(U, E) such that any P ∈ Ψ
m
c (U, E),
m ∈ Z, can be written in the form
(5.15) P = (ResP )P0 +
2n∑
j=1
[Aj , Pj ] + [Q1, Q2] + [R1, R2] + [R3, R4],
where the Aj are in Ψ
0
c(U, E), the Pj are in Ψ
m+1
c (U, E) , the operators Q1 and Q2
are in Ψ−nc (U, E), and the Rj are in Ψ
−∞
c (U, E).
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We are now ready to prove Theorem 2.5.
Proof of Theorem 2.5. Let τ be a trace on the algebra Ψ0(M, E). Let U ⊂ M be
a local open chart over which E is trivializable. By Proposition 5.3 there exists
P0 ∈ Ψc(U, E) such that for any P ∈ Ψ
−1
c (U, E) we have
(5.16) P = (ResP )P0 mod [Ψ
0
c(U, E),Ψ
0
c(U, E)]
It follows that τ(P ) = τ(P0)ResP for all P ∈ Ψ
−1
c (U, E). As in the proof of
Theorem 2.3 we then can show that there exists c ∈ C such that
(5.17) τ(P ) = cResP ∀P ∈ Ψ−1(M, E).
Next, for P ∈ Ψ0(M) we set τ˜ (P ) = τ(P ) − cRes(P ). This defines a trace on
Ψ0(M, E) vanishing on Ψ−1(M, E). In addition, we let L be the linear form on
C∞(S∗M) such that
(5.18) L(σ) = τ˜ (P 1
r
σ idE ) ∀σ ∈ C
∞(S∗M).
Let P ∈ Ψ0(M, E). Since P − Pσ0(P ) has order ≤ −1, by Lemma 5.1 there exist
σ1, . . . , σN in C
∞(S∗M,End E) and Q ∈ Ψ−1(M, E) such that
(5.19) P = P 1
r
(trE σ) idE + [Pσ1 , Pσ2 ] + . . .+ [PσN−1 , PσN ] +Q.
Since τ˜ is a trace on Ψ0(M, E) vanishing on Ψ−1(M, E) we get
(5.20) τ˜ (P ) = τ˜(P 1
r
(trE σ) idE ) = τL(trE σ).
Hence τ = τ˜ + cRes = τL + cRes.
Next, let us show that the above decomposition of τ is unique. Suppose that we
have another decomposition τ = τL1 + c1ResP with L1 ∈ C
∞(S∗M)∗ and c1 ∈ C.
Let P0 ∈ Ψ
−1(M, E) be such that ResP0 6= 0. Then as τL vanishes on Ψ
−1(M, E)
we get τ(P0) = cResP0. Similarly, we have τ(P ) = c1ResP1, so c1 = c.
On the other hand, if σ ∈ C∞(S∗M) then it follows from Lemma 5.1 that
Res(P 1
r
σ idE ) = 0, so τ(P 1rσ idE ) = τL(τ(P
1
r
σ idE ) = L(σ). The same argument also
shows that τ(P 1
r
σ idE ) = L1(σ), so we see that L1 = L. This shows that L and c
are uniquely determined by τ . The proof is thus achieved. 
Finally, as a corollary to Theorem 2.5 we get:
Corollary 5.4. Suppose that M is connected and has dimension ≥ 2. Then for an
operator P ∈ Ψ0(M, E) the following are equivalent:
(i) P belongs to the commutator space [Ψ0(M, E),Ψ0(M, E)].
(ii) We have trE σ0(P )(x, ξ) = 0 and ResP = 0.
Proof. If P belongs to [Ψ0(M, E),Ψ0(M, E)] then trE σ0(P )(x, ξ) and ResP vanish.
Moreover, it follows from the arguments of the first part of the proof of Theorem 2.5
that any linear form on Ψ−1(M, E) vanishing on Ψ−1(M, E)∩ [Ψ0(M, E),Ψ0(M, E)]
is a constant multiple of the noncommutative residue. Therefore, as in the proof
of Corollary 4.9 we can show that an operator Q ∈ Ψ−1(M, E) is contained in
[Ψ0(M, E),Ψ0(M, E)] if and only if ResQ vanishes.
Now, let P ∈ Ψ0(M, E) be such that trE σ0(P )(x, ξ) = 0 and ResP = 0.
By (5.19) there exist σ1, . . . , σN in C
∞(S∗M,End E) and Q ∈ Ψ−1(M, E) such
that P = [Pσ1 , Pσ2 ] + . . . + [PσN−1 , PσN ] + Q. Observe that ResQ = ResP = 0,
so as Q has order ≤ −1 it follows from the discussion above that Q is contained
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in [Ψ0(M, E),Ψ0(M, E)]. Incidentally P is contained in [Ψ0(M, E),Ψ0(M, E)] as
well. 
6. Traces on zero’th order ΨDOs (n = 1)
In this section we shall determine all the traces on Ψ0(M, E) in dimension 1. The
key observation is the following.
Proposition 6.1. 1) For any P ∈ Ψ0(M, E) there exists a unique section σ−1(P )
in C∞(S∗M,EndE) such that, for any local chart map κ : U → V for M and any
trivialization map τ : E|U → U × C
r of E over U , we have
(6.1) [κ∗τ∗σ−1(P )](x, ξ) = (x, p−1(x, ξ)) ∀(x, ξ) ∈ S
∗V,
where p−1(x, ξ) is the symbol of degree −1 of P in the local coordinates given by κ
and τ .
2) For any P1 and P2 in Ψ
0(M, E) we have
(6.2) σ−1(P1P2) = σ0(P1)σ−1(P2) + σ−1(P1)σ0(P2).
Proof. First, let φ : U ′ → U be a diffeomorphism between open subsets of R and
let P ∈ Ψ0(U) have symbol p(x, ξ) ∼
∑
p−j(x, ξ). Then the operator P
′ = φ∗P is
a zero’th order ΨDO on U ′ whose symbol pφ(x, ξ) ∼
∑
pφ−j(x, ξ) is such that
(6.3) pφ(x, ξ) ∼
∑
k
ak(x, ξ)(∂
k
ξ p)(φ(x), φ
′(x)−1ξ),
where ak(x, ξ) =
1
k!
∂
∂y
eiρx(y)ξ
∣∣
y=x
and ρx(y) = φ(y) − φ(y) − φ
′(x)(x − y) (see,
e.g., [Ho¨2]). As dyρx|y=x = 0 the function ak(x, ξ) is polynomial in ξ of degree ≤
k
2 ,
hence ak(x, ξ) =
∑
2l≤k akl(x)ξ
l with akl(x) ∈ C
∞(U ′). Thus,
(6.4) pφ−j(x, ξ) =
∑
j′+k−l=j
2l≤l
akl(x)ξ
l(∂kξ p−j′)(φ(x), φ
′(x)−1ξ).
Observe that in dimension 1 the zero’th degree homogeneity implies that we have
p0(x, ξ) = p0(x,±1) depending on the sign of ξ. In any case we have ∂ξp0(x, ξ) = 0.
Thus for j = −1 Eq. (6.4) reduces to
(6.5) pφ−1(x, ξ) = p−1(φ(x), φ
′(x)−1ξ).
Next, let Q ∈ Ψ0(U) have symbol q ∼
∑
q−j and suppose that P orQ is properly
supported. Then PQ belongs to Ψ0(U) and has symbol p#q ∼
∑ (−i)k
k! ∂
k
ξ p∂
k
xq.
Thus its symbol (p#q)−1(x, ξ) of degree −1 is
(6.6) p0q−1 +
1
i
∂ξp0∂xq0 + p−1q0 = p0q−1 + p−1q0.
The formulas (6.4) and (6.5) extend verbatim to vector-valued ΨDOs and matrix-
valued symbols. In particular, for P ∈ Ψ0(U,Cr) with symbol p(x, ξ) ∼
∑
p−j(x, ξ)
and for A and B in C∞(U,Mr(C)) the symbol of degree −1 of APB is
(6.7) (A#p#B)−1 = A(x)p−1(x, ξ)B(x).
Together with (6.5) this shows that for any P ∈ Ψ0(M, E) there is a unique sec-
tion σ−1(P ) ∈ C
∞(S∗M,EndE) satisfying (6.1). Then (6.2) immediately follows
from (6.6). 
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Next, given a be a linear form on L on C∞(S∗M) we let ρL denote the linear
form on Ψ0(M, E) such that
(6.8) ρL(P ) = L[trE σ−1(P )] ∀P ∈ Ψ
0(M, E).
If P1 and P2 are operators in Ψ
0(M, E), then by (6.2) we have
(6.9) ρL(P1P2) = L[trE(σ0(P1)σ−1(P2) + σ−1(P1)σ0(P2))]
= L[trE(σ0(P2)σ−1(P1) + σ−1(P2)σ0(P1))] = ρL(P2P1).
Thus ρL is a trace on the algebra Ψ
0(M, E). We shall call such a trace a subleading
symbol trace. Notice that the noncommutative residue is such a trace, for we have
(6.10) ResP =
∫
S∗M
trE σ−1(P )(x, ξ)dxdξ ∀P ∈ Ψ
0(M, E),
where dxdξ is the Liouville form of S∗M = T ∗M/R+.
On the other hand, as in (5.2) we can construct a cross-section σ → Qσ from
C∞(S∗M,End E) to Ψ−1(M, E) such that σ−1(Qσ) = σ ∀σ ∈ C
∞(S∗M,End E).
More precisely, for σ ∈ C∞(S∗M,EndE) we can define Qσ to be
(6.11) Qσ =
∑
ϕi[τ
∗
i κ
∗
i qi(x,D)]ψi, qi(x, ξ) = (1− χ(ξ))|ξ|
−1(κi∗τi∗σ)(x,
ξ
|ξ|
),
where the notation is the same as in (5.2). Then the following holds.
Lemma 6.2. Let σ ∈ C∞(S∗M,End E).
1) We have σ−1(Pσ) = 0.
2) There exist σ1, . . . , σN in C
∞(S∗M,EndE) and R1, R2 in Ψ
−2(M, E) so that
Pσ = P 1
r
(trE σ) idE + [Pσ1 , Pσ2 ] + . . .+ [PσN−1 , PσN ] +R1,(6.12)
Qσ = Q 1
r
(trE σ) idE + [Qσ1 , Qσ2 ] + . . .+ [QσN−1 , QσN ] +R2.(6.13)
Proof. As the symbol pi(x, ξ) in (5.2) has no homogeneous component of degree −1,
from (6.1) and (6.7) we get σ−1[ϕiτ
∗
i κ
∗
i pi(x,D)ψi] = ϕi[τ
∗
i κ
∗
i σ−1(pi(x,D))]ψi = 0.
Hence σ−1(Pσ) =
∑
σ−1[ϕiτ
∗
i κ
∗
i pi(x,D)ψi] = 0.
Next, by Lemma 5.1 there exist sections σ1, . . . , σN in C
∞(S∗M,EndE) such
that σ = 1
r
(trE σ) idE +
∑
[σj , σj+1]. Then Qσ and Q 1
r
(trE σ) idE +
∑
[Qσj , Qσj+1 ] are
ΨDOs of order −1 with same principal symbols, so they agree modulo an operator
in Ψ−2(M, E). Hence Qσ is of the form (6.13).
Finally, by (5.4) we have Pσ = P 1
r
(trE σ) idE +
∑
[Pσj , Pσj+1 ] + R1 with R1 in
Ψ−1(M, E). By the first part of the lemma and by (6.2) we have σ−1(PσjPσj+1 ) =
σ0(Pσj )σ−1(Pσj+1 ) + σ−1(Pσj )σ0(Pσj+1 ) = 0. Thus R1 is a linear combination of
zero’th order ΨDOs whose symbols of degree −1 vanish and so σ−1(R1) = 0. Since
R1 has order ≤ −1 it follows that R1 belongs to Ψ
−2(M, E), proving Eq. (6.12). 
Bearing all this in mind we have:
Theorem 6.3. Assume that dimM = 1. Then:
1) Any trace on Ψ0(M, E) can be uniquely written as the sum of a leading symbol
trace and of a subleading symbol trace.
2) An operator P ∈ Ψ0(M, E) belongs to [Ψ0(M, E),Ψ0(M, E)] if and only we
have trE σ0(P ) = trE σ−1(P ) = 0.
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Proof. First, if P ∈ Ψ0(M, E) belongs to [Ψ0(M, E),Ψ0(M, E)] then trE σ0(P ) and
trE σ−1(P ) both vanish.
Conversely, let P ∈ Ψ0(M, E). Since by Lemma 6.2 we have σ−1(Pσ0(P )) = 0 we
see that the symbols of degree 0 and −1 of P − Pσ0(P ) − Qσ−1(P ) are both zero,
hence P − Pσ0(P ) −Qσ−1(P ) has order ≤ −2. Combining this with the second part
of Lemma 6.2 we then deduce that P can be written in the form
(6.14) P = P 1
r
(trE σ0(P )) idE +Q 1r (trE σ−1(P )) idE +R,
for some R in Ψ−2(M, E). Since in dimension 1 Proposition 4.5 implies that
Ψ−2(M, E) is contained in [Ψ0(M, E),Ψ0(M, E)] we see that
(6.15) P = P 1
r
(trE σ0(P )) idE +Q 1r (trE σ−1(P )) idE mod [Ψ
0(M, E),Ψ0(M, E)].
In particular if trE σ0(P ) = trE σ−1(P ) = 0 then P belongs to [Ψ
0(M, E),Ψ0(M, E)].
Next, let τ be a trace on Ψ0(M, E) and let L1 and L2 be the linear forms on
C∞(S∗M) such that, for any σ ∈ C∞(S∗M), we have
(6.16) L1(σ) = τ(P 1
r
σ idE ) and L2(σ) = τ(Q 1rσ idE ).
Let P ∈ Ψ0(M, E). Then it follows from (6.15) that τ(P ) is equal to
(6.17) τ [P 1
r
(trE σ0(P )) idE ] + τ [Q 1r (trE σ−1(P )) idE ] = L1(trE σ0(P )) +L2(trE σ−1(P )).
Hence τ = τL1 + ρL2 .
Assume now that there is another pair (L′1, L
′
2) of linear forms on C
∞(S∗M) such
that τ = τL′
1
+ρL′
2
. Let σ ∈ C∞(S∗M). As σ−1(P 1
r
σ idE ) = 0 have ρL′2(P 1rσ idE ), and
so we get L1(σ) = τ(P 1
r
σ idE ) = τL′1(P 1r σ idE ) = L
′
1(σ). Similarly, we have L2 = L
′
2,
so the decomposition τ = τL1 + ρL2 is unique. 
Finally, when E is the trivial line bundle the condition σ0(P ) = σ−1(P ) = 0
means that P has order ≤ −2. Since in dimension 1 Proposition 4.5 implies that
Ψ−2(M) is contained in [Ψ0(M),Ψ0(M)] we obtain:
Corollary 6.4. When dimM = 1 we have [Ψ0(M),Ψ0(M)] = Ψ−2(M).
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