INTRODUCTION
Wireless sensor networks (W SNs) are characterized by multi-hop lossy wireless links and severely resource constrained nodes. Among the resource constraints, energy is probably the most crucial one since sensor nodes are typically battery powered and the lifetime of the battery imposes a limitation on the operation hours of the sensor network [1] . Thus, lot of work concentrates on the design of energy-aware protocols in order to prolong the operational lifetime ofWSNs [2] - [II] .
One the one hand, traditional energy-aware protocols for WSNs can be roughly classified into two cases: minimizing the total energy consumption [2] - [4] and maximizing the network lifetime [5] . Reference [5] pointed out that the work in [2] may lead to some nodes in the network being drained out of energy quickly. In references Hualiang Zhang and Meng Zheng Graduate School of the Chinese Academy of Sciences Beijing, P.R. China {zhanghualiang and zhengmeng_6}@sia.cn [5] , network lifetime was defined as the period from the time instant when the network starts functioning to the time instant when the first node runs out of energy. The objective is to maximize the network lifetime while guaranteeing the required traffic rate. However, since sensor nodes are assumed to have fixed source rates, the network likely cannot sustain these rates for the given system resource constraint. Motivated by [5] , following papers study the rate-lifetime tradeoff problem in WSNs. The main contribution of [6] - [8] is the development of a rigorous theoretical framework to research the tradeoff between network lifetime and rate allocation. On the other hand, the use of environmental energy is now emerging as a feasible energy source for embedded and wireless computing systems such as sensor networks where manual recharging or replacement of batteries is not practical [9] - [11] . Zeng studied Geographic Routing with Environmental Energy Supply ( G REES) and proposes two protocols, GREESL and GREES-M, which combine geographic routing and energy efficient routing techniques and take into account the realistic lossy wireless channel condition and the renewal capability of environmental energy supply when making routing decisions [9] . Kansal presented a theoretical model which can be used to characterize an energy source with a small number of parameters and these parameters can then be used to determine the performance [10] . Hsu propose a QoS-aware power management method based on reinforcement learning to improve the energy utilization and satisfy the QoS demand for energy harvesting wireless sensor networks [II] .
Besides energy constraints, transmission reliability is another concern in data-centric WSNs, especially for industry wireless networks. Transmission reliability research in WSNs has been addressed in many works from different perspectives [12] - [13] . Various network techniques, such as congestion control in transport layer [14] , multi-path routing in network layer [15] , CSMA [16] and TDMA scheduling [17] in MAC layer, power control, routing and ARQ control in the cross layer method [18] , are used to enhance reliability of wireless transmission.
In this paper, we focus on tuning the MAC protocol in energy harvesting WSNs to provide reliable transmission while prolonging the network lifetime. For a TDMA MAC protocol that avoids packet collisions, redundancy and retransmission are two methods that are widely adopted. However, reliable transmissions will lead more energy consumption. There exists an intrinsic tradeoff between reliability and energy consumption. In this paper, we propose RL TF to rigorously study the impact of redundancy on system performance. Compared with heuristic ways of choosing redundancy degree, we formulate the RL TF as convex programming. By the gradient projection method, we develop a fully distributed algorithm to solve the convex programming.
The rest of the paper is organized as follows. In Section II, we study RL TF model under the redundancy TDMA MAC. In Section III, distributed algorithm is derived to solve the RLTF. In Section IV, we extend the result to the retransmission TDMA MAC. In Section V, simulation results illustrate the effectiveness of our algorithm. In Section VI, we conclude this paper.
II. RL TF MODEL UNDER REDUNDANCY TDMA MAC
We represent the WSN as a directed graph G(V,L), where V denotes the set of sensor nodes and L denotes the set of logical links. Let Lou t (v) denote the set of outgoing links from node v, Lin (v) the set of incoming links to node v. Let R denote the set of routes. Each route r is assumed to carry data from a unique sensor to the sink. Let L(r) denote the set of links that route r passes through, and R(l) denote the set of routes whose data flows through link l.
A. Tradeoffbetween Netowrk Transmission Reliability and Network Lifetime
In this paper, we will adopt the NUM framework to study the reliability allocation among sensors. The objective function of the NUM can be formulated as Lw, l og(P, ) reR where p,. denotes the end-to-end transmission reliability of route and W r is the weight associated with route r.
Suppose the packet loss or error rate on all links be a constant p. Then, the end-to-end transmission reliability of route r is defined as
where a l denotes the average transmission number on link I.
In this paper, we name a l duplication factor of link I and mainly concentrate on how to obtain the optimal duplication factors.
On the other hand, sensor nodes usually have much tighter energy constraints than the sink node, thus we only focus on the energy dissipated in the sensor nodes. Let T" denote the lifetime of node v, v= 1, 2, ... ,N, i.e., the time at which it runs out of energy.
Definition 1 [5] . We consider a general definition of network lifetime
T"e t = min T"
There is an intrinsic tradeoff between network transmission reliability and network lifetime. By introducing a system parameter BE [0, +00 ) , we can combine these two objectives together as a single weighted objective. The weighted objective function can be obtained as follows
Energy Dissipation Constraint 1) Analytical model for harvesting Analytical model for harvesting environmental energy sources vary a great deal. To derive any analytical results on system performance operating from a given energy source, it is necessary to precisely characterize the energy availability. We observe that this does not require building an exhaustive set of abstractions for all possible energy sources, which vary a great deal from periodically repeating to random ones. Instead, we need to model the energy provided by the harvesting mechanism, which typically consists of a module to convert environmental energy to electrical and storing it in a battery. The model should be simple enough for analytical tractability but capture the significant features of the energy availability such that theoretical results based on it do match reality closely. In this paper, we consider the linear renewal model, namely e(t) = pt , where p denotes the average recharging power.
2) Energy Dissipation Constraint n is the path loss factor, 2 :::; n :::; 4 . 
Motivated by the fact that max-min rate allocation problem can be approximated in a distributed way with NUM framework, we introduce an utility function
be well approximated by -IW!(q v ) . Next, we will veV combine the approximation objective function and constraints above as follows:
Obviously, the feasible domain is convex, since constraints (4) are linear functions of {ap qJ . We can easily prove the Hessian H (a, q) of objective function is negative definite in the feasible domain. Thus, the objective function is strictly convex. Further, we can conclude that the RL TF model is strictly convex. The optimal solution of problem (5), namely {a*, q*}, exists and is unique.
III. DISTRIBUTED ALGORITHM
Since {qJ are dummy variables that can be expressed by a, we define Q(a) = BIlOr I log(l-pal)_ I W! (q J We now formally state the update procedure for ALGORITHM:
Step 1: Initialize ao = I and compute lOr according to the given S r and It . pdq computes q v __ v and da[
Step 2: Each sensor node v sends back this information to its upstream neighbors.
Step 3: At the kth iteration, each sensor v computes G[(a(k)) as (7) and updates flow rates of its outgoing links as (8).
Step 4: Go to
Step 2 until {a[
ALGORITHM is based on the gradient projection method, and thus convergence is guaranteed provided the step size A is sufficiently small.
IV. RL TF MODEL UNDER RETRANSMISSION TDMA MAC
In the above sections, we have studied the RL TF under redundancy TDMA MAC. Sometimes the redundancy TDMA MAC may cause unnecessary waste of energy, since sensor nodes keep transmitting data to their next hop neighbors according to optimal replicator factors regardless of whether last transmission succeeds. Thus, we will study the RL TF under the retransmission TDMA MAC in this section. The duration of each slot is set long enough to transmit a data packet and receive an ACK. In the retransmission TDMA MAC, a source node receives an ACK if its data packet is correctly received by its next-hop neighbor. Retransmission stops as soon as the source receives an ACK. We assume that each link is symmetric, i.e, the transmitter can communicate with the receiver and receive an ACK from the receiver. Usually ACK packets are forwarded with very high probability, since ACK packets are small in size and FEC codes can be introduced in the packet. Without loss of generality, we assume ACK packets are not lost. Instead of remodeling RL TF under the retransmission TDMA MAC, we set the retransmission upper bound of each link as the optimal solution computed in Section III. In this way, we may save energy while retaining the same transmission reliability as redundancy TDMA MAC.
When using redundancy TDMA MAC, the expected 
IEL
In this section, ALGORITHM is first simulated over a simple network that can be easily illustrated. In Figure 1 , the distances between any two adjacent nodes are equal, i.e., dl
Here, we use the energy dissipation parameters in [7] , where Es = 50nJ / bit, Er =50nJ I bit, 11=50nJlbit and 17 = O.0013nJl bit I m\ and path loss factor n = 4. Each node is assumed to have equal initial energy of 1kJ. There are six routes in Figure 1 and sr = 4kbps,rE R . The weight factors OJr,rE R are all equal. Here, we set OJr = 1 for simplicity. The recharging power is p = 2x10-4 J Is . First, we validate the effectiveness of ALGORITHM by Matlab. Fig. 2 presents the convergence property of ALGORITHM. In Fig. 2 Then, we vary p and study the impact of p on communication overhead of these two MAC protocols. From Figure 3 , we can see that network communication overhead, which is computed as the sum of each link's overhead, increases as rate p increases, which is consonant with our intuition. In Figure 3 
