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Abstract
It is a famous result of Lova´sz and Yemini (1982) that 6-connected graphs are
rigid in the plane. This was recently improved by Jackson and Jorda´n (2009) who
showed that 6-mixed connectivity is also sufficient for rigidity. Here we give sufficient
graph connectivity conditions for both ‘forced symmetric’ and ‘incidentally symmetric’
infinitesimal rigidity in the plane.
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1 Introduction
A d-dimensional (bar-joint) framework is a pair (G˜, p), where G˜ = (V˜ , E˜) is a finite simple
graph and p : V˜ → Rd is an injective map. A d-dimensional framework is called rigid if,
loosely speaking, the vertices cannot be moved continuously in Rd to obtain another non-
congruent framework while keeping the lengths of all edges fixed. A classical approach
to study the rigidity of frameworks is to differentiate the length constraints on the edges,
which gives rise to the linear theory of infinitesimal rigidity [13]. An infinitesimal motion
of (G˜, p) is a function u : V˜ → Rd such that
〈pi − pj , ui − uj〉 = 0 for all {i, j} ∈ E˜, (1)
where pi = p(i) and ui = u(i) for each i. An infinitesimal motion u of (G˜, p) is a trivial
infinitesimal motion if there exists a skew-symmetric matrix S and a vector t such that
ui = Spi + t for all i ∈ V˜ . (G˜, p) is infinitesimally rigid if every infinitesimal motion of
(G˜, p) is trivial, and infinitesimally flexible otherwise.
A framework (G˜, p) is called generic if the coordinates of the image of p are algebraically
independent over Q. It is well known that for generic frameworks, rigidity is equivalent
to infinitesimal rigidity [1]. Laman’s landmark result from 1970 gives a combinatorial
characterisation of generic rigid frameworks in R2 [7]. An alternative proof of this result
based on matroid theory was given in [8]. In that same paper Lova´sz and Yemini also
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established sufficient graph connectivity conditions for the rigidity of generic frameworks
in R2. Their result was recently improved by Jackson and Jorda´n in [4]. Analogous results
for higher dimensions have not yet been found and remain key open problems in the field.
Rigidity theory has applications in various areas of science and technology, ranging
from mechanical and structural engineering through robotics and CAD programming
to materials science and biochemistry. Since many structures in these areas of appli-
cation exhibit non-trivial symmetries, the study of how symmetry impacts the rigidity
and flexibility of frameworks has become a highly active research area in recent years (see
[2, 5, 9, 10, 11, 12] for example).
There are two basic approaches to this problem. First, one may ask whether a frame-
work is ‘forced symmetric rigid’, that is it cannot be deformed without breaking the
original symmetry of the structure. Combinatorial characterisations of the graphs whose
generic realisations (modulo the given symmetry constraints) are forced symmetric rigid
have been established for all symmetry groups in the plane, except for dihedral groups of
order 2k, where k is even [5, 9]. More generally, one may ask if a symmetric framework
is infinitesimally rigid, i.e., whether it does not have any non-trivial deformations. This
problem of analysing the rigidity of ‘incidentally symmetric’ frameworks is more complex.
However, combinatorial characterisations for symmetry-generic infinitesimal rigidity have
recently been established for a number of cyclic groups in the plane [2, 10].
In this paper we extend the sufficient graph connectivity conditions for generic rigidity
established in [4, 8] to both forced symmetric and incidentally symmetric frameworks. In
Section 2, we first reprise some basic symmetry terminology and summarize the combina-
torial characterisations of forced symmetric and incidentally symmetric rigid frameworks
for all the groups in the plane for which such a characterisation is known. Moreover, we
provide formulas for the rank functions of the corresponding linear count matroids defined
on the edge sets of the underlying quotient gain graphs. In Section 3 we then present our
main results, which are sufficient graph connectivity conditions for symmetric frameworks
to be forced symmetric rigid or infinitesimally rigid for all relevant symmetry groups in
the plane. Moreover, we provide examples that show that our conditions are best possible.
We prove these results in Sections 4 and 5 by relating the connectivity conditions on the
symmetric graphs given in Section 3 with connectivity conditions on the corresponding
quotient gain graphs and by using the rank functions given in Section 2.
2 Rigidity of symmetric frameworks
2.1 Symmetric graphs
Let G˜ = (V˜ , E˜) be a finite simple graph. An action of a group Γ on G˜ is a group
homomorphism θ : Γ → Aut(G˜), where Aut(G˜) denotes the automorphism group of G˜.
An action θ is called free on V˜ (resp., E˜) if θ(γ)(i) 6= i for every i ∈ V˜ (resp., θ(γ)(e) 6= e
for every e ∈ E˜) and every non-identity γ ∈ Γ. We say that a graph G˜ is Γ-symmetric
(with respect to θ) if Γ acts on G˜ by θ. In the following we will frequently omit to specify
the action θ if it is clear from the context. We then denote θ(γ)(i) by γi. For simplicity,
we will assume throughout this paper that θ acts freely on V˜ .
For a Γ-symmetric graph G˜ = (V˜ , E˜), the quotient Γ-gain graph of G˜ is the pair (G,ψ),
where G = (V,E) is the quotient graph of G˜, together with an orientation on the edges,
and ψ : E → Γ is an edge labelling defined as follows. Each edge orbit Γe connecting Γi
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and Γj in G˜/Γ can be written as {{γi, γ ◦ αj} | γ ∈ Γ} for a unique α ∈ Γ. For each
Γe, orient Γe from Γi to Γj in G˜/Γ and assign to it the gain α. Then E is the resulting
set of oriented edges, and ψ is the corresponding gain assignment. See Figure 1(b) for an
example of a quotient Γ-gain graph.
Note that (G,ψ) is unique up to choices of representative vertices. Moreover, the
orientation is only used as a reference orientation and may be changed, provided that we
also modify ψ so that if e is an edge in one direction, and e−1 is the same edge in the
opposite direction, then ψ(e−1) = ψ(e)−1.
Let G˜ be a finite simple Γ-symmetric graph and let (G,ψ) be its quotient Γ-gain graph.
Then G˜ is called the covering graph of (G,ψ). Furthermore, the map c : G˜ → G which
maps every element of a vertex orbit of G˜ to its representative vertex in G and every
element of an edge orbit of G˜ to its representative edge in G is called a covering map.
2.2 Symmetric frameworks
Let G˜ be a Γ-symmetric graph (with respect to θ : Γ → Aut(G˜)), and let Γ act on Rd
via the homomorphism τ : Γ → O(Rd). A framework (G˜, p) is called Γ-symmetric (with
respect to θ and τ) if
τ(γ)(p(i)) = p(θ(γ)i) for all γ ∈ Γ and all i ∈ V˜ . (2)
1˜2˜
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Figure 1: A framework with dihedral symmetry τ(Γ) = C3v = 〈s, C3〉 (a) and its corre-
sponding quotient Γ-gain graph (b).
Let G = (V,E) be the quotient Γ-gain graph of G˜ with the covering map c : G˜ → G.
It is convenient to fix a representative vertex i of each vertex orbit Γi = {γi : γ ∈ Γ}, and
define the quotient of p to be p′ : V → Rd, so that there is a one-to-one correspondence
between p and p′ given by p(i) = p′(c(i)) for each representative vertex i.
For the group τ(Γ), let QΓ be the field generated by Q and the entries of the ma-
trices in τ(Γ). We say that p is Γ-generic if the set of coordinates of the image of p′
is algebraically independent over QΓ. Note that this definition does not depend on the
choice of representative vertices. A Γ-symmetric framework (G˜, p) is called Γ-generic if p
is Γ-generic.
Throughout this paper, we will use the Schoenflies notation to describe the symmetries
of frameworks. Note that in dimension 2, τ(Γ) can only be a reflection group of order 2
(denoted by Cs), a rotational group of order k generated by a rotation Ck about the origin
by 2pi/k, k ∈ N (denoted by Ck), or a dihedral group of order 2k generated by a reflection
and a rotation Ck (denoted by Ckv).
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2.3 Forced symmetric rigidity
An infinitesimal motion u of a Γ-symmetric framework (G˜, p) is called Γ-symmetric (with
respect to θ and τ) if the velocity vectors exhibit the same symmetry as (G˜, p), that is,
if τ(γ)ui = uγi for all γ ∈ Γ and all i ∈ V˜ . Moreover, we say that (G˜, p) is Γ-symmetric
infinitesimally rigid if every Γ-symmetric infinitesimal motion is trivial.
A key motivation for studying Γ-symmetric infinitesimal rigidity is that for Γ-generic
frameworks, there exists a non-trivial Γ-symmetric infinitesimal motion if and only if there
exists a non-trivial symmetry-preserving continuous motion [11, 12].
For a d-dimensional Γ-symmetric framework (G˜, p), a symmetric analog of the rigidity
matrix R(G˜, p) [13], known as the orbit rigidity matrix was introduced in [11]. This
matrix is of size |E|×d|V | and completely describes the Γ-symmetric infinitesimal rigidity
properties of (G˜, p). In particular, its kernel is isomorphic to the space of Γ-symmetric
infinitesimal motions of (G˜, p). We define the rigidity matroid of (G,ψ), Rτ (G,ψ), to be
the row matroid of the orbit rigidity matrix of a Γ-generic realisation of G (with respect
to θ and τ). The bases of this matroid have been characterised for Cs, Ck, k ∈ N, and
C(2k+1)v, k ∈ N, in [5, 9]. (For the groups C(2k)v, however, this problem is still open [5].)
To state these results, we need the following definitions.
Let (G,ψ) be a quotient Γ-gain graph. The gain ψ(W ) of a closed walk W in (G,ψ)
of the form v1, e1, v2, e2, v3, . . . , vl, el, v1 is defined as Π
l
i=1ψ(ei)
sign(ei), where sign(ei) = 1
if ei is directed from vi to vi+1, and sign(ei) = −1 otherwise. For E′ ⊆ E and i ∈ V (E′),
we define the subgroup of Γ induced by E′ as 〈E′〉ψ,i = {ψ(W ) : W ∈ W(E′, i)}, where
W(E′, i) is the set of closed walks starting at i using only edges of E′. A connected
subset E′ ⊆ E is called balanced if 〈E′〉ψ,i = {id} for some i ∈ V (E′) (or equivalently
for all i ∈ V (E′)). Further, a connected subset E′ ⊆ E is called cyclic if 〈E′〉ψ,i is a
cyclic subgroup of Γ for some i ∈ V (E′) (or equivalently for all i ∈ V (E′)). In what
follows only certain properties of 〈E′〉ψ,i are important rather than the group itself. These
properties are invariant under conjugation and because 〈E′〉ψ,i is a conjugate of 〈E′〉ψ,j
for every j ∈ V (E′) we will drop the index referring to the starting point of the walks.
A (possibly disconnected) subset E′ ⊆ E is called balanced (cyclic, resp.) if each of its
connected components is balanced (cyclic). A subset E′ ⊆ E which is not balanced is
called unbalanced.
Given a quotient Γ-gain graph (G,ψ), let ρ be the function on E defined by ρ(X) =
2|V (X)| − 3 + β(X) for X ⊆ E where
β(X) =

0 if X is balanced;
2 if X is unbalanced and cyclic;
3 otherwise.
Theorem 2.1. [5] Let (G˜, p) be a Γ-generic framework (with respect to θ and τ) such
that τ(Γ) is Cs, Ck or C(2k+1)v. Further, let (G,ψ) be the quotient Γ-gain graph of G˜
with G = (V,E), and let E′ ⊆ E. Then E′ is independent in Rτ (G,ψ) if and only if
ρ(F ) ≥ |F | for all ∅ 6= F ⊆ E′. Further, (G˜, p) is Γ-symmetric infinitesimally rigid if and
only if (G,ψ) contains a spanning independent set of 2|V |−1 or 2|V | edges, depending on
wether Γ is a non-trivial cyclic or dihedral group.
The rank function of Rτ (G,ψ) is given by the following formula.
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Theorem 2.2. [5] Let (G˜, p) be a Γ-symmetric framework (with respect to θ and τ) such
that τ(Γ) is Cs, Ck or C(2k+1)v. Further let (G,ψ) be the quotient Γ-gain graph of G˜ with
G = (V,E). The rank of a set E′ ⊆ E in Rτ (G,ψ) is equal to
min
{
s∑
i=1
ρ(Ei) : {E1, . . . , Es} is a partition of E′
}
.
2.4 Infinitesimal rigidity of symmetric frameworks
It is well known that the rigidity matrix of a Γ-symmetric framework can be transformed
into a block-diagonalised form, with each block corresponding to an irreducible represen-
tation of Γ [10, 12]. The problem of analysing the infinitesimal rigidity of a Γ-symmetric
framework can therefore be broken up into independent subproblems, one for each irre-
ducible representation. Using this approach, combinatorial characterisations of Γ-generic
infinitesimally rigid frameworks have been established for a selection of cyclic groups in
[2, 10]. We need the following definitions.
Let Γ be the group Zk = {0, 1, . . . , k−1} and for t = 0, 1, . . . , k−1, let ιt : Γ→ C\{0}
be the irreducible representation of Γ defined by ιt(j) = ω
tj , where ω denotes the root of
unity e
2pii
k . For a Γ-symmetric framework (G˜, p), an infinitesimal motion u : V˜ → Rd of
(G˜, p) is called ιt-symmetric if it satisfies
τ(γ)ui = ω
tγuγi for all γ ∈ Γ and all i ∈ V˜ .
A Γ-symmetric framework (G˜, p) is called ιt-symmetric infinitesimally rigid if every ιt-
symmetric infinitesimal motion of (G˜, p) is trivial.
Theorem 2.3. [10] A Γ-generic framework (G˜, p) (with respect to θ and τ) is infinites-
imally rigid if and only if it is ιt-symmetric infinitesimally rigid for every irreducible
representation ιt of Γ.
Note that ι0 is the trivial irreducible representation of Γ which assigns 1 to each γ ∈ Γ.
Therefore, a framework is ι0-symmetric infinitesimally rigid if and only if it is Γ-symmetric
infinitesimally rigid.
For a Γ-symmetric framework (G˜, p), an orbit rigidity matrix Ot(G˜, p) was introduced
in [10] for each irreducible representation ιt of Γ. (For t = 0, the matrix O0(G˜, p) is the
orbit rigidity matrix discussed in Section 2.3). Analogous to the case t = 0, the matrix
Ot(G˜, p) completely describes the ιt-symmetric infinitesimal rigidity properties of (G˜, p)
for each t. In other words, Ot(G˜, p) is equivalent to the block matrix corresponding to
ιt in the block-diagonalised rigidity matrix of (G˜, p). We define the ιt-symmetric rigidity
matroid of (G,ψ), Rtτ (G,ψ), to be the row matroid of Ot(G˜, p) for a Γ-generic realisation
of G (with respect to θ and τ).
As shown in [10], a Γ-symmetric framework in the plane with Γ = Z2 has a 1-
dimensional space of trivial ι0-symmetric infinitesimal motions, and a 2-dimensional space
of trivial ι1-symmetric infinitesimal motions. Moreover, a Γ-symmetric framework in the
plane with Γ = Zk, where k ≥ 3, has a 1-dimensional space of trivial ιt-symmetric in-
finitesimal motions for t = 0, 1 and k− 1, and no trivial ιt-symmetric infinitesimal motion
for t 6= 0, 1, k − 1. This gives rise to the following characterisations of the ιt-symmetric
rigidity matroids.
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Given a quotient Γ-gain graph (G,ψ), where Γ = Z2, let µ be the function on E defined
by µ(X) = 2|V (X)| − 3 + β1(X) for X ⊆ E where
β1(X) =
{
0 if X is balanced;
1 otherwise.
Theorem 2.4. [10] Let (G˜, p) be a Γ-generic framework (with respect to θ and τ) such that
τ(Γ) is Cs or C2. Further, let (G,ψ) be the quotient Γ-gain graph of G˜ with G = (V,E),
and let E′ ⊆ E. Then E′ is independent in R1τ (G,ψ) if and only if µ(F ) ≥ |F | for all
∅ 6= F ⊆ E′. Further, (G˜, p) is ι1-symmetric infinitesimally rigid if and only if (G,ψ)
contains a spanning independent set of 2|V | − 2 edges.
By Theorem 2.3, Theorems 2.1 and 2.4 provide a combinatorial characterisation of
Γ-generic infinitesimally rigid frameworks for Γ = Z2.
Note that the matroid R1τ (G,ψ) is the Dilworth truncation of the union of the graphic
matroid and the frame matroid (or bias matroid) of (G,ψ). We have the following formula
for the rank function of R1τ (G,ψ).
Theorem 2.5. [3] Let (G˜, p) be a Γ-symmetric framework (with respect to θ and τ) such
that τ(Γ) is Cs or C2. Further let (G,ψ) be the quotient Γ-gain graph of G˜ with G = (V,E).
The rank of a set E′ ⊆ E in R1τ (G,ψ) is equal to
min
{
s∑
i=1
µ(Ei) : {E1, . . . , Es} is a partition of E′
}
.
It was shown in [10] that for the three-fold rotational group τ(Γ) = C3, a Γ-generic
framework is Γ-symmetric infinitesimally rigid if and only if it is infinitesimally rigid.
The only other groups for which combinatorial characterisations of Γ-generic infinites-
imally rigid frameworks have been found are the cyclic groups of order k, where k < 1000
is odd [2]. To state the result, we need the following definition.
A split of a vertex v of a quotient Γ-gain graph (G,ψ) is defined as follows. We can
assume that every edge incident with v is directed from v. Take a 2-partition E1, E2 of
non-loop edges incident with v. Replace v with a pair of vertices v1, v2. Replace every edge
vu ∈ Ei with the edge viu of the same label for i = 1, 2. Then replace every (necessarily
unbalanced) loop incident with v with an arc v1v2 of the same label. We say that a
connected set F is near-balanced if it is not balanced and there is a split of (G,ψ) in which
F results in a balanced set.
Given a quotient Γ-gain graph (G,ψ), where Γ = Zk, and an irreducible representation
ιt of Γ, let νt be the function on E defined by νt(X) = 2|V (X)| − 3 + αt(X) for X ⊆ E
where
αt(X) =

0 if X is balanced;
2 if X is near-balanced or satisfies 〈X〉ψ,i ' Zl for some
2 ≤ l ≤ k; t ≡ 0 or 1 or − 1 (mod l);
3 otherwise.
Theorem 2.6. [3] Let (G˜, p) be a Γ-generic framework (with respect to θ and τ) such that
τ(Γ) is Ck, 5 ≤ k < 1000 odd. Further, let (G,ψ) be the quotient Γ-gain graph of G˜ with
G = (V,E), and let E′ ⊆ E.
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(i) Then E′ is independent in Rtτ (G,ψ) if and only if νt(F ) ≥ |F | for all ∅ 6= F ⊆ E′.
(ii) Further, (G˜, p) is ιt-symmetric infinitesimally rigid if and only if (G,ψ) contains
a spanning independent set of 2|V | − 1 edges if t = 0, 1, k − 1, and a spanning
independent set of 2|V | edges otherwise.
(iii) The rank of E′ in the matroid Rtτ (G,ψ) is equal to
min
{
s∑
i=1
νt(Ei) : {E1, . . . , Es} is a partition of E′
}
.
3 Sufficient connectivity conditions for rigidity in term of
covering graphs
In this section we give sufficient conditions for symmetric rigidity (for both forced sym-
metric and incidentally symmetric frameworks) in which the sufficiency is ensured by the
high (mixed-) connectivity of the covering graph. Moreover, we give examples that show
that all of our results are sharp.
Following [4], we say that a graph G˜ = (V˜ , E˜) is n-mixed-connected if G˜ −W − F is
connected for all sets W ⊆ V˜ and F ⊆ E˜ which satisfy 2|W |+ |F | ≤ n− 1. Note that for
n = 6, for example, G˜ is 6-mixed-connected if and only if G˜ is 6-edge-connected, G˜− v is
4-edge-connected and G˜− v − u is 2-edge-connected for every v, u ∈ V˜ .
It turns out that in some cases our sufficient conditions cannot be given purely in terms
of the mixed-connectivity of the covering graph, but they also require a certain type of
connectivity for the corresponding quotient Γ-gain graph. It is therefore natural to also
derive sufficient conditions for symmetric rigidity purely in terms of the connectivity of
the quotient Γ-gain graphs. This is done in Section 5, based on an appropriate notion
of mixed-connectivity for quotient Γ-gain graphs introduced in Section 4. In fact, all the
sufficient conditions for symmetric rigidity given in this section are corollaries of the results
in Sections 4 and 5.
3.1 Forced symmetric rigidity
In this subsection our main result is the following:
Theorem 3.1. Let (G˜, p) be a Γ-generic framework (with respect to θ and τ) such that
τ(Γ) is Cs, Ck or C(2k+1)v, and let (G,ψ) be the quotient Γ-gain graph of G˜. Suppose G˜ is
6-mixed-connected. If |Γ| ≥ 6 then suppose further that (G,ψ) is 2-edge-connected. Then
(G˜, p) is Γ-symmetric infinitesimally rigid.
Theorem 3.1 is an immediate corollary of Lemma 4.1(a) and Theorem 5.1 which we
will prove in the following sections.
The examples in Figure 2 show that Theorem 3.1 is best possible.
The covering graph G˜ of the graph (G,ψ) in Figure 2(a) is clearly 5-mixed-connected.
Moreover, to see that G˜ is not Z2-symmetric infinitesimally rigid, consider the partition
of the edge set of (G,ψ) consisting of the four balanced edge sets E1, . . . , E4 of the four
K5 subgraphs and the ten remaining singletons E5, . . . , E14. Since ρ(Ei) = 7 for each
7
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Figure 2: (a) An example of a Z2-gain graph (with Z2 = 〈s〉) whose covering graph
is 5-mixed connected, but not Z2-symmetric infinitesimally rigid. (b) An example of a
connected Z6-gain graph (with Z6 = 〈C6〉) whose covering graph is 6-mixed connected,
but not Z6-symmetric infinitesimally rigid. In both (a) and (b), the orientation and edge
label is omitted for every edge with gain id.
i = 1, . . . , 4, we have
∑14
i=1 ρ(Ei) = 38 < 39 = 2|V | − 1. Thus, by Theorems 2.1 and 2.2,
G˜ is not Z2-symmetric infinitesimally rigid.
To see that the covering graph G˜ of the graph (G,ψ) in Figure 2(b) is 6-mixed-
connected, observe that G˜ may be obtained from the complete bipartite graph K6,6 with
partite sets X and Y , where X = {x1, . . . , x6} is the orbit of the ‘central vertex’ x in
(G,ψ) under the 6-fold rotation, and Y = {y1, . . . , y6} is the set of the six vertices in
(G,ψ) − x, by replacing each vertex yj in Y by a complete graph K6 on the vertices
y
(1)
j , . . . , y
(6)
j , and replacing each edge xiyj by the edges xiy
(1)
j , . . . , xiy
(6)
j . To see that G˜
is not Z6-symmetric infinitesimally rigid, consider the partition of the edge set of (G,ψ)
consisting of the six edge sets E1, . . . , E6, where Ei consists of the three loops induced
by yi, and the remaining six singletons E7, . . . , E12. Since ρ(Ei) = 1 for all i = 1, . . . , 12,
we have
∑12
i=1 ρ(Ei) = 12 < 13 = 2|V | − 1. Thus, by Theorems 2.1 and 2.2, G˜ is not
Z2-symmetric infinitesimally rigid.
These examples may easily be adapted to obtain analogous examples for the other
groups mentioned in Theorem 3.1. An example for the dihedral group C3v is shown in
Figure 3.
ss
sC3 sC3
C3C3
Figure 3: (a) An example of a Γ-gain graph (with Γ = 〈C3, s〉) whose covering graph is
5-mixed connected, but not Γ-symmetric infinitesimally rigid. The orientation and edge
label is omitted for every edge with gain id.
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3.2 Infinitesimal rigidity: reflection and two-fold rotational symmetry
For every n ∈ N, it is easy to construct Γ-generic frameworks with reflection symmetry
τ(Γ) = Cs or half-turn symmetry τ(Γ) = C2 whose underlying graphs are n-connected
but that are not ι1-symmetric infinitesimally rigid. Take, for example, a realisation of
the complete graph Kn and its symmetric copy, and a matching between them, with all
matching edges ‘fixed’ by the non-trivial element γ ∈ Γ. (An edge e = {i, j} is called fixed
by γ if γ(i) = j and γ(j) = i.) Such a framework is not ι1-symmetric infinitesimally rigid
because a fixed edge in the covering graph G˜ corresponds to a loop in the quotient Γ-gain
graph (G,ψ), and such a loop is dependent by Theorem 2.4.
In the following, we therefore only consider the edges of G˜ that are not fixed. Let E˜`
denote the set of fixed edges in G˜ and let G˜` be G˜− E˜`.
By Theorem 2.3, we may combine Theorem 3.1, Lemma 4.1 and Theorem 5.3 to obtain
the following.
Theorem 3.2. Let (G˜, p) be a Γ-generic framework (with respect to θ and τ) such that
τ(Γ) is Cs or C2. If G˜` is 7-mixed-connected, then (G˜, p) is infinitesimally rigid.
ss
s
s
s
s
s s
s
s
s
s
s
Figure 4: A Z2-gain graph (with Z2 = 〈s〉) whose covering graph is 6-mixed connected,
but not ι1-symmetric infinitesimally rigid. The orientation and edge label is omitted for
every edge with gain id.
The example in Figure 4 shows that this result is best possible. It is straightforward to
check that the covering graph G˜ of the graph (G,ψ) in Figure 4 is 6-mixed-connected. To
see that G˜ is not ι1-symmetric infinitesimally rigid (and hence not infinitesimally rigid),
consider the partition of the edge set of (G,ψ) consisting of the six unbalanced edge sets
E1, . . . , E6, each of which comprises the edges of a balanced K6 subgraph plus the two
induced edges with gain s, and the 9 remaining singletons E7, . . . , E15. Since µ(Ei) = 10
for each i = 1, . . . , 6, we have
∑15
i=1 µ(Ei) = 69 < 70 = 2|V | − 2. Thus, by Theorems 2.4
and 2.5, G˜ is not ι1-symmetric infinitesimally rigid.
3.3 Infinitesimal rigidity: rotational symmetry of order k ≥ 3
It was shown in [10] that a generic C3-symmetric framework is C3-symmetric infinitesimally
rigid if and only if it is infinitesimally rigid. If we combine this with Theorem 3.1 we get
the following sufficient condition:
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Corollary 3.3. Let (G˜, p) be a C3-generic framework (with respect to θ and τ). If G˜ is
6-mixed-connected, then (G˜, p) is infinitesimally rigid.
For rotational groups Ck for odd k and 5 ≤ k < 1000 we can prove the following similar
result which follows from Lemma 4.1 and Theorem 5.5:
Theorem 3.4. Let (G˜, p) be a Ck-generic framework (with respect to θ and τ) where
5 ≤ k < 1000 is odd, and let (G,ψ) be the quotient Γ-gain graph of G˜. Suppose G˜ is
6-mixed-connected. If k ≥ 7 suppose further that (G,ψ) is 2-edge-connected. Then (G˜, p)
is infinitesimally rigid.
4 Mixed-connectivity versus gain-mixed-connectivity
We now define a notion of mixed-connectivity for quotient Γ-gain graphs (G,ψ). The main
result of this section, Lemma 4.1, relates this notion, called n-gain-mixed-connectivity of
(G,ψ), with n-mixed-connectivity of the corresponding covering graph G˜. The notion of
n-gain-mixed-connectivity is introduced using definitions similar to the ones that can be
found in [6].
Let (G,ψ) be a Γ-gain graph where G = (V,E) and let H = (V ′, E′) be a subgraph
of G. Suppose that H is a connected component of G− U −D for some U ⊆ V , D ⊆ E.
Suppose further that if G− U −D = H then 〈E′〉ψ is a proper subgroup of Γ.
Consider the subgraph 〈E′〉ψH of G˜ with vertex set 〈E′〉ψV ′ = {γi | γ ∈ 〈E′〉ψ, i ∈ V ′}
and edge set 〈E′〉ψE′ = {{γi, γψ(e)j} | γ ∈ 〈E′〉ψ, e = (i, j) ∈ E′}. We will first construct
two sets (W,F ), W ⊆ V˜ and F ⊆ E˜, such that one connected component in G˜−W −F is
〈E′〉ψH. Clearly, 〈E′〉ψH is connected by the connectivity of H. For every edge in D and
every vertex in U we will take an appropriate corresponding subset of edges or vertices in
the covering graph, respectively.
As we are interested in ‘separating sets’ that are minimal we can assume that at least
one endpoint of every edge in D is incident with a vertex in V ′ and there is at least one
edge in every edge orbit that has an endpoint in V (〈E′〉ψH) and one outside of it. Let
v ∈ V ′ be a vertex incident with e in G, and let o(ψ(e)) denote the order of the group
element ψ(e). Further, define eH to be the edges from the orbit of e that are incident with
a vertex from V (〈E′〉ψH). By the observation above, we have the following cases:
Case 1: e is a loop and 〈E′〉ψ 6= 〈E′ + e〉ψ: If o(ψ(e)) = 2 then |eH | = |〈E′〉ψ| as
every vertex from the orbit of v in V (〈E′〉ψH) is incident to exactly one edge in eH . If
o(ψ(e)) ≥ 3 then |eH | = 2|〈E′〉ψ| as now instead of one there are two edges incident with
each vertex from the orbit of v, one that connects γv with γψ(e)v and one that connects
γv with γψ(e)−1v.
Case 2: e is a non-loop edge with exactly one endpoint in V ′: Clearly |eH | = |〈E′〉ψ|
holds, as for each copy of H there is one edge in the orbit of e that has an endpoint in it.
Case 3: e is a non-loop edge with both endpoints in V ′ and 〈E′〉ψ 6= 〈E′+ e〉ψ: In this
case, we clearly have |eH | = 2|〈E′〉ψ|.
For a vertex v /∈ V ′, let Hv = (V ′+ v,E′v) denote the subgraph of G that contains the
edges in E′ and every edge between v and V ′ (but not the loops incident with v if any
exist). Let vH = 〈E′v〉ψv. These are the vertices in the orbit of v that are incident to a
vertex in V (〈E′〉ψH).
We say that a subgraph H = (V ′, E′) of G (with ψ restricted to E′) is a k-block if
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• there is a pair (U,D), U ⊆ V , D ⊆ E, so that H is a connected component of
G− U −D such that
2
∑
v∈U
|vH |+
∑
e∈D
|eH | = k
holds;
• if G− U −D = H, then 〈E′〉ψ is a proper subgroup of Γ.
(G,ψ) is said to be n-gain-mixed-connected if it has no k-block with k ≤ n− 1.
For a k-block (U,D) of (G,ψ) we may define the corresponding symmetric separation
of G˜. Let H = (V ′, E′) be a connected component of G−U −D. Then the corresponding
symmetric separation is the pair (UH , DH) where
UH =
⋃
v∈U
vH , DH =
⋃
e∈D
eH .
We will show in the proof of Lemma 4.1 that this set indeed disconnects G˜.
Lemma 4.1. (a) Suppose that G˜ is n-mixed-connected. Then (G,ψ) is n-gain-mixed-
connected.
(b) Suppose that (G,ψ) is n-gain-mixed-connected. Then for every symmetric separation
(W,F ) of G˜, 2|W |+ |F | ≥ n holds.
Proof. Take a k-block H = (V ′, E′) in G with corresponding sets U, D. The graph
G˜−UH −DH is not connected, as by the definitions of vH and eH there is no edge leaving
〈E′〉ψV ′, and this set is a proper subset of V˜ − UH .
We also have 2|UH |+ |DH | = 2∪v∈U |vH |+∪e∈D|eH | = k, as H = (V ′, E′) is a k-block.
(a) Suppose for a contradiction that (G,ψ) is not n-gain-mixed-connected, that is, it
has a k-block H for some k ≤ n− 1. Then, by the calculation above, we can deduce that
G˜ is not n-mixed-connected, which is a contradiction.
(b) Take a symmetric separation (W,F ) of G˜. There exists a k-block H and sets
U ⊆ V , D ⊆ E for which W = UH and F = DH . Using the same calculation again we get
that 2|W |+ |F | ≥ n must hold by the n-gain-mixed-connectivity of (G,ψ). This completes
the proof.
5 Sufficient connectivity conditions for rigidity in term of
gain graphs
In this chapter, we establish sufficient criteria for the rigidity of forced symmetric and
incidentally smmetric frameworks in the plane. These are given purely in terms of connec-
tivity conditions for the corresponding quotient Γ-gain graphs. Together with Lemma 4.1,
they imply the main results in Section 3.
5.1 Symmetric covers
To prove our results, we first need the following definitions. For a graph G˜ = (V˜ , E˜) and
disjoint sets X,Y ⊆ V˜ , we let dG˜(X,Y ) denote the number of edges between X and Y ,
and we let dG˜(X) := dG˜(X, V˜ \X). In particular, dG˜(v) = dG˜({v}) for v ∈ V˜ .
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A set X ⊆ 2V˜ is called a cover of G˜ if E˜ = ∪X∈X E˜(X). For a partition P =
{E1, . . . , Es} of the edge set E of the quotient Γ-gain graph (G,ψ) of G˜, we define a cover
X of G˜ as follows.
Consider Ei ∈ P. To simplify notation we will denote 〈Ei〉ψ by Γi. There exists a
labelling ψi equivalent to ψ such that the label of every edge in Ei is an element of Γi [5].
Choose a representing element of every vertex orbit of G˜ such that the chosen elements
define ψi. Let V˜i ⊆ V˜ contain those of the representing elements which correspond to
the vertex orbits of V (Ei). Then the vertex set corresponding to Ei in G˜ is Xi = ΓiV˜i.
Every vertex set γXi with γ ∈ Γ belongs to X . (Note that these sets are not necessarily
pairwise distinct.) Thus every Ei ∈ P defines |Γ|/|Γi| vertex sets in X and X = {X ⊆ V :
X = γXi for some γ ∈ Γ, Ei ∈ P}. We will call a cover of E˜ that can be obtained from a
partition of E by applying the above process a symmetric cover.
Consider the gain graph in Figure 1(b), for example. We define the partition P =
{E1, E2, E3} as follows. Let E1 contain the parallel pair of edges, and let E2, E3 be
the two singleton sets containing the loop with label C3 and sC
2
3 , respectively. The
representative vertices are 1 and 2 and V˜1 = {1, 2}, V˜2 = V˜3 = {1}. The groups of the
edge sets are Γ1 = 〈s〉, Γ2 = 〈C3〉, Γ3 = 〈sC23 〉. So X1 = {1, 2, s1, s2}, X2 = {1, C31, C231},
X3 = {1, sC231}. Finally X =
{
X1, C3X1, C
2
3X1, X2, sX2, X3, C3X3, C
2
3X3
}
.
We will use the following notation. For X ∈ X let EX = Ei for which there is a γ ∈ Γ
with γXi = X. Further, we let Xu = {X ∈ X : |ΓX | ≥ 4} and X3 = {X ∈ X : |X| ≥ 3}.
Finally, we let X2 = {X ∈ X : EX is unbalanced}.
We remark that every edge orbit of a Γ-symmetric graph contains at most |Γ| edges.
This implies that the 2-edge-connectivity of G is a corollary of the 6-mixed-connectivity
of (G˜, p) if |Γ| < 6.
5.2 Forced symmetric rigidity
We show the following main theorem, which in turn implies Theorem 3.1.
Theorem 5.1. Let (G˜, p) be a Γ-generic framework (with respect to θ and τ) such that
τ(Γ) is Cs, Ck or C(2k+1)v, and let (G,ψ) be the quotient Γ-gain graph of G˜. Suppose (G,ψ)
is 6-gain-mixed-connected. If |Γ| ≥ 6 then suppose further that (G,ψ) is 2-edge-connected.
Then (G˜, p) is Γ-symmetric infinitesimally rigid.
To prove this result, we need the following key lemma.
Lemma 5.2. Suppose that (G,ψ) is a 6-gain-mixed-connected Γ-gain graph. If |Γ| ≥ 6
then suppose further that (G,ψ) is 2-edge-connected. Then for every symmetric cover X ,
we have ∑
X∈X
(2|X| − 3) ≥ 2|V˜ |+
∑
X∈X3∩Xu
(|ΓX | − 3).
Proof. Let F =
⋃
X∈X3 E˜(X). With this notation, we have
∑
X∈X (2|X|−3) =
∑
X∈X3(2|X|−
3) + |E˜ − F |.
Let YX = X
⋂⋃
X′∈X3,X′ 6=X X
′ and X ′ = {X ∈ X3 : X 6= YX}. Then
|E˜ − F | ≥ 1
2
∑
X∈X ′
dG˜−YX (X − YX) +
∑
v∈V˜−V˜ (X3)
dG˜(v)
 .
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For an arbitrary X ∈ X ′ the pair YX and the edge set E(X − YX , V˜ − X) between
X − YX and V˜ − X is a symmetric separation of G˜. Thus by Lemma 4.1(b) 2|YX | +
dG˜−YX (X − YX) ≥ 6. After reordering this we get dG˜−YX (X − YX) ≥ max{6 − 2|YX |, 0}
for all X ∈ X ′. Suppose first that for X ∈ X we have YX 6= ∅. Observe that if v ∈ YX for
some v ∈ V˜ , then γv ∈ YX for every γ ∈ ΓX . Thus |YX | ≥ |ΓX |, and if |ΓX | ≥ 4, then
dG˜−YX (X−YX) ≥ 0 ≥ 6− 2|YX |+ (2|ΓX |− 6). If YX = ∅, then the same inequality holds,
since dG˜(X) ≥ 2|ΓX | by the 2-edge-connectivity of (G,ψ). Thus
|E˜ − F | ≥ 3|X ′| −
∑
X∈X ′
|YX |+
∑
X∈X ′∩Xu
(|ΓX | − 3) + 3(|V˜ | − |V˜ (X3)|).
Using this we have ∑
X∈X3
(2|X| − 3) + |E˜ − F | ≥
≥ 2
∑
X∈X3
|X| − 3|X3|+ 3|X ′| −
∑
X∈X ′
|YX |+
∑
X∈X ′∩Xu
(|ΓX | − 3) + 3(|V˜ | − |V˜ (X3)|).
For every X ∈ X3 −X ′ we have |YX | = |X| ≥ max{3, |ΓX |}. Thus
3|X3| − 3|X ′| = 3|X3 −X ′| ≤
∑
X∈X3−X ′
|YX | −
∑
X∈(X3−X ′)∩Xu
(|ΓX | − 3).
Using that |V˜ | − |V˜ (X3)| ≥ 0 this implies∑
X∈X3
(2|X| − 3) + |E˜ − F | − 2|V˜ | ≥
≥ 2
∑
X∈X3
|X|−
∑
X∈X3−X ′
|YX |−
∑
X∈X ′
|YX |+
∑
X∈X3∩Xu
(|ΓX |−3)−2|V˜ (X3)|+ (|V˜ |− |V˜ (X3)|)
≥ 2
∑
X∈X3
(|X| − |YX |) +
∑
X∈X3
|YX |+
∑
X∈X3∩Xu
(|ΓX | − 3)− 2|V˜ (X3)|.
2
∑
X∈X3(|X| − |YX |) is twice the number of vertices in V˜ (X3) contained by exactly
one X. In
∑
X∈X3 |YX | every vertex contained in some YX with X ∈ X3 is counted at
least twice. Thus 2
∑
X∈X3(|X| − |YX |) +
∑
X∈X3 |YX | ≥ 2|V˜ (X3)|. Hence∑
X∈X
(2|X| − 3) =
∑
X∈X3
(2|X| − 3) + |E˜ − F | ≥ 2|V˜ |+
∑
X∈X3∩Xu
(|ΓX | − 3)
as we claimed.
We are now ready to prove Theorem 5.1.
Proof. Suppose for a contradiction that (G,ψ) is 6-gain-mixed-connected and 2-edge-
connected, but (G˜, p) is not Γ-symmetric infinitesimally rigid. Equivalently, the edge
set E of (G,ψ) has a partition P = {E1, . . . , Es} with
∑s
i=1 ρ(EX) ≤ 2|V | − 2 if G˜ has
rotational or reflectional symmetry or
∑s
i=1 ρ(EX) ≤ 2|V |−1 if G˜ has dihedral symmetry.
Construct the symmetric cover X of G˜ from P. By the construction of X
|X| = |ΓX ||V (EX)| for every X ∈ X , (3)
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from which we obtain
2|V (EX)| − 1 ≥ 2|X| − 3|ΓX | if 2 ≤ |ΓX | ≤ 3, (4)
2|V (EX)| − 1 = (2|X| − 3)− (|ΓX | − 3)|ΓX | if |ΓX | ≥ 4 and ΓX is cyclic, (5)
2|V (EX)| ≥ 2|X| − 3|ΓX | if ΓX is dihedral. (6)
Let Pb = {Ei : Γi is balanced}, Pc = {Ei : Γi is cyclic but not balanced}, and Pd =
{Ei : Γi is dihedral}.
Using the observations above we obtain
|Γ|
t∑
i=1
ρ(EX) = |Γ|
 ∑
EX∈Pb
(2|V (EX)| − 3) +
∑
EX∈Pc
(2|V (EX)| − 1) +
∑
EX∈Pd
2|V (EX)|

≥ |Γ|
∑
EX∈Pb
(2|X|−3)+
∑
EX∈Pc
|Γ|
|ΓX |(2|X|−3)−|Γ|
∑
EX∈Pc,|ΓX |≥4
|ΓX | − 3
|ΓX | +
∑
EX∈Pd
|Γ|
|ΓX |(2|X|−3)
=
∑
X∈X
(2|X| − 3)− |Γ|
∑
EX∈Pc,|ΓX |≥4
|ΓX | − 3
|ΓX |
≥ 2|V˜ |+
∑
X∈X3∩Xu
(|ΓX | − 3)− |Γ|
∑
EX∈Pc,|ΓX |≥4
|ΓX | − 3
|ΓX | ≥ 2|V˜ | = 2|Γ||V |,
where the penultimate inequality follows from Lemma 5.2. This is a contradiction which
completes the proof.
5.3 Infinitesimal rigidity: reflection and two-fold rotational symmetry
Let (G,ψ) be a gain graph. Denote the gain graph by deleting all the loops from (G,ψ)
by (G`, ψ). We show the following main theorem, which in turn implies Theorem 3.2:
Theorem 5.3. Let (G˜, p) be a Γ-generic framework (with respect to θ and τ) such that
τ(Γ) is Cs or C2. If (G`, ψ) is 7-gain-mixed-connected, then (G˜, p) is ι1-symmetric in-
finitesimally rigid.
To prove this result, we need the following key lemma.
Lemma 5.4. Suppose that (G`, ψ) is 7-gain-mixed-connected. Then for every symmetric
cover X , we have ∑
X∈X
(2|X| − 3) ≥ 2|V˜ |+ |X2|.
Proof. Let F =
⋃
X∈X3 E˜(X). With this notation, we have∑
X∈X
(2|X| − 3) =
∑
X∈X3
(2|X| − 3) + |E˜ − F |.
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Let YX = X
⋂⋃
X′∈X3,X′ 6=X X
′ and X ′ = {X ∈ X3 : X 6= YX}. Then
|E˜ − F | ≥ 1
2
∑
X∈X ′
dG˜`−YX (X − YX) +
∑
v∈V˜−V˜ (X3)
dG˜(v)
 .
By the 7-gain-mixed-connectivity of (G`, ψ) we have dG˜`−YX (X − YX) ≥ max{7 −
2|YX |, 0} for all X ∈ X ′. Observe that if X ∈ X2 then |YX | has to be even. Suppose first
that for X ∈ X ′∩X2 we have |YX | ≥ 4. Then dG˜`−YX (X−YX) ≥ 6−2|YX |+2. If |YX | = 2
then dG˜`−YX (X −YX) ≥ 3 = 7− 2|YX | but as dG˜`−YX (X −YX) must be even, we can also
deduce dG˜`−YX (X−YX) ≥ 6−2|YX |+2. If YX = ∅ then dG˜`−YX (X−YX) ≥ 7 = 7−2|YX |
and again by the parity argument dG˜`−YX (X − YX) ≥ 6− 2|YX |+ 2. Thus
|E˜ − F | ≥ 3|X ′| −
∑
X∈X ′
|YX |+ |X ′ ∩ X2|+ 3(|V˜ | − |V˜ (X3)|).
Using this we have ∑
X∈X3
(2|X| − 3) + |E˜ − F |
≥ 2
∑
X∈X3
|X| − 3|X3|+ 3|X ′| −
∑
X∈X ′
|YX |+ |X ′ ∩ X2|+ 3(|V˜ | − |V˜ (X3)|).
For every X ∈ X2 − X ′ we have |YX | = |X| ≥ 4 and for every X ∈ X3 − X ′ we have
|YX | = |X| ≥ 3. Thus
3|X3| − 3|X ′| = 3|X3 −X ′| ≤
∑
X∈X3−X ′
|YX | − |X2 −X ′|.
Using |V˜ | − |V˜ (X3)| ≥ 0 this implies∑
X∈X3
(2|X| − 3) + |E˜ − F | − 2|V˜ |
≥ 2
∑
X∈X3
|X| −
∑
X∈X3−X ′
|YX | −
∑
X∈X ′
|YX |+ |X2| − 2|V˜ (X3)|+ (|V˜ | − |V˜ (X3)|)
≥ 2
∑
X∈X3
(|X| − |YX |) +
∑
X∈X3
|YX |+ |X2| − 2|V˜ (X3)|.
2
∑
X∈X3(|X| − |YX |) is twice the number of vertices in V˜ (X3) contained by exactly
one X. In
∑
X∈X3 |YX | every vertex contained in some YX with X ∈ X3 is counted at
least twice. Thus 2
∑
X∈X3(|X| − |YX |) +
∑
X∈X3 |YX | ≥ 2|V˜ (X3)|. Hence∑
X∈X
(2|X| − 3) =
∑
X∈X3
(2|X| − 3) + |E˜ − F | ≥ 2|V˜ |+ |X2|,
as we claimed.
We are now ready to prove Theorem 5.3.
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Proof. Suppose for a contradiction that (G`, ψ) is 7-gain-mixed-connected but (G˜, p) is
not ι1-symmetric infinitesimally rigid. Equivalently, the edge set E of the quotient Γ-gain
graph (G,ψ) has a partition P = {E1, . . . , Es} with
∑s
i=1 µ(EX) ≤ 2|V | − 3. Con-
struct the symmetric cover X of G˜ from P. Let Pb = {Ei : Γi is balanced}, Pc = {Ei :
Γi is cyclic but not balanced}. We have
2
s∑
i=1
µ(EX) = 2
 ∑
EX∈Pb
(2|V (EX)| − 3) +
∑
EX∈Pc
(2|V (EX)| − 2)

= 2
∑
EX∈Pb
(2|X| − 3) +
∑
EX∈Pc
(2|X| − 4) =
∑
X∈X
(2|X| − 3)− |X2| ≥ 2|V˜ | = 4|V |,
where the last inequality follows from Lemma 5.4. This is a contradiction which completes
the proof.
5.4 Infinitesimal rigidity: rotational symmetry of order k ≥ 3
Finally, we prove the following main result for the groups Ck, 5 ≤ k < 1000 odd, which in
turn implies Theorem 3.4.
Theorem 5.5. Let (G˜, p) be a Ck-generic framework (with respect to θ and τ) where
5 ≤ k < 1000 is odd, and let (G,ψ) be the quotient Γ-gain graph of G˜. Suppose G˜ is
6-mixed-connected. If k ≥ 7 suppose further that (G,ψ) is 2-edge-connected. Then (G˜, p)
is infinitesimally rigid.
Proof. Take an arbitrary partition E1, . . . , Es of E(G). By Theorem 2.6, G is infinitesi-
mally rigid if and only if
∑s
i=1 νt(Ei) ≥ 2|V | − 1 holds for t = 0, 1, k − 1, and otherwise∑s
i=1 νt(Ei) ≥ 2|V | holds for every 0 ≤ t ≤ k − 1.
Note that
∑s
i=1 νt(Ei) ≥
∑s
i=1 ρ(Ei). Thus, by (the end of the proof of) Theorem 5.1
we get that
∑s
i=1 νt(Ei) ≥ 2|V |, from which the result follows.
6 Further work
In this paper we gave sufficient connectivity conditions for the two different types of rigidity
of symmetric frameworks in the plane for every point group for which a combinatorial
characterisation of rigidity is known. The main open question remaining is whether one
can give similar conditions for the remaining point groups in the plane or for higher
dimensional symmetric frameworks. As finding combinatorial characterisations for rigidity
in those cases are key open problems of the field, proving a similar result would require a
method different from the one used in this paper.
A similar question can be asked about (infinite) periodic frameworks. As combinatorial
characterisations for rigidity of periodic frameworks are known in many cases, this problem
seems to be easier to attack than the ones mentioned above. For periodic frameworks it is
probably most suitable to try to give a connectivity condition for the quotient gain graph
instead of one for the covering graph.
Another problem that arises from the investigation of n-gain-mixed-connected group-
labelled graphs is whether this property can be checked in polynomial time. When n
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is fixed, then there is a trivial polynomial time algorithm that can decide n-gain-mixed-
connectivity by checking whether G has a k-block for all k ≤ n− 1. As |vH | ≥ 1 for every
v ∈ V and |eH | ≥ 1 for every e ∈ E it suffices to consider every pair (U,D), U ⊆ V , D ⊆ E
with 2|U |+ |D| ≤ k and check whether one of the components of G−U −D is a k-block.
This can be done by making the labels of a spanning tree in a component the identity.
The group induced by the remaining edges is the symmetry group of the component. In
this paper we only consider the cases n = 6 and 7 so this algorithm can be used for
checking whether the sufficient conditions in our results hold for G. The complexity of
this algorithm depends on n. Thus designing an efficient algorithm that finds the largest
n for which G is n-gain-mixed-connected remains an open problem.
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