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1. Introduction
We consider the (p,n − p) conjugate boundary value problem
(−1)n−pu(n)(t) = f (t,u(t)), 0 t  1, (1.1)
u(i)(0) = 0, 0 i  p − 1,
u( j)(1) = 0, 0 j  n − p − 1.
}
(1.2)
Throughout this paper, we assume the following condition holds.
(H1) n 2 and p  1 are ﬁxed integers such that n − p  1, and f : [0,1] × [0,∞) → [0,∞) is a continuous function.
In this paper we let X be the Banach space C[0,1] equipped with the supremum norm
‖v‖ = max
0t1
∣∣v(t)∣∣, ∀v ∈ X;
and we deﬁne the function H : [0,+∞) → [0,+∞) by
H(x) =
{
1, if x = 0,
xx, if x > 0.
For example, we have H(0) = 1, H(1) = 1, H(2) = 4, and H(3) = 27.
According to [8], the Green function G : [0,1] × [0,1] → [0,∞) for the problem (1.1)–(1.2) is given by
G(t, s) =
⎧⎨
⎩
1
(p−1)!(n−p−1)!
∫ s(1−t)
0 v
n−p−1(v + t − s)p−1 dv, t  s,
1
(p−1)!(n−p−1)!
∫ t(1−s)
0 v
p−1(v + s − t)n−p−1 dv, s t,
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u(t) =
1∫
0
G(t, s) f
(
s,u(s)
)
ds, 0 t  1. (1.3)
It is easily seen from the expression of G(t, s) that
G(t, s) 0, if 0 t  1 and 0 s 1,
G(t, s) > 0, if 0< t < 1 and 0< s < 1.
The next lemma follows easily from the sign property of G(t, s).
Lemma 1.1. If u ∈ Cn[0,1] satisﬁes (1.2) and is such that
(−1)n−pu(n)(t) 0, 0 t  1, (1.4)
then u(t) 0 for 0 t  1.
The (p,n− p) conjugate boundary value problem is important in theory and has wide applications as well. For example,
it is closely related to oscillation theory (see [2] for more details). If n = 2 and p = 1, then the problem (1.1)–(1.2) reduces
to the well-known second order Dirichlet problem
u′′(t) + f (t,u(t))= 0, 0 t  1, (1.5)
u(0) = u(1) = 0, (1.6)
which has been extensively studied and has important applications in physical sciences. If n = 4 and p = 2, then the problem
(1.1)–(1.2) reduces to the fourth order problem
u′′′′(t) = f (t,u(t)), 0 t  1, (1.7)
u(0) = u′(0) = u′(1) = u(1) = 0. (1.8)
The boundary value problem (1.7)–(1.8) has applications in the study of elasticity. Eq. (1.7) is often referred to as the beam
equation, because it describes the deﬂection of an elastic beam under a certain force. The boundary conditions (1.8) mean
that the beam is embedded at both ends t = 0 and t = 1.
In 1997, in a pioneering work [4], Eloe and Henderson studied the problem (1.1)–(1.2) and proved the following two
theorems (modiﬁed slightly using our notations).
Theorem 1.2. If u ∈ Cn[0,1] satisﬁes (1.2) and (1.4), and t1 ∈ (0,1) is such that u(t1) = ‖u‖, then
u(t) M(t)‖u‖, 0 t  1, (1.9)
where
M(t) =
{
t p/t p1 , 0 t  t1,
(1− t)n−p/(1− t1)n−p, t1  t  1.
Theorem 1.3. For each s ∈ (0,1), let ‖G(·, s)‖ = max0t1 |G(t, s)|. For each s ∈ (0,1), choose t1 = t1(s) ∈ (0,1) such that
‖G(·, s)‖ = G(t1, s), then
G(t, s) M(t)
∥∥G(·, s)∥∥, 0< t < 1, 0< s < 1.
In proving Theorems 1.2 and 1.3, Eloe and Henderson introduced the technique of applying Rolle’s Theorem repeatedly
to obtain properties of functions satisfying (1.2) and (1.4). This technique will be used as an important tool in this paper. In
1998, motivated by Eloe and Henderson [4], Wong and Agarwal [11] proved the following theorem.
Theorem 1.4. If u ∈ Cn[0,1] satisﬁes (1.2) and (1.4), and t1 ∈ (0,1) is such that ‖u‖ = u(t1), then
u(t) M1(t)‖u‖, 0 t  1, (1.10)
where
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⎧⎪⎨
⎪⎩
t p(1−t)n−p−1
t p1 (1−t1)n−p−1
, 0 t  t1,
t p−1(1−t)n−p
tp−11 (1−t1)n−p
, t1  t  1.
In particular, if u ∈ Cn[0,1] is a positive solution to the problem (1.1)–(1.2), then u satisﬁes (1.10).
The reader is referred to the inequalities (13), (16), (19), and (22) in [11] for more details about Theorem 1.4. We can
easily show that, for 0< t1 < 1, we have
1
t p1 (1− t1)n−p−1
 H(n − 1)
H(n − p − 1)H(p) ,
1
t p−11 (1− t1)n−p
 H(n − 1)
H(p − 1)H(n − p) .
Combining these inequalities with Theorem 1.4, we obtain the following theorem.
Theorem 1.5. If u ∈ Cn[0,1] satisﬁes (1.2) and (1.4), then
u(t) ap,q(t)‖u‖, 0 t  1, (1.11)
where
ap,q(t) =
{ H(n−1)
H(n−p−1)H(p) t
p(1− t)n−p−1, 0 t  γ ,
H(n−1)
H(p−1)H(n−p) t
p−1(1− t)n−p, γ  t  1,
and
γ = H(n − p − 1)H(p)
H(n − p − 1)H(p) + H(p − 1)H(n − p) .
The proof of Theorem 1.5 is left to the reader. In fact, we will prove a “much-stronger” version of Theorem 1.5 in
Section 4. If n = 2 and p = 1, then Theorem 1.5 reduces to the following result, which is now well known.
Theorem 1.6. If u ∈ C2[0,1] satisﬁes (1.6) and is such that
u′′(t) 0, 0 t  1, (1.12)
then
min{t,1− t}‖u‖ u(t) ‖u‖, 0 t  1. (1.13)
In particular, if u ∈ C2[0,1] is a positive solution to the problem (1.5)–(1.6), then u satisﬁes (1.13).
In 2007, Yang [13] studied the boundary value problem (1.7)–(1.8) and proved the following upper estimate.
Theorem 1.7. If u ∈ C4[0,1] satisﬁes the boundary conditions (1.8) and is such that
u′′′′(t) 0, 0 t  1,
then u(t) 0 for 0 t  1, and
u(t)W1(t)‖u‖, 0 t  1, (1.14)
where
W1(t) =
⎧⎨
⎩
(27/4)t(1− t)2, if 0 t  1/3,
1, if 1/3 t  2/3,
(27/4)t2(1− t), if 2/3 t  1.
In 2010, Yang [14] proved the following upper estimate for the (n − 1,1) conjugate problem.
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u(t)W2(t)‖u‖, 0 t  1,
where
W2(t) =
{
(n − 1)n−1(n − 2)2−n(tn−2 − tn−1), if t  (n − 2)/(n − 1),
1, if t  (n − 2)/(n − 1).
To the best of our knowledge, as of the writing of this paper, no upper estimate has been found for the general (p,n− p)
conjugate problem.
The main purpose of this paper is to generalize the above mentioned upper estimates to the general (p,n− p) conjugate
problem, i.e., the problem (1.1)–(1.2). We shall perform some detailed analysis on positive solutions of the general (p,n− p)
problem by a different approach — different from those in [13,14] — and prove a new upper estimate for positive solutions
of the problem. As usual, here by a positive solution, we mean a solution u(t) such that u(t) > 0 on (0,1).
The problem of ﬁnding upper and lower estimates for positive solutions of boundary value problems is interesting in
its own right, and it also has important applications. First of all, upper and lower estimates for positive solutions can help
us establish some estimates for the principal eigenvalue of a linear boundary eigenvalue problem. The reader is referred to
[7,14] for some works in this line. Secondly, once we ﬁnd some a priori upper and lower estimates for positive solutions of
a certain boundary value problem, we can use them together with the Krasnosell’skii ﬁxed point theorem to derive a set of
existence and nonexistence conditions for positive solutions of the problem. This has now become a standard approach (see
[12] for a paper taking this approach). And, we know that sharper estimates result in sharper existence and nonexistence
conditions.
We point out that, in the last decade or so, many authors have worked on the conjugate boundary value problem. For
some other results on the topic, we refer the reader to the papers by Agarwal and O’Regan [1], Eloe and Henderson [3,5],
Kong and Wang [8], Lan [9], and Webb [10].
The rest of this paper is organized as follows. In Section 2 we ﬁx some notations. In Section 3, we prove some technical
lemmas. In Section 4, we state and prove the main results of this paper. In Section 5, we discuss the sharpness of the upper
estimate obtained in Section 4.
2. Notations
We ﬁx some notations ﬁrst. Throughout we let q := n − p. Since (H1) holds, we have 1 p  n − 1 and 1 q  n − 1.
For p  1 and q 1, we deﬁne the constants
αp,q = (p − 1)/(n − 1), βp,q = p/(n − 1).
It is easy to see that, for p  1 and q 1, we have
αp,q + βq,p = 1.
For p  1 and q 1, we deﬁne the function bp,q : [0,1] → [0,+∞) by
bp,q(t) =
⎧⎪⎨
⎪⎩
H(n−1)
H(p−1)H(q) t
p−1(1− t)q, if 0 t < αp,q,
1, if αp,q  t  βp,q,
H(n−1)
H(q−1)H(p) t
p(1− t)q−1, if βp,q < t  1.
The function bp,q(t) will be used later to give the new upper estimate for positive solutions of the problem (1.1)–(1.2). Since
αp,q < βp,q , the function bp,q(t) is well deﬁned. We leave it to the reader to show that, for p  1 and q  1, bp,q(t) is a
continuous function on [0,1]. Also, it is easy to verify that
bp,q(t) = bq,p(1− t), 0 t  1.
Note that if p = 1, then αp,q = α1,n−1 = 0, [0,α1,n−1) = ∅, and the deﬁnition for bp,q(t) reduces to
b1,n−1(t) =
{
1, if 0 t  β1,n−1,
H(n−1)
H(n−2) t(1− t)n−2, if β1,n−1 < t  1.
On the other hand, if p = n − 1, then βp,q = βn−1,1 = 1, (βn−1,1,1] = ∅, and the deﬁnition for bp,q(t) reduces to
bn−1,1(t) =
{
H(n−1)
H(n−2) t
n−2(1− t), if 0 t < αn−1,1,
1, if α  t  1.n−1,1
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b1,1(t) = 1, 0 t  1.
We also note that bn−1,1(t) and b2,2(t) are the same as W2(t) and W1(t), respectively.
3. Lemmas
In this section, we prove some lemmas which will be used later in the proof of our main results. Many of the arguments
in this section rely on the technique of applying Rolle’s Theorem repeatedly, which was ﬁrst used by Eloe and Henderson [4].
If we apply Rolle’s Theorem repeatedly, we can prove the next lemma.
Lemma 3.1. Let N be a positive integer, and let u ∈ CN [0,1]. If there are numbers
0 ξN−1  ξN−2  · · · ξ1  ξ0 < θ0  1
such that u(θ0) > 0 and u(i)(ξi) 0 for i = 0,1,2, . . . ,N − 1, then there exists a sequence of numbers {θi}Ni=1 such that
u(i)(θi) > 0, i = 1,2, . . . ,N,
and
ξi < θi+1 < θi, i = 0,1,2, . . . ,N − 1.
Proof. By Rolle’s Theorem (also called the Mean Value Theorem or MVT for short), since u(ξ0)  0 < u(θ0), there exists
θ1 ∈ (ξ0, θ0) such that u′(θ1) > 0.
Since u′(ξ1) 0< u′(θ1), there exists θ2 ∈ (ξ1, θ1) such that u′′(θ2) > 0.
By induction we can show that for each i = 1,2, . . . ,N , there exists θi such that θi ∈ (ξi−1, θi−1) and u(i)(θi) > 0. The
proof is complete. 
Arguments like Lemma 3.1 will be used many times in the sequel.
We continue to prove the necessary lemmas.
Lemma 3.2. If u ∈ Cn[0,1] satisﬁes (1.4),
u(i)(0) = 0, 0 i  p − 1, (3.1)
if p  n − 2, then u(i)(1) = 0 for 0 i  n − p − 2, (3.2)
and
u(t0) < 0 for some t0 ∈ (0,1), (3.3)
then u(t) < 0 for t0 < t < 1.
Proof. Assume to the contrary that u(s0) 0 for some s0 ∈ (t0,1).
Set τ1,0 = t0 and τ2,0 = s0. Now we have u(i)(0) = 0 for 0 i  p − 1, and u(τ1,0) < 0. By arguments similar to the proof
of Lemma 3.1, we can show that there exists a ﬁnite sequence of numbers {τ1,i}pi=1 such that
τ1,0 > τ1,1 > τ1,2 > τ1,3 > · · · > τ1,p > 0
and
u(i)(τ1,i) < 0, i = 1,2,3, . . . , p. (3.4)
Now we have (3.4), u(τ1,0) < 0, and u(τ2,0) 0. By arguments similar to the proof of Lemma 3.1, we can show that there
exists a ﬁnite sequence of numbers {τ2,i}p+1i=1 such that
1> τ2,0 > τ2,1 > τ2,2 > τ2,3 > · · · > τ2,p+1 > 0
and
u(i)(τ2,i) > 0, i = 1,2,3, . . . , p + 1. (3.5)
We take two cases to continue the proof.
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a contradiction.
Case 2: If p  n − 2.
Since u(τ2,0)  0 = u(1), there exists τ3,1 ∈ (τ2,0,1) such that u′(τ3,1)  0. It is obvious that τ3,1 > τ2,1. Now we have
(3.5) and u′(τ3,1) 0. By arguments similar to the proof of Lemma 3.1, there exists a ﬁnite sequence of numbers {τ3,i}p+2i=2
such that
1> τ3,1 > τ3,2 > τ3,3 > · · · > τ3,p+2 > 0
and
u(i)(τ3,i) < 0, i = 2,3, . . . , p + 2. (3.6)
Now we have (3.6), u′(τ3,1)  0, and u′(1) = 0. By arguments similar to the proof of Lemma 3.1, there exists a ﬁnite
sequence of numbers {τ4,i}p+3i=2 such that
1> τ4,2 > τ4,3 > τ4,4 > · · · > τ4,p+3 > 0
such that
u′′(τ4,2) 0, u(i)(τ4,i) > 0 for i = 3,4, . . . , p + 3. (3.7)
Now we have (3.7) and u′′(1) = 0. By arguments similar to the proof of Lemma 3.1, there exists a ﬁnite sequence of
numbers {τ5,i}p+4i=3 such that
1> τ5,3 > τ5,4 > τ5,5 > · · · > τ5,p+4 > 0
such that
u′′(τ5,3) 0, u(i)(τ5,i) < 0 for i = 4,5, . . . , p + 4. (3.8)
If we repeat this procedure, then we can ﬁnally show that, for each j = 3,4,5, . . . ,n− p+1, there exists a ﬁnite sequence
of numbers {τ j,i}p+ j−1i= j−2 such that
1> τ j, j−2 > τ j, j−1 > τ j, j > · · · > τ j,p+ j−1 > 0
and
(−1) ju( j−2)(τ j, j−2) 0, (−1) ju(i)(τ j,i) > 0, i = j − 1, j, . . . , j + p − 1. (3.9)
In particular, we have
1> τn−p+1,n−p−1 > τn−p+1,n−p > · · · > τn−p+1,n > 0,
(−1)n−p+1u(n−p−1)(τn−p+1,n−p−1) 0,
and
(−1)n−p+1u(i)(τn−p+1,i) > 0, i = n − p,n − p + 1, . . . ,n. (3.10)
We see from (3.10) that (−1)n−p+1u(n)(τn−p+1,n) > 0. This contradicts (1.4).
In both cases we derived a contradiction. Therefore, it must be true that u(t) < 0 for t0 < t < 1. The proof of the lemma
is now complete. 
By slightly modifying the proof of Lemma 3.2, we can prove the following stronger version of Lemma 3.2.
Lemma 3.3. If u ∈ Cn−1[0,1] satisﬁes (3.1), (3.2), (3.3), and
(−1)n−pu(n−1)(t) is nondecreasing on [0,1], (3.11)
then u(t) < 0 for t0 < t < 1.
We say Lemma 3.3 is the stronger version of Lemma 3.2, because Lemma 3.3 does not require u ∈ Cn[0,1] and therefore
applies to a wider class of functions. For the same reason, Lemma 3.2 will be referred to as the weak version. In fact,
Lemma 3.2 has a “much-stronger” version which is given below.
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(−1)n−pu(n−2)(t) is concave upward on [0,1], (3.12)
then u(t) < 0 for t0 < t < 1.
The proofs of Lemmas 3.3 and 3.4 are omitted because they are very similar to that of Lemma 3.2.
Example 3.5. Let n = 2. In this case, Lemma 3.2 reduces to
(1) Suppose u ∈ C2[0,1] is such that u(0) = 0 and u′′(t)  0 on [0,1]. If u(t0) < 0 for some t0 ∈ (0,1), then u(t) < 0 for
t0 < t < 1;
Lemma 3.3, the stronger version reduces to
(2) Suppose u ∈ C1[0,1] is such that u(0) = 0 and u′(t) is non-increasing on [0,1]. If u(t0) < 0 for some t0 ∈ (0,1), then
u(t) < 0 for t0 < t < 1;
and, Lemma 3.4, the much-stronger version reduces to
(3) Suppose u ∈ C[0,1] is such that u(0) = 0 and u(t) is concave downward on [0,1]. If u(t0) < 0 for some t0 ∈ (0,1), then
u(t) < 0 for t0 < t < 1.
All three statements are correct.
Many lemmas and theorems in the rest of the paper — including Lemmas 3.6, 3.7, 3.8, 3.9, 3.11, and 3.12, and Theo-
rems 3.14, 4.2, and 4.3 — have a stronger version and a much-stronger version. However, to save some space, for each of
these lemmas and theorems, we state and prove the weak version only.
Lemma 3.6. If u ∈ Cn[0,1] satisﬁes (1.4), (3.1), (3.2), and
h(t0) > 0 for some t0 ∈ (0,1), (3.13)
then u(t) > 0 for 0< t < t0 .
Lemma 3.7. If u ∈ Cn[0,1] satisﬁes (1.4), (3.13), and
u(i)(1) = 0 for 0 i  n − p − 1, (3.14)
if p  2, then u(i)(0) = 0 for 0 i  p − 2, (3.15)
then u(t) > 0 for t0 < t < 1.
Lemma 3.8. If u ∈ Cn[0,1] satisﬁes (1.4), (3.14), (3.15), and (3.3), then u(t) < 0 for 0< t < t0 .
The proofs of Lemmas 3.6, 3.7, and 3.8 are very similar to that of Lemma 3.2 and are therefore omitted. Lemmas 3.2,
3.6, 3.7, and 3.8 will play an important role in Section 4 when we prove the main results of this paper. The next lemma is
a direct consequence of Theorem 1.2, which is due to Eloe and Henderson [4].
Lemma 3.9. Suppose that u ∈ Cn[0,1] satisﬁes (1.2) and (1.4). If there exists t0 ∈ (0,1) such that u(t0) > 0, then u(t) > 0 for
0< t < 1.
We note that Lemma 3.9 can also be obtained by combining Lemmas 3.6 and 3.7. One of the implications of Lemma 3.9
is that if u ∈ Cn[0,1] satisﬁes (1.2) and (1.4), then either u(t) ≡ 0 on [0,1], or u(t) > 0 for 0 < t < 1. The case u(t) ≡ 0 is
trivial, and we will focus on the other case, that is, u(t) > 0 for 0< t < 1, in the rest of the section.
Lemma 3.10. Suppose that u ∈ C2[0,1], u(0) = u(1) = 0, u′′(t) 0 on [0,1], and u(t) > 0 for 0 < t < 1. If t0 ∈ (0,1) is such that
u′(t0) = 0, then u′(t) 0 for 0< t < t0 and u′(t0) 0 for t0 < t < 1.
The proof of Lemma 3.10 is simple and therefore omitted.
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u(t) > 0, 0< t < 1. (3.16)
If t0 ∈ (0,1) is such that u′(t0) = 0, then u′(t) 0 for 0< t < t0 and u′(t0) 0 for t0 < t < 1.
Proof. We shall prove u′(t)  0 for 0 < t < t0 ﬁrst. Assume to the contrary that there exists τ0,1 ∈ (0, t0) such that
u′(τ0,1) < 0. If we can show that this leads to a contradiction, then we are done.
We take three cases to continue the proof.
Case 1: If p = n − 1. In this case, we have
u′(0) = u′′(0) = · · · = u(n−2)(0) = 0
and u′(τ0,1) < 0. By arguments similar to the proof of Lemma 3.1, there exists a sequence of numbers {τ0,i}n−1i=2 such that
0< τ0,n−1 < τ0,n−2 < · · · < τ0,2 < τ0,1 < t0
and
u(i)(τ0,i) < 0, i = 1,2, . . . ,n − 1. (3.17)
Now we have (3.17) and u′(t0) = 0. By arguments similar to the proof of Lemma 3.1, we can show that there exists a
sequence of numbers {τ1,i}ni=2 such that
0< τ1,n < τ1,n−1 < · · · < τ1,3 < τ1,2 < t0
such that
u(i)(τ1,i) > 0, i = 2,3, . . . ,n. (3.18)
In particular, we have u(n)(τ1,n) > 0. On the other hand, (1.4) reduces to u(n)(t)  0, 0  t  1, which contradicts
u(n)(τ1,n) > 0.
Case 2: If p = 1. In this case, we have
u′(1) = u′′(1) = · · · = u(n−2)(1) = 0
and u′(t0) = 0. By arguments similar to the proof of Lemma 3.1, there exists a sequence of numbers {τ0,i}n−1i=2 such that
1> τ0,n−1 > τ0,n−2 > · · · > τ0,3 > τ0,2 > t0
and
u(i)(τ0,i) = 0, i = 2,3, . . . ,n − 1. (3.19)
Now we have (3.19), u′(t0) = 0, and u′(τ0,1) < 0. By arguments similar to the proof of Lemma 3.1, there exists a sequence
of numbers {τ1,i}ni=2 such that
1> τ1,n > τ1,n−1 > · · · > τ1,3 > τ1,2 > τ0,1
such that
(−1)iu(i)(τ1,i) > 0, i = 2,3, . . . ,n. (3.20)
In particular, we have (−1)nu(n)(τ1,n) > 0. On the other hand, (1.4) reduces to (−1)n−1u(n)(t) 0, 0 t  1, which contra-
dicts (−1)nu(n)(τ1,n) > 0.
Case 3: If n − p  2 and p  2. In this case, we have
u′(0) = u′′(0) = · · · = u(p−1)(0) = 0, (3.21)
u′(1) = u′′(1) = · · · = u(n−p−1)(1) = 0. (3.22)
Now we have (3.21) and u′(τ0,1) < 0. By arguments similar to the proof of Lemma 3.1, there exists a sequence of numbers
{τ0,i}pi=2 such that
0< τ0,p < τ0,p−1 < · · · < τ0,3 < τ0,2 < τ0,1
and
u(i)(τ0,i) < 0, i = 2,3, . . . , p. (3.23)
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of numbers {τ1,i}p+1i=2 such that
0< τ1,p+1 < τ1,p < · · · < τ1,3 < τ1,2 < t0
and
u(i)(τ1,i) > 0, i = 2,3, . . . , p + 1. (3.24)
Now we have (3.24), u′(t0) = 0, and u′(1) = 0. By arguments similar to the proof of Lemma 3.1, there exists a sequence of
numbers {τ2,i}p+2i=2 such that
0< τ2,p+2 < τ2,p+1 < · · · < τ2,3 < τ2,2 < 1
and
u′′(τ2,2) = 0, u(i)(τ2,i) < 0, i = 3,4, . . . , p + 2. (3.25)
Now we have (3.25) and u′′(1) = 0. By arguments similar to the proof of Lemma 3.1, there exists a sequence of numbers
{τ3,i}p+3i=3 such that
0< τ3,p+3 < τ3,p+2 < · · · < τ3,4 < τ3,3 < 1
and
u′′′(τ3,3) = 0, u(i)(τ3,i) > 0, i = 4,5, . . . , p + 3. (3.26)
If we continue this procedure, then we can ﬁnally show that, for each j = 2,3,4,5, . . . ,n − p, there exists a ﬁnite
sequence of numbers {τ j,i}p+ ji= j such that
0< τ j,p+ j < τ j,p+ j−1 < τ j,p+ j−2 < · · · < τ j, j+1 < τ j, j < 1
such that
u( j)(τ j, j) = 0, (−1) ju(i)(τ j,i) < 0, i = j + 1, j + 2, . . . , p + j. (3.27)
In particular, we have (−1)n−pu(n)(τn−p,n) < 0. This contradicts (1.4).
We have shown that we can derive a contradiction in each of the three cases. Therefore, it must be true that u′(t) 0
for 0< t < t0.
In a very similar manner, we can show that u′(t) 0 for t0 < t < 1. The proof of the lemma is now complete. 
Lemma 3.12. Let n 3. If u ∈ Cn[0,1] satisﬁes (1.2), (1.4), and (3.16), then u′ has a unique zero c in (0,1).
Proof. Since u satisﬁes (1.2), we have u(0) = u(1) = 0. By the MVT, there exists c ∈ (0,1) such that u′(c) = 0.
Assume to the contrary that there exist two numbers c0 and c1 such that 0 < c0 < c1 < 1 and u′(c0) = u′(c1) = 0. By
Lemma 3.11, we have u′(t) 0 for 0< t < c1 and u′(t) 0 for c0 < t < 1. Hence u′(t) ≡ 0 for c0  t  c1. This implies that
u′(ci) = u′′(ci) = · · · = u(n−1)(ci) = 0, i = 0,1.
Since n  3, there are two possible cases — either p  2 or n − p  2. Since the two cases can be handled in a very
similar way, we assume, without loss of generality, that n − p  2 in the rest of the proof.
So we have n − p  2. Since
u′(c1) = u′′(c1) = · · · = u(n−1)(c1) = 0, u(c1) > 0,
and u(1) = 0, there exists a sequence of numbers {τ1,i}ni=1 such that
1> τ1,1 > τ1,2 > τ1,3 > · · · > τ1,n−1 > τ1,n > c1
and
u(i)(τ1,i) < 0, i = 1,2, . . . ,n. (3.28)
In particular, we have u(n)(τ1,n) < 0. Now we have
u(i)(τ1,i) < 0, i = 1,2, . . . ,n − 1 (3.29)
544 B. Yang / J. Math. Anal. Appl. 390 (2012) 535–548and u′(1) = 0. By arguments similar to the proof of Lemma 3.1, there exists a sequence {τ2,i}ni=2 such that
1> τ2,2 > τ2,3 > · · · > τ2,n−1 > τ2,n > τ1,n−1
and
u(i)(τ2,i) > 0, i = 2,3,4, . . . ,n.
In particular, we have u(n)(τ2,n) > 0. Now we have both u(n)(τ1,n) < 0 and u(n)(τ2,n) > 0. It is obvious that one of these
inequalities contradicts (1.4).
The proof of the lemma is now complete. 
In 1997, Eloe and Henderson [4] proved the following result.
Lemma 3.13. If u ∈ Cn[0,1] satisﬁes (1.2) and
(−1)n−pu(n)(t) > 0, 0< t < 1,
then u′ has a unique zero c in (0,1).
We point out that there is some difference between Lemma 3.13 and Lemma 3.12. We note that Lemma 3.12 requires
(−1)n−pu(n)(t) 0 not (−1)n−pu(n)(t) > 0. In this sense, Lemma 3.12 slightly improves Lemma 3.13. A second difference is
that Lemma 3.13 holds in the case n = 2 while Lemma 3.12 does not hold in the case of n = 2 (see Example 3.15 below).
Combining Lemmas 3.11 and 3.12, we get
Theorem 3.14. Let n  3. Suppose that u ∈ Cn[0,1] satisﬁes (1.2), (1.4), and (3.16). Then there exists c ∈ (0,1) such that u′(c) = 0,
u′(t) > 0 on (0, c), and u′(t) < 0 on (c,1).
We point out that Theorem 3.14 does not hold for the second order case (that is, n = 2 and p = q = 1). Below is a
counterexample.
Example 3.15. Consider the function φ : [0,1] → [0,1],
φ(t) =
⎧⎨
⎩
1+ 8(t − 1/2)3, if 0 t  1/2,
1, if 1/2< t < 3/4,
1− 64(t − 3/4)3, if 3/4 t  1.
We have φ ∈ C2[0,1], φ(0) = φ(1) = 0, φ(t) > 0 for 0< t < 1, φ′′(t) ≡ 0 on [1/2,3/4], and φ′′(t) 0 for 0 t  1. However,
φ′ has inﬁnitely many zeros in (0,1).
4. New upper estimate
First, we deﬁne two auxiliary functions. Let
Y (t) =
{
H(n−1)
H(q−1)H(p) t
p(1− t)q−1, 0 t  1, if 2 q n − 1,
tn−1, 0 t  1, if q = 1,
Z(t) =
{
H(n−1)
H(p−1)H(q) t
p−1(1− t)q, 0 t  1, if 2 p  n − 1,
(1− t)n−1, 0 t  1, if p = 1.
It is easy to verify the following:
(1) If p > 1, then αp,q is the unique zero of Z ′ in (0,1), Z(αp,q) = 1, Z ′(t) > 0 on (0,αp,q), and Z ′(t) < 0 on (αp,q,1);
(2) If q > 1, then βp,q is the unique zero of Y ′ in (0,1), Y (βp,q) = 1, Y ′(t) > 0 on (0, βp,q), and Y ′(t) < 0 on (βp,q,1).
Lemma 4.1.We have
ap,q(t) =min
{
Y (t), Z(t)
}
, 0 t  1.
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Y (t) − Z(t) = H(n − 1)t
p−1(1− t)q−1
γ H(p − 1)H(q) (t − γ ),
where γ is deﬁned the same way as in Theorem 1.5. Therefore, we have
Y (t) > Z(t), γ < t < 1.
Z(t) > Y (t), 0< t < γ .
The lemma now follows immediately. The proof is now complete. 
If n  3 and u ∈ Cn[0,1] satisﬁes (1.2), (1.4), and (3.16), then by Lemma 3.12, u′ has a unique zero in (0,1). The next
theorem, which is the ﬁrst main result of this paper, provides some information about where the unique zero of u′ is.
Theorem 4.2. Suppose n 3. If u ∈ Cn[0,1] satisﬁes (1.2), (1.4), and (3.16), and c ∈ (0,1) is the unique zero of u′ in (0,1), then
αp,q  c  βp,q.
Proof. We shall prove αp,q  c ﬁrst.
If p = 1, then αp,q = 0, and the inequality αp,q  c is trivial. So we assume that p  2 in the rest of the proof of αp,q  c.
Assume to the contrary that 0< c < αp,q . If we deﬁne
h(t) = u(t) − u(c)Z(t), 0 t  1,
then
(−1)n−ph(n)(t) 0, 0 t  1, (4.1)
h(i)(0) = 0, 0 i  p − 2, (4.2)
h(i)(1) = 0, 0 i  n − p − 1. (4.3)
Since c ∈ (0,1) is the unique zero of u′ in (0,1), by Theorem 3.14, we have u′(t) > 0 on (0, c) and u′(t) < 0 on (c,1). Also,
we note that Z(αp,q) = 1 and Z ′(t) > 0 on (0,αp,q). Hence,
h(c) = u(c) − u(c)Z(c) > u(c) − u(c)Z(αp,q) = u(c) − u(c) = 0
and
h(αp,q) = u(αp,q) − u(c)Z(αp,q) = u(αp,q) − u(c) < 0. (4.4)
Now we have (4.1), (4.2), (4.3), and h(c) > 0. By Lemma 3.7, we have h(t) > 0 on (c,1). In particular, we have h(αp,q) > 0.
This contradicts (4.4). Thus we proved αp,q  c.
Next, we shall prove βp,q  c by using a “symmetry” argument. Let v(t) = u(1− t), 0 t  1. Since u ∈ Cn[0,1] satisﬁes
(1.2), (1.4), and (3.16), and c ∈ (0,1) is the unique zero of u′ in (0,1), we have
(−1)n−qv(n)(t) 0, 0 t  1,
v(i)(0) = 0, 0 i  n − p − 1,
v( j)(1) = 0, 0 j  p − 1,
and 1 − c is the unique zero of v ′ in (0,1). From the early portion of the proof we see αq,p  1 − c. This means c 
1− αq,p = βp,q . The proof is now complete. 
Now we are ready to prove our new upper estimate for positive solutions of the (p,n − p) conjugate problem.
Theorem 4.3. If u ∈ Cn[0,1] satisﬁes (1.2), (1.4), and (3.16), then
u(t) ‖u‖bp,q(t), 0 t  1.
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u(t) ‖u‖bp,q(t), αp,q  t  βp,q.
To prove the theorem, it suﬃces to prove
u(t) ‖u‖bp,q(t), 0 t  αp,q (4.5)
and
u(t) ‖u‖bp,q(t), βp,q  t  1. (4.6)
We shall prove (4.5) ﬁrst.
If p = 1, then αp,q = 0 and the inequality (4.5) is trivial. So we assume that p  2 in the proof of (4.5). Again, we note
that Z(αp,q) = 1. If we deﬁne
h(t) = u(t) − u(c)Z(t), 0 t  1,
then we have (4.1), (4.2), and (4.3). Let c ∈ (0,1) be the unique zero of u′ in (0,1). We have u′(t) > 0 on (0, c), and u′(t) < 0
on (c,1). Since αp,q  c, we have
h(αp,q) = u(αp,q) − u(c)Z(αp,q) = u(αp,q) − u(c) 0. (4.7)
To prove (4.5), it suﬃces to show that h(t) 0 on (0,αp,q). Assume to the contrary that h(t0) > 0 for some t0 ∈ (0,αp,q).
Since we have (4.1), (4.2), (4.3), and h(t0) > 0, by Lemma 3.7, we have h(t) > 0 on (t0,1). In particular, we have h(αp,q) > 0.
This contradicts (4.7). Thus we have proved (4.5).
By using a “symmetry argument”, we can prove (4.6). We leave the details of the proof of (4.6) to the reader. The proof
of the theorem is now complete. 
We note that when n = 4 and p = 2, Theorem 4.3 reduces to Theorem 1.7. When p = n − 1, Theorem 4.3 becomes
Theorem 1.8. Therefore, Theorem 4.3 includes Theorems 1.7 and 1.8 as special cases.
As we have pointed out earlier in this paper, both Theorems 4.2 and 4.3 have a stronger version and a much-stronger
version. We leave the details of the other two versions of Theorems 4.2 and 4.3 to the reader. Next, we shall prove the
much-stronger version of Theorem 1.5. The proof of the next theorem is included for the purpose to provide a second
approach to the lower estimate.
Theorem 4.4. If u ∈ Cn−2[0,1] satisﬁes (1.2), (3.12), and (3.16), then
u(t) ‖u‖ap,q(t), 0 t  1. (4.8)
Proof. The proof in the case when n = 2 is straightforward and therefore omitted. We assume n 3 in the rest of the proof.
Let c ∈ (0,1) be the unique zero of u′ in (0,1). We have u′(t) > 0 on (0, c), and u′(t) < 0 on (c,1).
First, we shall show that
u(t) ‖u‖Y (t), 0 t  c. (4.9)
Let
h(t) = u(t) − u(c)Y (t), 0 t  1.
Then we have
(−1)n−ph(n−2)(t) is concave upward on [0,1], (4.10)
h(i)(0) = 0, 0 i  p − 1, (4.11)
if n − p  2 then h(i)(1) = 0, 0 i  n − p − 2. (4.12)
We also have
h(c) = u(c) − u(c)Y (c) u(c) − u(c)Y (βp,q) = u(c) − u(c) = 0. (4.13)
To prove (4.9), it suﬃces to show that h(t) 0 on (0, c). Assume to the contrary that h(t0) < 0 for some t0 ∈ (0, c). Since
we have (4.10), (4.11), and (4.12), by the much stronger version of Lemma 3.2, we have h(t) < 0 on (t0,1). In particular, we
have h(c) > 0. This contradicts (4.13). This completes the proof of (4.9).
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u(t) ‖u‖Y (t) ‖u‖ap,q(t), 0 t  c. (4.14)
Then, by using a “symmetry argument” together with (4.9), we can prove that
u(t) ‖u‖Z(t) ‖u‖ap,q(t), c  t  1. (4.15)
Combining (4.14) and (4.15), we get (4.8). The proof of the theorem is now complete. 
We conclude this section with some upper and lower estimates for Green’s function.
Theorem 4.5. For each s ∈ (0,1), let ‖G(·, s)‖ = max0t1 |G(t, s)|. Then, for each s ∈ (0,1), we have
bp,q(t)
∥∥G(·, s)∥∥ G(t, s) ap,q(t)∥∥G(·, s)∥∥, 0 t  1. (4.16)
Proof. Fix s ∈ (0,1). Deﬁne
gs(t) = G(t, s), 0 t  1.
Then, according to [4], gs(t) ∈ Cn−2[0,1] satisﬁes
(−1)n−p g(n−2)s is concave upward on [0,1],
g(i)s (0) = 0, 0 i  p − 1,
g( j)s (1) = 0, 0 j  n − p − 1,
gs(t) > 0, 0< t < 1.
By Theorem 4.4 and the much-stronger version of Theorem 4.3, we have
bp,q(t)‖gs‖ G(t, s) ap,q(t)‖gs‖, 0 t  1.
The proof of the theorem is complete. 
5. Some further discussion
Each time we obtain a pair of upper and lower estimates for positive solutions of a boundary value problem, we face
the question of the sharpness of the estimates. It was proposed in [6] that we use a ratio — the ratio of the L1 norm of the
upper estimate to the L1 norm of the lower estimate — as a measure of the sharpness. We note that this ratio is always
greater than 1. If the ratio is close to 1, then the set of upper and lower estimates is sharp. If the ratio is much larger than
1, then the gap between the lower and upper estimates is large. If the large gap is due to the nature of the boundary value
problem, then there is nothing we can do. If the large gap is due to the inadequacy of the techniques used to obtained the
estimates, then we can try to improve our techniques and ﬁnd better upper and lower estimates.
For convenience of discussion, we introduce a notation for the ratio discussed above. In this section, if w1,w2 ∈ C[0,1]
are such that w1(t) > 0 on [0,1] and w2(t) > 0 on [0,1], then we deﬁne the ratio R(w1,w2) as
R(w1,w2) =
( 1∫
0
w1(t)dt
)( 1∫
0
w2(t)dt
)−1
.
In other words, R(w1,w2) is the ratio of the L1 norm of w1 to the L1 norm of w2.
According to Theorem 1.6, if u ∈ C2[0,1] satisﬁes (1.6) and (1.12), then u satisﬁes the estimates (1.13). Here, the upper
estimate is ‖u‖ and the lower estimate is min{t,1− t}‖u‖. We can easily calculate the ratio
R
(‖u‖,min{t,1− t}‖u‖)= 4.
This means that there is a gap between the upper and lower estimates. However, we all know that the estimates in (1.13)
are the best possible. So in this case, the gap is due to the nature of the boundary value problem.
To the best of our knowledge, as of the writing of this paper, the only known upper estimate for positive solutions of
the general conjugate problem (1.1)–(1.2) is the “natural” upper estimate
u(t) ‖u‖, 0 t  1.
Now we compare this natural upper estimate with our estimate bp,q(t)‖u‖. For one example, calculation shows that
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(‖u‖,b9,10‖u‖)= R(1,b9,10) ≈ 2.99,
which means the size of b9,10‖u‖ is about one third of the natural upper estimate ‖u‖. Some other numerical values of the
ratio are listed below:
R(1,b20,20) ≈ 4.511,
R(1,b30,30) ≈ 5.628,
R(1,b90,90) ≈ 10.118,
R(1,b200,200) ≈ 15.355.
Our impression is that the ratio R(1,bp,q) gets larger and larger as p → ∞ and q → ∞. These calculations show that our
estimate bp,q(t)‖u‖ improves the natural upper estimate ‖u‖ signiﬁcantly.
Next, we compare our upper estimate bp,q(t)‖u‖ with the lower estimate ap,q(t)‖u‖ in Theorem 1.5. Calculation shows
that
R(b2,8,a2,8) ≈ 1.97,
R(b10,10,a10,10) ≈ 1.43,
R(b100,100,a100,100) ≈ 1.1194,
R(b300,300,a300,300) ≈ 1.0673.
Since R(b300,300,a300,300) ≈ 1.0673, the size of b300,300 is only 6.73% large than that of a300,300. This means that both the
upper estimate b300,300(t) and the lower estimate a300,300(t) are quite sharp. Our impression is that the ratio R(bp,q,ap,q)
gets closer and closer to 1 as p → ∞ and q → ∞, and this means the gap between bp,q(t) and ap,q(t) gets smaller as p
and q increase. This is another positive feature of the estimates bp,q(t) and ap,q(t).
We list here two open problems associated with the above comparisons.
Open Problem 1. Is it true that R(1,bp,q) → ∞ as p → ∞ and q → ∞?
Open Problem 2. Is it true that R(bp,q,ap,q) → 1 as p → ∞ and q → ∞?
We are positive that the answers to both questions are “yes”. However, we choose not to tackle the two problems in this
paper. We will try to solve them on a later occasion.
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