We carried out a series of numerical simulations in a complex 3-D resistivity model to investigate the feasibility of using controlled-source electromagnetics on land for monitoring changes in a hydrocarbon reservoir during production. Displacement of oil by saline water injection changes the resistivity. The modelling allows a comparison of the measured timelapse EM signal to various sources of noise that can be expected in a field experiment, for instance, magnetotelluric signals, repeatability errors and near-surface resistivity changes caused by seasonal variations. Our estimates show that land CSEM monitoring should be feasible, though not easily, for the example considered here, a thick reservoir at a depth of about 1 km. The trade-off between signal strength and repeatability errors requires the source to be located at some distance from the reservoir. Measurements in a monitoring well suffer less from surface noise. Measuring the vertical electric component in a well, placed at some distance from the reservoir, provides the best result.
I N T RO D U C T I O N
The controlled-source electromagnetic (CSEM) method for hydrocarbon exploration was introduced in the 1980s by the Scripps Institution of Oceanography (Cox 1981; Cox et al. 1986; Evans et al. 1991) , the University of Toronto (Cheesman et al. 1987) and Cambridge University (Evans et al. 1991) . Commercial acceptance was reached much later Ellinsgrud et al. 2002) . Since then, the marine CSEM method received more and more attention from the oil and gas industry. CSEM surveys on land have a longer history and have been carried out in, for instance, Russia, China and India (He et al. 2007; Strack & Pandey 2007) . In some cases, CSEM measurements were used as the only exploration tool. In other, it complemented seismic surveys by providing an indication of the resistivity of targets identified by seismic imaging Darnet et al. 2007; MacGregor et al. 2007 ). This information can improve the probability of success in hydrocarbon exploration. Marine CSEM measurements are mostly processed in the frequency domain, whereas for land applications, both the time domain and the frequency domain are used.
A potential application of controlled-source EM is monitoring a hydrocarbon reservoir during the recovery process. Oil production with water flooding or steam injection, for instance, creates resistivity changes in the subsurface. These changes occur primarily in the reservoir. Smaller effects may be caused by changes in the near surface. A central question in EM monitoring is whether or not resistivity changes in the reservoir are detectable, and if so, if the value of that information is worth the effort compared to more established methods as time-lapse seismic measurements (Landrø et al. 2003; Vasco et al. 2008 ) that provide far better resolution, but not necessarily of the same quantity. In the EM case, spatial resolution will always be poor due to the diffusive character of EM signals in the earth at the low frequencies required to reach sufficient depth (Ward & Hohmann 1987) . However, EM measurements are more sensitive to fluid properties than seismic measurements, especially when comparing highly resistive oil to low-resistivity brine. Although it would be interesting to compare or combine the CSEM data with other geophysical data sets, we do not consider that here. Instead, we focus on the feasibility of CSEM reservoir monitoring.
Several authors have undertaken an assessment of the feasibility of CSEM monitoring, for example Lien & Mannseth (2008) , Orange et al. (2009) and Black & Zhdanov (2009) . They all presented a modelling study of the CSEM monitoring problem for marine applications. Lien & Mannseth (2008) and Black & Zhdanov (2009) employed a 3-D integral-equation method to model the time-lapse effect of the flooding front during water injection into an oil reservoir. Orange et al. (2009) used an accurate 2-D finiteelement modelling code to study several scenarios for depleting a reservoir, including lateral and bottom flooding, stacked reservoirs, and partial depletion. Here, we use a 3-D finite-volume code to study oil displacement by a water drive in a complex 3-D resistivity model and to assess if time-lapse changes are detectable with the land CSEM method.
From a practical point of view, monitoring the reservoir onshore is much easier than offshore, although the noise influence on EM data could be much stronger compared to the marine case. Also, the accessibility of certain land areas may be restricted. In a marine environment with EM detectors on the sea bottom, the presence of several hundreds of metres of salt water will shield magnetotelluric and man-made EM signals, at least at higher frequencies. Also, source and receiver coupling are less of an issue. On the other hand, sea water currents create electric disturbances that increase the amount of background noise. On land, source and receiver coupling is a problem, as are natural and cultural sources of EM 'noise'. Land measurements are also susceptible to near-surface effects due to seasonal and diurnal changes, weather conditions such as rainfall and frost, and variations in ground water level. Both on land and in the sea, instrument noise and dynamic range play a role. Differences in positioning and variations in instrument properties cause repeatability errors. Still, a relative accuracy of the order of one percent should be feasible with careful and extensive calibration and pre-processing.
In this paper, we present a modelling study with the aim to investigate the potential use of land electromagnetic measurements for reservoir monitoring. We selected a reasonably complex geological model. In that model, we conducted numerical experiments to study the sensitivity of EM data to changes in an oil-bearing reservoir due to water injection. We assume that the CSEM measurements are available in the frequency domain. We considered measurements with sources and receivers at the surface as well as an acquisition geometry with sources at the surface and receivers in a monitoring well. We included noise and repeatability errors to assess the feasibility of land CSEM reservoir monitoring.
The outline of the paper is as follows. We first review the governing equations in the frequency domain, their discretization, and the solution method. Next, we describe the 3-D model with the oil reservoir. We then investigate various aspects of CSEM monitoring, such as the choice of frequency and the effect of the position of the source on the time-lapse data. After examining the surface-tosurface case, we consider sources at the surface and receivers in a monitoring well. The effect of various kinds of noise, both additive and multiplicative, is studied in Section 6 and affects the choice of acquisition geometry.
M E T H O D
In this section, we review the governing equations, their finitevolume discretization, and the numerical solution method. The electromagnetic wavefields are the electric field,Ê(x, t), and the magnetic field,Ĥ(x, t). Here x = (x 1 , x 2 , x 3 ) denotes the Cartesian coordinate vector and t is time. As usual, the x 3 -axis is pointing downward. We define the temporal Fourier transform of a spaceand time-dependent vector field E (x, t) as
where i is the imaginary unit and ω the angular frequency. The behaviour of electric field in conducting media can be described by Maxwell's equations and Ohm's law (cf . Ward & Hohmann 1987; Griffiths 1999; Jackson 1999) . In the frequency domain at an angular frequency ω, these can be combined into
where J s (x, ω) denotes the current source. The parametersσ (x) = σ −iω 0 r , with σ (x) the conductivity, r (x) the relative permittivity, μ r (x) the relative permeability and 0 and μ 0 their absolute values in vacuum. The magnetic field, H, follows from the relation
To compute a numerical solution of eq. (2) for a given conductivity and source term, we discretized the equations on a tensor-product Cartesian grid allowing for grid stretching. Here, we employed the Finite Integration Technique (Weiland 1977) , which can be considered as a finite-volume generalization of the scheme by Yee (1966) . The discretization starts with a grid of block-shaped cells. The three electric field components are represented as average value on edges, the x-component on edges parallel to the x-direction and likewise the y-and z-component parallel to their corresponding directions.
Perfectly electric conducting (PEC) boundary conditions, namely E ×n = 0 with n the normal to the boundary, are used where the model is truncated. To avoid undesirable boundary effects, we added a boundary strip of about five skin depths around the model. For the air layer, an even thicker layer is added. Grid stretching is necessary to balance the need for an accurate solution around the area of interest and the limitations of available computer memory. Several conflicting requirements guide the choice of the grid. We refer to the paper by Plessix et al. (2007) for more details.
Discretization of the system of eq. (2) together with the PEC boundary conditions leads to a linear system of the form
where L h is the discrete Maxwell operator, E h the vector of the discrete values of the electric field and f h the source vector. The matrix L h is large, symmetric but not Hermitian, and sparse. We solved the discrete equations with an iterative method, BiCGSTAB2 (van der Vorst 1992; Gutknecht 1993), preconditioned by a multigrid solver (Mulder 2006) . The method is matrix-free: we never explicitly form the large sparse linear matrix that describes the discretized problem but only evaluate its action on the latest estimate of the solution, thereby reducing storage requirements. For applications of this solver, we refer to Mulder (2006) , Plessix et al. (2007) and Mulder et al. (2008) .
In addition, we applied the well-known primary-secondary field formulation, described here for completeness. In this formulation, the electrical field E is expressed as the sum of a primary and secondary component. The primary field is obtained for a background model and should be easy to compute, whereas the secondary field can be computed as follows. Eq. (2) in operator notation reads
where
r ∇×, and f = − iωμ 0 J s . Suppose we have a background model σ b and electric field E b that satisfies
By letting E = E b + E s where E s is the secondary solution that we want to compute, Eq. (4) can be rewritten as
This separation can be performed because the operator L σ is linear with respect to the field E. Since the operator L is also linear with respect to the model parameter σ , the first term on the left-hand side can be expressed as
Then, by substituting eq. (5) into eq. (6), we obtain the system of equations for the secondary solution,
The secondary system of equations is the same as the original one except for the source term. The primary-secondary field formulation does not change the convergence speed of the iterative method, but may provide more accurate results, for instance, when the source resembles a delta Land CSEM reservoir monitoring in a complex 3-D model 743 function. In that case, the solution will be singular close to the source and a rather fine grid will be required to resolve the singular behaviour of the electric field. The primary-secondary formulation allows for an analytical treatment of the source singularity and, therefore, does not require very small cells close to the source point. We used the exact solution for a homogeneous half space (Raiche & Coggon 1975 ) with a resistivity equal to that at the source location as the primary field.
B A S E M O D E L
As a starting point for studying the monitoring problem, we modified the SEG/EAGE Overthrust model (Aminzadeh et al. 1997 ) to obtain a realistic and complex subsurface resistivity, replacing velocities by resistivities according to ρ = (v/1700) 3.88 , as suggested by Meju et al. (2003) . Here, v is the velocity in metres per second and ρ the resistivity in Ohm metre. The model has a size of 20 km × 20 km × 4.7 km.
In the 3-D model, we selected one part as an artificial reservoir sand that contains oil and water. We then defined two different states, the initial condition of the reservoir and a later state where part of the oil has been replaced by water. For simplicity, we assumed that the recovery process only affects the configuration of oil and water in the reservoir, so that the differences in the time-lapse data are entirely due to changes in this part. We start with this idealized situation and will make modifications later on. Fig. 1 shows a vertical slice through the model at y = 3000 m for two different states, the initial condition of the reservoir and a later state where the oil-water contact has risen 100 m after water injection. We will start with the assumption of 100 per cent sweep efficiency, meaning perfect replacement of oil by water. Archie's law (Archie 1942) relates the in situ resistivity of sedimentary rock to its porosity and water saturation by
where φ denotes the porosity, ρ t the resistivity of the fluid saturated rock, ρ w represents the resistivity of the water, and S w the water saturation. The constants m and n are the cementation and saturation exponents, respectively. Archie (1942) found that m is approximately 1.8-2.0 for consolidated sandstones and 1.3 for clean, unconsolidated sands. He also determined that the saturation exponent is approximately 2.0. If we use 2.0 for both constants m and n and assume that the saturated rock has a porosity of 40 per cent and a water saturation of 100 per cent, we obtain a resistivity of about 2 Ohm m, given a resistivity of 0.33 Ohm m for the salt water injected during the recovery process. The resistivity in the oil-bearing part of the reservoir sand is set to 100 Ohm m. We added extra boundary strips of about five skin depths in the x-and y-directions and at the bottom of the model to avoid undesirable boundary effects. The skin depth at a frequency f is 1/ √ π f σ μ, where σ is the conductivity and μ the permeability. In our case, σ is set to 0.5 S/m and μ is set to its vacuum value, μ 0 = 4π 10 −7 H/m. On the top of the model, we added an air layer with resistivity value of 10 11 Ohm m and a thickness of about 40 km. We defined a computational grid with 128 by 128 by 128 cells, leading to over 2 million grid points with about 6 million unknowns. The cell widths of the stretched grid varied from 25 m to about 5 km. A finer grid would increase the computational time. Later on, we will assess the numerical accuracy by comparing results for 128 3 and 256 3 grid cells.
S U R FA C E -T O -S U R FA C E E M
We consider time-lapse EM effects due to resistivity changes during reservoir depletion with a water drive. We assume simple bottom depletion in which the oil-water contact has moved up 100 m as would happen as a result of water injection in the deeper parts of the reservoir by means of a horizontal well. We start with the assumption of 100 per cent sweep efficiency. Although this assumption is overoptimistic, the difference between 100 per cent and more reasonable sweep efficiency will not be too dramatic. This is because the resistivity contrast between mixture-saturated part and oil-bearing is still high. If, for example, the sweep efficiency is 40 per cent, Archie's law predicts a resistivity around 10 Ohm m for the rock that contains the oil-water mixture. This is still a small number compared to the resistivity of the oil-bearing part. Later on, we will show a comparison between 100 and 40 per cent sweep efficiency. We first determine the frequency that is most sensitive to the change in the reservoir. We measured the time-lapse change in a surface-to-surface configuration, placing both the source and the receivers on the surface. A unit dipole source in the x-direction is positioned at (2000, 11 375, 0) m. We placed a receiver at (7000, 11 375, 0) m and then computed the in-line electric field E 1 . Fig. 2 shows the in-line electric field components as a function of frequency. We observe the largest relative difference between 1 and 2 Hz, whereas the difference rapidly decreases above 2 Hz. The relative differences for frequencies above 5 Hz are smaller than 1 per cent because of the strong attenuation of high-frequency electromagnetic waves in the earth. Fig. 3 displays the amplitude behaviour of time-lapse difference for the in-line electric field measured on the surface. We still assume idealized conditions, that is, the difference is entirely due the resistivity change in the reservoir. The time-lapse resistivity changes are examined by considering the amplitudes of the absolute as well as the normalized differences of the electric field. Measuring the absolute differences is useful to identify domains with signal changes above the noise floor, which is independent of the signal strength, while measuring the normalized differences is useful to identify domains with signal changes that lie above a noise level and are proportional to the signal strength, such as the repeatability errors. The results in top panels of Fig. 3 show the effect of frequency on the absolute amplitude of the difference. The high frequency on the left provides a far better resolution than the lower frequencies to the right. The plots in bottom panels of Fig. 3 display the relative change | E 1 |/ |E 1 | 2 + |E 2 | 2 on a logarithmic scale. We impose a lower bound of 1 per cent for the multiplicative noise, because we assume that repeatability errors only allow for reliable measurements of relative differences above 1 per cent. We observe that the resistivity change at 10 Hz can hardly be detected, but that we have a clear effect above the reservoir at 1 and 0.1 Hz. Fig. 3 shows that at 10 Hz, the time-lapse change is more spatially confined to the reservoir region but that their amplitude is too small to be detectable because the attenuation is too strong at this high frequency.
As already stated, we used a computational grid with 128 × 128 × 128 cells, with cell widths varying from 25 m to about 5 km. Convergence, with a relative drop in the residual of 10 −7 , took about 30 minutes using a 2.2-GHz AMD Opteron with 16 GB of memory. We oversampled the result on a very fine grid using standard trilinear interpolation. To check if the result is accurate enough, we ran the same simulation but now with a finer grid of 256 × 256 × 256 cells. The number of iterations to reach convergence remained the same. Fig. 4 displays the amplitude behaviour of the in-line electric field with the initial model at 1 Hz using two computational grids. We observe that the responses display the same qualitative behaviour either with 128 3 or with 256 3 cells. There are certainly differences between those two results as indicated by the dashed line in Fig. 4 , but the values are relatively small and seem to be below 1 per cent. This is smaller than the assumed size of the repeatability errors. Fig. 5 displays the amplitude behaviour of time-lapse difference at 1 Hz using the two computational grids. Again, we observe that the results display the same qualitative behaviour for the result obtained with 128 3 or with 256 3 cells. Small differences can be observed in the absolute time-lapse variations, displayed in the two top panels of Fig. 5 , but the numerical errors are less obvious in the normalized time-lapse differences shown at the bottom. We conclude that it is sufficient for our purpose to use the computational grid with 128 3 cells. We refer to Mulder (2006 Mulder ( , 2008 and Mulder et al. (2008) for more details about the performance of the method.
So far, we considered only a source positioned at (2000, 11 375, 0) m. This source location may not be optimal. We ran the same experiment but now with different source positions along a line in the x-direction. We still considered the surface-to-surface configuration. The frequency was fixed at 1 Hz and the computational grid had 128 3 cells. The top-centre panel of Fig. 6 suggest that the source at x = 8000 m provides higher sensitivity. We observe that the absolute amplitude of the difference is higher than the result with the source at x = 4000 m or x = 14 000 m. However, we lose the time-lapse effect when we consider the relative change. The relative amplitudes in an area of about 2 km around the source location have become too small, as shown in the bottom-centre panel of Fig. 6 . This is caused by the fact that the near-field signals are dominated by the direct field. Repeatability errors in the strong field around the source will exceed the signal difference due to the resistivity changes in the reservoir. We obtain a better result for the source at x = 14 000 m, where the time-lapse variation, both in terms of the amplitude difference as well as in relative change, is spatially better confined to the reservoir region. These results suggest that we should place the source not too close to the target area. We repeated the experiment for sources along a line in the y-direction. The y position is now fixed at 14 000 m. The top panels of Fig. 7 display the effect on Figure 3 . The top panels display the time-lapse differences of the in-line electric field observed on the surface (top view) at frequencies of 10, 1 and 0.1 Hz, from left-to right-hand panels. The bottom panels display the normalized fields with amplitudes below 1 per cent suppressed, as these are assumed to be dominated by noise. the absolute amplitude change at x = 4000, 8000 and 14 000 m, respectively, whereas the bottom panels show the relative change.
These results confirm that there are optimal distances between source, receivers and target area. If the source is close to the receiver and the target, the signal will be dominated by the direct field. Note that we will use the term 'direct field' to denote the electric field generated in the absence of a time-lapse change. The change in reservoir properties can be considered, to first order, as a scatterer that produces an additional signal. At large distances from the source, the signal of the time-lapse change is becoming too weak. Acquisition optimization, which we have not undertaken, should take these observations into account.
In the previous experiments, we have assumed a 100 per cent sweep efficiency. This choice may be overoptimistic. We repeated the experiments for a sweep efficiency around 40 per cent, assuming that not all the oil is replaced by water. The resistivity of the swept oil is now set to 10 Ohm m instead of 2 Ohm m as in the case of 100 per cent sweep efficiency. Fig. 8 shows a vertical slice through the model at y = 3000 m before and after water injection. Fig. 9 displays the effect on the absolute and the relative change in the surface electric field for the same case as in Fig. 7 , but now with the 40 per cent sweep efficiency applied. The difference between 100 and 40 per cent sweep efficiency is not too dramatic in terms of the overall shape of the time-lapse difference, but the absolute and relative amplitudes become smaller, as expected.
M O N I T O R I N G W E L L
So far, we considered only the surface-to-surface configuration, placing both the sources and the receivers on the surface. This configuration is the most obvious one to use on land, but may suffer from resistivity changes in the near-surface environment, as will be considered in Section 6. We therefore investigated another type of configuration, similar to vertical seismic profiling (VSP), namely surface-to-borehole measurements with sources on the surface and receivers in a monitoring well. We ran a number of experiments to study the feasibility of reservoir monitoring with this acquisition geometry.
In a typical vertical borehole EM survey, logging tools are usually fitted with sensors that consist of a magnetic channel and a vertical electric channel measuring E 3 . The antenna for the horizontal electric channel will not fit. Nevertheless, we assume in our modelling study that all components can be recorded.
First, we looked for the component that is most sensitive to the reservoir change. We ran a simulation with the same configuration as in Fig. 6 . A unit dipole source in the x-direction was positioned on the surface at (4000, 11 375, 0) m. We select this position, because the source should not be too close to and also not too far away from the target. Of course, the position may not be optimal, but it is sufficient to start the investigation. The frequency was set to 1 Hz. The bottom-left panel of Fig. 6 shows that the strongest relative time-lapse change in E 1 occurs around x = 7000 m and y = 3000 m, so we placed the well at this position. The well location is marked by a circle in Fig. 10 , displaying a horizontal cross-section of the resistivity at the reservoir level with the reservoir clearly visible in dark blue. The black cross indicates the surface source location. Fig. 11 shows the response before and after water injection. The left-hand panel displays the resistivity log of the well. The Figure 11 . The left-hand panel displays the resistivity log in the well. The centre and the right-hand panel show, respectively, the electric and the magnetic field components for a dipole source in the x-direction at a frequency of 1 Hz. The dashed lines represent the initial fields, the drawn lines those after production. reservoir is visible between depths from about 1 km to 1.5 km. The dashed lines represent the initial resistivities, the drawn lines the resistivities after production. The sweep efficiency is assumed to be 100 per cent. The centre and the right panels of Fig. 11 display the electric and the magnetic field components in the well. The dashed lines represent the initial fields, the solid lines show the fields after production. The effect of oil displacement is visible in all electric and magnetic components and the largest changes occur close to where the resistivity has changed. However, if we would consider a shallow well, Fig. 11 suggests that the vertical electric field component, E 3 , captures the change best. This component is relatively easily measured in a vertical well. As in the surfaceto-surface configuration, a lower sweep efficiency will generate a smaller time-lapse change in the measured signal as can be seen in Fig. 12 , where we assumed a sweep efficiency of 40 per cent. Still, the effect of oil displacement is captured best by E 3 . A small effect also appears in H 2 , the magnetic field component in the y-direction. Note that the signature of E 3 on the bottom left-hand panel follows the resistivity log shown in the top right-hand panel.
Having established that measuring time-lapse changes of the vertical electric component, E 3 , appears to be the best option for a monitoring well, the question remains what a good location for the well would be. To answer this question, we examined vertical cross-sections of the time-lapse differences in the electric field components for different source positions. Fig. 13 displays vertical cross-sections of the time-lapse differences in the three electric field components for a source in the x-direction at (4000, 11 375, 0) m, as in Fig. 11 . We only show a single cross-section at y = 3 km. The left-hand panels display the absolute difference of E 1 , E 2 and E 3 , respectively, from top to bottom. The right-hand panels show the relative differences. We observe that the largest differences in E 1 and E 3 occur just below and above the reservoir. The differences for component E 1 extend all the way to the surface. This is a useful result, as the horizontal electric field components are easy to measure at the surface. For measurements in a well, the vertical component, E 3 , captures the change best, as can be seen in the bottom righthand panel of both Figs 11 and 13. We repeated the experiment for a different source positions on the surface, at (14 000, 4000, 0) m, the same position as in the left panels of Fig. 7 at some distance from the reservoir. The results are shown in Fig. 14 . We can see a behaviour similar to what we can observe in Fig. 13 .
At this point, it would seem that placing a vertical well through the reservoir appears to be a good way of capturing the change in the resistivity. With vertical, piston-like displacement, this a trivially true, but then a well-log would already be sufficient. If we want to monitor the reservoir as a whole, including lateral heterogeneities and variability in sweep efficiency due to variations in rock properties and faults, a single monitoring well in the reservoir may be less useful. In the experiments shown in Figs 13 and 14, the source was placed at some distance from the target. If, instead, we consider a source straight above the reservoir, a monitoring well in the reservoir is less useful as illustrated by Fig. 15 . Here, we placed the source on the surface at (7500, 8000, 0) m, precisely above the reservoir. Fig. 15 displays a vertical cross-section at y = 8 km.
We can see in the panels on the right-hand side that the relative time-lapse differences have become much smaller. This is due to the near-field signal being dominated by the direct field. Fig. 15 also shows that the relative change in the vertical component becomes larger for x larger than 14 km. This observation led us to consider a different type of acquisition.
Because the cost of drilling many wells is high, we want to look for an alternative, namely a walk-away survey, similar to a walk-away VSP in seismics, with a receiver in the well and sources placed at different positions on the surface. As we saw earlier that 750 Figure 13 . All panels display a vertical cross-section at y = 3 km with the same configuration as in Fig. 11 . The left-hand panels display the absolute difference of E 1 , E 2 and E 3 , respectively, from top to bottom. The right-hand panels display the relative difference. The dark-blue area between x = 6 and 8 km coincides with the reservoir. The source was placed at (4, 11.375, 0) km, above the reservoir. . All panels display a vertical cross-section at y = 8 km of the time-lapse change in each of the three electric components for the same configuration as in Fig. 11 , but with the source above the reservoir area at (7.5, 8, 0) km. the vertical electric component was the most sensitive to changes in the reservoir, we concentrate on that component.
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To avoid numerous computations for different sources at the surface, we used the source-receiver reciprocity theorem for the EM field (de Hoop 1995), interchanging the source and receiver positions. Instead of applying source current in the x-direction on the surface and measuring the vertical component E 3 in the well, we ran the experiment with a vertical-component current source in the well and measured E 1 on the surface. The results should be the same. We will use both points of view in the following discussion, but assume that sources are located on the surface and the receiver in the well for the actual experiment.
To study the walk-away configuration, we first placed a receiver in the well just above the reservoir at the position (6000, 2000, 900) m and measured the vertical electric component. The white circle in the left-hand panel of Fig. 16 shows the well location in map view. For the source positions, we simply took the entire surface of the model. The central panel of Fig. 16 displays the amplitude behaviour of the time-lapse difference for the vertical component, measured in the well for different source positions. We observe that the time-lapse change is spatially confined to the reservoir region, albeit with a low resolution. The strongest response appears when the source is placed close to the well. However, the picture changes completely when we consider the relative change, as shown in the right-hand panel of Fig. 16 . The strong time-lapse signal in an area around the well location has disappeared. This effect is similar to what we found in the surface-to-surface configuration. If we take a closer look at the right-hand panel of Fig. 16 , we observe that the larger relative differences occur at some distance from the well, as evidenced by the red to dark red colours. We conclude that the right-hand panel of Fig. 16 suggests a well location at some distance from the target. We repeated the experiment for a different well position at (14 000, 6000, 900) m. The results are shown in Fig. 17 . We clearly obtain a better delineation of the change in the reservoir. The amplitude difference and the relative change are spatially better confined to the reservoir region.
If we use the same reasoning as for the surface-to-surface configuration, there should be an optimal distance between the well and the target area. If the source is close to the receiver and target, the signal will be dominated by the direct field. If the distance is too large, the signal is becoming too weak. We conclude that the walk-away configuration has a potential value for field experiments. Once a well has been drilled, this type of measurement is relatively easy to carry out with only one or a few receivers in the well and mobile source equipment.
N O I S E E S T I M AT E S
So far, we have assumed that the time-lapse difference of the electric field is mainly due to oil being displaced by water. In field surveys, the measurements will always be affected by noise and limitations of the recording equipment. Obviously, equipment and measurement errors should be made as small as possible, but are impossible to avoid. In his book, Strack (1992) lists possible sources of errors that can show up in field CSEM surveys. Some of them are caused by the choice of hardware system, other by resistivity changes in Figure 16 . The left-hand panel displays a horizontal cross-section of the resistivity at reservoir depth. The centre panel shows the absolute difference of E 1 , measured on the surface, for a dipole source in the z-direction at a position of (6, 2, 0.9) km. The frequency was set to 1 Hz. With the reciprocity theorem, the centre panel can also be interpreted as a result of placing a receiver in the well and placing a moveable source at a dense array of points on the surface. The white circle indicates the well location in map view. The right-hand panel shows the relative absolute difference of E 1 . Because of reciprocity, the same result will be obtained for dipole sources in the x-direction at the surface and a vertical antenna that measures E 3 in the well. 
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M. Wirianto, W. A. Mulder and E. C. Slob the near-surface and natural or man-made signals. In this section, we discuss the various types of 'noise' that can occur in a timelapse experiment and describe how they can be incorporated in the numerical experiments.
Near-surface effect
One type of repeatability error in time-lapse EM data is due to changes in the near-surface environment. In time-lapse CSEM, we cannot expect the near-surface environment to be the same between surveys. Frost, for instance, will increase the resistivity of the top soil and affect the time-lapse EM measurements. Topography and near-surface inhomogeneities also plays a role and can have a strong imprint on the CSEM data as shown, for example, by Li & Constable (2007) in a marine setting. Strack (1992) refers to the distortion caused by near-surface lateral discontinuities as a static shift and suggests a correction called the calibration factor. We refer to his book for more details. Here, we present an example that illustrates the effect of near-surface changes on time-lapse EM without the correction with the calibration factor. For simplicity, we only consider a resistivity change in the top soil due to, for instance, seasonal or diurnal temperature variations. Hayley et al. (2007) showed an empirical approximation of 1.8-2.2 per cent change in bulk electrical resistivity per
• C. In the context of agriculture and flood forecasting, the soil penetration of frost has been extensively studied, for example by Peck & O'Neill (1997) and DeGaetano et al. (2001) . The frost penetration typically reaches a depth of the order of a metre. In dry areas, precipitation will have a strong effect. Without being specific about the cause of the near-surface variation, we increased the resistivity by 5 per cent in the grid cells just below and adjacent to the surface. These cells had a cell height of 25 m. Fig. 18 displays the amplitude behaviour in the horizontal electric field components at 1 Hz for the same case as in Fig. 7 but with the near-surface resistivity increase included. Here the sweep efficiency is 100 per cent. The top panels of Fig. 18 show the effect of near-surface on the absolute amplitude change, whereas the bottom panels display the relative change. Although the presence of the near-surface effect produces a strong source imprint in the plots of the absolute difference, the relative changes are similar to those in Fig. 7 , where the near-surface effect was absent. Fig. 19 shows a vertical cross section of the absolute difference of E 1 , E 2 and E 3 at y = 3000 m for the same case as in Fig. 14 but with the near-surface resistivity increase included. Again, we can see the strong source imprint appearing in all three electric components. These results demonstrate that the source should be put at some distance from the target. If it is too close, the repeatability error in the strong signal close to the source will mask the desired signals from the depleted area.
Near-surface changes will also cause a source imprint in walkaway surveys with a monitoring borehole, as shown in the Fig. 20 , but the effect is relatively small and localized.
Repeatability errors
The second source of distortions in time-lapse EM data is due to incorrect amplitude measurements caused by receiver mispositioning and misalignment, improper definition of gain, receiver area, current, A/D offsets, etc. We refer to these differences as repeatability errors. In land EM surveys, the impact of these adverse effects can be reduced by better instrumentation and field procedures, as suggested by Strack (1992) . We assume that these differences still produce small changes in the time-lapse EM data. In the numerical experiments presented further on, we mimicked the repeatability errors by adding random numbers to the measured electric fields with a maximum amplitude of 1 per cent relative to the signal strength at each receiver. 
Measurement noise
Whereas repeatability errors tend to show up as multiplicative noise, there are various additive noise sources that also affect CSEM measurements. Examples are cultural interference, natural magnetotelluric signals, and instrument noise. Obviously, these should also be taken into account in our monitoring study.
In general, noise caused by cultural interference can be classified as periodic or sporadic noise. Periodic noise is mainly generated by man-made EM sources, such as power and telephone lines. Sporadic noise is caused by current surges in the power network, motion of magnetic material near the receivers, and so on. Although this noise in practice would pollute the wanted signals, its removal is not too difficult. Strack (1992) suggests the removal of the periodic noise with digital filters and of the sporadic noise by selective stacking techniques.
The magnetotelluric background comprises EM signals caused by natural sources as thunderstorms and interactions of the solar wind with the ionosphere and magnetosphere. Between 10 kHz and 1 Hz, the MT signals are primarily caused by thunderstorms, whereas below 1 Hz they originate from magnetosphere pulsations. There is a signal gap between 0.1 and 1 Hz. The recorded signal will definitely suffer from this type of noise, but its impact can still be reduced by careful measurements and processing. One way to overcome the natural noise is by increasing the source moment to a level where the desired time-lapse signal is large enough compared to the level of the natural background noise. Reference measurements at a distance from the reservoir can also help to reduce the impact of magnetotelluric interference.
A recording instrument has a certain noise floor and a limited dynamic range. Typical values for marine applications can be found in papers by, for instance, Webb et al. (1985) and Flosadóttir & Constable (1996) . The noise level depends on the frequency and the antenna length. For land applications, the noise floor of the sensor can be a bit higher than the one for marine. Pedersen (1988) , for instance, mentions a noise floor density for the sensor of about 5 × 10 −9 V (m √ Hz) −1 at 1 Hz. For the electric field, this amounts to 5 × 10 −9 V m −1 if the measurements were carried out during 1 s. Here we divided the spectral noise density by the square root of the measurement duration. Although instrumentation has improved over the last 20 yr, we nevertheless adopt Pedersen's estimate. The noise floor is quite high compared to the size of the time-lapse differences shown in Fig. 3 . One way to overcome the noise is by increasing the source moment, as is also done for reducing the effect of MT signals. In the numerical experiments, we chose a noise amplitude of 10 −11 V m −1 . This is relatively low compared to Pedersen's value. To have the same behaviour using Pedersen's value, that would require the source moment approximately 100 times larger than the current source moment. Note that we assumed that cultural noise and natural MT background can be removed by pre-processing of the data. 
Incorporating noise into the modelling
We added the effect of various sources of noise, except the nearsurface effect, to the numerical modelling results in the following way.
(i) We first calculate the electric field for the configuration that represents the resistivity model before production. We assumed a 20 A current source, as typical in land EM experiments. In the earlier experiments, we considered only the unit source.
(ii) At each receiver, we then generate a random number with a maximum amplitude of 10 −11 V m −1 and add this to the recorded field.
(iii) We include the repeatability error by adding a random number with a maximum amplitude of 1 per cent relative to signal strength at each receiver.
(iv) We repeat the above three steps for the configuration that represents the resistivity model after production.
(v) We include a 6-decade dynamic range of the recording by suppressing data outside the range of 10 −13 to 10 −7 V m −1 . Fig. 21 displays the difference in absolute amplitudes of the electric field component E 1 for various source positions. Here we applied 100 per cent sweep efficiency as used in Fig. 7 . Although the noise dominates the signal, we can still observe the changes in resistivity above the reservoir.
If we take a closer look at Fig. 21 , we observe that different parts of reservoir are illuminated for different source positions. This suggests stacking of the EM data for different source positions to recover the shape of the reservoir. Fig. 22 shows the average after stacking data from the four source locations displayed in Fig. 21 . Although the source imprint remains, the shape of the reservoir is better defined.
C O N C L U S I O N S
We have studied the effect of resistivity changes due to oil production on land CSEM measurements for a complex geological model. We considered a surface-to-surface acquisition geometry as well as a surface-to-borehole configuration with a vertical monitoring well. The results show that the resistivity change due to displacing oil by brine can produce a small but measurable change in the CSEM response. How well the time-lapse change is confined to the area above the resistivity change, depends on the placement of the sources and receivers. The results suggest that there are optimal distances between sources, receivers and the target area. If the source is close to the receiver and the target, the signal will be dominated by direct field and the time-lapse signal will be masked. If the distance is too large, the time-lapse signal will become too weak to be detected. This implies that the acquisition can be optimized for a given target configuration.
An alternative acquisition geometry consists of a single vertical monitoring well and sources at various surface positions. Our results for this walk-away setting suggest that the technique can be an attractive choice if the vertical electric component is measured in the well. Our study suggest that for the land example considered here, the detection of time-lapse changes due to production by time-lapse EM measurements will require a repeatability error of 1 per cent or less, as well as proper removal of interfering coherent signals.
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