Inverse probability of treatment weighting (IPW) and targeted maximum likelihood estimation (TMLE) are relatively new methods proposed for estimating marginal causal effects. TMLE is doubly robust, yielding consistent estimators even under misspecification of either the treatment or the outcome model. While IPW methods are known to be sensitive to near violations of the practical positivity assumption (e. g., in the case of data sparsity), the consequences of this violation in the TMLE framework for binary outcomes have been less widely investigated. As near practical positivity violations are particularly likely in high-dimensional covariate settings, a better understanding of the performance of TMLE is of particular interest for pharmcoepidemiological studies using large databases. Using plasmode and Monte-Carlo simulation studies, we evaluated the performance of TMLE compared to that of IPW estimators based on a point-exposure cohort study of the marginal causal effect of post-myocardial infarction statin use on the 1-year risk of all-cause mortality from the Clinical Practice Research Datalink. A variety of treatment model specifications were considered, inducing different degrees of near practical non-positivity. Our simulation study showed that the performance of the TMLE and IPW estimators were comparable when the dimension of the fitted treatment model was small to moderate; however, they differed when a large number of covariates was considered. When a rich outcome model was included in the TMLE, estimators were unbiased. In some cases, we found irregular bias and large standard errors with both methods even with a correctly specified high-dimensional treatment model. The IPW estimator showed a slightly better root MSE with high-dimensional treatment model specifications in our simulation setting. In conclusion, for estimation of the marginal expectation of the outcome under a fixed treatment, TMLE and IPW estimators employing the same treatment model specification may perform differently due to differential sensitivity to practical positivity violations; however, TMLE, being doubly robust, shows improved performance with richer specifications of the outcome model. Although TMLE is appealing for its double robustness property, such violations in a high-dimensional covariate setting are problematic for both methods.
Introduction
Population-based treatment effects, i. e. the marginal contrast of outcomes from the same population under different counterfactual treatments, are of particular interest in epidemiological studies being conducted for health policy evaluation. Several methods have been developed for estimation of such marginal effects, in particular marginal structural models (MSM) using inverse probability weighting (IPW) and computationally intensive approaches such as G-computation [1] [2] [3] . Recently, a class of doubly robust estimators has been developed that beneficially employs efficient influence functions for the parameter of interest [4] . An interesting characteristic of both IPW and the doubly robust methods is their use of the inverse of the propensity score [4] . One such procedure for estimating marginal causal effects, named targeted maximum likelihood estimation (TMLE), was proposed by van der Laan and Rubin [5] [6] [7] [8] [9] . For estimation of the mean outcome under a fixed treatment regime, TMLE requires specification of both the treatment model and a conditional model for the outcome. TMLE is doubly robust meaning that only one of these two models has to be correctly specified, in the sense that it must correctly model the outcome or treatment as a function of a sufficient set of covariates, in order to obtain unbiased effect estimates [8] . Furthermore, TMLE has been shown to be locally efficient, meaning that the resulting estimator has minimum large-sample standard error when both models are correctly specified. For these reasons, TMLE is an appealing method to reduce bias due to model misspecification and to possibly increase precision of the effect estimate.
Simulation studies have been used to evaluate the performance of TMLE in certain study designs. For example, simulation has been applied in the context of time-to-event analysis considering different types of censoring [10, 11] . Simulation-based investigations have also been conducted in longitudinal data settings where the performance of TMLE was compared to that of other methods in the presence of time-varying confounding [12] [13] [14] [15] . Porter [16] conducted simulations in the common setting of a point-exposure study with binary outcome; we were interested in extending these results to administrative data with a large (e. g., >200) number of covariates, which we will refer to as "high-dimensional". We were also interested in determining whether the inclusion of "pure" treatment predictors that are independent of the outcome in the treatment model would be harmful in this context, and whether the inclusion of "pure" predictors of the outcome would be beneficial [17] [18] [19] .
Pharmacoepidemiologic studies are often conducted using administrative claims and clinical data that are routinely collected for non-research purposes by insurers and governments. Since these data are not research data, control for confounding may require a large number of covariates. In this setting, TMLE has not yet been widely implemented (although software for TMLE has been developed [20, 21] ). This lack of application may be due to the method's novelty and theoretical complexity. However, before applying the TMLE method in such studies, its performance should be fully assessed. One key assumption that may be particularly problematic for this type of data is the positivity assumption [22, 23] . The theoretical positivity assumption requires that the probability of receiving any level of treatment conditional on the covariates must be positive for each individual in the population. Near-, or practical, violations of the positivity assumption can occur when a specific combination of covariates and treatment is rare. Near violations of the positivity assumption and TMLE have also been investigated, in particular for study settings with a continuous outcome [24, 25] and TMLE has been implemented in several settings with binary outcomes [9, 26, 27] . However, for high-dimensional administrative data with binary outcomes, the consequences of a near positivity violation and TMLE have been less widely investigated and discussed. Collaborative TMLE [25, 28, 29] has been proposed to address positivity violations by variable selection for the treatment model; however, we limit this paper to the more widely used standard TMLE.
In this article, we review the conceptual idea and implementation of TMLE in a general point-exposure study with binary exposure and outcome. A comprehensive Monte-Carlo simulation study is conducted to evaluate the performance of TMLE compared to the IPW estimator and to verify its double robustness property. Moreover, a plasmode simulation study [30] incorporating real administrative data is used to assess the performance of TMLE in a high dimensional covariate setting emulating a typical pharmacoepidemiologic study.
Notation and assumptions
Assume that X is a (perhaps high-dimensional) vector of covariates and A and Y are binary indicator variables for the treatment status and the observed outcome, respectively. Let Y A=a indicate a patient's potential outcome under treatment A=a. In order to perform valid causal inference using IPW or TMLE, several necessary assumptions are needed. First, the so-called time ordering assumption is required: the covariates X precede treatment A and A precedes Y in time, and Y depends on A and X while A depends only on X. Taking only pre-treatment variables in X guarantees that one does not condition on collider variables (common effects of treatment and other covariates) which would potentially induce selection bias [31] . Second, the consistency assumption requires that an individual's potential outcome under the treatment he or she actually received is equal to his or her observed outcome; Y A=a = Y|A=a. Third, the conditional exchangeability assumption (also known as no unmeasured confounding) has to be made. Confounding occurs when Y and A share a common cause. The conditional exchangeability assumption states that the potential outcomes are independent of the observed treatment given measured covariates; Y A=a ⊥ A |X, that is, that X includes sufficient variables to account for common causes [32] . Last, as noted earlier, the positivity assumption is also necessary for all treatment levels a and observed covariate realizations x. Violations of this assumption can be either theoretical, when P(A=a|X=x) = 0, or practical, when( = |X = x) = 0 for some observed combination of a and x.
Inverse probability weighting
In point-exposure studies, the IPW estimator can be used to estimate marginal treatment effects in the presence of confounding. Each subject is assigned a weight equal to the inverse of the estimated probability of having received his or her own treatment, i. e. the inverse of the propensity score for a treated subject and the inverse of one minus the propensity score for an untreated subject. By weighting, a pseudo-population is created where the distribution of covariates is comparable across treatment groups [1] . Therefore, contrasts in marginal outcome between the treatment groups in this pseudo-population produce an unbiased estimate of the marginal treatment effect. A weighted unadjusted logistic regression for the outcome will produce an estimate of the marginal treatment effect. Including additional covariates (such as confounders or other risk factors) in the logistic model will produce an estimate of the conditional treatment effect. Due to the non-collapsibility of the odds ratio, these marginal and conditional effects are different quantities [33] .
Targeted maximum likelihood estimation
In brief, in a point-exposure study with binary exposure and outcome, implementing TMLE for the estimation of the marginal odds ratio consists of three steps [9, 20] . To estimate this odds ratio, we simultaneously target P(Y A=a =1) for a=0,1. Consistent estimation of the odds ratio requires that both of these parameters be consistently estimated.
Step 1: Initially, two probability models are specified and estimated based on the observed data: i) a model to predict the outcome given the treatment A and the covariates X (outcome model) and ii) a model to predict receipt of treatment A=a conditional on covariates X (treatment or propensity score model). Standard logistic regression is one possible and commonly used approach for fitting these two models; machine learning tools such as Super Learner may also be used [34] .
Step 2: A parametric update model is fit using an intercept free logistic regression including "clever covariates" and an offset equal to the fitted linear prediction from the initial outcome model. The clever covariate is derived based on the efficient influence function for the parameter of interest, and is defined as
in the binary case under consideration. This covariate can be estimated from the treatment model in step 1. The coefficient of the clever covariate is referred to as a fluctuation parameter. Consequently, the probabilities of the counterfactual outcomes are estimated with the predictions from the update model by setting everyone's exposure to A=a. This step aims to find a better model parameterizations to target an optimal bias-variance tradeoff for the parameters of interest P(Y A=a =1).
Step 3: The empirical mean of the predicted probabilities of the counterfactual outcome (computed in the previous step) is taken. The standard error of TMLE can be again estimated with the efficient influence function. The Wald-type 95 % confidence interval and the statistics for hypothesis testing can be calculated correspondingly. Once estimates of P(Y A=a =1) are calculated for both treatment levels, one can combine them to obtain an estimate of the marginal odds ratio:
. More detailed description of the theory of TMLE can be found in the literature [7, 9, 20] .
Simulation study A

Simulated data generation
In order to evaluate the performance of TMLE compared to that of the IPW estimator as well as to demonstrate the double robustness of TMLE, different model specifications were employed for both approaches. In all cases, we were interested in estimating the marginal odds ratio. We considered generating four types of binary covariates: a confounding variable (C) related to both the treatment and the outcome, an outcome predictor not related to the treatment (baseline risk predictor, BR), a treatment predictor not related to the outcome (instrumental variable, IV), and a noise variable (NV) neither related to the outcome nor to the treatment. These covariates were generated from Bernoulli distributions with probabilities equal 0.5. The treatment (A) was generated based on C and IV, with sampling probability ( = 1| , ) =
. The intercept β 0 A was chosen to make the prevalence of treatment approximately 0.5. Analogously, we generated the outcome (Y) as a function of A, C and BR with probability P (Y = 1|A, C, BR) =
. The intercept β 0 Y was chosen to obtain outcome prevalence of approximately 0.25. To consider two different scenarios, the coefficients (β C A , β C Y , β IV A , β BR Y ) for the respective covariates and treatment were set to ln (2) and subsequently (in a second scenario) to ln (5). The target of our analysis was the marginal odds ratio (OR), i. e.,
. The true values of the marginal odds ratios were 1.94 and 3.80 respectively in our two simulated scenarios, derived from simulations where both counterfactual outcomes were generated for every subject. A total of 100,000 subjects were considered and corresponding parameter settings were used for the two scenarios. The average estimates of the marginal odds ratios were then determined by taking the mean contrasts of the counterfactual outcomes in the logit scale over 1,000 simulations.
Sample size was set at n ∈ {500; 1000; 10, 000}. To investigate the impact of omitting different types of variables in either the treatment or the outcome model, we assessed the performance of TMLE in all 16 × 16 = 256 possible combinations of treatment and outcome model specifications, excluding interactions (Table 1) . We compared the performance of IPW estimation with that of the TMLE with an unadjusted outcome model for each of the 16 possible treatment model specifications. Stabilized weights for IPW were estimated using weighted logistic regression. Simulation of each data scenario was repeated 1,000 times and analyzed accordingly: we reported the empirical bias, standard error, mean squared error of the estimates achieved by the TMLE and IPW approach. 
Treatment model
T1
(intercept only model)
Note: *Outcome models (M1-M16) in TMLE included the treatment and the same 16 di昀ferent covariate combinations.
We will further refer to this simulation as "simulation study A". Table 2 show the bias and the root mean squared error (RMSE) for the estimates (ln OR) of the treatment effect for selected TMLE approaches, for the setting with sample size n=10,000 and model coefficients With the confounding variable C included in the outcome models (M2, M6, M7, M8, M12, M13, M14, and M16), TMLE always yielded unbiased treatment effect estimates regardless of the treatment model. When neither the confounder (C) nor the instrumental variable (IV) was included in the outcome models (M1, M3, M5, and M10), TMLE yielded unbiased estimates as long as the confounder (C) was included in the treatment models (T2, T6, T7, T8, T12, M13, T14, and T16). The estimates were biased with the other treatment models. In particular, inclusion of the IV in models without C (T4, T9, T11, T15) produced the largest bias. When the outcome models included IV but not C (M4, M9, M11 and M15), even when controlling for C in the treatment model (T2, T6, T8, T13), TMLE produces a small amount of finite-sample bias. Only the joint inclusion of C and IV in the treatment model (T7, T12, T14 and T16), i. e. modeling the treatment generating process correctly, produces an unbiased estimate of the effect in this finite sample. In other words, TMLE appeared to take longer to converge when the treatment model was estimated conditional only on confounders rather than the true set of generating variables when the outcome model was overfit to the instrumental variables. The left panel of Figure 3 displays the bias for TMLE with outcome model M4.
Simulation results
The results for RMSE are presented for the TMLE with outcome model M2, M1 and M4 in the corresponding right panel of the figures. The RMSE is minimal for TMLE providing C is included in the outcome model. Among the TMLEs with the outcome models M1, M3, M5 and M10 (in which both C and IV were excluded), estimators with treatment models that include both C and IV (T7, T12, T14 and T16) tend to yield slightly larger RMSE compared to those that include C but not IV. The RMSE is maximal when the treatment models include IV but not C (treatment model T4, T9, T11, T15). When the outcome models include IV but not C (M4, M9, M11 and M15), the RMSE is minimal with the joint inclusion of C and IV in the treatment model (T7, T12, T14 and T16) within TMLE.
In this simulation study, the IPW estimator had the same bias and RMSE when compared to TMLE with the same propensity score model specification and a marginal outcome model with only treatment included as a covariate (using a marginal, or otherwise limited, outcome model is not recommended, as it eliminates the opportunity for correct specification of the outcome model; however, we include these results for completeness). Moreover, adding the baseline risk (BR) variable in either the treatment or the outcome model did not result in obvious improvement for TMLE.
The results are similar for the other parameter setting ( , , , , =ln (2), n={500; 1,000}), although the contrasts between different models were less distinct for the smaller coefficients (results not shown).
6 Plasmode simulation study
Data sources
To further evaluate the performance of TMLE and IPW in high dimensional covariate settings with respect to estimation bias and precision, simulation studies were conducted to mimic a typical pharmacoepidemiologic study with known data generating process. Given the challenge of generating realistic high dimensional data, we used a plasmode simulation study [30] . A plasmode study starts with an existing cohort, so that associations between covariates reflect real-world patients. We then injected known signals (effects) into it. The true simulated effect was 0.72, a value based on a real word study of the effect of the statin use post-myocardial infarction (MI) on one-year risk of all-cause mortality. We will further refer to this simulation as "simulation study B". This is a retrospective population-based cohort study using the data from the Clinical Practice Research Datalink (CPRD) and Hospital Episode Statistics (HES). 32,792 patients aged 18 and older, and diagnosed as MI were drawn from the databases between April 1 st , 1998 and March 31 st , 2012. This cohort consists of 19,122 patients treated with statin and 13,671 patients not treated with statin within 30 days after the diagnosis of MI. All-cause mortality was evaluated as any death recorded in the databases during the one year follow-up period. A range of known potential confounders can be predefined from the study, including demographic characteristics (e. g., age, sex), time variables (e. g., year of cohort entry), clinical characteristics (e. g., smoking, alcohol use, obesity), comorbidities (e. g., diabetes mellitus, atrial fibrillation, coronary artery disease (recorded >30 days before the index MI), acute coronary syndrome, cerebrovascular disease, congestive heart failure, chronic obstructive pulmonary disease, hypertension, hypercholesterolemia, peripheral vascular disease, previous coronary revascularization, previous stroke, previous MI (recorded >30 days before the index MI), and previous medications prescribed (e. g., aspirin, angiotensin-converting enzyme (ACE) inhibitors, angiotensin receptor blockers (ARBs), beta-blockers, calcium-channel blockers, diuretics, fibrates, non-steroidal anti-inflammatory drugs (NSAIDs)). We also constructed variables for the number of prescriptions issued and the number of hospitalizations in the previous year, which are two proxies for overall health. Age, number of hospitalizations, and prescription count were categorized into groups and they were considered as dummy variables along with year of cohort entry. Additionally, 400 empirical covariates were identified as proxies for unmeasured confounding via the high-dimensional propensity score (hdPS) algorithm [36] [37] [38] [39] [40] [41] . This study (protocol number: 14_018) was approved by the Independent Scientific Advisory Committee of the CPRD and the Research Ethics Board of the Jewish General Hospital (Montreal, Quebec).
Exposure and outcome generation
The covariates from the real data example were directly applied in the simulations and the coefficients estimated from the real data were used as our parameter setting. The treatment and outcome were stochastically generated based on the estimated coefficients as retrieved from the real study data analysis. We let all the measured confounding covariates and the 400 empirical HDPS-selected variables be the complete set of confounding covariates (denoted as C). The treatment (denoted as A) was generated, similarly to the first simulation study, conditional on C. The parameter values for the intercept ( 0 ) and the covariates β C A were set as the corresponding estimated coefficients from the real data fitting a binary logistic propensity score model with response variable A and explanatory variables C. Therefore, the treatment variable (A) was generated from a Bernoulli distribution with P (A = 1|C) = exp(β 0 A +β
. Likewise, in the outcome model, the intercept β 0 Y , the coefficient of A (the conditional log odds ratio), and the coefficient of C ((β C Y )) were fixed at the corresponding estimates of the coefficients from the real study. Finally, we generated the outcome variable based on the previously generated A and the covariates C, with the probability ( = 1| , ) =
. The true marginal effect (OR) was derived from a contrast of the two marginal potential outcome probabilities, which were computed by using the true values of the parameters β 0 Y , β A Y and β C Y and simulating exposed and unexposed counterfactual outcomes for all subjects in the population. A varying number of covariates were defined by four nested covariate sets (Table 3) inducing different levels of confounding adjustment as well as different degrees of non-positivity. The null covariate set included no variables. The simple covariate set (C 1 ) included several predefined important confounders, including age, sex, obesity, smoking and history of diabetes. The intermediate covariate set (C 2 ) included C 1 and a variety of additional potential confounders defined in the last section. Finally, the full covariate set (C 3 ) included all pre-specified potential confounders (C 2 ) as well as 400 empirical variables selected by the HDPS algorithm. Sixteen TMLE and four IPW analyses were performed in this simulation, considering different model specifications (Table 3 ) for the treatment model in both approaches and also for the outcome model in the TMLE. In addition, to assess the methods under a more practical strategy with respect to extreme propensity score, all the analyses were repeated with truncation of the propensity score at 0.025 and 0.975. We set the sample size to the number of subjects in the real study (n=32,792). Due to computational intensity, the simulation and the analyses were limited to 500 generated datasets. 
Simulation results
The true marginal effect (OR) of the treatment in this simulation study is equal to −0.333. Based on the 443 simulation runs where all the TMLE and IPW estimators converged (out of a total of 500), the bias, the empirical standard error and the root mean squared error (RMSE) for the estimates of the marginal effects without truncation of the propensity score are presented in Table 4 . In the treatment generating process, 445 coefficients were directly applied from the real data example. The intercept was set to −4.55 and most of the coefficients were very small. The maximum coefficient was 2.1, and the minimum and maximum of the probability of treatment were 0.0006 and 0.9998 respectively. Therefore, full positivity violations did not occur. However, in the analyses of the simulated data, extreme estimated propensity scores were present when all the confounders (C 3 ) were included in the treatment model. Over the 500 simulation runs, 5.8 % of propensity scores were smaller than 0.025, while 14.1 % of propensity score were larger than 0.975. Near violations of positivity often occurred in the IPW estimator and TMLE when treatment models included the full covariate set. The distribution of the estimated propensity score and weights from all the simulations is presented in Table 5 and Table 6 . The distributions of the estimates from the 20 models without truncation are presented by the boxplots in Figure 1a . In this simulation, the results revealed the property of double robustness of TMLE. There was minimal bias if all the confounders (C 3 ) were included in either the treatment model or the outcome model. With unconditional outcome models (IPW1 to IPW4, TMLE1 to TMLE4), the IPW estimator and TMLE provided equal estimates and precision for non-adjustment and when adjusting for the simple covariate set (C 1 ). These estimates were largely biased because many important confounders were omitted. After adjusting for the intermediate covariate set (C 2 ), the effect estimated by IPW estimator had slightly smaller bias and standard error compared to the TMLE. These estimates were still biased since only the pre-specified confounders were included, although they were moved towards to the true effect. Adjusting for all present confounders (covariate set C 3 ), the TMLE yielded more bias and much larger RMSE compared to the IPW estimator. This result indicated that including a larger number of covariates in the TMLE treatment model, inducing a near violation of positivity, may lead to biased estimates and poor precision. Moreover, numerical problems (infinite fitted values) were observed with TMLE for 14 out of 500 simulation runs, perhaps due to overfitting of the treatment model. The plasmode simulation results show that with an unadjusted outcome model TMLE may perform worse than IPW when adjusting for a sufficient but high-dimensional set of covariates in the treatment model. Adjusting for predefined important confounders (the simple covariate set C 1 ) in the outcome model, approach TMLE5 with an unadjusted treatment model provided a similar estimate compared to TMLE2. Adjusting for all pre-specified confounders (the intermediate covariate set C 2 ) in the outcome model, the TMLE9 with an intercept only treatment model and the TMLE10 (treatment model including C 1 ) provided similar point estimates. Compared to TMLE3 (which only adjusted for C 2 in the treatment model), the standard errors were 50 % smaller. Adjusting for all confounders (the full covariate set C 3 ) in the outcome model, TMLE13 to TMLE15 provided considerably reduced bias and standard error compared to TMLE4, where C 3 was only adjusted for in the treatment model. This suggested that it might be more efficient to adjust for confounders in the outcome model rather than the treatment model when there is a near non-positivity issue. We found again that adjusting for a large number of covariates (C 3 ) in the treatment model was associated with larger standard errors and may be the result of near non-positivity. Noticeably, extreme propensity scores caused numerical convergence problems for TMLE. Numerical problems were experienced 2.8 %, 10.6 %, 3.2 % and 1.0 % of the time respectively for TMLE4, TMLE8, TMLE12 and TMLE16 among the 500 simulation runs (Table 4) . Among all the TMLEs that included C 3 in the outcome model, TMLE14 (including C 1 in the treatment model) provided the estimates with the lowest bias and the highest precision. Results with truncation of the propensity score are presented in Table 4 and the corresponding boxplots for the distributions of the estimates are presented in Figure 1b . Compared to the analyses without truncation, slightly more bias but better precision for IPW estimators that adjust for a large number of covariates (IPW3 and IPW4) was attained by truncation. On the other hand, the standard error as well as the bias were both largely reduced for TMLE that includes the full covariate set C 3 in the treatment model. Moreover, as was expected, all TMLE models with truncation of the propensity score avoided the numerical problems previously observed in the non-truncated case. In this simulation with truncation, TMLE with a marginal outcome model again yielded slightly larger bias and standard error compared to the IPW estimator when high dimensional covariates were considered.
Discussion
TMLE produces semi-parametric efficient estimators of marginal causal effects in a population. In this paper we have focused on the application of TMLE and its comparison to the IPW estimator in both low and high dimensional covariate settings. We used parametric models for the initial estimation of the probabilities of the outcome and treatment respectively. This was done to simplify the fitting process in a high-dimensional setting, but alternative (non-parametric) methods are also p. For example, cross-validation based machine learning approaches, such as the Deletion/Substitution/Addition (DSA) algorithm, can search over a large space of polynomial generalized linear models [42, 43] ; Alternatively, the Super Learner can be used to combine predictions over a set of candidate algorithms [34, 44, 45] .
Our comprehensive simulation study investigated several combinations of the treatment and outcome model specifications conditional on the baseline variables. We demonstrated the double robustness property of TMLE in basic finite sample settings. Double robustness enables consistent treatment effect estimation when either the propensity score or the outcome model is correctly specified on the full set of confounders. The IPW estimator and TMLE using an unadjusted outcome model performed equivalently in the absence of a near violation of positivity when using the same propensity score model. This result is perhaps not surprising, given that the two methods use the same information (the treatment model). When TMLE included a rich outcome model, bias was reduced.
Indeed, the positivity assumption was satisfied in simulation study A. The estimated propensity scores were always bounded between 0.07 and 0.93 in all the simulations. However, both methods experienced instability in a high dimensional setting when a large number of covariates were included in the propensity score model. Near practical violations of the positivity assumption caused problems when the propensity score model was over-adjusted. However, diagnostics for the propensity score should be performed in high dimensional settings. When near positivity violations are detected, TMLE's performance can be improved by truncation of the propensity score or by including the high dimensional covariates in the outcome model while keeping only a few covariates in the treatment model.
In the plasmode simulation studies (simulation study B), we showed that as the result of a near violation of the positivity assumption, extreme propensity scores, although correctly modeled, can lead to poor precision and biased estimates for both IPW and TMLE. They can even produce numerical instability for TMLE (specifically, prediction of infinite values). Positivity is an essential assumption and should be always verified in any analysis. Examination of the distributions of the propensity score and the weights is therefore recommended for both IPW and TMLE. The bias induced by such violations can be further assessed by using parametric bootstrap and simulation [46] . Furtherm TMLE and the IPW estimator perform differently in this setting even with the same modeling approach due to their different sensitivity to practical positivity violation. Although inverse weighting by the propensity score is used in both approaches, the involved estimating process is different. Within the IPW estimation approach, the propensity score is used to define the weights for creation of the pseudo-population. Large weights, however, can result if an extreme predicted probability (close to 0 or 1) does not correspond with the actual observed treatment status of an individual. Such inflated weights can have high impact on the analysis results thus leading to poor precision and/or biased effect estimates. In the TMLE procedure, the same inverse weights are embedded in the clever covariate, which enables estimation of parameters in the updating procedure, allowing for the subsequent computation of individual counterfactual outcome prediction. However, since the estimation equation is evaluated for each subject under both treatment and no treatment conditions, any extreme propensity score (close to 0 or 1) inflates the value of the clever covariates, and consequently causes unstable parameter estimation. Moreover, an extreme propensity score also has influence in estimating the parameter in the logistic parametric update model, consequently numerical non-convergence can occur due to a very unstable fluctuation parameter estimate.
Truncation of the propensity score may prevent poor precision with the price of minor bias [47] , and dataadaptive approaches have been proposed to select the level of truncation level minimizes the expected mean square error [48, 49] . There is an option in the TMLE function in R to specify an amount of truncation to avoid extreme estimated probabilities of receiving treatment [20, 21] . We provided results from additional analyses in which the propensity score was truncated at 0.025 and 0.975. The results indicate that the influence of the extreme propensity score can be controlled by truncation. Therefore, it should be carried out in practice especially for a high dimensional propensity score model. In our truncation analysis, IPW and TMLE (with a marginal outcome model) again performed differently. This again reflect the difference in the use of propensity score in these two estimating procedures. Collaborative TMLE [28] is an extension of TMLE that allows for the data-adaptive selection of covariates into the propensity score, potentially avoiding the non-convergence and variance inflation that we encountered. This is another potential solution for high-dimensional data analysis with near-positivity violations [8] .
Generalizability of the results and conclusions is a potential limitation in our plasmode simulation study. We did not assign a broad range of covariate distributions or parameter values. The covariates were instead derived directly from a real-world setting. The parameter values and the sample size are derived from the real-world study and then fixed for the simulation. Therefore, our simulation results are not necessarily representative of other settings and we cannot draw definitive conclusions about the comparison of the performance of TMLE and IPW estimators. However, this specific data setting is typical in a pharmacoepidemiologic study and has already provided useful insights and evaluation regarding the performance of TMLE in the high dimensional scenario.
In conclusion, TMLE and IPW estimators both use inverse propensity score weighting, but can perform differently. Both TMLE and IPW can be sensitive to violations of the positivity assumption; near-violations of this assumption are possible in high-dimensional covariate settings, and inference should be interpreted with caution. In such settings, TLME with a high-dimensional outcome model and a reduced treatment model may be a better alternative. Collaborative TMLE may be a useful alternative in these settings; further exploration of these methods is warranted.
