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Bulk FeSe is a special iron-based material in which superconductivity emerges inside a well-
developed nematic phase. We present a microscopic model for this nematic superconducting state,
which takes into account the mixing between s−wave and d−wave pairing channels and the changes
in the orbital spectral weight promoted by the sign-changing nematic order parameter. We show
that nematicity only weakly affects Tc, but gives rise to cos 2θ variation of the pairing gap on the
hole pocket, whose magnitude and size agrees with ARPES and STM data. We further show that
nematicity increases the weight of dxz orbital on the hole pocket, and increases (reduces) the weight
of dxy orbital on Y (X) electron pocket.
Introduction. Superconductivity in FeSe has attracted
a lot of attention recently because this material holds
the promise to reveal new physics not seen in other Fe-
based superconductors [1]. The pairing in FeSe emerges
at T ≤ 8 K from a state with a well-defined nematic
order, which develops at a much higher Ts ∼ 90 K.
Because nematic order breaks the C4 tetragonal sym-
metry down to C2, it mixes the s−wave and d−wave
pairing channels [2–4]. As a result, the pairing gap on
the Γ−centered hole pocket, ∆(θ), has both s−wave and
d−wave components, ∆(θ) = ∆1 + ∆2 cos 2θ, where ∆1
and ∆2 are C4−symmetric functions of cos 4θ. This gap
form is generic, but the relative sign between ∆1 and
∆2 depends on details of the pairing interaction and the
structure of the nematic order.
The cos 2θ gap anisotropy on the hole pocket (“h”
pocket in Fig. 1) has been probed recently by angle re-
solved photoemission spectroscopy (ARPES) [5–9] and
scanning tunneling microscopy (STM) [10, 11] measure-
ments. These probes have shown that (i) The gap is
larger along the direction towards the X electron pocket
made out of dyz and dxy orbitals, than towards the Y
pocket made out of dxz and dxy orbitals (Fig. 1); and
(ii) The magnitude of the gap on the X pocket correlates
with the weight of the dyz orbital component. This led to
the proposal [10] that the pairing glue in FeSe is orbital-
selective and predominantly involves fermions from the
dyz orbital.
To support this argument, Refs. [10, 12] analyzed the
pairing problem within BCS theory, using the static in-
teraction in the spin channel as the glue. They ar-
gued that the observed gap anisotropy can be reproduced
only if one phenomenologically re-calibrates the interac-
tions on dxz, dyz, and dxy orbitals and set the interac-
tion on the dyz orbital to be the strongest. This was
done by introducing phenomenologically different con-
stant Z−factors for each orbital. A constant Z does not
give rise to incoherence, but affects the magnitudes of the
interactions on different orbitals.
In this paper we reconsider this issue. We argue that
one has to distinguish the difference between dxy orbital
and dxz/dyz orbitals, and the difference between dxz and
dyz orbitals. The dressed interactions on the dxy orbital
Figure 1. The Fermi surface and its orbital content in the
nematic phase of FeSe. In the 1-Fe Brillouin zone there is
a hole (h) pocket centered at Γ/Z = (0, 0) and two electron
pockets X and Y centered at (pi, 0) and (0, pi), respectively.
STM and ARPES data [5, 10] show that the h pocket is an
ellipse elongated along Y , and that the X electron pocket has
a peanut-type form with the minor axis along the Y direction.
and on the dxz/dyz orbitals are not equal already in the
tetragonal phase and flow to different values as one pro-
gressively integrates out contributions from high-energy
fermions [13–15]. Adding different constant Z-factors to
the dxy and dxz/dyz orbitals is a legitimate way to incor-
porate these high-energy renormalizations into the low-
energy model. On the other hand, the interactions on
dxz and dyz orbitals become different only in the presence
of nematic order. The latter is of order 10 meV (Refs.
[10, 16, 17]), much smaller than the electronic bandwidth.
As a result, the dxz/dyz splitting is a low-energy phe-
nomenon which should be fully captured within the low-
energy model, without introducing phenomenologically
Zxz 6= Zyz.
In our approach we depart from the tetragonal phase
with the Γ/Z-, X-, and Y -centered Fermi pockets in the
1-Fe Brillouin zone. We use the low-energy model of
Ref. [18] to parametrize the dispersion near these three
points, and the model of Ref. [13] for the dxz/dyz pairing
interactions in the s−wave and d−wave channels. We
introduce a two-component d−wave nematic order pa-
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2rameter Φ¯ = (ndxz − ndyz )/2 = (Φ¯h, Φ¯e), where h and
e refer to hole and electron pockets. It reconstructs the
dispersion and the Fermi pockets to the ones shown in
Fig. 1. ARPES and STM data [5–10, 16, 17, 19] reveal an
ellipsoidal hole pocket elongated along the Y direction,
and a peanut-like X electron pocket. A simple analysis
shows that such Fermi surfaces emerge if Φh > 0 and
Φe < 0, i.e. the nematic order changes sign between hole
and electron pockets. This sign change is consistent with
theoretical analysis [13, 20–22]. We take as an input
the results of earlier studies [13–15, 20, 23, 24] that the
largest pairing interaction at low-energies is between hole
and electron pockets. This interaction is angle-dependent
in the band basis and has s+− and dx2−y2 components Us
and Ud, respectively. Us is larger, and in the absence of
nematicity the system develops s+− order, which changes
sign between hole and electron pockets. We dress up Us
and Ud by coherence factors associated with the nematic
order, solve the gap equation, and obtain Tc and the
structure of the superconducting gap [25].
Our results show that Tc is only moderately affected by
nematicity, but the nematic order gives rise to a sizable
anisotropy of the gap on both hole and electron pockets.
This is consistent with: (i) The phase diagram of S-doped
FeSe1−xSx, which shows that Tc changes little around
x < 0.17, when nematic order disappears; and (ii) Ther-
mal conductivity, specific heat, and STM data [26–29],
which show that the gap anisotropy changes drastically
between x < 0.17 and x > 0.17.
For the gap on the hole pocket we find ∆(θh) ≈
∆h(1 + α cos 2θh + β cos 4θh), where the cos 2θh term
is induced by nematicity. To leading order in Φ¯, α ∝
(4|Φe| − (Ud/Us)Φh), where Φh,e are dimensionless or-
bital orders, normalized to the corresponding Fermi en-
ergies (see [30] and Eq (5) below). The Φh term reflects
the nematicity-induced mixing between the s and d pair-
ing components whereas the Φe term is related to the
nematicity-induced redistribution of orbital weight on the
electron pockets. The experimental angular dependence
of the gap is reproduced when the Φe term is larger. We
computed Φh,e using band structure parameters which
fit the ARPES data for the Z pocket (kz = pi) [30] and
found |Φe| ∼ 0.1, Φh ∼ 0.3. Combining this with the
fact that Us ≥ Ud, we see that α is positive. A positive
α can be interpreted as if nematicity makes the pairing
interaction between the Γ and X pockets stronger than
between the Γ and Y pockets. We emphasize that this
effect is fully captured within the low-energy model.
In Fig. 2 we show the calculated ∆(θh) along with the
gap anisotropy extracted from the STM data[10].We see
that the agreement is quite good. We found equally good
agreement with the ARPES data for the Z-pocket [5–8].
Whether STM is probing the Z (kz = pi) or the Γ pocket
(kz = 0) is difficult to determine, since STM data is
likely averaged over kz. We also computed the gap at
the smaller Γ pocket (kz = 0) and found a smaller gap
with a weaker anisotropy. This arises because the di-
mensionless Φh is larger for smaller pockets and because,
unlike the Z pocket, the whole Γ pocket has predomi-
nantly dxz character [30]. A smaller gap at Γ agrees with
the ARPES data in [5, 7] but not with [9].
Figure 2. Angular dependence of the pairing gap on the
hole pocket obtained by numerically solving the gap equations
with band structure parameters and nematic order parame-
ters fitted to ARPES data above Tc. The gap maximum is
along the Γ−X direction, consistent with STM and ARPES
data [5–10, 19]. Points are STM data from Ref. [10]. The gap
function ∆(θh) = ∆h(1 +α cos 2θh + β cos 4θh) has the cos 2θ
terms induced by nematicity (which we explicitly computed),
as well as C4-symmetric anisotropic cos 4θ terms present al-
ready in the tetragonal phase due to spin-orbit coupling [18]
and/or due to dressing of the pairing interaction by high-
energy fermions [13, 23].
Low-energy model. We consider a quasi-2D model of
bulk FeSe, which in the tetragonal phase has two corru-
gated cylindrical hole pockets, centered at the kx,y = 0
with the largest cross-section at kz = pi and the smallest
at kz = 0 (Refs. [5, 7, 9, 16, 31]) and two cylindrical
electron pockets centered at (pi, 0, kz) and (0, pi, kz) in
the Fe-only Brillouin zone (X and Y pockets). The hole
pockets are made out primarily of dxz and dyz orbitals,
the X pocket is made primarily out of dyz and dxy or-
bitals, and the Y pocket, of dxz and dxy orbitals. We
model the low-energy electronic structure on each pocket
by spinors, following Ref. [18, 32]. We choose parameters
such that the larger hole pocket h has dxz character along
the Y direction and dyz character along the X direction,
consistent with ARPES experiments [5–7, 9, 16, 19, 31]
The band operators for h, X, and Y pockets are ex-
pressed in terms of the orbital operators as
h = dyz cosφh + dxz sinφh
eX = −idyz cosφX + dxy sinφX
eY = idxz cosφY + dxy sinφY , (1)
In the tetragonal phase, the h-pocket is nearly circular
and in the absence of spin-orbit coupling (SOC) φh ≈
θh, where θh is the angle measured with respect to the
X axis. On electron pockets, to a good approximation
cosφX,Y = A sin θX,Y , sinφX,Y = (1 − A2 sin2 θX,Y )1/2,
where A < 1 and θX (θY ) is the angle measured with
respect to the X (Y ) direction [3, 14].
3In the nematic phase we introduce momentum-
dependent d−wave nematic order with components ±Φ¯h
(plus sign on dxz orbital) and Φ¯(Y ) = −Φ¯(X) = Φ¯e.
For simplicity we neglect the dxy component of the ne-
matic order [14, 33]. Eqs. (1) still hold in the presence
of nematicity, but the relations between φh, φX , φY and
the angles along the Fermi surfaces become different and
are obtained by the diagonalization of the corresponding
quadratic Hamiltonians. For the hole pocket, we define
the dimensionless Φh via cot 2φh = cot 2θh−2Φh/ sin 2θh,
again in the absence of SOC (the full expressions includ-
ing SOC are presented in [30]). Roughly, Φh = Φ¯h/EF .
For the same Φ¯h, Φh is larger on the Γ pocket than on Z
pocket, because EF is smaller in the former.
For the electron pockets we find that the relations
cosφX,Y = A sin θX,Y also hold, but A becomes differ-
ent for X and Y pockets. We define the dimensionless
Φe via AX ≈ A(1−Φe) and AY ≈ A(1+Φe), up to O(Φ2e)
terms. To match ARPES and STM data for the shapes
of the h and X pockets, Φh must be positive and Φe neg-
ative. A positive Φh increases the dxz spectral weight on
the hole pocket, particularly when Φh > 1/2, see Fig. 3a.
At Φe ∼ 1 the hole pocket is almost entirely dxz. A nega-
tive Φe increases the weight of the dyz orbital on the the
X pocket and reduces the weight of the dxz orbital on the
Y pocket, as shown in Fig. 3b. We computed the dimen-
sionless Φh,e using Φ¯h = 10meV, |Φ¯e| ∼ 20meV (Refs.
[10, 17, 34]) and band structure parameters that fit the
ARPES data for the Z pocket [34, 35] in the nematic
phase above Tc and obtained [30] |Φe| ∼ 0.1, Φh ∼ 0.3.
For such Φh the orbital weight along the Z pocket still
interpolates between dxz and dyz and does not depend
strongly on the SOC. To simplify our analysis we then
neglect SOC in the solution of the gap equations.
0.2
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Figure 3. The change of orbital weight on the hole pocket (a)
and on the electron pockets (b) between the tetragonal phase
(dashed line) and the nematic phase (solid lines) The angle
θX (θY ) is measured with respect to the X (Y ) direction. For
the hole pocket, we present the results including the SOC λ¯
(the band splitting at kx,y = 0 is ±
√
Φ¯2 + λ¯2/4). We used
λ¯ = 2Φ¯h.
Pairing interaction. The pairing interaction has three
components – one involves fermions near the hole pocket,
another involves fermions near the two electron pock-
ets, and the third one is the pair hopping between hole
and electron pockets. At the bare level all three inter-
actions are comparable, but the pair-hopping term gets
enhanced once one integrates out fermions with high
energies[10, 13–15, 23]. This enhancement can be un-
derstood as an indication of the system’s tendency to in-
crease magnetic fluctuations at momenta connecting the
Γ/Z and the X,Y points, consistent with the neutron
scattering data [36–38]. We therefore consider only the
pair hopping term for the pairing problem. In the band
basis, the pair-hopping pairing interaction has the form
Hpair = h
†
kh
†
−k
[
Us
(
eX,peX,−p cos2 φX + eY,peY,−p cos2 φY
)
+Ud cos 2φh
(
eX,peX,−p cos2 φX − eY,peY,−p cos2 φY
)]
(2)
where repeated momentum indices are implicitly
summed and spin indices are omitted. In the tetrago-
nal phase, cos2 φX,Y = A
2(1 − cos 2θX,Y )/2, φh = θh,
and the two terms in (2) describe pairing interactions in
the s−wave and d−wave channels with couplings Us and
Ud, respectively. The ratio Us/Ud = (U+J)/(U−J) > 1
already at the bare level, where U and J are Hubbard and
Hund’s interactions, and further increases under RG [13].
Then the leading instability in the absence of nematicity
is towards s+− superconductivity.
In the presence of nematic order the situation changes
because now cos 2φh ≈ cos 2θh − Φh and AX 6= AY . As
a result, the Ud term in (2) acquires extra terms which
have an “s−wave” angular dependence and effectively
renormalize the Us term, making this interaction different
for fermions near the X and Y pockets. Substituting
the forms of cos 2φh, cos 2φX and cos 2φY into (2) and
restricting to first-order terms in Φh and Φe, we obtain
the pairing interaction in the form
Hpair =
A2
2
∑
j=X,Y
h†kh
†
−k(Aj +Bj cos 2θh)ej,pej,−p (3)
where
AX,Y = (1− cos 2θX,Y ) [Us (1∓ 2Φe)∓ UdΦh]
BX,Y = ±Ud (1− cos 2θX,Y ) (1∓ 2Φe) (4)
Gap equations. We use Eqs. (3) and (4) to obtain the
linearized gap equations. The gap on the hole pocket is
parametrized by ∆(θh) = ∆h(1 + α cos 2θh), (we neglect
cos 4θ term to simplify presentation). The computational
steps are rather conventional [30]. To linear order in Φe,h,
α ≈ UsUd
U2s − U2d/2
(
4|Φe| − Ud
Us
Φh
)
(5)
Notice that α depends only on the ratio Ud/Us, and not
on the strength of the interaction, which is compensated
by the Cooper logarithm.
We see that there are two contributions to the gap
anisotropy α, originating from the components of the ne-
matic order on hole and electron pockets. Because Φh
and Φe have opposite signs, the sign of α depends on
their strength and on the ratio between the interactions
4Ud/Us. Because 4|Φe| > Φh and Ud/Us ≤ 1, we find
α ∼ 0.2 is positive, i.e., the gap ∆h(θh) has its maximum
along the X direction θh = 0. This is consistent with the
STM and ARPES data [5–10, 19]. The Φh term in (5)
is further reduced if we take into account the fact that
the ratio Us/Ud grows under the renormalization group
flow [13].
To go beyond this analytic expansion in powers of Φe,h,
we solved the gap equations numerically for the same set
of parameters, but not restricting to first order in Φh,e.
We found the same gap structure but somewhat larger
α ≈ 0.65. The result is shown in Fig. 2 along with the
STM data from Ref. [10]. For this plot, we added to
∆(θh) additional β cos 4θh term with β = −0.1. The
cos 4θh dependence arises already in the tetragonal phase
and is determined by details beyond our model.
The sign of the gap anisotropy can be interpreted as
the indication that in the nematic state the pairing in-
teraction between the h and X pockets becomes stronger
than between the h and Y pockets. Because the posi-
tive contribution to α comes from Φe, the increase of the
h −X interaction can be traced back to the increase of
dyz orbital weight on the X pocket. In this respect, qual-
itatively our results agree with Refs. [10, 12], where the
increase of the dyz orbital weight was introduced phe-
nomenologically, via an orbital dependent constant Z-
factor. However, in our theory the modification of the
dxz/dyz orbital weights naturally emerges within the low-
energy model and does not require the inclusion of addi-
tional Z−factors.
On the electron pockets, to leading order in Φh,e, the
gaps have the forms ∆X,Y = −∆hγX,Y (1 − cos 2θX,Y ),
where γX,Y = γ [1± (2|Φe| − Ud/UsΦh + α/2)] and γ >
0 is a number whose value depends on the electronic
structure. The vanishing of the gaps at cos 2θX,Y = ±1
is an artifact of neglecting the dxy orbital in the pairing
problem. In reality, the gaps ∆X,Y tend to small but
finite values along the X and Y directions, respectively.
The ARPES and STM data reported an anisotropic, but
still sign-preserving gap on the X pocket, with gap max-
imum at θX = pi/2, consistent with our formulas. The
overall sign of ∆X,Y is opposite to that of ∆h. The de-
pendence of γX,Y on the nematic order shows that the
gap magnitude is larger on the X pocket than on the Y
pocket. We propose to verify this in future experiments.
Fermionic self-energy. The STM data indicate that in
the nematic phase the Y pocket is less visible than the X
pocket, and in some ARPES studies [9, 39] this Y pocket
has not been observed. To understand this feature, we
computed the self-energy on both electron pockets to sec-
ond order in Us and Ud and extracted the actual quasi-
particle residues ZX,Y on each electron pocket [30]. We
find ZY > ZX simply because the effective interaction is
larger for fermions on the X pocket (we recall that larger
interaction leads to a smaller Z). If this was the only ef-
fect, we would expect the Y pocket to become more vis-
ible. However, like we said, nematic order also increases
the dyz spectral weight of the X pocket and decreases the
dxz orbital spectral weight of the Y pocket (see Fig. 3).
If the dxy orbital excitations are not observed in STM
and ARPES because of matrix elements, or if the dxy
orbital is more incoherent than the dxz/dyz orbitals [40–
43], then the Y pocket should indeed become less visible
in the nematic phase. We caution, however, that recent
ARPES study [9] did not find dxy excitations on the X
pockets to be more incoherent that dyz excitations, so
the reason why the Y pocket is less visible in STM and
some ARPES studies is not yet understood.
Conclusions. In this paper we argued that the ex-
perimentally observed anisotropy of the superconducting
gap in bulk FeSe can be explained within the low-energy
model for nematic order, without adding phenomenolog-
ically different quasiparticle weights for the dxz/dyz or-
bitals. Our key result is that Tc is not strongly affected
by the nematic order, but nematicity mixes s−wave and
d−wave pairing channels and gives rise to a cos 2θh gap
anisotropy on the hole pocket The sign of the cos 2θh
term is determined by the interplay between the nematic
order parameters on hole and electron pockets, which
are of different sign, and the relative strength of s−wave
and d−wave components of the pairing interaction. On
the Z pocket, we found a sizable cos 2θh gap anisotropy
with the gap maximum along the X direction, in agree-
ment with the data. In our calculations the gap on the
Γ pocket is smaller and less anisotropic. On the peanut-
like X pocket, the gap is found to be maximal along the
minor axis, which is also in agreement with the data. We
also argued that nematicity decreases the weight of the
dxy orbital on the X pocket and increases it on the Y
pocket. This may potentially explain why the Y pocket
is less visible in STM and in some ARPES data.
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Supplementary material for “Anisotropic superconductivity in FeSe without orbital
selectivity”
I. DETAILS OF THE LOW-ENERGY MODEL
A. Hole Pockets
The dispersion near the hole pockets centered at kx,y is expressed in terms of the two-component spinor ψΓ =
(dxz, dyz)
T . We follow Refs. [18, 32] and write the Hamiltonian in the tetragonal phase in the absence of spin-orbit
coupling (SOC) as
H
(0)
h = ψ
†
h
((
h − k
2
2mh
)
τ0 − b
2
(
k2x − k2y
)
τ3 − 2ckxkyτ1
)
ψh = ψ
†
h
(
H0τ0 − b
2
k2 cos 2θhτ3 − ck2 sin 2θhτ1
)
ψh , (S1)
where θh is the angle measured with respect to the X axis (we work in the 1-Fe Brillouin zone). The free parameters of
this Hamiltonian are shown in Table S1, and are obtained from fitting to ARPES data on the Z-pocket (kz = pi) [34, 35].
All the energy parameters are in units of meV, and the momentum are in units of the inverse lattice constant.
h (2mh)
−1 b c
13.6 473 529 -265
Table S1. Band parameters of the hole pocket.
The dispersion for the two hole pockets can easily be obtained numerically. It is also instructive to obtain an
approximate analytical solution. For this purpose, note that the parameters in the Table give b ≈ −2c > 0. In this
case, the band dispersions around Z can be approximated as
H
(0)
h ≈ H0(k)τ0 +H1(k) (− cos 2θhτ3 + sin 2θhτ1) (S2)
with H0 = h − k2/(2mh) and H1(k) ≈ bk2/2. Diagonalization leads to Eq. (1) of the main text with ϕh = θh and
an isotropic dispersion, Z1,2 = h − k2/(2mh) ± bk2/2. We will be mostly interested in the larger hole pocket. Its
dispersion is given by Z1 = h − k2(1/(2mh)− b/2).
In the nematic phase, the Hamiltonian acquires the extra term Hh(nem) = Φ¯hψ
†
hτ3ψh (see Ref. [33]). The total
Hamiltonian Hh = H
(0)
h +H
(nem)
h is then:
Hh ≈ H0(k)τ0 +
((
Φ¯h −H1 cos 2θh
)
τ3 +H1 sin 2θhτ1
) −→ H0(k)τ0 +H ′1 (− cos 2ϕhτ3 + sin 2ϕhτ1) (S3)
with (0 ≤ θh ≤ pi/2)
cot 2ϕh ≈ H1 cos 2θh − Φ¯h
H1 sin 2θh
= cot 2θh − Φ¯h
H1 sin 2θh
=⇒ ϕh ≈ θh + Φh sin 2θh (S4)
where we defined the dimensionless nematic order parameter Φh ≡ Φ¯h/2H1 (kF ), where H1 (kF ) = bk2F /2. Using the
numbers from the Table, we estimate on the Z pocket 2H1 (kF ) ≈ 30 meV and Φ¯h ≈ 10meV. This yields Φh ≈ 0.3.
On the Γ pocket, kF is smaller [5, 7, 9, 39], and for the same Φ¯h, the dimensionless Φh is larger, at least by a factor
of 2.
In addition to the change in the orbital composition of the Γ pocket, nematicity also deforms the shape of Fermi
surface. The change in the dispersion is δh = −Φ¯h cos 2θh, giving rise to a change in the Fermi momentum δkF ∼
−Φ¯h cos 2θh/vf . Consequently, the Fermi pocket changes shape from circular to elliptical. When Φ¯h is positive, its
major axis points along Y direction, while the minor axis points along X direction.
71. Orbital content of the hole pocket
In the tetragonal phase the weight of the dxz component along the larger hole pocket is sin
2 θh and the weight of
dyz component is cos
2 θh. Along the X direction, the orbital content is entirely dyz, and along the Y direction it is
entirely dxz. In the nematic phase, the weight of dxz is sin
2 ϕh and the weight of dyz is cos
2 ϕh. Eq. (S4) can be
re-expressed as
cot 2ϕh ≈ cos 2θh − 2Φh
sin 2θh
(S5)
An elementary analysis shows that the orbital weight at θh = 0 (i.e., along the X direction) now depends on whether
2Φh < 1 or 2Φh > 1. For smaller Φh, ϕh(θh = 0) = 0, i.e., the weight along X is entirely dyz. At θh = pi/2, ϕh = pi/2,
i.e., along Y , the orbital composition is dxz, as in the absence of the nematicity. At arbitrary θh, ϕh is different from
θh, and the orbital content changes compared to the one in the tetragonal phase. We show the weight of dxz along
the hole pocket in Fig. S1a. It increases in the nematic phase but still vanishes at θh = 0, pi.
The situation changes when Φh > 1/2. From Eq. (S5) we now have ϕh(θh = 0) = pi/2, i.e., the weight along X is
now entirely dxz. At θh = pi/2, we still have ϕh = pi/2, i.e., the orbital weight is entirely dxz. This is a non-trivial
change of orbital composition of the hole pocket in the tetragonal phase. In Fig. S2 we show the orbital content
of dxz along the larger hole pocket at various Φh. We see that along the X direction it jumps from 0 to 1 between
Φh < 1/2 and Φh > 1/2.
Figure S1. The change of orbital weight on the hole pocket between the tetragonal phase (dashed line) and the nematic phase
(solid lines) in the absence of SOC. The angle is measured with respect to the X direction.
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Figure S2. (a) The change of orbital weight on the hole pocket between the tetragonal phase (dashed line) and the nematic
phase (solid lines) for different Φh in the absence of SOC. The angle is measured with respect to the X direction. (b) The dxz
orbital weight at θh = 0 and θh = pi/2 as a function of Φh.
8We now add SOC. It gives rise to additional term in the quadratic form [18]
Hh,SOC =
λ¯
2
ψ†h,ατ2ψh,βσ
3
αβ (S6)
where α, β are spin indices, and τ2 acts on orbital indices. At kx,y = 0, the splitting between the larger and smaller
hole pockets is now 2
√
Φ¯2h + λ¯
2/4. One can easily check that in the presence of SOC the dispersions of the two hole
pockets repel each other and do not cross along any direction (at λ = 0 they necessary cross at some momentum).
Because of no-crossing, the smaller hole pocket sinks completely below the Fermi level when
√
Φ¯2h + λ¯
2/4 > h.
Re-diagonalizing the quadratic form, we now obtain on a larger hole Fermi surface, instead of (S5)
cot 2ϕh ≈ cos 2θh − 2Φh√
sin2 2θh + λ2
(S7)
where λ = λ¯/H1(kF ) is the dimensionless SOC constant. One can easily verify that now the orbital content along
both X and Y directions is neither dxz nor dyz, although along Y it remains quite close to pure dxz for realistic
λ ∼ Φh. We show the orbital weight of dxz along the hole pocket for several Φh and λ = 2Φh in Fig. 3a of the main
text. Here we show, in Fig.S3 the evolution of the spectral weight of dxz with λ for several Φh. In Fig. S4 we show
the evolution of the dxz weight at θh = 0 and θh = pi/2 as a function of Φh for λ = 2Φh. Note the rapid increase of
the spectral weight of dxz at θh = 0 around Φh = 1/2 and weak dependence on Φh of the dxz weight at θh = pi/2. On
the Z pocket (Φh ∼ 0.3) the dxz weight at θh = 0 is rather small. However, if Φh on the Z pocket is a bit larger, the
weight increase towards 50%. At Φh ∼ 0.7 − 0.8, expected for the Γ pocket, the weight of dxz at θh = 0 is around
80%. This agrees with the polarization ARPES analysis in [9].
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Figure S3. The evolution of the dxz orbital weight on the hole pocket with increasing λ at three different Φh taken at and
around critical Φh = 1/2.
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Figure S4. The evolution of the dxz orbital weight on the hole pocket at θh = 0 and θh = pi/2 with increasing Φh and λ = 2Φh.
9B. Electron Pockets
For the electron pockets, an analytic expression similar to the case of the hole pocket is not available. We start
from the Hamiltonian [18, 32],
HX,Y = Ψ
†
X,Y
(
1 +
k2
2m1
∓ a12 (k2x − k2y) −ivX,Y (k)
ivX,Y (k) 3 +
k2
2m3
∓ a32 (k2x − k2y)
)
ΨX,Y (S8)
vX(k) =
√
2vky +
p1√
2
(
k3y + 3kyk
2
x
)− p2√
2
ky
(
k2x − k2y
)
, vY (k) =
√
2vkx +
p1√
2
(
k3x + 3kxk
2
y
)
+
p2√
2
kx
(
k2x − k2y
)
Here we list the band parameters fitted to ARPES experiments [34, 35]. All the energy parameters are in units of
meV, and the momenta are in units of the inverse lattice constant.
1 3 (2m1)
−1 (2m3)−1 a1 a3 v p1 p2
-19.9 -39.4 1.4 186 136 -403 -122 -137 -11.7
Table S2. Band parameters for the electron pockets.
Diagolizing the Hamiltonian numerically, we found that the orbital composition of the X electron pocket can be
fitted using the approximate form for the band operator in terms of the orbital operators:
eX = −iA sin θXdyz +
√
1−A2 sin2 θXdxy (S9)
The value of A can be estimated using the band parameters presented below, yielding A2 ≈ 0.7. Note that there is
another band at the X pocket that does not cross the Fermi level. The corresponding operator, denoted here by e˜X ,
is parametrized according to:
e˜X = i
√
1−A2 sin2 θXdyz +A sin θXdxy (S10)
An important quantity for our analysis is the energy splitting ∆E between these two bands calculated at kF of the
electron pocket. Using the ARPES fitted parameters, we find ∆E ∼ 60meV for θ = pi/2.
Nematic order is included via:
H
(nem)
X,Y = ∓∆(nem)e Ψ†X,Y
(
1 0
0 0
)
ΨX,Y . (S11)
To leading order of ∆
(nem)
e , the wave function of the upper band becomes
e′X ≈ eX +
∆
(nem)
e
∆E
A sin θX
√
1−A2 sin2 θX
(
i
√
1−A2 sin2 θXdyz +A sin θXdxy
)
(S12)
At θX = pi/2, where the spectral weight of dyz orbital is maximum, we find that e
′
X can be expressed in the same
form of eX but with A→ AX = A+ δA, where:
δA
A
≈ −∆
(nem)
e
∆E
(
1−A2) ≡ −Φe (S13)
Here, we defined the dimensionless nematic order parameter Φe. Using the values of A and ∆E mentioned above,
and ∆
(nem)
e ≈ −18meV, as indicated by ARPES measurements [16, 17], we find Φe ≈ −0.1.
II. PAIRING INTERACTION
As explained in the main text, the RG analysis allows us to focus only on two types of inter-pocket pairing
interaction: the intra-orbital pairing U and inter-orbital pairing J . We find
H
(X)
pair = 2
∑
k,p
h†k↑h
†
−k↓
(
1− t cos 4φh
)(
U cos2 φh + J sin
2 φh
)
eX−p↓eXp↑ cos2 φX + h.c. (S14)
H
(Y )
pair = 2
∑
k,p
h†k↑h
†
−k↓
(
1− t cos 4φh
)(
U sin2 φh + J cos
2 φh
)
eY−p↓eY p↑ cos2 φY + h.c. (S15)
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Instead of deriving how the angular dependence of the hole gap arises due to SOC or renormalization, we introduce
a phenomenological parameter −t cos 4θh in the pairing interaction to account for the angular dependence of the SC
gap on h even in the tetragonal phase. Note that the C4 symmetry is still conserved in the presence of this term. In
our numerical calculation, we set t = 0.2 1.
Adding them together yields:
Hpair =
∑
k,p
h†k↑h
†
−k↓
(
1− t cos 4φh
) [
Us
(
eX,−p↓eX,p↑ cos2 φX + eY,−p↓eY,p↑ cos2 φY
)
+Ud cos 2φh
(
eX,−p↓eX,p↑ cos2 φX − eY,−p↓eY,p↑ cos2 φY
)]
+ h.c (S16)
with Us = U + J and Ud = U − J . In our calculation, we set Ud = Us. Note that cos2 φX,Y is the orbital weight of
dyz,xz on the eX,Y band and cos
2 φh (sin
2 φh) are the weights of dyz (dxz) orbitals on the hole band. These weights
can be obtained by diagonization of the matrix HΓ,X,Y with the nematic terms.
As shown in the previous sections, cos2 φX,Y ≈ A2X,Y sin2 θX,Y with AX,Y ≈ A
(
1∓Φe
)
if only the first order of the
nematic order parameter Φh,e is kept in the expansion. Additionally, cos 2φh ≈ cos 2θh + Φh cos 4θh − Φh. For small
nematicity and t 1, the cos 4θh terms can be neglected in the pairing interaction. This gives
Hpair =
A2
2
∑
j=X,Y
h†kh
†
−k(1− cos 2θj)
(
Aj +Bj cos 2θh
)
ej,pej,−p (S17)
with AX,Y = [Us(1∓ 2Φe)∓ UdΦh] , and BX,Y = [±Ud − 2ΦeUd] (S18)
III. SOLUTION OF THE GAP EQUATIONS
Starting with the pairing interaction presented in Eq. S16, the linearized gap equation becomes (see Fig. S5)
∆h(kh) =− (1− β cos 4θh)
[
(Us + Ud cos 2φh)
ˆ
d2k
(2pi)2
tanh
(
βX,k/2
)
2X,k
cos2 φX∆X
+(Us − Ud cos 2φh)
ˆ
d2k
(2pi)2
tanh
(
βY,k/2
)
2Y,k
cos2 φY ∆Y
]
(S19)
∆X(kX) =− cos2 φX
ˆ
d2k
(2pi)2
tanh
(
βh,k/2
)
2h,k
(1− β cos 4φh)(Us + Ud cos 2φh)∆h,k (S20)
∆Y (kY ) =− cos2 φY
ˆ
d2k
(2pi)2
tanh
(
βh,k/2
)
2h,k
(1− β cos 4φh)(Us − Ud cos 2φh)∆h,k (S21)
We numerically solved this equation using the band structure and interaction parameters discussed above and the
results are presented in Fig. 2. We found that the gap on the hole pocket is roughly proportional to 1 + 0.65 cos 2θh−
0.1 cos 4θh.
h−k
hk
∆h(k) =
h−k
hk
eX,−p
H
(X)
pair
eX,p
h−k′
H
(X)
pair
hk′
∆h(k
′) +
h−k
hk
eY,−p
H
(Y )
pair
eY,p
h−k′
H
(Y )
pair
hk′
∆h(k
′)
Figure S5. The gap equation for the hole pocket at T = Tc, with spin indices suppressed.
We proceed now with the derivation of the analytical expression of the SC gap in leading order in Φh,e. For this
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purpose, we start with the approximated pairing interaction in Eq. S17. The pairing equations become
∆h(kh) =−A2
[
(AX +BX cos 2θh)
ˆ
d2k
(2pi)2
tanh
(
βX,k/2
)
2X,k
sin2 θX∆X
+(AY +BY cos 2θh)
ˆ
d2k
(2pi)2
tanh
(
βY,k/2
)
2Y,k
sin2 θY ∆Y
]
∆X(kX) =−A2 sin2 θX
ˆ
d2k
(2pi)2
tanh
(
βh,k/2
)
2h,k
(AX +BX cos 2θh)∆h,k
∆Y (kY ) =−A2 sin2 θY
ˆ
d2k
(2pi)2
tanh
(
βh,k/2
)
2h,k
(AY +BY cos 2θh)∆h,k (S22)
We can then parametrize the gaps as
∆h = ∆1 + ∆2 cos 2θh , ∆X = ∆3 sin
2 θX and ∆Y = ∆4 sin
2 θY . (S23)
The gap equations for ∆i can be written in a matrix form. To further simplify the notation, we define
ΞX =
ˆ
d2k
(2pi)2
tanh
(
βX,k/2
)
2X,k
sin4 θX ΞY =
ˆ
d2k
(2pi)2
tanh
(
βY,k/2
)
2Y,k
sin4 θY
Ξh,j =
ˆ
d2k
(2pi)2
tanh
(
βh,k/2
)
2h,k
(
cos 2θh
)j
with j = 0, 1, 2 . (S24)
All these integrals are O(ln(Λ/T )), which is given by the band dispersion in the tetragonal phase. In the weak
coupling limit, we therefore can keep only the logarithmic term to expand the SC gap to the leading order of nematicity
and neglect the change of band dispersion by the nematicity. Therefore, eX (θ) = eY and h is still C4 symmetric,
leading to ΞX = ΞY = Ξe and Ξh,1 = 0. Furthermore, with quadratic hole dispersion, Ξh,2 = Ξh,0/2. Ξh,0 = Πh is
the usual particle-particle bubble for the hole pocket. The matrix equations for ∆j becomes(
∆1
∆2
)
= −A2Ξe
(
AX AY
BX BY
)(
∆3
∆4
)
,
(
∆3
∆4
)
= −A2Πh
(
AX BX/2
AY BY /2
)(
∆1
∆2
)
(S25)
To solve this equation, we write(
∆1
∆2
)
= A4ΞeΠh
(
AX AY
BX BY
)(
AX BX/2
AY BY /2
)(
∆1
∆2
)
=
(
M0 +M1
)(∆1
∆2
)
, (S26)
where the matrix M0 contains no nematic terms, and M1 ∼ O(Φh,e). With the expression of AX,Y and BX,Y in
Eq. S18, we find
M0 = 2A
4ΞeΠh
(
U2s 0
0 U2d/2
)
, M1 = −A4ΞeΠh
(
2U2dΦh + 8UsUdΦe)
(
0 1/2
1 0
)
(S27)
We see ∆1 and ∆2 decouples in M0, reflecting that s− and d−wave are two pairing instabilities. When Us > Ud,
s-wave is the leading solution, with Tc given by the equation 2A
4U2sΞeΠh = 1. s−wave and d−wave are mixed due
to the perturbative term M1. To leading order in M1, the solution is given by
α =
∆2
∆1
≈ − UsUd
U2s − U2d/2
(
4Φe +
Ud
Us
Φh
)
. (S28)
As we said before, we set Φe ∼ −0.1, Φh = 0.3, and Ud/Us ≤ 1. This yields α ≈ 0.2. We recall that we used the
dispersion for the Z-pocket (kz = pi). If we don’t expand the gap to leading order in Φh and Φe and instead solve
Eqs. S19–S21 numerically, we obtain larger λ ∼ 0.65, which we cited in the main text. We present the result of the
numerical solution in Fig. 2 of the main text. For completeness, we also present the result at the Γ point. Here Φh is
larger and, hence, the gap anisotropy is smaller. We also found that the gap magnitude is reduced if we use the same
values of Us and Ud at Γ and at Z. We show the results in Fig. S6. A smaller gap at Γ is consistent with ARPES
results in Refs. [5, 7]. The authors of [9], however, reported the gap at Γ larger than that at Z.
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Figure S6. Superconducting gap on the Z pocket, in comparison with that on the Γ pocket (red). We used the same pairing
interactions Us and Ud at Γ and Z, same Φe and larger Φh at Γ than at Z.
For the electron pockets, we find:
∆eX =−A2 sin2 θXΠh
(
AX∆1 +
BX
2
∆2
)
≈ −A2Πh sin2 θXUs∆1
[
1− 2Φe − Ud
Us
(
Φh − α
2
)]
(S29)
∆eY =−A2 sin2 θY Πh
(
AY ∆1 +
BY
2
∆2
)
≈ −A2Πh sin2 θY Us∆1
[
1 + 2Φe +
Ud
Us
(
Φh − α
2
)]
(S30)
The vanishing of the gap at the edges of the pockets is the artefact of neglecting dxy orbital. Once it it included, the
gap remains highly anisotropic, but does not vanish anywhere on X (Y ) pocket.
