This paper is concerned with finding numerical solutions of a flow of ODE solutions. It describes a new method, based on Euler Backward method and interpolation, for finding solutions of autonomous problems. The special aspect is that this method is explicit, and resolves the flow with similar accuracy as Euler Backward method, even when the problem is stiff. An analysis is given of both stability and accuracy and extensions to non-autonomous problems are discussed. A number of numerical examples illustrates this analysis.
Introduction
Implicit methods are often the method of choice for solving ODEs (Ordinary Differential Equations), like in stiff problems. In particular when they arise from semi-discretised PDEs (Partial Differential Equations), this implicitness causes the method to become very involved compared to explicit methods (see e.g. [2] , [5] , [6] , [7] , [15] , [16] ). The latter are often a reasonable alternative, despite the fact that they require smaller step sizes in situations where implicit methods would not (see e.g. [8] , [18] ). Though semidiscretised PDEs are an important source for (stiff) ODEs, there is another reason for interest. Indeed, in studying problems in fluids, one often computes a quantity like the velocity field. The position then follows from solving a simple ODE like where x is a point in a flow. Typically a flow is a "continuum" of solutions (see [3] ). Quite often one has a bounded domain, like a (deforming) material blob (see [9] , [11] , [12] , [13] , [14] , [17] ). In such a case only the boundary may be of interest to describe the evolution of this blob. When trying to tackle this problem numerically, two problems arise immediately. One is the question how to discretise the boundary at a certain timepoint. The other is how to deal with an ODE, like (1.1), when f is not known explicitly as a function of x, but only as a numerical approximation of the solution f of the underlying equation. In particular the latter fact makes use of implicit methods virtually impossible.
In our approach we explicitly employ the fact that the flow is autonomous, which is common in many physical applications. This simple observation makes that the velocity field, in a certain space domain, is known, once it is known at a given time-level. In order to find it at other (spatial) points, we may use interpolation. In fact, we use interpolation for the positions instead. These two aspects (employing autonomy and interpolation) make that we can use implicit methods to discretise the ODE (1.1), although the method is still explicit in a way.
In this paper we will concentrate on the Euler Backward method, not only because this is the simplest one to demonstrate our algorithmic approach, but also because the error analysis is not too complex. Moreover, we will restrict ourselves to scalar problems, i.e. both Ü and are scalar.
The paper is built up as follows. We first give an outline of the mathematical problem in Section 2. In this section we also describe the basic idea behind the method. Since interpolation, more in particular inverse interpolation, is an essential ingredient we briefly discuss (Lagrangian) interpolation in Section 3. The numerical solution curves found at the various time points should, of course, not "intersect" in any reasonable setting (as is e.g. implied by Lipschitz continuity). This leads to a condition which we will call "wellpossedness", see Section 4. The above mentioned interpolation introduces a more complicated local error than usual. Therefore an error analysis is given in Section 5, where the local error is estimated and its global effect assessed. The most interesting aspect of our method is its stability. In Section 6 it is shown that we obtain a stability behavior very similar to that of the Euler Backward method, despite the fact that our method is explicit. There is a variety of possibilities to generalize the ideas on which this method is based and can be applied in other cases. We consider a few in Section 7. Finally, in Section 8 we give a number of numerical examples showing the quality of the method and some concluding remarks in Section 9.
Outline of the Method
Consider the autonomous ODE Ü ´Üµ (2.1) where is Lipschitz continuous. The notation Ü represents the first derivative in time and it will be used from this point onward. Let Á´Øµ ⊂ R denote a flow of (2.1), i.e. a continuum of solutions Ü of (2.1), such that at time Ø each Ü´Øµ ∈ Á´Øµ. In particular, we let Á´Øµ be finite, so there are boundary points, say Ñ´Øµ and Å´Øµ, such that
The full system is then formally described bý Note that this is a consequence of well-possedness of (following from Lipschitz continuity) and can be achieved because of consistency of the Euler Backward method (errors small enough for small enough). By applying (2.8) to all points Ü , ½ Ò, we obtain a set of points { } Ò ½ , which can be used to find solutions at time-level Ø ·½ , see Figure 1 . A particular value in Á´Ø µ, can be found by interpolation. The thus described method will be referred as a flow method. There is no specific preference for the interpolation method, apart the requirement that the resulting approximation errors should commensurate with discretisation errors. Of course, to keep the method simple, it is reasonable to apply this interpolation either to the entire set or to some convenient subset of {Ü } Ò ½ . The interpolation issue is the main topic of the following section.
Interpolation
Let us rewrite (2.4) as
If we assume that ´Üµ satisfies the conditions of the inverse-function theorem, i.e. in particular that
exists, i.e. we can write
Of course, the function is unknown in general. Instead of trying to find Ü ·½ by (Newton) iteration on , we do the following. Since we can at least find some values at time-level Ø , for which the Euler Backward values are known, we use interpolation on the former to obtain an approximation of , say È , by requiring
Interpolating ´Ü µ means that we are actually performing interpolation using the points ´Ü µ. 
where the index refers to the interpolation with respect to Ü . Then (3.4) becomes
Expressed in terms of the function ´Üµ, the error of this inverse Lagrangian interpolation is given by From this point onward, for simplicity, we suppress the dependence on the order Ñ (i.e. we omit the second index), because we will mostly concentrate on linear interpolation, i.e. where Ñ ¾. For this case we can use the subsequent or the previous point from the flow as a second one, i.e. Ü ·½ or Ü −½ . Of course, the interpolation order Ñ should be chosen high enough to guarantee sufficient accuracy; but higher order also means larger complexity.
One can express derivatives of ´Üµ in terms of ´Üµ. Although this relation becomes increasingly complex for larger Ñ, there is a power of ′´Ü µ in the denominator of each derivative of ´Üµ. For example
By recalling (3.1), one should note that
From (3.8), (3.10) and (3.11) we conclude that if
and has bounded higher derivatives for Ü´Øµ ∈ Á´Øµ, the interpolation error tends to zero. The condition (3.12) is typically fulfilled for stiff problems, meaning that it is reasonable to expect small interpolation errors. The set { } Ò ½ is then defined by
From (3.5) and (3.6), we see
After substituting (2.5) and (3.14) into (3.15), we find
This is exactly the same expression as one would have obtained from directly applying the Euler Backward method. This result is no surprise, of course, since linear interpolation should be exact for a linear function.
Well-possedness of the Flow Method
In Section 2 we assumed Lipschitz continuity of the function . Considering the flow problem (2.3), this means that integral curves of the exact solutions {Ü ´Ø µ} Ò ½ will not intersect (cf. [4] ). We will call this well-possedness. This property should be inherited by the numerical method, i.e. it should be such that the set {Ü ·½ } Ò ½ have the same ordering as {Ü } Ò ½ . In this section, we will seek a condition for well-possedness of the flow method, i.e. the preservation of the ordering of points in the flow. As before, without restriction, we may assume
No disordering of these points from the inverse time integration, is equivalent to
By recalling (2.8), inequality (4.2) is equivalent to
If ´Üµ is monotonous and smooth enough for Ü ∈ Ü Ü ·½ ℄, we can approximate the second term on the left of (4.5) by the first derivative ′´Ü µ. For well-possedness we thus require
Here ′´Ü µ denotes a differentiation with respect to the argument Ü. The term ½− ′´Ü µ in (4.6) was also encountered in the denominators of (3.10). Clearly, one should not expect that inverse interpolation will provide accurate results when this expression is close to zero. This means that, for a divergent flow, the constraint (4.6) is very strict. However, this constraint is always fulfilled for a convergent flow, i.e. for all monotonically decreasing ´Üµ. This is important for stiff problems, i.e. for problems where
Condition (4.6) will also ensure that numerically obtained solutions of the flow do not intersect. This can be seen e.g. for linear interpolation: If we subtract two neighbouring solutions, say
which is positive as Ü ·½ − Ü ¼ and assuming (4.5) is satisfied.
Error Analysis
In this section, we show that the local error of the flow method consists of two components. The first one is the local discretisation error arising from the Euler Backward method. The second one comes from the inverse interpolation , as shown in Section 3. We will assume that the well-possedness, described in the previous section, is satisfied. Recall (cf. e.g. [10] ) that the local discretisation error of the Euler Backward method applied to (2.1) is given by
As before, we restrict ourselves to linear interpolation, for the sake of simplicity. The local error is found from substituting an exact solution into the numerical scheme, assuming the solution is exactly known at Ø Ø . So take
Using (3.5), with Ñ ¾, one can find that the interpolation polynomial, as a function of the exact solution, is given by
After adding and subtracting Ü ´Ø µÜ ´Ø µ, the second term in the numerator of (5.3), can be reformulated as
Using (5.4) and the well-possedness, i.e.
We introduce the following simpler notation (note that Ü ´Ø µ ´Ü ´Ø µµ)
This leads to
Now the local error of the flow method is found as the residual, say AE´Ü ´Ø ·½ µ µ, i.e. from substituting the exact solution in Ü ·½ È´Ü µ. We then find Now the local error is found to be
Comparing right-hand sides of (5.14) and (5.1), we see that the expression of the local error of the flow method, contains two more terms coming from the interpolation. However, it is clear that the consistency order 1 is preserved. The second term on the right-hand side of (5.14), contains the second derivative of the function ´Üµ with respect to the variable Ü. This is a consequence of the linear inverse Lagrangian interpolation, as [10] ). From this it is clear that interpolation may be the dominant error source and thus determine the accuracy of the method.
Stability
In the Example 3.1 it was shown that the flow method, applied to a (linear) test problem, produces the same results as the Euler Backward method if the interpolation error is equal to zero. This means that the stability region, defined as the part of the complex plane where the increment function
is in modulus bounded by 1, is identical to that of the Euler Backward method. Of course, in the general (nonlinear) case we cannot say that the stability properties of the flow method are the same as those of the Euler Backward method. Hence, we need a different approach (see [1] , [10] ) to investigate its stability.
We can formulate our problem as a final solution of the one step method
where we used the indices and to denote its dependence on the time level Ø and the interpolation point Ü . The linear interpolation polynomial is given by
In order to find out about the stability of the recursion (6.2), we look for the first variation. Let {Þ } Ü denotes a small perturbation of the solution {Ü } Ü of (6.2), such that {Ü · Þ } Ü also satisfies (6.2) to the first order. Then we have
where È ′ ´Ü µ denotes the first derivative of (6.3) with respect to the argument Ü. By neglecting second and higher order terms we have
For stability in a nonlinear situation it is sufficient to prove contractivity of the discrete equation (6.5), i.e. this means
Carrying out the differentiation of (6.3), we have
After substituting Ü and some reordering, (6.7) becomes
For further analysis of (6.8), we first make an expansion
Substituting (6.9) in (6.7), we find
The expression (6.10) needs to be analysed further. It is clear that interpolation influences the stability. If Á´Øµ is "well-sampled", i.e. if ¡Ü is sufficiently small so as to make the last terms negligible, the condition (6.6) can be simplified to give
Note that a similar condition for the Euler Backward method reads
This means that we have an additional term, It does not necessarily tend to zero for stiff problems, where ′´Ü µ ≫ ½. Indeed, in this case (6.11) becomes
The latter constraint is not very severe, certainly compared to those found for explicit methods. We illustrate this in Section 8.
Extensions of the Flow Method
In previous sections we showed the basic idea, properties and analyses of the flow method. We restricted ourselves basically to the simplest implementation, namely linear interpolation with an equidistantly sampled initial interval Á´Ø ¼ µ. Another idea is to interpolate the points ´ ·½ µ instead of ·½ , using the corresponding . Similarly as before, this results in obtaining an interpolation polynomial, say Ô´Ü µ, which represent the approximation of ´Ü ·½ µ, i.e. we have Ô´Ü µ ´Ü ·½ µ
Now we can substitute (7.1) into the Euler Backward method, obtaining
2)
The analysis of this approach is basically the same as already given. To illustrate this, we can show that for the linear interpolation, (7.2) is equivalent to (3.5). Indeed, consider
As before, after replacing (2.5) and some reordering, we have
After substitution (7.4) into (7.2), we obtain Ü ·½ Ü · ´Ü µ ½ − ¡ ¡Ü (7.5) which is the same expression as obtained before.
In the error analysis it was shown that the interpolation error depends not only on the time step size , but also on the spatial step size ¡Ü . This can be used to control the interpolation error by choosing ¡Ü appropriately at every time-level. In other words, we can change the number of discretisation points in a flow according to accuracy requirements. Let us denote the number of points at Ø by Ò . By applying some tolerance considering the interpolation error, say ÁAE Ì Ì ÇÄ, we can construct an algorithm where Á´Ø µ is resampled at every time-level. Of course, this means that we have to estimate the interpolation error for which we need higher derivatives of . For linear interpolation, recall that the interpolation error is given by The tolerance of the interpolation error ÁAE Ì Ì ÇÄ should commensurate with the discretisation error. By choosing ÁAE Ì Ì ÇÄ too small, it can result in too many points in Á´Ø µ, which can significantly decrease the speed of computation. On the other hand, the accuracy will not equally be improved as the discretisation errors remain the same. The interpolation error can also be controlled by changing the number of points Ñ used for the interpolation. Of course, this involves higher derivatives of and additional costs. For smooth enough, higher order interpolation can decrease the interpolation error, but it will not affect the discretisation error. This means that the solution will not be more accurate, but only closer to one obtained by the Euler Backward method. Also, one can generate an algorithm where the number of sample points in a flow Ò , as well as the number of interpolation points Ñ , are varying in time. Moreover, the number of neighbouring points Ñ − ½ can differ for each point in a flow at each Ø .
For all this control techniques, we need an interpolation error estimate, which can be done by standard techniques. If is not smooth, higher order interpolation may cause numerical instabilities of the method.
The flow method can be also used for non-autonomous problems of the following type Ü ´Üµ · ´Øµ (7.8) The principle remains the same, i.e. we first determine a set of points ·½ − ´ ·½ µ − ´Ø ·½ µ Ü − ´Ü µ − ´Ø ·½ µ (7.9) and then interpolate points ·½ with corresponding , in order to obtain the interpolation polynomial È´Ü µ. Since does not depend on the spatial variable Ü, the additional source terms are cancelling in all denominators of È´Ü µ (for arbitrary Ñ), making appearing only as an additional term of the interpolation polynomial. To illustrate this, we can reformulate Example 3.1 by adding a source term ´Øµ on the right-hand side of (3.13). By substituting (7.9),with ´Üµ Ü, instead of (3.14), into (3.15), we have
Once again, we obtain the same results as would be obtained by using the Euler Backward method.
Examples
In this section we will give a number of examples, to demonstrate the flow method, illustrating various properties discussed in previous sections. Thus it will be shown that if only the interpolation is done appropriately, the accuracy and the stability are approximately the same as obtained by the Euler Backward method. Moreover, we show that the flow method with linear interpolation is efficient, even for nonlinear problems. The first example demonstrates the effect of the space-discretisation on the global error propagation. In Section 5, we saw that the interpolation error is negligible only if it is of the same order as the discretisation error. In this example, the velocity field has large second derivatives around zero. This means that we can expect large interpolation errors (especially for linear interpolation), if Á´Ø µ is not sampled well enough. Numerical results of the boundary points solutions together with the ∞-norm of the global error, for a small number of the grid points for the flow (Ò ¿), are shown in Table 1 . To estimate the global error, we use solutions of the Euler Backward method with ½¼¼¼ as the "exact" ones. One should note that the accuracy of the flow method is slightly less than the one obtained by the Euler Backward method. The reason is, of course, that the interpolation error is dominant. This can easily be seen if we monitor ∞-norm of the interpolation error, i.e. the second term of the local error, given by (5.14). If we take Ò ¾½ the interpolation error is smaller and the global errors of both methods are approximately of the same order, see The right-hand side of (8.2) is the third order polynomial, which changes sign on´−½ ½µ. In this example we illustrate the stability properties of the flow method, as analysed in Section 6. Since stability is one of the most important reasons for using implicit methods, we show that the flow method can be successfully used for solving very stiff problems. Indeed, consideŕ
This is a typical example where an implicit method needs to be used. Since the stability condition of the flow method (6.11) is satisfied (in Á´Øµ), we can solve (8. well enough. Let us now solve the same problem by applying regridding as described in previous section. The interpolation error in the whole interval Á´Ø µ is kept below a given tolerance ÁAE Ì Ì ÇÄ by ensuring a sufficient number of points in the flow at every time step. The order of the discretisation error can be seen by solving this problem with the Euler Backward method. The tolerance ÁAE Ì Ì ÇÄ should be of the same order, ensuring that the interpolation error commensurate with the discretisation error. In Table 3 we have given the results with ÁAE Ì Ì ÇÄ ½¼ −¿ . One should note that the interpolation error is below ÁAE Ì Ì ÇÄ, which ensures that the global error of the flow method is of the same order as of the Euler Backward.
Example 8.5. In previous section, we showed that the flow method can be also used for a class of non-autonomous problems. Moreover, if is smooth enough, the interpolation error can be reduced by using more interpolation points. In this example, we will solve a non-autonomous problem with a different number of points used for interpolation. Consider´ the non-autonomous (8.4), it is clear that the accuracy will be also determined by the interpolation error. This can be seen especially in areas where the discretisation error (the error of the Euler Backward method) is small, see Figure 4b . However, note that the accuracy of the flow method is still of the proper order although the problem is non-autonomous. If we increase the number of interpolation points for each point in a flow, the global error of the flow method is approaching to one of the Euler Backward method. Results for three and four points interpolation are shown on Figure 4c and Figure 4d respectively.
Conclusion
The flow method has been shown to have a great potential for solving autonomous flow problems, even very stiff ones. It is a, de facto, explicit method with stability properties comparable to those found from the implicit Euler method. The interpolation involved is local and does not introduce large additional costs in computation. There is a variety of ways to make the algorithm even more versatile. Despite its strong leaning on the ODE being autonomous, it can be used for non-autonomous problems as well if the time dependence appears as an additional source term only. 
