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Вступ 
Комп’ютерна система критичного 
застосування є системою реального часу 
(СРЧ), особливістю функціонування якої 
є строго регламентований час реакції на 
зовнішні події. Іншою важливою особли-
вістю є одночасна обробка даних – навіть 
якщо одночасно відбувається декілька 
подій, система повинна встигнути зреагу-
вати на кожну з них протягом критичного 
інтервалу часу. Тому до систем реального 
часу пред’являються жорсткі вимоги: ма-
ксимальний проміжок часу для виконання 
будь-якої операції має бути відомий за-
здалегідь і повинен бути узгоджений з 
вимогами об’єкта управління; потрібно 
вибудувати пріоритети задач таким чи-
ном, щоб кожна з них встигла з реакцією 
до свого критичного терміну; підтримка 
передбачуваних механізмів синхронізації 
дій; одночасна обробка інформації, яка 
характеризує зміну процесу кількох по-
дій; можливість безвідмовної роботи про-
тягом тривалого часу. Засоби зв’язку в 
СРЧ мають гарантувати достовірність до-
ставки необхідної для системи інформації 
в чітко визначений для неї період часу. 
Тому комп’ютерна мережа є однією з 
найважливіших частин систем реального 
часу і має відповідати жорстким вимогам 
до часових характеристиках, що пред'яв-
ляються при передачі даних. 
При реалізації систем реального ча-
су складною частиною є вирішення про-
блеми щодо вибору комп’ютерної мережі 
та технології передачі даних, що забезпе-
чуватиме високу швидкість та продуктив-
ність функціонування таких систем в ре-
жимі реального часу. 
Передача інформації між різними 
застосуваннями, використовуваними в 
системі організації, центру обробки да-
них, забезпечується корпоративною ме-
режею.  
Корпоративна мережа, як правило, є 
територіально розподіленою, тобто об'єд-
нуючою офіси, підрозділи і інші структу-
ри, що знаходяться на значному видален-
ні один від одного. Корпоративна мережа 
організації має досить важливе значення 
як для забезпечення ефективного функці-
онування інформаційної системи критич-
ного застосування. 
Важливою обчислювальною струк-
турною одиницею системи критичного 
застосування є центр управління та обро-
бки даних (ЦУОД), з його мережею, яка 
відособлена від локальних і глобальних 
мереж. Він зазвичай служить для взаємо-
дії між собою облаштувань зберігання да-
них, підключених до одного або більше 
серверам. ЦОД часто характеризується 
високими швидкостями передачі даних 
між зовнішніми облаштуваннями збері-
гання і своєю високо масштабованою ар-
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хітектурою.  
Вимоги до обчислювальних 
мереж для комп'ютерних систем 
критичного застосування  
Головною задачею мережі є забез-
печення можливості спільного викорис-
тання ресурсів у реальному часі. Конкре-
тизуємо вимоги стосовно до задачі забез-
печення роботи системи критичного за-
стосування, до якої можна віднести авто-
матизовану систему управління повітря-
ним рухом (АС УПР). У процесі функціо-
нування АС УПР при великих перепадах 
інтенсивності повітряного руху можуть 
спостерігатися різкі перепади обсягів ін-
формації, переданої по комп'ютерних ме-
режах. 
Продуктивністю мережі визнача-
ються обсяг переданих даних і час, необ-
хідний на їхню передачу. Для оцінки про-
дуктивності мереж загального призначен-
ня використовуються загальноприйняті 
числові характеристики – час реакції ме-
режі, середня пропускна здатність, мак-
симально можлива пропускна здатність, 
затримка передачі. Стосовно до систем 
критичного застосування пропускна здат-
ність задається, безпосередньо виходячи з 
максимальної очікуваної швидкості про-
тікання процесів у системі, що обслугову-
ється. Надалі вона може змінюватися (як 
правило, убік збільшення) при зміні ви-
мог до системи в цілому. Наприклад, для 
АС УПР важливим фактором є максима-
льна очікувана інтенсивність повітряного 
руху в зоні відповідальності. Однак при 
цьому час реакції і затримка передачі да-
них можуть мінятися в широких межах, 
що неприпустимо при обслуговуванні по-
вітряного руху, особливо при виникненні 
позаштатних ситуацій. Тому пріоритет-
ними вимогами до обчислювальної мере-
жі є гранично припустимі значення саме 
часу реакції і затримки передачі даних. 
Безпека означає захист від несанкці-
онованого доступу до даних і забезпечен-
ня надійності і стійкість до навмисних 
впливів, що руйнують. 
Розширюваність – це можливість 
порівняно легкого додавання нових еле-
ментів мережі. Для систем критичного 
застосування висувається додаткова ви-
мога – можливість модифікації мережі в 
процесі її функціонування, без зниження 
експлуатаційних характеристик.   
Масштабованість – це можливість 
нарощування розмірів мережі, у тому чи-
слі шляхом приєднання додаткових сег-
ментів. 
Прозорість означає можливість ви-
користання ресурсів мережі тим самим 
способом незалежно від їхнього фактич-
ного розміщення – на локальному ком-
п'ютері або в мережі. При цьому користу-
вач як би «не зауважує» мережі, працюю-
чи безпосередньо з ресурсами. 
Підтримка різних видів трафіка – 
можливість сполучення функцій різних 
мереж, наприклад телефонної, зв'язковий 
і комп'ютерної. 
Керованість – можливість централі-
зованого виявлення й усунення збоїв, не-
справностей, розподілу ресурсів і повно-
важень між користувачами. Зупинимося 
на цій задачі докладніше, оскільки для 
великої просторово розподіленої корпо-
ративної мережі критичного застосування 
ефективність керування має найважливі-
ше значення. 
Для керування корпоративними 
комп'ютерними мережами, що включають 
велику кількість активного устаткування, 
необхідні складні системи керування, що 
здійснюють моніторинг, контроль і керу-
вання кожним елементом комп'ютерної 
мережі.  
Існуючі системи керування, незва-
жаючи на їхню функціональну надмір-
ність, не мають у своєму складі розвитих 
інтелектуальних засобів, що дозволяють 
якісно прогнозувати поводження комп'ю-
терної мережі. Більшість засобів керуван-
ня в дійсності мережею не керує, а всього 
лише пасивно здійснює її моніторинг. 
Вони стежать за мережею, але не вико-
нують активних дій, при цьому фіксуючи 
тільки факт збою. Ідеальним рішенням 
була би розробка системи аналізу, про-
гнозування і локалізації можливих збоїв у 
роботі як комп'ютерної мережі в цілому, 
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так і окремих її елементів. Така власти-
вість системи допоможе заздалегідь ви-
явити можливі вузькі місця і вжити захо-
дів по завчасній їхній ліквідації. Однак 
така система керування практично нереа-
лізована для роботи в умовах критичного 
застосування. Тому реальним підходом до 
рішення даної задачі представляється по-
точна адаптація деяких підсистем системи 
в цілому до умов застосування, що змі-
нюються, перерозподіл ресурсів мережі 
для рішення конкретних пріоритетних за-
дач (наприклад, при виникненні екстре-
мальних ситуацій різного характеру). Та-
кий підхід цілком логічний і природній, 
якщо врахувати, що будь-яка велика кор-
поративна мережа складається з окремих 
сегментів, що порівняно слабко вплива-
ють один на одного.  
Рекомендації з вибору вигляду 
і структури інформаційно-
обчислювальної підсистеми 
Систематизуємо вимоги, що пред'я-
вляються до обчислювальних пристроїв і 
комп'ютерних  мереж, за допомогою яких 
забезпечується робота автоматизованих 
систем керування критичного застосуван-
ня (АСУ КЗ). Відзначимо, що обсяг вимог 
до АСУ КЗ як до такій ширше, ніж просто 
до СРЧ. Основною відмінністю АСУ КЗ 
від СРЧ є вимога високої надійності і жи-
вучості. Під цим маються на увазі не тіль-
ки порівняно великий середній час безві-
дмовної роботи і збереження своїх функ-
ціональних можливостей в екстремальних 
умовах, зокрема, при впливі техногенних, 
природних і людських  факторів. Для АС 
УПР як системи критичного застосування 
найважливішою умовою застосування є 
збереження працездатності (з відповідним 
обмеженням обсягу і якості розв'язуваних 
задач) при повних або часткових відмов 
елементів, вузлів або навіть підсистем, що 
входять до її складу. Крім того, час відно-
влення працездатності в повному обсязі 
повинне бути мінімальним. Цей час ви-
значається вимогами безперервності об-
слуговування повітряного руху: інтервали 
видачі команд і обміну даними звичайно 
складають одиниці або навіть частки се-
кунд. За цей час система повинна перейти 
на резервний пристрій або підсистему. 
Природно, і устаткування, і програ-
мне забезпечення інформаційно-
обчислювальної підсистеми – стандартні 
комп'ютери або сервери, спеціалізовані 
обчислювачі, мережне устаткування і лі-
нійно-кабельні обладнання, операційні 
системи і бази даних, спеціалізовані при-
кладні програми і т.і. – повинні працюва-
ти в реальному часі. Швидкодія інформа-
ційно-обчислювальної підсистеми повин-
на бути такою, щоб вимога обслуговуван-
ня АС УПР у реальному часі виконувало-
ся при самому інтенсивному навантажен-
ні. У даному випадку мається на увазі ма-
ксимальна очікувана інтенсивність повіт-
ряного руху для даного аеровузла або ае-
родрому. Необхідно враховувати ту об-
ставину, що обчислювальні і комуніка-
ційні ресурси устаткування зненацька 
швидко виснажуються через стрімке зро-
стання обсягів нових послуг і додатків. 
Отже, при впровадженні нових 
комп’ютеризованих систем необхідно за-
здалегідь закладати резерви обчислюва-
льних і комунікаційних потужностей і пе-
редбачати можливості розширення і на-
рощування існуючих систем. 
Таким чином, основними вимогами 
до інформаційно-обчислювальної підсис-
теми АС УПР як системи критичного за-
стосування, є висока надійність і живу-
чість, ремонтопридатність і поновлюва-
ність. Оскільки АС УПР повинна при 
цьому працювати в реальному часі, пер-
шочерговою вимогою до інформаційно-
обчислювальної підсистеми є забезпечен-
ня необхідної продуктивності при будь-
яких запланованих, у тому числі і пікових 
навантаженнях. 
Звичайно, найпростіше й очевидним 
є рішення задачі «у чоло»: для підвищен-
ня надійності використовувати дорогі ви-
соконадійні вузли й елементи, резервува-
ти цілі пристрої і лінійки устаткування; 
для досягнення необхідної продуктивнос-
ті – експлуатувати систему на граничних 
режимах. Ясно, що при цьому одні ре-
зультати іноді будуть досягатися за раху-
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нок інших. Тому потрібно використовува-
ти більш тонкі інструменти керування на-
дійністю і якістю системи. У даному під-
розділі зупинимося більш докладно на 
мережних елементах інформаційно-
обчислювальній підсистемі, оскільки во-
ни найчастіше є найбільше «вузьким міс-
цем», і саме від них залежить результую-
ча продуктивність. 
Відповідно до прийнятого в дійсні 
час класифікацій обчислювальних (ком-
п'ютерних) мереж, інформаційно-
обчислювальну підсистему АС УПР мож-
на віднести до корпоративних мереж.  
Для досягнення необхідної продук-
тивності, сумісності мережних технологій 
і протоколів обміну, масштабованості і 
розширюваності мережі доцільно викори-
стовувати підхід, заснований на еталонній 
моделі взаємодії відкритих систем (OSI – 
Open System Interconnection).  
У рамках моделі OSI побудова кор-
поративної мережі АС УПР є найбільш 
ефективні і наочним, оскільки полегшу-
ються задачі перетворення інформації в 
процесі обміну. Представимо, що кожен 
рівень обслуговується найближчим ниж-
нім рівнем (є клієнтом нижнього рівня), а 
сам, у свою чергу, обслуговує найближ-
чий верхній рівень (є, відповідно, серве-
ром для верхнього рівня). Тоді ми одер-
жимо багатошарову (багаторівневу) мо-
дель мережі АС УПР, з багаторазовим ви-
користанням технології «сервер-сервер-
клієнт-сервер».  
При такій організації мережі конт-
роль, керування і модернізація є децент-
ралізованими. Усі ці процедури спрощу-
ються, а ефективність їхнього виконання і 
надійність системи в цілому підвищують-
ся. 
У рамках запропонованої багатоша-
рової моделі легко логічно і технічно об-
ґрунтувати структуру корпоративної ме-
режі АС УПР. Як відомо, у цифрових 
конвертованих мережах (або мережах но-
вих поколінь – NGN) найбільш розповсю-
дженими є АТМ і ІР-технології. Основни-
ми достоїнствами протоколу ІР є його 
простота і можливість динамічної фраг-
ментації пакетів. Однак протокол ІР, бу-
дучи, по суті, дейтаграмним протоколом, 
не дає ніяких гарантій доставки повідом-
лень. Якщо при цьому на якій-небудь ді-
лянці мережі відбулася втрата пакетів, 
вузли комутації (або маршрутизатори) 
починають посилати запити своїм сусі-
дам. Навантаження росте дуже швидко і 
може взагалі паралізувати даний фраг-
мент мережі, що для умов критичного за-
стосування неприпустимо. 
З іншого боку, АТМ-технологія гар-
на тим, що є високошвидкісною (швидко-
сті до 622 Мбіт/с) і забезпечує універса-
льну обробку різнорідного трафіка в гете-
рогенній мережі. Крім того, АТМ-
технологія забезпечує гарантоване зна-
чення Qo – quality of service (якість серві-
су).  
Тому цілком логічним підходом є 
створення багаторівневої цифрової архі-
тектури мережі виду IP/ATM/SDH/DWDM, 
де IP – Internet Protocol (протокол Інтер-
нет); ATM – Asynchronous Transfer Mode 
(технологія асинхронного режиму пере-
дачі або переносу пакетів стандартного 
розміру 53 байта); SDH – Synchronous 
Digital Hierarchy (синхронна цифрова іє-
рархія); DWDM – Dense Wave Division 
Multiplexing – оптична технологія високої 
щільності мультиплексування з поділом 
по довжині хвилі. 
Рекомендації по конфігурації 
мережі центру управління та об-
робки даних  
У зв'язку із збільшенням обсягу та 
складності вирішуваних завдань в існую-
чих та перспективних АС УПР необхідно 
підвищувати продуктивність мережі і 
впроваджувати систему контролю якості 
обслуговування на рівні додатків. 
З іншого боку збільшення кількості 
додатків висуває підвищені вимоги до на-
дійності мережі. 
Підвищені вимоги до надійності не-
минуче тягнуть підвищення уваги до за-
хисту мережі від несанкціонованого дос-
тупу. 
Крім того, найпотужнішим інстру-
ментом для вирішення проблем продук-
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тивності, якості обслуговування, надійно-
сті та захисту є ефективна система управ-
ління мережею. 
Таким чином, основними пріорите-
тами при розвитку мережі ЦУОД стають: 
підвищення продуктивності і масштабо-
ваності мережі, впровадження інтелекту-
альних сервісів для додатків, впрова-
дження ефективної системи управління 
мережею, посилення захисту мережі, під-




Відповідно до проведеного аналізу та згі-
дно особливостям функціонування систем 
критичного застосування та сформульо-
ваним вимогам рекомендована наступна 
конфігурація мережі ЦУОД (рис.1). 
 
 
 Рис. 1.  Конфігурація мережі ЦУОД 
 
Ядро мережі пропонується побуду-
вати на базі двох високопродуктивних 
багаторівневих комутаторів Cisco Catalyst 
6509. Пропускна спроможність шини цих 
комутаторів складає 256 Гбіт/с, а швид-
кість комутації досягає 150 мільйонів па-
кетів в секунду. Комутатори будуть обла-
днані картами маршрутизації в комбінації 
з модулем управління, що дозволить їм 
працювати в режимі комутації третього 
рівня (маршрутизації). 
Ці комутатори виконуватимуть за-
вдання високошвидкісної комутації 
фреймів Ethernet, маршрутизації пакетів 
між віртуальними підмережами (VLAN), 
об'єднання ATM і Ethernet мереж (LANE) і 
забезпечення якості сервісу для додатків. 
Комутатори підключені таким чи-
ном, що у разі виходу з ладу будь-якого з 
них, той, що залишився автоматично бере 
на себе виконання усіх функцій несправ-
ного комутатора. Це дозволяє забезпечити 
безперервне функціонування ядра мережі. 
Внутрішні абоненти повинні підк-
лючатися до комутаторів рівня доступу 
Cisco Catalyst 3524. Кожен такий комута-
тор забезпечує 24 порти Ethernet 
10/100Мбіт/сек. і 2 порти Gigabit Ethernet. 
Для забезпечення безперебійної ро-
боти мережі кожен з комутаторів доступу 
з'єднується з кожним з комутаторів ядра 
каналами Gigabit Ethernet. У разі обриву 
будь-якого з каналів зв'язку або виходу з 
ладу одного з комутаторів ядра мережі 
зв'язок Catalyst 3524 з ядром здійснюва-
тиметься по резервному каналу. 
На рівні доступу не здійснювати-
меться ніякій маршрутизації. Головними 
завданнями комутаторів доступу є: кому-
тація фреймів і підтримка незалежності 
віртуальних підмереж один від одного. 
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Підключення кожного сервера здій-
снюватиметься як мінімум по двох кана-
лах, що дозволить забезпечити велику на-
дійність зв'язку. Для забезпечення зв'яз-
ності мережі при виході одного з каналів 
з ладу передбачається використати прото-
коли динамічної маршрутизації.  
Одним з каналів буде канал існую-
чої АТМ-мережі, іншим - канал 
FastEthernet або GigabitEthernet для висо-
ко завантажених каналів. 
Канали Fast і Gigabit Ethernet від 
серверів підключаються безпосередньо до 
комутаторів ядра мережі, канали АТМ OC 
-3c 155Мбіт/сік підключаються до 
LightStream 1010, який у свою чергу підк-
лючається каналами АТМ OC -12c 
622Мбіт/сік до комутаторів ядра мережі. 
Видалений доступ до ресурсів мож-
ливий двома способами: через маршрути-
затори доступу із зовнішніх мереж і по 
комутованих каналах зв'язку (Dial - Up). 
Обидва ці шляхи планується конт-
ролювати облаштуваннями захисту інфо-
рмації Cisco PIX Firewall. Ці брандмауери 
сертифіковані по третьому класу захисту і 
дозволяють значно понизити ризик неса-
нкціонованого доступу. 
Доступ із зовнішніх мереж здійсню-
ватиметься через два маршрутизатори до-
ступу. Одним з маршрутизаторів буде ви-
користовуваний нині Cisco 7204, іншим - 
Cisco 7206VXR, що має достатню продук-
тивність для обслуговування підключення 
через гігабітний канал до мережі РАН, що 
будується. Ці маршрутизатори  мають до-
статні можливості для проведення пер-
винної обробки інформації і завдяки цьо-
му можуть використовуватися разом з 
PIX Firewall для забезпечення захисту ін-
формації. 
Для забезпечення видаленого досту-
пу по комутованих каналах планується 
встановити спеціалізований сервер досту-
пу Cisco AS5300 з 60 модемами. Cisco 
AS5300 повинен підключитися до АТС 
двома каналами E1 PRI і каналами Fast 
Ethernet до Cisco PIX Firewall [1-3]. 
Висновки 
В результаті аналізу вимог до обчи-
слювальних структур, що входять до 
складу систем критичного застосування, 
встановлено, що для забезпечення ефек-
тивного функціонування систем критич-
ного застосування потрібне, по-перше, 
мати резерв продуктивності обчислюва-
чів, а, по-друге, забезпечувати обмін ін-
формацією між споживачами в реальному 
часі. 
Мережі нових поколінь надзвичайно 
розширюють можливості інформаційного 
обміну, особливо в системах критичного 
застосування. Проте виникає безліч нових 
проблем. Необхідність поєднання в одних 
мережевих пристроях і вузлах нових тех-
нологій передачі даних з існуючими тех-
нологіями вимагає досконалих і дуже 
складних технологічних і алгоритмічних 
рішень. 
Рекомендації по організації високо-
продуктивних обчислювальних структур 
в комп'ютерних системах критичного за-
стосування ґрунтуються на результатах 
теоретичного аналізу, математичного мо-
делювання і експериментальних дослі-
джень. 
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