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A bstract
In this thesis we construct a B-band catalogue of the local universe which we call the 
Millennium Galaxy Catalogue (MGC). The MGC is photometrically and astrometrically 
accurate to ±0.03 mags and ±0.08'' respectively and covers an area of~ 36 sq deg in the NGP. Colour and redshift information are available from overlapping regions of the 
two-degree Field Galaxy Redshift Survey (2dFGRS) and the Sloan Digital Sky Survey 
Early Data Release (SDSS-EDR). W ith an exposure time of 750s and an isophotal surface 
brightness limit of 26 mags/sq arcsecs, the MGC is the largest and deepest photometric 
survey of the local universe to-date.
As well as containing photometric information, by making use of a newly developed 
software package- Galaxy Image 2D (GIM2D), and assuming a standard de Vaucouleurs and exponential galaxy profile, the MGC also contains structural parameters (half light radius and (B/T) etc) to all galaxies in the magnitude range 16 < B mgc < 20.
By making use of the information in the MGC we are able to classify our galaxies 
into three morphological types (E/SO, Sabc and Sd/Irr) using (B/T) cuts. In doing this 
we find that 30.52% of the galaxies form a “new” galaxy population identified by having 
a (B/T) of exactly 0. After visual inspection this population is found to be a mixture of 
early and late type star-forming Spirals and Irregular galaxies, all of which have a disk 
component that is flatter than an exponential. After visually redistributing these galaxies we find that the local galaxy population consists of 28.1% E/SO, 39.64% Sabc and 31.37% Sd/Irr.
From the redshift information contained within the MGC we are able to look at 
the galaxy distribution in terms of physical parameters. We find that the galaxies are 
distributed in absolute magnitude, surface brightness and half light radii in a manner that 
is consistent with the hierarchical formation scenario.
We derive total and morphological galaxy number counts and, after combining them 
via a step wise maximum likelihood (SWML) technique, we arrive at morphological LFs. From examining the galaxy counts we find that there is no steep rise in the bright end, 
eradicating the need for strong local evolution. Also one does not need to renormalise 
the morphological or total galaxy counts in order for them to be consistent with faitner counts. The Sabc and Sd/Irr LFs are surprisingly similar with both showing a mild faint 
end slope.
We look at the properties of bulges and disks of galaxies. We find that as galaxies 
become more diskey there bulges move away from the Kormendy law for Elliptical galaxies.
Due to the similarity of the Spiral and Irregular population LFs, as well as appar­
ent and intrinsic parameter distributions, we are forced to conclude that one can only 
reliably distinguish between the Ellipticals and the general galaxy population, and that 
investigating the bulge and disk components of a galaxy may be more useful than Hubble types.
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CH A PTER  1
Introduction
1.1 Background
In the years 1925 to 1929 Hubble demonstrated that many of the nebulae found in the 
surveys of the time were galaxies, external and at some distance from the the Milky Way, Hubble (1925), Hubble (1926a), Hubble (1926b) & Hubble (1929), (see Sandage 
1998 for a review). In the second 1926 paper Hubble used data later published in the Mount Wilson Catalogue (Seares & Kapteyn 1930) to show that the logaritham of the 
number of galaxies, log N(m), is proportional to 0.6 xmag to a limiting magnitude of m=16.7, which is the relation required by a non-evolving Euclidean universe. It is these two discoveries which lay the foundation of modern observational cosmology. However, 
the data used by Hubble in 1926 was patchy and had poorly calibrated zero points, and 
hence magnitudes. To try to improve the quality of these results, Hubble, starting in 1927, 
undertook what was to be the first proper galaxy survey. It was completed in 1934. The Hubble (1934) survey contained 44000 galaxies in an area of 650 sq degrees covering both 
Galactic hemispheres. In his 1934 paper Hubble not only confirmed the number-magnitude relation, but also showed that, for absorption, there is a strong latitude effect and gave the 
first indication that galaxies were clustered. Hubble also mapped the “zone of avoidance” 
in much greater detail than had previously been done. Later, Hubble (1936b), attempted 
to extend the counts to fainter magnitudes. However, photometric errors, an incorrect 
K term and a misunderstanding of the proper distance redshift relation all led Hubble 
(1936a) to the conclusions that the observed redshifts are not velocity shifts and that “...if redshifts are not primarily due to velocity shifts...The velocity-redshift distribution is linear; the distribution of nebulae [galaxies] is uniform; there is no evidence of expansion, 
no trace of curvature, no restriction of the time scale.” Hubble (1936b), page 553. We 
can probably forgive Hubble for using the wrong proper distance redshift relation, since it was not until 1958 that Mattig published his revolutionary paper in which was the 
first full derivation of proper distance as a function of redshift. In 1949 Hubble began a 
program to repeat his ground breaking survey by using the then newly commissioned 48 
inch Palomar Schmidt telescope. This would allow Hubble to extend his number counts 
down to fainter magnitudes. This project was never completed as it was realised that for any new number count studies the magnitudes of each individual galaxy should be measured instead of just counting galaxies to the plate limit. At the time the technology 
to do this was not available. Also the process of aperture corrections, to obtain total 
magnitudes, had not and still hasn’t been completley solved (see Cross 2002). It is here that observational cosmology came to a bit of a stand still until the late 1970s when the 
required technologies and techniques became available. When these technologies arrived it became apparent that at faint B-band magnitudes (B j>20) the counts did not match the no-evolution predictions. This was discovered by Kron (1980) and became known as 
the faint-blue galaxy problem. Although, especially with the advent of the Hubble Space 
Telescope (HST), we have been able to probe even deeper magnitudes, there is still an 
unsolved problem as to how this blue excess came about. The obvious explanation is 
that some evolutionary process has occurred. Indeed this seems to be supported by the
excessively high number of faint (high z) irregular galaxies, 50%, when compared to the 
local sample where there are only 5% irregulars, Sandage (1998). However, due to the large angular area required to get a complete sample of the local universe and the relative 
small angular size of CCDs, the morphological mix of the local group is far from being firmly established. This is one of the prime goals of the Millennium Galaxy Catalogue 
(MGC).
1.2 The MGC
The motivation for this survey is essentially the same as Hubble’s was all those years ago, 
that of the lack of detailed knowledge of the local galaxy population over a large angular 
scale. As we have seen this makes it very difficult to get an accurate description of the 
number of different types of galaxies in the local universe and therefore even more difficult to imply anything about the high redshift universe. Up until the Millennium Galaxy Cat­
alogue (MGC), all previous large galaxy catalogues such as the Catalogue of Galaxies and 
Clusters of Galaxies (Zwicky et al. 1961 to 1968), the Morphological Catalogue of Galaxies (Vorontsov-Vel’Yaminov & Arkhipova 1962 to 1974), the Uppsala General Catalogue of 
Galaxies (Nilson 1973), the ESO/Uppsala Catalogue (hauberts 1982, Lauberts & Valen- 
tijn 1989), the Southern Galaxy Catalogue (Corwin, de Vaucouleurs & de Vaucouleurs 
1985), the Catalogue of Principal Galaxies (Paturel et al. 1989), the Edinburgh/Durham Southern Galaxy Catalogue (Heydon-Dumbleton, Collins & MacGillivary 1989), the APM 
catalogue (Maddox et al. 1990), the Third Reference Catalogue of Bright Galaxies (de Vau­
couleurs et al. 1991) and the SuperCOSMOS Sky Survey (Hambly, Irwin & MacGillivray 
2001) were based on photographic plates. While these catalogues have provided invaluable 
information and insight, uncertainty remains as to their completeness, particularly for low 
surface brightness and compact galaxies (Disney 1976; Sprayberry et al. 1997; Impey & Bothun 1997; Drinkwater et al. 1999). In addition there are concerns as to the photo­
metric accuracy (e.g. Metcalfe, Fong & Shanks 1995), the susceptibility to scale errors 
(Bertin & Dennefield 1997), plate-to-plate variations (Cross et al. 2003) and the dynamic range. These photographic based catalogues have been the starting point for numerous 
spectroscopic surveys aimed at measuring the local space density of galaxies (the local 
galaxy luminosity function). The space density of galaxies is our fundamental tool for describing the local galaxy population and therefore a crucial constraint for models of galaxy formation (e.g. White k  Frenk 1991; Cole et al. 2000; Pearce et al. 2001). If the 
imaging catalogues are incomplete and/or photometrically inaccurate then regardless of the completeness of the spectroscopic surveys themselves our insight into the galaxy pop­
ulation will be incomplete and most likely biased against specific (typically intrinsically faint and/or low surface brightness) galaxy types.
1.3 The Luminosity function
One of the most frequent uses of any galaxy survey, of cluster or field galaxies, is to be 
able to extract a galaxy luminosity function (hereafter LF). An accurate calculation of the 
galaxy LF provides a statistical description of the space density of galaxies as a function 
of absolute magnitude. It should be noted that there is no general LF that can describe the entire galaxy population. This is because galaxy statistics are heavily dependent 
on environment and so different LF’s are needed for both the cluster and field galaxy 
environments. These may still not be suitable and are often broken down into morphology 
dependent LF’s. It is further argued that another break down of the LF into high and low redshift LF’s is required. The best analytic description of the field and cluster LF’s takes the same form, that of the Schechter (1976) function;
( 1 .1)
where the parameters, a, <p* and B* are environment and redshift dependent. ^{L)dL  gives the number of galaxies per unit volume in the luminosity interval L to L+dL, a  controls the slope at the faint end, is a characteristic luminosity giving the 
turn-over point between the exponential bright end and the power law faint end and (f)* (the normalisation parameter) gives the number of galaxies per unit volume. From this the local luminosity and space density of galaxies can be derived. The Schechter function 
is shown in its more useful magnitude form in Appendix B .l. From the LF we are able to model galaxy number counts which can help to understand galaxy evolution. However, 
this is more difficult to get at as cosmology will affect the LF, sometimes in the same way 
as evolution, therefore appearing to overstate the amount of evolution that has taken place and sometimes in the opposite direction as evolution, resulting in an underestimate of the amount of evolution. It is therefore vital that as accurate as possible an LF is found.
Over the past two decades there have been numerous estimates of the local galaxy 
luminosity function (e.g. Efstathiou, Ellis h  Peterson 1988, Mt Stromlo/APM, Loveday 
et al. 1992, SSRS2, Marzke et al. 1998, ESP, Zucca et al. 1997, Autofib, Ellis et al. 1996, 
Durham/UKST, Ratcliffe et al. 1998, SDSS-EDR, Blanton et al. 2001 and 2dFGRS, 
Norberg et al. 2002) and consequently of the three parameter Schechter function used to 
represent it, see Eqn. 1.1. Typically the surveys agree broadly on the faint end slope {a, A a  «  ±0.15) but show a marked variation in the characteristic luminosity (L*, AL* % 40 %) and normalisation (<^ *, A^*  50 %). The uncertainties in the Schechter parameters
result in an uncertainty of a factor of 3 (see Cross et al. 2001) in the local luminosity 
density, A j  = L*(j)*r{a+2). The uncertainty in (j)* is known as the normalisation problem 
and has been somewhat overshadowed by the better known faint blue galaxy problem (Koo 
1986 and Ellis et al. 1996). Possible solutions to the normalisation problem are that it is a result of strong evolution in the local giant population, though this is ruled out from HST 
observations (Driver & Phillipps 1996), a large local underdensity, or photometric errors and/or surface brightness selection effects in the local (mostly photographic) samples.
The faint blue galaxy problem describes the inability of basic galaxy number count 
models to predict the numbers of galaxies seen at faint magnitudes in the deep pencil beam 
CCD based surveys (e.g. Tyson 1988, Metcalfe, Fong & Shanks 1995 and Metcalfe et al. 2001). Essentially, the models underpredict the number of galaxies observed at B >19 mags. It is incorrect to interpret this as an indication that one is observing the epoch 
of galaxy formation. The predicted counts start to fail at around z = l due to the effects of spacial curvature and k-corrections whereas galaxies are formed at around z= 6  — 8 , 
(Peacock 1999), cosmology depending. The faint blue galaxy problem is described in detail in Koo & Kron (1992).
As the normalisation problem describes the inability of number count models to 
explain the galaxy counts even at bright magnitudes (18 < B < 20 mag) by as much as 
a factor of 2  (see discussions in Shanks et al. 1984, Driver, Windhorst & Griffiths 1995, 
Marzke et al. 1998 and Cohen et al. 2 0 0 2 ), it is this that is the more fundamental problem. 
Whilst luminosity evolution, cosmology and/or dwarf galaxies can and have been, invoked 
in varying mixtures to explain the faint blue galaxy problem (e.g. Broadhurst, Ellis & 
Shanks 1988, Babul k  Rees 1992, Phillips k  Driver 1995 and Ferguson k  Babul 1998), 
none of these can be used to resolve the normalisation problem.
In the past the problem was essentially ignored by renormalising the number count 
models to the range 18 < B < 20 mag (e.g. Metcalfe, Fong k  Shanks 1995, Metcalfe et al. 2001, Driver et al. 1994, Driver, Windhorst k  Griffiths 1995, Driver et al. 1994 and Marzke et al. 1998). The justification was that the bright galaxy catalogues, on which 
the luminosity function measurements are based, are shallow and as such susceptible to local clustering. However the crucial normalisation range typically occurs at the faint limit 
of the photographic surveys (where the photometry and completeness are more likely to 
be a problem) and at the bright end of the pencil beam CCD surveys (where statistics 
are poor). This clustering explanation overlooks two more fundamental problems: gross
photometric errors and gross incompleteness in the local catalogues. If either of these two latter explanations play a part this will have important consequences for the new- generation spectroscopic surveys, namely the 2dFGRS (Colless et al. 2001) and the SDSS, (York et al. 2000). The input catalogue of the 2dFGRS is an extensively revised version of the photographic APM survey (which is known to show a peculiar steepening in its galaxy 
counts at bright magnitudes, Maddox et al. (1990b)), with zero point and scale-error 
corrections from a variety of sources including the 2MASS AT-band survey, and the data presented in this thesis, (Norberg et al. 2 0 0 2 ). In the case of the SDSS -  which leaps 
forward in terms of dynamic range, uniformity and wavelength coverage -  the effective 
exposure time is relatively short (54 s) and the isophotal detection limit is comparable to 
that of the photographic surveys. Hence, while issues of photometric accuracy should be resolved the question mark of completeness will remain.
1.3.1 The morphological and colour LF
The local morphological populations can be statistically represented by looking at the LF 
of different Hubble types. Loveday et al. (1992), Marzke et al. (1994), Marzke et al. (1998) and Madgwick et al. (2002) have all published morphological LFs. Fig. 1.1 shows 
schematic examples of LFs for 3 broad Hubble types. There is a broad consensus that the faint, a  dominated, end of the LF is most affected by morphological type. The E/SO galaxies have a fiat (or even turned over, Loveday et al. 1992) faint end slope which then 
rises as one moves to later type galaxies. This indicates that it is the Irregular galaxies that 
overwhelmingly dominate the faint end and therefore a. It is vital then, that the fraction 
of Irregular galaxies and their associated redshift distribution is well understood, as they will contribute significantly to the faint end galaxy counts which are heavily influenced by galactic evolution and cosmology, see Chapter 4, § 4.1.
Marzke k  Da Costa (1997), Lilly et al. (1995) and Blanton et al. (2001) have all looked at LFs and their dependency on colour. Fig. 1.2 shows the LFs for both red and blue galaxies taken from Lilly et al. (1995). They show that it is the blue galaxies 
which dominate a  and that the red galaxies have a much flatter faint end slope. Given 
what we have previously said about the morphological LF and its dependency on a  this 
is hardly surprising, as it is the Sd/Irr galaxies which will dominate the blue end and 
the E/SO population that reside in the red end. Fig. 1.2 does illustrate that by moving 
to redder bands one does not need to worry so much about the effects of evolution on 
the galaxy number counts. However, if derived from a survey/catalogue comprised from 
observations in the redder regions of the optical window, the relative numbers of galaxy 
types (specifically the Sd/Irr) will be dramatically underestimated. Thus, the description of the local galaxy population will be woefully incomplete.
1.4 Galaxy Morphologies
It is one thing to be able to statistically represent the local galaxy population, it is another 
to actually decipher it. This is the problem of obtaining galaxy morphologies. In other 
words we want to be able to individually classify each galaxy into a family of objects. 
This cannot be done by the LF as it only describes the populations as a whole and 
any information regarding the individual galaxies is lost. Also, as the LF is, only a 1- dimensional statistical tool it is difficult to reliably extract any physical description of 
the galaxy population. Attempts to expand the LF and to get at the physics behind the galaxy population (si have been made and has resulted in the rise of a Bivariaite 
Brightness Distribution (BBD, see § 1.4.4). It is here that we now review the most widely used methods for classifying galaxies and understanding the physics behind the various galaxy populations.
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Figure 1.1: A schematic of the LF for different Hubble types.
bO(U
ÜA
bC(0
6
qd
T o ta l
B lueood
Red
ooqd
^23 -22 -21 -20 -19 -18
(B)
Figure 1,2: The LF for both red and blue galaxies. The Schechter function parameters for 
each LF where taken from Lilly et al. (1995).
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Figure 1.3: The Hubble tuning-fork diagram. The various Hubble types are illustrated 
using MGC galaxies.
1.4.1 The Hubble tuning-fork
Traditionally the classification of galaxies has been performed using the qualitative based 
Hubble tuning-fork scheme (Hubble 1939). In this method the observer assigns a galaxy a class, known as a Hubble type, depending upon where it lies on the tuning-fork, see Fig 1.3. 
Its position on this diagram is determined by the absence or presence (and strength), of observed physical properties. Since the initial conception of the Hubble diagram there 
have been many modifications to it (Bandage 1961, de Vaucouleurs 1959 & van den Bergh 
1976) in an attempt to try to include new galaxy classes, however its basic shape remains the same.
To the left of the tuning-fork are the smooth featureless Elliptical galaxies. These are 
tri-axial spheroids of varying ellipticity consisting of gravitationally bound stars embedded 
in dark matter halos and mostly devoid of gas, Phillipps et al. (1996). The ellipticity is classified by assigning each galaxy a number, n, where n= 1 0  x (1  — 6 /a ), where a and b are the projected major and minor axis of the galaxy. It is found that elliptical galaxies 
lie somewhere between EO and E7, where EO galaxies are spherical with an axial ratio of (b /a )= l and E7 are highly ellipsoidal, (b/a)=0.3.
To the right of the tuning-fork are the spiral and barred spiral galaxies. Spiral 
galaxies (barred and unbarred) have the same basic shape, that of a central spherical bulge embedded within a disk of stars containing spiral arms. The difference between barred and unbarred spirals is the existence of a “rigid” bar of stars in the disk connecting 
the bulge to the spiral arms. Both types of spirals are classed into 4 sub groups: Sa, Sb, Sc
HSBG“ -  -  -  -  CE/  I \
EO—E7—
BCD- -  dE(N)i XI X dSph- -  GCs
V f - ^LSBGIMALINs
^ S d —Sm—Im — dl — dE
m  'I
Pec
Figure 1.4: The “revised” Hubble tuning-fork. This figure is taken from Driver & Cross 
( 2000).
Table 1.1: T-types in the Hubble Revised System. 
cE EO E+ 5 0 “ 50° 50+ SO/a Sa Sab Sb Sbc Sc Sod Sd Sdm Sm Im cl
-6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 8 9 10 11
and Sd/lrr (SBa, SBb, SBc & SBd/lrr for barred spirals) F The classification of galaxies into these subgroups is based on the observed relative size of the bulge to the disk, how 
tightly wound the spiral arms are and the ease with which the spiral arms are resolved. 
Sa/SBa have large bulges and tightly wound smooth arms and Sc/SBc have small bulges with loosely wound easily resolvable arms.
Sandwiched between the Ellipticals and the Spirals are the Lenticular/SO galaxies. These galaxies consist of an elliptical smooth concentration of stars surrounded by a structureless extended stellar envelope.
One problem with the Hubble tuning-fork is that it is incomplete. As not all galaxy types where known in Hubble’s time they were never included in the tuning-fork. Since 
then the initial picture has been somewhat revised to incorporate all the know galaxy 
types, however, its main advantage, its simplicity, has clearly been lost, see Fig. 1.4. To 
try to recapture some of the initial simplicity of the tuning-fork, as well as to make it easier for computers to handle morphological information, each Hubble type can be assigned a 
numerical value known as a T-type, see Table 1.1 and de Vaucouleurs, de Vaucouleurs &; Corwin (1976).
The main problem with the Hubble tuning-fork, as with any other observer based 
classification system, is that, as it depends upon an observer’s interpretation of an image, it is a highly subjective process. This often results in confusion with observers giving 
the same object different Hubble types. In Naim et al. (1995a) a group of 6 experts are 
used to classify a selection of 832 APM galaxies. They find an overall rms dispersion of
1.8 T-types on the revised Hubble system. Also as galaxies are classified solely on their 
appearance there is no information available as to how or why they look the way the do. Other problems with this and other visual inspection techniques, are that it becomes very 
difficult to classify galaxies as their inclination increases and that with the sizes of todays 
photometric catalogues, notably the SDSS (York et al. 2000), it is rapidly becoming an impractical method. It is with these problems in mind that alternative automated classification routines have been devised.
^Although irregular (Irr) galaxies are a class in there own-right, Sd/SBd and Irr galaxies are often 
indistinguishable and so the two classes are usually merged
1.4.2 Neural Network Classifications
Artificial Neural Networks (hereafter ANN) have been successfully used in star-galaxy 
classification (Bertin & Arnouts 1996, Odewahn et al. 1992 and Odewahn et al. 1995). 
As this is a simplified version of the galaxy morphology question it is only natural that ANNs should be applied to galaxy morphologies. Looking at Fig. 1.5 we get an idea of 
how an ANN works. Essentially a set of input parameters (for example magnitude, sur­face brightness, ellipticity and colour) are fed into the ANN’s input nodes (each parameter goes into a different node). For each input node there is a function which translates the 
parameter into a normalised value between some predefined range (essentially a probabil- lity), ie. 0 to 1. Every input node is linked to every hidden layer of nodes via a different, 
and initially random, multiplicative factor. The normalised and factorised input nodes 
are collected and summed in each hidden node. These hidden nodes are then linked to 
either another set of hidden nodes or the output nodes by a different, and again initially 
random, factor. There is no limit, other than perhaps computational time, to the number 
of hidden nodes one can use. At the output node or nodes the values of the previous 
layer of hidden nodes are collected and summed to give a final numerical value. In our case the value at the output node will be a galaxy type. As the multiplicative factors are 
initally random numbers the initial value at the output node is meaningless and needs to be “calibrated”. To do this the ANN is “trained” on a smaller (~100 galaxies) well understood and preclassified data set. This data set is then passed through the ANN 
and the multiplying factors are tweaked until the a sensible result is achieved. One draw 
back to the ANN is that, although accurate human-like morphologies are achieved, it is essentially an empirical process and as such no information as to the physics of galaxy 
morphologies is resolved. The ANN we use is that developed in Odewahn et al. (1992) 
and Odewahn et al. (1995) to produce galaxy types on the system defined in Odewahn 
et al. (1992). This ANN has been successfully used to consistently and accurately classify galaxy types from H ST  data (Odewahn et al. 1996).
A big advantage of ANNs is that they can consistently and accurately replicate human classifications of a small training set for a much larger data set that covers the same parameter space. Naim et al. (1995b) use the galaxy sample from Naim et al. (1995a) to train an ANN to recognise different galaxies. The ANN assigns each galaxy a T-type, see Table 1.1. They find that the ANN is able to achieve a T-type scatter that is 
similar to the observer T-type scatter found in Naim et al. (1995a). Whilst the advantage 
of a ANN is that they are able to “quickly” classify a large sample of galaxies, they are essentially flawed in that they do not improve upon but only replicate the human eye, 
which is known to be inaccurate. An ANN is only as good as its “trainer” ; if there is an 
error in the training set it will be reproduced in the larger data set.
1.4.3 Concentration-Asym m etry System
In the C-A system, developed in Abraham et al. (1994), morphologies are achieved by comparing a galaxies concentration index (C), a measure of how compact the galaxy light 
is and the asymmetry parameter (A), which indicates how evenly the light is distributed over the galaxy. C is essentially the ratio of the intensities within some inner and outer 
radii and is formally defined in Abraham et al. (1994) to be:
C = (1 .2 )
where lij is the intensity in pixel {i,j). E is an elliptical aperture whose radius is normalized to 1 when the aperture encloses the area covered by the 2a isophote. Abraham et al. (1994) find an inner isophotal radius of o:=0.3 gives the best results. A is measured 
by rotating the galaxy image 180° and subtracting it from itself and is calculated by:
1 0
Input nodes 1 S t Hidden layer 2nd Hidden layer Output nodes
Figure 1.5: A schematic of an artificial neural network.
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here Rij is the intensity in of pixel (i,j)  in the residual image and is the 
intensity of pixel (%,j) in the residual image rotated by 180°. is the background 
intensity in pixel (%,j) of the residual image and is the background intensity of pixel 
{i,j)  in the residual image rotated by 180°. The asymmetry parameter is calculated over 
the area covered by the 2cj isophote. Fig 1.6 is a schematic showing the locations of the 3 main Hubble types in the C-A system. Fig. 1 of Abraham et al. (1996) shows a C- 
A plot for HD F I-band data. Although there is some substantial overlap, most notably 
by Irregulars falling into the Spiral region, overall the Irr and E/SO galaxies appear well separated.
Whilst the C-A system has the advantage that it removes the subjectivity of any observer based system (and to some extent the ANNs). It does rely on the C and A 
parameters being accurately measured, as any error could cause a galaxy to be scattered 
across the imposed boundaries. As noted above there is also a significant scatter along 
the Irr/Sabc boundaries which is in-addition to any photometric errors. It is also assumed 
that the location classification boundaries are redshift independent, though until now (see § C.l) there has been no evidence to either confirm or refute this.
1.4.4 Bivariate Brightness D istribution Classifications
As was first noted by Binggeli (1993) galaxy morphologies may be mapped in a similar 
fashion as to the C-A system onto a Bivariate Brightness Distribution (BBD). In this case the galaxy parameters plotted are absolute magnitude versus absolute (central or eflfective) surface brightness. These parameters provide a more physical description of the galaxy 
population as absolute magnitude and absolute effective surface brightness are believed to 
be linked to mass and angular momentum respectively (see de Jong & Lacey 2000). The 
mass-luminosity relation comes from assuming a disk-mass power law relation, M d oc 
with gamma expected to be close to 1. The surface brightness-luminosity comes from the 
dimensionless spin parameter, A, defined by Peebles (1969) to be
A =  (1.4)
were J  is the total angular momentum, E  the total energy, Mtot the total mass of the 
system and G is the gravitational constant. All of these parameters are dominated by the 
galaxies dark matter halo, de Jong & Lacey (2000) then make several more assumptions. 
The first is that the halo can be modeled by an isothermal sphere with circular velocity 
VL, mass Mtot and a density profile that scales as p oc p. From this assumption, along 
with the virial theorem, 2K E  -f P E  = 0 which gives \E\ =  \KE\, we get
B  <x MtotV^ (1.5)
The next assumption is that the disk is a pure exponential with mass M d , effective 
radius Vq and that its circular velocity is equal to that of the halos. We then have that the disk angular momentum scale as
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Figure 1.6: A schematic of the C-A system with the locations occupied by the main Hubble 
types. The dashed line marks out the so-called galaxy hull, which theoretically encloses 
the parameter space occupied by non-evolving galaxies with T-types -5 to 6, Abraham 
et al. (1996).
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The third assumption is that the disk and halo specific angular momentum are 
proportional to each other, i.e. oc From this follows the next assumption, that
the ratio of baryonic to dark m atter is constant and the fraction of baryonic m atter that 
ends up in the disk is universal, so that Mjj oc Mtot- These assumptions combine with Eqn. 1.4 to give
Using this with the previously mentioned mass-luminosity power law and the ob­served Tully-Fisher relation, L a  (Tully & Fisher 1977, where e 3.), we get the spin parameter, and therefore angular momentum, as a function Vg and L, which relate to surface brightness
A oc (1.8)
Eqn. 1.8 simply states that for two galaxies with the same luminosity (and therefore 
mass) but different angular momentum, the galaxy with the higher angular momentum the light is distributed over a larger radius and so its surface brightness decreases.
Fig. 1.7 shows a schematic of a BBD with the locations occupied by the various 
Hubble types and Fig. 1.8 shows a composite BBD comprised of real B-band data. Fig. 2.21 showes a BBD for the full MGC-BRIGHT data set. Cross (2002) showed that, while the 
BBD is a theoretically useful tool for understanding galaxy evolution, it is of the upmost importance that they are properly corrected for surface brightness selection efiects. They also show that low surface brightness galaxies are few in number and do not substantially 
contribute to the luminosity density of the universe. See Cross (2002), Cross et al. (2001) and Cross Sz Driver (2002) for a detailed discussion on BBDs. Again, as with the C-A 
system, the BBD classifications remove any subjectivity. However, whilst the BBD may 
constrain the galaxy population as a whole, it usefulness as a morphological tool is in 
doubt. Cross (2002) find that while “Elliptical galaxies do not have a strong correlation, but have a sharp edge at the bright, high surface brightness end.” and that “...spiral 
galaxies have a strong correlation between M  and /.ig---” but that “This does not change significantly from early type spirals to late type spirals.” This suggests that the BBD may not be able to accurately distinguish between the Irregular and Spiral galaxy populations. 
This scatter between the Sabc and Sd/Irr class boundaries may be reduced by adding a 
third axis to the BBD and forming a Trivariate Brightness Distribution or TBD, see § C.2.
1.4.5 Light Profiles
This will be discussed in more detail below, see § 5.1.3. Essentially there is a generic formula, the Sersic profile, that can be used to describe the light profile of any galaxy type:
ro.J(r) =  loexp I -  I — j  j  (1,9)
14
Lummosity Distribution
Bivaiiate Brightness DistributionHIGH
HSBG
BCD g-
gI
cD
dE
B LSBG dSph
MAUNs
LOW
Absolute Magnitude 
 M ass )
Figure 1.7: A schematic of a BBD with the locations occupied by the various Hubble 
types. This figure is taken from Driver & Cross (2000).
15
-24 -22 -20 -18 -16 -14 -12 -10 -8
a  0.1
S 20
c 22
SBD
LSBC?
*o *
LG ^
1 I I  I I I lll 1 1
— —
- -
-  1I
f  -
O-
o i V/
111. .1 1
18
20
22
24
26
28-24 -22 -20 -18 -16 -14 -12 -10 -8 0.01 0.1
Absolute B Magnitude/MASS Log N (Mpc-^)
Figure 1.8: A B-band BBD containing data from various sources, most notably the 
Two-degree Field Galaxy Redshift Survey (2dFGRS, Cross et al. 2001), the Hubble Deep 
Field (HDF, Driver 1999) and the Local Group (LG, Mateo 1998). This figure is taken 
from Driver & Cross (2000).
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Here I(r) is the intensity at radius r, Iq is the central intensity, and ro is the scale 
length. The parameter /3 controls the curvature of the profile. Traditionally it is found that 
for a pure disk system a flat (/0=1, Freeman 1970) profile provides the best description, 
where as for an Elliptical a negative curvature (or convex) (/5==4, de Vaucouleurs 1959) profile best fits the light distribution. One can then assign a morphology to a galaxy based on the curvature parameter, /3, of its light profile.
For the MGC we will be using a package called Galaxy IMage-2D (GIM2D). This 
uses a Metropolis algorithm to fit a an exponential disk and a de Vaucoulers profile to 
each galaxy (Marlean Sz Simard 1998). GIM2D is described in detail in Chapter 5. The 
galaxies morphology is in theory determined by applying cuts in the bulge-to-total light 
ratio which is known to be correlated with Hubble type, Kent (1985). The advantage of 
this method is that it goes some way to remove the subjectivity of classification. However, 
there may still be some disagreement between authors on the exact placement of the class 
boundaries.
In profiling we have a classification that is not subjective and if combined with redshift information, like the BBD, tells us something about the physical properties of the 
galaxies. However, profiling is a delicate business and is not only dependent on the getting 
an accurate model of the PSF for each observation but also requires accurate background 
measurements if the outer disk is to be well profiled. Depending on the algorithms involved 
used to derive the profile, this can be time consuming process in some cases. The main question over the profiling technique is, as is assumed, are all the galaxies profiles well 
modeled by a pure exponential plus /3 >1 Sersic combination? This is addressed in Chapter 
5.
1.5 Summary
In this thesis we investigate the problems of galaxy classification within a single, well- defined data set that is reasonably deep and yet has a large enough solid angle to provide 
accurate and statistically significant galaxy counts over the crucial normalisation range. 
Fig. 1.9 shows a number of imaging surveys in terms of their sky coverage and magnitude 
range. Dashed and solid lines indicate photographic and CCD based surveys respectively. 
Typically the faint surveys are CCD based while the local surveys are photographic (with the notable and recent exception of the SDSS-EDR, Stoughton et al. 2002). While the 
CCDs surveys make significant improvements in surface brightness and magnitude limits 
their sky coverage is small. It is only very recently that large CCD mosaics such as the 
Wide Field Camera (WFC, Irwin &; Lewis 2001) and the SDSS instrument (Gunn et al. 1998) have been constructed that now allow a large area of sky to be surveyed within a realistic time frame.
The lay out of this thesis is a follows: In Chapter 2 we provide a detailed description of the data set. We describe how the data was collected and reduced as well as detailing the photometric and astrometric accuracies of the MCC and star-galaxy separation. We 
put the data to its first use in Chapter 3 by using star counts to derive structural properties of the Galaxy, namely the Galactic halo axial ratio, and discuss the clustering of stars in 
the Galaxy. In Chapter 4 we obtain galaxy number counts and use them to constrain 
the general Schechter function parameters. Chapter 5 discusses in detail how we obtain 
galaxy profiles, and hence morphologies, using CIM2D. In Chapter 6 we look at the 
physical properties of galaxies and discuss the morphological LFs. Our conclusions are given in Chapter 7.
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Figure 1.9: The magnitude ranges and survey areas spanned by some previous number 
count publications. Surveys based on photographic material are shown with a dashed line. 
The vertical lines show various transition regions where various effects start to dominate 
the galaxy counts. Key: SSS (Hambly, Irwin & MacGillivray 2001), APM (Maddox et al. 
1990), SDSS-EDR (Yasuda et al. 2001), MAMA (Bertin & Dennefield 1997), EDSGC 
(Heydon-Dumbleton, Collins & MacGillivary 1989), MGC (this work), G96 (Gardner et al.
1996), J91 (Jones et al. 1991), EIS (Paradoni et al. 1999), KWOl (Kummel & Wagner 
2001), 186 (Infante, Pritchet & Quintana 1986), K86 (Koo 1986), A97 (Arnouts et al.
1997), CADIS (Huang et al. 2001), M91 (Metcalfe et al. 1991), WHDF (Metcalfe et al. 
2001), T88 (Tyson 1988), NTTDF (Arnouts et al. 1999), M95 (Metcalfe et al. 1995), 
HDF (Williams et al. 1996).
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CH A PTER  2
The Millennium Galaxy Catalogue
Here we describe the data set, known as The Millennium Galaxy Catalogue (MGC), that will be used through out this thesis.
We describe what instruments and filters were used to make the observations as well 
as fundamental data properties such as the exposure time, seeing and the RA and DEC range of the observations. The photometric and astrometric properties of the MGC are discussed with particular emphasis on gaining accurate zero points for each observation.
We detail how the MGC was generated and its division into two sub-catalogues, 
MGC-BRIGHT and MGC-FAINT. The detection of objects using Sextractor  and their classification into, amongst other things, stars and galaxies.
The work in this chapter was performed jointly with Dr Jo Liske for presentation in a forthcoming paper, Liske et al. (2003).
2.1 The D ata
2.1.1 The W ide Field Cam era
All data frames were taken using the Wide Field Camera (WFC). The WFC is mounted at 
prime focus on the 2.5m Isaac Newton Telescope (INT) situated at La Palma. The WFC 
is a mosaic of four 4kx2k thinned EEV CCDs with a smaller 2kx2k Loral CCD which is used for auto-guiding. Each of the science CCDs measures 2048 x 4100 pixels with a pixel 
scale of 0.333 arcsec/pixel -  this gives a total sky coverage of 0.29 deg^ per pointing. The 
four science chips are arranged as shown in Fig. 2.1. Full details of the WFC are provided 
at http://www.ast.cam.ac.uk/~wfcsur/technical.html (see also Irwin & Lewis 1999).
2.1.2 The observations
The data, constituting the Millennium Galaxy Catalogue (MGC), comprises 144 overlap­
ping pointings forming an equatorial strip from 10*^ 00”^  to 14^48™ (J2000). The obser­vations were taken during 4 observing runs, 15-16 March 1999, 16-17 April 1999, 6-13 
June 1999 and 26 March -  4 April 2000. Each pointing was observed for a single 750 s 
exposure through a K itt Peak National Observatory B  filter (jBkpno)- Pointing 1 (Field 
1) is centered on RA =  10^00™00=, DEC =  OO^ OO'OO" (J2000) and pointing 144 (field 144) 
is centered on RA =  14^46*^00®, DEC =  OO^ OO'OO'' (J2000). Hence each pointing is offset
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Figure 2.1: A schematic diagram of the wide field camera. The inner and outer circles 
denote the onset of vignetting and complete vignetting respectively. Also shown are the 
CCD defects.
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Figure 2.2: A schematic diagram of the pointing for MGC fields MGCOOl, MGC002 and 
MGC0G3. The dots indicate the positions of known CCD defects.
from the previous by 30 arcmin along the equatorial great circle. Fig. 2,2 shows the survey 
footprint for the first three pointings.
The survey region was chosen because it overlaps with both the Sloan Digital Sky Survey Early Data Release region (SDSS-EDR, York et al. 2000) and the Two Degree 
Field Galaxy Redshift Survey (2dFGRS, Colless et al. 2001) thus providing redshifts for 
the brighter galaxies { B m g c  < 19.1) and colours for .Smgc < 20. All observations were taken during dark or grey time through variable conditions. The seeing ranged from 0.9 
arcsec to 2,0 arcsec with the median seeing at 1.3 arcsec. The air-masses range from 1.141 to 1.671. Fig. 2.3 shows a graphical summary of the general observing con&tions across the survey.
As much of the data was collected during clear but non-photometric nights it was 
necessary to dedicate a single pristine photometric night (30 March 2000) to obtain suitable 
calibration data at various stages along the strip. In total 20 MGC fields were observed during the photometric night. Of these 6 were 100 s exposures since they had been observed previously. These observations were interspersed with 10 s observations of standard stars 
spanning a wide range in air mass. The standard stars where taken from the Landolt 
(1992) standard areas SA98, SAlOl, SA104 and SA107.
Retrospectively some science frames were later found to be of too poor a quality to be useful and these were re-observed. Each of the first eight fields was replaced with the mean of two 400 s exposures. Field 111 is a single 900 s exposure.
2.1.3 D ata  reduction and astrom etry
All the preliminary data reduction -  flat flelding, bias correction and astrometric cali­
bration -  was done by the Cambridge Astronomy Survey Unit (CASU) and full details of this process are provided in Irwin & Lewis (2001). Briefly, a number of bias frames are collected each night and the median is subtracted from the data. All data (including 
flat-fields) are corrected for a known non-linearity. A twilight flat-field is taken during evening and morning twilight (when possible) and a median flat-field derived for that particular run is divided into each data frame. After this process an initial astrometric
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Figure 2.3: A pictorial summary of the data quality across the MGC survey strip. The 
dots indicate the location of the calibration fields.
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Figure 2.4: Field MGC036.
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calibration is made to the HST Guide Star Catalogue. Finally the frames are matched to the Automated Plate Measuring Machine catalogue (i.e. the UK Schmidt Survey) which 
itself is calibrated onto the Tycho-2 astrometric system. Fig. 2.4 shows the final reduced 
image for one of our pointings, MGC036. This field was chosen as it illustrates problems with satellite trails and the CCD gaps.
To assess the final astrometric accuracy we examined objects in the overlap regions 
and compared their derived RAs and DECs. The overlap regions are of size ~  0.03 deg^ and contain ~  1000 objects each. Fig. 2.5 shows the median positional differences for these objects for each overlap region. From Fig. 2.5 we find that the astrometry is accurate to 
±  0.08 arcsec in both RA and DEC.
2.2 Calibration
As mentioned previously, four Landolt standard star fields were observed at a range of airmasses throughout the course of the photometric night. For each observation of each standard star we computed a zero point
ZPstd = mB + 2.5 log / ,  (2.1)
where ttib was taken from Landolt (1992) and /  is the flux of the star as measured 
from the data. We then fitted these zero points with a double linear function in airmass (sec Z), and colour:
^Pstd — a -f- <2am secZ -j- aB -v{P  ~  U). (2.2)
In Fig. 2.6 we show the data and the fit. The residuals have an rms of 0.02 mag 
and show no obvious trend with airmass, colour, or date of observations.
For each MCC field we then computed a theoretical zero point ZPth — o +  Oam secZ, which is expected to be correct only for those fields observed during the photometric 
night. We extracted objects as described in §2.3 and identified duplicate detections in 
regions where any two images overlapped. Using only objects with 17 < m < 21 and, 
STBLLARICITY > 0.5 we computed for each overlap region, the median of the magnitude 
differences of the double detections, (Am), as well as an error on the median, (J(^ Am)- 
Fig. 2.7(a) we show (Am) for all the overlap regions using the initial, theoretical zero points.
A linear least-squares routine was then used to adjust the zero points of the non­photometric fields in order to minimize the quantity
2 A2
where the sum goes over all overlap regions. The process of object extraction, matching 
and zero point adjustment was then repeated until a stable solution was reached (four iterations).
Since the zero points of the photometric fields are held fixed at their theoretical 
values, the above procedure assumes that the observing conditions were perfectly stable throughout the photometric night. One can derive an estimate of the real-life error on 
the photometric zero points, ctzPj by comparing the scatter of (Am) with for those
24
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Figure 2,5: Upper panel: Median RA differences for each MGC overlap region. Lower 
panel: median DEC differences. The errors are the half-width half-maximum seeing for 
the overlap divided by the square root of the number of objects.
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Figure 2.6: Upper panel: Colour corrected zero points versus airmass. Lower panel: Air­
mass corrected zero points versus colour. The solid lines show the best fit (cf. equation 2.2). 
The error bars include contributions from photon counting, sky subtraction, read-out noise 
and the uncertainty in m ^ . A further systematic error of 0.01 mag (added in quadrature) 
was needed to achieve an acceptable fit.
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overlap regions that only involve photometric fields. We found a^p = 0.005. Thus we modified the above calibration procedure by including the zero points of the photometric 
fields in the parameters to be fit and adding the additional constraints that they must lie ’close’ to their theoretical values. In other words we now minimize the quantity
where the first sum again runs over all overlap regions and the second sum runs 
over all photometric fields. In Fig. 2.7(c) we show (Am) for all the overlap regions using 
the final zero points. Fig. 2.7(d) shows the histogram of the individual Am values. The width of this distribution indicates an internal photometric accuracy of < 0.03 mag. The noticeable dip at around field MGC080 in Fig. 2.7 c is due to a lack of calibration fields beyond this point, see Fig, 2.3.
Given the above calibration process the relationship between an object’s magnitude 
as given in the MGC and its Landolt m e magnitude is given by:
-Bmgc =  771b — 0.1447(B -  F). (2.5)
2.3 Object detection and photom etry
Object detection was performed using E x tra c to r , which is the STARLINK adapted^ 
version of S e x t r a c t o r  developed by Bertin & Arnouts (1996) & Bertin (2002).
2.3.1 Background estim ation
The S e x t r a c t o r  code initially derives a background map. This is achieved by first defining a grid over each CCD and then passing a median filter (set to a size of 7 x 7) 
over each pixel within the grid-box. The local sky within this region is then taken as the 
median of these points. Finally a background map is constructed via a bi-cubic spline interpolation over these points. The size of the mesh and other controlling parameters are 
determ ined by values stored in a default file. Here we opted for the largest possible mesh 
size (256 x 256) to minimise the smoothing out of any extended low surface brightness 
features.
2.3.2 O bject detection and deblending
S e x t r a c t o r  uses a multi-thresholding algorithm for the detection and deblending of ob­
jects. The S e x t r a c t o r  code identifies regions with some minimum number of connected 
pixels (10 in the case of th  MGC) that are above a user determined brightness threshold
^Note that the STARLINK version has additional data handling routines, the STARLINK World Co­
ordinate system software and a graphical interface. In all other aspects the code is identical to that 
developed and described in Bertin & Arnouts (1996), thus henceforth we refer to S e x t r a c t o r  in the 
text.
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Figure 2,7: (a) Median magnitude differences of doubly detected objects in overlap regions, 
using initial zero points given by equation (2.2). Solid points indicate overlap regions 
involving at least one photometric observation. The error bars are 68 per cent ranges 
divided by the square root of the number of objects (on average 35). (b) Frequency
distribution of all of the individual Am values, (c) Same as (a) using the final zero points. 
Note that the scale of the (Am)-axis is expanded by a factor of 10 compared w ith (a), 
(d) The solid line shows the frequency distribution of the individual Am values using the 
final zero points. This distribution has a mean of —6.4 x 10"^ and an rms of 0.023. For 
comparison, the shaded histogram is the same as that shown in (b).
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(iJ-iim — 26 mag/arcsec^). Once an object has been detected it is then re-thresholded at n (30 here) levels, exponentially spaced between the peak value and the detection threshold. 
S e x t r a c t o r  then starts at the top and works its way down at each level deciding whether 
it should pull out two or more objects. S e x t r a c t o r  makes this decision based on two 
criteria: i) Is the integrated pixel intensity greater than a certain fraction of the whole 
object’s total intensity and ii) can this first condition be repeated for one or more parts of the object at the same level. Only if these two criteria are confirmed will the object be split up. This multi-thresholding is ideally suited for galaxy extraction as at no point has 
any assumption about the object’s shape been made (Bertin & Arnouts 1996).
2.3.3 Photom etry
The photometry was performed using S e x t r a c t o r  w ith a constant limiting analysis 
isophote of 26 mag/arcsec^ to provide a uniformly processed catalogue. Among the object 
parameters, given by S e x t r a c t o r , are four different types of magnitude: an adaptive aperture magnitude (KRON); an isophotal magnitude (ISO); a corrected isophotal mag­
nitude (ISOCOR) and a best magnitude (BEST). KRON magnitudes (i.e., elliptical aper­tures of 2.5 Kron Radii, see Kron 1980) are known to underestimate the fluxes in perfect exponential profiles by 0.04 mag and in de Vaucouleur profiles by 0.10 mag, nevertheless they have been shown to be the most robust to variations in redshift, bulge-to-disk ratio, 
the isophotal limit and the seeing (see Cross 2002). The ISOCOR magnitude is calculated 
by assuming the profiles of faint objects are Gaussian. The fraction of the flux within a 
particular isophote to the total flux is calculated and converted to a magnitude, this is 
then added to the normal isophotal magnitude to give a corrected isophotal magnitude, see 
Bertin & Arnouts (1996) and references therein for details. The BEST magnitude is taken to be the KRON magnitude except in crowded regions where the ISOCOR magnitude is 
used (the criterion hardwired into S e x t r a c t o r  is if an object’s neighbour is calculated to bias the KRON magnitude by more than 0.1 mag). All objects are individually corrected 
for Galactic extinction using the dust extinction maps provided by Schlegel & Finkbeiner 
(1998) and adopting A^^PNo ~  4.23:
m D c — t u best / isg / is g c o r / k r o n  -  ^ B kpnoB ( B  -  V). (2.6)
where E(B — V) is derived from the Schlegel & Finkbeiner (1998) maps and m oc is the dust corrected magnitude. Figs. 2.8 to 2.16 show a random selection of galaxies with 
apparent (dust corrected) BEST magnitudes in the range 16.0 < B mgc < 20.0 in 0.5 mag intervals. Each galaxy is labeled with its MGC catalogue number (top), magnitude (top- 
left) and surface brightness (top-right). In each figure the galaxies are arranged in order of decreasing surface brightness and are displayed between sky-1.5cr and 21.0 mags/sq arcsec. The postage stamps are 100x100 pixels (33.3x33.3 arcsec) w ith the galaxies centered at pixel coordinates (50,50).
2.3.4 Overlap regions
Due to the substantial overlap regions the catalogue contains many duplicate objects (c.f. 
Fig. 2.2). These were used in the previous section to bootstrap the photometry. For any pair of duplicate detections of the same object we now remove the detection closest to a 
CCD edge -  in effect splitting the overlap regions in two and throwing away the outer most superfluous regions.
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Figure 2.8: The galaxy population at Bmgc =  16.0 mag.
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Figure 2.9: The galaxy population at Bmgc =  16.5 mag.
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Figure 2.10: The galaxy population at Bmgc =  17.0 mag.
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Figure 2.11: The galaxy population at B m g c  =  17.5 mag.
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Figure 2.12; The galaxy population at .Bmgc =  18.0 mag.
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Figure 2.13: The galaxy population at Bmgc =  18.5 mag.
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Figure 2.14: The galaxy population at Bmgc =  19.0 mag.
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Figure 2.15: The galaxy population at Bmgc =  19 5 mag.
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Figure 2.16: The galaxy population at Bmgc =  20.0 mag.
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2.3.5 Classification and cleaning
At this stage the catalogue contains a total of 1,448,212 objects to Bmgc =  24 mag w ith 
a constant detection and analysis isophote of 26 mag/arcsec^. The catalogue comprises 
galaxies, stars and various artifacts such as satellite trails, CCD defects, cosmic rays, 
diffraction spikes, asteroids and spurious noise detections. The next stage was to classify each object into one of these categories. As a starting point we used the stellaricity 
parameter produced by the Sextractor software. This was determined for each object 
using an artificial neural network (ANN) that had been extensively trained to differentiate between stars and galaxies, see Bertin & Arnouts (1996) for details. The ANN uses nine object parameters, 8 isophotal areas, the peak intensity and the seeing. Using these input 
parameters the ANN produces a quantity called stellaricity, which takes a value of 1 
for stars, 0 for galaxies and intermediate values for more dubious objects. Fig. 2.17 shows 
the distribution of the stellaricity parameter as a function of apparent magnitude. At 
B m g c  < 20 mag the distribution is bimodal. Fig. 2.18, w ith most values at the extremes. Hence star-galaxy separation is relatively trivial (see Fig. 2.17). At fainter magnitudes 
the star-galaxy separation degenerates into an intractable problem. We now define two 
catalogues: i) MGC-BRIGHT, dealing w ith all objects with B m g c  < 20 and ii) MGC- FAINT,dealing with objects in the range 20 < B m g c  < 24.
2.3.6 MGC-BRIGHT: BMcc <  20
For our MGC bright catalogue (B m g c  < 20 mag) we adopt the following classification strategy. Brighter than B m g c  =  15 mag we classify all objects w ith a s t e l l a r i c i t y  of 
greater than 0.65 as stars. This low stellar cut was used to ensure that the galaxy catalogue 
was not contam inated by flooded stars. In the range 15 < B m g c  ^  20 mag we classify all objects w ith a s t e l l a r i c i t y  of greater than 0.9 as stars. All objects classified as 
non-stellar were inspected visually and classified into one of the following categories: star, galaxy, galaxy with compromised photometry, galaxies incorrectly deWended, asteroid, satellite trail, cosmic ray, CCD defect, diffraction spike or noise detection. Incorrectly debelended objects where fixed by hand but their original catalogue entries were kept and 
reclassed as obsolete. In addition we also looked at all objects w ith FWHM or major or minor axis less than the seeing (these turned out to be primarily cosmic rays and CCD 
defects). The breakdown of the final MGC Bright catalogue is shown in Table 2.1 and is a good indication of the level of contamination in purely automated galaxy catalogues. As well as the MGC Class there is also a quality flag, Q: 0 =  unknown, 1 =  good, 2 =  
compromised, 3 =  poor. At this stage MGC-BRIGHT contains 11,775 galaxies covering 
36 deg^. Table A .l describes the object parameters in MGC-BRIGHT and MGC-FAINT.
2.3.7 MGC-FAINT: BMcc >  20
For fainter magnitudes, B m g c  > 20, star-galaxy separation becomes intractable and we make the classification in a pseudo-statistical way (e.g. Kummel & Wagner 2001). Kummel 
& Wagner show that for stars the slope dlogN/dm is constant for magnitudes fainter 
than B m g c  =  18. Following their lead we used our accurate star counts from brighter 
magnitudes, B m g c  > 17 to B m g c  < 20, to define the gradient of the stellar counts which are then extrapolated to fainter magnitudes. However, as the s t e l l a r i c i t y  parameter 
is dependent on seeing we split our fields in to 4 seeing bins, less than 1.15 (seeing class 
1), 1.15 to 1.25, 1.25 to 1.42 and greater than 1.42 (seeing class 4) arcsecs. The seeing 
bins where defined such that each bin contain more-or-less the equal numbers of fields. 
In each seeing bin at every subsequent magnitude a s t e l l a r i c i t y  cut was chosen that 
would give a star count value closest to the extrapolated bright star counts. This resulted in a decreasing s t e l l a r i c i t y  cut towards fainter magnitudes. Fig. 2.17 shows how the 
STELLARICITY cut varied w ith magnitude, the solid lines indicate the s t e l l a r i c i t y  cuts 
used in each magnitude bin. To the right of the dashed line the uppermost solid line
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Figure 2.17: A grey scaleplot of s t e l l a r i c i t y  versus apparent magnitude. Crosses indi­
cate the positions of objects from the field with the very worst seeing (1.95 arcsecs), field 
124. The solid lines indicate the STELLARICITY cut used at each magnitude in each seein 
class (see text). The division between MGC-BRIGHT and MGC-FAINT is marked by a 
vertical dashed line. Objects below the solid line and to the left of the dashed line where 
classified by eye.
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Figure 2.18: A STELLARlClTY-magnitude surface plot.
Table 2.1: A breakdown of the 68851 objects detected brighter than Bmgc =  20 mag.
MGC Class Description Number After cleaning
1 Galaxy 11808 9863
8 Star 51213 42344
9 Asteroid 148 126
10 Satellite Trails 162 0
11 Cosmic ray 113 62
12 CCD defect 3027 0
13 Diffraction spike 263 0
14 Noise detections 2023 13
15 Obsolete 140 116
Total 68897 52524
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indicates the stellaricity cuts used for seeing class 1 objects and the lowest solid line seeing class 4.
All object from fields 5, 13, 14, 15, 41, 42, 52, 63, 64, 65, 66, 104, 110, 120, 142, 143, 144 have been removed from MGC-FAINT because the sky noise of these fields is 
significantly less than our 26 mag/arcsec^ detection limit, see Fig. 2.3. This results in 
spurious object detections at faint magnitudes ~23 Bmgc- At this stage MGC-FAINT 
contains 1.3 million objects covering an area of ~32 deg^, =36-(36 x (^ ) ) .
There still exists a source of contamination in MGC-FAINT, that of cosmic rays. 
As there are too many objects in MGC-FAINT to visually inspect and at the very faint 
lim it cosmic rays become indistinguishable from real objects an automated procedure of 
cosmic ray identification had to be devised. At B m g c  <22.5 all objects w ith a semi­
minor axis range of 0 .7<b< l pixel where assumed to be cosmic rays. Fig 2.19 shows how this cosmic ray population is clearly distinct from the stars & galaxies. At fainter than 
B m g c  =22.5 the cosmic rays merge w ith the star-galaxy population and this method fails. 
For objects fainter than B m g c  =22.5 we use the FWHM parameter of each object calculated by SEXTRACTOR, which assumes a Gaussian profile, to remove cosmic rays. Specifically, any object w ith a FWHM < 0.9 x seeing was flagged as a cosmic ray. However, this final 
cut fails for those cosmic rays which leave a trail (have a high angle of incidence) and are 
therefore indistinguishable from real objects. Thus, at B m g c >22.5 there will still be some contam ination from cosmic rays.
2.3.8 Exclusion regions
Finally due to the density of bright stars, satellite trails and other artifacts (e.g. diffraction spikes, ghosting etc), it is necessary to define exclusion regions where the photometry is 
likely to be inaccurate or erroneous and detections unreliable. We define exclusion regions as follows:
(i) CCD defects: Visually allocated circular, rectangular or elliptical apertures closely cropped to the defects.
(ii) Satellite trails: Visually allocated rectangles with position angles as calculated by Sextractor extending across the pointing. The width of the rectangle is set to the minor axis of the trail as defined by SEXTRACTOR.
(iii) Bright stars: Automatically allocate circular apertures extending from the star to the radius of the 2x the nearest detection.
(iv) Bright galaxies: Automatically allocate elliptical apertures extending from the galaxy to the 3x the nearest detection.
The bright stars/galaxies where identified by pulling out all objects at Bmgc <12.5 that lay within the MGC area in the SuperCOSMOS Sky Survey (SSS, Hambly, Irwin 
& MacGillivray 2001). The SSS was used to generate a bright object list as the MGC 
doesn’t detect these very bright objects, or if it does their magnitudes and positions are 
inaccurate. This list was then checked and any bright objects missing where added by 
hand. The size of the exclusion region around the object was taken to be the larger of 2.5 
times the distance, d, to the objects nearest neighbour or 2.5 times a theoretical distance 
derived by fitting a polynomial to d vs Bmgc- It was not only bright objects in the MGC that needed to be excluded but also any very bright objects near the survey area, as these 
are likely to spill over and contam inate the catalogue. These objects where also identified 
using the SSS and an exclusion area of 2.5 times the theoretical distance was placed around them. All the exclusion regions where then visually checked and any fixes necessary where made by hand.
Fig. 2.4 shows the exclusion regions for field MGC036. The area covered by this 
pointing is 0.29 deg^ of which 0.07 deg^ is contained within the exclusion regions.
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Figure 2.19: Flux rnis along the minor axis versus Bmgc for all objects from the cleaned 
versions of MGC-BRIGHT and MGC-FAINT. Almost all cosmic rays lie in the band 
delineated by the two solid lines. For Bmgc < 22.5 mag the band is well separated from 
the general population and hence reliable and complete cosmic ray identification is possible 
using a minor axis cut alone. At Bmgc > 22.5 mag we apply the additional cut of FWHM 
< 0.9 X SEEING to identify cosmic rays but the selection is now incomplete.
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The exclusion regions reduce the coverage from 36 to 31.391 deg^ for MGC-BRIGHT 
and from 32 to 27.697 deg^ for MGC-FAINT resulting in final galaxy catalogues of 10,097 and 769,965 galaxies respectively.
2.3.9 O bject d istribution
Figure 2.20 shows how the MGC-BRIGHT (upper) and MGC-FAINT (lower) galaxies are 
distributed along the MGC strip. The vertical dashed lines in the lower panel indicate the position of known z < 1 galaxy clusters, it is encouraging to note that on the whole they 
coincide w ith peaks in the galaxy numbers. The horizontal solid line indicates the mean number of galaxies per field.
We also show how the numbers of bright stars vary across the survey and how they 
compare to predictions using the Bachall & Soneria model, Bachall & Soneira (1981) and 
Bahcall (1986). The basic shape of the counts and model agree, in that there is a steep rise as you approach the galactic bulge. However, there appears to be significant discrepancies towards the Galactic Bulge between the predicted and the actual counts. The star counts are discussed in detail in Chapter 3.
2.4 Completeness and selection lim its
One of the primary aims of the MGC is to create a sample of galaxies with well defined 
selection criterion, hence the use of a constant detection isophote. Fig. 2.21 shows the dis­
tribution of galaxies in the apparent magnitude versus apparent effective surface brightness 
plane for MGC-BRIGHT along w ith the three principle selection boundaries: a median 
seeing limit of 1.3 arcsec; a central surface brightness isophotal detection limit of /i-iim—26 
mag/arcsec^ (by combining Eqn. B.85 w ith Eqn. 2.7 and assuming an exponential profile, 
we find this is equivalent to an effective SB limit of 27.12 mag/arcsec^); and the imposed 
pseudo-total magnitude cut of 20.0 mag. Note that this latest cut is an arbitrary choice and is set by the magnitude at which the seeing and isophotal limits begin to impinge upon 
the galaxy population. The apparent effective surface brightness is simply calculated as:
fieff — m  2.5 X  (27rrQ 5 ) (2.7)
where, ro.5 is the half-light radius as measured along the major axis.
W ithin the shaded region galaxies cannot, theoretically, be detected although noise 
may scatter a few objects across these boundaries. Inside the shaded region galaxies with these apparent properties should be detectable. The galaxy population is NOT randomly distributed within this region indicating that galaxies come with a restricted range of 
intrinsic properties. The clear space between the galaxy population and the isophotal 
detection limit shows that the sample is complete within the selection boundaries and for 
example bright luminous low surface brightness galaxies are indeed rare as claimed by Cross et al. (2001) and Blanton et al. (2001). One possible caveat to this is the impact of 
the background estimation discussed earlier (see §1.3.1). S e x t r a c t o r  uses a background mesh of 256 by 256 pixels (85.2 by 85.2 arcsec) which implies that any structures covering a 
substantial fraction of this grid will produce an erroneously high background measurement. 
We estimate that objects must extend over an isophotal area of ~  25% of the 256 by 256 
mesh to produce such an effect. This represents an upper size lim it in terms of half-light radii of 64 by 64 pixels (21.3 by 21.3 arcsec) assuming riso ~  2rg. This line is shown as the lower dotted line on Fig. 2.21.
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Figure 2.20: The distribution of bright galaxies, faint galaxies, bright stars and faint stars 
across the survey strip. The dashed vertical lines indicate the positions of galaxy clusters, 
w ith z< l, found using the NASA Extragalactic Database (NED, nedwww.ipac.caltec.edu) 
in the MGC strip. The galaxy distribution shows a uniform distribution whereas the 
stars show the latitude dependency expected. The solid horizontal lines indicate the mean 
number of bright and faint stars per field. The curved solid line is the model star counts 
generated by the Bachall & Soneria model, Bachall & Soneira (1981) & Bahcall (1986). 
Note that all the values of N shown here have been scaled for a constant area of 0.29 deg^ 
per field.
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Figure 2.21: The Apparent Bivariate Brightness Distribution along with the selection 
boundaries determined by the median seeing (solid diagonal line), the isophotal detection 
limit (horizontal solid line) and the magnitude limit (vertical solid line). The two upper 
dotted lines are the selection limits for the fields with the worst (upper-lower) and the 
best (upper-upper) seeing. The lowest dotted line is the maximum size selection limit for 
reliable detection, see text.
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2.5 Summary
In this chapter we have described the collection and analysis of a data set and the con­struction of a photometric catalogue called The Millennium Galaxy Catalogue (MGC).
The images where observed at the INT using the WFC w ith the K itt Peak National Observatory B filter. Analysis of the overlap between consecutive pointings indicates that 
the data is astrometrically accurate to ±0.08” in both RA and DEC and is internally 
photometrically consistent to < 0.03 magnitudes.
Object detection was performed to a limiting isophote of 26mags/arcsec^ using the 
S e x t r a c t o r  package developed by Bertin & Arnouts (1996). At B m g c  < 2 0  star galaxy separation was performed by using a combination s t e l l a r ic it y  cuts and observer classi­
fication. At B m g c  > 2 0  a pseudo-statistical approach was used to choose a s t e l l a r ic it y  cut appropriate for each 0.5 magnitude bin. The value of each s t e l l a r it ic t y  cut was chosen in order to keep the faint star counts following a constant gradient derived from the 
bright star counts. Following this the MGC was split in to two catalogues, MGC-BRIGHT 
which contains all objects at B m g c  <20 mags and MGC-FAINT which includes all other objects.
In Chapter 3 we use MGC-BRIGHT to derive star counts as a function of galactic 
longitude and discuss their implications for the structure of The Galaxy.
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C H A PTER 3
Star Counts
In this chapter we derive a star catalogue generated from the Millennium Galaxy Catalogue 
(MGC), see Chapter 2. Prom this catalogue, and in conjunction w ith colours gained from the Sloan Digital Sky Survey Early Data Release (SDSS-EDR; Stoughton et al. 2002), we 
obtain reliable star counts, to a limiting magnitude of Bmgc <20, as a function of Galactic 
longitude. We investigate the structure of the Galactic halo, w ith an emphasis on the 
flattening and the quantification of the statistical significance of (or lack of) substructure.
3.1 The Galactic structure
The basic stellar components of the Milky Way are the thin disk, thick disk, stellar halo 
and central bulge, albeit that the inter-relationships and distinction amongst different 
components remains subject to some debate (e.g. Norris & Ryan 1991). Quantifying the properties of the stellar components of the Milky Way Galaxy is of wide importance, 
since the multi-variate stellar distribution function is a product of Galaxy formation and 
evolution and in turn constrains those processes that are important during and after the formation of the stars. The thick disk was introduced by Gilmore & Reid (1983) based 
on their deep star counts towards the South Galactic Pole, as a component with a scale- 
height some 3-4 times that of the old th in disk. That the stellar population of the thick 
disk is distinct from that of the halo is seen clearly in colour magnitude diagrams derived 
from star count surveys (e.g. Fig. 2 of Gilmore, Wyse & Kuijken 1989; Chen et al. 2001; 
Fig. 4 here), and many derivations of the field kinematics and metallicity distributions have established its existence definitively.
However, even the structural parameters of these major stellar components of the 
Galaxy are less well-established, and deep wide-area star counts are important in their determ ination. The flattening of the stellar halo, when combined w ith metallicity and 
kinematic information, can distinguish between models in which the halo formed w ith a 
little, or w ith a lot, of gaseous dissipation, and constrains the flattening of the dark m atter 
halo (e.g. White 1985). Substructure in phase space is expected in hierarchical clustering 
theories of Galaxy formation, and while the signature in kinematics may be more obvious 
and long-lived (e.g. Helmi & White 1999; Helmi et al. 1999), late accretion and merging may produce observable over-densities in coordinate space (e.g. Johnston, Hernquist & Bolte 1996; Zhang et al. 2002). The streams from the Sagittarius dwarf spheroidal galaxy are extreme examples (e.g. Yanny et al. 2000; Ibata et al. 2001; Vivas et al. 2001; Ibata, 
Irwin & Cambresy 2002). Placing constraints on the level of clustering in coordinate space, 
for the bulk of the stellar halo, is obviously important to constrain recent tidal disruption 
of, and accretion of stars from, satellite stellar systems.
Most previous investigations have utilised small area star counts in a few selected 
lines-of-sight (e.g. Gilmore & Reid 1983; Bachall &; Soneira 1984; Wyse & Gilmore 1989; 
Reid & Majewski 1993). Investigations into large-scale Galactic structure, and to quantify
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the global importance of potentially rare effects -  such as substructure -  obviously benefit from large-area surveys. While combination of the data-sets from several independent 
smaller surveys is possible (cf. Reyle & Robin 2001), the advantages of uniformity of photometry, star-galaxy classification etc. all argue for the superiority of one survey across 
a wide range of Galactic coordinates. This has recently become possible through the advent 
of wide-field CCD mosaic cameras on medium-sized telescopes, such as that built for the 
Sloan Digital Sky Survey (York et al. 2000) and the Wide Field Camera (WFC) on the Isaac Newton 2.5m Telescope (INT).
3.2 Star count model
The star count model we use is that developed by Gilmore (1984) (see also Gilmore, Reid 
& Hewett 1985 and Gilmore & Wyse 1985) and includes a double-exponential thin disk, a 
double-exponential thick disk, and a de Vaucouleurs stellar halo. The thin disk and halo luminosity functions are based on those of Wielen (1974). For the thick disk the Wielen 
LF applies only for M y  > 4.5 -  for M y  < 4.5 the luminosity function of the thick disk follows that of 47 Tuc, the globular cluster with metallicity and age similar to that of a 
typical thick disk star (cf. Gilmore, Wyse & Jones 1995). Indeed the colour-magnitude 
relation of 47 Tuc is adopted for the thick disk. The colour-magnitude relation of the metal-poor globular cluster M5 is adopted for the stellar halo. The Gilmore model code was provided by Prof. R. Wyse (priv. comm).
To facilitate our determ ination of the flattening of the stellar halo we held all the 
structural parameters of this model fixed, with the exception of the stellar halo axial 
ratio. We adopted a solar Galactocentric distance of 8 kpc, an old thin disk scale-height of 325 pc, a th in (and thick) disk scale length of 3.5 kpc, a thick disk scale-height of 1300 pc 
and thick-disk normalisation in the mid-plane, relative to the th in  disk, of 2 per cent. 
The major-axis de Vaucouleurs radius for the stellar halo was fixed at 2700 pc. We made 
predictions for models w ith oblate stellar halos, with axial ratio (c/a) in the range 0.45 - 
0.80, at a resolution of 0.01, and all w ith a local normalisation of the stellar halo relative to the thin disk of 0.125 per cent (cf. Morrison 1993).
W ith these parameter values, the stellar halo does not contribute significantly to the star counts until B  > 17.5 (shown graphically in Fig. 3.3 below). Given our intended 
aim here is to investigate the structure of the halo, we will only compare with data fainter than this limit.
3.3 The Observed Star Counts
3.3.1 C onstra ints from B-m agn itudes Alone
Fig. 3.1 shows how the observed faint star counts, taken from the MGC-BRIGHT cata­
logue, vary with Galactic longitude and magnitude. Also shown are the predicted counts 
from the model w ith a range of flattening of the stellar halo (the value of the axial ratio, (c/a), is given in parentheses in the Figures). We quantified the fits of the models to the 
data as given in Table 3.1 and Fig 3.2, assuming that the errors on the counts are Poisson 
errors plus a maximum 3 per cent systematic error to be added in quadrature, derived from our estimates (see section 4 below) of the reliability of our stellar classification. In the 
range 17.0 < B m g c  < 19 there is a consistent signal of a flattened halo, w ith axial ratio (c /a )~  0.5, w ith the best fit giving an axial ratio of (c/a)=0.54±0.03. In all cases the error 
given for the ratio (c/a) is the +  1 error. The rise for brighter magnitudes, where there are only ~  30 stars in each field, is significant at only the ~  2a level. The rise at fainter
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Table 3.1: The best fit model in each magnitude bin using all the data.
B m g c (c/a)
18.0 < B m g c  < 18.5 0.55 ±  0.06 1.62
18.5 < B m g c  < 19.0 0.49 ±  0.04 1.30
19.0 < B m g c  < 19.5 0.54 ±  0.03 1.27
19.5 < B m g c  < 20.0 0.65 ±  0.03 1.42
magnitudes may reflect real changes in the axial ratio with increasing Galactocentric ra­
dius (cf. Hartwick 1987) although the signal would have to be produced by intrinsically 
bright (and hence distant) tracers. Additionally, the presence of halo substructure could bias the result.
3.3.2 The Colour-M agnitude D iagram
Colour data for our star catalogue would allow us to identify particular spectral types of 
stars. The main sequence turn-off of the stellar halo is in the F-star region, and isolation of these stars maximizes the signal from the stellar halo, allowing a more sensitive testing of the flattening of the halo. D irther, we can derive statistical measures of substructure in the stellar halo from analysis of the F-star distribution.
As noted above, the area covered by the MGC overlaps w ith part of the SDSS-EDR, 
specifically the SDSS run 756, stripe 10. We identified all the objects in the SDSS-EDR 
stellar database that lay within the MGC strip. Each object that was classified as a star 
in the MGC was then matched to the SDSS-EDR catalogue using a positional tolerance of 
A 0=±1 arcsec (equivalent to ~3 pixels on the WFC camera). Of the 42413 MGC stars, 
96.7 per cent had SDSS-EDR counterparts, and there was no case where an MGC star was 
matched to more than one SDSS-EDR star. Of the 1396 unmatched MGC stars, 49.79 
per cent had B m g c  < 15, all of which fell in the “flooded stars region” of the B m g c - Stellaricity plot (see Fig. 10 of Liske et al. 2003). This leaves a total of 41718 MGC-stars 
at Bmgc > 16 of which only 701 (2 per cent) have no SDSS-EDR counter-part. Prom these 701 unmatched objects, 115 were classified based on visual inspection by Liske, Lemon 
& Driver, and nearly all have B m g c  > 19. Of the remaining 586 stars, 151 fall into the known holes in the SDSS-EDR at ~  215.50° < RA < 215.95° and DEC < —0.21° and 
0° < DEC < 0.21°. A further 24 are clumped in a strip at ~  193.0° < RA < 195.0° and 0° < DEC < 0.21°. The rest of the unmatched stars are evenly distributed across the MGC strip.
The SDSS-EDR magnitudes used in this paper are SDSS PSF magnitudes (see Lup- 
ton et al. 2002). Using the 41017 matched MGC-SDSS-EDR stars we are able to plot a 
colour-magnitude diagram (hereafter CMD; Fig. 3.3), and colour-colour diagram (Fig. 3.4), 
for MGC stars in the range 16 < B m g c  < 20. The (B — V) colours are gained via the colour transformation found in Fukugita et al. (1996):
(p* _  r*) =  1.05(B -  y )  -  0.23 (3.1)
Three distinct concentrations of stars are obvious in the CMD of faint stars in liigh- latitude fields, representing the stellar halo, the thick disk and the thin disk, as shown in Fig. 3 of Gilmore & Wyse (1985) and in Fig. 2 of Gilmore, Wyse & Kuijken (1989). The
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Figure 3.1: The MGC star counts as a function of Galactic longitude, in bins of apparent 
magnitude B m g c ? for B m g c  >  18, compared to the predictions of star count models with 
a range of flattenings of the stellar halo. The axial ratio of the stellar halo is given in 
parentheses. Note here we have scaled the counts so that each field covers and area of 0.29 
deg^.
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Figure 3.2: The quality of fit and axial ratio (c/a) of the best-fit star-count model in each 
magnitude bin from 16 < -Bmgc < 20. Here and through out refers to the minimum 
reduced value. Also, unless otherwise indicated in the figure (through cuts in I and 6),for 
each minimum estimate there are 144 fields and hence 144 data points (see Fig.3.1) 
and only one free parameter (the axial ratio of the stellar halo).
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first, seen here in Fig. 3.3 at (5  —y)~0.45, -Bmgc > 18, reflects the main-sequence turnoff colour of metal-poor, old stars, and contains stars that are members of the stellar halo. The 
well-defined blue limit suggests a uniform old age for stars in the halo, with no significant intermediate-age population (see Unavane, Wyse & Gilmore 1996 for quantification of 
this point, and discussion of the implications for late accretion into the halo). The second 
concentration, at (5  —V')~0.65 and B m g c  <  18, marks the main-sequence turnoff of more metal-rich old stars, which reside in the thick disk (cf. Gilmore, Reid & Hewett 1985). The 
final concentration, at (B — V) > 1.5, is due to thin disk stars, and reflects the insensitivity 
of the B and V bands to cool stars on the main sequence (see Gilmore & Wyse 1985 for a comparison of the CMD in different band-passes). The CMD for the full SDSS-EDR 
data, in the SDSS band-passes, was presented by Chen et al. (2001).
It is clear from the morphology of the CMD that one cannot neglect the thick disk. 
It is also clear that the contribution of the stellar halo to our star counts is maximised by 
considering only F-stars, B  — V  < 0.6, and restricting the analysis to stars fainter than 
B m g c  =  18.
The colour-colour diagram of the MGC stars, using the SDSS photometry, is shown 
in Fig. 3.4 and provides a basis for spectral-type selection. Our chosen boundaries for 
various spectral classes of stars are as indicated. In principle F-stars cover a wide range 
in {g* — r*) and (u* — g*), but after taking into consideration the sharp halo turn-off 
at (-B — F)=0.45 (see Fig. 3.3 above), we adopted the more conservative limits 0.1 < (g* — r*) < 0.3 and 0.7 < (u* — g*) < 1.0 (see also Yanny et al. (2000) and Newberg et al. (2002) for similar selection criteria). The objects making up the fuzzy patch in the top 
left are likely to be quasars and contribute 2.5 per cent to the total MGC-SDSS matched sample. These should be distributed isotropically across the sky and so while increasing 
the background somewhat, should not contribute a false clustering or flattening signal.
3.3.3 Substructure in the Halo Star Counts
Hierarchical clustering scenarios of galaxy formation, such as in a Cold-Dark-Matter- dom inated Universe, predict that the Milky Way formed from the merging of many smaller 
progenitors (see e.g. reviews of Silk & Wyse 1993 and White 1996). The satellite galaxies 
of the Milky Way may be surviving examples of the earlier systems. It has been suggested 
that a significant part of the outer halo could be the result of accretion and merging 
of substructure (cf. Searl & Zinn 1978), with this process on-going, as evidenced by the Sagittarius dwarf spheroidal (Ibata, Gilmore & Irwin 1994; Ibata et al. 1997). The kinematic signature of ‘moving groups’ is long-lived, producing observable effects at the 
solar Galactocentric distance and beyond, even after ~  10 Gyr (Helmi & White 1999; 
Johnston et al. 1999; Helmi et al. 1999; Gilmore, Wyse & Norris 2002). The signature of 
clustering in coordinate space is less robust and decays faster in time w ith orbit wrapping, but has clearly been detected for the tidal streams from the Sagittarius dwarf spheroidal 
galaxy (Yanny et al. 2000; Vivas et al. 2001; Ibata et al. 2001, Ibata, Irwin & Cambresy 2002). Newberg et al. (2002) identified several over-dense regions in their wide-area 
faint F-star sample using SDSS imaging data, several most likely to be associated with 
streams from the Sagittarius dwarf, but others that may be independent structures in the outer halo. These identified over-densities in the SDSS data are at faint magnitudes, g* V  > 19.4, corresponding to -Bmgc > 20, or heliocentric distances of > lOkpc for 
metal-poor F-stars. Most of the mass of the stellar halo lies interior to these distances 
and is sampled by the brighter stars. Quantification of the level of substructure in these brighter stars has heretofore been lacking in analyses of star counts.
Our present sample is ideal to quantify the clustering in the bulk of the halo; this has two applications, the first to constrain recent accretion, the second to estimate the possible 
effect of small-scale non-uniformities on our derivation of the large-scale structure of the 
stellar halo. Simulations (e.g. Johnston, Hernquist & Bolte 1996) have shown that over­densities in coordinate space can survive for several orbital periods, albeit the alignment 
is dependent on the shape of the Galactic potential (longest for spherical potentials) and 
on the time dependence of the potential (e.g. Zhao et al. 1999). The present analysis may be expected to constrain accretion into the bulk of the halo over the last few Gyr, being
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Figure 3.3: A CMD plot for the MGC stars in the range 16 < Bmgc < 20.
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Figure 3.4: A colour-colour plot for the MGC stars in the range 16 < B mgc < 20. The 
boxes indicate the selection boundaries for A, F & G stars. Objects making up the fuzzy 
patch to the top left are most likely quasars.
55
several orbital periods w ithin several kpc of the Sun’s location. While the uniform old age of the bulk of the halo, seen again here in the location of the well-defined main sequence 
turn-off in Fig. 3.3, argues against the accretion of systems containing intermediate-age 
populations, such as the typical satellite galaxies, in the last ~  10 Gyr being important in 
general (Unavane, Wyse & Gilmore 1996), the accretion of systems w ith stellar populations 
similar to the old, metal-poor halo is better constrained by signatures in kinematics and coordinate space.
3.3.3.1 Counts-in-Cells
A first impression of the clustering of the stars can be seen by a simple analysis of counts- in-cells. The contour and surface plots that results from counts in cells of size 0.1 degree 
in DEG and 5 degree in RA of the full stellar distribution (irrespective of colour, and with 
limiting magnitude B mgc  = 2 0 ) is shown in Fig. 3.5 (note that there are around 1 0  ^stars per square degree at these magnitudes, with fields at high latitude and intermediate longitude, corresponding to the counts per cell here being around 500, and increasing 
towards the Galactic Center). The large scale gradient in the stellar distribution towards 
the direction of the Galactic Center is clearly seen. We removed this gradient by fitting a 
smooth quadratic to the stellar distribution in RA for each DEC bin, and then dividing 
the actual number of stars in each cell by the “model” number of stars for that cell. In this way the large scale stellar distribution is taken out and only fluctuations due to random 
noise and/or stellar clustering are left, as shown in Fig. 3.6. Some fluctuations are seen in
this plot, but all are at less than la  {a =0.058) away from the mean ( 7^ ^ ^  =  l )  •
Isolating just the selected F-stars provides the contour and surface plots shown in 
Fig. 3.7; note that by restricting the colour range the number of stars per field has reduced 
to several tens rather than the several hundreds for all stars. Again fluctuations are seen, 
superimposed on the large scale gradient, but again at only low level of significance, at typical level of 1.27cr away from the mean.
The colour selection to narrow the spectral type also allows us to use apparent 
magnitude as an approximate distance modulus, since the selected F-stars should have a fairly narrow range in absolute magnitude. One can then look for clustering along the 
line-of-sight. The ‘pie-diagram’ plot of RA versus apparent magnitude (remember the 
survey is a narrow strip w ith little range in DEG) is shown in Fig. 3.8, w ith Fig. 3.9 
showing the contour and surface plots in this R A -B m g c  plane. The rise in Fig. 3.9 shows the combination of the large scale stellar gradient and the stellar number count gradient, 
more stars exist at fainter apparent magnitudes.
The strongest signal seen in our sample is again at the faintest magnitudes, B m g c  >  19, and at larger RA> 210®. As we will also see below, this is close to the coordinates and apparent magnitude range of the detection of the tidal arm from the Sagittarius dwarf 
spheroidal galaxy in A-stars, at distances of ~  40 kpc; this structure was identified in 
F-stars by Newberg et al. (2002), at apparent magnitudes of g* ~  22.5. No plausible dynamical model for the orbit of the Sagittarius dwarf and its debris would put debris in this direction at the heliocentric distance of ~  10 kpc implied by our F-star data. We 
have either identified a new structure, or A-stars have contam inated our F-star sample at the faintest limits. While it is almost inevitable that there will be some contam ination of the F-star data by stars of other spectral types, this should be relatively small since 
our colour cuts were conservatively chosen to minimise any contamination, and thus only 
random errors in colour should contribute.
Fig. 3.10 compares the projected spatial distributions of the F-stars and the full 
stellar samples, by taking the ratio of the star counts. Towards the end of the MGC strip 
there are bins in which the F-stars are more clustered. In other words, the surface plot in 
the lower panel of Fig 3.10 is not flat, which is what one might have expected if the F-stars 
were distributed in the same manner as the total stellar population. We now investigate other ways of confirming and quantifying this implied F-star clustering.
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Figure 3.5: A contour (upper) and surface (lower) plot of the full stellar distribution. The 
large scale (galactic) stellar distribution is clearly visible. The contours are evenly spaced 
at intervals of AA^=50 between Ar=300 and N=900.
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Figure 3.6: A contour (upper) and surface (lower) plot of the full “flat-fielded” stellar 
distribution w ith the large scale stellar distribution removed. The contours are evenly 
spaced at the levels of ^ ^-^ =0.9, 1.0 and 1.1
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Figure 3.7: A contour (upper) and surface (lower) plot of the F-star distribution. The 
large scale (galactic) stellar distribution is clearly visible. The contours are evenly spaced 
at intervals of between Np=10  and Np=^0.
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Figure 3.8: A ‘pie-diagrain’ plot of RA and Rmgc for the F-star sample contained within 
the whole MGC b Sz I range.
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Figure 3.9: A contour and surface plot of the F-stars in RA-magnitude space. The contours 
are evenly spaced at intervals of AiV=5 between N=10  and N=QO.
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3.3.3.2 Angular correlation function
An alternative means of quantifying clustering on the sky is through the well-known an­
gular correlation function, w(0). This approach has been used widely to analyse the 
clustering properties of galaxies (e.g. Groth & Peebles 1977; Shanks et al. 1980; Mad­dox, Efstathiou & Sutherland 1996; Collins, Heydon-Dumbelton & MacGillivray 1989, 
Cabanac, de Lapparent & Hickson 200, Kummel & Wagner 2000 and Couch, Jurcevic & Boyle 1993). Applications of the angular correlation function to samples of faint stars 
have been limited. Gilmore, Reid & Hewett (1985) derived the two-point correlation func­tion of their large sample of faint, B j  < 19.5, Galactic stars, derived from photographic 
plates covering < 30 square degrees at high Galactic latitude, and showed that it was flat, 
consistent with a ‘complete absence of clustering’. These authors used this to argue that 
their star-galaxy separation was robust, and that patchy reddening was not important. 
They did not quantify what ‘complete absence’ meant in terms of limiting the existence 
of substructure. Doinidis & Beers (1989) analysed the angular correlation function of 
4400 candidate field horizontal branch stars over 2300 square degrees, finding evidence for 
clustering on angular scales of < 10", or physical scales of < 25 pc for the characteristic magnitude of the sample. They did not consider the clustering properties of more general field stars.
Here we want to quantify the (absence of?) features seen in the stellar angular correlation function. Of the different methods devised for measuring u{6) we adopt the 
method used in Shanks et al. (1980) and Collins, Heydon-Dumbelton & MacGillivray (1989):
^  -  1 (3.2)
Here Ngs is the number of star-star pairs with separation 9 and N „  is the number of simulated random-random pairs, again with separation 6. In practice we follow the 
same methodology as Doinidis & Beers (1989). In what follows, u{9) will be derived from 
the mean random number of pairs calculated from 200 simulations. The simulations take into account the Galactic large scale stellar gradients and contain the same number of 
simulated stars as found in each sample. We calculate for the range 0 < 0 < 5 deg 
w ith A0=O.l®. Figs. 3.11, 3.12 & 3.13 display üj{9) as a function of 9 for a bright F-star 
sample (limited brighter than Hmgc =  19), the full F-star sample, and the total SDSS 
matched stellar distributions respectively.^
The angular correlation functions are essentially flat, w ith zero mean angular cor­
relation function, fully consistent with a random distribution and no excess clustering at greater than the 3-cr level of significance. In Fig 3.12 (jj{9) has both a mean and standard 
deviation of less than 0.005. The fluctuations detected may reflect simply statistics, as indicated by the variation seen in simulated random distributions, or may be in part at­
tributable to patchy reddening/extinction (see Hewett (1983)). To illustrate, the spatial distribution of stellar colour in bins of size 0.2° by 0.1° is shown in Fig. 3.14 (limited to the first three degrees of the survey); although there is a mean of only 10 stars in each 
RA-DEC bin, the standard deviation in colour y=0.2) is significantly smaller than
the mean standard deviation of colour across all bins (a=0.6). This uniformity of the colour indicates that the observed fluctuations are not due to random errors alone but that patchy reddening may contribute to the fluctuations on scales less than a degree.
^In order to save on computational time, for the total stellar distribution only 50 random simulations 
were used.
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Figure 3.11: The upper panel shows the angular correlation function, u{9), for the bright, 
B mgc < 19? F-stars, as a function of angular separation, 9. The mean correlation function 
is shown by the dotted line and is flat and essentially zero. The errors shown are ± l a  
limits about the mean of each bin. No point is more than 3a deviant. The lower panel 
shows the correlation functions of 200 random simulations, taking account of the overall 
gradient in stellar number density of the sample. The solid lines indicate the 1er range 
of the simulations correlated about themselves; the fluctuations in the measured data 
correlation function are again seen to be at most about 3cr away from random.
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Figure 3.12: As Figure 3.11, but for all the F-stars, with no magnitude cut. Again the 
upper panel is the measured angular correlation function and the lower panel the results 
of random simulations. Again no deviations more significant than 3<j are seen.
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Figure 3,13; As Figure 3.11, but for the full SDSS-matched stellar sample. Again the 
upper panel is the measured angular correlation function and the lower panel the results 
of random simulations. Again no deviations more than 3a significant are seen.
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Figure 3.14: A contour (upper) and surface (lower) plot of the colour distribution in the 
first 3 degrees of the MGC strip. The contours mark the colour range 0.2 < < 3 in
0.2 intervals. The observed fluctuations have narrow colour ranges are not thus probably 
not due to random effects alone (see text). This may reflect reddening that is patchy on 
scales of ~1°.
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3.3.3.3 The Lee 2d statistic
The angular correlation function contains only low-level suggestion of any clustering, in­
deed limiting substructure to very low amplitude. The counts-in-cells did hint at substruc­ture, but again at low significance. When examining just the F-stars and the F-star-all star ratio (see Figs 3.7 & 3.9 and 3.10) we have found that there are some small overden­sities of faint stars towards the end of the MGC strip. We now turn  to more innovative tests for clustering, to see if they can either place more stringent lim itations, or indeed reveal low-level clustering w ith more significance.
The Lee 2d statistic (Lee 1979) has been used previously mostly in studies of sub­
structure in clusters of galaxies, and indeed has been found to be the more sensitive test 
to the presence of structure (Rhee, van Haarlem & Katgert 1991) when compared to the 
angular separation test of West, Oemler Jr & Dekel (1998) (formally similar to the angular 
correlation function). A detailed discussion of the Lee statistic can be found in Fitchett 
(1988). The Lee 2d statistic is essentially a likelihood ratio, w ith the statistical analysis analogous to looking for the maximum likelihood split of a two-dimensional data set into two similar clumps.
The Lee statistic is calculated by projecting the data perpendicularly on to a line. At each point along this line a measure of the dumpiness of the data is found and a maximum determined, L(^). The dumpiness is determined at each po int/partition along 
the line by measuring the deviation away from the mean (or Gaussian distribution) of all 
the points to the left and right of the partition. This is then compared to the deviation 
away from the mean of the total data set. In this way any underling large-scale structure 
gradient is “flat fielded” out. The line is then rotated by some small amount, A 9, and 
the process is repeated. From this we can plot L{6) against 9, the maximum of which, 
L(0)max^ indicates the position angle of a line partitioning the data into two clumps. The Lee 2d statistic has been used to look for substructure within galaxies, clusters of galaxies 
(Fitchett & Webster 1987; Rhee, van Haarlem & Katgert 1991) and in simulations of clusters (Crone, Evrard & Richstone 1996). We now apply it to our high-latitude stellar data set.
We first apply this test to the (projected) angular distribution on the sky of the 
entire SDSS matched stellar data set. The data are shown in the lower panel of Fig. 3.15 
and the values of the Lee statistic L(0) for this sample are shown in the upper panel. The 
position angle, 0max> of the maximum of the Lee statistic is indicated in the lower panel.
The L(^) curve shows a rather broad peak, indicating only a low-significance detec­tion of an over-density; a stronger detection would result in a more obvious peak. The 
value of the angle at which the Lee statistic has its maximum, ^max =  92.1, indicates that 
the overdensity is located towards the top right of the lower plot, again at high values of RA (as in the earlier statistical tests). The significance of this detection can be quantified 
by the analysis of randomly distributed data-sets. Thus we fill the MGC survey area w ith the same number of stars as found in the high latitude sample, but randomly distributed (remember that any large-scale gradient is removed by the analysis technique). Fig. 3.16 
shows the simulated data-set, as well as the corresponding L(0) plot. The angle at which 
L(0)max occurs is now 90.7°, the slight offset from the perpendicular being understandable as due to the uneven distribution of MGC exclusion regions.
We note that for the simulated data the Li-at statistic is higher, indicating a more significant detection (of the MGC holes), than in the real data. This can be explained by 
noting that in the simulations there was no minimum star-star separation used. Therefore 
the simulated stellar distribution will be slightly smoother than the real data, making the efi'ects of the MGC holes more apparent in the simulation. This implies that any result 
from the Lee 2d test will provide only a rough estimate on the size of the clustering signal. 
The lack of a minimum star-star separation in the simulated data should not have affected the uj{9) test as it is only dependent on the number of stars at a given radius and not their distribution about a partition.
Taking the ratio of L{9)rat ^= )  L)r the simulated and real data we find that
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Figure 3.15: Upper: A plot of L(0)max for the high latitude stellar sample. Lower: The 
full MGC-SDSS stellar sample on the sky.
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Table 3.2: The best fit model in each magnitude bin using all data at 6 > 45°.
-Hm g c (c/a)
18.0 < jBm g c  < 18.5 0.57 ±  0.06 1.45
18.5 < R m g c  < 19.0 0.52 ±  0.05 1.17
19.0 < R m g c  < 19.5 0.54 ±  0.04 1.44
19.5 < R m g c  < 20.0 0.65 ±  0.04 1.45
the over-density seen in the MGC region is detected at 8% ( = 100 x mod ( l — . 11
above a smooth stellar distribution.
To summarise the Lee 2d scheme, an angle theta defines a line, and every star is pro­jected onto that line, defining a partition point for each star. The clumpiness/asymmetry 
parameter L(^) is then calculated for all stars/partitions along the line and the largest 
value of L(6>) is found for that line/angle. The MGC RA and DEC coordinates of the star 
whose parütion gave that value of L(0) is then used as the coordinates of the over-density. 
By doing this we find the structure to be placed at RA=216.5° and DEC=0° which is 
consistent with visual inspection of the distribution of the stars. This coincides w ith the 
detection of the Sagittarius dwarf tidal stream found by Yanny et al. (2000), Vivas et al. (2001) and Ibata et al. (2001). As above, this likely is due to the A-stars in the sample, 
which, being some four magnitudes intrinsically more luminous than are F-stars, would 
be at the appropriate distance at these magnitudes.
Having shown that the Lee 2d statistic is sensitive to substructure, we now investi­gate the signal for the bulk of the halo by using only the brighter F-stars, in the magnitude 
range 17.5 < 5 mgc < 19. Figs. 3.17 and 3.18 show the results of the Lee 2d test for the 
real and simulated (random distribution) F-star population. We find a deviation away 
from a random distribution of 12.6 per cent with the structure now placed at RA=205° and DEC=0°. Again this places it within the 2-D coordinate space covered by Sagittarius 
dwarf tidal stream. However, as this tidal stream is found by Yanny et al. (2000) to be at 
distances greater than can been seen to using this F-star sample the small overdensity we 
are detecting could be the result of A-star contamination in the sample. We find no other evidence of clustering.
3.3.4 Halo F latten ing  Revisited
Although there is no strong detection of structure within the Galactic halo we decided, to 
be conservative, to re-fit the star-count models to a restricted sub-sample. We now fit to 
star count data at 6 > 45° and for data in the range b > 45° and I < 340° (see Tables 3.2 
& 3.3). This was done to minimize the contributions from the th in/th ick disks and the 
th in/th ick disks and bulge respectively. Note that this longitude cut also serves to remove 
any effects of the Sagittarius Dwarf tidal stream. Fig. 3.19 shows the effect of removing 
the low latitude and high longitude fields from the fitting; a stellar halo w ith an axial ratio of (c/a)=0.52±0.05 now provides the best fit to the data.
A further refined sample contains only MGC-SDSS matched stars with (u* — gf*) > 0.6. Although there are 2418 fewer stars in this sub-sample than in the full stellar sample 
1021 of the rejected stars having {u* — g*) < 0.6, this sub-sample should now be free from any spurious effect that may have been induced by the possible inclusion of QSOs 
(previously identified as the fuzzy patch in Fig. 3.4).
Table 3.4 shows the best fit halo axial ratio in each magnitude bin for the sample with
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Figure 3.16: Upper: A plot of L(^)max for the simulated high latitude stellar sample. 
Lower: The full simulated stellar sample.
Table 3.3: The best model in each magnitude bin in using all data at b > 45° Sz I <340°.
^MGC (c/a)
18.0 < jBmgc < 18.5 0.49 ±  0.08 1.49
18.5 < ByiGC < 19.0 0.53 ±  0.06 1.18
19.0 < Bmgc < 19.5 0.59 ±  0.04 1.44
19.5 < ByiGC < 20.0 0.70 ±  0.03 1.45
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are the same as in Fig. 3.16.
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Figure 3.19: Here we show the effect on the favored axial ratio of the stellar halo of 
removing the low (6 < 45°) Galactic latitude and high {I > 340°) Galactic longitude fields 
from the fitting.
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Figure 3.20: Here we show the effects of using a potentially cleaner sample, one consisting 
of only MGC-SDSS matched stars with {u* — g*) > 0.6.
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Table 3.4: The best model in each magnitude bin using colour selected stars, with 
(tf* -  > 0.6, at 6 >45° &:  ^ < 340°.
Hmgc (c/a)
18.0 < B mgc < 18.5 0.45 ±  0.10 1.53
18.5 < Hmgc < 19.0 0.46 ±  0.10 1.28
19.0 < Hmgc < 19.5 0.49 ±  0.06 1.62
19.5 < Hmgc < 20.0 0.61 ±  0.04 1.58
Galactic latitude and longitude cuts, and Fig. 3.20 compares the results from this reduced 
sample to the original one. In fact the values and overall shape of the “axial-prohle” 
remain more or less the same. It is only the value of the halo axial-ratio that has changed, 
with the reduced sample preferring a slightly more flattened halo, w ith (c/a) =  0.45 ±0 .1 . 
Note that as the models are only generated within the range 0.45 < (c/a) < 0.8, any ‘best-fit’ model with an axial ratio less than 0.45 is spurious and simply represents a lack of stars within the magnitude bin and b and I range being tested.
The star-count models are then fitted to the full MGC stellar sample, to the MGC- 
SDSS sample and to the F-star sample in the magnitude range 18 < B m g c  < 19, both w ith and w ithout the b and I cuts. In doing this we find that the best fit comes from the 
full MGC stellar sample w ith both the b and I cuts and gives an axial ratio of (c/a)=0.61 ±0.02. However, the axial ratio with the smallest error is given by the F-star sample, again with both the b and I cuts, (c/a)=0.56±0.01.
3.4 Summary
We have used a sample of 42457 stars from the MGC-Bright photometric catalogue, most of which (~  97 per cent) have SDSS-EDR counterparts, to investigate the structure of the stellar halo of the Milky Way. The MGC-SDSS matched objects were used to define colour selection limits allowing us to isolate a sample of F-stars.
After an initial estimate of the best-fit value of the axial ratio of an oblate stellar halo, we employed a variety of statistical tests to quantify the level of substructure in both 
the full stellar sample and a restricted F-star sample. For the F-stars, we also looked at 
substructure as a function of apparent magnitude.
We conclude that the stellar halo of the Milky Way is significantly flattened, w ith an 
axial ratio of (c/a)=0.56±0.01. While this result is in line w ith previous determ inations, it is more robust, having been derived from samples cleaned of substructure and with contam ination from quasars and other stellar components minimised.
We find only some weak evidence for substructure beyond the known Sagittarius 
streams at these relatively bright magnitudes, with F-stars probing distances typically 
< 10 kpc from the Sun. This essentially null result implies that recent accretion of stellar systems is not important in the bulk of the stellar halo. Quantification of limits on the 
disruption rate of putative satellites needs to be investigated, but is beyond the scope of 
the present paper. However these firm limits of observable clustering need to be included in future hierarchical clustering models.
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Figure 3.21: A graphical summary of all the best fit star-count models for each stellar 
sample.
77
C H A PTER  4
Galaxy Number Count Modeling
In this chapter we derive the galaxy counts from the MGC-BRIGHT and MGC-FAINT 
catalogues. The MGC-BRIGHT galaxy counts we use to constrain the Schechter function 
parameters. The work in this chapter was performed using code supplied by Dr’s Jo Liske and Simon Driver.
4.1 Cosmology, evolution, the LF and number counts
In Chapter 1 we saw that it was first argued in Hubble (1926b) that by plotting the number of galaxies (iV) in each appaient magnitude bin (m) one can discriminate between different 
cosmologies and/or evolutionary models. In a Euclidean universe the relation log N  a  0.6m 
should hold true, see Appendix B.3. As can be seen in Fig. 4.6 this is clearly not the case 
and so a Euclidian universe is ruled out. However, things get more complicated as the LF 
parameters, cosmology and galaxy evolution all influence the number counts ^.
Fig. 4.1, top left, shows how the m atter density parameter, 0^ ,^, affects the B-band 
galaxy number counts. Note how faint (and hence how far) one needs to observe in order 
to see the effects of Ùrn- In an open universe (low üm) the volume over which galaxies are observed increases which in turn increases the galaxy number counts. For a closed 
universe (high Q,rn) the volume over which galaxies are observed decreases which in turn decreases the galaxy number counts. The inclusion of A acts in the same way as reducing Q,m, increasing the observed volume and galaxy number counts.
Galaxy evolution, broadly speaking, comes in two types: luminosity evolution and 
number evolution, see Fig. 4.1, top right. The former is due to passive stellar evolu­
tion i.e the stars in a galaxy getting older, redder and fainter. This causes the volume over which the galaxies are seen to increase, and hence, increase number of galaxies at 
the faint end of the number counts ( a horizontal shift in the LF). PLE takes the form 
RMGC=RMGC+2.51og ((1 +  z)'^) (Bruzual &: Chariot 1993). Number evolution arises from 
galaxies merging with each other. Specifically, dwarf galaxies being “swallowed up” by 
the larger E/SO and S galaxies. This results in a dip in 4> a-t each redshift bin (a vertical downward shift in the LF) and hence a drop in the overall number of galaxies in each absolute magnitude bin. However, as dwarf galaxies being the most numerous, are also 
the most faint the most significant effect of number evolution is seen at the faint end of 
the galaxy number counts. PNE takes the form (j) =  Note how evolution can have
a similar effect on the faint number counts as changing the density parameter,
We now look at how changing the luminosity function parameters, M* and a
I^t should be mentioned that they do not alter the predicted counts enough to make a Euclidean universe 
a viable model.
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Figure 4.1: The effects of cosmology, evolution and the LF parameters on the galaxy 
number counts.
(see Eqn. 1.1), can affect the number counts, see Fig. 4.1, bottom left. A change in either 
or M* simply results in the number counts being offset in N  or m  respectively. However, 
a change in a  effects both N  and m. The affect of lowering |o!| is to reduce the number of dwarf galaxies in each absolute magnitude bin. And so, in the same way as number 
evolution, the dominant effect is only seen in the faint end of the galaxy number counts. 
Fig. 4.1, bottom right, shows how the uncertainties in the LF parameters affect the number count produced from the normalised MGC LF. Fig. 4.2 re-displays the effects of cosmology, evolution and LF parameters on the galaxy number counts but w ith the concordance model 
counts subtracted in order to highlight the effects of their various influences. From this 
we can see, bottom left, that the effects of the LF parameter are constant across the 
magnitude range. However, the effects of M* are strongest at the bright end (Hmgg <20). 
For this reason we use only the counts derived from MGC-BRIGHT to constrain the LF parameters.
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Figure 4.2: As Fig. 4.1 but with the concordance model counts subtracted.
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4.2 Correcting for large scale structure
Before we can derive the galaxy counts we need to make a correction for any effect of 
large scale structure (LSS) present in the MGC. The correction is made because any 
clustering will artificially boost the number density of field galaxies. If the MGC where 
substantially bigger then the clustering correction would, theoretically, not be needed as 
the larger surveyed volume should render any such effects negligible. However, even the larger surveys find that some correction is still necessary. Indeed, Norberg et al. (2002) 
find that for bj < 19.2 mag the 2dFGRS North Galactic Pole (NGP) region is over-dense 
by about 7% when compared to the 2dFGRS South Galactic Pole (SGP) region. As the 
MGC is contained within the NGP region of the 2dFGRS this implies that our data will require an LSS correction.
To correct our counts for LSS we have identified those galaxies in the 2dFGRS 
imaging catalogue (2dFGRS~IC^) that lie within the MGC survey area, excluding objects 
in exclusion regions. We converted the 2dFGRS-IC magnitudes to the Bmgc filter system 
using Bmgc — bj + 0.13 (see Eqn. 4.1). We then derived galaxy counts for the magnitude 
range 16 < B m g c  < 19.5 mag for both the entire 2dFGRS-IC and the 2dFGRS-IC-MGC sub-sample. These are shown in the upper panel of Fig. 4.3. Not surprisingly the counts 
for the full area are smoother and show that the MGC region is slightly over-dense as 
compared to the full survey. The middle panel of Fig. 4.3 shows the ratio of the full 
2dFGRS-IC counts over the counts from the MGC region. In each magnitude bin in the 
range 16 < B m g c  < 19.5 mag we multiply the MGC-BRIGHT counts by these values in order to correct for LSS. The result is shown in the lower panel of Fig. 4.3. This procedure 
is valid regardless of any concerns over completeness and photometric accuracy of the 
2dFGRS-IC. All we are assuming is that these issues affect the 2dFGRS-IC in the MGC region in the same way as in the rest of the survey.
We can not correct the counts at B m g c  ^  19.5 mag due to the magnitude limit 
of the 2dFGRS-IC of bj — 19.6 Colless et al. (2001). In any case the LSS correction 
decreases with magnitude and the required correction for the last bin is already w ithin the 
Poisson error. Hence it appears that at B m g c  > 19 mag the total volume surveyed is large 
enough so that the counts are robust with respect to clustering. So for B m g c  > 1 9  mag no LSS correction is applied to the MGC galaxy counts. Both the original and corrected counts are shown in Fig. 4.5 and tabulated in Table 4.1.
4.3 Correcting for cosmic ray incompleteness
In Section 2.3.7 we noted that the identification of cosmic rays is incomplete for B m g c  >
22.5 mag. We now estimate the size of the incompleteness and attem pt to correct the galaxy number counts.
In the upper panel of Fig. 4.4 we show as filled circles the number counts of all 
objects with semi-minor axis < Ipixel, see Fig. 2.19. For B m g c  > 22.5 mag the counts are a mixture of cosmic rays and real objects. At 21 < B m g c  < 22 mag the cosmic ray 
counts are very steep and would exceed the galaxy counts by B m g c  ~  23 mag if they did not flatten out.
The filled squares show the number counts of objects that lie in the cosmic ray 
band and have FWHM < 0.9 x s e e in g . From taking the ratio of the two sets of counts 
we find that for B m g c  < 22.5 mag 81.3% of all objects w ithin the cosmic ray band also have FWHM < 0.9 x s e e in g  and that this ratio remains constant to within the 
errors, see Fig. 4.4 (lower panel). We now make the assumption that this ratio remains 
constant to B m g c  =  24 mag . We correct the cosmic ray number counts in the range
^The 2dFGRS-IC should not to be confused with the 2dFGRS target list which applies a variable mag­
nitude limit and explicitly excludes galaxies whose images are merged with other objects.
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Figure 4.3: The top panel shows the 2dFGRS-IC counts within the MGC region (dotted 
line) and the 2dFGRS-IC counts for the full 2dFGRS area (solid line). The middle panel 
shows the ratio of these and this reflects the impact of large scale structure on our survey 
for each magnitude bin. The bottom panel shows our bright MGC raw counts (dotted 
line) and those corrected for large scale structure (solid line). Both sets of counts are 
tabulated in Table 4.1.
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Figure 4.4: Upper panel: the dots show the number counts of all objects in the cosmic ray 
band delineated by the two solid lines in Fig. 2.19. The squares show the number counts 
of objects selected by applying the additional cut FWHM < 0.9 x  s e e i n g . Lower panel: 
the ratio of the above counts appears to remain constant to .Bmgc =  22.5 mag (dotted 
line), where real objects begin to contaminate the counts from the cosmic ray band. The 
incompleteness of cosmic rays selected by the additional FWHM cut is found to be 18.8% 
and is indicated by the solid horizontal line.
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Figure 4.5: MGC number counts. Squares; stars. The line is a fit to the stellar counts 
in the range 17 < Bmgc < 20 mag. The classification procedure described in Section 
2.3.7 was designed to reproduce the extrapolated bright star counts at .Bmgc > 20 mag. 
Solid triangles: cosmic ray counts. Open triangles: cosmic ray counts corrected for incom­
pleteness at .Bmgc > 22.5 mag. Solid circles: galaxy counts. Open circles: galaxy counts 
corrected for LSS (B m g c  < 19 mag) and cosmic ray incompleteness (B m g c  > 22.5 mag, 
barely visible).
22.5 < B m g c  < 24 mag by multiplying the FW HM <0.9xSEEING counts by a factor of 1.23. The difference between the corrected and uncorrected cosmic ray counts is then 
subtracted from the galaxy counts. Both the original and corrected galaxy number counts are shown in Pig. 4.5 and tabulated in Table 4.1.
4.4 Star and galaxy counts
Fig. 4.5 and Table 4.1 show the galaxy number counts, the error bars shown assume Poisson statistics. Objects in seeing class 4 (>1.42 arcsec) were not included in the last 
three bins and only objects in seeing class 1 (<1.15) were used in the last two bins. The 
solid line in Fig. 4.5 represents the best fit to the observed bright star counts down to 
B m g c  =  20 mag. At fainter magnitudes the counts continue to agree w ith the fit only because the star-galaxy separation was designed to ensure this, see § 2.3.7.
Note that the correction for LSS (which affects the counts only in the range 16 <
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Table 4.1: MGC galaxy number counts.
Bmgc
(mag)
i\T“ Area
(deg^)
A N
16.25 78 30.90 2.52 OjW 2T#
16.75 143 30.90 4 j# 0.39 3.91
17.25 243 30.90 7.87 0.50 7.52
17.75 521 30.90 16.86 0.74 1&26
18.25 920 30.90 29.78 0.98 26.76
18.75 1489 30.90 48.2 1.3 4&8
19.25 2419 30.90 78.3 1.6 7&3
19.75 3994 30.90 129.3 2.1 129.3
20.25 6537 30.31 215.7 2.7 215.7
20.75 10712 30.31 353.5 3.4 353.5
21.25 17981 30.31 593.3 4.4 59T3
21.75 30304 30.31 999.9 5.7 999.9
22.25 51917 30.31 1713.0 7.5 1713.0
22.75 69317 22.80 3040 12 2996
2&25 37839 7.09 5334 27 5270
23.75 56375 7.09 7947 33 7827
“Number of galaxies in the MGC in units of (0.5 mag)“ .^
^Number counts in units of (0.5 mag)“  ^ deg“ .^
^Number counts corrected for LSS (16 < Bmgc < 19 mag) and cosmic ray incompleteness 
(22.5 < B m g c  < 24 mag).
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B mgc < 19 mag) is significant at the brightest end (17%) but relatively minor (3 to 10%) at fainter magnitudes. At 1 to 2% the cosmic ray incompleteness correction (which affects 
the counts only in the range 22.5 < Bmgc < 24 mag) is smaller still.
Fig. 4.6 compares the MGC galaxy number counts to those of previous surveys. The
various counts were converted onto the Bmgc system assuming { B  — V )  =  0.94 Norberg et al. (2002).
In the range 16 < B m g c  < 24 mag our counts lie among those of previous publica­tions and provide a fully consistent, uniform, well-selected and complete sample spanning eight magnitudes. The data thus represent a significant connection between the local pho­
tographic based surveys (B < 20 mag) and the deep pencil beam surveys (B > 22 mag). 
At bright magnitudes our counts are consistently higher than the original APM counts Maddox et al. (1990b) indicating that the steep rise of the APM counts is an artifact and that there is no more need for strong local evolution of the luminous galaxy population 
originally put forward by Maddox et al. (1990b). The 2dFGRS-IC is a substantially re­vised version of the APM catalogue and also shows a less pronounced rise, although some local effect is still evident.
Fig. 4.7 shows a close-up comparison of the MGC-BRJGHT, 2dFGRS-IC, SDSS- 
EDR and Gardner et al. (1996) counts, here we have normalised the counts by a linear 
model in order to malce any differences more easily discernible. We assume only Poisson 
errors. We have used the SDSS-EDR g* counts of the Northern stripe of Yasuda et al. (2001) and converted to B m g c  using the transformation listed in equation (4.1). We could 
have used the SDSS-EDR B counts which were derived using individual galaxy colours 
rather than a mean global colour. However, the colour equation used by Yasuda et al. 120011 is inconsistent with that of Fukugita et al. (1996). We prefer the Fukugita et al. 
(l996j transformation as Cross et al. (2003) have used it in a direct comparison of SDSS- EDR and MGC magnitudes which showed only a small difference of Am(MGC—SDSS- 
EDR) =  (—0.009 ±  0.001) mag. It was also used in the Norberg et al. (2002) comparison 
of the 2dFGRS and SDSS-EDR photometry which again shows only a small difference of Am(2dFGRS-SDSS-EDR) =  0.058 mag.
The MGC and SDSS-EDR appear similar in shape. In particular they both show a 
characteristic change of slope near B m g c  =  18 mag. However, the SDSS-EDR counts are consistently and significantly higher than the MGC counts.
To explain the discrepancy photometrically would require a shift of at least Am % 
■+■0.08 mag which is an order of magnitude higher than, and in the opposite direction of the difference found by Cross et al. (2003) mentioned above. The only caveat here is our
use of a mean galaxy colour of (B — F) =  0.94. The colour equation (Eqn. 4.1) implies 
that a colour term of (B — F) =  1.2 is required to achieve a shift of Am % 0.08 mag 
(= (1.2 -  0.94) X 0.3). While this is reasonable at B m g c  > 20 mag it cannot explain the discrepancy at brighter magnitudes.
The fact that the SDSS-EDR counts agree better with the uncorrected MGC counts 
(open circles) implies that LSS might be the source of the discrepancy. However, as the 
SDSS-EDR is substantially bigger than the MGC region it should require a much smaller 
LSS correction. While LSS may plausibly explain some part of the observed differences at 
B m g c  <  19 mag, it will not account for the differences out to B m g c  ~  21 mag.
In order to assess the performance of their automated object classification Yasuda 
et al. (2001) visually inspected all objects to r* < 16 mag. They found that the machine classifier typically over-predicted the galaxy counts by ~3%. This and other tests led them to conclude that mis-classification was not a serious problem at r* < 21 mag.
Star-galaxy separation in the SDSS-EDR is performed by looking at the differences 
of an object’s magnitude derived from fitting a PSF (mpgp) and a galaxy profile (mmodeh 
exponential or de Vaucouleurs, whichever fits best). SDSS-EDR classify an object as a 
galaxy if it satisfies the condition c — mpgp — mmodei > 0.145 (Stoughton et al. 2002). However, Yasuda et al. (2001) use a stricter classifying criteria in that they require 
c > 0.145 in two of the three bands ^*,r* and i*. Blanton et al. (2001) use a cut-off
o MGC 
: ° Yasuda (2001) 
Kûmmel (2001) 
+ Huang (2001) 
Gardner (1996) 
» Metcalfe (2001) 
* Metcalfe (1995) 
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Figure 4.6: The galaxy number counts derived from the MGC as compared to the number 
counts of various other authors. The 2dFGRS no evolution model counts are calculated 
from the luminosity function parameters given in Table 4.2. Also shown is the 0.6 ‘Eu­
clidean’ slope.
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Figure 4.7: A close-up comparison over the important normalisation range
16 < 5 mgc < 20 mag of the MGC number counts w ith three other datasets as indi­
cated. Errors are purely Poissonian and do not contain any LSS component.
value of 0.242 in the r* band. Strauss et al. (2002) even use a value of 0.3 in the SDSS spectroscopic target selection in addition to a surface brightness cut and further selection 
based on photometric flags. They find that at the bright magnitudes of the spectroscopic 
sample (r* < 17.8 mag) only 10% of all objects with 0.15 < c < 0.3 are actually galaxies (see also their figure 7).
It seems that contamination by mis-classified objects may at least in part be respon­sible for the observed excess of the SDSS-EDR counts. In contrast to these uncertainties, 
all MGC-BRIGHT galaxies have been visually inspected and hence there is no contami­
nation. The complete explanation of the SDSS-EDR excess will be provided by a direct 
the comparison of the MGC and SDSS-EDR classifications on an object-by-object basis (see Cross et al. 2003).
The 2dFGRS-IC counts disagree with both the MGC and the SDSS-EDR as there 
is no turnover in the counts. At B mgc < 19 mag they are also significantly lower than the MGC counts. It is known that the 2dF target list (and hence the IC) is known to be contam inated by stars by around ~5% level (Pimbblet et al. 2001 & Norberg et al. 2002) and therefore underestimates the galaxies by the same amount.
As we used the 2dFGRS-IC counts to correct our counts for LSS, any discrepancy 
cannot be due to LSS and must be due to some photometric error and/or incompleteness in the 2dFGRS-IC.
We note that in the transformation from bj to Bmgc magnitudes we have used the Blair & Gilmore (1982) colour term of 0.28 (see Eqn 4.1). Using instead a value of 0.35, 
as used in Metcalfe, Fong Sz Shanks (1995), only increases the difference.
During the final 2dFGRS photometry recalibration procedure the MGC was used 
to establish a relationship between the non-linearity coefficient and the offset between bj 
and 2MASS J  magnitudes Norberg et al. (2002). This relationship was then used to 
predict the coefficient for each Schmidt plate from the plate’s mean 2MASS offset. For 
those 15 plates in the NGP covered by the MGC the measured coefficient is used, and 
not the predicted one. However, if one uses the predicted value instead then a meaning­
ful comparison between the MGC and 2dFGRS photometry can be made, Cross et al. 
(2003) found Am(MGC—2dFGRS) — —0.078 mag. Alternatively we can combine the 
same authors’ Am(MGC-SDSS-EDR) =  -0.009 mag with the Norberg et al. (2002) 
Am(2dFGRS—SDSS-EDR) =  0.058 mag to derive Am(MGC—2dFGRS) =  —0.067 mag. This —0.07 mag offset is large enough to move the 2dFGRS-IC points in Fig. 4.7 onto 
the MGC points at B m g c  < 19 mag. This suggests that the 2dFGRS-IC incompleteness is of similar size to its stellar contamination. This result is in good agreement w ith the 
results of Pimbblet et al. (2001), Norberg et al. (2002) and Cross et al. (2003) who also found an incompleteness of ~10% of the 2dFGRS target list. Both Pimbblet et al. (2001) and Cross et al. (2003) found that roughly half of this incompleteness was due to badly 
blended galaxies which are explicitly excluded from the 2dFGRS-IC in the construction of the target list, leaving the 2dFGRS-IC w ith an incompleteness of ~5%.
4.5 Refining the field galaxy lum inosity function
The field galaxy luminosity function (LF) has been measured many times by many different surveys but, as pointed out by Cross et al. (2001), their results and most notably their 
derived normalisations are inconsistent w ith each other. The predicted galaxy counts of 
all the LFs, even locally, are significantly different. We now use the local galaxy counts derived here to assess which LFs predict counts consistent with the data and to constrain the LF normalisation parameter,
89
Table 4.2: Parameters of published luminosity functions. For each LF we also list the 
probability that its number count predictions fit the data (8 degrees of freedom).
LF Filter conversion 
B m g c  = (mag)
a <t>*
{h^ M p c “ 2)
f  (> xLn)
2dFGRS bj + 0 .1 3 - 1 9 .5 3 - 1 .2 1 0 .0161 9.1 X 10-®
SDSS-EDR g* + 0 .40 -19.64 - 1 . 2 6 0 .0 2 0 6 0
SSRS2 >^SSRS2 — 0 .16 - 1 9 .5 9 - 1 . 1 2 0 .0 1 2 8 0
Durham/UKST bj +  0.13 -19.55 - 1 . 0 4 0 .0 1 7 0 1.2 X 10-®
ESP bj + 0 .1 3 -1 9 .4 8 - 1 . 2 2 0 .0 2 0 0 1.2 X 10-2®
Stromlo/APM bj +  0.13 - 1 9 .3 7 - 0 . 9 7 0 .0 1 4 0 0
Autofib bj + 0 . 1 3 - 1 9 .0 7 - 1 . 0 9 0 .0 2 6 0 7 .3  X 1 0 -2 9
CS F e s  +  0 .77 - 1 9 .5 3 - 1 . 0 9 0 .0 1 8 7 1.5 X 1 0 -2
NOG B a o s  +  0 .26 - 1 9 .7 9 - 1 . 1 0 0 .0 1 4 0 3 .0  X 1 0 -2
Table 4.3: Revised normalisations and luminosity densities. For each LF we also list the 
probability that its number count predictions fit the data after the adjustment of 0* (7 
degrees of freedom, 8 data points and 1 free parameter ^*).
LF ^MGC 
{h^ Mpc-2)
P(> x l J 3 b j
(10®/iL© Mpc-3)
2dFGRS 0.0171 0.36 1.93
SDSS-EDR 0.0147 0.35 1.94
SSRS2 0.0168 0.29 1.85
Durham/UKST 0.0181 0.23 1.82
ESP 0.0179 0.34 1.95
Stromlo/APM 0.0223 0.34 1.82
Autofib 0.0296 0.16 1.98
CS 0.0181 0.31 1.85
NOG 0.0137 0.065 1.79
error on <^*^00 is 2  X 10-“ Mpc“ .^
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4.5.1 Modeling the num ber counts
In Table 4.2 we list the LF parameters from the 2dFGRS (Norberg et al. 2002), SDSS- 
EDR (Blanton et al. 2001), SSRS2 (Marzke et al. 1998), Durham/UKST (Ratcliffe et al. 
1998), ESP (Zucca et al. 1997), Mt Stromlo/APM (Loveday et al. 1992), Autofib (Ellis 
et al. 1996), CS (Brown et al. 2001) and NOG (Marinoni et al. 1999) surveys. Where 
available we have used the parameters for an (fim, ^A) “  (0.3,0.7) cosmology (2dFCRS, SDSS-EDR and CS; all other surveys used a (1,0) cosmology except for the SSRS2 which 
used (0.4,0)). All M* values have been converted to the B mgc system using Eqns. 4.1 below.
B m g c  =  b j  -\- 0.14(B — V )
B m g c  =  5* +  0.12 -j- 0.30(B — V)
Bmgc =  ^ssrs2 — 0.02 — 0.1447(B — V) (4.1)
BMGC =  F c s -0 .0 7 2 (U -B )- |-0 .8 5 5 3 (B -y )
B m g c  — B ros T  0.74 — 0.51(B — V)
These were derived from Eqn. 2.5 and the colour equations of Blair & Gilmore
(1982), Fukugita et al. (1996) (SDSS-EDR), Alonso et al. (1994) (SSRS2), Brown et al. 
(2001) (CS), Kirshner, Oemler & Schechter (1978) and Peterson et al. (1986) (NOG). We
assume { B  — V )  ~  0.94 from Norberg et ai. (2002) and { V  — R )  =  0.53 from Brown et al.
(2001). Fig. 4.8(a) shows these LFs in the B m g c  band.
To model the counts we need to calculate the differential
for each apparent magnitude bin, dm. Here #(M ) is the space density of galaxies, given by the LF, with absolute magnitude, M, occupying a volume, V, out to redshift z. 
The co-moving volume element is given by Peacock (1999) as
dV ~  AirdpRodr (4.3)
where dp is the proper distance and R q is the scale factor at to- dp and Eqn. 4.3, in terms of redshift, are derived in Appendix B.4 and B.5 respectively for an Einstein de 
Sitter universe (Eds). Here we use the currently favored cosmology (Dm, f^A) — (0.3,0.7). The absolute magnitude, M, is given by the distance modulus equation which is derived in Appendix B.2 to be:
m  — M  =  5 log d; -f 25 -t- A: +  e, (4.4)
were di is the luminosity distance, in Mpc, which is related to the proper distance,dp, by
d i  =  d p  X  { 1  +  z). (4.5)
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The band-pass reddening, k, correction accounts for the shift in wavelength, due to 
cosmology, of em itted galaxy light. If one is to observe the em itted light of a high redshift galaxy using, say a blue filter, then by the time the em itted blue light reaches the observer a significant fraction of the blue light will have been redshifted out of the filters range, thus artificially dimming the galaxies B-band magnitude. The evolutionary, e, correction 
corrects a galaxies observed light for any evolutionary (i.e. rapid star formation) events which can dramatically alter a galaxies magnitude. The k and e corrections are taken to be
k =  2.5z, (4.6)
and
e =  2.51og((l +  z)-°'^^). (4.7)
which, assuming pure luminosity evolution, will correct a galaxies observed magni­
tude to a z =0 magnitude and are not dependent on cosmology. At <0.4 this combi­
nation matches well the k-fe-correction given by Norberg et al. (2002) which was derived using Bruzual & Chariot (1993) models to match the colour-redshift trend seen in the SDSS-EDR. Fig. 4.8(b) shows how the predicted counts compare w ith the MCC-BRICHT counts.
Clearly the data prefer some models over others. We have performed a goodness- 
of-fit test for the predicted counts in the range 16 < Bmgc < 20 mag and list the re­sulting probabilities in column 6 of Table 4.2. The model counts based on the 2dFCRS, 
Durham/UKST , CS and NOC LFs provide reasonable fits.
From Fig. 4.8(b) it is clear that the main difference between the various predicted
counts and the MCC measured counts lies in their normalisation and not their shape.This scatter is known as the “normalisation problem”.
4.5.2 The norm alisation problem
The three possible reasons for the normalisation problem are photometric error, incom­pleteness and clustering. We now discuss each on in turn.
Cross & Driver (2002) showed that the derived LF parameters depend on the lim­iting isophote and the photometric method (e.g. isophotal, corrected, total, etc.). They concluded that when using isophotal magnitudes for a limiting isophote of 25 mag/sq arc- sec one might expect errors in M* of up to ±0.4 mag, in of up to ±10% and in a  of 
up to ±0.01. Therefore photometric errors may well be the cause for the variation of M* seen in Table 4.2.
Although the underestimation of the magnitudes due to the limiting isophote will 
cause some galaxies to fall below a surveys limiting magnitude, it also causes the volume 
over which such galaxies can be seen to be underestimated, if mum decreases then so does Miim and hence z, V  and N  (see Eqns. 4.2 and 4.3). Fig. 2.21 indicates that at 
B m g c  < 19 mag no significant galaxy population below 25 mags/sq arcsec exists. In other words at these surface brightness limits it is typically a case of missing light from the outer isophotes rather than missing galaxies. This is in line w ith Pimbblet et al. 
(2001) and Cross et al. (2003) who found only a few percent of galaxies missing from the 
2dFCRS due to their low surface brightness. Incompleteness does not appear to play a significant role.
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Figure 4.8: The left panels show local LFs before (upper) and after (lower) renormalisation 
to the MGC-BRIGHT counts. The right panels show the number count predictions of 
these LFs and the LSS corrected MGC-BRIGHT counts. After the recalculation of the 
LF normalisations, we note that all LFs match the data almost equally well.
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As previously mentioned LSS will clearly affect all but the very largest surveys. In § 4.2 we found that the MGC required LSS corrections of a few per cent at B m g c  <  19 mag. Norberg et al. (2002) found that the 173 sq deg overlap region between the SDSS-EDR and the 2dFGRS was over-dense by 5% relative to the full 2dFGRS. They 
also found a 7% difference fto bj = 19.2) between their 740 deg^ NGP and 1095 sq deg 
SGP regions. From Fig. 4.8(b) we can see that the MGC counts at B m g c  < 17.5 mag are lower than expected (by a few per cent, depending on the value of M*) despite the LSS 
correction to the full 1835 sq deg of the 2dFGRS, indicating some local effect. This will 
bias the normalisations of shallow surveys like the SSRS2 (61;^ =  15.5 mag).
We note that most fitting methods do not solve for directly and instead it is derived separately using a variety of methods, which also contributes to the variation in 
0*. For example, even though Yasuda et al. (2001) used less restrictive galaxy selection 
criteria than Blanton et al. (2001), they found a g* LF normalisation 13% lower than that 
of Blanton et al. (2001), which must be put down to a difference in method.
4.5.3 Determ ining
Over the range 16 < Bmgc < 20 mag the MGC provides the most reliable number count data in existence and therefore provides the most reliable constraints on The contours of Fig. 4.9 show the appropriate values for any given combination of M* and a. These 
were derived from our LSS corrected MGC-BRIGHT counts over the intermediate range 
16 < Bmgc < 2 0  mag by minimising as a function of
We derive the 0* values appropriate for the LFs listed in Table 4.2. The revised values and their associated probabilities are listed in columns 2 and 3 of that Table 4.3. 
Figs. 4.8(c) and (d) show the resulting LFs and their predicted counts after revision. All 
surveys now give comparable and reasonable probabilities. However, the variation of 0* 
among the different surveys after renormalisation is no less than before. This is due to 
the fact that the counts constrain the combination 0*M* and that the variation in M* is comparable to that of 0 * before renormalisation.
4.5.4 The local lum inosity density
Taking =  4-5.3 mag and using the revised LF normalisations we calculate the
luminosity density, j ,  using:
jbj — 0*F(a 4- 2), (4.8)
which is derived in Appendix B.6 . Note that we convert to The
calculated values of j i j  are listed in the last column of Table 4.3. We find a mean bj 
luminosity density of j t j  = 1.88 ±  0.03 ±  0.07 x 10®/iL© Mpc"®, where the first error is 
due to the (Poisson) uncertainty in the counts and the second is due to the range of M* 
and a  values. Note that the 2dFGRS and SDSS-EDR, which must be considered the most 
reliable LFs, give a slightly higher value of jbj = 1.94 x 10®BB© Mpc"®.
4.5.5 The optim al Schechter param eters
We now attem pt to use the shape of the counts to constrain the other two Schechter 
parameters. Note that this assumes that the cosmology, k and e-corrections are known.
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Figure 4.9: The contours show the best-fitting value of the LF normalisation, <f>^, for 
given values of M* and a. These were derived by %^-minimisation over the range 
16 < Bmgc < 20 mag (cf. Fig. 4.8). The values of the contours increase from 
0.011 Mpc“  ^ on the left in steps of 0.001 to 0.033 on the right as indicated. The 
positions of the LFs of Table 4.2 in the M*-a plane are also indicated. The corresponding 
values are listed in Table 4.2. The dashed line shows the best-fitting value of a  (and 
^*) for a given value of ^ B ugc' gray shaded region shows the la  error on a.
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We minimise as a function of a  for each value of M* and The result is the dashed line in Fig. 4.9. The shaded region shows the ±.la error from the fit. Although 
none of the surveys are excluded (after renormalisation), the SDSS-EDR and 2dFGRS are in particularly good agreement with our counts.
We now fit for all three Schechter parameters simultaneously. This requires min­
imising along the dashed line of Fig. 4.9. No minimum is achieved in the parameter 
space that we use. M* determines the behavior of the counts at the bright end. The 
comparatively low MGC-BRIGHT counts in the range 16 < Bmgc < 17-5 mag require an unrealistically faint M* and in consequence a very high and shallow a.
Using the MGC-BRIGHT counts alone we can determine and a  for a given M* or, alternatively, and M* for a given a, but not all three parameters simultaneously. 
Taking a mean value of M* from the 2dFGRS and SDSS-EDR we find an optimal set of 
Schechter function parameters o î M*Bugc ~  —19.585 —5 log/i, a=-1.23 and (;6*=0.0158h^.
4.6 Summary
We have measured the galaxy number counts from the MGC-BRIGHT and FAINT cat­
alogues. The number counts were corrected for LSS using the overlapping 2dFGRS-IC and for cosmic ray contamination in the faint end by extrapolating the bright cosmic by number counts to faint magnitudes. Our counts show that the steep rise seen in the bright APM counts is an artifact and therefore there is no need for strong local evolution.
We have used the corrected galaxy number counts to test various estimates of the 
galaxy luminosity function (2dFGRS, SDSS-EDR, SSRS2, Durham/UKST , ESP, Stromlo/APM, 
Autofib, CS & NOG) and find that many of them predict counts whose normalisations 
are inconsistent w ith our observations. These LFs are renormalised to the MGC counts 
by factors of 1.06, 0.71, 1.31, 1.06, 0.90, 1.59, 1.14, 0.97 and 0.98 respectively. After this 
renormalisation both the 2dFGRS (Norberg et al. 2002) and SDSS-EDR (Blanton et al.
2001) luminosity functions are in excellent agreement with our counts. From these revised 
values of we constrain the 6j-band luminosity density of the local universe for each 
of these luminosity functions. We find j^j =  1.88(4:0.03 ±  0.07) x 10®/iL© Mpc"®, where 
the first error is due to the (Poisson) uncertainty in the counts and the second is due to 
the range of M* and a  values. The 2dFGRS and SDSS-EDR consistently give a slightly 
higher value of j^j =  1.94 x 10®hL© Mpc"®.
In addition to one other Schechter parameter can be reasonably constrained 
from the intermediate MGC counts alone. Thus the counts provide us with either a joint estimate of 0* and a  as a function of M* or, alternatively, w ith an estimate of 0* 
and M* as a function of a. By constraining M* we are able to recommend the op tim al.. Schechter function parameters =  —19.715 — 51og/i ±  0.17, a  = -1.23 ±  0.12 and
0* =  0.0158A® ±  2 X lO-^/i®Mpc-®.
CH A PTER 5
Galaxy Profile Decomposition via GIM2D
In this Chapter we address the problem of obtaining galaxy morphologies via galaxy 
profiles. In particular we discuss the automated classification package Galaxy Image 2D (GIM2D) developed by Luc Simard (see Simard 1998, Simard et al. 2002 and Tran 2000) and assess its applicability to derive morphological types for the MGC galaxies.
5.1 GIM2D
Galaxy Image 2D (hereafter GIM2D, Simard 1998, Simard et al. 2002 and Tïan 2000) 
is a fully automated software package that will take an image of a galaxy and measure 
its various structural parameters. GIM2D is ideally suited to the MGC data set as it is designed to work from low signal-to-noise SExtracted catalogues, see §2,3. Specifically to use GIM2D we need a reduced SExtracter catalogue, an image and a segmentation map 
for each MGC field along w ith a point-spread-function for each galaxy.
5.1.1 Po int-Spread-Function
To generate a Point-Spread-Punction (PSF) we used the IRAF d a o p h o t  routines d a o f i n d ,  
PHOT, PSF, NSTAR, SUBSTAR and ALLSTAR^ O n a preselected list of PSF stars for each CCD.
5.1.1.1 PSF Stars
In order to generate an accurate analytic PSF it is essential that a large number (>20) of 
PSF stars evenly distributed across the CCD are used. This is because we need to ensure 
that the averaged star light profile is only due to the effects of sky+telescope+CCD and 
not because of any stellar phenomena. A good PSF star will be isolated from all other 
bright sources and will not lie on, or too close to bad columns/ rows/ pixels. For each CCD from MGC-BRIGHT we extracted all the stars with STELLARICITY >0.8, FLAGS<1, 17< Bmgc <19.5 in good regions of the CCD. Setting a f l a g  tolerance of less than 1 ensures that: the selected stars have not been deblended; there are no bright neighbours close enough to bias the KRON magnitude; and there are no saturated pixels. Fig 5.1 shows the initial number of PSF stars found on each CCD for each pointing. For those 
CCDs where there were less than 20 PSF stars the STELLARICITY and magnitude limits were tweaked until a minimum of 20 PSF stars covering the whole of the CCD were found.
^Detailed descriptions of d a o p h o t  photometry routines can be found in Stetson (1987).
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Figure 5.1: The initial number of PSF stars found on each CCD of each MGC field. The 
horizontal line indicates the minimum number of PSF stars required for a reasonable fit.
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5.1.1.2 G enerating the PSF
To generate a PSF we first use DAOFIND and DAOPHOT to identify and assign an IRAF 
magnitude to every object on the CCD. The PSF routine then uses the output files from DAOPHOT and d a o f i n d  as well as the list of PSF stars to generate an initial PSF using 
the PENNY2 analytic function (Davis 1994). This PSF is a combination of an elliptical 
Gaussian and a Lorentzian, both aligned along arbitrary and independent position angles. 
The PENNy2 analytic function representing the Gaussian and Lorentzian combination consists of 5 parameters and is modeled thus:
PENNY2 =  A x  + P3 exp( (5.1)
where,
^  ^  T xyPs (5.2)
and
 ^ ^  ^  (5.3)
Here A is a normalizing factor and are the fitted parameters. We define the 
fitting radius of the PBNNY2 profile to be equal to the median seeing of each CCD, see Davis (1994). This PSF is fitted by N STA R  to a group of stars, s u b s t a r  then uses this to subtract off any PSF star neighbours that could influence the PSF. The P SF  routine is 
then run over the subtracted image. As a check on the quality of the PSF the ALLSTAR  
routine was used to generate a PSF and to subtract the star from the CCD image. If the PSF fit is good the PSF stars should be cleanly subtracted from the image leaving only 
sky noise. For the most part the PSF generated provided a good fit to the stars. However, 
in some cases the initial PSF star list had to be amended as some of the PSF stars lay near 
CCD defects. Fig 5.2 displays the mean per degree of freedom of the PSF fits to stars 
on each CCD of each MGC field. The individual values are calculated by a l l s t a r  for each star and are a measure of the goodness-of-fit of the derived PSF.
Finally, a PSF at the location of each galaxy is generated by the d a o p h o t  routine 
SE E P SF . This takes the galaxy coordinates and the derived analytic PSF form to produce 
a simulated PSF image at the exact location of each MGC galaxy.
5.1.2 Postage stam ps
The reduced SExtracter catalogue for use by GIM2D must include the PIXEL X & Y coor­dinates, background (ADU counts), detection threshold above background (ADU counts) 
and isophotal area (PIX E L ^) of each galaxy as the first five parameters. In the MGC these correspond to columns 3, 4, 14, 15 & 16 respectively, see Table A.I. This catalogue is generated from the master catalogue for each CCD and is given the suffix .gfxt.
A segmentation image is one in which the background is set to zero and each ob­jects pixels are set to a unique value. The segmentation image of each MGC field is a
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Figure 5.2: The mean for the PSF fits to stars on each CCD of each field. The dashed 
line indicate the overall mean of the PSFs for each CCD.
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Table 5.1: This table lists the initial GIM2D paramerers used here. We assume a de 
Vacouleurs bulge and exponental disk profile. To use a Sersic bulge profile the last line 
should read: 2.1, 2.1, 0.2, 4.0, 3.8 (see Tran 2000).
Initial
value
Best
value
Min Max Initial
pertubation
Symbol Description
300 NA NA NA NA Number of models
500.0 500.0 1.0 1000.0 1000.0 L Total flux
0.5 0.5 0.0 1.0 1.0 (B/T) Bulge fraction (B/T)
2.5 2.5 0.0 5.0 5.0 Te Bulge effective radius
0.35 0.35 0.0 0.7 0.7 e Bulge ellipticity
90.0 90.0 -360.0 360.0 180.0 % Bulge position angle
2.5 2.5 0.0 5.0 5.0 Td Exponential disk scale length
45.0 45.0 0.0 85.0 85.0 i Disk inclination
90.0 90.0 -360.0 360.0 180.0 Od Disk position angle
0.0 0.0 -1.0 1.0 0.1 A x Subpixel X offset position
0.0 0.0 -1.0 1.0 0.1 Aj/ Subpixel y offset position
0.0 0.0 0.0 0.0 0.0 Isky Background level
4.0 4.0 4.0 4.0 0.0 n Power index (r^/” )
natural product of SExtracter. The postage stamp version of each galaxy image and its 
segmentation image is produced by the GIM2D pre-processing routine called XGAL.
XGAL takes the relevent CCD image, segmentation image and .gfxt file produces 
a postage stamp image and postage stamp segmentation image for each galaxy. These postage stamps have their SExtractor derived backgrounds subtracted from them. The 
size of each postage stamp is some multiple of the isophotal area of each galaxy. We set the XGAL parameters to extract postage stamps with widths and heights with areas 15 times the isophotal area of each galaxy.
5.1.3 Profile fitting
Once we have the PSF image, object image and segmentation image for each galaxy we 
used the GIM2D routine GIMFIT to derive the various galaxy parameters. GIMFIT 
uses the Metropolis algorithm (Metropolis et al. 1953) to constrain the twelve galaxy parameters of the standard 2D galaxy model, see Table 5.1.
5.1.3.1 The GIM2D galaxy model
The 2D galaxy model adopted by GIMFIT has 12 parameters, see Table 5.1, and is made up of 2 distinct parts, a bulge and a disk. The first part, the bulge, takes the standard
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Sersic profile, Sersic (1968):
Ir =  ieezp(-A;[(r/rg)^/" -  1]), (5.4)
where k is calculated numerically by Capaccioli (1989) to be
k = 1.9992% -  0.371, (5.5)
Ir is the surface brightness at radius r, A is the surface brightness at , fg is the 
bulge effective radius and n  is the bulge power index. The value of k given by Eqn 5.5 
ensures that rg encloses half the bulge-light for any value of n. When %—4, k reduces to 
the de Vaucouleurs value of &=7.6697. Here we initially assume a de Vaucoulers bulge profile.
The second (disk) component is modeled in the standard exponential form
Ir =  lQexp{-rfrd), (5.6)
where I q is the central surface brightness of a face-on (î=0°) disk w ith a scale lengthrd- Both the disk and (de Vaucouleurs) bulge profiles are derived in magnitude form inAppendix B.7. The disk inclination angle is calculated by
i = a r c c o s (V r^ -e ^ ) ,  (5.7)
where edisk is the apparent disk ellipticity. Eqns. 5.4 and 5.6 are for the circularly 
symmetric case only. For non-circularly symmetric cases the bulge and disk profiles are modified by
and
d — ^doVT ^disk (5.9)
where rg„ and are the radii of the semi-major axis (a) of the bulge and disk 
respectively. We make the additional assumption that all disks are optically thin and set 
the absorption parameter, Cabs  ^ to Cabs=^- The total fluxes of the de Vaucouleurs bulge and exponential disk are then calculated by
F b u i g e  =  7.2147rrglg (5.10)
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and
F d i s k  = 27rr^Jo. (5.11)
GIM2D also calculates the half-light radius of each galaxy by integrating Eqns 5.4 
and 5.6 out to infinity using the best fitting parameter set.
5.1.3.2 M etropolis algorithm
The algoritum needed to search through our 12-dimensional space must be adept at climb­
ing out of the local minima which will be prolific throughout the complicated topology. 
The metropolis algorithm (here after MA) was designed for such a purpose, see Simard 
et al. (2002), Metropolis et al. (1953) and Silk & Wyse (1993). The MA starts from a user defined set of parameters, compares the model to the data and calculates the probability, 
Po? that this is the correct parameter set. It then calculates random perturbations of the parameter set and calculates the probability. P i, that the new set are the correct param­
eters. The initial parameter set used here can be seen in Table 5.1. If P i > P q the new 
parameter set is accepted and the process repeated until convergence is achieved. The size 
of the perturbations is determined by the “temperature” of the MA. Initially the MA is “hot” and large perturbations are used. However, if too many perturbations are accepted 
the MA will “cool-off” and the size of the perturbations is reduced. This process can also work in reverse allowing the MA to “heat-up”. For cases where P i < P q then the MA will have probability, P l/P q, of accepting this parameter set even though it will take the MA 
to higher locations in the parameter space. In this way the MA attempts to jump out of 
any m inima it finds. This unique feature also allows the MA to jum p to parameter values 
outside the user defined range, in other words the Min & Max values of Table 5.1 are soft limits.
The MA defines convergence to be when two parameter sets are less than 3a of 
the perturbation distribution apart and are separated by 100 iterations. The maximised parameter space is then Monte-Carlo sampled N times, where N>100 see Table 5.1, and the median of each parameter distribution is taken to be the final value of that parameter. 
The quality of the final parameter set is then assessed by a reduced statistic calculated by GIM2D for each galaxy.
5.1.3.3 GIM2D ou tpu t
Once the final 12 model parameters have been derived GIM2D writes them, as well as the 
parameters from the other N models, to a .log file. The final parameters are indicated 
by the letter “P ” and are given with their 3a errors. The half-light radius and reduced 
are also shown as well as the mean and standard-deviation of the background of the input (SExtractor background subtracted) image. GIM2D also creates an image of the 
galaxy using the model parameters and a model-subtracted residual image. Examples of these along with mask and input images are shown in Fig. 5.3 for the three main Hubble types: Elliptical (top). Spiral (middle) and Irregular (bottom). The mask images, 
particularly for the Spiral, indicate the need for accurate SExtractor deblending. However, 
the slight contamination of the Spiral mask by the bright star does not appear to have 
seriously affected the profiling, as can be seen in the Spiral model image. The dark patches in the residual images indicate the presence of structure, such as spiral arms, not modeled by GIM2D. In Fig 5.4 we show examples of bulge and disk dominated galaxies 
(chosen by their (B/T) parameter) covering the range 16< Bmgc <20 in 1 magnitude 
bins. Fig. 5.5 shows how their observed/ measured (azimuthally averaged) and GIM2D
103
profiles compare The two dotted lines in Fig. 5.5 show the individual disk and central bulge components, the dashed line is the summed (unconvolved) profile and the solid line is the azimuthally averaged profile measured from the GIM2D model image (i.e including 
convolution w ith the PSF). The number in the bottom left corner is the statistic we use to assess the goodness-of-fit of the measured model profile to the observed profile. The 
statistic is essentially an rm s, for {J,{r)obsi >26 only, calculated as
rms  = _ (5.12)
were fJ>{r)obs  and j J , { r ) m  is the measured surface brightness of the observed and model galaxy at some radius r  and N  is the number of data points used. We note that, w ith the exeption of MGC02952, all the rms vines quoted in Fig. 5.5 indicate good profile fits, rm s< 0.5. The reason for the high rms of MGC02952 can be found by looking at its 
postage stamp on Fig. 5.4. We notice that this object has a close bright companion, and 
so the difference in the model and data is down to GIM2D distinguishing between the two. Where as, the real profile is contam inated by the nearby object. This effect can also be 
seen, though to a much lesser extent, in MGC16751 and MGC15280.
5.2 GIM2D Credibility
Having used GIM2D to analyse all the galaxies in MGC-BRIGHT in the range 16 < 
B mgc <20, we now need to assess its accuracy and over what magnitude range the galaxy parameters should be believed. The first test is to compare those MGG-BRIGHT parame­
ters which are replicated by GIM2D, these are the half-light radius, the (un-dust-corrected) galaxy magnitude and the effective surface brightness.
5.2.1 M agnitudes
The top panel of Fig. 5.6 shows how the un-dust-corrected measured MGC best magnitudes 
compare with the profiled GIM2D magnitudes. The mean magnitude difference is, Am =  
— 0.126, indicating that GIM2D tends to over-estimate the galaxies magnitude. The value 
of Am remains more-or-less constant, changing by '^0.006 when only galaxies brighter than Bmgc= 17 are used. The GIM2D over-estimation of galaxy magnitudes is not surprising 
as GIM2D estimates the flux by integrating the light profile out to infinity whilst the MGC magnitudes are derived from w ithin 2.5 Kron radii or w ithin the 26 mags/sq arcsec isophote (see Chapter 2).
5.2.2 Half-light rad ii
The middle panel of Fig. 5.6 shows how the GIM2D and MGC half light radii (HLR) dif­
ferences vary w ith MGC magnitude. The mean HLR difference is, AHLR=0.093 arcsec, indicating that GIM2D also tends to over-estimate the galaxies HLR. Unlike the magni­
tudes the value of AHLR tends to increase when only galaxies brighter than Bmgc= 17 
are used. This isn’t surprising as the brighter galaxies are mostly closer and therefore
^All profiles where measured using the ST A R L IN K  Extended Surface Photometry (ESP) routine, see 
Grey, Taylor & Privett (2002).
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Figure 5.3; Shown here are the GIM2D input, mask, model and residual images for the 
main Hubble types: Elliptical (top), Spiral (middle) and irregular (bottom).
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Figure 5.4: Example galaxies with (B/T)=0.2 (left), 0.4 (center left), 0.6 (center right), 0.8 (right) at BmgC = 16 (top), 17 (2nd), 
18 (3rd), 19 (4th) and 20 (bottom). Each galaxy is displayed in a 100x100 pixel box and is centered at the pixel coordinates (50,50). 
The galaxies MGC magnitude, ID number, and MGC surface brightness are shown in the top-left, center and right respectively. 
Galaxies are displayed between background-1.5<t (white) and 21.5 mags/sq arcsec (black).
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Figure 5.5: The measured and GIM2D derived profiles of the galaxies shown in Fig. 5.4. The two dotted lines 
show the individual disk and central bulge components, the dashed line is the combined (unconvolved) profile and 
the solid line is the measured model profile. The galaxies MGC magnitude and MGC surface brightness are shown 
in the top-left and top-right respectively and a goodness-of-fit statistic is shown in the bottom left.
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Figure 5.6: A comparison of GIM2D and MGC measured parameters: un-dust-corrected 
magnitude (top), half-light radii (HLR, middle) and effective surface brightness (/ie//i 
bottom). Am is given by Am=.BMGCGiM2D“ ^MGC and similarly for AHLR and A/ig//.
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appear bigger, and as GIM2D calculates a slightly brighter magnitude it is not surprising that the HLR are also slightly larger.
During this process we found that there are a small number of galaxies (31) with 
GIM2D HLR<1 pixel (0.333 arcsecs). These 31 galaxies indicate cases in which GIM2D has 
failed to correctly model the galaxies. In these cases either the bulge or disk was collapsed to a point by GIM2D and consequently all have Re—0 or Rd=0. GIM2D will collapse the bulge or disk to a point if either has a measured Re or Rd less then 0.02 '^. Although 
GIM2D has erred in measuring these galaxies HLR, for a substantial fraction of them the model profiles seem reasonable representations of the observed galaxy light distribution. 
However, there are three cases where GIM2D has obviously failed (MGC90054, MGC90090 
and MGC90107). This we attribute to the presence of a bright star being very close to the 
faint, low-surface brightness galaxy. This has resulted in a deblending error and caused GIM2D to model the star 4-galaxy profile. Therefore the galaxy coordinates no longer 
represent the center of the model and hence the measured model profile (automatically measured assuming the galaxy coordinates to be the center of the light distribution) is essentially just noise. Other failures seem to be caused by problems in the outer regions of 
the galaxy as at no point was the inner bulge profile poorly estimated. This would seem to suggest that the problems here are due to an error in background calculation and not due to errors within GIM2D.
5.2.3 Effective surface brightness
The bottom panel of Fig. 5.6 shows how the GIM2D and MGC effective surface brightness 
{/J^eff) differences vary w ith MGC magnitude. We calculate the surface brightness as shown
in Eqn. 2.7. The mean difference in /ig// is, A/Zgyy =-0.24 mags/sq arcsec, indicating that GIM2D over-estimates the galaxies effective surface brightness. Given the comparative size and sign in the differences in magnitude and HLR (Am<AHLR) the sign and size of 
Afj,eff is not unexpected.
5.2.4 The and rms d istributions
We now look at the distribution of statistic calculated by GIM2D for each of the profiles.
The GIM2D is a pixel-to-pixel calculated as
(5-13)
(Luc Simard priv. comm) rather than a direct comparison of the model to observed 
profile. Here Oi is the observed value of pixel i with expected variance (%%. Mi is the model 
pixel value and v is the number of degrees of freedom. Fig. 5.7 shows how the varies as a function of seeing (top), apparent magnitude (middle) and surface brightness. There 
appears be a slight tendency for the to favor lower values for galaxies with poor seeing. 
This is not unexpected because as the seeing increases, light profiles become smoothed 
out making it easier to model the PSFs as well as the galaxy light distribution. There is 
no obvious trend as to how the GIM2D varies with magnitude and surface brightness, 
other than a general decrease in the mean towards low magnitude/ surface brightness. 
Unsurprisingly, we find that the indicates that it is easier for GIM2D to reproduce small faint blurry objects than the large bright resolved galaxies with, for example, spiral arms 
and HII regions. Following this we can state that the GIM2D is not a good estimator 
of the goodness-of-fit of the GIM2D model profile to the observed profile. We note here 
that the statistics should ideally be calculated within some fixed isophote i.e. the MGC
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detection isophote, ~  26 mags/sq arcsec. If the GIM2D where calculated using just the 
pixels within the galaxy area, instead of the whole postage stamp, the degrees of freedom 
would be dramatically reduced for fainter objects making it more useful.
As shown in § 5.1.3.3 we calculate the root-mean-square (rms) for each measured 
observed and model profile. In Fig. 5.8 we show how the rms varies w ith seeing, apparent magnitude and surface brightness. We find that there is no indication of a significant relationship between rms and either seeing, magnitude or surface brightness. We take that 
the lack of an upturn in rms at faint magnitudes and/or low-surface brightness indicates that GIM2D is accurately modeling galaxy profiles to the limits of the MGC-BRIGHT sample.
5.2.5 The GIM2D parameters
We now need to add some weight to the statement that GIM2D accurately models galaxies 
down to the limits of the MGC-BRIGHT catalogue. To do this we first return to the HLR. Fig. 5.9 shows how the MGC and GIM2D HLR radii vary as a function of magnitude. We notice that in both cases the mean HLR never drops below the median seeing and that, as 
expected, only for the GIM2D HLR does the —la  line fall below this limit. Figs. 5.9, 5.10 and 5.11 show how the distributions of the GIM2D measured parameters (B /T), bulge 
effective radius (Re), ellipticity (e) and position angle (pbuige and disk exponential scale 
length (Rd), inclination (i) and position angle {^ssk) relate to magnitude. Only galaxies with (B/T)>0 .5 are shown in Fig. 5.10 and those with 0<(B /T)<0.5 in Fig. 5.11. For Fig. 5.9 only galaxies with (B /T)>0 are used, see below. Aside from a slight increase in 
ellipticity w ith magnitude there are no obvious unexpected relationships with Bmgc for any of the parameter distributions shown.
From Figs. 5.10 and 5.11 we see that the median Re and Rd reach the median seeing 
at Bmgc=19.5 and 20 respectively. Even though the profiles of galaxies at Bmgc==20, see 
Fig 5.5 bottom row, appear well modeled we fix the MGC-GIM2D reliability limit at 
Bmgc=19.5. By doing this we ensure that the MGC-GIM2D sample is not biased against 
bulges at J5m g c  <19.5.
5.2.6 The low (B /T ) population
We now use a fine (B/T) bin size to break down the data into 1 magnitude bins. Fig. 5.12 
shows this refined distribution. We see that there is a large (~  38%) low (B/T) population 
that are not confined to a particular magnitude and that the vast majority have (B /T)=0. This (B /T )=0 population have GIM2D parameter distributions which appear consistent 
in all ways w ith those of the total galaxy population. Fig. 5.13 shows a random sample of 
these (B /T )=0 galaxies at 16 (top row), 17 (2nd row), 18 (3rd row), 19 (4th row) & 20 (bottom row) magnitudes. Note that both Spiral and Irregular galaxy types are seen here. 
Their measured and GIM2D derived profiles are shown in Fig 5.14. All the galaxies have 
measured bulge and/or disk profiles that are flatter than an exponential profile. For this 
reason we now refer to this (B /T)=0 population as Flat Profile Anomalies or FPAs. From Fig. 5.13 we argue that many of the FPAs have profiles perturbed by HII star-forming regions which then get smoothed out into the flattened azimuthally averaged proiles.
It is worth mentioning here that Marleau & Simard (1998) have also found this FPA 
population and they go on to demonstrate that the profiles of these galaxies are flatter than an exponential i.e /3<1 in Eqn 1.9. This flat profile can either be a real structural 
feature or can be caused by merging and/or rapid star formation. Marleau & Simard (1998) show that the flat profiles from merging or star formation can be identified via a 
colour gradient. They demonstrate that acceptable fits to the flat galaxy profiles without 
a colour gradient can be obtained by running GIM2D with a pure Sersic profile giving a mean index n of n=0.62. However, whilst achieving acceptable profiles any information 
regarding (B/T) is lost. It is interesting to note that although their data is based on
110
10
8
6
4
2
“ I I I I I I I I I I I I I I I I I I I I r ~ i  I I I I I I I I I— I— I— I— I— I— I— I— I— I— I— I— I— I— r "  I " I
, : j j I ! : jj I I LU I I LL I 1 I ii I il i, I i I i, I ,i I , i i, i i
0.8 1.2 1.4 1.6
seeing (arcsecs)
1.8
16 16.5 17.5 18 18.5 19 19.5
20 21 22 23 24
yLi(mags/sq arcsec)
25 26
Figure 5.7: The distributions with seeing (top), B mgc (middle) and /r (bottom). The 
solid lines are the mean GIM2D values for each 0.5 mag and 0.5 mags/sq arcsec bin.
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Figure 5.8: The rms distributions with seeing (top), Bmgc (middle) and /i (bottom). The 
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Figure 5.9; The variation with magnitude of the MGC (upper panel), GIM2D (middle 
panel) half-light radii (HLR) and bulge-to-total light ratio (B/T) (bottom panel). In each 
case the solid line represents the mean HLR or (B/T) in each 0.5 mag bin, the dotted lines 
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Figure 5.10: The variation of bulge effective radii (Re, top panel), bulge ellipticity (e, 
center panel) and bulge position angle {(f)bulgei bottom panel) with B mgc- In each case 
the solid line indicates the mean parameter in each 0.5 mag bin and the dotted lines are 
the Tier limits. Only galaxies with (B /T )>0.5 are used here.
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Figure 5.11: The variation of exponential disk scale length (Rd, top panel), disk inclination 
(i, center panel) and disk position angle {(j)disk-, bottom panel) with B ^ gc- In each case 
the solid line indicates the mean parameter in each 0.5 mag bin and the dotted lines are 
the ±1(7 limits. Only galaxies with 0< (B /T )<0.5 are used here.
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Table 5.2: The (B/T) ranges for each Hubble type.
Class (B/T) range A^ 16<Rmgc<19
E/SO 1.0<(B/T)<0.5 929
S(B)abc 0.5<(B/T)<0.1 997
S(B)d/Irr 0 .K (B /T )< 0 .0 444
FPA (B /T)=0 1025
Total 3396
Hubble deep field galaxies they find a fraction of galaxies with 0< (B /T )  <0.1 that is surprisingly similar to our own low redshift data, 46% in this work and 43% in Marleau & Simard (1998).
5.3 Colours & Hubble Types
The MGC, although only imaged in a single (B-band) filter, overlaps w ith the Sloan Digital Sky Survey Early Data Release (SDSS-EDR, specifically run 756 strip 10, York 
et al. 2000). By combining MGC-BRIGHT and SDSS-EDR we are able to get colour information for a subset of our galaxies. We choose to limit our sample here to only those 
brighter than Bmgc =19 mags. Details of the matching process for MGC-SDSS-EDR, as 
well as MGC-2dFGRS and 2dFGRS-SDSS-EDR photometric comparisons see Cross et al. 
(2003).
Of the 9804 galaxies processed by GIM2D, 3395 have Bmgc <19 mags and 3342 have SDSS-EDR colours. The distribution of these galaxies in colour- colour space can be seen 
for each Hubble type, as well as the FPA population, in Fig. 5.15 To assign a Hubble type 
for each galaxy we make cuts in (B/T) based on data from Kent (1985), Table 5.2 shows 
the cuts used (see Appendix. C for a discussion of morphological classification schemes). We use the bluest colour available in order to high-light the differences between non-star- 
forming Ellipticals and star-forming Spiral/Irr galaxies. Note how the FPA distribution resembles that of the Sd/Irr galaxies.
Fig. 5.16 shows how the galaxies are distributed in (B/T) and colour (u*-g*) and the fractions of each population in each colour bin. The vast majority of the high (B/T), 
Ellipticals, are red in colour with the Irregulars dominating the blue end and the Spirals 
forming a transient population between the two extremes. Fig. 5.16 validates our choice of Hubble type (B/T) cuts. However, there are (as always) some exceptions to this. 
Notably some very blue, (w*-^*)<0.8, bulge dominated galaxies and red, {u*-g*)>2.2^ disk dominated galaxies. From a visual inspection we note that the classifications seem reasonable.
^We stick with the SDSS-EDR magnitude notation of * for their, as yet, unfinilised magnitude system.
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Figure 5.12: The distribution of the bulge-to-total light ratio (B/T) in 1 magnitude bins. 
Note that we now show the total number of galaxies in each bin.
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pixel coordinates (50,50). The galaxies magnitude, ID number, and surface brightness are shown in the top-left, 
center and right respectively. Galaxies are displayed between background-1.5(7 and 21.0 mags/sq arcsec.
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Figure 5.14: The measured and derived profiles of the (B/T)=0 galaxies shown in Fig. 5.13. The dotted lines 
indicate the bulge and disk GIM2D model profiles, the dashed line is the combined (unconvolved) profile and the 
solid line shows the measured model profile. The galaxies MGC magnitude and MGC surface brightness are shown 
in the top-left and top-right respectively and a goodness-of-fit statistic is shown in the bottom left.
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5.4 FPA and red Spiral galaxies
Prom the colour histogram in Fig. 5.16 we have seen that the FPA population is dom inated by very blue objects indicating that they appear to be undergoing intense star-formation. Figs. 5.17 & 5.18 show examples of red, (t&*-p*)>1.8, and blue, FPA galaxies.
The point of interest here is that the red objects are dom inated by either edge-on spiral 
galaxies or low surface brightness galax;ies, whilst the blue objects appear to be an adhoc 
selection of Spiral and Irregular objects. Once again the Sabc galaxy distributions appear 
to be bi-modal in colour, with a division of (w* — g*) ~1.5. FYom visual inspection both 
the red and blue spiral galaxy samples appear to be definite spirals with no obvious, other than colour, distinction between the two populations. We further discuss the red and blue 
Spirals in terms of their redshift distribution in Chapter 6.
5.5 Sersic profiles
As noted previously, the FPA profiles are poorly fitted by a de Vaucouleurs plus exponen­tial profile due to there flatness. To try to get some more meaningful structural parameters 
we re-ran GIM2D over a sample of FPA galaxies using a pure Sersic profile. The FPA sam­
ple is taken from a restricted catalogue defined in Chapter 6. Whilst a pure Sersic profile may enable us to achieve a better fit to the galaxy profile, any morphological information in the (B/T) parameter that we could use to separate the FPA-Spirals and FPA-Irregulars 
is lost. Fig. 5.19 shows how changing to a pure Sersic model changes the GIM2D statis­
tic and how this change varies w ith magnitude, surface brightness and colour. In most 
cases, ~88%, the Sersic is lower than the de Vaucouleurs The difference in is 
not affected by either magnitude, surface brightness or colour. Figs. 5.20 and 5.21 show the a random selection of FPA galaxies and their measured and measured-model profiles 
respectively. In all cases using a pure Sersic model has provided reasonable fits to the FPA galaxy profiles across the magnitude and surface brightness range.
Having established that a pure Sersic model accurately profiles the FPA galaxies we 
now look at the properties of the FPA population. Fig 5.22 shows the distribution of the Sersic index, n. The median of the distribution is 0.64 with a standard deviation of a=0.2. Despite the difference in redshift these numbers are strikingly similar to those found for 
a sample HDF objects in Marleau Sz Simard (1998) (median n=0.62, <7=0.18). This is 
apparent similarity may indicate that the FPA population has had no net evolution i.e that over time/redshift the number of galaxies evolving into the FPA state is the same as the number evolving out of the FPA state. Or alternatively, that a Sersic index of around n=0.62 is an intrinsic property of the FPA galaxy population. Figs. 5.23 and 5.24 show 
examples of FPA galaxies with Sersic indicies of n=0.5 and n=1.0 respectively. There is no apparent difference between the types of galaxy in each in each sample indicating that 
the Sersic index cannot be used to discriminate between FPA-Spirals and FPA-Irregulars. 
Further confirmation of this may me gained by noticing that Fig. 5.22 is not bi-modal. If the Sersic index could be used to distinguish between the two FPA types one might 
expect each type to be congregated around different Sersic indicies. Figs. 5.25 and 5.26 show how the Sersic index n varies with apparent magnitude & surface brightness and 
redshift, absolute magnitude & colour respectively. There are no obvious relationships 
between the Sersic index and any of the galaxy parameters shown here.
5.6 Classifying the FPA galaxies
We have already seen that the FPA galaxies are a mixture of Spiral and Irregular galaxies. 
We know that whilst accurately modeling the FPA profiles the Sersic index cannot be used to discriminate between the two FPA types (Figs. 5.23 and 5.24) and likewise colour
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Figure 5.18: A random selection of blue, FPA galaxies displayed from
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Table 5.3: Breakdown of observer assigned FPA Hubble types.
Class -^16 < Bmgc <19
FPA-E/SO 25
FPA-S(B)abc 349
FPA-S(B)d/Irr 612
FPA-unclassifiable 30
Total 1025
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Figure 5.20: A random selection of FPA galaxies ordered in surface brightness. The num­
bers shown are magnitude (top-left), MGC-ID (top-center), surface brightness (top-right) 
and Sersic index (bottom-left).
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Figure 5.23: A random selection of FPA galaxies with Sersic index n=0.5
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Figure 5.24: A random selection of FPA galaxies with Sersic index n=1.0.
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(Fig. 5.17 and 5.18). Fig. 5.13 and Appendix C.2 also suggest that neither magnitude or surface brightness can be used as a discriminator. We believe we have tried using 
cuts in every available MGC-BRIGHT-GIM2D parameter and parameter combination to accurately divide the FPA population into Sabc and Sd/Irr subsets. None have worked to our satisfaction.
Whilst we have not been able to separate out the general Spiral and Irregular galax­ies, we can isolate the special case edge-on Spirals. We are able to use an, MGC measured, 
ellipticity cut of cmgc >0.6 to isolate the FPA edge-on Spiral galaxies, see Fig. 5.27. Do­ing this we find that there are 121 FPA edge-on Spirals, reducing our FPA sample to 904 
“normal” Spiral and Irregular galaxies at B mgc <19. However, further investigation re­veals that whilst this provides a clean edge-on Spiral sample it is not a complete sample. A 
substantial portion of thick-edge-on or very near edge-on galaxies are not isolated by this 
cut and to reduce the ellipticity limit would risk contamination. Henceforth, we decided 
to visually inspect and assign Hubble types to all the FPA galaxies, see Table. 5.3 and Fig. 5.28. We find that, as previously suspected, the FPA galaxies are dominated by Sabc and Sd/Irr galaxies. However, it should be noted that it was found that one could not, 
with any real confidence, assign Hubble types to galaxies at Hmgc >18 mags. And so the 
numbers shown in Table. 5.3 are by no-means wholly reliable.
5.7 Morphological number counts
We now use our (B/T) and visual classifications to examine the relative numbers of each 
of the galaxy populations, see Table 5.2. Fig. 5.29 shows how the population fractions 
vary w ith magnitude and surface brightness. fYom all the 3395 classified galaxies down to 
-Smgc= 19, we find that of the total galaxy population 28.10% are E/SO galaxies, 39.64% 
are Sabc galaxies, 31.37% are Sd/Irr galaxies (or alternatively 24.25% E/SO, 33.12% Sabc, 
12.13% Sd/Irr and 30.52% FPA). From Fig. 5.29 we find that the Sabc fractional pop­ulation increases at bright magnitudes whilst the E/SO and Sd/Irr both vary little with 
magnitude. The Sabc fractions show an increase with decreasing surface brightness, and 
the E/SO population show the expected decline with lowering surface brightness. The Sd/Irr population fractions initially rise with decreasing surface brightness distribution but then flatten out at around /i=23.25 mags/sq arcsec.
The ai’gument for enhanced star-formation in the FPA population is further sup­
ported by noting that the FPAs have a brighter mean surface brightness than either the Sabc or Sd/Irr populations.
Fig. 5.30 and Table 5.4 show the MGC-BRIGHT morphological galaxy number 
counts. We convert our counts to the bj band using Eqn. 4.1 w ith a (H — V)=0.94 for 
the total counts. For the morphological counts we take the mean {u* — g*) colour and 
combine it with Eqn. 3.1 to get a type dependent {B — V). We see that in all cases the 
MGC counts tag-on well to the much deeper counts of Cohen et al. (2002), w ith the Sabc galaxies dominating, albeit slightly, the MGC counts at all magnitudes. Importantly we note that we have not attempted to renormalise either the MGC or Cohen et al. (2002) galaxy counts.
5.8 Summary
In this Chapter we have provided a description of GIM2D and how it was used to measure 
galaxy parameters for all galaxies in MGC-BRIGHT at Hmgc >16 mag. As well as comparing the GIM2D derived to measured galaxy profiles we have examined the GIM2D 
calculated distribution and compared it to our measured RMS for each profile. The 
differences between those MGC-BRIGHT parameters which are reproduced by GIM2D are also examined. We believe that GIM2D has been successful in being able to accurately
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Figure 5.28; A histogram summary of the numbers of galaxies in each Hubble type. 
Table 5.4: The MGC morphological galaxy counts per sq deg.
B m g c ^ E / S O ^ S a b c ^ S d / I r r
16.25 0.50 0.97 0.61
16.75 1.25 1.66 0.99
17.25 2.10 2.91 2.48
17.75 4.36 6.21 4.69
18.25 7.25 11.71 9.02
18.75 12.56 1&25 15.30
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model galaxy profiles and reproduce known parameter distributions. We believe that 
GIM2D produces reliable model profiles down to the limits, R mgc= 19-5 and //app=26 
mags/sq arcsec.
We have used cuts in (B/T) to identify four distinct galaxy populations: E/SO galax­
ies with (B /T )>0.5, Sabc galaxies with 0.1 < (B/T) <0.5, Sd/Irr galaxies with 0<(B /T) <0.1 
and a population of Flat Profile Anomalies (FPA) with (B/T)=0. We stress that, for the 
FPA sample, a (B /T )—0 does not indicate the absence of a bulge. Only that a burst of star-formation in the outer regions of the galaxy, triggered by a merger or some internal 
process, has caused a flattening of the light profile making it impossible for GIM2D to fit
an r4 bulge component.
From looking at how the galaxy parameters vary with colour and morphological 
type, we find that the spiral population is bi-modal in colour and that the FPA population forms a skewed distribution in (u*-g*). The FPA distribution is peaked at (u*-g*)=l.l w ith an extended red tail. From looking at galaxies in the red tail and centered around 
the blue peak we find that the FPA sample can be broken down into two distinct groups: 
i) Red galaxies, which are a combination of edge-on spirals and low surfacebrightness galaxies and ii) normal blue galaxies, {u*-g*)<l.b. We return to the Spiral 
colour bi-modality in Chapter 6. The FPA galaxies appear to occupy the same parameter 
space as Irregulars but they contain, as well as Irregulars, blue, and therefore star-forming. Spiral galaxies.
The FPA galaxy population can only be identified from the local galaxy sample as 
having a (B/T) of exactly 0. We are able to extract a clean but incomplete sample of 
edge-on sprials from the FPA population by taking a cut in MGC measured ellipticity, 
^MGC (^MGC >0.6 for edge-on spiral galaxies). We have attempted to visually classify all FPA galaxies at Rmgc <19 mags but found that these classifications to be unreliable at 
B m g c  <18.
We have looked at the relative numbers of the different populations and produced 
morphological galaxy number counts. We find the E/SO, Sabc and Sd/Irr galaxies make 
up 28.10%, 39.64% and 31.37% of the total galaxy population. We find that whilst the fractions of E/SO and Sd/Irr galaxies remain constant with magnitude the Sabc fractions 
show a slight decrease but remain the dominant population. In terms of surface brightness 
the E/SO and Sabc behave as one might expect, decreasing and increasing respectively with 
lowering surface brightness. The Sd/Irr, however, show a peak at around 23.25 mags/sq arcsec which we suggest may be caused by otherwise faint, but now star forming (FPA) 
galaxies.
We have compared our total and morphological count to those of the much deeper 
counts provided in Cohen et al. (2002). We find that, for the total and morphological 
counts, there is no need to re-normalise the counts.
The apparent properties of the local galaxy population can be best understood 
in terms of colour, effective surface brightness and (B/T). In the next chapter we use 
the available redshift data to try to understand the galaxy population in terms of their 
redshifts and physical parameters.
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CHAPTER 6
The Physical Properties of Galaxies
We now combine our GIM2D profiles w ith redshift and colour information gained from 
the two Degree Field Galaxy Redshift Survey (2dFGRS, Colless et al. 2001) and the Sloan Digital Sky Survey Early Data Release (SDSS-EDR, Stoughton et al. 2002). The 2dFGRS is a 6 j-band spectroscopic survey based on an extended and revised version of the APM 
catalogue (Maddox et al. 1990 and Cross et al. 2003). The 2dF contains ~250,000 galaxies 
down to &j=19.45 mag w ith a median redshift of ^ =0.11. The survey covers two continuous 
strips in the North (NGP, 09^50”  ^ < 0:1950 < 14^50”  ^ and -7.5*^ < 61950 < 4-2.5°) and 
South (SGP, 2P40"^ < 0:1950 < 3^ M0"^  and —37.5° < 61950 < —22.5°) Galactic poles. It is the NGP strip that overlaps with the MGC (see Fig. 6.1).
The SDSS is a spectroscopic and imaging survey conducted in 5 photometric bands 
(u, p, r, i and z). The SDSS-EDR contains ~14 million objects down to g*=22 mag, 54,008 of which have spectra. The SDSS-EDR covers a total area of 462 sq deg which is comprised of data taken in 3 regions of the sky, the celestial equator, the NGP and the SGP. The 
SDSS-EDR data that coincides w ith the MGC is contained in SDSS run 756, strip 10. 
Fig. 6 .1  shows how the MGC 2dFGRS-NGP and SDSS-EDR overlap.
In this chapter we use the redshift information to look at the phys ical properties of 
galaxies and then derive morphological luminosity functions. We assume an Einstein-de Sitter cosmology w ith JTo=100 Km/s/M pc.
6.1 Redshifts and Completeness
As previously noted the MGC survey region overlaps the SDSS-EDR, § 5.3, as well as 
the 2dFGRS-NGP, § 4.2. From matching the MGC to the 2dFGRS and SDSS-EDR sur­
veys (see Cross et al. 2003 for matching details) and removing all low signal-to-noise 
objects (H m g c > 1 9 ) ,  as well as all galaxies with z  <0.003 we reduce our sample to 3113 
galaxies. This low-2: cut was chosen because it marks the limits of the stellar distri­
bution, see Fig 6 .2 , and at 2:=0.003, C2:=:900 km/s which is greater than the Galactic escape velocity (~600 km/s, Keith Horne priv. comm). The MGC-BRIGHT redshifts were taken from an MGC run on the 2dF instrument and direct MGC matching w ith the 2dFGRS and SDSS-EDR, and the NED database (NASA Extra-galactic Data base, http://nedwww .ipac.caltec.edu/). Table 6.1 shows how many redshifts from each source are used in the MGC-BRIGHT-GIM2 D-2: sub-sample.
Of these 3113 galaxies 3078 have colours gained from the MGC matching w ith the SDSS-EDR. All this means that, of all the GIM2D’d galaxies in the magnitude range 
16< Bmgc <19, 90.7% have redshifts and SDSS-EDR colours. Table 6.2 summarises all this. Pig. 6.3 shows the completeness as a function of apparent magnitude (top), surface 
brightness (middle) and colour (bottom). We find that where there are sufficient galaxies 
(>50) the completeness is constant with magnitude and colour, but begins to decrease
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Figure 6.1: The area covered by the overlapping MGC, 2dFGRS-NGP and SDSS-EDR 
regions. This figure is reproduced w ith permission from Cross et al. (2003).
Table 6.1: The number of redshifts in MGC-GIM2D-Z from each redshift source.
z source Ngal
2dFGRS 2766
SDSS-EDR 270
MGC 48
NED 29
Total 3113
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Figure 6.2: A close up of the low-z histogram. The dashed line indicates the %=0.003 
redshift cut.
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Table 6.2: The numbers of galaxies in each MGC-GIM2d sub-sample.
Sample Ngai
16< BMGC <19 (MGC-GIM2D) 3395
16< B m g c  <19 w ith z>0.003 (MGC-GIM2D-z) 3113
16< B m g c  <19 w ith z>0.003 and colours (MGC-GIM2D-Z-G0L) 3078
for dim galaxies {fJ^ eff >24.2 mags/sq arcsec). The drop in completeness cannot simply be put down to low numbers as the magnitude and colour completenesses are constant regardless of the numbers of galaxies in the bin. We suggest that the drop in completeness 
at high and low surface brightness is a result of a surface brightness selection effect within the 2dFGRS and SDSS-EDR catalogues shown in Cross (2002).
At the time of writing the MGC-z survey is incomplete. To make up for this we have 
combined redshifts from 4 different redshift surveys (see Table. 6.1) each w ith there own 
selection biases. The combination of all the different selection effects makes it impossible to do a full and proper analysis, such as that by Gross 2002, until the MGC-z survey is 
complete. We must therefore confine our study to the range fieff =20.2 to 24.2 mags/sq 
arcsec (similar to the overall 2dFGRS limits, e.g. Cross et al. 2003).
6.2 Physical Galaxy param eters
In order to get the physical parameters of each galaxy we require the proper distance, dp (i.e., the actual physical separation today). The proper distance is derived in Ap­
pendix B.4. As the universe expands it affects the distribution of light as it moves through space. This has two effects, firstly to diminish the incident flux, and secondly, to stretch 
apart parallel light rays. To accommodate this we must define two more distances: the 
angular diameter distance, da, used to calculate the physical size of galaxies and the lu­
minosity distance, di, used to calculate the galaxies absolute magnitude, da and di are related to the proper distance by Eqn. 6.1 and Eqn. 6.2 respectively.
di =  dp(l 4- z) (6.2)
Eqn. 6.3 is used to convert the (small) angular measurements of Re^ into the physical 
units of kiloparsecs, Kpc:
Retan(Beg) % —  (6.3)
and similarly for Rde and HLRg. Here Beg, Rdg and HLRg are the apparent angular measurements of Be, Rd  and the half-light radii. To get the absolute magnitude, M, we
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use di and the standard distance modulus equation as given in Eqn. 4.4 and derived in Appendix B.2, with a A; +  e correction of;
A; +  e =  2.5z +  2.51og((l +  (6.4)
6.3 Galaxy redshift distribution
Figs. 6.4 and 6.5 show this reduced sample in absolute magnitude-z and RA-z space 
respectively. In both Figs. galaxy clusters in the MGC strip can be seen as concentrations in z. The redshift distributions are most spikey (clustered) in the redshift range z ~0.08 
to 0.11. This is most noticeable in the E/SO distribution, indicating that as expected Elliptical galaxies are found predominantly in denser environments and therefore more 
clustered (i.e, the well known morphology-density relation Dressier 1980; Dressier et al. 1997).
We have seen in Chapter 5 that there appear to exist two different types of Spiral 
galaxies that are separated in colour only. Fig. 6.6 shows the redshift distributions of 
the total Spiral (top), red Spiral (middle) and blue Spiral (bottom) galaxy populations as 
well as their N(z) histograms. Although somewhat less apparent than in Fig. 6.5 in the 
total and red spiral distributions we can still identify the galaxy clusters. This weakening 
of the cluster signal is expected as the fragile spiral disk is easily destroyed in a cluster 
environment. However, the galaxy clusters all but disappear (fade into the background 
Spiral signal) when only blue Spirals are shown. This is in line w ith the findings of Lewis et al. (2002) and Balogh et al. (2002) who report a suppression in the star-formation of 
disk systems during cluster infall based on H  — a  equivalent widths.
Fig. 6.7 shows that the population naturally falls into two sub-groups of bulge {{B/T) > 0.4) and disk {{B/T) < 0.4) systems. We therefore elect to determine whether 
there is any correlation between (B/T) and magnitude/surface brightness for each sub­group. We find that there is no correlation of (B/T) with absolute magnitude below 
(B/T)=0.4 and only a slight one above (B/T)=0.4. We also see that, as expected, the highest surface brightness galaxies are bulge dominated w ith only a slight trend at {B/T)  < 0.4. The derived scaling laws in Fig. 6.7 are, obviously, heavily biased by the FPA galaxies. 
It is clear, however, that there are two populations, bulges (high (B/T)) and disks (low 
(B/T)) and that the bulges occupy a small region extending no further than Mmgc < —17. From the bottom panel of Fig. 6.7 we note that there is a distinct lack of bulge dom inated low surface brightness galaxies. This indicates that, in the field at least, low surface brightness galaxies are intrinsically faint (Mmgc > —18), and devoid of bulges.
In Fig. 6.8 we look at how the population fractions vary w ith absolute magnitude 
as well as cosmological dimming and A;-corrected surface brightness (see § 6.3.2). We find that whilst there is an essentially even mix of intrinsically bright galaxies, it is the Spiral 
fraction that dominates, at the expense of the E/SO galaxies, in the faint end whilst the 
Irregulars remain constant at all magnitudes. In terms of surface brightness we see that 
the trends for each galaxy population fraction remain relatively unchanged from Fig. 5.29. 
From Fig. 5.29 it is clear the bulge-dominated systems, i.e. Ellipticals only occur at high 
luminosities. They most likely occur through the process of galaxy mergers. The reason for the absence of low luminosity Ellipticals (recall Dwarf Ellipticals have exponential not de Vaucouleur profiles) is unclear. In a pure hierarchical merging scenario one might expect bulges to result from non-aligned mergers (i.e., differing angular momenta planes) 
however this should produce low as well as high luminosity bulges/Ellipticals. One radical 
possibility is that while bulges may well be formed from mergers of massive disks the 
disks themselves are constructed via a different process (e.g. initial collapse). One further possibility is that Dwarf Ellipticals do represent this extension and the Sersic parameter evolves from n=4 to n = l with luminosity.
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6.3.1 Physical size
Fig. 6.9 shows how each galaxy type is distributed in half-light radius (HLR) with absolute 
magnitude. For each galaxy type there is, as expected, an obvious size-magnitude relation. 
It should be noted that here (and all subsequent similar figures) the distributions will be 
subject to Malmquist bias. In other words there are more galaxies at brighter magnitudes than fainter magnitudes as its easier to detect them.
We now want investigate scaling relations within the galaxy population, however 
because of the Malmquist bias we cannot fit directly to the data and need to minimise this bias. There are two ways to overcome this, the first is via detailed corrections as in 
Cross et al. (2001), the second is to minimise the selection bias by representing the data in 
bins with 3 —a clipped standard deviation errors. We then use a minimisation method to fit the bin centers weighted by the standard deviations. By doing this the errors are 
not associated w ith the accuracy of the means but reflect the variance of the population within the bin (down to a certain minimum, ~10) hence the fit is not biased towards bins containing larger numbers of galaxies. Although, to first order, this method eliminates the 
Malmquist bias it does not circumvent all possible selection biases. A detailed treatment of the selection biases is a major endeavor and can only be embarked on once the MGC-z survey is complete.
Other than a greater degree of scatter in the Sabc galaxies, there is no real differ­ence in the distributions of the Sabc and Sd/Irr galaxy types indicated by the similarity 
in the HLR-Mmgc scaling law. The E/SO galaxies follow a different scaling law that is inconsistent with the Kormendy relation (Kormendy 1977 and Kormendy & Bender 1996). 
In general we find that E/SO galaxies are smaller than later types at any given absolute magnitude and that, as expected, intrinsically faint galaxies are smaller than bright galax­
ies. This has implications that any survey with a high surface brightness threshold will be 
primarily biased against Spirals plus Irregular galaxies. This should not be the case for 
the MGC-BRIGHT as the obvious gap between the Spiral and Irregular galaxies and the 
surface brightness limit, see Fig. 2.21, indicates that MGC-BRIGHT is complete down to 
its isophotal surface brightness limit of 26 mags/sq arcsec. However the redshift surveys 
are based on predominantly 2dPGRS data at this stage which have significantly brighter 
surface brightness limit of around 24 mags/sq arcsec (see Cross et al. 2003).
6.3.2 Absolute surface brightness
To get the absolute surface brightness, Habsy we correct the apparent surface brightness, l^appj for k and e as well as surface brightness dimming from the expansion of the universe:
k'abs — f^app T 10 log(l -|- z) k G, (6.5)
where k + e is given in Eqn. 6.4.
In Fig. 6.10 we show the galaxies distributed in absolute magnitude and absolute sur­face brightness, otherwise known as a bi-variate brightness distribution (BBD, see Driver 1999; de Jong & Lacey 2000; Cross & Driver 2002). We see that the galaxies are not 
randomly distributed and that the faintest galaxies tend to have the lowest surface bright­ness. We note that only the E/SO galaxies lie in a relatively distinct region from the main population. Although the Sabc and Sd/Irr galaxies follow different scaling laws the scatter 
is too great to be able to identify morphologically dependent relations. Cross & Driver 
(2002) convert the gradient of the de Jong & Lacey (2000) (dJL) late type luminosity-size 
relation in terms of magnitude to be pdjL — 0.49 ±  0.04 (where (x j3). This is sig­
nificantly steeper than we find for either the Sabc or Sd/Irr galaxies, ^MGC-So6c=0.19, 
^MGC-Sd/irr—^'^^') See Fig. 6.10 bottom left and right. This sizable difference is not en­
tirely surprising as Pdji  was calculated from much redder I-band data. Cross & Driver
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panel. The solid line is the magnitude-size relation for a pure disk w ith central surface 
brightness /io=26 mags/sq arcsec.
151
(2002) argue that a luminosity-surface brightness relation should appear steeper in red­
der colours, should there exist a {bj-I) colour magnitude relation similar to that found in 
Blanton et al. (2001) for the {g*-r*) colour.
We now compare the overall BBD (Fig. 6.10, top left) to that found for an HDF 
sample by Driver (1999) and the 2dFGRS by Cross & Driver (2002). Whilst we find a 
much shallower gradient than the % % 0.4 HDF sample the 2dFGRS magnitude-surface 
brightness relation is similar to our own (/?h d f = 0.67, ^2dFGRS=0-28, /5m gc =  0.25). All this indicates that the overall magnitude-surface brightness relation found in Cross et al. (2001) appears real, w ith the caveat that the MGC z's are at present predominantly based on the 2dFGRS dataset. However, due to the similarity of the Sabc and Sd/Irr distri­butions the BBD may not be a useful tool for determining specific Hubble types or even 
galaxy morphology in general beyond a bulge-dominated or disk dom inated classification scheme, see Appendix C.2 for a further discussion of this point.
6.3.3 Colour-Magnitude diagram
In Fig. 6.11 we show the un-A;-corrected colours and note that the E/SO galaxies occupy a distinct red region and that there are different scaling laws for each type. As there are 
two Spiral populations, red {{u* — g*) >1.5) and blue {{u* — g*) <1.5) spirals, we derive 
a separate scaling law for each population. We find that both the red and blue Spirals follow the same scaling law, further confirming that the red Spirals are Spirals, and that 
the Sabc scaling law is noticeably similar to that of the Sd/Irr galaxies. This similarity 
indicates that colour cannot be confidently be used to discriminate between the Sabc and Sd/Irr galaxies.
From the colour-absolute magnitude distribution (CMD) we note that there appears 
to be a trend for the brighter E/SO galaxies to have redder colours. This trend would 
appear to contradict the hierarchical formation scenario, in which the intrinsically bright (massive) galaxies should be blue due to star-formation from merging. However, large galaxies will typically acrete relatively smaller objects with little global change. So a big 
red galaxy may retain its red colour after a merger event. The Sabc and Sd/Irr galaxy 
CMD are both blue and relatively flat indicative of recent universal star-formation. The fact that redder (E/SO) galaxies have a steeper slope than the bluer (Sabc and Sd/Irr) galaxies hints that if one does indeed consider just red objects, or the same objects viewed through a redder filter, then the colour-magnitude relation will steepen. This can also 
be seen by noting that the +1ct fit for the Spiral galaxies (Fig. 6.11, bottom left), which 
passes through the redder galaxies only , is significantly steeper than the fit to the mean {u* — g*) points.
The substantial overlap between all the classes in all the parameter spaces shown 
prevents us from being too specific. However, we can say that generally the brightest 
galaxies are large, red and on the most part elliptical, with the highest surface brightness. 
Whilst the less luminous are smaller, more diskey, blue and have a lower surface brightness. 
Having said that, it should be noted that the very reddest galaxies are due to extinction in edge-on Sabc types. All this is echoed in the work of Blanton et al. (2002).
6.4 Bulges and disks
We now want to investigate the properties of the bulges and disks of galaxies, i.e. we want to see if the bulges of Spirals are the same as Ellipticals and whether the Spiral disk is the similar to an Irregular. To do this we use the (B/T) parameter to split the 
galaxy sample into four populations: pure bulge (high (B/T)), embedded bulge (inter­mediate (B/T)), surrounding spiral (intermediate (B/T)) and pure spiral (low (B/T)). 
We note here that the FPA galaxies are not used in this study as their bulge and disk
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parameters are unreliable. For the pure bulge and disk we recalculate the galaxies mag­
nitude and surface brightness using the Re  & LBulge and Rd  & LDisk values respectively. The embedded bulge and surrounding disk populations consist of the same galaxies with the only difference being that for embedded bulges the bulge parameters are used and 
similarly for the surrounding disks. Fig. 6.12 shows how these four populations are dis­
tributed in Mbugc  and z, not the similarity between the pure bulge and E/SO as well as 
the pure disk and Sd/Irr distributions of Fig. 6.4. It is not surprising that the embed­
ded bulges and surrounding disk distributions scatter over the lower M-z limit as neither 
the bulge or disk only magnitudes are representative of theses mid-range (B/T) galax­ies. Figs. 6.13 & 6.14 show how the bulge and disk size and surface brightness vary with 
absolute magnitude. We see from the pure bulges (Fig. 6.13, top left) that the scaling law now follows to the Kormendy relation (Kormendy 1977) as measured by Djorgovski 
& Davis (1987) ( ^ ^ ^  =-0.71, m b u l g e  —-0-^5). The Djorgovski & Davis (1987) mea­
surement of the size-luminosity relation was measured from a survey of ~260 early-type 
galaxies. The galaxy selection and completeness of their sample is described in detail in 
Djorgovski (1985). Our pure bulge sample is of comparable size, containing 209 galaxies 
at {BIT)  > 0.8, and extends over a similar magnitude range. However, our sample does extend to a lower surface brightness than Djorgovski (1985). Given this, and the fact a pure bulge system is essentially an isolated Elliptical, the similarity between the two 
derived surface brightness-absolute magnitude relations is not unexpected, but does add 
confirmation that the GIM2D bulge parameters are accurate. In each case the pure and embedded bulges follow completely different scaling laws, whilst the pure and surrounding 
disks follow more similar distributions. Once again comparing these two with the scaling laws of de Jong & Lacey (2000) and Cross & Driver (2002), we see that whilst the sur­rounding disks are essentially invariant w ith magnitude there is a good agreement w ith 
the 2dFGRS and the pure disks (Irregulars). There is still a discrepancy of a factor of ~2 between our relation for pure disks and that de Jong & Lacey (2000) for late type galaxies. Again we put this down to a colour-magnitude relation in (bj-I), see Section 6.3.2, and/or 
the N(z) incompleteness.
Looking again at the embedded bulges it appears that there may be two discernible 
trends. In Fig. 6.15 we look at how the bulge absolute magnitude and surface brightness relation varies w ith (B/T). In the top left panel we clearly see the well known Kormendy 
relation for Elliptical galaxies (Kormendy 1977). However we find that as (B/T) decreases 
we get the introduction of a population of bulges that look less like Ellipticals (i.e do not 
follow the Kormendy relation), but note that even in the lowest (B/T) range there still exist some Elliptical like bulges. We see that the trend still persists, even when we exclude 
galaxies with bulge magnitudes B m g c  < 19 mags, which indicates that it is real and not due to noise. Figs. 6.16 shows a similai* trend for the disk component, that they become 
less disk like as (B/T) rises. We suggest that the non-Elliptical bulges are due to the presence of bars in Spiral galaxies or an evolution of the Sersic parameter from n =  4 at high (B/T) to n < 4 at low (B/T).
To summarise all this, we find that whilst pure bulges follow the Kormendy relation, 
embedded bulges follow this relation only at {B/T) > 0.6, after which the relationship 
breaks down with some bulges following it whilst others do not. In all cases pure and surrounding disks appear inseparable and exhibit a flatter luminosity-surface brightness relation that previous work suggests.
6.5 Morphological LFs
Having visually classified all our FPA galaxies we are able to use the morphological galaxy counts, shown in Fig. 5.30 and tabulated in Table. 5.4, to examine the galaxy LF as a 
function of type. In Table. 6.3 we show the E/SO, Sabc and Sd/Irr Schechter function 
parameters of the 2dFGRS (Madgwick et al. 2002), SDSS-EDR (Nakamura et al. 2002), 
ESP (Zucca et al. 1997), Stromlo/APM (Loveday et al. 1992), Autofib (Heyl et al. 1997), 
SSRS2 (Marzke et al. 1998), NOG (Marinoni et al. 1999) and OS (Brown et al. 2001) surveys. The morphological LFs are displayed in Fig. 6.17. From SDSS-EDR we use their
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Figure 6.12: As Fig. 6.4 but for pure bulges (top-left), embedded bulges (top-right), pure 
disks (bottom-left) and surrounding disks (bottom right).
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early Spirals and Im LF parameters to represent our Sabc and Sd/Irr galaxies respectively. 
As suggested in Nakamura et al. (2002) we have multiplied their values by a factor of 
1.29 in order to compensate for the underdensity of bright galaxies r* <16 in the SDSS- EDR northern stripe. For the 2dFGRS we take the T^-types^l, 2 & 4 to be representative 
of the E/SO, Sabc and Sd/Irr galaxies respectively. ESP give LF parameters for galaxies 
with and without spectroscopic emission lines which we take to be Sabc and E/SO galaxies respectively. The APM LFs are only given for early and late types which we take to be 
representative of our E/SO and Sabc galaxies. For the APM there is no given for each 
morphological type and so here we use half the value given in Table. 4.2 for both E/SO and Sabc types. From Autofib we use their red E LF parameters as equivalent to our E/SO, their Sab for our Sabc and their Scd for our Sd/Irr galaxies. The SDSS-EDR, 
ESP and Autofib retrieve their LFs via the STY or a modified STY (SSTY) estimators. Both these estimators are variants of the SWML estimator (see below) and are discussed in detail in Sadage, Tamman & Yahil (1979) and Willmer (1997) (STY) and Heyl et al. 
(1997) (SSTY). Whilst NOG give Schechter function parameters for E/SO galaxies they 
use a much finer classification for the later types. We take the NOG Sa-Sb and Sm-Im 
parameters to be representative of our broad Sabc and Sd/Irr classes. It should be noted 
the NOG Sm-Im should be treated w ith caution as the la  errors on a  and M* are ~±0.6  and ±1 respectively (Marinoni et al. 1999). Also according to Willmer (1997) “The Turner 
method is extremely sensitive to the number of objects as well as bin w idth...” and the Sm-Im was calculated from a total of only 619 galaxies. The OS survey does not give LFs 
as a function of morphological type but for the |  reddest and bluest galaxies. We take 
these to be representative of our E/SO and Sabc types respectively.
To summarise all this, the noticeable discrepancy between the LF parameters of the same type is mainly due to the different morphological classification techniques used by 
difierent authors. The essential result here is that we see a general trend whereby E/SOs have a  < —1, Sabc a ~ —l  and Sd/Irr a > —1.
To estimate the MGC morphological LFs we use the Stepwise Maximum Likelihood technique (hereafter SWML) developed in Efstathiou, Ellis & Peterson (1988), Willmer 
(1997) and extended for a BED in Cross (2002). Basically the LF is broken into Np  
steps (magnitude bins). For each step, fc, the galaxy number density (pk is given using the equation derived in Willmer (1997) and Cross (2002):
(6 .6)
where N  is the total number of galaxies in the sample and
W{x) = 1 if -  AM /2 < æ < AM /2
0 otherwise
(6.7)
and
0 if æ > AM /2
1
2 - ^  if -  AM /2 < æ < AM /2 (6.8)
1 if æ < -A M /2
Equ. 6.6 is derived by maximising the likelihood equation
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Table 6.3: LF parameters for E/SO, Sabc, Sd/Irr galaxies.
LF
—5 log h
a r
(fi3/Mpc3)
h j
(lO^fiLo/Mpc^)
Estimator
E/SO
2dFGRS -19.45 -0.54 0.0099 0.785 SWML 0.3, 0.7
SDSS-EDR -19.21 -0.83 0.0061 0.176 STY 0.3, 0.7
ESP -19.49 -0.98 0.0110 1.010 STY 1.0, 0.0
Stromlo/APM -19.58 0.20 0.0070 1.551 SWML 1.0, 0.0
Autofib -20.57 -1.05 0.0016 0.414 SSTY 1.0, 0.0
SSRS2 -19.53 -1.00 0.0010 0.096 SWML 0.4, 0.0
NOG -19.23 -0.97 0.0024 0.293 Turner (1979) 1.0, 0.0
CS -19.74 -0.13 0.0070 0.485 SWML 0.3, 0.7
Sabc
2dFGRS -19.40 -0.99 0.0072 0.612 SWML 0.3, 0.7
SDSS-EDR -19.06 -1.15 0.0122 0.397 STY 0.3, 0.7
ESP -19.34 -1.40 0.0100 1.205 STY 1.0, 0.0
Stromlo/APM -19.27 -0.80 0.0070 0.971 SWML 1.0, 0.0
Autofib -19.87 -0.99 0.0022 0.288 SSTY 1.0, 0.0
SSRS2 -19.59 -1.11 0.0080 0.874 SWML 0.4, 0.0
NOG -19.12 -0.62 0.0052 0.496 Turner (1979) 1.0, 0.0
GS -19.80 -1.43 0.0080 0.961 SWML 0.3, 0.7
Sd/Irr
2dFGRS -19.02 -1.50 0.0024 0.256 SWML 0.3, 0.7
SDSS-EDR -18.92 -1.90 0.0005 0.137 STY 0.3, 0.7
Autofib -19.07 -1.37 0.0030 0.269 SSTY 1.0, 0.0
SSRS2 -19.94 -1.81 0.0002 0.136 SWML 0.4, 0.0
NOG -19.72 -2.41 0.0002 0.136 Turner (1979) 0.3, 0.7
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n P i  (6.9)
where pi is the probability that a galaxy with absolute magnitude Mj and redshift Zi 
will be found in a magnitude limited catalogue (the MGC). pi is found by Willmer (1997) and Cross (2002) to be
P, <x ^  (6.10)
The values of <f>k from Eqn. 6.6 can be used to estimate M*, a  by fitting them to a Schechter function and then normailising it with the MGC counts to get Fig. 6.18 shows 
as histograms the un-normalised SWML LFs for all the galaxies and for each morphological 
type. To correct for incompleteness we multiplied the (j) values of each magnitude bin by the overall incompleteness. This method is only valid if the completeness is consistent 
w ith magnitude, surface brightness and colour. From looking at Fig. 6.3, where there 
are sufficient galaxies to get an accurate completeness measurement, we find that the 
completeness is more-or- less consistent w ith magnitude, surface brightness and colour. 
We used a minimisation technique to fit a Schechter function to the SWML data. Only data at <"16 was used as at fainter magnitudes the numbers of galaxies in each
mag bin is only a few, see Fig 6.4. Fig. 6.19 show the M*-a 1, 2 and 3cr error ellipses. In 
order to compare our un-normalised LFs to the 2dFGRS LFs we have regenerated their LFs, keeping the quoted M* and a ’s (see Table. 6.3), but substituting their <^ *'s with 
the values quoted in each panel. In all cases our Schechter functions provide better fits 
to the data. We note that, although it appears that the E/SO LF is not flat but has a distinct turn over consistent w ith the 2dFGRS E/SO LF, however, this is just the result 
of a poor fit at faint mags (see Fig. 6.18). The faint end of the total LF is dom inated by what appears to be an even mix of Sabc and Sd/Irr galaxies contrary to most studies in which the faint end is overwhelmingly dominated by Irregular galaxies, see Fig. 6.17. 
To normalise the MGC SWML LFs we use a technique to find, for each morphological 
type, the Schechter function that best predicts the galaxy number counts. The of 
SWML fitted Schechter function is then continuously adjusted until the between the 
two LFs is minimised. In Fig. 6.20 we show the normalised SWML LFs (top) and the 
predicted and measured galaxy number counts for each morphological type. Comparing the SWML LF for the full galaxy sample with that found in Chapter 4 we see that main 
difference is a 11% rise in a. To arrive at a 0* for the SWML LF we have used the MGC 
counts and in generating the SWML LF the same k and e corrections where used as in 
Chapter 4. Therefore we can put any discrepancies here down to the effects of combining a number of redshift surveys w ith different limits.
6.6 Bulge and Disk LFs
Figs. 6.21 and 6.22 show the SWML and LFs and errors for the various bulge and disk 
classes. Again we see a turnover in the LF for the pure and embedded bulges as well as 
the surrounding disks brought on by a poor fit at faint magnitudes. Whilst the pure bulge 
and pure disk LFs are substantially different, we see a noticeable similarity between the 
embedded bulge and surrounding disk LFs. This makes the LF an inappropriate tool to discriminate between the embedded bulge and surrounding disks. By looking at bulge and 
disk BBDs we are able to see that whilst embedded bulges appear to be the same as pure 
bulges, as its size in relation to the rest of the galaxy decreases ((B/T) drops) some will deviate away from their pure bulge state. We see a similar thing for the surrounding disks.
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that their surface brightness-magnitude scaling law moves away from that of pure disks as (B/T) increases. Interestingly, whilst some bulges seems to evolve towards a pure disk scaling law the disk never approaches anything like the Kormendy law. This suggests that 
as (B/T) decreases it is, in some cases, the bulge that is being fundamentally altered. It may be possible that by adding a bar to a small bulge it may well force it into a parameter 
space normally occupied by disks.
6.7 Summary
In an attem pt to better understand our sample of galaxies we restricted our study to only 
those galaxies in the range 16 < B m g c  <19 and with 2dFGRS or SDSS-EDR redshifts and 
colours. By doing this we remove all low signal-to-noise objects (Bmgc >19) and are able to work with physical galaxy parameters such as HLR in Kpc and absolute magnitudes. 
This reduced sample consists of 3078 galaxies, of which 903 have visual classifications 
(i.e., FPAs). As an added check against any possible stellar contam ination there is a low 
redshift cut of ^min=0.003.
From investigating the RA-z Spiral distribution we attribute the bi-modality in 
colour of the Spiral population, found in Chapter 5, to the differences between field and 
cluster Spirals. W ith the excess red Spiral galaxies being due to suppressed star-formation in in-falling galaxies.
We have noted in Chapter 5 that there is substantial overlap between all the galaxy classes in any apparent parameter space. We now find that this is true for intrinsic 
parameters HLR, in Kpc, and M b^ qq as well as absolute effective surface brightness. We 
find that the overall surface brightness-absolute magnitude relation found here is similar 
to that found in the 2dFGRS by Cross & Driver (2002) and significantly shallower than that found in the HDF by Driver (1999). We also note that the Sabc and Sd/Irr scaling 
laws are both shallower than that found for Spiral galaxies by de Jong & Lacey (2000) and 
that this, as suggested by Cross & Driver (2002), may be due to the effects of different 
colour-magnitude relations for data taken in different filters.
In general we can say that from the scaling laws, the most intrinsically bright galaxies are also the most elliptical, axe the smallest at a given magnitude, and consequently have 
the highest surface brightness at a given magnitude and are also the reddest. The only exceptions to this final point are some very red edge-on Spirals.
We have used the SWML technique to derive morphological LFs, which where then 
normalised using MCC galaxy counts. We find that the Sabc and Sd/Irr LFs are surpris­ingly similar but have an excess of bright Sd/Irr and faint Sabc galaxies when compared 
to what is found by other authors. The faint end of the overall galaxy LF is found to be 
comprised of a mix of Sabc and Sd/Irr galaxies with the Spirals having a slight dominance. 
We find that for all intrinsic magnitudes the Spirals are the dom inant population.
Our morphological scaling laws confirm what we found in Chapter 5, that it is not possible to reliably distinguish between Sabc and Sd/Irr types. We can therefore only separate out the E/SO types from the more diskey galaxies. W ith this in mind we have 
also compared scaling laws of bulges and disks of spiral galaxies to pure bulge (E/SO) and pure disk (Sd/Irr) galaxies. We find that whilst pure bulges follow the Kormendy relation, 
as the galaxy becomes more diskey the bulge evolves away from the relation. This implies 
we are either seeing evolution of the Sersic parameter to lower values at low (B/T) and/or 
that the bars of Spiral galaxies distort the intrinsic Elliptical nature of bulges.
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CHAPTER 7
Conclusions
In this thesis we have constructed a galaxy catalogue called the Millennium Galaxy Cat­
alogue (MGC). Our aim is to use the MGC to provide a better understanding of the local 
galaxy population in terms of their apparent and physical parameters and their morpholo­
gies. To achieve this the MGC needed to cover a sufficiently wide angle on the sky and go 
deep enough to be able to sample a representative number of galaxies in terms of galaxy distribution, magnitude and surface brightness.
7.1 The MGC
The MGC is a B-band wide angle CCD based survey comprising of 144 pointings with 
exposure times of 750s from the Issac Newton Telescope (INT) W ide Field Camera (WFC). 
It covers a total continuous area of 36 sq deg in a strip in the North Galactic Pole over an 
RA range of 10*^ 00“  to 14*^ 48™ (J2000). All 144 pointings are at DEC =  OO^ OO'OO" (J2000) and overlap with adjacent fields (see Fig. 2.2). The MGC covers a magnitude range of 
16 < Bmgc < 24 and appears complete down to its detection isophote of 26 mags/sq arcsec (Section. 2.4 and Fig. 2.21). The whole MGC overlaps w ith the two-degree Field Galaxy Redshift Survey (2dFGRS) and the Sloan Digital Sky Survey Early Data Release 
(SDSS-EDR, see Fig. 6.1} from which we get both redshifts and colours for objects with Bmgc < 19-5.
The overlap between MGC fields are used to asses the accuracy of the MGC astrom­
etry by looking at the RA and DEC differences between objects in the overlap regions. 
We demonstrate the MGC to be positionally accurate to ±0.08" in both RA and DEC 
(F ig . 2 .5 ).
Photometric calibration (Section. 2.2) was done by calculating an initial zero point 
for each field. This initial zero point was based on a zero point-air mass relation derived 
using ~  100 standard stars from 4 Landolt fields observed over a wide range of RA and air mass. We then use the differences in magnitude between objects observed in the overlap 
regions to tweak the zero points until a minimum is achieved. In doing this we are able to arrive at an internal photometric accuracy of ±0.03 mags (see Fig. 2.7).
Object detection (Section. 2.3.2) is performed using the multi-thresholding algo­
rithm of Sextractor w ith a minimum object size of 10 pixels above the 26 mags/sq arcsec isophote. Once an object is detected and deblended we then use the Schlegel & Finkbeiner (1998) dust maps to correct the magnitude for internal Galactic extinction. 
The STELLARiciTY parameter given for each object is then used in its classification. At Bmgc < 20 mags all obvious stars are classified by their stellaricity parameter (stel- LARiciTY >0.9 for 15< Bmgc <20 and >0.65 for Bmgc <15, see Fig. 2.17). All other objects were visually inspected and classed as either star, galaxy, asteroid, cosmic ray, 
CCD defect, diffraction spike or noise. Any poorly deblended objects were fixed by hand
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(Table. 2.1). At Bmgc > 20, star-galaxy classification was performed in a statistical way such that the bright star count gradient remained constant at fainter magnitudes 
(Section. 2.3.7). However, cosmic rays where identified as having a semi-major axis of 
0.7 < b < 1 pixel at B m g c  < 22.5 and a FW H M < 0.9 x seeing at B m g c  > 22.5. As a result of the different star-galaxy classifications the MGC is split into two sub-catalogues. 
MGC-BRIGHT contains all object at B m g c  < 20 mags and MGC-FAINT all those at 
B m g c  > 20 mags. MGC-BRIGHT was then used to define exclusion regions around CCD defects, satellite trails, etc. After removal of objects in the exclusion regions MGC- 
BRIGHT contains 10,097 galaxies over an area of 31.39 deg"^  whilst MGC-FAINT covers 
27.68 deg“^ w ith 769,965 galaxies.
W ith the exception of the SDSS, the MGC covers a wider area than other CCD 
surveys, (see Fig. 1.9) and is of much higher image quality than previous photographic 
surveys and the SDSS. Although of a smaller area than the SDSS the MGC extends to 
a much deeper isophoptal limit making it the state-of-the art high-precision photometric 
survey. The MGC is the principal product of this thesis which has now been publicly released (Liske et al. 2003) and provides the highest quality insight into the local universe 
(16 < B mgc < 20). The full scientific exploitation, of which the subsequent chapters are the first phase, will continue for many years.
7.2 The Galactic Halo
In Chapter 3 we put the MGC to its first use by using the stellar distribution to investigate 
the structure, specifically the flattening, of the stellar halo surrounding the galaxy. To 
do this we look at how the stellar distribution changes across the survey (with RA) and 
compare it to predicted distributions from a galaxy model. The model we use is the 3 component Gilmore (1984) model, comprising of a stellar halo and a thin and thick disk, 
and is well tested and described in the literature (and Section. 3.2). All variables in the 
model are held fixed, except the halo flattening, axial ratio (c/a), which was allowed to vary in the range 0.4 < {c/a) < 0.8 in increments of 0.01.
Initially, using the full stellar sample, we find the halo signal to be strongest in 
the range 17 < B m g c  < 19 with an axial ratio of (c/a)=0.54 giving a best fit to the star counts (Table. 3.1). Using the colours from the SDSS-EDR we are able to construct 
a colour-magnitude diagram (CMD) of our stellar sample (Section. 3.3.2 and Fig. 3.3). 
From examining the CMD we find the purest halo signal to exist in the F-star region at 
B m g c  > 18 mags.
It has been noted in the literature that the process of Hierarchical merging, and in 
particular any recent mergers, should lead to sub-structure in the halo (as the infalling 
galaxy is drawn into long tidal threads) (see Section. 3.3.3). Simulations predict that the Galaxy formed from the merging of smaller systems, and that the current satellite galaxies are the surviving remnants of such systems. It is thought that this process is 
still going on in the outer halo. The signature of clustering in coordinate space, although at fainter magnitudes than used here, has previously been detected in the form of tidal 
streams from the Sagittarius dwarf spheroidal galaxy in F-star samples. To try to asses 
the amount of clustering in our stellar sample we employ a variety of different statistical 
methods: counts-in-cells (Section. 3.3.3.1), angular correlation function (Section. 3.3.3.2) and the Lee 2d test (Section. 3.3.3.3). None of the tests report any solid detection of 
clustering in either the full or F-star samples. As an aside, we note that for the full stellar 
sample we find a very flat angular correlation function (Fig. 3.13). This is particularly 
encouraging as it is what is expected, thus providing independent confirmation that our 
star galaxy separation (at least at B m g c  < 20) is accurate (Gilmore, Reid & Hewett 1985).
Although there appears to be no clustering present, we refit the models using only 
data at B m g c  > 18 mags and at high Galactic latitude {h > 0.45°) to avoid contam ination from the th in/th ick disks and/or low Galactic latitude {I < 340°) to reduce unwanted bulge contributions (Section. 3.3.4). This way we are ensuring we get the purest halo signal
172
possible. We find that we get the optimum result using all the F-stars at Bmgc > 18 mags w ith both the b and I cuts giving an axial ratio of (c/a)=0.56±0.01 (Fig. 3.21).
This study is the first to examine in detail the structural and clustering properties of 
the Galactic Halo at bright magnitudes. We have been able to derive the halo flattening to 
within smaller errors than previous authors but failed to detect any substructure as might 
be predicted by Hierarchical merging. This suggests that any major phase of Hierarchical merging occurred in the early life of the Galaxy.
7.3 The MGC Lum inosity function
Before we could arrive at a definitive MGC luminosity function (LF) we first had to derive the galaxy number counts by making a statistical correction for large scale structure (LSS) 
(Section. 4.2). To do this, the counts from the 2dFGRS within the same area as the MGC 
were calculated. The number of MGC galaxies in each magnitude bin was then multiplied 
by the ratio of the 2dFGRS to the 2dFGRS-MGC counts in each bin (Fig. 4.3). This method is not affected by completeness or photometric issues as long as they affect the 
2dFGRS-MGC region in the same way as the whole 2dFGRS survey. The down side to this method is that due to the lower magnitude limit of the 2dFGRS no LSS correction can 
be done at B m g c  > 19 6 mags. However, as the LSS scaling factor inversely correlates w ith magnitude and that in the B m g c  =  19.25 bin it is less than the error bars no LSS correction should be needed. The counts are also corrected for a small (1 to 2%) 
incompleteness in the cosmic ray counts at B m g c  > 22.5 mags (see Section. 4.3). At all magnitudes the MGC galaxy counts are fully consistent w ith those of other authors 
(Table. 4.1 and Fig. 4.6). As the MGC counts cover the range 16 < B m g c  < 24 they provide a definite connection between the photographic and CCD counts. In the bright 
region the MGC counts are consistently higher than the APM, ruling out the need for strong local evolution as previously advocated.
We have used the MGC counts to renormalise the predicted counts (and hence ^*) from the LFs of other authors (Tables. 4.2 and 4.3). We use the favoured == 0.3, ÜA = 0.7 cosmology as well as appropriate k and e corrections. Once renormalised we find that the predicted counts of the 2dFGRS and SDSS-EDR provide the best fits when 
renormalised by factors of 1.06 and 0.71 respectively. Using all the renormalised LF’s we 
find a mean luminosity density of =  1.88 x 10^hB@ Mpc“ .^ Finally, by taking M* to 
be the mean of the 2dFGRS and SDSS-EDR, we are able to use the MGC counts alone 
constrain both (jf and a  (Section. 4.5.5). We find the optimal MGC LF parameters to be 
=  —19.715 +  5 log h, a  =  —1.23 and ^*=0.0158h^.
As the MGC represents the prime galaxy survey to-date, providing the definitive 
link between photographic and CCD data, the counts and Schechter function parameters presented here supersede those from all previous data for the local universe. We have also firmly established that there is no need invoke strong local evolution and/or local voids (in the NGP).
7.4 Galaxy morphologies
The software package GIM2D has been implemented in order to obtain structural param­
eters to all MGC-BRIGHT galaxies in the range 16 < B m g c  < 20. GIM2D uses 3 postage stamps: a galaxy image, a mask (or segmentation) image of the galaxy and a PSF image 
at the galaxy coordinates to derive various structural parameters such as bulge-to-total 
light ratio, exponential disk scale length, bulge effective radii and half-light radii etc. The mask image is produced as a byproduct of S e x t r a c t o r  and the PSF from d a g f in d  and
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DAOPHOT IRAF routines. To derive these parameters we have, in the first instance, con­
strained the GIM2D metropolis algorithm to fit a de Vaucouleurs bulge and exponential disk profile (Section. 5.1).
We find that GIM2D is able to accurately reproduce galaxy profiles down to Bmgc =  
19.5 mags and fiapp = 26 mags/sq arcsec (Section. 5.2, Figs. 5.9, 5.10 and 5.11). However, 
we have found that for a substantial fraction (^  38%) of the galaxies, GIM2D has profiled 
them as pure disks w ith a (B/T) of exactly zero (Section. 5.2.6 and Fig. 5.12). This population of galaxies have profiles that are substantially flatter than pure exponential, so 
in order to achieve the best possible fit GIM2D was forced to remove the bulge component 
from the model, hence (B /T)=0 (Fig 5.14). It is for this reason we that call this population of galaxies Flat Profile Anomalies (FPA).
By using cuts in (B/T) we are able to assign broad Hubble types to the galaxies, whilst initially keeping the FPAs as a separate population. By restricting ourselves to 
galaxies at B m g c  < 1 9  and combining MGC-BRIGHT with SDSS-EDR we are able to get colours for 3342 galaxies (Section. 5.3, Table. 5.2). We find that, as expected, E/SO 
galaxies are red and Sd/Irr galaxies are blue. However, the Sabc galaxies are bi-modal with 
both blue and red peaks and the FPAs are dominated by very blue galaxies (Fig. 5.16).
Investigating the FPA population (Section. 5.4) we find that they are distributed across the magnitude range and are a m ixture of Spiral and Irregular galaxies. This, 
together with their blue colour, leads us to believe that the FPAs are Spiral and Irregular 
galaxies that are under-going rapid star formation. This has caused an increase in the 
azimuthally averaged disk profile, thereby flattening the overall profile. We note here 
that it may be worthwhile re-imaging these galaxies in near-IR photometric bands as they should be more robust to star-formation. However, to try to further understand the FPA galaxy population we re-ran GIM2D over a sample of FPA galaxies with redshifts 
(see below) using a Sersic only profile (GIM2D does not allow for two separate Sersic 
profiles to be fitted to the bulge and disk). We find that in most cases this substantially improves the fit to the galaxies profile (Fig. 5.21) and that the galaxies are clustered 
about a median Sersic index of n  =  0.62 w ith a standard deviation of u =  0.2 (Fig. 5.22). This is surprisingly similar to that found for a sample FPA galaxies found in the Hubble Deep Field and may therefore be an intrinsic property of star-forming (FPA) galaxies. We 
find that there is no relation between the Sersic index and either apparent magnitude, 
surface brightness, redshift, absolute magnitude or colour and that it cannot be used to discriminate between FPA-Spiral and FPA-Irregulars.
Having visually redistributed the FPA galaxies (Table. 5.3 and Fig 5.28), we find 
that the local universe to B m g c  < 19 is made up of 28.10% E/SO galaxies, 39.64% Sabc 
galaxies and 31.37% Sd/Irr galaxies. We find that the Sabc fractional population increases at bright magnitudes whilst the E/SO and Sd/Irr both vary little w ith apparent magni­tude. The Sabc fractions show an increase with decreasing surface brightness, and the 
E/SO population show the expected decline with lowering surface brightness. The Sd/Irr 
population fractions initially rise with decreasing surface brightness distribution but then 
flatten out at around fiapp=23.2b mags/sq arcsec (Pig. 5.29). We have derived morpho­
logical number counts (Table. 5.4 and Fig. 5.30) and found that once again one does not 
need to renormalise either the E/SO, Sabc or Sd/Irr counts for them to match w ith deeper counts.
By combining the MGC w ith GIM2D (currently the best software available for 
obtaining structural parameters) we have provided its first proper test for large samples of local galaxies. As such the population fractions and morphological number counts presented here, we deem to be the most accurate available to the community for use within 
cosmological models. We have clearly established that the traditional exponential+de Vaucouleurs profile is insufficient to describe a substantial fraction of the galaxy population 
and that one really needs to consider a double Sersic profile.
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7,5 Intrinsic galaxy param eters
After matching the MGC-BRIGHT GIM2D’d galaxies to the 2dFGRS and SDSS-EDR we 
find that we have a sample of 3078 galaxies with photometric and structural parameters, as well as colours and redshifts (Table. 6.2). This sample is 90.7% complete in the magnitude 
range 16 < B m g c  < 19 and this completeness is constant w ith both magnitude and colour but drops off at both low and high surface brightness (Fig. 6.3). The drop-off in 
completeness with surface brightness we attribute to surface brightness selection effects in the 2dFGRS and SDSS-EDR.
Looking at how the galaxies are distributed in redshift we find that red Spiral 
galaxies are more clustered than blue Spirals (Fig. 6.6). From this we suggest that the 
red Spiral population is the result of suppressed star formation in galaxies infalling into 
cluster environments.
Using the redshifts, and for simplicity an Einstein de Sitter cosmology, we are able to convert apparent magnitudes into absolute magnitudes, correct surface brightness for cosmological dimming and convert angular sizes into physical units of Kpc. Looking at how (B/T) is distributed, we find that both bulge and disk dom inated galaxies vary little 
with absolute magnitude, but that both the bulge and disk dom inated galaxies tend to lower values of (B/T) w ith decreasing surface brightness, albeit at different rates (Fig. 6.7).
The size-absolute magnitude scaling laws (Section. 6.3.1 and Fig. 6.9) of the Sabc and Sd/Irr galaxies are very similar whilst the E/SO galaxies follow a much steeper relation. 
In constructing a BBD (Section. 6.3.2 and Fig. 6.10) we find an overall surface brightness- 
magnitude relation that is consistent with that found in the 2dFGRS. We find that the E/SO population occupy a distinct region from the rest of the galaxy population and that 
the surface brightness-magnitude relation is distinct from that of the Sabc and Sd/Irr 
galaxies which show too much scatter to be able to reliably discern separate scaling laws. 
We find that the Sabc and Sd/Irr galaxies follow similar colour-absolute magnitude scaling 
laws and that in all cases the colour-absolute magnitude distributions are consistent w ith a hierarchical formation scenario (Section. 6.3.3 and Fig. 6.11).
Given that we cannot reliably separate the Sabc and Sd/Irr galaxies, in Section. 6.4 we investigate the individual bulge and disk components of galaxies, ignoring the FPAs due 
to their unreliable bulge and disk parameters. We find that pure bulge and disk galaxies 
follow distinctly different scaling laws, with the pure bulges following the Kormendy size- 
magnitude relation of Elliptical galaxies. However, as (B/T) decreases the size-magnitude 
scaling law moves away from the Kormendy relation to a much flatter relation (Fig. 6.15). 
Essentially the bulges of galaxies cease to look like Ellipticals as the galaxy becomes more 
disky. We suggest that this is the result of an evolution of the Sersic index fiom n =  4 at 
high (B/T) to n  < 4 at lower (B/T) possibly, in some cases, caused by the introduction of 
bars to the bulges of Spiral galaxies. Further progress is hampered until software capable of double-Sersic profile fitting is developed.
7.5.1 Morphological LFs
We have used a StepWise Maximum Likelihood (SWML) technique to estimate total and 
morphological LFs. These are then normalised using the MGC total and morphological 
counts (Section. 6.5). The total LF is similar, in M* and to that derived in the 
traditional way in Chapter 4 (Fig. 6.20). The inconsistency in a  we attribute to the 
effects of combining a number of redshift surveys with differing limits. It is therefore of 
the up-most importance to complete the MGG-z survey. We find that the Sabc and Sd/Irr 
are similar but with the Spirals having higher normalisation. The SWML technique is also 
used to derive LFs for bulges and disks (Section. 6.6). Whilst the pure bulges and pure 
disks have substantially different LFs, there is a definite similarity between the LFs of embedded bulges and surrounding disks (Fig. 6.21).
To summarise, we have found that E/SO galaxies can be identified using magnitude,
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surface brightness and colour, and that Sabc and Sd/Irr galaxies are inseparable. Looking 
at the bulges and disks of galaxies we find that whilst bulges initially follow a Kormendy 
relation, as (B/T) decreases some move away to a flatter relation similar to that of pure disks. EVom this we conclude that we are either seeing evolution of the Sersic parameter to lower values at low (B/T) and/or that the bars of Spiral galaxies distort the intrinsic 
Elliptical nature of bulges.
Prom adding redshift and colour information to our structural parameters we con­
struct the most detailed and deepest local galaxy catalogue currently available. As a result 
of this we have established that the currently favoured Hubble types can not be relied upon to describe galaxies with any real physical meaning, as there is no clear distinction between the later types in any intrinsic parameter space. We find for the first time that bulges of galaxies only follow the Kormendy relation whilst the bulge is the dominant feature of the galaxy, and that as the disk grows relative to the bulge they evolve towards a much 
flatter relation. This finding makes a strong case that in-order to understand galaxies one must be able to perform proper bulge-disk decovolution and take into account a galaxies component parts.
7.6 Future work
There is still no satisfactory way to discriminate between Sabc and Sd/Irr galaxies. Pur- 
therer investigation into this will be carried out by re-profiling some (the FPA) or all of 
the galaxies using two separate Sersic profiles to model the bulge and disk separately. 
By doing this we will achieve accurate profiles and retain the (B/T) parameter. Another 
possible solution lies w ith colours. If, as we believe, the profile flatness in the Spirals is a result of rapid star formation, then colour gradients with a blue rise in the outer disk 
should be observable for the FPA-Spirals, whilst the FPA-Irregular colour gradients will 
be flat.
It would also be worthwhile re-imaging some or all of the MGC in the near-IR {H~ band). This would be advantageous as the B-band is more robust to star-formation and 
free from problems of dust and inclination. Because of this near-IR images of galaxies are much smoother than their B-band counterparts, see Fig. 7.1, which makes them easier to 
deconvolve into their bulge and disk components. Unlike the B-band, which is dom inated 
by the short lived giant O and B stars, the B-band provides a good tracer of a galaxies 
dynamical mass. Gavazzi, Pierini & Boselli (1996) have demonstrated that for late type galaxies the best connection between luminosity and dynamical mass is in the B-band. 
This, they argue, is because the B-band observes the peak of the black-body emission from 
the main stellar population as opposed to focusing on the transient star-burst population 
of the B-band. Therefore the B-band traces both the dynamical mass as well as the shape of the potential well.
One other morphological method we have yet to test is the use of ANNs. Whilst the ANN is sure to be able to provide fairly consistent (~  ±1 T-type) morphologies, they offer 
no real scientific advancement. As ANNs are essentially a speeded up human-eye we gain 
no quantitative information on the physical properties of the different groups of galaxies. 
However, because ANNs are trained on a set of visually classified galaxies the T-types (for 
the FPAs at least) may not be reliable. This is especially true for faint and/or low surface 
brightness galaxies, as we have found it extremely difficult to confidently visually classify 
galaxies at B m g c  > 18 mags.
Further analysis of galaxy bulge and disk parameters should also be carried out in order to investigate the apparent evolution of the bulge away from the Kormendy 
relation. This may lead to a bulge classification scheme akin to that of the one proposed 
by Kormendy & Bender (1996) for Elliptical galaxies, which could be used to distinguish between the late type galaxy classes.
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Figure 7.1: The galaxy M51 observed in the B  (left) and H
(right) bands. Imaged reproduced from the NASA/IPAC Extragalactic Database (NED, 
http: /  /  nedwww.ipac.caltech.edu/).
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APPENDIX A
MGC Param eters
Table A.l: A description of the basic MGC catalogue pa­
rameters. The parameters are listed in the order they appear 
for each object. Note that the parameters QUALITY and 
HLRADIUS are not included in MGC-FAINT.
Parameter Name Description Unit
OBJECT Object ID number
MGC MGC field number
XJMAGE Object position along x axis pixel
YJMAGE Object position along y axis pixel
MAGJSO Isophotal magnitude mag
MAG_ISO_DC Dust corrected isophotal magnitude mag
MAGJSOCOR Corrected isophotal magnitude mag
MAGJSOCORJDC Dust corrected corrected isophotal magnitude mag
MAG_AUTO Kron-like elliptical aperture magnitude mag
MAG_AUTO_DC Dust corrected Kron-like aperture magnitude mag
MAG_BEST Best of MAG_AUTO and MAGJSOCOR mag
MAG_BEST_DC Dust corrected best MAG_BEST mag
MAGERR.BEST RMS error for MAGJBEST mag
BACKGROUND Background at centroid position count
THRESHOLD Detection threshold above background count
ISOAREAJMAGE Isophotal area above analysis threshold pixeP
ALPHAJ2000 Right ascension of barycenter (J2000) deg
continued on next page
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continued from previous page
Parameter Name Description Unit
DELTA_J2000 Declination of barycenter (J2000) deg
ALPHA_B1950 Right ascension of barycenter (B1950) deg
DELTA_B1950 Declination of barycenter (B1950) deg
AJMAGE Profile RMS along major axis pixel
BJMAGE Profile RMS along minor axis pixel
THETAJMAGE Position angle deg
ERRAJMAGE RMS position error along major axis pixel
ERRBJMAGE RMS position error along minor axis pixel
ISOAREA_WORLD Isophotal area above analysis threshold deg^
FLAGS Extraction flags
FWHMJMAGE FWHM assuming a Gaussian core pixel
ELLIPTICITY 1 - BJMAGE/A-IMAGE
CLASS-STAR Stellaricity
CCD CCD number
MGC-CLASS Classification parameter
QUALITY Quality/reliability parameter
HLRADIUS Major axis of the half-light ellipse pixel
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APPENDIX B
Derivations
B .l Schechter function in magnitudes
We now convert the Schechter function, Eqn B.l, into its more useful magnitude form.
( B . l )
Starting from the relationship
jn^ lO -o .4M  (B .2 )
we can say that
which, differentiating w.r.t absolute magnitude, gives us
d L  _ S  -  M , ) )
d M  ~  5 M
and can be rewritten as
d M  5M
We now note that as
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(B.4)
(B.5)
= (B.6)
Eqn. B.5 becomes
dL ^g0.4(M.-M)lnl0^
dM  ^  6M
Completing the differentiation we get
(B.7)
^  =  0.4 In i 0 e O . 4 ( M , - M )  in  lo (B.8)
which can be rearranged to give
dL =  0.4In 10 dM. (B.9)
Substituting Eqn. B.3 and Eqn. B.9 into Eqn. B.l we get
(B.IO)
which simplifies into its final form
0(M )(dM ) =  0.41nl0 (B .ll)
B.2 D istance modulus
We now derive the distance modulus equation. Starting with the relationship between apparent magnitude, m, and flux, / :
/  a  10-°'^"", (B.12)
and as we know that flux obeys the inverse squaie law
/  a  (B.13)
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we now have that Eqn. B.12 becomes
^Q-0.4m ^
As M  is defined to be the apparent magnitude of an object at a distance of lOpc, we can say that
10-o.4M^1q-2^ (B.15)
and we therefore get
1 0 -O .4 M  £
10-0 4m “  ÎÔ2
Rearranging we find that Eqn. B.16 becomes
which can be rewritten as
and then
where d is in pc, or
where d is in Mpc.
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(B .1 6 )
100-4(m-M) _  , (B.17)
and from taking logs we have,
m - M  =  2 ( | ^ ) l o g ( ^ ) ,  (B .18 )
m  -  M  =  5 log  ( A  j  ^ (B .19 )
m —M  =  51ogd—5 (B.20)
Tu — M  =  5 log d +  25, (B.21)
B.3 Euclidean number counts
We Begin w ith the volume (V) distance (d) and luminosity (L) distance relations
V  a  (B.22)
i  « 4, (B.23)<P
respectively. Combining these two we get
a  y .  (B.24)
and as N  a V  this becomes
L
which then becomes
a  1 .  (B.25)
3
Using the luminosity magnitude relation we get
a  “ logL. (B.26)
i  a  10l“  (B.27)
and after taking logs we have
- l o g L a ^ m .  (B.28)
Substituting Eqn. B.28 into Eqn. B.26 and rearranging we are left with
l o g W a ^ m  (B.29)
and we therefore find that,
log TV a  0.6m. (B.30)
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B.4 P roper distance
Here we derive the proper distance, dp, in the flat and m atter dom inated Einstein-de 
S itter (Eds) universe. For a more general solution the reader is referred to Mattig (1958).
Starting from the Robertson-Walker (RW) metric:
= c^dt^ -   ^ +  r'^dip^ ) , (B.31)
which describes the path of an observer through an isotropic, homogeneous and 
expanding universe. Here c is the speed of light, dr is the observers measured time 
interval between two points, dt is the global time element, R{t) is the scale factor of the universe w ith curvature, fc, r is a time-independent radial co-moving coordinate and dijj is 
angular part of the observers motion. If we now use the RW metric to describe the path 
of a photon, cdr=0, which travels in a straight line, d‘ip=0, in a flat universe, fc=0, we find that Eqn. B.31 reduces to
cdt = R{t)dr, (B.32)
or alternatively
/ m
We note the for a photon em itted at time t\ and observed at time t2 the changes in time cannot effect the integral in Eqn. B.33 as r is a co-moving parameter. We therefore have that
As redshift, z, is defined it terms of a photons frequency, f/, as:
^ ^  =  (l +  z), (B.35)^obs
and as frequency is related to time {c—vt) we get
I ' - » *
and therefore
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^  (l + z). (B.37)m
We now state the Friedman equation for the matter dominated flat universe:
-  3 '
Starting from E  — mc^ and differentiating w.r.t energy an mass we have
d (Mc^) =  - f  dV, (B.39)
where we have used the relation from thermodynamics dE  =  —pdV. As M  = pV  Eqn. B.39 becomes
d =  -P d K  (B.40)
Noting that V  a  aB? and differentiating w.r.t time Eqn. B.40 becomes
= («■«) 
which can be rearranged to its more familiar form,
In the m atter dominated universe the pressure (2”'^ ) term goes to 0 and we are leftw ith
| ( p A f f l ' ) = 0 .  (B.43)
From this we get the relation p a  R~^, which gives us
f - m '
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By substituting Eqn. B.44 into Equ. B.38 we get
d R V  _  87tGpoRo 1 
dt J ~  3 R ' (B.45)
Eqn. B.38 gives us the relation t^ a  ^ and we know from Eqn. B.44 that j  a  R(t)^, 
so combining these two we have
A  _ (B.46)
which can be differentiated to give
dR 2Ro
1/3 " (B.47)
Combining this with Eqn. B.46 and knowing that
H dR  1 dt R (B.48)
we find that the age of an Eds universe is given by
io 3Ho (B.49)
Substituting Eqn. B.46 into Eqn. B.33 we get
(B.50)
Setting dp =  Ror and performing the integration we arrive at
dp =  3 c i f (B.51)
which simplifies to
dp =  cto 1/3" (B.52)
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Combining Eqn, B.37 w ith Eqn. B.46 we get
2/3
(B.53)to )  (1 + z )
Inserting this and Eqn. B.49 into Eqn. B.52 we arrive at the proper distance:
-  S  (^  ■ ( I + V / 2 )  (>3.54)
B.5 Volume element
We now derive the volume element for Eds universe. Starting from the volume of a sphere 
V  =  which differentiates to give
“  =  47rr^, (B.55)dr
Here r — da and dr is the distance traveled by a photon in time interval dt, dr — cdt and so Eqn B.55 becomes
dV = Arccda^dt (B.56)
which can be re-written as
dV ~  A'KcdaF'Y-dz. (B.57)dz
From Eqn. B.53 we get
and by substituting to with Eqn. B.49 we have that
* ^  3Ho (l +  z)3/2 
which is differentiated to give
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Substituting Eqn. B.60 into Eqn. B.57 we find that the volume element at the time of emmission is given by
dV  47Tcda  ^ 1 /-d n
*  =  “ Ho (l+ z)3 /2 -
However, as we require the co-moving volume we need to multiply Eqn. B.61 by a 
factor of (1 H- z)^ so that we now have.
dV Aircda^ (1 4-
~  Ho (1 -f z)3/2’ (B.62)
which then becomes
J  =  (b .63)
which is the co-moving volume velement in an Eds universe.
B.6 Lum inosity density
The lumonosity density, j ,  is defined to be the luminosity, L, multiplied by the space density of galaxies at L, é{L)dL, intrgeated over all L,
or
j  = L , J  ) - ^ L ) d L .  (B.65)
Using Eqn. B .l to substitute for ^{L)dL  we have
3 = 1 ' »  J  ^ 4 ' »  ( E )  e - - t d L ,  (B.66)
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which then becomes
;  =  f — j  e-iV d J. (B.67)
The integration part of Eqn. B.67 is Euler’s integral which has the gamma function solution
noor(o! + l + l)=  /Jo
and so Eqn. B.67 becomes
(B.68)
j  =  <;6*T*r(a +  2). (B.69)
B.7 Profiles in magnitude form 
The general profile of galactic light is given as
/ y \ i/p4  =  , (B.70)
where /3 = 1  for the exponential disk and 4 for a de Vaucouleurs bulge, a  is the 
disk/bulge scale length, the point at which
=  Ioe~^ = O.3 7 7 7 J0 (B.71)
Before we derive the individual bulge and disk profiles we must first obtain an ex­
pression for the central surface brightness, I q, for both components in terms of magnitudes.
By definition the luminosity, L, of a galaxy must be equal to the integral of A out 
to infinity and over all surface angles, 9:
r 2 n  n co
L =  /  IrVdOdr. (B.72)Jo Jo
Performing the integration over 9 and substituting for R  we get
L = 2ttIo /  re I dr. (B.73)Jo
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By introducing the variable, x, and defining it to be
J , (B.74)
or alternatively
r = ax^  (B.75)
which differentiates to become,
dr = pax^^~^^dx, (B.76)
Eqn. B.73 can be rewritten as
POO
L ~  27r/oo; /^3 / x^x^^~^^e^dx (B.77)Vo
which then simplifies to
ro o
L = 27r/oa^/3 / x^‘^ ^~^^e^dx. (B.78)Jo
Eqn. B.78 is in-fact Euler’s integral which has the gamma function solution
POO
r ( 2 / 9 - l  +  l ) =  / (B.79)Jo
Using this Eqn. B.78 now becomes
L =  7rioCK^2;9r(2^). (B.80)
As for either an exponential disk or de Vaucoulers bulge will be an integer and as for integers r(A ) =  (A — 1)! we can now write
L =  7r/oCK^ 2,g(2;9 -  1)!, (B.81)
which then simplifies to become i
I
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L =  (2^)!?r7oa^. (B.82)
Using the relationships L a  iQ-o 4"^  and I  a  Eqn. B.82 becomes
j Q - 0 . 4 m  ^  (2/3)!7TlO~°-^^“a^, (B.83)
and after taking logs we get
-0 .4m  =  log(2jd)!7T 4- 2 log a  -  0.4/io. (B.84)
This can now be rearranged to give an expression for the central surface brightness of a de Vacoulers (^=4) bulge or an exponential (,5=1) disk;
^ 0  =  m +  51oga +  2.5 log ((2/5) Îtt) (B.85)
We now use this to derive the exponential disk and de Vaucouleurs bulge profile in magnitude form.
B.7.1 Disk profile
Starting from the profile in units of intensity
Ir — I q€XP ^ ^  . (B.86)
Rewriting this as
=  (B.87)
and knowing that
I Q - X  ^  gin 10 ^  ^  g - X l n l O  (B.88)
where, in this case X  =  we can say that
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4  =  7 o l0 ( - ™ ) .  (B.89)
Using the knowledge that I  a  iQ-o.4^^ Eqn. B.89 becomes
1Q-0.4/X, ^  ^Q_o.4/ioxo-(^r4Tô). (B.90)
Taking logs and rearranging we get
3- ( - )  . (B-91)
which can be combined with Eqn. B.85 to describe the disk-light profile.
B.7.2 Bulge profile
For a de Vaucouleurs bulge the generalised profile becomes
/  r  \  1 /4Ir — I qCXP y  J . (B.92)
However, as the bulge scale length is substantially smaller than the seeing we need 
to redefine the profile turn-over to a more measurable parameter that is also related to 
the bulge a. We use the bulge effective radius (half-light radii), rg which is related to a  via:
re = Oik^  (B.93)
where k is calculated from the recipe, k =  1.9992/5 — 0.371, derived numerically by 
Capaccioli (1989). We also need to redefine Jq to be the surface brightness at rg. By combining Eqn. B.92 with Eqn. B.93 we arrive at
A =  Joe"* (B.94)
which, by making use of Equ. B.88, becomes
le — I qg In 10. (B.95)
For the de Vaucouleurs bulge /c=7.6697. Using Eqn. B.88 and Eqn. B.95, Eqn. B.92 can be written as
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!'■ -  le jq_3.33 . (B.96)
which then simplifies to
7r =  L10 / ,  (B.97)
or
rIr =  leexp -7.6697 -  -  1 , (B.98)
which is the de Vaucouleurs law.
Now going back to the relation in Eqn. B.95, we rewrite the de Vauclours law as
Ir = lolQ-^'^'^exp I -7.6697 1 ( -  I  ^ - 1  | L  (B.99)
and from using the relation 7 a  10 we get
10-0-4M7- == io-04/io 10-3.33 exp ^-7.6697 ^ j  '  -  i j ^  ,
(B.lOO)
By implementing Eqn. B.88, we get
10-0.4Air =  10-0.4/1O iq-3.33 jq ----------5ÎÔ-----------, (B.lOl)
which can be re-written as
(-7.6G97((^)^/^-l))
2Q-o.4/^ r ^  iQ-o.4/io+(-3.33)+ nno . (B.102)
By taking logs we arrive at
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-7.6697
—0.4ju  ^ =  —0.4)Uo +  (—3.33) +  —------------ -——-------------------------- (B.103)
which finally gives us
2.5 / ............/ /  r  \
=  M o  +  (2.5 X  3.33) + | 7. 6697 I -  1 | | . (B.104)
Eqn. B.104 is used w ith Eqn. B.85 to describe a galaxies bulge-light profile.
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APPENDIX C
Comparative morphopogies
Here we look at different methods of getting galaxy morphology. We use our broad classi­
fications, gained from cuts in (B/T), to test the usefulness of the C-A system (Abraham 
et al. 1994 and Abraham et al. 1996) and the Bivariate Brightness D istribution (BBD, first discussed in Binggeli 1993) as morphological tools. We also compare our classifica­
tions to the eyeball classifications of a reduced sample to be used as an ANN training set.
C .l Concentration Index
As well as calculating the light profile parameters GIM2D also produces the concentration index (C). GIM2D calculates this in the exact same way as described in Abraham et al. 
(1994) and Abraham et al. (1996), see Eqn. 1.2. Four different values of C are given by 
GIM2D, w ith each one calculated for a=0.1, 0.2, 0.3, & 0.4. The asymmetry index (A) of 
the residual images is also calculated and is done so in the way prescribed by Abraham 
et al. (1994) and Abraham et al. (1996), see Eqn. 1.3. In Fig C .l we reproduce the C-A plot of Abraham et al. (1996) for each of the four concentration indices’s. The solid 
lines indicate the boundaries between different Hubble types, see Fig. 1.6. The dashed 
line indicates the theoretical parameter space in which non-evolving galaxies lie (Abraham 
et al. 1996). We find that an û'= 0.2 (top right) gives the best results, in that most of the 
galaxies lie within the dashed line region. From here on in we only consider the «=0.2 
concentration index. In Fig. C.2 we show the C-A diagram for each individual, (B/T) classified, Hubble type. From Fig. C.2 we see that only the E/SO population are confined 
to there specified region whilst the Sabc and Sa/Irr are evenly scattered across the Sabc 
and E/SO boundary. Note that none of the galaxies classified as Sd/Irr in (B/T) lie in the Sd/Irr region of the C-A plot. The FPA galaxies are essentially indistinguishable from 
the Sd/Irr, Sabc or even the E/SO classes in C-A space. Fig C.3 shows the distribution of objects in C (top panel) and A (bottom panel) for each (B/T) classified Hubble type. In both C and A it is clear that only the E/SO galaxies are separable from the general 
galaxy population. Once again the FPA population looks like a combination of the Sabc 
and Sd/Irr galaxy distribution.
We now look at the distributions of C and A in absolute magnitude & surface brightness. Fig. C.4, and seeing. Fig. C.5. Contrary to Abraham et al. (1994) there 
appears to be no way to separate Hubble types in C-p space. From C.5 we see that, as 
expected, there is no variation with seeing for the asymmetry index whilst objects get 
less concentrated (low C) as the seeing increases. It should be noted that everything, as regards C & A, presented so-far relies on the assumption that C should correlate with (B/T) as indicated in Kent (1985). Fig. C.6 shows that a weak relationship does between C and (B/T) does exist. As C correlates with (B/T) and we know that from Fig. 5.16 
(B/T) is related to colour, hence it follows that C should also be linked to colour, Fig C.7 
demonstrates this relationship. Note how the Sabc, Sd/Irr & FPA populations occupy
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Figure C.l; The C-A plot for C with a —0.1 (top left), 0.2 (top right), 0.3 (bottom left) 
Sz 0.4 (bottom right). The solid lies indicate the boundaries between different Hubble 
types, see Fig. 1.6. The dashed line indicates the theoretical parameter space in which 
non-evolving galaxies lie (see Abraham et al. 1996). The different points indicate different 
Hubble types, E/SO are filled circles, Sabc are open squares, Sd/Irr are filled triangles and 
FPA are crosses.
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Figure C.2: The C-A plot for the Hubble types E/SO (top left), Sabc (top right) and 
Sd/Irr (bottom left). The FPA population is also shown (bottom right)
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exactly the same parameter space and that the Ellipticals are only separated from the whole galaxy population by the colour axis. It might be argued that the weak relationships shown in Figs. C .6  and Fig. C.7 may altogether disappear if more data points where added. 
If so, one would not expect to be able to use the C-A system to confirm Hubble types found by (B/T) cuts. However, if we examine the C-A diagram for galaxies at different 
redshifts, Fig. C.8 , we find that the C-A is in-fact redshift dependent, in that at higher 
redshift the galaxies appear to become more concentrated. Also the agreement between the (B/T) and C-A morphologies is far from constant over the redshift range. This means 
that the boundaries between classes are essentially arbitrary, they need to be redefined for each redshift slice, and that the C-A is unreliable.
C.2 B ivariate Brightness D istribution
We now turn  our attention to the Bivariate Brightness D istribution (BBD) as a method 
of determining Hubble types. As shown in Fig 1.7, we should be able to determine a 
galaxies morphology via its position on the BBD. Fig. C.9 shows the BBD for the full 
colour-redshift MGC sample. As we are using objects with redshifts we can use absolute 
magnitudes Mmgc and surface brightness Hahs- Once again it seems as if only the E/SO galaxies are confined to a particular region of the BBD. W ith the Sabc, Sd/Irr and FPA 
populations scattered across the parameter space available to galaxies. This scatter makes 
it impossible to use the BBD as it stands to get at Hubble types. We know from above colour correlates (after a fashion) with (B/T). We now add a th ird axis, (ti* — g*), to the BBD and define a colour-BBD, (C-BBD), Fig C.IG. Although the bulk of the E/SO galaxies are now distinguishable as sphere “floating” above the “squashed sausage” of the 
remainder of the galaxy population, it is still hard to see if there is any distinction between the other Hubble types. In Fig. C .l l  we show the C-BBD for each of the (B/T) classified 
Hubble types, E/SO (top left), Sabc (top right), Sd/Irr (bottom left) and FPA (bottom right). Here we find that the Sabd, Sd/Irr & FPA galaxies all occupy the same area in the 
C-BBD. Figs. C.12 to C.15 show this behavior persists even when only galaxies at z=0.05 
and 0.08 are used.
Although, unlike the C-A system, there is no redshift dependency w ith the BBD, 
even when a third (colour) axis is added there is noway to reliably extract galaxies of a 
particular Hubble type. This includes the E/SO galaxies as, even though they contain themselves to a particular parameter space, they are contam inated by scatter from the Sabc galaxies.
C.3 V isual comparison
We now compare our classifications to a reduced sample that has been classified by eye 
by an experienced observer (Odewahn Priv. comm.) to be used as and ANN training 
set. The training set comprises of 1952 galaxies down to an un-dust-corrected kron-like 
magnitude (column 9 the catalogue, see Appendix. A) of SMCCauto—19. Of these 1952 
galaxies 1653 have redshifts and SDSS-EDR colours. The Odewhan classifications are given mostly on the standard Hubble revised/T-type system (see Table. I .l) . However, in cases where a T-type could not be accurately assigned they where given a default T- 
type of 12. As well as eyeball T-types Odewhan also provides an independent measure 
of the un-dust-corrected kron-like magnitude, half-light radius (HER) and concentration parameter (C). From Fig. C.16 we find that whilst Odewahn sees the galaxies as fainter, 
with smaller HER, and therefore, more compact than both GIM2D and MGC, there is a correlation of T-type with (B/T). However, there is substantial overspill from the Sa 
(T-type=l) into what we define as the E/SO region ((B /T )>0.5) and there is no natural 
division between the Sabc and Sd/Irr classes. From matching w ith the 2dFGRS we have 
acsess to the 2dFGRS classification parameter t). The details of how a galaxy is assigned 
an ?7-type are given in Madgwick et al. (2002), but basically is is the result of peforming
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Figure C.4: The C and A distributions in absolute magnitude M bugc surface bright­
ness /i.
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Figure C.5: Here we show how the C (top panel) and A (bottom panel) change with 
increasing seeing. The different points indicate different Hubble types, see Fig 5.15 and 
Table. 5.2.
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Figure C.6 : The correlation between C and (B/T).
Table C.l: Here we show how we redistributed the Odewhan unclassified galaxies.
Description T-type N
Merger 1 0 91
Peculiar 1 0 31
Crowded 1 2 27
Bulge-dominated -4 306
Disk-dominated 7 242
Bilge-rDisk 2 71
Total 768
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Figure C.7: The correlation between C and colour.The different points indicate different 
Hubble types, see Fig 5.15 and Table. 5.2.
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Figure C.8 : The C-A diagram for different redsliift slices, z=0.02, 0.05, 0.08, 0.11. The 
percentages in each plot indicate the amount of agreement between (B/T) morphologies 
and C-A morphologies for each Hubble type.
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Figure C.9: The BBD for MGC galaxies with red shifts and colours. The different points 
indicate different Hubble types, see Fig 5.15 and Table. 5.2.
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Figure C.IO: The C-BBD
principal component analysis (PCA) and a galaxies spectra. There are 4 77-types: 77= ! 
absorption line systems (E/SO), 77=2  minimal emmission line system (Sab), 77= 3 moderate 
emmission lines (Scd), 77= 4  strong emmission lines (Irr). Fig. C.17 compares the 2dFGRS 
77-types to both the T-types and the MGC types. We find that, in bothe cases, whilst there is some correntaion for the Elliptical galaxies this soon dissapears for later 77-types 
where there is no natural division between the classes. In Fig. C.18 we now compare the 
Odewhan T-types to our numerical classifications (see Fig. 5.28). Here we have re-assigned 
the class 1 2  galaxies according to there description provided by Odewhan (Priv. comm.), see Table. C.l. In order to distinguish the individual points we have added a random number to each galaxies T-type and MGC type. Each random number is smaller than 
the bin w idth and lies in the range -0.5< n <0.5. We find that although there appears 
to be some correlation between the classes, it is only the Sd/Irr galaxies that provide a 
comparable population fraction for this subset. The Odewhan eyeball classes over and 
under-estimate the E/SO and Sabc fractions by 11% and 13% respectivly. As this subset is to be used as a training set for an ANN these results indicate the final outcome of ANN 
T-types. We note that our visually classed FPA Spiral and Irregular galaxies are generally 
given a range of T-types across the Sabc and Sd/Irr regions.
C.4 Summary
Here we have looked at the C-A system developed Abraham et al. (1994) h  Abraham 
et al. (1996) and the BBD as a morphological tool. We find that not only is C only weakly related to (B/T) and colour but that the C-A system itself redshift dependent. For the 
BBD, although there is no redshift dependency, there is substantial scatter between the 
Sabc, Sd/Irr and FPA galaxies. The E/SO galaxies can only really be distinguished from the rest by adding a colour axis to the BBD and even then there is still mild contamination
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Figure C .ll: The C-BBD for each of the three main bubble types, (B/T) classified Hubble
types, E/SO (top left), Sabc (top right), Sd/Irr (bottom left) and FPA (bottom right).
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Figure C.12: The C-BBD for galaxies at z=0.05
from the Sabc population. Considering all this we believe both the C-A system and the BBD to be unreliable methods of determining a galaxies Hubble type.
We have compared our (B/T) classifications to a visually classified subset tha t will 
be used to train an ANN as well as 2dFGRS 77-type classifications. We find that both 
the MGC and T-types only weakly correlate with 77-types in the E/SO region. For later types there is too much scatter to across the 77-type boundaries for it to be of any use. We 
find that our visually classified FPAs are distributed across the Sabc and Sd/Irr T-type 
region and the fractions of E/SO and Sabc galaxies are over and underestimated. This 
inconsistency with the (B/T) classifications indicates potential problems w ith the final ANN derived T-types.
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Figure C.13: The C-BBD for each of the three main bubble types, (B/T) classified Hubble
types, E/SO (top left), Sabc (top right), Sd/Irr (bottom left) and FPA (bottom right).
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Figure C.14: The C-BBD for galaxies at 2=0.08
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Figure C.15: The C-BBD for each of the three main bubble types, (B/T) classified Hubble
types, E/SO (top left), Sabc (top right), Sd/Irr (bottom left) and FPA (bottom right).
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Figure C.18: Top: A histogram of the T-type distribution of the training set. Bottom: A 
comparison of the MGC types and Odewhan T-types. In both cases the solid squares and 
solid histogram represent the distribution of the FPA galaxies. The solid lines mark the 
division between our broad classes in the T-types top and MGC numerical classes bottom.
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