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1. Introduction
Soient X une varie´te´ alge´brique projective lisse irre´ductible sur C, de dimension d > 0 et OX(1)
un fibre´ en droites tre`s ample sur X . Si F est un faisceau cohe´rent sur X tel que rg(F) > 0,
on pose
µ(F) =
c1(F).OX(1)d−1
rg(F)
.
Il est bien connu que les faisceaux semi-stables relativement a` OX(1), de rang et de classes de
Chern donne´s sur X admettent une varie´te´ de modules grossiers, qui est dans certains cas une
varie´te´ de modules fins (cf. [33], [34], [46], [50]). D’autres ensembles de classes d’isomorphisme
de faisceaux cohe´rents sur X peuvent aussi avoir une varie´te´ de modules fins (cf. [5]). Les cas
traite´s dans [5] concernent des faisceaux qui ne sont pas loin d’eˆtre semi-stables (par exemple les
faisceaux prioritaires sur P2 de´finis dans [19]). On s’inte´resse ici a` des faisceaux tre`s instables:
on va e´tudier des fibre´s vectoriels E posse`dant un sous-faisceau Γ tel que µ(Γ)≫ µ(E). On
s’inte´resse aux de´formations de tels fibre´s.
Rappelons qu’un faisceau cohe´rent Γ sur X posse`de une de´formation semi-universelle G, qui
est un faisceau analytique sur S × X , (S, s0) e´tant un germe de varie´te´ analytique, tel que
Gs0 ≃ Γ. De plus, l’espace tangent Ts0S est canoniquement isomorphe a` Ext
1(Γ,Γ) (cf. 3.1,
[47]). Le germe (S, s0) s’appelle la base de la de´formation semi-universelle de Γ. Dans cet
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article on dira que Γ est lisse si S est lisse en s0. On dit que Γ est 2-lisse si le morphisme trace
Ext2(Γ,Γ)→ H2(OX) est injectif (cf. 2.3). Un faisceau 2-lisse est lisse.
1.1. Fibre´s instables de rang 2 sur Pn
Les fibre´s vectoriels instables de rang 2 sur P2 ou P3 ont de´ja` e´te´ e´tudie´s. Soit n ≥ 2 un entier.
Pour e´tudier les fibre´s vectoriels alge´briques de rang 2 sur Pn on utilise la construction de Serre
qui e´tablit un lien entre ces fibre´s et les sous-varie´te´s localement intersections comple`tes de
codimension 2 de Pn (cf. [38], chap. I, § 5, [20], [3], [16]). Soit E un fibre´ vectoriel alge´brique
de rang 2 et de classes de Chern c1 = 0 ou 1, c2 sur Pn. Soit d le plus grand entier δ tel que
h0(E(−δ)) > 0. Alors E est non semi-stable si et seulement si d > 0. Si c’est le cas on dit que
d est le degre´ d’instabilite´ de E. On a une suite exacte
(∗) 0 −→ O(d) −→ E −→ IZ(c1 − d) −→ 0
Z e´tant une sous-varie´te´ ferme´e localement intersection comple`te de codimension 2 de Pn, IZ
de´signant son faisceau d’ide´aux.
Le cas a de P2 e´te´ traite´ par S.A. Strømme dans [48] (Z est alors un sous-sche´ma de dimension 0,
de longueur m = c2 + d(d− c1)). La construction de Serre permet de construire une ”varie´te´ de
modules” pour de tels fibre´s : c’est la varie´te´ M(d, c1, c2) des paires (Z, σ) avec Z ∈ Hilb
m(P2),
σ parcourant l’ouvert de P(Ext1(IZ(c1 − d),O(d))) correspondant aux extensions (∗) telles que
E soit localement libre. Strømme montre que les de´formations d’un fibre´ de rang 2 de degre´
d’instabilite´ d ge´ne´rique sont aussi des fibre´s de degre´ d’instabilite´ d. Cependant on a
dim(Ext1(E,E)) > dim(M(d, c1, c2)),
ce qui signifie que la base d’une de´formation universelle de E n’est pas re´duite. En particulier,
M(d, c1, c2) ne peut pas eˆtre une varie´te´ de modules fins.
Le cas de P3 a e´te´ traite´ par C. Ba˘nica˘ dans [2] (voir aussi [18], § 1). La construction de Serre
permet aussi dans ce cas de construire une sorte de varie´te´ de modules pour les fibre´s de degre´
d’instabilite´ donne´.
1.2. Extensions larges
Si T est un faisceau pur sur X , on note
T˜ = T∨ ⊗ ω−1X .
On dit que T est parfait si Extq(T,OX) = 0 pour q > codim(T ) (cf. 2.7).
Soit F un faisceau cohe´rent non nul sur X . On dit que F est re´gulier si F est sans torsion, F ∗∗
simple, F ∗∗ 2-lisse, et si F ∗∗/F est nul ou parfait de codimension 2 (cf. 5).
Soient Γ un faisceau localement libre, F un faisceau re´gulier sur X , T = F ∗∗/F . On conside´re
une extension
0 −→ Γ −→ E −→ F −→ O.
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On en de´duit un morphisme φ : Γ∗ → Ext1(F,OX) ≃ T˜ . Il est aise´ de voir que E est localement
libre si et seulement si φ est surjectif. Supposons que ce soit le cas et que G = ker(φ) soit
re´gulier. On obtient alors deux extensions
(L) 0 −→ G∗ −→ E −→ F −→ O,
(L∗) 0 −→ F ∗ −→ E∗ −→ G −→ O.
On dit que (L) (ou E) est une extension large si on a :
Exti(F ∗∗, G∗) = {0} si i ≥ 1,
Exti(F,G∗) = Exti(G,F ∗) = {0} si i ≥ 2,
Exti(G∗, F ∗∗) = {0} si i < dim(X).
Remarquons que ces conditions impliquent que T est non trivial et qu’on a des isomorphismes
canoniques
Ext1(F,G∗) ≃ Hom(G∗∗, T˜ ), Ext1(G,F ∗) ≃ Hom(F ∗∗, T ).
Le morphisme G∗∗ → T˜ correspondant a` (L) n’est autre que φ, et le morphisme F ∗∗ → T
correspondant a` (L′) est le morphisme quotient.
Les fibre´s instables de rang 2 sur P2 sont des extensions larges, ainsi que certains fibre´s instables
de rang 2 sur P3.
Le but de cet article est de commencer l’e´tude des extensions larges, et plus particulie`rement
des espaces Ext1(E , E). On verra que Ext1(E , E) posse`de des filtrations canoniques induites par
(L) et (L∗), et on e´tudiera les interactions entre ces filtrations.
1.3. E´tude de Ext1(E , E)
Si on utilise la suite exacte (L) on obtient le diagramme commutatif avec lignes et colonnes
exactes :
0

0

0

0 // Ext1(F,G∗)/Cρ //

M

// Ext1(G∗, G∗)

// 0
0 // N //

Ext1(E , E)

// K

// 0
0 // Ext1(F, F ) //

Ext1(E , F )

// A2(ρ)

// 0
0 0 0
avec M = Ext1(E , G∗), N∗ = Ext
1(F, E), K e´tant un sous-espace vectoriel de Ext1(G∗, E),
A2(ρ) de´signant le noyau de la multiplication par ρ
Ext1(G∗, F ) −→ Ext2(F, F ).
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On obtient de meˆme en utilisant (L∗) le diagramme commutatif avec lignes et colonnes exactes :
0

0

0

0 // Ext1(G,F ∗)/Cπ //

M∗

// Ext1(F ∗, F ∗)

// 0
0 // N //

Ext1(E , E)

// K∗

// 0
0 // Ext1(G,G) //

Ext1(E∗, G)

// A2(π)

// 0
0 0 0
avec M∗ = Ext
1(E∗, F ∗), N = Ext1(G, E∗), K∗ e´tant un sous-espace vectoriel de Ext
1(F ∗, E∗),
A2(π) de´signant le noyau de la multiplication par π
Ext1(F ∗, G) −→ Ext2(G,G).
Remarquons qu’on a M ⊂ N et M∗ ⊂ N∗. Les deux filtrations 0 ⊂M ⊂ N ⊂ Ext
1(E , E),
0 ⊂M∗ ⊂ N∗ ⊂ Ext
1(E , E) et leur interaction sont utilise´es dans 7 pour e´tudier Ext1(E , E).
On montre dans 7.6 que le sous-espace vectoriel
T = (N ∩N∗) +M +M∗ = (N +M∗) ∩ (N∗ +M)
de Ext1(E , E) est le tangent a` l’espace des extensions, c’est-a`-dire qu’il correspond aux
de´formations de E obtenues en de´formant F ∗∗, G∗∗, T , π et ρ.
Si X est une surface on a toujours T 6= Ext1(E , E), mais si dim(X) > 2 on peut avoir l’e´galite´
(cf. 1.5, 1.6).
La double de´finition de E , au moyen des suites exactes (L) et (L∗), produit deux de´finitions
de certains morphismes canoniques, et il n’est pas e´vident que ces deux de´finitions co¨ıncident
(c’est meˆme parfois faux). Par exemple on de´finit dans 7 deux morphismes canoniques
ξ0, ξ
∗
0 : End(T ) −→ Ext
1(E , E)
et on montre (proposition 7.1.1) que ξ0 = ξ
∗
0 . De meˆme on a deux morphismes canoniques
ξ2, ξ
∗
2 : Ext
1(E , E) −→ Ext2(T, T )
mais ici on a ξ2 = −ξ∗2 (cf. proposition 7.2.2).
On de´crit et on e´tudie en 7.5 plusieurs sous-espaces vectoriels canoniques de Ext1(E , E) :
– Le sous-espace vectoriel Q correspondant aux de´formations de E obtenues en de´formant
G∗∗, π et ρ, et le sous-espace vectoriel analogue Q∗ correspondant aux de´formations de
E obtenues en de´formant F ∗∗, π et ρ.
– Le sous-espace vectoriel Q+M∗ = Q∗+M = M+M∗ correspondant aux de´formations
de E obtenues en de´formant F ∗∗, G∗∗, π et ρ.
– Le sous-espace vectoriel correspondant aux de´formations de E obtenues en de´formant
T , π et ρ. On montre que c’est N ∩N∗.
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1.4. Varie´te´s de modules d’extensions larges
Soient X , Y , Z des ensembles ouverts de faisceaux cohe´rents sur X , admettant des varie´te´s de
modules finsM,N, Z respectivement (cf. 2.6), les faisceaux de Z e´tant parfaits de codimension
2. On suppose que les extensions non triviales de type (L), avec F ∗∗ dans X , G∗∗ dans Y , T
dans Z et E localement libre, sont des extensions larges. Soit Larg(X ,Y ,Z) l’ensemble des
classes d’isomorphisme des fibre´s E obtenus. On peut construire sous certaines hypothe`ses une
varie´te´ de modules M(X ,Y ,Z) pour les extensions larges de Larg(X ,Y ,Z). On obtient meˆme
un fibre´ universel sur M(X ,Y ,Z)×X (de´fini localement, cf. 2.6). Pour obtenir ces re´sultats
on munit Larg(X ,Y ,Z) d’une structure de varie´te´ alge´brique inte`gre naturelle. Au point q de
M(X ,Y ,Z) correspondant a` l’extension large E , le morphisme de de´formation infinite´simale de
Koda¨ıra-Spencer
ωq : TM(X ,Y ,Z)q −→ Ext
1(E , E)
(cf. 3.2.6) est injectif et son image est le sous-espace vectoriel T de´fini pre´ce´demment.
On de´finit en 8.2 les familles pures d’extensions larges du type pre´ce´dent (cette de´finition est
une ge´ne´ralisation de celle de [48]), et la varie´te´ M(X ,Y ,Z) repre´sente le foncteur F de la
cate´gorie des varie´te´s alge´briques complexes dans celle des ensembles de´fini par
F (S) =
{
familles pures de fibre´s de Larg(X ,Y ,Z) parame´tre´es par S
}/
∼
ou` ∼ est la relation de´quivalence suivante : deux familles pures d’extensions larges F0, F1
parame´tre´es par S sont e´quivalentes si et seulement si il existe un recouvrement ouvert (Ui)i∈I
de S et tel que pour tout i ∈ I on ait F1|Ui×X ≃ F0|Ui×X .
Si X est une surface M(X ,Y ,Z) n’est pas une varie´te´ de modules fins (c’est-a`-dire que les
fibre´s universels locaux ne sont pas des de´formations comple`tes). Dans ce cas on a en effet
T 6= Ext1(E , E). Cette ine´galite´ peut avoir plusieurs causes (cf. 1.5).
Si dim(X) > 2, M(X ,Y ,Z) est une varie´te´ de modules fins si les conditions suivantes sont
re´alise´es : pour tous faisceaux F de X , G de Y , T de Z on a
Exti(F,T) = Exti(G, T˜ ) = {0} si i ≥ 1,
H0(F⊗ T) = H0(G⊗ T˜ ) = {0}.
Dans ce cas on a en effet T = Ext1(E , E). On obtient ainsi de nouvelles varie´te´s de modules
fins constitue´es de fibre´s vectoriels non simples (cf. [5]). Par exemple supposons que X = P3.
Soit n > 4 un entier. On prend pour Z la grassmannienne des droites de P3 (Z est constitue´ des
faisceaux structuraux de ces droites), M la varie´te´ de modules des fibre´s de corre´lation nulle
(X est constitue´ des E(n), E e´tant un fibre´ de corre´lation nulle) et pour N la varie´te´ re´duite
a` un point correspondant au fibre´ OP3 . On obtient des extensions larges du type
0 −→ E(n) −→ E −→ Iℓ −→ 0,
ou` E est un fibre´ de corre´lation nulle, ℓ une droite de P3 et Iℓ son faisceau d’ide´aux. Le fibre´
E est de rang 3 et de classes de Chern 2n, n2 + 2, 2n+ 2. Dans ce cas la varie´te´ M(X ,Y ,Z)
est lisse et c’est une varie´te´ de modules fins. On a
dim(M(X ,Y ,Z)) = dim(Ext1(E , E)) = 2n + 14,
dim(End(E)) =
n(n+ 2)(n+ 4)
3
+ 1, dim(Ext2(E , E)) = 2n+ 14.
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1.5. Extensions larges sur les surfaces
Supposons que X soit une surface. Si on conside`re une extension large (L), on a toujours
T 6= Ext1(E , E).
Dans le cas des fibre´s instables de rang 2 sur P2 cela est duˆ au fait que la base d’une de´formation
semi-universelle de E n’est pas re´duite. Dans ce cas T est l’espace tangent au point correspon-
dant a` E de la varie´te´ de modules des fibre´s instables correspondante. Mais c’est un espace de
modules grossier uniquement pour les familles pures de fibre´s instables.
Dans le cas ge´ne´ral, on a une situation analogue a` la pre´ce´dente dans le cas ou` µ(G∗)≫ µ(F ).
On suppose que le groupe de Picard de X est isomorphe a` Z, de ge´ne´rateur ample OX(1).
Pour i = 0, 1 soit Mi une varie´te´ de modules des faisceaux semi-stables non vide sur X . On
s’inte´resse a` des extensions larges du type
0 −→ G∗(d) −→ E −→ F −→ 0
ou` G∗ (resp. F ) est un faisceau semi-stable de M0 (resp. de M1). Il existe toujours de telles
extensions larges si d≫ 0. On de´montre en 9.3 le
The´ore`me : Si d≫ 0 les de´formations de E sont des extensions larges du meˆme type.
Il en de´coule que si d≫ 0, et si (S, s0) est la base d’une de´formation semi-universelle de E ,
alors T est l’espace tangent en s0 a` la sous-varie´te´ re´duite induite de S.
On donne cependant en 6.3.3 des exemple d’extensions larges (L) sur P2, ou` E est instable mais
prioritaire (c’est-a`-dire que Ext2(E , E(−1)) = {0}, cf. [19]), donc 2-lisse, et se de´forme en fibre´s
stables.
On calcule en 9.2 le produit canonique
Ext1(E , E)× Ext1(E , E) −→ Ext2(E , E).
On peut en de´duire des informations sur le module formel (cf. 3.4) A de E . On peut sous
certaines hypothe`ses obtenir une description comple`te de A/m3A (prop. 9.2.3) comme dans [49]
pour les fibre´s instables de rang 2 sur P2.
1.6. Extensions larges sur les varie´te´s de dimension supe´rieure a` 2
On suppose que dim(X) > 2. Contrairement a` ce qui se passe sur les surfaces il se peut que
les faisceaux re´guliers ne se de´forment pas en faisceaux localement libres. Soit F un faisceau
re´gulier sur X et T = F ∗∗/F . On montre dans 5.4 que si
Ext1(F ∗∗, T ) = Ext2(F ∗∗, T ) = Hom(F ∗∗, T˜ ) = {0}
toutes les de´formations de F s’obtiennent en de´formant F ∗∗, T et le morphisme surjectif
F ∗∗ → T . De plus F est lisse, mais pas 2-lisse en ge´ne´ral.
Soit maintenant une extension large (L) telle que
Ext1(F ∗∗, T ) = Ext2(F ∗∗, T ) = Hom(F ∗∗, T˜ ) = {0},
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Ext1(G∗∗, T˜ ) = Ext2(G∗∗, T˜ ) = Hom(G∗∗, T ) = {0}.
On montre dans 7.6 que les de´formations de E sont encore des extensions larges du meˆme
type, c’est-a`-dire s’obtiennent en de´formant F ∗∗, G∗∗, T et les morphismes surjectifs F ∗∗ → T ,
G∗∗ → T˜ . Si T est lisse alors on montre que E l’est aussi.
1.7. Questions
Les extensions larges sur les varie´te´s de dimension supe´rieure a` 2 sont relativement simples a`
e´tudier, on trouve de nombreux cas ou` les fibre´s obtenus sont lisses et ou` leurs de´formations
sont des extensions larges du meˆme type. Il faut bien entendu faire des hypothe`ses sur les
constituants de ces extensions larges, en particulier sur les faisceaux parfaits de codimension 2.
Mais cela est ine´vitable.
Le situation est beaucoup plus complique´e sur les surfaces. Conside´rons l’extension large (L)
sur une surface. On de´termine au chapitre 9 le produit canonique
µ0 : Ext
1(E , E)× Ext1(E , E) −→ Ext2(E , E)
et le lieu σ ∈ Ext1(E , E) tels que µ0(σ, σ) = 0 est une re´union finie de sous-espaces vecto-
riels contenant T. Rappelons qu’on a µ0(σ, σ) = 0 si et seulement si la de´formation in-
finite´simale double de E de´finie par σ s’e´tend en une de´formation triple (cf. 3.3). On peut
aussi e´tudier les de´formations n-tuples de E . Ce sont par de´finition les fibre´s vectoriels F
sur X × Spec(C[t]/(tn)) dont la restriction a` X × {∗} (∗ de´signant le point ferme´ de
Spec(C[t]/(tn))) est isomorphe a` E .
Question : Quel est le lieu Vn des σ ∈ Ext
1(E , E) tels que la de´formation infinite´simale double
de E de´finie par σ s’e´tende en une de´formation n-tuple ?
Les de´formations n-tuples de E correspondent aux extensions multiples d’ordre n de E . Ce sont
des fibre´s vectoriels F sur X munis d’une filtration
0 = F0 ⊂ F1 ⊂ · · · ⊂ Fn = F
telle que Fi/Fi−1 ≃ E pour 1 ≤ i ≤ n, et posse`dant des proprie´te´s supple´mentaires. Le cas le
plus simple est celui des de´formations triples. Soit σ ∈ Ext1(E , E) tel que µ0(σ, σ) = 0. Soit
(∗) 0 −→ E −→ Eσ −→ E −→ 0
l’extension correspondante. Une de´formation triple de E e´tendant la de´formation double corre-
spondant a` σ correspond a` un fibre´ vectoriel F s’inse´rant dans un diagramme commutatif avec
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lignes et colonnes exactes
0

0

0 // E // Eσ //

E //

0
0 // E // F //

Eσ //

0
E

E

0 0
ou` la suite exacte horizontale du haut et la suite exacte verticale de droite sont identiques
a` (∗). Soient α l’e´le´ment de Ext1(E , Eσ) correspondant a` la suite exacte verticale du milieu
et β l’e´le´ment de Ext1(Eσ, E) correspondant a` la suite exacte horizontale du milieu. Alors la
de´formation triple de E correspondant a` F s’e´tend en une de´formation quadruple si et seulement
si le produit de α et β dans Ext2(E , E) est nul. On peut donc ramener le proble`me de l’extension
des de´formations triples en extensions quadruples a` l’e´tude des espaces vectoriels Ext1(E , Eσ),
Ext1(Eσ, E) et du produit
Ext1(E , Eσ)× Ext
1(Eσ, E) −→ Ext
2(E , E).
Dans le cas ou` les hypothe`ses du the´ore`me 1.5 sont ve´rifie´es on peut s’attendre a` ce que
∩n≥2Vn = T.
Question : Quel est le plus petit entier n tel que Vn = Vn+p pour p > 0 ?
1.8. Plan des chapitres suivants
Chapitre 2
Le chapitre 2 est consacre´ a` des rappels de notations et de notions utilise´es dans cet article.
On donne en 2.3 la de´finition et quelques proprie´te´s du morphisme trace.
On rappelle en 2.4 la construction des Ext de faisceaux cohe´rents au moyen de re´solutions
localement libres, qui est utilise´e au chapitre 7.
On donne 2.5 la de´finition et les proprie´te´s du polygoˆne de Harder-Narasimhan d’un faisceau
cohe´rent sur une surface et au 2.6 celles des varie´te´s de modules fins de faisceaux cohe´rents.
Au 2.7 on de´finit les faisceaux parfaits, apre`s quelques rappels sur les faisceaux purs et re´flexifs.
On donne en 2.8 la de´finition des fibre´s exceptionnels et de la fonction d’existence des fibre´s
stables sur P2. Ces re´sultats sont utilise´s en 6.3.3 pour produire des exemples d’extensions
larges se de´formant en fibre´s stables.
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En 2.9 on e´tudie des quotients alge´briques par un groupe re´ductif qui seront utilise´s en 8 pour
construire les varie´te´s de modules d’extensions larges sur les surfaces.
Au 2.10 on donne un re´sultat sur les fonctions re´elles concaves qu’on utilise pour prouver le
the´ore`me e´nonce´ en 1.5.
Chapitre 3
Le chapitre 3 est consacre´ aux de´formations des faisceaux cohe´rents sur une varie´te´ alge´brique
projective lisse. On rappelle en particulier ce que sont une de´formation semi-universelle et
le module formel d’un faisceau cohe´rent, ainsi le morphisme de de´formation infinite´simale
de Koda¨ıra-Spencer d’une famille de faisceaux. On termine le chapitre par une e´tude des
de´formations d’une extension de faisceaux cohe´rents.
Chapitre 4
Le chapitre 4 est une e´tude de´taille´e des extensions de faisceaux cohe´rents. Je pense que
certains re´sultats (comme ceux sur les morphismes d’extensions ou les extensions duales) sont
bien connus, mais j’ai inclus les e´nonce´s pre´cis et les de´monstrations faute d’avoir trouve´ une
re´fe´rence. Les re´sultats de 4.4 sont utilise´s en 5.2 dans l’e´tude des de´formations des faisceaux
re´guliers.
Chapitre 5
Le chapitre 5 est consacre´ a` l’e´tude des faisceaux re´guliers. On e´tudie leurs de´formations en
5.2 : si F est un faisceau re´gulier et T = F ∗∗/F , on de´termine le sous-espace vectoriel de
Ext1(F, F ) correspondant aux de´formations obtenues en de´formant F ∗∗, T et le morphisme
surjectif F ∗∗ → T .
En 5.3 on e´tudie les faisceaux re´guliers sur une surface et on construit dans certains cas des
varie´te´s de modules de tels faisceaux.
En 5.4 on e´tudie les faisceaux re´guliers sur une varie´te´ de dimension supe´rieure a` 2. On
donne des conditions suffisantes pour que si F est un faisceau re´gulier et T = F ∗∗/F , les seules
de´formations de F s’obtiennent en de´formant F ∗∗, T et le morphisme surjectif F ∗∗ → T . Ces
conditions impliquent aussi la lissite´ de F . Pour cela il faut partir de bons faisceaux parfaits T
(ils doivent eˆtre lisses). Sur P3 on peut obtenir de tels faisceaux en partant d’ouverts lisses de
sche´mas de Hilbert de courbes lisses (il en existe beaucoup meˆme si d’apre`s [32] les sche´mas de
Hilbert de courbes ne sont pas en ge´ne´ral re´duits). On conside`re ensuite la jacobienne relative
au dessus de ces ouverts, qui est une sorte de varie´te´ de modules de faisceaux parfaits. En
ge´ne´ral cependant les de´formations de F porteront la trace des pathologies des de´formations
de T .
Chapitre 6
Dans le chapitre 6 on de´finit les extensions larges, et plusieurs exemples en sont donne´s en 6.3.
On donne en 6.4 une description des extensions larges utilisant des re´solutions localement libres
de faisceaux qui est utilise´e dans le chapitre 7.
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Chapitre 7
Le chapitre 7 est consacre´ a` l’e´tude de Ext1(E , E), ou` E est une extension large correspondant
a` (L).
Dans 7.1 on de´duit de (L) un morphisme canonique ξ0 : End(T )→ Ext
1(E , E) et on mon-
tre qu’il est e´gal au morphisme analogue provenant de (L∗) (compte tenu de l’identifi-
cation End(T ) = End(T˜ )). De meˆme dans 7.2 on de´duit de (L) un morphisme canoni-
que ξ2 : Ext
1(E , E)→ Ext2(T, T ) et on montre que le morphisme analogue
ξ∗2 : Ext
1(E∗, E∗)→ Ext2(T˜ , T˜ ) de´duit de (L∗) est e´gal a` −ξ2.
Dans 7.4 et 7.7 on conside`re d’autres diagrammes canoniques, certains commutatifs, et d’autres
anticommutatifs. La plupart des de´monstrations sont omises, elles sont analogues a` celles de
7.1 et 7.2.
Les diagrammes commutatifs e´voque´s en 1.3 sont construits en 7.3. On les utilise, ansi que
certains re´sultats des sections pre´ce´dentes pour e´tudier dans 7.5 des sous-espaces vectoriels
canoniques de Ext1(E , E), comme ceux e´voque´s a` la fin de 1.3.
On e´tudie en 7.6 le sous-espace vectoriel T de Ext1(E , E). On montre en particulier que si
dim(X) > 2 on peut obtenir T = Ext1(E , E) faisant des hypothe`ses convenables.
On de´termine en 7.8 les produits canoniques
µG : End(E)× Ext
1(E , E) −→ Ext1(E , E), µD : Ext
1(E , E)× End(E) −→ Ext1(E , E).
En particulier il en de´coule que Aut(E) agit trivialement sur T.
Chapitre 8
Le chapitre 8 est consacre´ l`a constrution des varie´te´s de modules d’extensions larges.
On de´finit en 8.2 les familles pures d’extensions larges. Les varie´te´s de modules d’extensions
larges sont en fait des espaces de modules grossiers pour les familles pures d’extensions larges.
On montre en 8.3 qu’il existe des fibre´s universels de´finis localement pour les varie´te´s de modules
d’extensions larges. Quand dim(X) > 2 il peut meˆme se produire que ces dernie`res soient des
varie´te´s de modules fins. On en donne deux exemples en 8.4 sur P3.
Chapitre 9
Le chapitre 9 est consacre´ aux extensions larges sur les surfaces.
On de´termine en 9.2 le produit canonique
Ext1(E , E)× Ext1(E , E) −→ Ext2(E , E).
Le the´ore`me e´nonce´ en 1.5 est de´montre´ en 9.3.
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2. Pre´liminaires
2.1. Notations
2.1.1. Produits dans les Ext. Soient E, F , G des faisceaux cohe´rents sur une varie´te´ alge´brique.
Soient p, q des entiers, u ∈ Extp(E, F ), v ∈ Extq(F,G). On notera
lp,qu : Ext
q(F,G) −→ Extp+q(E,G), rp,qv : Ext
q(E, F ) −→ Extp+q(E,G)
les multiplications par u, v respectivement. Si aucune confusion n’est a` craindre on notera
lu = l
p,q
u , rv = r
p,q
v .
2.1.2. Invariants logarithmiques. SoientX une varie´te´ alge´brique projective lisse et irre´ductible
de dimension n > 0, OX(1) un fibre´ en droites tre`s ample sur X . Soit E un faisceau cohe´rent
sur X , tel que rg(E) > 0. Le nombre rationnel
µ0(E) =
c1(E)
rg(E)
∈ A1(X)⊗Q
s’appelle la pente de E (relativement a` OX(1)), et
∆(E) =
1
r
(c2 −
r − 1
2r
c1(E)
2) ∈ A2(X)⊗Q
est le discriminant de E. Plus ge´ne´ralement on de´finit formellement les invariants logarith-
miques ∆i(E) ∈ Ai(E)⊗Q de E par
log(ch(E)) = log(r) +
∑
1≤i≤n
(−1)i+1∆i(E)
ch(E) de´signant le caracte`re de Chern de E (cf. [8]). On a ∆1(E) = µ(E), ∆2(E) = ∆(E), et
∆3(E) =
1
r
(
c3(E)
2
+ c1(E)c2(E)(
1
r
−
1
2
) + c1(E)
3(
1
3r2
−
1
2r
+
1
6
)).
Ces invariants ont les proprie´te´s suivantes :
(i) Si L est un fibre´ en droites sur X , on a ∆i(E) = 0 si i ≥ 2.
(ii) Si E, F sont des faisceaux cohe´rents de rang positif sur X , on a ∆i(E⊗F ) = ∆i(E) +
∆i(F ) pour 1 ≤ i ≤ n.
(iii) Si E est un faisceau localement libre non nul sur X , on a ∆i(E
∗) = (−1)i∆i(E) pour
1 ≤ i ≤ n.
Pour tous faisceaux cohe´rents E, F sur X on note
χ(E, F ) =
∑
0≤i≤n
(−1)i dim(Exti(E, F )).
Il existe un polynoˆme PX a` n inde´termine´es tel que pour tout faisceau cohe´rent E de rang
positif sur X on ait
χ(E) = rg(E)PX(∆1(E), . . . ,∆n(E)).
Si E et F sont des faisceaux cohe´rents de rang positif sur X on a
χ(E, F ) = rg(E)rg(F )PX(∆1(F )−∆1(E), . . . ,∆n(F )−∆n(E)).
12 JEAN–MARC DRE´ZET
2.1.3. The´ore`me de Riemann-Roch sur les surfaces. On suppose que dim(X) = 2. On a alors
PX(α1, α2) =
α1(α1 − ωX)
2
+ χ(OX)− α2.
ωX de´signant le fibre´ canonique sur X . Si E, F sont des faisceaux cohe´rents sur X tels que
rg(E) > 0 et rg(F ) > 0, on a donc
χ(E, F ) = rg(E).rg(F ).
((µ(F )− µ(E))(µ(F )− µ(E)− ωX)
2
+ χ(OX)−∆(E)−∆(F )
)
.
Si E et F ne sont plus ne´cessairement de rang positif, on a
χ(E, F ) = −c1(E)c1(F )− rg(E)c2(F )− rg(F )c2(E) + rg(E)rg(F )χ(OX)
+
1
2
(rg(F ).ωXc1(E)− rg(E).ωXc1(F ) + rg(E)c1(F )
2 + rg(F )c1(E)
2).
2.1.4. The´ore`me de Riemann-Roch sur P3. On a
PP3(α1, α2, α3) = α3 − α1α2 − 2α2 +
(α1 + 3)(α1 + 2)(α1 + 1)
6
.
Si E un faisceau cohe´rent sur P3 de rang r > 0, on a donc
χ(E) = r
(
∆3 −∆1∆2 − 2∆2 +
(∆1 + 3)(∆1 + 2)(∆1 + 1)
6
)
avec ∆i = ∆i(E) pour i = 1, 2, 3.
2.2. Diagrammes 3x3
On appelle diagramme 3x3 (dans une cate´gorie abe´lienne) un diagramme commutatif avec lignes
et colonnes exactes du type
0

0

0

0 // A //

M

// C

// 0
0 // N //

E

// F

// 0
0 // G //

H

// K

// 0
0 0 0
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Ce diagramme est isomorphe au diagramme
0

0

0

0 // M ∩N //

M

// M/(M ∩N)

// 0
0 // N //

E

// E/N

// 0
0 // N/(M ∩N) //

E/M

// E/(M +N)

// 0
0 0 0
2.3. Morphisme trace
Soit E un faisceau cohe´rent sur une varie´te´ alge´brique projective lisse connexe X de dimension
n. Pour tout entier i on note
tri(E) : Ext
i(E , E) −→ H i(OX)
le morphisme trace , ou tri et meˆme tr s’il n’y a pas d’ambigu¨ıte´. On note
Adi(E) = ker(tri(E)).
Pour tous entiers p, q ≤ 0, on note
µpq : Ext
p(E , E)× Extq(E , E) −→ Extp+q(E , E)
ipq : Ext
p(E , E)× Extq(E , E) −→ Extq(E , E)× Extp(E , E)
les applications canoniques. Rappelons qu’on a
trp+q ◦ iqp = (−1)
pqtrp+q ◦ ipq.
Plus ge´ne´ralement, si F est un autre faisceau cohe´rent sur X , le diagramme canonique suivant
Extp(E ,F)× Extq(F , E) //

Extp+q(E , E)
trp+q(E)

Extp+q(F ,F)
trp+q(F) // Hp+q(OX)
est commutatif si pq est pair et anticommutatif si pq est impair.
2.3.1. De´finition : Soit E un faisceau cohe´rent sur X. On dit que E est 2-lisse si le morphisme
trace
Ext2(E,E) −→ H2(OX)
est injectif. C’est alors un isomorphisme si E est sans torsion.
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2.3.2. Proposition : Soient x ∈ X et Cx le faisceau gratte-ciel sur X concentre´ en x et de
fibre C en x. Alors compte tenu des isomorphismes canoniques donne´s par la dualite´ de Serre
Extn(Cx,Cx) ≃ ω
∗
X,x, H
n(OX) ≃ H
0(ωX)
∗
la transpose´e de trn : Extn(Cx,Cx)→ Hn(OX) est l’e´valuation H0(ωX)→ ωX,x.
De´monstration. Cela de´coule des de´finitions de la trace et de la dualite´ de Serre (cf. [9], 1.4). 
2.4. Construction des Ext de faisceaux cohe´rents
Soient E, F des faisceaux cohe´rents sur une varie´te´ projective X . On suppose donne´s des
faisceaux cohe´rents Fi, i ∈ N sur X et une re´solution de F
· · ·F2
f2 // F1
f1 // F0
f0 // F // 0
Alors on en de´duit pour tout n ∈ N une application
Hom(Im(fn), E) −→ Ext
n(F,E)
qui est surjective si on a Extn−i(Fi, E) = {0} pour 0 ≤ i < n. Si Ext
n−1−i(Fi, E) = {0} pour
0 ≤ i < n− 1, le noyau de cette application est constitue´ de l’image de Hom(Fn−1, E) dans
Hom(Im(fn), E). Dans ce cas Ext
n(F,E) s’identifie a` l’espace vectoriel quotient de l’espace des
morphismes Fn → E s’annulant sur Im(fn+1) par l’espace de ceux qui se factorisent par Fn−1.
On peut choisir une re´solution de F qui est finie, localement libre, et telle que les proprie´te´s
pre´ce´dentes soient ve´rifie´es (pour tout n). Plus ge´ne´ralement, en choisissant une re´solution
localement libre ade´quate de E
· · ·E2
e2 // E1
e1 // E0
e0 // E // 0
on peut repre´senter les e´le´ments de Extn(F,E) par des morphismes de complexes de degre´ −n
de la re´solution de F vers celle de E, c’est-a`-dire par des suites (φi)i≥0 de morphismes, avec
φi : Fi+n → Ei, telles que pour tout i ≥ 0 on ait
φifi+n+1 + (−1)
nei+1φi+1 = 0,
c’est-a`-dire que le diagramme suivant est commutatif ou anticommutatif suivant la parite´ de n
Ei+1
ei+1 // Ei
Fi+n+1
fi+n+1 //
φi+1
OO
Fi+n
φi
OO
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2.5. Polygone de Harder-Narasimhan
Soient X une surface alge´brique projective irre´ductible et lisse, et OX(1) un fibre´ en droites tre`s
ample sur X . Soit E un faisceau cohe´rent sans torsion sur X . Alors E posse`de une filtration
de Harder-Narasimhan
0 = E0 ⊂ E1 ⊂ · · · ⊂ En = E
telle que pour 1 ≤ i ≤ n, E1/Ei−1 soit semi-stable, que
µ(Ei/Ei−1) ≥ µ(Ei+1/Ei)
(si i ≥ 1), et qu’en cas d’e´galite´
χ(Ei/Ei−1)
rg(Ei/Ei−1)
>
χ(Ei+1/Ei)
rg(Ei+1/Ei)
.
Cette filtration est unique et E est semi-stable si et seulement si n = 1. On dit que n est la
longueur de E.
On conside`re le polygone convexe dans R2 de sommets O,Q1 = (rg(E1), c1(E1).OX(1)), . . . ,
Qn = (rg(En), c1(En).OX(1)).
O
c1
Q1
Q2
Q3
Q4
r
Figure 1 - Polygone de Harder-Narasimhan d’un faisceau de longueur 4
On l’appelle le polygone de Harder-Narasimhan de E et on le note P (E). Cette de´finition est
le´ge`rement diffe´rente de celle de [9], et s’inspire de celle de polygones de Harder-Narasimhan
des fibre´s vectoriels sur les courbes (cf. [45], [27]).
Soient r = rg(E), c1 = c1(E).OX(1). Soit P(r, c1) l’ensemble des polygones convexes de
sommets O, (x1, y1), . . . , (xp, yp) = (r, c1) a` coordonne´es entie`res et tels que 0 < x1 < · · · < xp.
Si P ∈ P(r, c1) on notera aussi P la fonction [0, r]→ R associe´e. Si P, P ′ ∈ P(r, c1) on e´crira
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P < P ′ lorsque l’ine´galite´ est ve´rifie´e par les fonctions associe´es, et de meˆme pour les autres
types d’ine´galite´s.
2.5.1. Proposition : Soient P ∈ P(r, c1), S une varie´te´ alge´brique irre´ductible, s0 ∈ S, F
un faisceau cohe´rent sur S ×X, plat sur S, tel que Fs0 ≃ E et que pour s ∈ S\{s0}, on ait
P (Fs) = P . Alors on a P ≤ P (E).
Autrement dit si E est une spe´cialisation de faiceaux de polygone de Harder-Narasimhan P ,
alors on a P ≤ P (E).
De´monstration. Analogue au cas de P2 traite´ dans [9]. Voir aussi [45], [27], expose´ 4, pour le
cas des courbes. 
2.6. Varie´te´s de modules fins de faisceaux cohe´rents
Les de´finitions et re´sultats de 2.6 proviennent de [5]. Soit X une varie´te´ projective lisse et
irre´ductible.
2.6.1. De´finition : On appelle famille de faisceaux sur X parame´tre´e par S un faisceau cohe´-
rent F sur S ×X, plat sur S.
2.6.2. De´finition : On appelle polyfamille de faisceaux sur X parame´tre´e par S la donne´e
d’un recouvrement ouvert (Ui)i∈I de S, et pour tout i ∈ I d’une famille Ei de faisceaux sur X
parame´tre´e par Ui, tels que pour tous i, j ∈ I et tout x ∈ Ui ∩ Uj on ait Ei,x ≃ Ej,x.
Notations : Pour toute sous-varie´te´ localement ferme´e S ′ de S, on note
FS′ = F|S′×X .
Si S ′ est re´duite a` un point s on notera plus simplement FS′ = Fs. On note pS (resp. pX) la
projection S ×X −→ S (resp. S ×X −→ X). Si E , F , G sont des faisceaux cohe´rents sur
S ×X , S et X respectivement, on notera plus simplement
E ⊗ p∗S(F)⊗ p
∗
X(G) = E ⊗ F ⊗ G.
Si f : T −→ S est un morphisme de varie´te´s alge´briques, et F une famille de faisceaux sur X
parame´tre´e par S, on note
f ♯(F) = (f × IX)
∗(F).
C’est une famille de faisceaux sur X parame´tre´e par T .
Si X est un ensemble non vide de classes d’isomorphisme de faisceaux cohe´rents sur X , on
appelle famille de faisceaux de X parame´tre´e par S une famille F de faisceaux cohe´rents sur X
parame´tre´e par S telle que pour tout point s de S la classe d’isomorphisme de Fs soit dans X .
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Soient r, ci ∈ H i(X,Z), 1 ≤ i ≤ d, avec r ≥ 0. Soit X un ensemble non vide de classes
d’isomorphisme de faisceaux cohe´rents sur X , de rang r et de classes de Chern ci.
2.6.3. De´finition : On dit que X est un ensemble ouvert si pour toute varie´te´ alge´brique S
et toute famille F de faisceaux cohe´rents sur X de rang r et de classes de Chern ci parame´tre´e
par S, l’ensemble des points s de S tels que la classe d’isomorphisme de Fs soit dans X est un
ouvert de Zariski de S.
2.6.4. De´finition : Supposons que X soit un ensemble ouvert. On dit que X est irre´ductible
si pour toutes polyfamilles de faisceaux de X parame´tre´es par des varie´te´s alge´briques X1, X2
respectivement, il existe un polyfamille de faisceaux de X parame´tre´e par une varie´te´ alge´brique
irre´ductible Y contenant tous les faisceaux des polyfamilles parame´tre´es par X1 et X2.
Soient r, ci ∈ H
i(X,Z), 1 ≤ i ≤ d, avec r ≥ 0. Soit X un ensemble ouvert de faisceaux
cohe´rents sur X de rang r et de classes de Chern ci.
2.6.5. De´finition : On appelle varie´te´ de modules fins globale, ou plus simplement varie´te´
de modules fins pour X la donne´e d’une varie´te´ alge´brique inte`gre M et d’une famille E de
faisceaux de X parame´tre´e par M telles que :
(i) Pour tout e´le´ment x de X , il existe un unique point m de M tel que la classe d’isomorphisme
de Em soit x.
(ii) Pour toute famille F de faisceaux de X parame´tre´e par une varie´te´ alge´brique S, il existe
un morphisme f : S −→M tel que pour tout point s de S il existe un ouvert U de S contenant
s et un isomorphisme FU ≃ f ♯(E)U .
On dit aussi dans ce cas que (M, E) est une varie´te´ de modules fins pour X . On remarquera que
d’apre`s (i), il existe une bijection canonique entre X et l’ensemble des points deM . D’autre part
le morphisme f de (ii) est unique : l’image d’un point s de S est le point de M correspondant
a` Fs.
On appelle varie´te´ de modules fins de´finie localement pour X la donne´e d’une varie´te´ alge´brique
inte`gre M , d’un recouvrement ouvert (Ui)i∈I de M , et pour tout i ∈ I d’une famille Ei de
faisceaux de X parame´tre´e par Ui tels que
(i) Pour tout e´le´ment x de X , il existe un unique point m de M tel que pour tout i ∈ I tel que
x ∈ Ui, la classe d’isomorphisme de Eim soit x.
(ii) Pour toute famille F de faisceaux de X parame´tre´e par une varie´te´ alge´brique S, il existe un
morphisme f : S −→M tel que pour tout point s de S et tout i ∈ I tel qu’il existe un x ∈ Ui
tel que Eix ≃ Fs il existe un ouvert U de S contenant s tel que f(U) ⊂ Ui et un isomorphisme
FU ≃ f ♯(Ei)U .
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2.7. Faisceaux purs, faisceaux re´fle´xifs et faisceaux parfaits
(cf. [28], 8.1 et [21], 1.1)
Soit X une varie´te´ alge´brique projective et irre´ductible de dimension n > 0.
Soit T un faisceau cohe´rent surX . Rappelons qu’on appelle dimension de T celle de son support
Supp(T ), et on la note dim(T ). On appelle codimension de E la codimension de Supp(T ), et
on la note codim(T ).
On dit qu’un faisceau T de dimension d est pur si pour tout sous-faisceau cohe´rent non trivial
S de E on a dim(S) = d.
Supposons T pur de dimension d et codimension c = n−d. Alors pour tout faisceau localement
libre E sur X , les faisceaux Extq(T,E) ont leur support contenu dans Supp(T ) et sont nuls
pour q < c. De plus on a codim(Extq(T,E)) ≥ q pour q ≥ c.
Soit T un faisceau pur de dimension d et de codimension c = n− d. On pose
T∨ = Extc(T, ωX), T˜ = Ext
c(T,OX) = T
∨ ⊗ ω−1X
et on appelle T∨ le dual de T . Il co¨ıncide avec le dual habituel T ∗ de T dans le cas ou` c = 0.
Il existe en ge´ne´ral un morphisme canonique T → T∨∨.
On appelle faisceau re´fle´xif sur X un faisceau pur T tel que le morphisme canonique T → T∨∨
soit un isomorphisme. Un faisceau pur de dimension 0 est toujours re´fle´xif (cf. [21], prop.
1.1.10).
2.7.1. De´finition : On appelle faisceau parfait un faisceau pur T sur X tel que
Extq(T,OX) = 0 pour q > codim(T ).
Un tel faisceau est alors re´fle´xif. Les faisceaux de dimension 0 sont parfaits, ainsi que les
faisceaux localement libres.
2.7.2. Lemme : Soient T un faisceau pur de codimension c et E un faisceau localement libre
sur X. Alors on a Exti(T,E) = {0} si i < c et des isomorphismes canoniques
Extc(T,E) ≃ H0(E ⊗ T˜ ), Extc+1(T,E) ≃ H1(E ⊗ T˜ ).
Si T est parfait alors on a
Extc+k(T,E) ≃ Hk(E ⊗ T˜ )
si k ≥ 0. En particulier, pour tout faisceau ample OX(1) sur X on a
Exti(T,E ⊗OX(p)) = {0}
si i > c et p≫ 0.
De´monstration. Cela de´coule de la suite spectrale
Epq2 = H
p(X, Extq(T,E)) =⇒ Extp+q(T,E)
(cf. [13], the´ore`me 7.3.3, [14], p. 706). La dernie`re assertion est une conse´quence du the´ore`me
B de Serre. 
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2.7.3. Lemme : Soient Y est une sous-varie´te´ ferme´e localement intersection comple`te de X,
j : Y → X l’inclusion et F un faisceau localement libre sur Y . Alors le faisceau T = j∗(F) est
parfait, et on a
T∨ ≃ j∗(F
∗ ⊗ ωY ).
De´monstration. Cela se voit facilement en utilisant le complexe de Koszul (cf. par exemple
[23], XIV, 10, ou [17], p. 245). 
Les faisceaux localement libres sont parfaits. Les faisceaux purs de codimension maximale n
sont aussi parfaits.
Soit T un faisceau parfait de codimension c > 0, et
· · ·T2
t2 // T1
t1 // T0
t0 // T // 0
une re´solution localement libre de T . Alors le complexe dual
T ∗0
tt0 // T ∗1
tt1 // T ∗2
tt2 // · · ·
est exact sauf en degre´ c, d’ou` il de´coule que ker(ttc+1) est localement libre, et on a une re´solution
de T˜ = T∨ ⊗ ω−1X = Ext
c(T,OX)
T ∗0
tt1 // T1 · · · · · ·T ∗c−1
ttc // ker(ttc+1) // T˜ // 0
En utilisant la construction des Ext par des re´solutions localement libres (cf. 2.4) on en de´duit
aise´ment le re´sultat suivant : si T , T ′ sont des faisceaux parfaits de codimension c, on a des
isomorphismes canoniques
Extk(T, T ′) ≃ Extk(T˜ ′, T˜ ), 0 ≤ k ≤ c.
Si T = T ′, ces isomorphismes sont compatibles avec la trace, c’est-a`-dire qu’on a un diagramme
commutatif
Extk(T, T )
≃

trk(T )
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
Hk(OX)
Extk(T˜ , T˜ )
trk(T˜ )
55❧❧❧❧❧❧❧❧❧❧❧❧❧
On a, pour tout faisceau localement libre E et tout faisceau parfait de codimension c sur X un
diagramme commutatif canonique
Extc(T,E)⊗Hom(E, T )
≃

// Extc(T, T )
≃

Hom(E∗, T˜ )⊗ Extc(T˜ , E∗) // Extc(T˜ , T˜ )
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2.8. Fibre´s exceptionnels sur P2
Les conditions d’existence des faisceaux semi-stables sur P2 (cf [9]) s’expriment en fonction
des seules variables µ et ∆. On montre qu’il existe une unique fonction δ(µ) telle qu’on ait
dim(M(r, c1, c2)) > 0 si et seulement si ∆ ≥ δ(µ). La fonction δ(µ) est de´crite a` l’aide des
fibre´s exceptionnels.
On dit qu’un faisceau cohe´rent E sur P2 est exceptionnel si E est simple (c’est-a`-dire si les seuls
endomorphismes de E sont les homothe´ties), et si
Ext1(E , E) = Ext2(E , E) = {0}.
Un tel faisceau est alors localement libre et stable, et la varie´te´ de modules de faisceaux semi-
stables correspondante contient l’unique point E . Il existe une infinite´ de´nombrable de fibre´s
exceptionnels, et un proce´de´ simple permet de les obtenir tous a` partir des fibre´s en droites (cf.
[6]). Notons qu’un fibre´ exceptionnel est uniquement de´termine´ par sa pente. Soit F un fibre´
exceptionnel. On note xF la plus petite solution de l’e´quation
X2 − 3X +
1
rg(F )2
= 0.
Alors on montre que les intervalles ]µ(F )− xF , µ(F ) + xF [ constituent une partition de
l’ensemble des nombres rationnels. On va de´crire la fonction δ(µ) sur cet intervalle. Posons
P (X) =
X2
2
+
3
2
X + 1.
Sur l’intervalle ]µ(F )− xF , µ(F )], on a
δ(µ) = P (µ− µ(F ))−
1
2
(1−
1
rg(F )2
),
et sur [µ(F ), µ(F ) + xF [, on a
δ(µ) = P (µ(F )− µ)−
1
2
(1−
1
rg(F )2
).
On obtient les courbes repre´sente´es sur la figure qui suit. Ce sont des segments de coniques.
La fonction δ(µ) est la partie de ces courbes situe´e au dessus de la droite d’e´quation ∆ = 1/2.
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χ(F,X)=0
χ(X,F)=0
∆=1/2
µ(F)
µ(F)+xFµ(F)-xF
F
∆
µ
Figure 2 - La fonction δ(µ)
2.9. Quotients alge´briques
Soient k un entier, k ≥ 1, V1, . . . , Vk,W1, . . . ,Wk des C-espaces vectoriels de dimension finie
non nuls,
E = V1 × · · ·Vk ×W1 × · · · ×Wk, G0 = (C
∗)k+1.
On conside`re l’action suivante de G0 sur E :
(t, t1, . . . , tk)(v1, . . . , vk, w1, . . . , wk) = (t1v1, . . . , tkvk, tt
−1
1 w1, . . . , tt
−1
k wk).
L’action induite sur P(E) se prolonge en une action sur OP(E)(1). Pour que le stabilisateur
d’un point ge´ne´rique soit fini, il vaut mieux conside´rer l’action du sous-groupe G constitue´ des
(t, t1, . . . , tk) tels que tt1 · · · tk = 1, qui donne les meˆmes orbites dans P(E) que l’action de G0.
On peut donc de´finir les notions de points semi-stables et points stables de P(E) (cf. [36], [37]).
Soit P(E)ss (resp. P(E)s) l’ouvert des points semi-stables (resp. stables) P(E). On sait qu’il
existe un bon quotient P(E)ss//G et un quotient ge´ome´trique P(E)s/G qui est un ouvert
du pre´ce´dent.
2.9.1. Proposition : Un point x = C(v1, . . . , vk, w1, . . . , wk) de P(E) est stable si et seule-
ment si pour 1 ≤ i ≤ k on a vi 6= 0, wi 6= 0, et x est semi-stable si et seulement si pour
1 ≤ i ≤ k, vi = 0 si et seulement si wi = 0.
De´monstration. Cela se voit aise´ment en utilisant les crite`res nume´riques de (semi-)stabilite´ (cf.
[36], chapt. 2, [37], 4.2). 
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On notera
M(V1, . . . , Vk,W1, . . . ,Wk) = P(E)
ss//G, Ms(V1, . . . , Vk,W1, . . . ,Wk) = P(E)
s//G.
La premie`re varie´te´ est projective et normale, et la seconde est un ouvert lisse de la premie`re.
Soit Y une varie´te´ alge´brique inte`gre, V1, . . . ,Vk, W1, . . . ,Wk des fibre´s vectoriels non nuls sur
Y . Soit E = V1 ⊕ · · · ⊕ Vk ⊕W1 ⊕ · · · ⊕Wk. On conside`re l’action de G sur P(E) qui sur
chaque fibre est l’action de´crite pre´ce´demment. Soient P(E)ss, P(E)s les ouverts de P(E) de´finis
par : pour tout y ∈ Y , P(E)ssy = P(Ey)
ss et P(E)sy = P(Ey)
s. On montre aise´ment qu’il existe
un bon quotient
M(V1, . . . ,Vk,W1, . . . ,Wk) = P(E)
ss//G
et un quotient ge´ome´trique
Ms(V1, . . . ,Vk,W1, . . . ,Wk) = P(E)
s/G.
Les morphismes P(E)ss → Y et P(E)s → Y sont G-invariants et passent donc au quotient, et
on a, pour tout y ∈ Y
M(V1, . . . ,Vk,W1, . . . ,Wk)y = M(V1y, . . . ,Vky,W1y, . . . ,Wky),
Ms(V1, . . . ,Vk,W1, . . . ,Wk)y = M
s(V1y, . . . ,Vky,W1y, . . . ,Wky).
Le morphisme M(V1, . . . ,Vk,W1, . . . ,Wk)→ Y est projectif et localement trivial, et
Ms(V1, . . . ,Vk,W1, . . . ,Wk)→ Y est lisse et localement trivial.
On a
dim(M(V1, . . . ,Vk,W1, . . . ,Wk)) = dim(Y )− k − 1 +
k∑
i=1
rg(Vi) +
k∑
i=1
rg(Wi).
2.9.2. Remarque : On peut aussi conside´rer
E ′ = P(V1)× · · · × P(Vk)× (W1\{0})× · · · × (Wk\{0}),
muni de l’action de C∗ :
t.(l1, . . . , lk, w1, . . . , wk) = (l1, . . . , lk, tw1, . . . , twk).
Alors il existe un quotient ge´ome´trique E ′/C∗ et on a E ′/C∗ ≃ P(E)s/G. On peut construire
de manie`re analogue P(E)s/G. Cette me´thode cache cependant les roˆles syme´triques joue´s par
les espaces vectoriels Vi et Wi.
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2.10. Fonctions concaves
2.10.1. De´finition : Soient a, b ∈ R tels que a < b. On dit qu’une fonction f : [a, b]→ R
est concave si pour tous x, y ∈ [a, b] tels que x < y et tout t ∈ [0, 1] on a
f(tx+ (1− t)y) ≥ t.f(x) + (1− t).f(y).
Si f est deux fois de´rivable par morceaux, alors f est concave si et seulement si on a f”(x) ≤ 0
pour tout x ∈ [a, b] ou` f” est de´finie.
2.10.2. Proposition : Soient f, g : [a, b]→ R des fonctions de classes C2 par morceaux et
telles que f(a) = g(a), f(b) = g(b), f ≤ g. On suppose que f est concave. Alors on a∫ b
a
f ′(x)2dx ≤
∫ b
a
g′(x)2dx.
De´monstration. Posons, pour 1 ≤ t ≤ 1, ft = (1− t).f + t.g, et
α(t) =
∫ b
a
f ′t(x)
2dx.
On a
α(0) =
∫ b
a
f ′(x)2dx, α(1) =
∫ b
a
g′(x)2dx.
Il suffit donc de montrer que α est croissante, c’est-a`-dire que α′ ≥ 0. On a
α′(t) = 2t
∫ b
a
(f ′(x)− g′(x))2dx+
∫ b
a
f ′(x)(g′(x)− f ′(x))dx.
En inte´grant par parties on trouve∫ b
a
f ′(x)(g′(x)− f ′(x))dx = f ′(g − f)
]b
a
−
∫
(g(x)− f(x))f”(x)dx.
On a g − f ≥ 0, f” ≤ 0, donc
∫ b
a
f ′(x)(g′(x)− f ′(x))dx ≥ 0 et α′(t) ≥ 0. 
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3. De´formations infinite´simales de faisceaux cohe´rents
3.1. De´formation semi-universelle d’un faisceau cohe´rent
Les re´sultats de 3.1 proviennent de [47]. Soient X une varie´te´ alge´brique projective et E un
faisceau cohe´rent sur X . Une de´formation de E est la donne´e d’un germe (S, s0) de varie´te´
analytique, d’un faisceau cohe´rent E sur S×X , plat sur S et d’un isomorphisme α : Es0 ≃ E.
C’est donc en fait un quadruplet D = (S, s0, E , α).
Conside´rons deux de´formations D = (S, s0, E , α), D′ = (S, s0, E ′, α′) de E (parame´tre´es par le
meˆme germe). Un isomorphisme D ≃ D′ est un isomorphisme σ : E ≃ E ′ tel que α′ ◦ σs0 = α.
Si D = f : (S ′, s′0)→ (S, s0) est un morphisme de germes, on en de´duit aise´ment la de´formation
f ∗(D) = (S ′, s′0, f
♯(E), f ♯(α)).
On dit qu’une de´formation D = (S, s0, E , α) de E est semi-universelle si elle est comple`te
c’est-a`-dire que si D′ est une de´formation de E (parame´tre´e par un germe (S ′, s′0)), il existe un
morphisme de germes f : (S ′, s′0)→ (S, s0) et un isomorphisme f
♯(D) ≃ D′, et si l’application
line´aire tangente Ts′0S
′ → Ts0S est uniquement de´termine´e. Il existe toujours une de´formation
semi-universelle (S, s0, E , α) de E ([47], theorem I).
3.2. De´formations infinite´simales
On pose A2 = C[t]/(t
2) et Z2 = Spec(A2).
3.2.1. Faisceaux cohe´rents sur la varie´te´ double d’une varie´te´ alge´brique
Si X une varie´te´ alge´brique sur C, on note
X(2) = X × Z2,
et on l’appelle la varie´te´ double de X . Le morphisme canonique A2 → C permet de voir X
comme une sous-varie´te´ ferme´e de X(2). On note iX l’inclusion X ⊂ X(2). On a pX ◦ iX = IX ,
pX de´signant la projection X
(2) −→ X. Si E est un faisceau cohe´rent sur X(2), on en de´duit
deux faisceaux cohe´rents sur X : E|X et E/tE (qui est un faisceau sur X
(2) dont le support est
contenu dans X).
3.2.2. Lemme : Un A2-module M est plat si et seulement si une des conditions e´quivalentes
suivantes est re´alise´e :
(i) La multiplication par t : M/tM → tM est un isomorphisme.
(ii) M est libre.
De´monstration. On utilise pour cela le fait que M est plat si et seulement si le morphisme
canonique (t)⊗A2 M → tM est injectif. 
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3.2.3. De´finition : Soit E un faisceau cohe´rent sur X. On appelle extension double de E
une extension de E par lui-meˆme : 0 −→ E −→ F −→ E −→ 0 .
On de´finit de manie`re e´vidente la notion d’isomorphisme d’extensions doubles, et on de´montre
sans peine la
3.2.4. Proposition : Soient E un faisceau cohe´rent sur X et E un faisceau cohe´rent sur X(2)
plat sur Z2 et tel que E|X ≃ E. Alors pX∗(E) posse`de une structure naturelle d’extension double
de E et l’association
E → pX∗(E)
de´finit une bijection entre l’ensemble des classes d’isomorphisme de faisceaux cohe´rents sur X(2)
plats sur Z2 dont la restriction a` X est isomorphe a` E, et l’ensemble des classes d’isomorphismes
d’extensions doubles de E.
3.2.5. De´finition : Soit E un faisceau cohe´rent sur X. On appelle de´formation infinite´simale
double (ou plus simplement de´formation infinite´simale) de E un faisceau cohe´rent E sur X(2)
plat sur Z2 et tel que E|X ≃ E.
D’apre`s la proposition 3.2.4, les de´formations infinite´simales de E sont parame´tre´es naturelle-
ment par Ext1(E,E).
3.2.6. Morphisme de de´formation infinite´simale de Koda¨ıra-Spencer
Soient S une varie´te´ alge´brique et E un faisceau cohe´rent sur S ×X plat sur S. Soient s ∈ S,
ms l’ide´al maximal de s, Xs la fibre de S × X au dessus de s, Xs,2 le voisinage infinite´simal
d’ordre 2 de Xs et Es la restriction de E a` Xs, qu’on peut voir aussi comme un faisceau cohe´rent
sur Xs,2. Sur Xs,2 on a une suite exacte de faisceaux
0 −→ T ∗s S ⊗ Es −→ E/m
2
sE −→ Es −→ 0
(T ∗s S de´signant l’espace tangent de S en s). En prenant l’image directe de cette suite exacte
sur Xs on obtient une suite exacte
0 −→ T ∗s S ⊗ Es −→ F −→ Es −→ 0,
d’ou` une application line´aire
ωs : TsS −→ Ext
1
X(Es, Es)
appele´e morphisme de de´formation infinite´simale de Koda¨ıra-Spencer de E en s. La relation
avec la proposition 3.2.4 est la suivante : soit α ∈ TsS, α 6= 0, qu’on peut voir comme une
forme C-line´aire sur ms/m
2
s. On en de´duit un morphisme
α : Z2 −→ Spec(Os/m
2
s)
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provenant du morphisme d’anneaux f : Os/m2s −→ C[t]/(t
2) de´fini par
f(φ) = φ(s) + α(φ− φ(s)).t.
Alors ωs(α) n’est autre que l’extension de Es par lui-meˆme provenant de la de´formation α♯(E|Xs,2)
d’ordre 2 de Es.
On dit que E est une de´formation comple`te de Es si ωs est surjective. On dit que E est une
famille comple`te si pour tout point ferme´ s de S, E est une de´formation comple`te de Es.
La notion de morphisme de de´formation infinite´simale de Koda¨ıra-Spencer s’e´tend aux familles
plates de faisceaux analytiques cohe´rents sur X parame´tre´es par des varie´te´s analytiques ou
des germes de varie´te´s analytiques. Si E est un faisceau cohe´rent sur X et (S, s0, E , α) une
de´formation semi-universelle de E (cf. 3.1), le morphisme de de´formation infinite´simale de
Koda¨ıra-Spencer en s0 est un isomorphisme Ts0S ≃ Ext
1(E,E) (cf. [47]).
3.3. De´formations triples
On pose A3 = C[t]/(t
3) et Z3 = Spec(A3).
3.3.1. Lemme : Un A3-module M est plat si et seulement si une des conditions e´quivalentes
suivantes est re´alise´e :
(i) les multiplication par t tM/t2M → t2M et par t2 M/tM → t2M sont des isomorphismes.
(ii) M est libre.
(Analogue au lemme 3.2.2).
Soient X une varie´te´ alge´brique projective et X(3) = X × Z3 . On a des immersions naturelles
X ⊂ X(2) ⊂ X(3).
3.3.2. De´finition : Soit E un faisceau cohe´rent sur X. On appelle de´formation infinite´simale
triple de E un faisceau cohe´rent E sur X(3) plat sur Z3 et tel que E|X ≃ E.
Les restrictions a` X(2) des de´formations triples de E donnent des de´formations doubles de
E. Les de´formations triples de E correspondent aux extensions triples de E, c’est-a`-dire aux
triplets (F, (Fi), τ) constitue´ de
- un faisceau cohe´rent F sur X ,
- une filtration
0 = F0 ⊂ F1 ⊂ F2 ⊂ F3 = F
dont tous les gradue´s Fi/Fi−1 sont isomorphes a` E,
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- un isomorphisme τ : F3/F1 → F2 dont la restriction a` F2/F1 induit un isomorphisme
F2/F1 ≃ F1.
On de´montre sans peine la
3.3.3. Proposition : Une de´formation double de E, de´finie par σ ∈ Ext1(E,E) s’e´tend en
une de´formation triple de E si et seulement si on a σ2 = 0 dans Ext2(E,E).
3.4. Module formel
Soient E un faisceau cohe´rent sur X et (S, s0, E , α) une de´formation semi-universelle de E.
L’anneau
RE = ÔS,s0
s’appelle le module formel de E. Soient
A = ÔExt1(E,E),0
et mA l’ide´al maximal de A. D’apre`s [25], il existe une application line´aire
ω : Ext2(E,E)∗ → m2A telle que RE ≃ A/A Im(ω). On a un isomorphisme canonique
m2A/m
3
A ≃ S
2(Ext1(E,E)∗).
Soit ω2(E) : Ext
2(E,E)∗ → S2(Ext1(E,E)∗) la compose´e de l’application quotient
m2A → m
2
A/m
3
A et de ω. On a alors
3.4.1. Proposition : Supposons que X = Pn. Alors on a, pour tous α, β ∈ Ext
1(E,E),
tω2(E)(α.β) =
1
2
(µ0(α, β) + µ0(β, α)),
µ0 de´signant le produit canonique Ext
1(E,E)× Ext1(E,E)→ Ext2(E,E) .
(cf. [25], [49]).
3.5. De´formations d’extensions
(Voir le chapitre 4 pour la de´finition et des proprie´te´s des extensions)
Soit X une varie´te´ alge´brique projective lisse et connexe.
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3.5.1. Proposition : Soient E, F des faisceaux cohe´rents simples sur X. On suppose que
Hom(E, F ) = Ext2(F,E) = {0}. Soit
0 // E // E // F // 0
une extension, associe´e a` σ ∈ Ext1(F,E). Soient
fσ : Ext
1(E, E) −→ Ext2(F, E), gσ : Ext
1(E , F ) −→ Ext2(E , F )
les multiplications par σ. Alors il existe un diagramme commutatif canonique avec lignes et
colonnes exactes
0

0

0

0 // Ext1(F,E)/Cσ //

Ext1(E , E) //

Ext1(E,E) //

0
0 // Ext1(F, E) //

Ext1(E , E) //

ker(fσ) // 0
0 // Ext1(F, F ) //

ker(gσ)

0 0
De´monstration. Imme´diat. 
On note D(σ) le sous-espace vectoriel Ext1(E , E) + Ext1(F, E) de Ext1(E , E).
Soit E (resp. F) une famille de faisceaux cohe´rents lisses et simples sur X parame´tre´e par une
varie´te´ alge´brique affine S (resp. T ). On suppose que pour tous points ferme´s s ∈ S, t ∈ T , on
a
Hom(Es,Ft) = Ext
2(Ft,Es) = {0}.
On suppose que la dimension de Ext1(Ft,Es) est inde´pendante de s ∈ S et t ∈ T . On de´montre
alors comme dans le lemme 5.2.1 que
V = Ext1pS×T (p
♯
S(F), p
♯
T (E))
est un faisceau localement libre sur S × T (en chaque (s, t) ∈ S × T la fibre V(s,t) du fibre´
vectoriel correspondant s’identifie a` Ext1(Ft,Es)). Soit π : V → S × T la projection. Il existe
une extension universelle sur V ×X
0 // π♯(p♯S(E))
// E // π♯(p♯T (F)) // 0
telle que pour tout v ∈ V au dessus de (s, t) ∈ S×T la restriction de la suite exacte pre´ce´dente
a` {v} ×X
0 // Es // Ev // Ft // 0
soit associe´e a` v ∈ Ext1(Ft,Es).
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3.5.2. Proposition : Soit v un point ferme´ de V, au dessus de (s, t) ∈ S × T . Alors
1 - Le morphisme de de´formation infinite´simale de Koda¨ıra-Spencer
ωv : TVv −→ Ext
1(Vv,Vv)
est a` valeurs dans D(v).
2 - Si E, F sont des de´formations comple`tes de Es, Ft respectivement, l’image de ωv est e´gale
a` D(v).
La proposition 3.5.2 est une conse´quence imme´diate des deux lemmes qui suivent.
Soient Vs = V|{s}×T , E
s = E|Vs, V
t = V|S×{t}, E
t = E|Vt. Soient
ωsv : TV
s
v −→ Ext
1(Vv,Vv), ω
t
v : TV
t
v −→ Ext
1(Vv,Vv)
les morphismes de de´formation infinite´simale de Koda¨ıra-Spencer de Es, E t respectivement, au
point h, qui sont des restrictions de ωv. Soient enfin
ωs : TV
s
v −→ Ext
1(Ft,Ft), ωt : TV
t
v −→ Ext
1(Es,Es)
les morphismes de de´formation infinite´simale de Koda¨ıra-Spencer de p♯S(F), p
♯
T (E) respective-
ment, au point v.
3.5.3. Lemme : (i) L’application ωsv est a` valeurs dans le sous-espace vectoriel Ext
1(Ft, Ev)
de Ext1(Ev, Ev).
(ii) La compose´e
TVsv
ωsv // Ext1(Ft, Ev) // // Ext
1(Ft,Ft)
est e´gale a` ωs.
(iii) L’image de ωsv est exactement Ext
1(Ft, Ev) si F est une de´formation comple`te de Ft.
3.5.4. Lemme : (i) L’application ωtv est a` valeurs dans le sous-espace vectoriel Ext
1(Ev,Es)
de Ext1(Ev, Ev).
(ii) La compose´e
TV tv
ωtv // Ext1(Ev,Es) // // Ext
1(Es,Es)
est e´gale a` ωt.
(iii) L’image de ωtv est exactement Ext
1(Ev,Es) si E est une de´formation comple`te de Es.
Les de´monstrations de ces deux lemmes sont analogues a` celles des lemmes 5.2.3 et 5.2.4.
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4. Extensions de faisceaux cohe´rents
4.1. De´finition
Soient E, F des faisceaux cohe´rents sur une varie´te´ projective lisse X . Rappelons qu’une
extension de F par E est une suite exacte
0 −→ E −→ E −→ F −→ 0,
ou` E est un faisceau cohe´rent sur X . Deux extensions
0 −→ E −→ E −→ F −→ 0, 0 −→ E −→ E ′ −→ F −→ 0
sont dites isomorphes s’il existe un diagramme commutatif
0 // E // E //

F // 0
0 // E // E ′ // F // 0
la fle`che verticale du milieu e´tant alors un isomorphisme. Il est bien connu qu’il existe une
bijection canonique entre l’ensemble des classes d’isomorphisme d’extensions de F par E et
l’espace vectoriel Ext1(F,E). On va construire explicitement cette bijection (la construction
s’inspire de celle donne´e dans [14]).
4.2. Construction des extensions
Si 0 −→ E −→ E −→ F −→ 0 est une extension de F par E, on en de´duit le morphisme de
liaison δ : End(E)→ Ext1(F,E) provenant de l’application du foncteur Hom(−, E) a` la suite
exacte pre´ce´dente, et l’e´le´ment de Ext1(F,E) associe´ a` l’extension pre´ce´dente est δ(IE).
Re´ciproquement soit σ ∈ Ext1(F,E). Soit
· · ·F2
f2 // F1
f1 // F0
f0 // F // 0
une re´solution localement libre de F . On en de´duit une suite exacte
Hom(F0, E)
α
−−−−→ Hom(F1, E)
β
−−−−→ Hom(F2, E).
On peut d’apre`s 2.4 choisir cette re´solution de telle sorte que Ext1(F,E) soit canoniquement
isomorphe a` ker(β)/ Im(α). Donc σ est repre´sente´ par un morphisme λ : F1/ Im(f2) −→ E.
Soit
µ = λ⊕ f1 : F1/ Im(f2) −→ E ⊕ F0,
(f1 e´tant induit par f1) qui est injectif. Soit E = (E ⊕ F0)/ Im(µ). On a alors une extension
0 −→ E
i
−−−−→ E
p
−−−−→ F −→ 0,
avec i(e) = [(e, 0)] et p([(u, v)]) = f0(v). C’est l’extension associe´e a` σ.
Plus ge´ne´ralement, si
F ′2
f ′2−−−−→ F ′1
f ′1−−−−→ F ′0
f ′0−−−−→ F ′ −→ 0
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est une suite exacte de faisceaux cohe´rents, on en de´duit le complexe
Hom(F ′0, E)
α′
−−−−→ Hom(F ′1, E)
β′
−−−−→ Hom(F ′2, E).
Il existe toujours une application canonique ker(β ′)/ Im(α′) −→ Ext1(F,E) qui n’est pas en
ge´ne´ral un isomorphisme.
L’extension induite par un morphisme F ′1/ Im(f
′
2)→ E se construit de la meˆme manie`re que
pre´ce´demment.
4.3. Morphismes d’extensions
4.3.1. Proposition : Soient E, F , F ′ des faisceaux cohe´rents sur X, f : F → F ′ un mor-
phisme, et
0 // E
i // E
p // F // 0 , 0 // E
i′ // E ′
p′ // F ′ // 0
des extensions, associe´es respectivement a` σ ∈ Ext1(F,E) et σ′ ∈ Ext1(F ′, E). Alors il existe
un diagramme commutatif
0 // E
i // E
p //
φ

F //
f

0
0 // E
i′ // E ′
p′ // F ′ // 0
si et seulement si on a lf(σ
′) = σ. Dans ce cas φ est injectif (resp. surjectif) si et seulement
si f l’est.
De´monstration. Supposons qu’un tel diagramme commutatif existe. L’e´galite´ lf(σ
′) = σ
de´coule du diagramme commutatif
End(E)
δ′ // Ext1(E, F ′)
lf

End(E)
δ // Ext1(E, F )
(δ′ et δ e´tant les morphismes de liaison provenant des suites exactes obtenues par l’application
du foncteur Hom(E,−)) et des de´finitions de σ et σ′. Re´ciproquement, supposons que
lf(σ
′) = σ. On conside`re des re´solutions localement libres de F et F ′ (cf. 4.1) pour calculer
Ext1(F,E) et Ext1(F ′, E). D’apre`s la de´finition de ces re´solutions on peut les choisir de telle
sorte qu’on ait un diagramme commutatif
F2
f2 //
φ2

F1
f1 //
φ1

F0
f0 //
φ0

F
f

F ′2
f ′2 // F ′1
f ′1 // F ′0
f ′0 // F ′
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Supposons que σ′ soit repre´sente´ par un morphisme λ′ : F ′1/ Im(f
′
2)→ E. Alors
f(σ′) est repre´sente´ par λ = λ′ ◦ φ1 : F1/ Im(f2)→ E , φ1 de´signant le morphisme
F1/ Im(f2)→ F ′1/ Im(f
′
2) induit par φ1. Soient
µ = λ⊕ f1 : F1/ Im(f2) −→ E ⊕ F0, µ
′ = λ′ ⊕ f ′1 : F
′
1/ Im(f
′
2) −→ E ⊕ F
′
0.
Alors on a E = (E ⊕ F0)/ Im(µ), E ′ = (E ⊕ F ′0)/ Im(µ
′). Soit φ : E → E ′ le morphisme induit
par IE ⊕ φ0. Il est aise´ de voir que le diagramme de la proposition 4.3.1 est commutatif. La
dernie`re assertion de la proposition 4.3.1 est e´vidente. 
4.3.2. Proposition : Soient G, E , F des faisceaux cohe´rents sur X, h : E → F un mor-
phisme, et
0 // F
i // F ′
p // G // 0 , 0 // E
i′ // E ′
p′ // G // 0
des extensions, associe´es respectivement a` σ ∈ Ext1(G,F ) et σ′ ∈ Ext1(G, E). Alors il existe
un diagramme commutatif
0

0

E
h //
i′

F
i

E ′
ψ //
p′

F ′
p

G

G

0 0
si et seulement si on a rh(σ
′) = σ. Dans ce cas ψ est injectif (resp. surjectif) si et seulement
si h l’est.
De´monstration. Analogue a` la proposition 4.3.1. 
4.3.3. Corollaire : Soient A0, B0, C0, A1, B1, C1 des faisceaux cohe´rents sur X et
0 // A0
i0 // B0
p0 // C0 // 0
0 // A1
i1 // B1
p1 // C1 // 0
des suites exactes. Soient α : A0 → A1, γ : C0 → C1 des morphismes. Soit η0 ∈ Ext
1(C0, A0)
(resp. η1 ∈ Ext
1(C1, A1)) l’e´le´ment associe´ a` la premie`re (resp. seconde) suite exacte. Alors il
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existe un morphisme β : B0 → B1 tel que le diagramme suivant
A0
i0 //
α

B0
p0 //
β

C0
γ

A1 i1
// B1 p1
// C1
soit commutatif si et seulement si on a rα(η0) = lγ(η1).
4.4. Extensions et diagrammes 3x3
4.4.1. Proposition : Soient A, A′, E, F des faisceaux cohe´rents sur X,
(S) 0 // A // E // A′ // 0
une suite exacte.
1 - Soit δ : Hom(A, F )→ Ext1(A′, F ) l’application induite par (S). Soit φ ∈ Hom(A, F ).
Alors il existe un diagramme commutatif avec lignes et colonnes exactes
0

0

A
i

A

0 // F // F ⊕ E //
ψ

E

// 0
0 // F // U //

A′ //

0
0 0
tel que la la suite exacte verticale de droite soit l’extension (S), que la suite exacte horizontale
du bas soit associe´e a` δ(φ), que celle du milieu soit triviale, que le morphisme A→ F induit
par ψ|E : E → U soit e´gal a` φ, et que celui qui provient de i soit e´gal a` −φ.
Re´ciproquement, supposons donne´ un tel diagramme, tel que la suite exacte verticale de droite
soit l’extension (S), et que la suite exacte horizontale du milieu soit triviale. Soit φ : A→ F
le morphisme induit par ψ|E : E → U . Alors le morphisme A → F de´fini par i est e´gal a` −φ
et la suite exacte horizontale du bas est associe´e a` δ(φ).
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2 - Soit δ′ : Hom(F,A′)→ Ext1(F,A) l’application induite par (S). Soit φ′ ∈ Hom(F,A′).
Alors il existe un diagramme commutatif avec lignes et colonnes exactes
0

0

0 // A //

V //
ψ′

F // 0
0 // E

// E ⊕ F //
p

F // 0
A′

A′

0 0
tel que la la suite exacte verticale de gauche soit l’extension (S), que la suite exacte horizontale
du haut soit associe´e a` δ′(φ′), que celle du milieu soit triviale, que le morphisme α′ : F → A′
induit par la composante V → E de ψ′ soit e´gal a` φ′, et que celui qui provient de p soit e´gal a`
−φ′.
Re´ciproquement, supposons donne´ un tel diagramme, tel que la suite exacte verticale de gauche
soit l’extension (S), et que la suite exacte horizontale du milieu soit triviale. Soit φ′ : F → A′
le morphisme induit par la composante V → E de ψ′. Alors le morphisme F → A′ de´fini par
p est e´gal a` −φ′ et la suite exacte horizontale du haut est associe´e a` δ′(φ′).
De´monstration. On ne de´montrera que 1-, 2- e´tant analogue. On utilise la construction explicite
des extensions donne´e dans 4.1. On utilise une re´solution localement libre ade´quate de A′ :
A′2
f ′2 // A′1
f ′1 // A′0
f ′0 // A′
L’extension de de A′ par A de la proposition 4.4.1 provient d’un e´le´ment de Ext1(A′, A) de´fini
par un morphisme
f : A′1/ Im(f
′
2) −→ A.
Soit µ = f ⊕ f ′1 : A
′
1/ Im(f
′
2)→ A⊕ A
′
0. Alors on a E = (A⊕A
′
0)/ Im(µ).
On construit maintenant le diagramme commutatif de la proposition 4.4.1. Soit
η = (φ ◦ f)⊕ f ′1 : A
′
1/ Im(f
′
2) −→ F ⊕ A
′
0.
Alors on a U = (F ⊕A′0)/ Im(η). On de´finit maintenant ψ : F ⊕ E → U , c’est-a`-dire
ψ : (A⊕ A′0)/ Im(µ) −→ ((A⊕ A
′
0)/ Im(µ)⊕A
′
0).
On conside`re le morphisme
ψ0 : F ⊕A⊕A′0 // F ⊕ A
′
0
(v, a, a′0)
✤ // (v + φ(a), a′0)
Il est clair qu’on a ψ0(F ⊕ Im(µ)) ⊂ Im(η). On en de´duit ψ. La ve´rification du fait que
le diagramme de la proposition 4.4.1 est commutatif ainsi que les de´monstrations des autres
assertions sont laisse´es au lecteur. 
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4.4.2. Corollaire : Soient A, E, A′ des faisceaux cohe´rents sur X,
0 // A // E // A′ // 0
une suite exacte, et δ′ : Hom(A,A′)→ Ext1(A′, A′), δ : Hom(A,A′)→ Ext1(A,A) les appli-
cations induites. Soit φ ∈ Hom(A,A′). Alors il existe un diagramme 3x3
0

0

0

0 // A //

B

// A

// 0
0 // E //

E ⊕ E

// E

// 0
0 // A′ //

B′

// A′

// 0
0 0 0
tel que les suites exactes verticales de gauche et de droite soient identiques a` la suite exacte
pre´ce´dente, que la suite exacte horizontale du milieu soit triviale, que celle du haut soit associe´e
a` δ(φ), que celle du bas soit associe´e a` δ′(φ), et que le morphisme α : A→ A′ induit par la
seconde composante du morphisme E ⊕E → B′ soit e´gal a` φ.
Re´ciproquement, e´tant donne´ un tel diagramme, la suite exacte horizontale du haut est associe´e
a` δ(α) et celle du bas est associe´e a` δ′(α).
De´monstration. On applique la proposition 4.4.1 (avec F = E) et on de´duit de φ un premier
diagramme commutatif avec lignes et colonnes exactes :
0

0

A

A

0 // A′ // A′ ⊕ E //

E

// 0
0 // A′ // B′ //

A′ //

0
0 0
On en de´duit le diagramme 3x3 du corollaire 4.4.2 en remplac¸ant le morphisme A′ → B′ par la
compose´e E → A′ → B′. Il reste a´ ve´rifier que la suite exacte horizontale du haut est associe´e
a` δ(φ). Pour cela on de´duit du diagramme 3x3 le diagramme commutatif avec lignes et colonnes
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exactes
0

0

0 // A //

B //

A // 0
0 // E

// E ⊕ A //

A // 0
A′

A′

0 0
ou` le morphisme induit A → A′ est φ et la suite exacte horizontale du haut est celle du
diagramme 3x3. Toujours d’apre´s la proposition 4.4.1, cette suite exacte est associe´e a` δ(φ).
Le reste du corollaire 4.4.2 est laisse´ au lecteur. 
4.5. Extensions duales
4.5.1. Proposition : Soit
0 // E // E // F // 0
une extension de faisceaux localement libres sur X, associe´e a` σ ∈ Ext1(F,E). Soit
F2
f2 // F1
f1 // F0
f0 // F // 0
une re´solution localement libre de F . On suppose que σ provient d’un morphisme η : F1 → E
tel que η ◦ f2 = 0. Supposons qu’on ait une re´solution localement libre de E∗
D2 // D1
d1 // D0
d0 // E∗ // 0
telle qu’il existe un diagramme commutatif
0 // F ∗ 
 tf0 // F ∗0
tf1 // F ∗1
D2
OO
d2 // D1
λ
OO
d1 // D0
α
OO
d0 // E∗
tη
OO
Alors le morphisme D1/ Im(d2)→ F ∗ induit par λ est associe´ a` l’extension
0 // F ∗ // E∗ // E∗ // 0
duale de σ.
Il existe toujours une telle re´solution localement libre de E∗.
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De´monstration. Pour de´montrer l’existence de la re´solution donnant un tel diagramme com-
mutatif on prend le meˆme type de re´solutions que dans 4.2. Les constructions de la re´solution
et du diagramme se font pas a` pas en appliquant le the´ore`me B de Serre.
Soit 0 −→ F ∗ −→ V −→ E∗ −→ 0 l’extension de´duite de λ. On va voir que V est isomorphe
a` E∗. Rappelons les de´finitions de E et V . Soient
µ = η ⊕ f1 : F1 −→ E ⊕ F0, ν = λ⊕ d1 : D1 −→ F
∗ ⊕D0,
Alors on a E = (E ⊕ F0)/ Im(µ) et V = (F ∗ ⊕D0)/ Im(ν). Soit
I : F ∗ ⊕D0 // E∗ ⊕ F ∗0
(φ, δ0)
✤ // (d0(δ0),
tf0(φ)− α(δ0))
Il est aise´ de montrer que I induit un isomorphisme I : V ≃ E∗. Pour achever la de´monstration
on ve´rifie aise´ment qu’on a un diagramme commutatif
0 // F ∗ // V
I

// E∗ // 0
0 // F ∗ // E∗ // E∗ // 0

4.5.2. Remarque : On peut obtenir un diagramme comme celui de la proposition 4.5.1 pour
tout morphisme D1 → F ∗ repre´sentant l’extension duale. En effet, si ψ : D0 → F ∗, on a un
diagramme commutatif
0 // F ∗ 
 tf0 // F ∗0
tf1 // F ∗1
D2
OO
d2 // D1
λ+ψd1
OO
d1 // D0
α+tf0ψ
OO
d0 // E∗
tη
OO
4.6. Re´solutions d’extensions
Soit
(L) 0 // E // E // F // 0
une extension de faisceaux cohe´rents sur X . Soit
· · ·E2
e2 // E1
e1 // E0
e0 // E // 0
une re´solution localement libre de E. Soit
· · ·F2
f2 // F1
f1 // F0
f0 // F // 0
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une re´solution localement libre de F telle que (L) provienne d’un morphisme σ1 : F1 −→ E
s’annulant sur Im(f2). (cf. 4.2). On en de´duit une re´solution localement libre de E :
· · ·F2
f2 // F1
(f1,σ1)// F0 ⊕ E // E // 0
Cette re´solution n’est malheureusement pas arbitrairement ne´gative (a` cause du terme F0⊕E),
et ne peut donc pas eˆtre utilise´e pour calculer des espaces du type Extp(E ,U), ou` U est un
faisceau cohe´rent sur X . En fait seuls les e´le´ments qui proviennent de Ext1(F,U) peuvent eˆtre
construits (si p > 0). Cependant, si on prend les Fi suffisamment ne´gatifs, on de´duit aise´ment
de la re´solution pre´ce´dente de E une nouvelle re´solution
· · ·F2 ⊕ E2
δ2 // F1 ⊕ E1
δ1 // F0 ⊕E0
δ0 // E // 0
ou` δ0 est la compose´e
F0 ⊕ E0
(I,e0) // F0 ⊕E // E
et δi pour i > 1 est repre´sente´ par une matrice(
fi 0
θi ei
)
avec θi : Fi → Ei−1. Les θi ve´rifient l’e´quation
θifi+1 + eiθi+1 = 0
pour i ≥ 1. Si les re´solutions de E et F sont ade´quates, tout e´le´ment u de Ext1(E ,U) peut eˆtre
repre´sente´ par un morphisme
(φp, ǫp) : Fp ⊕ Ep → U
s’annulant sur Im(δp+1), et u provient de Ext
p(F,U) si et seulement si on peut le repre´senter
par un morphisme tel que ǫp = 0. En ge´ne´ral l’image de u dans Ext
p(E,U) est repre´sente´e par
ǫp : Ep → U .
On a une suite exacte de complexes
· · ·E2
e2 //
 _

E1
e1 //
 _

E0
e0 //
 _

E // _

0
· · ·F2 ⊕E2
δ2 //

F1 ⊕ E1
δ1 //

F0 ⊕ E0
δ0 //

E //

0
· · ·F2
f2 // F1
f1 // F0
f0 // F // 0
Re´ciproquement, si on a une suite exacte du type pre´ce´dent, les morphismes δi sont de´finis par
des matrices
(
fi 0
θi ei
)
, avec θi : Fi → Ei−1, et (θi)i≥1 de´finit un e´le´ment de Ext
1(F,E) qui
est celui qui est associe´ a` l’extension de F par E induite par la suite exacte de complexes.
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5. Faisceaux re´guliers
Soit X une varie´te´ alge´brique projective lisse et irre´ductible
5.1. De´finition des faisceaux re´guliers
5.1.1. De´finition : Soit F un faisceau cohe´rent X. On dit que F est re´gulier si
- (i) F est sans torsion.
- (ii) F ∗∗ est simple et 2-lisse (cf. 2.3.1).
- (iii) Si F n’est pas localement libre, F ∗∗/F est parfait de codimension 2 (cf 2.7).
5.1.2. Remarques : 1 - La simplicite´ de F ∗∗ entraine celle de F .
2 - Si X est une surface, on voit aise´ment en utilisant la dualite´ de Serre que la 2-lissite´ de
F ∗∗ entraine celle de F , et que la condition (iii) est une conse´quence de (i). La de´finition d’un
faisceau re´gulier est donc plus simple dans ce cas : c’est un faisceau isomorphe au noyau d’un
morphisme E → T , ou` T est un faisceau de dimension 0 et E un fibre´ vectoriel simple et 2-lisse.
5.1.3. Lemme : Soient F un faisceau re´gulier non localement libre sur X et T = F ∗∗/F .
Alors on a un diagramme commutatif canonique avec lignes et colonnes exactes
0

0

0 // Hom(F ∗∗, T )/End(T ) //

Ext1(F ∗∗, F )/(End(T )/C)

0 // Hom(F, T ) // Ext1(F, F )
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De´monstration. On de´duit de la suite exacte 0 −→ F −→ F ∗∗ −→ T −→ 0 un diagramme
commutatif
0

0

C

End(T )
≃ //

Ext1(T, F )

0 // Hom(F ∗∗, T ) //

Ext1(F ∗∗, F )

0 // Hom(F, T ) // Ext1(F, F )
dont de´coule aise´ment le lemme. 
Soit F un faisceau re´gulier sur X . On notera
T (F ) = F ∗∗/F,
D(F ) = Ext1(F ∗∗, F )/(End(T )/C) + Hom(F, T ) ⊂ Ext1(F, F ).
On va voir dans 5.2 que D(F ) correspond aux de´formations de f obtenues en de´formant F ∗∗,
T et le morphisme surjectif F ∗∗ → T .
5.2. De´formations de faisceaux re´guliers
Soit X une varie´te´ alge´brique projective lisse et connexe. Soient T une famille de faisceaux
parfaits de codimension 2 sur X , parame´tre´e par une varie´te´ alge´brique irre´ductible Y et F une
famille de faisceaux localement libres sur X parame´tre´e par une varie´te´ alge´brique irre´ductible
Z (cf. 2.6). On note pY : Y × Z → Y , pZ : Y × Z → Z, pY×Z : Y × Z ×X → Y × Z les
projections. On suppose que les proprie´te´s suivantes sont ve´rifie´es :
(i) dim(Hom(Fz, Ty)) est inde´pendant des points ferme´s y de Y et z de Z.
(ii) si Y n’est pas re´duite, pour tout y ∈ Y , Ty est 2-lisse.
(iii) pour tout z ∈ Z, Fz est simple et 2-lisse.
5.2.1. Lemme : Le faisceau cohe´rent H = pY×Z∗(Hom(p
♯
Y (F), p
♯
Z(T ))) sur Y × Z est
localement libre.
DE´FORMATIONS DES EXTENSIONS LARGES DE FAISCEAUX 41
De´monstration. La dimension de Hom(Fz, Ty) ne de´pend pas des points y de Y et z de Z
d’apre`s (i). Donc si Y et Z sont re´duites H est bien localement libre (cf. par exemple [17], cor.
II.12.9). Supposons que Y soit non re´duite. Pour voir que H est localement libre on montre
que c’est le cas au voisinage de toute paire de points ferme´s (y, z). On utilise des de´formations
semi-universelles de Ty et Fz (cf. 3.1). Elles sont parame´tre´es par des germes lisses Uy et
Vz respectivement (car Fz est lisse et Ty aussi d’apre`s (ii)). Le faisceau H
′ analogue a` H sur
Uy × Vz est alors localement libre. Il en est donc de meˆme de H au voisinage de (x, y) puisque
que c’est l’image re´ciproque de H′ par le morphisme universel Y × Z → Uy × Vz de´fini au
voisinage de (y, z). Dans le cas ou` est Y est re´duite, il suffit de conside`rer une de´formation
semi-universelle de Fz. 
On note H0 l’ouvert de H (vu comme fibre´ vectoriel sur Y × Z) constitue´ des morphismes
surjectifs Fz → Ty. Si p de´signe la projection H0 → Y × Z on a donc un morphisme universel
surjectif de faisceaux sur H0 ×X
p♯(p♯Z(F)) −→ p
♯(p♯Y (T ))
dont le noyau G est une famille de faisceaux re´guliers sur X .
Soient P(H0) l’ouvert du fibre´ en espaces projectifs P(H) constitue´ des points au dessus de H0
et q : P(H0)→ Y × Z, pP : P(H0)×X → P(H0) les projections. On a comme pre´ce´demment
un morphisme universel surjectif de faisceaux sur P(H0)×X
q♯(p♯Z(F))⊗ p
∗
P(OP(H)(−1)) −→ q
♯(p♯Y (T ))
dont le noyau G ′ est une famille de faisceaux re´guliers sur X .
5.2.2. Proposition : Soit h un point ferme´ de H0, au dessus de (y, z) ∈ Y × Z. Alors
1 - Le morphisme de de´formation infinite´simale de Koda¨ıra-Spencer
ωh : THh −→ Ext
1(Gh,Gh)
est a` valeurs dans D(Gh).
2 - Si T , F sont des de´formations comple`tes de Ty, Fz respectivement, l’image de ωh est e´gale
a` D(Gh).
La proposition 5.2.2 est une conse´quence imme´diate des deux lemmes qui suivent.
Soient Hy = H|{y}×Z , G
y = G|Hy , H
z = H|Y×{z}, G
z = G|Hz . Soient
ωyh : TH
y
h −→ Ext
1(Gh,Gh), ω
z
h : TH
z
h −→ Ext
1(Gh,Gh)
les morphismes de de´formation infinite´simale de Koda¨ıra-Spencer de Gy, Gz respectivement, au
point h, qui sont des restrictions de ωh. Soient enfin
ωz : TH
y
h −→ Ext
1(Fz,Fz), ωy : TH
z
h −→ Ext
1(Ty, Ty)
les morphismes de de´formation infinite´simale de Koda¨ıra-Spencer de p♯Z(F), p
♯
Y (T ) respective-
ment, au point h.
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5.2.3. Lemme : (i) L’application ωyh est a` valeurs dans le sous-espace vectoriel
Ext1(G∗∗h ,Gh)/(End(Ty)/C) de Ext
1(Gh,Gh).
(ii) La compose´e
THyh
ωy
h // Ext1(G∗∗h ,Gh)/(End(Ty)/C) // // Ext
1(G∗∗h ,G
∗∗
h )
est e´gale a` ωz.
(iii) L’image de ωyh est exactement Ext
1(G∗∗h ,Gh)/(End(Ty)/C) si F est une de´formation
comple`te de Fz.
De´monstration. De´montrons (i). Soit φ : Z2 →Hy le morphisme correspondant a` un e´le´ment
u de THh. On a une suite exacte sur Hy ×X
0 // Gy // p♯Z(F)
// p∗X(Ty) // 0
(ou` pZ : Hy → Z et pX : Hy → X sont les projections). On en de´duit la suite exacte
0 // φ♯(Gy) // φ♯(p♯Z(F)) // p
∗
X(Ty) // 0
sur Z2 ×X. En projetant sur X on obtient le diagramme 3x3 suivant :
0

0

0

0 // Gh //

U

// Gh

// 0
0 // Fz //

V

// Fz

// 0
0 // Ty //

Ty ⊕ Ty

// Ty

// 0
0 0 0
ou` U = pX∗(φ♯(p
♯
Z(G
y))) , V = pX∗(φ♯(p
♯
Z(F))) .
Dans le diagramme 3x3 pre´ce´dent on a Ty ⊕ Ty = pX∗(p∗X(Ty)) , et la suite exacte horizontale
du bas est la suite exacte triviale. L’e´le´ment de Ext1(Gh,Gh) associe´ a` la suite exacte horizontale
du haut n’est autre que ωyh(u), d’apre`s 3.2.6. Soit V
′ ⊂ V le sous-faisceau image inverse du
second facteur Ty par le morphisme V → Ty ⊕ Ty. On a un diagramme commutatif canonique
avec lignes exactes
0 // Gh // U //

Gh // _

0
0 // Gh // V ′ // Fz // 0
Soit η l’e´le´ment de Ext1(Fz,Gh) = Ext
1(G∗∗h ,Gh) correspondant a` la suite exacte du bas. Alors
le diagramme commutatif pre´ce´dent montre que ωyh(u) est l’image de η par l’application
Ext1(G∗∗h ,Gh) −→ Ext
1(Gh,Gh)
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provenant de l’inclusion Gh ⊂ G∗∗h . Ceci de´montre (i).
Pour de´montrer l’assertion (ii) du lemme 5.2.3, on remarque que ωz(u) n’est autre que
l’extension horizontale du milieu du diagramme 3x3 pre´ce´dent, et (ii) de´coule du diagramme
commutatif avec lignes exactes
0 // Gh _

// V ′ // _

Fz // 0
0 // Fz // V // Fz // 0
Pour de´montrer (iii) on se restreint a` l’ouvert U de Hom(Fz, Ty) correspondant aux morphismes
surjectifs. On montre que la restriction de ωyh a` TUh est a` valeurs dans
Hom(Fz, Ty) ⊂ Ext
1(G∗∗h ,Gh)/(End(Ty)/C)
et que c’est meˆme l’identite´ de Hom(Fz, Ty). On en de´duit l’assertion (iii) a` l’aide de (ii). 
5.2.4. Lemme : (i) L’application ωzh est a` valeurs dans le sous-espace vectoriel Hom(Gh, Ty)
de Ext1(Gh,Gh).
(ii) La compose´e
THzh
ωz
h // Hom(Gh, Ty) // // Ext
1(Ty, Ty)
est e´gale a` ωy.
(iii) L’image de ωzh est exactement Hom(Gh, Ty) si T est une de´formation comple`te de Ty.
De´monstration. La de´monstration de (i) est analogue a` celle du (i) du lemme 5.2.3. On aboutit
a` un diagramme 3x3
0

0

0

0 // Gh //

U

// Gh

// 0
0 // Fz //

Fz ⊕ Fz

// Fz

// 0
0 // Ty //

W

// Ty

// 0
0 0 0
ou` la suite exacte horizontale du haut est associe´e a` ωzh(u). On en de´duit un diagramme
commutatif avec lignes exactes
0 // Gh _

// U //

Gh // 0
0 // Fz // Fz ⊕ Gh // Gh // 0
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qui montre que l’image de ωzh dans Ext
1(Gh,Fz) = Ext
1(Gh,G∗∗h ) est nulle, et donc que ω
z
h(u)
provient de Hom(Gh, Ty).
L’assertion (ii) est une conse´quence du corollaire 4.4.2 et (iii) se de´montre comme le (iii) du
lemme 5.2.3. 
On a des re´sultats analogues a` la proposition 5.2.2 et aux lemmes 5.2.3, 5.2.4, en remplac¸ant
H0 et G par P(H0), G ′ respectivement.
5.3. Faisceaux re´guliers sur les surfaces
5.3.1. Proposition : On suppose que X est une surface. Soient F un faisceau re´gulier non
localement libre sur X, et T = F ∗∗/F .
Soient
η : Ext1(F, F ∗∗)→ Ext1(F, T ) ≃ Ext2(T, T ), λ : Ext2(T, F ∗∗)→ Ext2(T, T )
les applications induites par π. Alors l’image de η est Ad2(T ) et λ est surjective. On pose
B(F ) = ker(η). Alors on a un diagramme 3x3 canonique
0

0

0

0 // Hom(F ∗∗, T )/End(T ) //

Ext1(F ∗∗, F )/(End(T )/C)

// Ext1(F ∗∗, F ∗∗)

// 0
0 // Hom(F, T ) //

Ext1(F, F )

// B(F )

// 0
0 // Ext1(T, T ) //

Ext2(T, F )

// ker(λ)

// 0
0 0 0
De´monstration. On a un diagramme
Ext1(F, F ∗∗)
η // Ext1(F, T ) //
≃

Ext2(F, F )
tr2(F )

Ext2(T, T )
tr2(T ) // H2(OX)
ou` la ligne du haut est exacte et le carre´ est anticommutatif (cf. 2.3). Puisque tr2(F )
est un isomorphisme on a Im(η) = ker(tr2(T )). La seconde assertion de´coule du fait que
coker(λ) ⊂ Ext3(T, F ).
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Montrons maintenant que l’application Ext1(F, F )→ Ext2(T, F ) est surjective. On a une suite
exacte
Ext1(F, F ) // Ext2(T, F ) // Ext2(F ∗∗, F )
φ // Ext2(F, F )
donc il suffit de montrer que φ est injective, et c’est imme´diat en utilisant la dualite´ de Serre
et la lissite´ de F et F ∗∗.
Le reste du lemme 5.3.1 de´coule aise´ment du lemme 5.1.3 et du diagramme commutatif avec
lignes et colonnes exactes suivant :
Ext1(T, F ) //

{0} = Ext1(T, F ∗∗)

Ext1(F ∗∗, F ) //

Ext1(F ∗∗, F ∗∗)

// {0} = Ext1(F ∗∗, T )

Ext1(F, F ) //

Ext1(F, F ∗∗)
η //

Ext1(F, T ) //
≃

Ext2(F, F )
Ext2(T, F ) //

Ext2(T, F ∗∗)
λ //

Ext2(T, T )
tr2(T )tt✐✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐
0 Ext2(F ∗∗, F ∗∗) = H2(OX) {0} = Ext
2(F ∗∗, T )

5.3.2. Remarque : On voit que λ ne peut eˆtre bijective que si F est de rang 1. Donc si
rg(F ) > 1, on a D(F ) 6= Ext1(F, F ). On retrouve le fait bien connu que sur une surface les
faisceaux sans torsion de rang supe´rieur a` 1 peuvent eˆtre de´forme´s en faisceaux localement
libres.
5.3.3. De´formation des faisceaux re´guliers sur les surfaces. La condition (i) de 5.2 est toujours
ve´rifie´e. Soient k > 0 un entier, Xk l’ouvert de Hilb
k(X) correspondant aux sous-sche´mas
constitue´s de k points distincts et Uk ⊂ Xk l’ouvert au dessus de Xk. On suppose que Y = Uk,
T e´tant le faisceau universel e´vident. Pour 1 ≤ i ≤ k, soient pi : Uk → X la i-e`me projection,
et Fi = (IZ × pi)∗(F). Soit enfin
W = P(F∗1 )×Uk×Z · · · ×Uk×Z P(F
∗
k ).
Pour tous (xi) ∈ Uk et z ∈ Z, la fibre de W au dessus de ((xi), z) est P(F∗z,x1)× · · · × P(F
∗
z,xk
).
Pour 1 ≤ i ≤ k, on note πi : W ×X → P(Fi) la i-e`me projection. Soient pZ la projection
W → Z et pU la projection W → Uk. Alors on a un morphisme surjectif e´vident
p♯Z(F)⊗ π
∗
1(OP(F∗1 )(−1))⊗ · · · ⊗ π
∗
k(OP(F∗k )(−1)) −→ p
♯
U(T ).
Son noyau V est une famille de faisceaux re´guliers.
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Soit Σk le groupe des permutations de {1, . . . , k}. On conside`re l’action e´vidente de Σk sur Uk,
W et V. Soient W =W/Σk, V = V/Σk, qui est une famille de faisceaux re´guliers parame´tre´e
par W . Le re´sultat suivant de´coule aise´ment de la construction de V :
5.3.4. Proposition : Pour tout point w de W , le morphisme de de´formation infinite´simale
de Koda¨ıra-Spencer
ωw : TW k −→ Ext
1(Vw,Vw)
est injectif et a pour image D(Vw).
Soient F un faisceau re´gulier tel qu’il existe w ∈ W tel que Vw ≃ F , U une de´formation semi-
universelle de F parame´tre´e par un germe (S, s0) et f : (V, w)→ (S, s0) un morphisme de´fini par
U (V e´tant un voisinage ade´quat de w dansW ). Alors l’image de f dans S ne de´pend que de F
et de U , on la note D(U , F ). Plus pre´cise´ment, si U ′ est une autre de´formation semi-universelle
de F , parame´tre´e par un germe (S ′, s′0), et si φ : (S
′, s′0)→ (S, s0) est un isomorphisme tel que
φ♯(U) ≃ U ′, on a φ(D(U ′, F )) = D(U , F ). L’espace tangent de D(U , F ) en s0 est D(F ).
Soient T une varie´te´ alge´brique, t un point ferme´ de T , E un faisceau cohe´rent sur T ×X , plat
qur T et tel que Et ≃ F . On dit que E est une de´formation re´gulie`re de F en t si un morphisme
ψ : (T, t)→ (S, s0) tel que ψ♯(U) ≃ E est a` valeurs dans D(U , F ). On montre aise´ment que E
est une de´formation re´gulie`re de F en t si et seulement si il existe un ouvert U de T contenant
t tel que E∗U×X soit localement libre. Si c’est le cas on peut choisir U de telle sorte qu’il existe
un unique morphisme Ψ : U → W tel que Ψ♯(V) ≃ EU×X. C’est pourquoi on peut dire que W ,
munie de V, est une sorte de varie´te´ de modules de faisceaux re´guliers.
5.4. Faisceaux re´guliers sur les varie´te´s de dimension supe´rieure a` 2
5.4.1. Proposition : On suppose que Ext1(F ∗∗, T ) = Ext2(F ∗∗, T ) = Hom(F ∗, T˜ ) = {0}.
Alors on a un diagramme commutatif avec lignes et colonnes exactes
0

0

0 // Hom(F ∗∗, T )/End(T ) //

Ext1(F ∗∗, F )/(End(T )/C) //

Ext1(F ∗∗, F ∗∗) //
≃

0
0 // Hom(F, T ) //

Ext1(F, F ) //

Ext1(F, F ∗∗) // 0
Ext1(T, T )

≃ // Ext2(T, F )

0 0
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On a donc Ext1(F, F ) = D(F ), et toute de´formation de F s’obtient en de´formant F ∗∗, T et le
morphisme surjectif F ∗∗ → T .
De´monstration. Le seul point non imme´diat sont la surjectivite´ des morphismes
α : Ext1(F, F )→ Ext1(F, F ∗∗) et β : Ext1(F, F )→ Ext2(T, F ). En ce qui concerne le premier
on a une suite exacte
Ext1(F, F )
α // Ext1(F, F ∗∗)
η // Ext1(F, T )
et il suffit de montrer que η = 0. Cela de´coule du carre´ commutatif
Ext1(F ∗∗, F ∗∗) //
≃

Ext1(F ∗∗, T ) = {0}

Ext1(F, F ∗∗)
η // Ext1(F, T )
ou` la fle`che de gauche est un isomorphisme parce que Ext1(T, F ∗∗) = Ext2(T, F ∗∗) = {0}. On
a une suite exacte
Ext1(F, F )
β // Ext2(T, F ) // Ext1(F ∗∗, F )
γ // Ext2(F, F )
et il suffit de montrer que γ est injective. Cela de´coule du diagramme commutatif
Ext2(F ∗∗, F )
γ

≃ // Ext2(F ∗∗, F ∗∗)
 _

Ext2(F, F ) // Ext2(F, F ∗∗)
ou` la fle`che du haut est un isomorphisme parce que Ext1(F ∗∗, T ) = Ext2(F ∗∗, T ) = {0}, et celle
de droite une inclusion parce que Ext2(T, F ∗∗) = {0}. 
On se place dans la situation de 5.2, les conditions (i), (ii), (iii) e´tant ve´rifie´es. On de´duit
aise´ment de la proposition 5.4.1 la
5.4.2. Proposition : Soient h un point ferme´ de H0, au dessus de (y, z) ∈ Y × Z et q le
point correspondant de P(H0). On suppose que H0(Fz ⊗ T˜y) = {0}, et que T , F sont des
de´formations comple`tes de Ty, Fz, respectivement. Alors on a
(i) G (resp. G ′) est une de´formation comple`te de Gh (resp. G ′q).
(ii) Si de plus Y est re´duite en y, la base d’une de´formation semi-universelle de Gh est aussi
re´duite.
(iii) Si Ty est simple et Y re´duite en y, et si F , T sont des de´formations semi-universelles de
Fz, Ty respectivement, G
′ est une de´formation semi-universelle de G ′q.
et le
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5.4.3. Corollaire : On suppose que Y munie de T et Z munie de F sont des varie´te´s de
modules fins (cf. 2.6), que Y est re´duit et que pour tout y ∈ Y le faisceau Ty est simple. Alors
P(H0) muni de G ′ est une varie´te´ de modules fins. En particulier les faisceaux G ′q, q ∈ P(H
0),
constituent un ensemble ouvert.
5.4.4. Exemples sur P3. Soient V un C-espace vectoriel de dimension 4 et P3 = P(V ). Soient
Y0 un ouvert lisse d’une composante irre´ductible d’un sche´ma de Hilbert de courbes sur P3,
constitue´ de courbes lisses et irre´ductibles et C→ Y0 la courbe universelle. Soient d le degre´
des courbes de Y0 et g leur genre. Soit m un entier tel que 1− g +m et d soient premiers entre
eux. Soit Jm → Y0 la jacobienne relative de degre´ m. D’apre`s [35] il existe un fibre´ de Poincare´
Jm sur Jm ×Y0 C. On peut voir Jm comme un famille de faisceaux parfaits de codimension 2
sur P3 parame´tre´e par J
m. C’est meˆme une varie´te´ de modules fins.
Soient d’autre partM une varie´te´ de modules fins de fibre´s vectoriels simples et 2-lisses sur P3,
F le fibre´ universel associe´. Les conditions (i), (ii), (iii) de 5.2 et celles des propositions 5.4.1,
5.4.2 sont ve´rifie´es si m≫ 0. Dans ce cas, d’apre`s le corollaire 5.4.3, P(H0) muni de G ′ est une
varie´te´ de modules fins, constitue´e de faisceaux re´guliers non localement libres.
Par exemple on prend pour Y0 la grassmannienne des droites de P3. Le fibre´ de Poincare´ Jm
existe quelque soit m. Soit M(2; 0, 1, 0) la varie´te´ de modules des faisceaux semi-stables de
rang 2 et de classes de Chern 0,1,0 sur P3. Soit M l’ouvert de M(2; 0, 1, 0) correspondant aux
faisceaux localement libres (ce sont les fibre´s de corre´lation nulle) (cf. [38], 4.3, ex. 3). Alors
M est canoniquement isomorphe au comple´mentaire de la grassmannienne des droites de P3
dans P(∧2V ∗) et il existe un fibre´ universel F sur M× P3. Alors les conditions (i), (ii), (iii) de
5.2 et celles des propositions 5.4.1, 5.4.2 sont ve´rifie´es de´s que m ≥ 0.
Si on prend pourM la varie´te´ de modules fins constitue´e du seul fibre´ O, toutes les hypothe`ses
de la proposition 5.4.1 ne sont pas ve´rifie´es (on a h0(O˜ℓ) = h0(Oℓ(2)) 6= 0) mais on a quand
meˆme D(Iℓ) = Ext
1(Iℓ, Iℓ).
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6. Extensions larges - De´finition
Soient X une varie´te´ alge´brique projective lisse connexe, OX(1) un fibre´ en droites tre`s ample
sur X .
6.1. Motivation
Soient E0 un faisceau localement libre, F un faisceau re´gulier sur X , non localement libre, et
n un entier. On conside`re des extensions
0 // E // E // F // 0
avec E = E0(n) . Soit T = F
∗∗/F .
6.1.1. Lemme : Il existe un entier n0 tel que si n ≥ n0, les proprie´te´s suivantes soient
ve´rifie´es :
1 - On a Exti(F ∗∗, E) = {0} pour i ≥ 1 et Exti(F,E) = {0} pour i ≥ 2.
2 - On a Exti(E, F ∗∗) = {0} pour i < dim(X).
3 - On a Ext1(F ′, E) = {0} pour toute de´formation localement libre F ′ de F .
De´monstration. Cela de´coule aise´ment du the´ore`me B de Serre. Le fait que Exti(F,E) est nul
si i ≥ 2 de´coule du lemme 2.7.2 : on choisit d’abord n0 suffisamment grand pour qu’on ait
Exti(F ∗∗, E) = 0 pour i ≥ 1, et on obtient alors des isomorphismes
Exti(F,E) ≃ Exti+1(T,E)
pour i ≥ 2, et Exti+1(T,E) est nul si n0 est assez grand. 
Il de´coule de 3- que les extensions non triviales de F par E proviennent essentiellement des
singularite´s de F . On a d’ailleurs d’apre`s le lemme pre´ce´dent un isomorphisme canonique
Ext1(F,E) ≃ Ext2(T,E) ≃ H0(E ⊗ ω−1X ⊗ T
∨).
6.1.2. Lemme : Soit σ ∈ Ext1(F,E) et 0→ E → E → F → 0 l’extension associe´e. Alors
E est localement libre si et seulement si le morphisme E∗ → T (F )∨ ⊗ ω−1X associe´ a` σ est
surjectif.
De´monstration. Ce re´sultat est analogue au lemme 5.1.2 de [38] et se de´montre de la meˆme
fac¸on. 
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6.2. Dualite´ et de´finition des extensions larges
On conside`re une extension comme dans le lemme 7.3.2 :
(L) 0 // E // E // F // 0 ,
ou` E est localement libre. On de´duit de la suite exacte pre´ce´dente la suite exacte
0 // F ∗ // E∗ // E∗ // Ext1(F,OX) ≃ T∨ ⊗ ω
−1
X
// 0.
Le morphisme surjectif pre´ce´dent φ : E∗ → T∨ ⊗ ω−1X est exactement l’e´le´ment de
Ext1(F,E) ≃ Hom(E∗, T˜ ⊗ ω−1X ) associe´ a` λ (cf. lemme 6.1.2). On pose G = ker(φ), donc
G∗∗/G = T∨ ⊗ ω−1X . On a alors E ≃ G
∗. L’extension (L) s’e´crit donc
0 // G∗ // E // F // 0
et on obtient aussi l’extension supple´mentaire
(L∗) 0 // F ∗ // E∗ // G // 0 .
L’extension (L) est entie`rement de´termine´e par les fibre´s vectoriels F ∗, G∗, le faisceau parfait
T et deux morphismes surjectifs
• Celui qui de´finit F , τ : F ∗∗ → T ,
• Celui provenant de l’e´le´ment σ de Ext1(F,E) associe´ a` (L),
φ : G∗∗ −→ T∨ ⊗ ω−1X .
De la meˆme manie`re l’extension (L∗) est entie`rement de´termine´e par les fibre´s vectoriels F ∗,
G∗, le faisceau parfait T˜ = T∨ ⊗ ω−1X et les morphismes surjectifs
• Celui qui de´finit G, τ ∗ : G∗∗ → T˜ ,
• Celui provenant de l’e´le´ment σ∗ de Ext1(G,F ∗) associe´ a` (L∗),
φ∗ : F ∗∗ −→ T˜∨ ⊗ ω−1X = T.
6.2.1. Proposition : Les morphismes correspondant a` (L) et (L∗) sont les meˆmes : on a
τ ∗ = φ, φ∗ = τ.
De´monstration. Cela de´coule aise´ment de l’associativite´ des Ext. 
6.2.2. De´finition : On appelle extension large une extension
0 // G∗ // E // F // 0
comme pre´ce´demment, l’extension associe´e
0 // F ∗ // E∗ // G // 0
e´tant appele´e extension duale, telle que les proprie´te´s du lemme 6.1.1 soient ve´rifie´es, c’est-a`-
dire
Exti(F ∗∗, G∗) = {0} si i ≥ 1,
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Exti(F,G∗) = Exti(G,F ∗) = {0} si i ≥ 2,
Exti(G∗, F ∗∗) = {0} si i < dim(X),
et que :
(1) E est localement libre.
(2) F et G sont re´guliers.
On appelle aussi extensions larges les fibre´s vectoriels E .
Examinons maintenant comment on peut construire des extensions larges. Soient G0, F0 des
faisceaux localement libres et T0 un faisceau parfait sur X . On suppose que pour p ≫ 0 il
existe des morphismes surjectifs F0 −→ T0(p), G0 −→ T˜0(p). Alors, si n ≫ m ≫ 0, il existe
des morphismes surjectifs
π : F0 −→ T0(m), ρ : G0(−n) −→ T˜0(−m)
de´finissant une extension large, avec F = ker(π), G = ker(ρ) et T = T0(m).
6.3. Exemples
6.3.1. Exemple 1 - Fibre´s instables de rang 2 sur une surface
On suppose que X est une surface. Soient Y ⊂ X un sous-sche´ma de dimension 0 et IY le
faisceau d’ide´aux de Y .
Soient L0, L1 des fibre´s en droites sur X tels que
h1(L∗0 ⊗ L
∗
1) = h
2(L∗0 ⊗ L
∗
1) = h
0(L0 ⊗ L1) = h
1(L0 ⊗L1) = h
0(L0 ⊗ L1 ⊗ IY ⊗ ωX) = 0.
Alors il existe des extensions larges
0 // L∗0 // E // L1 ⊗ IY // 0
En particulier, soit m > 0 un entier tel que
h0(IY ⊗ ωX(−m)) = h
1(OX(m)) = h
2(OX(m)) = h
1(OX(−m)) = {0}.
Alors il existe des extensions larges
0 // OX(m) // E // IY // 0
Le cas de P2 est e´tudie´ dans [48]. Dans ce cas la seule condition est m > 0.
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6.3.2. Exemple 2 - Fibre´s instables de rang 2 sur une varie´te´ de dimension n > 2
Soit n = dim(X). Soit Y ⊂ X une sous-varie´te´ ferme´e localement intersection comple`te, de
faisceau d’ide´aux IY , L0, L1 des fibre´s en droites sur X tels que L0 ⊗L1 ≃ det(NY/X) (NY/X
de´signant le fibre´ normal de Y ). On suppose que
hi(L∗0 ⊗L
∗
1) = 0 si i ≥ 1, h
i(L0 ⊗ L1) = 0 si i < n,
hi(L0 ⊗L1 ⊗ IY ⊗ ωX) = 0 si i ≤ n− 2.
Alors il existe des extensions larges
0 // L∗0 // E // L1 ⊗ IY // 0
Remarquons que si Y est irre´ductible, il existe essentiellement une seule telle extension.
En particulier, soit m > 0 un entier tel que
hi(OX(m)) = 0 si i ≥ 1, h
i(OX(−m)) = 0 si i < n, h
i(IY ⊗ωX(−m)) = 0 si i ≤ n−2.
Alors il existe des extensions larges
0 // OX(m) // E // IY // 0
Dans le cas de Pn la seule condition est m > 0. Pre´cisons que l’existence des sous-varie´te´s Y
n’est pas assure´e si n > 3, car l’hypothe`se det(NY/X) ≃ OX(−m) entraine que Y ne peut pas
eˆtre une intersection comple`te. On conjecture en fait qu’il n’existe pas de telles Y si n ≥ 5 (cf.
[17]).
6.3.3. Exemple 3 - Fibre´s de rang e´leve´ sur P2
Soit E un fibre´ exceptionnel sur P2 (cf. 2.8). Soient m ≥ 1, r ≥ 2, c1, c2 des entiers et tels que
µ(E) <
c1
r
< µ(E) + xE
et que les faisceaux cohe´rents E ′ de rang r et de classes de Chern c1, c2 ve´rifient l’e´quation
χ(E ′, E) = 0. Soit T un faisceau de dimension 0 tel qu’il existe des morphismes surjectifs
E → T et O ⊗ Cr → T . D’apre`s [5], prop. 3.6, il existe des fibre´s stables E ′ de rang r et de
classes de Chern c1, c2 tels que Ext
1(E,E ′) = {0}. Alors il existe des extensions larges
0 −→ G∗ −→ E −→ F −→ 0
ou` G (resp. F ) est le noyau d’un morphisme surjectif E ′∗ → T˜ (resp. E → T ).
Dans la figure ci-dessous on a repre´sente´ la position du point de R2 correspondant aux fibre´s
E ′.
DE´FORMATIONS DES EXTENSIONS LARGES DE FAISCEAUX 53
χ(E,X)=0
χ(X,E)=0
∆=1/2
µ(E)
µ(E)+xEµ(E)-xE
E’=G*
E=F**
∆
µ
Figure 3 - Position de E ′ dans le plan de coordonne´es (µ,∆)
Rappelons qu’on dit qu’un faisceau cohe´rent F sur P2 est prioritaire s’il est sans torsion et
qu’on a Ext2(F ,F(−1)) = {0} (cf. [19]). Il est facile de voir que le faisceau E pre´ce´dent est
prioritaire. On a de plus µ(E) < µ(E) < µ(F ′). D’autre part, on a
∆(E) = C +
h0(T )
rg(E) + r
,
avec
C =
1
rg(E) + r
(c2 + c2(E) + c1c1(E)−
rg(E) + r − 1
2(rg(E) + r)
(c1 + c1(E))
2)).
Donc si h0(T ) est suffisamment grand, le point du plan R2 correspondant a` E se trouve au
dessus du graphe de la fonction ∆ = δ(µ) (cf. 2.8). Puisque le champ des faisceaux prioritaires
est irre´ductible d’apre`s [19], cela entraine que E se de´forme en fibre´s stables. Dans ce cas les
de´formations de E ne sont pas des extensions larges du meˆme type (cf 9.3).
6.4. Construction des extensions larges
On refait maintenant les constructions pre´ce´dentes dans un ordre diffe´rent. On conside`re des
fibre´s vectoriels F, G, et un faisceau parfait T sur X . On pose
T˜ = Ext2(T,OX) ≃ T
∨ ⊗ ω−1X .
La transposition de´finit un isomorphisme canonique End(T ) ≃ End(T˜ ). Soient
π : F −→ T, ρ : G −→ T˜
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des morphismes surjectifs. On pose F = ker(π), G = ker(ρ), de telle sorte que F = F ∗∗,
G = G∗∗. On se place dans le cas ou` comme dans 6.2, π et ρ de´finissent une extension large
(L) 0 // G∗
i // E
p // F // 0
associe´e a` σ ∈ Ext1(F,G∗) et l’extension duale
(L∗) 0 // F ∗
tp // E∗
ti // G // 0
associe´e a` σ∗ ∈ Ext1(G,F ∗). Rappelons qu’on a des isomorphismes canoniques
δ(π) : Ext1(G,OX)→ T, δ
′(ρ) : Ext1(F,OX)→ T˜
provenant des suites exactes
0 // F // F
π // T // 0 , 0 // G // G
ρ // T˜ // 0
et des isomorphismes T˜ ≃ Ext2(T,OX), T ≃ Ext
2(T˜ ,OX).
D’apre`s 4.2 il existe une re´solution localement libre de F
· · ·F2
f2 // F1
f1 // F0
f0 // F // 0
et une re´solution localement libre de G
· · ·G2
g2 // G1
g1 // G0
g0 // G // 0
telles que (L) provienne d’un morphisme σ1 : F1 −→ G∗ s’annulant sur l’image de f2, et que
(L∗) provienne d’un morphisme σ∗1 : G1 −→ F
∗ s’annulant sur l’image de g2.
On retrouve les donne´es de de´part a` partir de σ1, σ
∗
1 de la fac¸on suivante : on a un isomorphisme
canonique
Ext1(G,OX) ≃ ker(
tg2)/ Im(
tg1),
tσ∗1 est a` valeurs dans ker(
tg2) et π n’est autre que la compose´e
F ∗∗
tσ∗1 // ker(tg2) // // ker(
tg2)/ Im(
tg1).
On retrouve de meˆme ρ a` partir de σ1.
On obtient alors des re´solutions localement libres de E et E∗
· · ·F2
f2 // F1
(f1,σ1)// F0 ⊕G∗ // E // 0
· · ·G2
g2 // G1
(g1,σ∗1 )// G0 ⊕ F ∗ // E∗ // 0.
On a des diagrammes commutatifs
F0 ⊕G∗ // //
f0
$$ $$❍
❍❍
❍❍
❍❍
❍❍
E
p

F
, F0 ⊕G∗ // // E
G∗
R2
tg0
dd■■■■■■■■■
?
i
OO
et des diagrammes analogues pour E∗.
On de´duit des re´solutions pre´ce´dentes de E et E∗ la suite exacte
· · ·F2
f2 // F1
(f1,σ1) // F0 ⊕G∗
θ // F ∗∗ ⊕G∗0
tσ∗1+
tg1 // G∗1 // G
∗
2 · · ·
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Des diagrammes commutatifs pre´ce´dents on de´duit que θ est de la forme
θ =
(
f0 0
−α tg0
)
,
avec α : F0 → G∗0. De l’exactitude de la suite pre´ce´dente on de´duit le diagramme commutatif
suivant :
F2
f2 //

F1
f1 //
σ1

F0
f0 //
α

F //
tσ∗1

0

0 // G∗
tg0 // G∗0
tg1 // G∗1
tg2 // G∗2
On obtient de meˆme le diagramme dual
G2
g2 //

G1
g1 //
σ∗1

G0
g0 //
tα

G //
tσ1

0

0 // F ∗
tf0 // F ∗0
tf1 // F ∗1
tf2 // F ∗2
Remarquons que ces diagrammes induisent des morphismes de re´solutions de T et T˜ :
F2
f2 //

F1
f1 //
σ1

F0
f0 //
α

F ∗∗
π //
tσ∗1

T
0 // G∗
tg0 // G∗0
tg1 // ker(tg2)
π′ // T
G2
g2 //

G1
g1 //
σ∗1

G0
g0 //
tα

G∗∗
ρ //
tσ1

T˜
0 // F ∗
tf0 // F ∗0
tf1 // ker(tf2)
ρ′ // T˜
Ces re´solutions permettent d’expliciter partiellement les isomorphismes
Ext2(T,W ) ≃ Hom(W ∗, T˜ ), Ext2(T˜ ,W ) ≃ Hom(W ∗, T ),
W e´tant un fibre´ vectoriel sur X . Soit µ : F1 → W un morphisme s’annulant sur Im(f2).
Ce morphisme de´finit un e´le´ment u de Ext2(T,W ) d’apre`s la re´solution pre´ce´dente de T . Le
morphisme tµ :W ∗ → F ∗1 est a` valeurs dans ker(
tf2), et la composition avec le morphisme
ker(tf2)→ T˜ du diagramme pre´ce´dent donne le morphisme W ∗ → T˜ associe´ a` u.
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7. Proprie´te´s des extensions larges
On utilise ici les notations et re´sultats de 6, et plus particulie`rement ceux de 6.4. On conside`re
donc une extension large
(L) 0 // G∗
i // E
p // F // 0
et le sujet principal de ce chapitre est l’e´tude de la structure de Ext1(E , E) induite par la suite
exacte pre´ce´dente et la suite exacte duale.
7.1. L’application canonique End(T )→ Ext1(E , E)
Examinons les actions de Aut(T ) = Aut(T˜ ) sur Ext1(F,G∗) et Ext1(G,F ∗).
Ces actions proviennent des isomorphismes canoniques Ext1(F,G∗) ≃ Hom(G∗∗, T˜ ) et
Ext1(G,F ∗) ≃ Hom(F ∗∗, T ) respectivement.
Soit θ ∈ Aut(T ). Alors on a δ′(tθ ◦ ρ) = θ−1 ◦ δ′(ρ), δ(θ−1 ◦ π) = tθ ◦ δ(π) . Il en de´coule
que δ′(tθ ◦ ρ)−1 ◦ θ−1 ◦ π = δ′(ρ)−1 ◦ π, δ(θ−1 ◦ π)−1 ◦ tθ ◦ ρ = δ′(ρ)−1 ◦ π . On en de´duit que
les morphismes σ1, σ
∗
1, α correspondant a` (θ
−1 ◦ π, tθ ◦ ρ) sont les meˆmes que ceux qui corre-
spondent a` (π, ρ).
Soient
ξ0 : End(T˜ ) −→ Ext
1(E , E), ξ∗0 : End(T ) −→ Ext
1(E∗, E∗)
les applications compose´es :
End(T˜ )
ν // Hom(G∗∗, T˜ )
≃ // Ext1(F,G∗)
a // Ext1(E , G∗)
b // Ext1(E , E)
End(T )
ν′ // Hom(F ∗∗, T )
≃ // Ext1(G,F ∗)
a′ // Ext1(E∗, F ∗)
b′ // Ext1(E∗, E∗)
ou` a, b, a′, b′ sont induits par (L), (L∗), ν est la multiplication par ρ, et ν ′ celle par π.
7.1.1. Proposition : On a ξ0 = ξ
∗
0, compte tenu des identifications End(T ) ≃ End(T˜ ),
Ext1(E , E) ≃ Ext1(E∗, E∗).
De´monstration. On conside`re les morphismes
σ′1 : F1 −→ G
∗, σ′1
∗
: G1 −→ F
∗, α′ : F0 −→ G
∗
0
correspondant a`
θ ◦ π : F −→ T, ρ : G −→ T˜ .
Ce sont les meˆmes que ceux qui correspondent a`
π : F −→ T, tθ ◦ ρ : G −→ T˜ .
L’e´le´ment ν(θ) de Ext1(F,G∗) provient de σ′1, et a ◦ ν(θ) aussi, compte tenu de la re´solution
de E :
. . . F2 −→ F1 −→ F0 ⊕G
∗ −→ E −→ 0.
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Donc b ◦ a ◦ ν(θ) provient de la compose´e F1
σ′1 // G∗ 
 // E . De meˆme b′ ◦ a′ ◦ ν ′(θ) provient
de la compose´e G1
σ′1
∗
// F ∗ 
 // E∗ . On obtient alors le diagramme commutatif suivant :
G1 //
σ′1
∗

G0 ⊕ F ∗ //
Θ

E∗
ti

F ∗
tp

G∗∗
tσ′1

E∗ // F ∗0 ⊕G
∗∗ // F ∗1
ou` les ligne du haut et du bas proviennent des re´solutions de E et E∗ vues pre´ce´demment, et Θ
est de´fini par la matrice (
tα′ − tα tf0
g0 0
)
.
On en de´duit avec la proposition 4.5.1, que b′ ◦ a′ ◦ ν ′(θ) = b ◦ a ◦ ν(θ). 
7.2. L’application canonique Ext1(E , E)→ Ad2(T )
On utilise les notations et re´sultats de 6.4. L’application Hom(G∗, T )→ Ext1(G∗, F ) de´duite
de π est un isomorphisme, car Hom(G∗, F ∗∗) = Ext1(G∗, F ∗∗) = {0}. On note B son inverse.
De meˆme, l’application Hom(F ∗, T˜ )→ Ext1(F ∗, G) de´duite de ρ est un isomorphisme. On note
B′ son inverse.
7.2.1. Lemme : Les applications compose´es
Ext1(E , E)
A // Ext1(G∗, F )
B // Hom(G∗, T )
≃ // Ext2(T˜ , G∗∗)
C // Ext2(T˜ , T˜ )
Ext1(E∗, E∗)
A′ // Ext1(F ∗, G)
B′ // Hom(F ∗, T˜ )
≃ // Ext2(T, F ∗∗)
C′ // Ext2(T, T )
ou` A, A′ sont induits par (L), (L′), C ′ par π, et C par ρ sont a` valeurs dans Ad2(T˜ ), Ad2(T )
respectivement.
De´monstration. Dans le premier cas l’application A est a` valeurs dans le noyau de la multi-
plication par σ Ext1(G∗, F )→ Ext2(F, F ), et le re´sultat de´coule de la proposition 7.4.5. Le
second cas est analogue. 
On note
ξ2 : Ext
1(E , E) −→ Ad2(T˜ ), ξ∗2 : Ext
1(E∗, E∗) −→ Ad2(T )
les applications compose´es du lemme 7.2.1.
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7.2.2. Proposition : On a ξ∗2 = −ξ2, compte tenu des identifications
Ext2(T, T ) ≃ Ext2(T˜ , T˜ ), Ext1(E , E) ≃ Ext1(E∗, E∗).
De´monstration. On utilise les notations de 6.4. On choisit comme pre´ce´demment des re´solutions
localement libres suffisamment ”ne´gatives” :
· · ·F2
f2 // F1
f1 // F0
f0 // F // 0
· · ·G2
g2 // G1
g1 // G0
g0 // G // 0
· · ·F ′2
f ′2 // F ′1
f ′1 // F ′0
f ′0 // F ∗ // 0
· · ·G′2
g′2 // G′1
g′1 // G′0
g′0 // G∗ // 0
de telle sorte que les extensions larges soient construites comme dans 6.4 et qu’on ait des
re´solutions localement libres
· · ·F ′2 ⊕G2
δ∗2 // F ′1 ⊕G1
δ∗1 // F ′0 ⊕G0
δ∗0 // E∗ // 0
· · ·G′2 ⊕ F2
δ2 // G′1 ⊕ F1
δ1 // G′0 ⊕ F0
δ0 // E // 0
a` partir desquelles les Exti(E ,−) et Exti(E∗,−) puissent eˆtre construits (cf. 4.6). Rappelons
que pour i > 0, δ∗i provient d’une matrice(
f ′i σ
0∗
i
0 gi
)
, σ0∗i : Gi −→ F
′
i−1,
et δi d’une matrice (
g′i σ
0
i
0 fi
)
, σ0∗i : Fi −→ G
′
i−1.
On a aussi σ1 = g
′
0 ◦ σ
0
1 , σ
∗
1 = f
′
0 ◦ σ
0∗
1 .
E´tape 1. On montre d’abord que le diagramme
Ext1(E , E)
f

Ext1(E∗, E∗)
g

Ext1(G∗, E) = Ext1(E∗, G∗∗) Ext1(E∗, G)
h
oo
est commutatif. Soit u ∈ Ext1(E , E), provenant de u1 : G′1 ⊕ F1 −→ E . D’apre`s 4.5, on peut
supposer qu’il existe un diagramme commutatif
(D0) G
′
1 ⊕ F1
δ1 //
u1

G′0 ⊕ F0
δ0 //

E
u∗1

E
tδ∗0 // F ′0
∗ ⊕G∗0 // F
′
1
∗ ⊕G∗1
et tu∗1 : F
′
1 ⊕G1 → E
∗ repre´sente u, vu comme e´le´ment de Ext1(E∗, E∗). D’autre part, f(u)
est repre´sente´ par u1|G′1 : G
′
1 → F1, et g(u) par le morphisme compose´
φ : F ′1 ⊕G1
tu∗1 // E∗ // G.
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D’apre`s 4.5, pour ve´rifier que h ◦ g(u) = f(u) il suffit de trouver un diagramme commutatif
G′1
g′1 //
u1|G′1

G′0

g′0 // G∗
tφ

E
tδ∗0 // F ′0
∗ ⊕G∗0
tδ∗1 // F ′1
∗ ⊕G∗1
.
Mais un tel diagramme de´coule aise´ment du diagramme pre´ce´dent (D0).
Il suffit donc de montrer que le diagramme
Ext1(G∗, E)
A0

Ext1(E∗, G)
h
oo
A′0

Ext1(G∗, F )
B

Ext1(F ∗, G)
B′

Hom(G∗, T )
≃

Hom(F ∗, T˜ )
≃

Ext2(T˜ , G∗∗)
C

Ext2(T, F ∗∗)
C′

Ext2(T˜ , T˜ ) Ext2(T, T )
ou` les fle`ches proviennent de (L), (L∗), π et ρ est commutatif.
E´tape 2 . On part de v ∈ Ext1(E∗, G), repre´sente´ par un morphisme
(λ, γ) : F ′1 ⊕G1 −→ G
s’annulant sur Im(δ∗2). D’apre`s 4.5, on peut supposer qu’il existe un diagramme commutatif
(D1) F
′
1 ⊕G1
δ∗1 //
(λ,γ)

F ′0 ⊕G0
δ∗0 //
(ǫ0,χ0)

E∗
θ

G∗∗
tg′0 // G′0
∗
tg′1 // G′1
∗
et tθ : G′1 → E s’annule sur Im(g
′
2) et repre´sente h(v).
D’autre part, λ : F ′1 → G
∗∗ s’annule sur Im(f ′2) et repre´sente A
′
0(v), A0 ◦ h(v) est repre´sente´
par le morphisme compose´ µ : G′1
tθ // E
p // G∗∗ .
E´tape 3 . Puisque Ext1(F ∗, G∗) = Ext1(G∗, F ∗) = {0}, il existe des diagrammes commutatifs
e´tendant λ et µ
F ′1
f ′1 //
λ

F ′0
f ′0 //
λ0

F ∗
λ

G 
 // G∗∗
ρ // T˜
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G′1
g′1 //
µ

G′0
g′0 //
µ0

G∗
µ

F 
 // F ∗∗
π // T
et on a λ = B′ ◦ A′0(v), µ = B ◦ A0 ◦ h(v) . D’apre`s (D1) et les deux diagrammes
pre´ce´dents, on a ǫ0f
′
1 =
tg′0λ =
tg′0λ0f
′
1 . Donc (ǫ0 −
tg′0λ0)f
′
1 = 0. Il existe donc un mor-
phisme ψ : F ∗ → G′0
∗ tel que ǫ0 − tg′0λ0 = ψf
′
0. On peut alors prendre µ0 =
tψ, car
tf ′0
tψg′1 = (
tǫ0 − tλ0g′0)g
′
1 =
tǫ0g
′
1 =
tµ . On peut donc supposer qu’on a ǫ0 =
tg′0λ0 +
tµ0f
′
0.
E´tape 4 . On utilise maintenant les re´solutions canoniques de T et T˜ (cf. la fin de 6.4). On
va montrer qu’il existe un morphisme µ′ : G∗ −→ ker(tg2) tel que π′ ◦ µ′ = µ .
D’apre`s la construction des extensions (cf. 4.2) il existe un diagramme commutatif avec lignes
exactes
G1
g1 //
σ∗1

G0
g0 //

G
F ∗ // E∗ // G
En le dualisant on obtient le diagramme commutatif avec lignes exactes suivant :
0 // G∗
i // E
p //

F ∗∗
π //
tσ∗1

T // 0
0 // G∗
tg0 // G∗0
tg1 // ker(tg2)
π′ // T // 0
Cela prouve que les deux suites exactes de ce diagramme induisent le meˆme e´le´ment de
Ext2(T,G∗) (c’est en fait e´videmment ρ). Ceci prouve que le diagramme suivant, ou` les fle`ches
sont induites par le diagramme pre´ce´dent, est commutatif :
Hom(G∗, T )
ν //
B−1

Ext1(G∗, G∗0/G
∗)
ν′

Ext1(G∗, F )
η // Ext2(G∗, G∗)
On a η(B−1(µ)) = 0 (car B−1(µ) provient de Ext1(G∗, E)). Donc on a ν ′ ◦ ν(µ) = 0. Mais
ν ′ est injective, car Ext1(G∗, G∗0) = {0} (les re´solutions sont suffisamment ”ne´gatives”). Donc
ν(µ) = 0. Ceci prouve l’existence de µ′.
On montre de meˆme qu’il existe un morphisme λ′ : F ∗ −→ F ∗1 tel que ρ
′ ◦ λ′ = λ . Ici la
situation est le´ge`rement diffe´rente, car B′−1(λ) provient de Ext1(E∗, G), et il faudrait qu’il
provienne de Ext1(F ∗, E∗). Mais on a un diagramme commutatif
Ext1(E∗, E∗)
g′ //
g

Ext1(F ∗, E∗)

Ext1(E∗, G) // Ext1(F ∗, G)
ou` g est surjective d’apre`s la proposition 7.3.2. Donc si B′−1(λ) provient de Ext1(E∗, G), il
provient aussi de Ext1(F ∗, E∗).
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E´tape 5 . Il de´coule de ce qui pre´ce`de que C ◦B ◦A0 ◦ h(v) est repre´sente´ par
µ′ : G∗ −→ ker(tg2) compte tenu de la re´solution de T
0 // G∗
tg0 // G∗0
tg1 // ker(tg2)
π′ // T // 0 ,
et C ′ ◦B′ ◦ A′0(v) est repre´sente´ par λ
′ : F ∗ −→ F ∗1 compte tenu de la re´solution de T
· · ·F2
f2 // F1
f1 // F0
F0 // F ∗∗
π // T // 0 .
On utilise maintenant le diagramme commutatif de´fini a` la fin de 6.4
F2
f2 //

F1
f1 //
σ1

F0
f0 //
α

F ∗∗
π //
tσ∗1

T
0 // G∗
tg0 // G∗0
tg1 // ker(tg2)
π′ // T
Il suffit donc de trouver des morphismes H : F1 → G∗0, K : F0 → G
∗
1 tels que
tσ∗1
tλ′ + µ′σ1 = Kf1 +
tg1H , ou ce qui revient au meˆme λ
′σ∗1 +
tσ1
tµ′ = tf1
tK + tHg1 .
E´tape 6 . On a
ρ′(tσ01(
tg′0λ0)σ
0
1
∗
− λ′σ∗1) = ρ
′(tσ1λ0 − λ
′f ′0)σ
0
1
∗
= (ρλ0 − λf
′
0)σ
0
1
∗
= 0.
Donc tσ01(
tg′0λ0)σ
0
1
∗
− λ′σ∗1 est a` valeurs dans ker(ρ
′) = Im(tf1). Puisque Ext
1(G1, F
∗) = {0},
on peut e´crire
tσ01(
tg′0λ0)σ
0
1
∗
− λ′σ∗1 =
tf1X,
avec X : G1 → F ∗0 . De meˆme, on a
π′(tσ01
∗
(tf ′0µ0)σ
0
1 − µ
′σ1) = 0,
donc puisque Ext1(F1, G
∗) = {0}, on peut e´crire
tσ01
∗
(tf ′0µ0)σ
0
1 − µ
′σ1 =
tg1Y,
avec Y : F1 → G∗0, c’est-a`-dire
tσ01(
tµ0f
′
0)σ
0
1
∗
− tσ1
tµ′ = tY g1.
On a donc
λ′σ∗1 +
tσ1
tµ′ = tσ01ǫ0σ
0
1
∗
− tf1X −
tY g1
(cf. la fin de l’e´tape 3).
Il suffit donc de montrer qu’il existe des morphismes H ′ : G0 → F ∗1 et K
′ : G1 → F ∗0 tels que
tσ01ǫ0σ
0
1
∗
= tf1K
′ +H ′g1.
On utilise maintenant le diagramme commutatif (D1) et celui de la fin de l’e´tape 5. Puisque
Ext1(G1, ker(g0)) = {0}, il existe un morphisme γ0 : G1 → G0 tel que γ = g0γ0. On a alors
tσ01ǫ0σ
0
1
∗
− tf1αγ0 =
tσ01ǫ0σ
0
1
∗
− tσ1g0γ0
= tσ01ǫ0σ
0
1
∗
− tσ1γ
= tσ01(ǫ0σ
0
1
∗
− tg′0γ)
= −tσ01χ0g1
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(d’apre`s le carre´ commutatif de gauche de (D1)). On obtient finalement
tσ01ǫ0σ
0
1
∗
= tf1αγ0 −
tσ01χ0g1,
ce qui de´montre la proposition 7.2.2. 
7.3. Diagrammes 3x3 canoniques
On utilise les notations et re´sultats de 6.4. On s’inte´resse a` la structure induite sur Ext1(E , E)
par les suites exactes (L) et (L′).
On note A2(σ) le noyau de la multiplication a` gauche par σ
σ× : Ext1(G∗, F ) −→ Ext2(F, F ).
Si X est une surface A2(σ) est aussi le noyau de la multiplication a` droite par σ
×σ : Ext1(G∗, F ) −→ Ext2(G∗, G∗)
a` cause du diagramme anticommutatif
Ext1(G∗, F ) //

Ext2(F, F )
tr2(F )

Ext2(G∗, G∗)
tr2(G∗) // H2(OX)
et du fait que tr2(F ) et tr2(G
∗) sont des isomorphismes.
On note B2(σ) le noyau de la multiplication a` gauche par σ
σ× : Ext1(G∗, E) −→ Ext2(F, E).
7.3.1. Lemme : Si X est une surface, on a B2(σ) = Ext
1(G∗, E).
De´monstration. On a un diagramme commutatif
Ext2(F, E)
g //
f

Ext2(E , E)
tr2(E)

Ext2(F, F )
tr2(F ) // H2(OX)
L’application f est un isomorphisme car Ext2(F,G∗) = {0} et tr2(F ) est un isomorphisme.
On en de´duit que g est injective, et le lemme de´coule du fait que le noyau de g est l’image de
la multiplication a` gauche par σ Ext1(G∗, E)→ Ext2(F, E) . 
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7.3.2. Proposition : 1 - L’application canonique
Hom(F,G∗)⊕ C // End(E)
(f, t) ✤ / i ◦ f ◦ p+ tIE
est un isomorphisme, et Hom(G∗, E) = Hom(E , F ) = C.
2 - On a un diagramme 3x3 canonique
0

0

0

0 // Ext1(F,G∗)/Cσ //

Ext1(E , G∗)

// Ext1(G∗, G∗)

// 0
0 // Ext1(F, E) //

Ext1(E , E)

// B2(σ)

// 0
0 // Ext1(F, F ) //

Ext1(E , F )

// A2(σ)

// 0
0 0 0
3 - Si X est une surface, on a une suite exacte
0 // H2(OX)
j // Ext2(E , E)
q // Ext2(G∗, F ∗∗) // 0,
j e´tant induit par l’inclusion OX ⊂ E∗ ⊗ E, et q par (L). Cette suite exacte se scinde na-
turellement.
De´monstration. L’assertion 1 est imme´diate. De´montrons 2. En conside´rant le diagramme
commutatif
Ext2(E , G∗)
k //
h

Ext2(E , E)
tr2(E)

Ext2(G∗, G∗)
tr2(G∗) // H2(OX)
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on montre comme dans le lemme 7.3.1 que le morphisme Ext1(E , E)→ Ext1(E , F ) est surjectif,
en utilisant la lissite´ de G∗. Le diagramme 3x3 de´coule alors du diagramme commutatif suivant
0

Ext1(E , G∗) //

Ext1(G∗, G∗) //

0

Ext1(E , E) //

Ext1(G∗, E) //

Ext2(F, E)

Ext1(E , F )

// Ext1(G∗, F )

// Ext2(F, F )

0 Ext2(G∗, G∗) H2(OX)
L’assertion 3 est imme´diate.

Posons
M = Ext1(E , G∗) ⊂ N = Ext1(G, E∗) ⊂ Ext1(E , E),
M∗ = Ext
1(E∗, F ∗) ⊂ N∗ = Ext
1(F, E) ⊂ Ext1(E , E).
D’apre`s la proposition 7.3.2, ces sous-espaces vectoriels s’inse`rent dans les diagrammes 3x3
canoniques suivants
0

0

0

0 // Ext1(F,G∗)/Cσ //

M

// Ext1(G∗, G∗)

// 0
0 // N∗ //

Ext1(E , E)

// B2(σ)

// 0
0 // Ext1(F, F ) //

Ext1(E , F )

// A2(σ)

// 0
0 0 0
DE´FORMATIONS DES EXTENSIONS LARGES DE FAISCEAUX 65
0

0

0

0 // Ext1(G,F ∗)/Cσ∗ //

M∗

// Ext1(F ∗, F ∗)

// 0
0 // N //

Ext1(E∗, E∗)

// B2(σ
∗)

// 0
0 // Ext1(G,G) //

Ext1(E∗, G)

// A2(σ
∗)

// 0
0 0 0
7.3.3. Lemme : Le quotient N/M (resp. N∗/M∗) s’identifie naturellement un sous-espace
vectoriel de Hom(E , T ) (resp. Hom(E∗, T˜ )), qui est Hom(E , T ) (resp. Hom(E∗, T˜ )) tout entier
si X est une surface. On a des isomorphismes canoniques
M ∩N∗ ≃ Ext
1(F,G∗)/Cσ ≃ Hom(G∗∗, T˜ )/Cρ,
M∗ ∩N ≃ Ext
1(G,F ∗)/Cσ∗ ≃ Hom(F ∗∗, T )/Cπ,
Ext1(E , E)/(M +N∗) ≃ A2(σ),
Ext1(E , E)/(M∗ +N) ≃ A2(σ
∗).
De´monstration. Montrons que N/M ⊂ Hom(E , T ). De la suite exacte
0 −→ G −→ G∗∗ −→ T˜ −→ 0
on de´duit la suite exacte
Ext1(G∗∗, E∗) 
 // Ext1(G, E∗) // Ext2(T˜ , E∗) // Ext2(G∗∗, E∗)
f // Ext2(G, E∗)
d’ou` l’inclusion de´coule. Si X est une surface, il faut montrer que f est injective. En utilisant
le fait que
Exti(G∗∗, F ∗) = {0} si i ≥ 1
et que T est de dimension 0, on voit que les applications canoniques
Ext2(G∗∗, E∗) −→ Ext2(G∗∗, G), Ext2(G∗∗, G) −→ Ext2(G∗∗, G∗∗)
induites par (L), (L∗) sont des isomorphismes. Mais puisque G∗∗ est 2-lisse, l’application trace
tr2(G
∗∗) est est un isomorphisme. Le fait que f est injective de´coule donc du diagramme
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commutatif suivant :
Ext2(G∗∗, E∗) //
f

Ext2(G∗∗, G∗∗)
tr2(G∗∗)
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
H2(OX)
Ext2(G, E∗) // Ext2(G,G)
tr2(G)
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
Le cas de N∗/M∗ est semblable.
Les autres isomorphismes de´coulent des diagrammes pre´ce´dents. 
7.4. Quelques diagrammes commutatifs ou anticommutatifs
Les de´monstrations de quelques uns des re´sultats suivants sont omises. Elles sont analogues a`
celles des propositions 7.1.1 et 7.2.2.
7.4.1. Proposition : On conside`re le diagramme
Ext2(T,G∗)
≃ // Hom(G∗∗, T˜ )
δ0

Ext1(F,G∗)
δ1
OO
a

Ext1(E , G∗) = Ext1(G∗∗, E∗)
b // Ext1(G∗∗, G)
ou` δ0, δ1 sont les morphismes de liaison provenant des suites exactes longues provenant des
suites exactes
0→ G→ G∗∗ → T˜ → 0, 0→ F → F ∗∗ → T → 0
respectivement, a e´tant induit par le morphisme E → F et b par le morphisme E∗ → G.
Alors ce diagramme est anticommutatif.
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On a bien entendu un diagramme anti-commutatif analogue ”dual” de celui de la proposition
7.4.1 :
Ext2(T˜ , F ∗)
≃ // Hom(F ∗∗, T )

Ext1(G,F ∗)
OO

Ext1(E∗, F ∗) = Ext1(F ∗∗, E) // Ext1(F ∗∗, F )
On utilisera en 7.5 la
7.4.2. Proposition : On conside`re le diagramme
Ext1(F, E)
c //
d

Ext1(E , E) ≃ Ext1(E∗, E∗)
A′ // Ext1(F ∗, G)
B′ // Hom(F ∗, T˜ )
≃

Ext1(F, F )
f // Ext2(T, F )
g // Ext2(T, F ∗∗)
ou` c et d proviennent de (L) et f de π. Alors ce diagramme est commutatif.
On a bien entendu un diagramme commutatif analogue ”dual” de celui de la proposition 7.4.2 :
Ext1(G, E∗) //

Ext1(E∗, E∗) ≃ Ext1(E , E) // Ext1(G∗, F ) // Hom(G∗, T )
≃

Ext1(G,G) // Ext2(T˜ , G) // Ext2(T˜ , G∗∗)
7.4.3. Proposition : Le diagramme canonique
Hom(G∗, T )
C0 //
≃

Ext1(F, T )
D0

Ext2(T˜ , G∗∗)
C

Ext2(T˜ , T˜ ) Ext2(T, T )
(ou` C0 provient de (L) et D0 de π) est commutatif.
De´monstration. On peut de´duire ce re´sultat de la de´monstration de la proposition 7.2.2 ou le
de´montrer directement de manie`re analogue. 
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7.4.4. Proposition : Si X est une surface, alors les applications ξ2 et ξ
∗
2 sont surjectives.
De´monstration. Il suffit de prouver que ξ2 est surjective. Compte tenu de la de´finition de ξ2
dans 7.2, cela de´coule du fait que l’image de A est A2(σ), B est un isomorphisme, et C est
surjective, car coker(C) ⊂ Ext3(T˜ , G). 
7.4.5. Proposition : Le diagramme suivant
Ext1(G∗, F )
×σ // Ext2(F, F )
tr2(F )
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
Hom(G∗, T )
B−1
OO
≃

H2(OX)
Ext2(T˜ , G∗∗)
C // Ext2(T˜ , T˜ )
tr2(T˜ )
55❧❧❧❧❧❧❧❧❧❧❧❧❧
ou` ×σ est la multiplication par σ est anticommutatif.
De´monstration. Cela de´coule du diagramme commutatif
Ext1(G∗, F ) // Ext2(F, F )
Hom(G∗, T )
≃
OO
// Ext1(F, T )
OO
,
du diagramme anticommutatif
Ext1(F, T ) //
≃

Ext2(F, F )
tr2(F )

Ext2(T, T )
tr2(T ) // H2(OX)
,
de la compatibilite´ de l’isomorphisme Ext2(T, T ) ≃ Ext2(T˜ , T˜ ) avec la trace, et du diagramme
commutatif canonique
Ext2(T,G∗)⊗Hom(G∗, T ) // Ext2(T, T )
Hom(G∗∗, T˜ )⊗ Ext2(T˜ , G∗∗) // Ext2(T˜ , T˜ )
(cf. la fin de 2.7). 
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7.4.6. Corollaire : Le diagramme suivant
Ext2(T˜ , G∗∗)
ρ // Ext2(G∗∗, G∗∗)
Hom(G∗, T )
≃
OO
≃

Ext1(G∗, F )
δG∗ // Ext2(G∗, G∗)
ou` ρ provient de ρ et δG∗ de (L) est commutatif.
De´monstration. Cela de´coule de la proposition 7.4.5, des diagrammes
Ext1(G∗, F )
δG∗ //
δF

Ext2(G∗, G∗)
tr2(G∗)

Ext2(F, F )
tr2(F ) // H2(OX)
Ext2(T˜ , G∗∗)
ρ //
C

Ext2(G∗∗, G∗∗)
tr2(G∗∗)

Ext2(T˜ , T˜ )
tr2(T˜ ) // H2(OX)
dont le premier est anticommutatif et le second commutatif, et de la lissite´ de G∗. 
7.5. Sous-espaces vectoriels canoniques de Ext1(E , E)
On a des morphismes canoniques injectifs e´vidents
End(T )/CIT −→ Hom(F
∗∗, T )/Cπ, End(T˜ )/CIT˜ −→ Hom(G
∗∗, T˜ )/Cρ,
et End(T ) et End(T˜ ) sont canoniquement isomorphes. On verra donc End(T ) comme un sous-
espace vectoriel de Hom(F ∗∗, T ) et Hom(G∗∗, T˜ ), et End(T )/C comme un sous-espace vectoriel
de M ∩N∗ et M∗ ∩N . Le fait que ces deux sous-espaces vectoriels co¨ıncident dans Ext
1(E , E)
de´coule de la proposition 7.1.1.
7.5.1. Proposition : 1 - Le diagramme canonique
M = Ext1(E , G∗) v
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
≃

N = Ext1(G, E∗)
((◗◗
◗◗◗
◗◗
◗◗◗
◗◗
◗
Ext1(G,G)
Ext1(G∗∗, G)
22❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡
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(ou la fle`che verticale provient de ti : E∗ → G) est commutatif. De meˆme, le diagramme cano-
nique
M∗ = Ext
1(E∗, F ∗) v
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
≃

N∗ = Ext
1(F, E)
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
Ext1(F, F )
Ext1(F ∗∗, F )
22❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡
(ou la fle`che verticale provient de p : E → F ) est commutatif.
2 - Soit Q ⊂ N l’image re´ciproque (par le morphisme canonique N → Ext1(G,G)) de
l’image de Ext1(G∗∗, G) dans Ext1(G,G). Alors on a M ⊂ Q, M∗ ∩Q =M∗ ∩N et
Q =M +M∗ ∩N .
De meˆme, Soit Q∗ ⊂ N∗ l’image re´ciproque (par le morphisme canonique N∗ → Ext
1(F, F ))
de l’image de Ext1(F ∗∗, F ) dans Ext1(F, F ). Alors on a M∗ ⊂ Q∗, M ∩Q∗ = M ∩N∗ et
Q∗ = M∗ +M ∩N∗.
3 - On a M ∩M∗ = End(T )/C et Q+M∗ = Q∗ +M = M +M∗.
4 - On a Q ∩Q∗ =M∗ ∩N +M ∩N∗ .
De´monstration. 1- de´coule aise´ment de l’associativite´ des Ext.
De´montrons 2-. Il est clair que M ⊂ Q. La seconde assertion de´coule du fait que le noyau de
N → Ext1(G,G) est M∗ ∩N , et la troisie`me de 1-.
L’assertion sur Q∗ se de´montre de la meˆme fac¸on.
La dernie`re assertion de 3- de´coule imme´diatement de 2-. Il reste a` montrer que
M ∩M∗ = End(T )/C. D’apre`s le lemme 5.3.1 et ce qui pre´ce`de on a un diagramme commutatif
avec lignes exactes
0 // End(T )/C
j

// M _

// // Ext1(G∗∗, G)/(End(T )/C) // 0
0 // M∗ ∩N // Q _

// // Ext1(G∗∗, G)/(End(T )/C) //
 _

0
0 // M∗ ∩N // N // // Ext
1(G,G) // 0
ou` j est injectif. D’apre`s la proposition 7.1.1 et la proposition 7.4.1, pour tout θ ∈ End(T ), si
θ est l’image de θ dans End(T )/C, j(θ) est l’image de −θ ◦ π dans M∗ ∩N = Hom(F ∗∗, T )/C.
La premie`re assertion de 3- en de´coule imme´diatement.
L’assertion 4- de´coule imme´diatement de 2-. 
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Le sous-espace vectoriel Q+M∗ = Q∗ +M =M +M∗ de Ext
1(E , E) correspond aux de´-
formations de E qui proviennent des de´formations de l’extension large 0→ G∗ → E → F → 0
lorsque T reste fixe, et Q (resp. Q∗) correspond aux de´formations de l’extension large lorsque
seuls G∗∗ (resp. F ∗∗), ρ et π bougent.
7.5.2. Proposition : Soit P ⊂ N l’image re´ciproque (par le morphisme canonique
N → Ext1(G,G)) de l’image de Hom(G, T˜ ) dans Ext1(G,G). Soit P∗ ⊂ N∗ l’image re´ciproque
(par le morphisme canonique N∗ → Ext
1(F, F )) de l’image de Hom(F, T ) dans Ext1(F, F ).
On voit P et P∗ comme des sous-espaces vectoriels de Ext
1(E , E). Alors on a
P = P∗ = N ∩N∗,
P ∩ (M +M∗) = P ∩Q = P ∩Q∗ = Q ∩Q∗ = M ∩N∗ +M∗ ∩N,
et des isomorphismes canoniques
Hom(F, T ) ≃ (N ∩N∗)/(M ∩N∗), Hom(G, T˜ ) ≃ (N ∩N∗)/(M∗ ∩N).
De´monstration. On montre d’abord que P ⊂ N∗. Il suffit de montrer que l’image de P par le
morphisme canonique Ext1(E , E)→ Ext1(G∗, E) est nulle.
L’image de Hom(G, T˜ ) dans Ext1(G,G) est exactement le noyau de l’application canonique
Ext1(G,G)→ Ext1(G,G∗∗). L’assertion de´coule alors du diagramme commutatif
Ext1(G, E∗) //

Ext1(E∗, E∗) // Ext1(E∗, G∗∗) = Ext1(G∗, E)
Ext1(G,G) // Ext1(G,G∗∗)
OO
de´duit de l’associativite´ des Ext.
On a donc P ⊂ N ∩N∗. Montrons maintenant que N ∩N∗ ⊂ P . Cela de´coule du diagramme
commutatif de´duit de l’associativite´ des Ext
Ext1(G, E∗) //

Ext1(E∗, E∗) = Ext1(E , E)

Ext1(G,G)

Ext1(G,G∗∗) // Ext1(G∗, E) = Ext1(E∗, G∗∗)
et du fait que la fle`che horizontale du bas est injective, car Hom(F ∗, G∗∗) = {0}.
On a donc P = N ∩N∗. De meˆme on a aussi P∗ = N ∩N∗. Une autre de´monstration de´coulera
de celle de la proposition 7.5.4.
La seconde assertion de la proposition 7.5.2 de´coule aise´ment de la premie`re et de la proposition
7.5.1, et la dernie`re est une conse´quence de la premie`re et des de´finitions de P et P∗. 
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Le sous-espace vectoriel P de Ext1(E , E) correspond aux de´formations de l’extension large
0→ G∗ → E → F → 0 lorsque F ∗∗ et G∗∗ restent fixes.
7.5.3. Proposition : On a N +N∗ = ker(ξ2) = ker(ξ
∗
2).
(ξ2 et ξ
∗
2 sont de´finis en 7.2).
De´monstration. On reprend les notations de 7.2. Le noyau de A′ : Ext1(E , E) −→ Ext1(F ∗, G)
est N +M∗. Donc ξ
∗
2(N +M∗) = {0}. D’autre part, on a d’apre`s la proposition 7.4.2
ξ∗2(N) = C
′ ◦ g ◦ f ◦ d(N) = {0}
car C ′ ◦ g = 0. On a donc N +N∗ ⊂ ker(ξ
∗
2) . L’inclusion inverse provient du diagramme
de la proposition 7.4.2 et de la surjectivite´ de d et f (d’apre`s le lemme 5.3.1). On a donc
ker(ξ∗2) = N +N∗. On a de meˆme ker(ξ2) = N +N∗. 
Rappelons qu’on a d’apre`s le lemme 7.3.3 des inclusions canoniques
N/M ⊂ Hom(E , T ), N∗/M∗ ⊂ Hom(E
∗, T˜ ).
Soient P0 ⊂ N l’image re´ciproque de Hom(F, T ) ⊂ Hom(E , T ), et P ∗0 ⊂ N∗ l’image re´ciproque
de Hom(G, T˜ ) ⊂ Hom(E∗, T˜ ).
7.5.4. Proposition : Soient
sP : P −→ Hom(G, T˜ ), sP∗ : P∗ = P −→ Hom(F, T )
les projections (de´finies par les surjections N → Ext1(G,G), N∗ → Ext
1(F, F ) respectivement),
et
sP0 : P0 −→ Hom(F, T ), sP ∗0 : P
∗
0 −→ Hom(G, T˜ )
les projections canoniques. Alors on a P = P0 ∩ P ∗0 , et les diagrammes suivants
P
sP
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗ _
P ∗0

Hom(G, T˜ )
P ∗0
sP∗0
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠
P
sP∗
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗ _
P0

Hom(F, T )
P0
sP0
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠
sont commutatifs.
De´monstration. On utilise les re´sultats et notations de 6.4. Soit ν ∈ Ext1(F, E) = N∗,
repre´sente´ par un morphisme ν1 : F1 → E s’annulant sur Im(f2). L’image ν ′ de ν dans
Ext1(F, F ) est repre´sente´e par pν1 : F1 → F . Supposons que ν ′ ∈ Hom(F, T ). Ceci e´quivaut a`
dire que l’image de ν ′ dans Ext1(F, F ∗∗) est nulle. Cette image est repre´sente´e par le compose´
ν ′′1 : F1
ν′1 // F 
 // F ∗∗
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Il existe donc ν0 : F0 → F ∗∗ tel que ν ′′1 = ν0f1. On a alors ν0(Im(f1)) ⊂ F , donc ν0 induit
un morphisme ν : F → T tel qu’on ait un diagramme commutatif
F0
ν0 //
f0

F ∗∗
π

F
ν // T
et on a ν = ν ′. On conside`re la re´solution de E
· · ·F2
f2 // F1
(f1,σ1)// F0 ⊕G∗
ǫ0 // E // 0
et la re´solution de E∗ (cf. la de´monstration de la proposition 7.2.2)
· · ·F ′2 ⊕G2
δ∗2 // F ′1 ⊕G1
δ∗1 // F ′0 ⊕G0
δ∗0 // E∗ // 0
Soit η1 = (γ1, ψ1) : F
′
1 ⊕G1 → E
∗ un morphisme s’annulant sur Im(δ∗2) repre´sentant ν, vu
comme e´le´ment de Ext1(E∗, E∗). C’est un e´le´ment de Ext1(G, E∗) d’apre`s la proposition 7.5.2.
On peut donc supposer que γ1 = 0. D’apre`s 4.5 on peut supposer qu’il existe un diagramme
commutatif
F1
(f1,σ1) //
ν1

F0 ⊕G
∗ δ0 //
Θ

E
tη1

E
tδ∗0 // F ′0
∗ ⊕G∗0
tδ∗1 // F ′1
∗ ⊕G∗1
Soit
(
a b
c d
)
la matrice de Θ et
(
0 0
v w
)
celle de tη1δ0 : F0 ⊕G∗ → F ′1
∗ ⊕G∗1. Du dia-
gramme commutatif pre´ce´dent on de´duit tf ′1a = 0,
tf ′1b = 0 . Donc b se factorise
b : G∗ // F ∗∗
tf ′0 // F ′0
∗
et comme Hom(G∗, F ∗∗) = {0}, on a b = 0. De meˆme a se factorise
a : F0
a0 // F ∗∗
tf ′0 // F ′0
∗ .
On en de´duit le diagramme commutatif
(E) F1
(f1,σ1) //
ν1

F0 ⊕G∗
δ0 //
Θ′

E
tη1

E 
 // F ∗∗ ⊕G∗0
(tσ∗1 ,
tg1) // G∗1
ou` Θ′ a pour matrice
(
a0 0
c d
)
et tη1δ0 = (v, w). De (E) on de´duit que w =
tg1d. Il en
de´coule que l’image de ν (vu comme e´le´ment de Ext1(G, E∗)) dans Ext1(G,G) appartient a`
Hom(G, T˜ ), et que le morphisme η : G→ T˜ correspondant est induit par td, c’est-a`-dire qu’on
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a td(Im(g1)) ⊂ G, et un diagramme commutatif
G0
td //

G∗∗
ρ
G
η // T˜
On retrouve ainsi le re´sultat de la proposition 7.5.2.
De (E) on de´duit aussi que ν0f1 = a0f1, donc on peut e´crire a0 = ν0 + tjf0, ou` t ∈ C et j est
l’inclusion F ⊂ F ∗∗. On conside`re maintenant l’image ν ′′ de ν par le morphisme
Ext1(G, E∗) −→ Ext2(T˜ , E∗) = Hom(E , T )
induit par ρ. Elle provient de tη1 compte tenu de la re´solution de T
G∗
tg0 // G∗0
tg1 // ker(tg2)
π′ // T // 0
(c’est-a`-dire que ν ′ = π′tη1). L’image de ν
′′ dans Hom(G∗, T ) provient donc de tg1d : G
∗ → G∗1,
et est donc nulle. Donc ν ′′ ∈ Hom(F, T ). Cela montre de´ja` que P ⊂ P0. On a un diagramme
commutatif
G∗0
tg1 // ker(tg2)
π′ // T
G∗
d
OO
  // F0 ⊕G∗
tη1δ0
OO
// // F0
ν′′0
OO
et ν ′′ est induit par ν ′′0 , et provient donc de v : F0 → G
∗
1. On a d’apre`s (E)
v = tσ∗1a0 +
tg1c.
Donc ν ′′ provient de tσ∗1a1 : F0 → G
∗
1, et donc aussi de a0 : F0 → F
∗∗, compte tenu de l’autre
re´solution de T
· · ·F1
f1 // F1
f0 // F ∗∗
π // T 0
et de l’isomorphisme canonique entre les deux re´solutions de T donne´ a` la fin de 6.4.
Comme a0 = ν0 + tjf0, ν
′′ provient aussi de ν0. On a donc ν
′′ = ν. Ceci prouve que le second
diagramme de la proposition 7.5.4 est commutatif. 
7.5.5. Corollaire : On a Hom(F, T ) ⊂ N/M et Hom(G, T˜ ) ⊂ N∗/M∗, compte tenu des inclu-
sions N/M ⊂ Hom(E , T ), N∗/M∗ ⊂ Hom(E∗, T˜ ).
De´monstration. Cela de´coule du fait que sP et sP∗ sont surjectives. 
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7.6. Le tangent a` l’espace des extensions
On pose
T = T(π, ρ) = P +M +M∗ = (M +N∗) ∩ (M∗ +N).
On note H (resp. H∗) le noyau de l’application canonique
Hom(G∗, T ) −→ Ext1(F, T ) (resp. Hom(F ∗, T˜ ) −→ Ext1(G, T˜ ) )
(cf. prop. 7.4.5).
7.6.1. Proposition : Le quotient (N +N∗)/T s’identifie naturellement a` la somme directe
d’un sous-espace vectoriel de H et d’un sous-espace vectoriel de H∗.
De´monstration. Rappelons que N/M (resp. N∗/M∗) s’identifie naturellement a` un sous-espace
vectoriel de Hom(E , T )) (resp. Hom(E∗, T˜ )). On a un morphisme bien de´fini
Φ : N/(M +N ∩N∗)⊕N∗/(M∗ +N ∩N∗) −→ (N +N∗)/T
tel que Φ([n], [n∗]) = [n+ n∗] pour tous n, n
′ dans N , N∗ respectivement. Il est clair que c’est
un isomorphisme, compte tenu du fait que P = N ∩N∗ d’apre`s la proposition 7.5.2. Il suffit
donc de trouver des isomorphismes canoniques
N/(M +N ∩N∗) ≃ H, N∗/(M∗ +N ∩N∗) ≃ H∗.
On ne de´finira que le premier, le second e´tant analogue. C’est une conse´quence de la suite
exacte
0 // Hom(F, T ) // Hom(E , T ) // Hom(G∗, T ) // Ext1(F, T ) // 0
de la dernie`re assertion de la proposition 7.5.2 et du corollaire 7.5.5. 
7.6.2. Proposition : Si dim(X) ≥ 3 et Hom(G∗, T ) = Hom(F ∗, T˜ ) = {0}, on a
Ext1(E , E) = T.
De´monstration. On a Ext1(G∗, F ) ≃ Hom(G∗, T ) = {0} et Ext1(F ∗, G) ≃ Hom(F ∗, T˜ ) = {0},
donc Ext1(E , E) = N +M∗ = N∗ +M = N +N∗ d’apre`s 7.3. D’autre part on a aussi
N +N∗ = T d’apre`s la proposition 7.6.1, ou la de´finition de T plus haut. 
Soient U , V , Z des varie´te´s alge´briques irre´ductibles re´duites, F, G des familles de fibre´s
vectoriels 2-lisses sur X parame´tre´es par U , V respectivement. Soit T une famille de faisceaux
parfaits de codimension 2 sur X parame´tre´e par Z, plate sur Z. On suppose que pour tous
point ferme´s u, v, z de U , V , Z respectivement on a
Exti(Fu, Tz) = Ext
i(Gv, T˜z) = {0} si i ≥ 1.
On suppose aussi que les de´formations semi-universelles des faisceaux Tz et T˜z sont re´duites.
Alors les faisceaux
H = pU×Z∗(Hom(p
♯
U(F), p
♯
Z(T ))), K = pU×Z∗(Hom(p
♯
V (G), p
♯
Z(T˜ )))
76 JEAN–MARC DRE´ZET
sont localement libres (cf. 2.6 pour les notations). Soient H0 l’ouvert de H vu comme varie´te´
alge´brique correspondant aux morphismes surjectifs dont le noyau est un faisceau re´gulier, et
K0 l’ouvert analogue de K. Soient
πF : H0 −→ U × Z, πG : K0 −→ V × Z
les projections. On a des morphismes canoniques universels surjectifs de faisceaux cohe´rents
sur H0 ×X et K0 ×X respectivement :
Π : (pU ◦ πF)
♯(F) −→ (pT ◦ πF)
♯(T ), R : (pV ◦ πG)
♯(G) −→ (pT ◦ πG)
♯(T˜ ).
Soient F = ker(Π), G = ker(R). Ce sont des familles plates de faisceaux re´guliers sur X . On
a une extension universelle sur H0 ×K0 ×X
0 −→ (pV ◦ πG ◦ pK0)
♯(G∗) −→ E −→ (pU ◦ πF ◦ pH0)
♯(F) −→ 0.
Soit W l’ouvert de H0 × K0 correspondant aux extensions larges. On suppose qu’il est non
vide. Soit
D = R1pW∗(E
∗ ⊗ E).
C’est un faisceau localement libre sur W . Soit T le sous-fibre´ vectoriel de D de´fini de la fac¸on
suivante : soit w un point ferme´ de W , qu’on peut voir comme une paire de morphismes
π : Fu −→ Tz, ρ : Gv −→ T˜z
ou` u, v, z sont les projections de w sur U , V , Z respectivement. Alors on a
Tw = T(π, ρ).
Le re´sultat suivant de´coule de 5.2, 3.5 et 7.5 :
7.6.3. Proposition : Soit w ∈ W . Alors le morphisme de de´formation infinite´simale de
Koda¨ıra-Spencer de E au point w
ωw : TwW −→ Ext
1(Ew,Ew)
est a` valeurs dans Tw. Soient u, v, z sont les projections de w sur U , V , Z respectivement. Si F
est une de´formation comple`te de Fu, G une de´formation comple`te de Gv et T une de´formation
comple`te de Tz, alors l’image de ωw est exactement Tw.
On note W (π, ρ) le noyau de l’application
A2(σ)⊕ A2(σ
∗) −→ Ext2(T, T )
e´gale a` la restriction de (θ, θ∗), ou` θ et θ∗ sont respectivement les applications canoniques
Ext1(G∗, F ) −→ Ext2(T˜ , T˜ ), Ext1(F ∗, G) −→ Ext2(T, T )
de´finies en 7.2. Soit
∆ : Ext1(E , E) −→ A2(σ)⊕ A2(σ
∗)
l’application canonique. Des propositions 7.2.2 et 7.6.1 on de´duit imme´diatement la
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7.6.4. Proposition : On a T = ker(∆), ∆(Ext1(E , E)) = W (π, ρ)
et ∆(N +N∗) = ker(θ)⊕ ker(θ∗).
7.7. Morphismes a` valeurs dans Ext1(T, T )
On a un morphisme canonique
ν : P // // Hom(G, T˜ ) 
 // Ext1(G,G)
qui est la restriction a` P du morphisme N → Ext1(G,G) de 7.3. Soit
φT˜ : P −→ Ext
1(T˜ , T˜ )
le morphisme compose´
P
ν // Hom(G, T˜ ) 
 // Ext1(T˜ , T˜ )
(pour le second morphisme voir le lemme 5.3.1). On a de meˆme un morphisme canonique
φT : P −→ Ext
1(T, T ).
7.7.1. Proposition : On a φT = φT˜ , compte tenu de l’identification Ext
1(T, T ) ≃ Ext1(T˜ , T˜ ).
De´monstration. Analogue a` celles des propositions 7.1.1 et 7.2.2. 
7.8. L’action de Hom(E , E) sur Ext1(E , E)
D’apre`s la proposition 7.3.2, on a
Hom(E , E) ≃ CIE ⊕Hom(F,G
∗).
On peut donc se restreindre a` e´tudier l’action de Hom(F,G∗) sur Ext1(E , E). On a des isomor-
phismes canoniques
Hom(F,G∗) ≃ Hom(F ∗∗, G∗) ≃ Hom(G∗∗, F ∗) ≃ Hom(G,F ∗).
On note
µG : Hom(E , E)⊗ Ext
1(E , E) −→ Ext1(E , E), µD : Ext
1(E , E)⊗Hom(E , E) −→ Ext1(E , E)
les multiplications.
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7.8.1. Proposition : Les restrictions de µG a` Hom(F,G
∗)⊗ (M +N∗) et de µD a`
(M∗ +N)⊗ Hom(F,G∗) sont nulles. Compte tenu des inclusions
Ext1(E , E)/(M +N∗) ≃ A2(σ) ⊂ Ext
1(G∗, F ) ≃ Hom(G∗, T ),
Hom(F ∗∗, T )/Cπ = Ext1(G,F ∗)/Cσ∗ ⊂ Ext1(E , E),
Ext1(E , E)/(M∗ +N) ≃ A2(σ
∗) ⊂ Ext1(F ∗, G) ≃ Ext2(T, F ∗∗),
Ext2(T,G∗)/Cρ = Ext1(F,G∗)/Cσ∗ ⊂ Ext1(E , E),
µG est induite par l’application canonique
Hom(F ∗∗, G∗)⊗Hom(G∗, T ) −→ Hom(F ∗∗, T )/Cπ,
et µD par
Ext2(T, F ∗∗)⊗ Hom(F ∗∗, G∗) −→ Ext2(T,G∗)/Cρ.
De´monstration. On va montrer que la restriction de µG a` Hom(F,G
∗) ⊗ (M + N∗) est nulle
(l’assertion concernant µD est analogue).
Rappelons que N∗ = Ext
1(F, E). On a un diagramme commutatif
Hom(F,G∗)⊗ Ext1(F, E)
 _

Hom(F,G∗)⊗ Ext1(E , E) 
 //

Hom(E , E)⊗ Ext1(E , E)

Hom(F,G∗)⊗ Ext1(G∗, E)
φ // Ext1(E , E)
ou` la colonne de gauche est exacte. Ceci montre que la restriction de µG a` Hom(F,G
∗)⊗N∗
est nulle. Il reste donc a` montrer que la restriction φ′ de l’application pre´ce´dente φ a`
Hom(F,G∗)⊗ Ext1(G∗, G∗) est nulle. Mais on a Hom(F,G∗) = Hom(F ∗∗, G∗), donc φ′ se fac-
torise par Ext1(F ∗∗, G∗), qui est nul. Donc φ′ = 0. Les autres assertions se de´montrent aise´ment
en utilisant les re´sultats de 7.3. 
On en de´duit que Aut(E) agit trivialement sur T, mais n’agit pas trivialement sur Ext1(E , E)
si celui-ci est distinct de T, en particulier lorsque X est une surface.
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8. Varie´te´s de modules d’extensions larges
8.1. Construction des varie´te´s de modules
8.1.1. Hypothe`ses. Soient X , Y , Z des ensembles ouverts de faisceaux cohe´rents sur X , ad-
mettant des varie´te´s de modules fins M, N, Z respectivement (cf.2.6), les faisceaux de Z e´tant
parfaits de codimension 2. Si X est une surface, on suppose qu’il existe un entier positif k tel
que Z soit l’ouvert de Hilbk(X) des sous-sche´mas constitue´s de k points distincts. On note
F, G, T les faisceaux universels sur M×X , N×X et Z×X respectivement. On note T˜ la
famille de faisceaux de´duite de T ve´rifiant T˜z = (˜Tz) pour tout z ∈ Z (on peut construire T˜ par
exemple en utilisant des re´solutions localement libres locales de T). Si X est une surface on a
T˜ ≃ T⊗ p∗X(ω
−1
X ) (pX de´signant la projection Z×X → X).
On suppose que tous les faisceaux de X , Y sont localement libres, simples et 2-lisses, et que si
A, B sont deux fibre´s de X (resp. Y) non isomorphes, alors on a Hom(A,B) = {0}.
On suppose aussi que si dim(X) > 2 les faisceaux de Z sont simples, et que pour tout
(m,n, z) ∈M×N× Z, les proprie´te´s suivantes sont ve´rifie´es :
(i) On a, si i ≥ 1,
Exti(Fm,Tz) = Ext
i(Gn, T˜z) = {0}
(ii) Pour tout noyau E d’un morphisme surjectif Fm → Tz (resp. Gn → T˜z), on a D(E) =
Ext1(E,E).
La condition (ii) est ve´rifie´e si H0(Fm ⊗ T˜z) = {0} (resp. H0(Gn ⊗ Tz) = {0}) d’apre`s la propo-
sition 5.4.1.
Soient pM , pN , pZ , p les projections de M×N× Z sur M, N, Z, et de M×N× Z×X sur
M×N× Z respectivement. Soient
F = p∗
(
Hom(p♯M(F), p
♯
Z(T))
)
, G = p∗
(
Hom(p♯N(G), p
♯
Z(T˜))
)
, Γ = F ⊕ G
qui sont des faisceaux localement libres, c’est-a`-dire des fibre´s vectoriels sur M×N× Z. Si
(m,n, z) ∈M×N× Z on a
F(m,n,z) ≃ Hom(Fm,Tz), G(m,n,z) ≃ Hom(Gn, T˜z).
Soient F surj, Gsurj les ouverts correspondant morphismes surjectifs, et
Γsurj = F surj ×M×N×Z Gsurj ⊂ Γ.
8.1.2. Lemme : Soient A, A′ des faisceaux de X (resp. Y), T , T ′ des faisceaux de Z et
π : A→ T , π′ : A′ → T ′ des morphismes surjectifs. Alors si ker(π) ≃ ker(π′), on a A = A′,
T = T ′, et il existe un automorphisme g de T tel que g ◦ π = π′.
De´monstration. Puisque ker(π) ≃ ker(π′), on a A ≃ ker(π)∗∗ ≃ ker(π′)∗∗ ≃ A′ , donc A = A′.
Puisque A est simple l’isomorphisme induit ker(π)∗∗ ≃ ker(π′)∗∗ est une homothe´tie et
ker(π) = ker(π′) comme sous-faisceaux de A. On en de´duit
T ≃ A/ ker(π) = A′/ ker(π′) ≃ T ′
et le lemme en de´coule imme´diatement. 
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Soit Γ0 ⊂ Γsurj l’ouvert correspondant aux extensions larges. Au dessus de
(m,n, z) ∈M×N× Z, Γ0 est l’ensemble des (π, ρ) ∈ Hom(Fm,Tz)⊕ Hom(Gn, T˜z) tels que
π et ρ soient surjectifs et
- hi(F∗m ⊗G
∗
n) = 0 si i ≥ 1,
- Ext2(ker(π),G∗n) = Ext
2(ker(ρ),F∗m) = {0},
- hi(Fm ⊗Gn) = 0 si i ≤ 1,
Si (π, ρ) ∈ Γ0m,n,z, on note E(π, ρ) l’extension large correspondante. On a donc des suites exactes
0 −→ G∗n −→ E(π, ρ) −→ ker(π) −→ 0,
0 −→ F∗m −→ E(π, ρ)
∗ −→ ker(ρ) −→ 0.
8.1.3. Proposition : Soient (m,n, z), (m′, n′, z′) ∈M×N× Z, (π, ρ) ∈ Γ0(m,n,z),
(π′, ρ′) ∈ Γ0(m′,n′,z′). Alors on a E(π, ρ) ≃ E(π
′, ρ′) si et seulement si (m,n, z) = (m′, n′, z′) et
s’il existe λ ∈ C∗, g ∈ Aut(Tz), tels que π′ = g ◦ π, λg˜ ◦ ρ′ = ρ.
De´monstration. Soit θ : E(π, ρ)→ E(π′, ρ′) un isomorphisme. On conside`re les suites exactes
0 −→ G∗n −→ E(π, ρ) −→ ker(π) −→ 0,
0 −→ G∗n′ −→ E(π
′, ρ′) −→ ker(π′) −→ 0.
On a Hom(G∗n, ker(π
′)) = {0}, donc θ(G∗n) ⊂ G
∗
n′ . Comme Hom(G
∗
n,G
∗
n′) = {0} si n 6= n
′,
on a n = n′, et la restriction de θ a` G∗n est une homothe´tie de rapport γ 6= 0. Donc θ induit
un isomorphisme ker(π) ≃ ker(π′). D’apre`s le lemme 8.1.2 on a m = m′, z = z′, et il existe
g ∈ Aut(Tz) tel que π′ = g ◦ π. On a aussi ker(π) = ker(π′) (comme sous-faisceaux de Fm) et
l’automorphisme de Fm induit par
1
γ
θ est une homothe´tie de rapport λ 6= 0. On a donc un
diagramme commutatif
0 // G∗n // E(π, ρ) //
1
γ
θ

ker(π)
λ

// 0
0 // G∗n // E(π
′, ρ′) // ker(π′) // 0
En dualisant on en de´duit le carre´ commutatif
Gn
α // Ext1(ker(π),OX)
Gn
α′ // Ext1(ker(π′),OX)
λ
OO
On a un diagramme commutatif
0 // ker(π) // Fn // Tz
g

// 0
0 // ker(π′) // Fn // Tz // 0
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En dualisant on en de´duit le carre´ commutatif
Ext1(ker(π),OX)
∂ // Ext2(Tz,OX) = T˜z
Ext1(ker(π′),OX)
∂′ // Ext2(Tz,OX) = T˜z
g˜
OO
En regroupant ces deux carre´s commutatifs on obtient le carre´ commutatif
Gn
α //
ρ
))
Ext1(ker(π),OX)
∂ // T˜z
Gn
α′ //
ρ′
55Ext1(ker(π′),OX)
∂′ //
λ
OO
T˜z
λg˜
OO
On a donc λg˜ ◦ ρ′ = ρ. La re´ciproque est imme´diate. 
8.1.4. Construction des varie´te´s de modules. On va construire une ”varie´te´ de modules” pour
les extensions pre´ce´dentes. Traitons d’abord le cas le plus simple, c’est a` dire dim(X) > 2.
Soient
U = P(F surj)×M×N×Z P(G
surj)
et M(X ,Y ,Z) l’ouvert de U correspondant aux extensions larges.
On suppose maintenant que X est une surface. Soit Uk l’ouvert de X
k constitue´ des (x1, . . . , xk)
tels que xi 6= xj si 1 ≤ i < j ≤ k. Pour 1 ≤ j ≤ k soient λj : Uk → X la restriction de la j-ie`me
projection,
fi :M×N× Uk −→M×X
la compose´e de la projection M×N×X →M×X et de IM×N × λi,
gi :M×N× Uk −→ N×X
la compose´e de la projection M×N×X → N×X et de IM×N × λi. Soient Fi = f
∗
i (F),
Gi = g
♯
i(G) et
W = Ms(F∗1, . . . ,F
∗
k,G
∗
1, . . . ,G
∗
k)
(cf. 2.9). Sur W agit de manie`re e´vidente le groupe Σk des permutations de {1, . . . , k}. Soit
M(X ,Y ,Z) = W/Σk.
C’est une varie´te´ quasiprojective lisse. La projection W →M×N× Uk passe au quotient et
de´finit un morphisme M(X ,Y ,Z)→M×N× Z.
Dans tous les cas, d’apre`s la proposition 8.1.3 et la proposition 2.9.1 les points ferme´s de
M(X ,Y ,Z) s’identifient aux classes d’isomorphisme d’extensions larges du type E(π, ρ). On
note Larg(X ,Y ,Z) l’ensemble des classes d’isomorphisme d’extensions larges E(π, ρ), qui est
donc aussi l’ensemble des points ferme´s de M(X ,Y ,Z).
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Soit r (resp. s) le rang des fibre´s de X (resp. Y), d = χ(Fm,Tz), e = χ(Gn, T˜z) (pour
(m,n, z) ∈M×N× Z). Si X est une surface on a
dim(M(X ,Y ,Z)) = dim(M) + dim(N) + k(r + s+ 1)− 1,
et si dim(X) > 2
dim(M(X ,Y ,Z)) = dim(M) + dim(N) + dim(Z) + d+ e− 2.
8.2. Familles pures d’extensions larges
Soit n = dim(X). Soit E une famille de fibre´s de Larg(X ,Y ,Z) parame´tre´e par une varie´te´
alge´brique S. C’est donc un fibre´ vectoriel sur S ×X . Soit
U = p♯S(E
∗)⊗ p♯
N
(G∗)⊗ p∗X(ωX)
(pS, pN, pX de´signant les projections de S ×N sur S, N, et de S ×N×X sur X respective-
ment). Pour tout point ferme´ (s, n) de S ×N, le morphisme
RnpS×N∗(U)⊗O(s,n) C −→ H
n(X, E∗s ⊗G
∗
n ⊗ ωX)
(pS×N de´signant la projection S ×N×X → S ×N) est un isomorphisme. Par dualite´ de Serre
on a un isomorphisme
Hn(X, E∗s ⊗G
∗
n ⊗ ωX) ≃ Hom(G
∗
n, Es)
∗.
Par conse´quent pour tout point ferme´ s de S il existe un unique point ferme´ n de N tel que
(s, n) ∈ supp(RnpS×N∗(U)) , et on a dim(Hom(G
∗
n, Es)) = 1.
8.2.1. De´finition : On dit que E est pure si il existe un morphisme
φ : S → supp(RnpS×N∗(U)) tel que pS ◦ φ = IS, et un fibre´ en droites L sur S tel que
RnpS×N∗(U) ≃ φ∗(L).
Dans le cas des fibre´s instables de rang 2 sur P2 cette de´finition est e´quivalente a` celle donne´e
dans [48]. Supposons que E soit pure. Alors φ est une immersion ferme´e. Soit F un faisceau
cohe´rent sur S ×N. Alors on a un isomorphisme canonique
pS×N∗(p
♯
S(E)⊗ p
♯
N
(G)⊗ p∗S×N(F)) ≃ Hom(R
npS×N∗(p
♯
S(E
∗)⊗ p♯
N
(G∗)⊗ p∗X(ωX)),F)
= Hom(φ∗(L),F).
de dualite´ relative (cf. [22]). Soit α : S → N la seconde composante de φ. Alors, en prenant
F = Oφ(S) dans ce qui pre´ce`de, on voit qu’on a un isomorphisme
pS∗(α
♯(G)⊗ E) ≃ L∗.
Il en de´coule que le morphisme canonique
θ : p∗SpS∗(α
♯(G)⊗ E)⊗ α♯(G∗) −→ E
est injectif (comme morphisme de faisceaux). En utilisant par exemple le corollaire 5.7 de [15],
expose´ IV, on voit que U = coker(θ) est une famille plate de faisceaux re´guliers. En utilisant
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les re´sultats du chapitre 5 on voit que U∗ est localement libre et que U∗∗/U est une famille de
faisceaux de Z. On en de´duit aise´ment la
8.2.2. Proposition : La famille E est pure si et seulement si E∗ l’est.
8.2.3. Proposition : Si E est pure, il existe un unique morphisme fE : S →M(X ,Y ,Z) tel
que pour tout point ferme´ de S, fE(s) soit le point de M(X ,Y ,Z) correspondant a` l’extension
large Es.
De´monstration. Analogue a` la proposition 2.7 de [48]. On utilise la suite exacte
0 −→ p∗SpS∗(α
♯(G)⊗ E)⊗ α♯(G∗) −→ E −→ U −→ 0.

8.2.4. Remarque : Les re´sultats pre´ce´dents s’e´tendent sans peine a` des cas un peu plus
ge´ne´raux ou` M ou N ne sont plus ne´cessairement des varie´te´s de modules fins, mais des struc-
tures de varie´te´s alge´briques sur X , Y respectivement, ayant des proprie´te´s moins fortes. Par
exemple M ou N peuvent eˆtre des ouverts de varie´te´s de modules de fibre´s stables et 2-lisses.
8.3. Fibre´s universels
On utilise les notations de 8.1.4. En utilisant des re´sultats de [39] concernant les extensions
universelles (voir aussi [44], app. III, p. 198) on montre qu’il existe un fibre´ universel de´fini
localement sur M(X ,Y ,Z)×X (cf. 2.6). On n’en donnera la construction que dans le cas ou`
X est une surface, qui est le plus difficile.
8.3.1. Construction du fibre´ universel. On reprend les notations de 8.1.1 et 8.1.4. Soit
U = P(F∗1)×M×N×Xk · · · ×M×N×Xk P(F
∗
k),
et
πi : U → P(F
∗
i ), πM : U →M, πN : U → N,
πXk : U → Xk, pU : U ×X → U, π : U →M×N×Xk
les projections. Soit T′ le faisceau universel sur Xk ×X (on a donc T′/Σk = T). Soient
Φ : π♯
M
(F)⊗ p∗U(π
∗
1(OP(F∗1)(−1))⊗ · · · ⊗ p
∗
U(π
∗
k(OP(F∗k)(−1))) −→ π
∗
Xk
(T′)
le morphisme surjectif e´vident de faisceaux sur U ×X et F0 = ker(Φ). Ce dernier est une
famille de faisceaux re´guliers sur X parame´tre´e par U . Posons
A = Ext1pU (F0, π
♯
N
(G∗)), B = pU∗(Hom(F0, π
♯
N
(G∗))).
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On a des isomorphismes canoniques
A ≃ pU∗(Hom(π
♯
N
(G), π∗Xk(T
′))), B ≃ pU∗(Hom(π
♯
M
(F), π♯
N
(G∗))).
Soit E = A⊗ B. Si y = (m,n, (xi), (φi)) ∈ U (xi ∈ X , φi ∈ P(F∗xi)) on a
Ey = Hom(Gn,
k
⊕
i=1
Oxi)⊕ Hom(Fm,G
∗
n).
Il en de´coule qu’on a E = π∗(E′), avec
E′ = p∗(Hom(p
♯
N
(G), pk∗(T
′)))⊗ p∗(Hom(p
♯
M
(F), p♯
N
(G∗)))
(p, pN, pk, pM de´signant les projections de M×N×Xk ×X sur M×N×Xk, et de
M×N×Xk sur N, Xk et M respectivement). Soit V ⊂M×N×Xk un ouvert affine.
On a alors H i(V,E′) = {0} pour i ≥ 1. Comme on a Riπ∗(OU ) = 0 pour i ≥ 1 il en de´coule
qu’on a aussi H i(π−1(V ),E) = {0} pour i ≥ 1. D’apre`s [39], lemma 2.4, il existe une extension
universelle sur P(A)|π−1(V ) ×X :
0 −→ π♯U(π
♯
N
(G∗))⊗ π∗P(OP(A)(1)) −→ E −→ π
♯
U (F0) −→ 0
(πU , πP de´signant les projections P(A)→ U , P(A)×X → P(A) respectivement). Mais
P(A)|π−1(V )/Σk est un ouvert de M(X ,Y ,Z) (cf. 2.9.2) et E/Σk est un fibre´ universel sur
(P(A)|π−1(V )/Σk)×X .
8.3.2. Le cas des varie´te´s de dimension supe´rieure a` 2. Supposons que dim(X) > 2. Les
hypothe`ses de 8.1.1 et les re´sultats de 7.6 entrainent que les fibre´s universels locaux obtenus
sont des familles comple`tes. Dans ce cas M(X ,Y ,Z) est donc une varie´te´ de modules fins. On
obtient ainsi de nouvelles varie´te´s de modules fins de fibre´s vectoriels non simples (on donne
dans [5] des exemples de telles varie´te´s sur P2).
8.4. Exemples sur P3
Dans les exemples suivants on utilise deux types de faisceaux re´guliers sur P3 : les faisceaux
d’ide´aux de droites ou les faisceaux re´guliers construits en 5.4.4 comme noyaux de morphismes
surjectifs E → Oℓ(m) (ℓ e´tant une droite de P3, m > 0 et E un fibre´ de corre´lation nulle). Dans
ce dernier cas on prendra pour Z la grassmannienne des droites de P3 et pour T le fibre´ en
droites universel de degre´ m. Pour toute droite ℓ de P3 on a donc Tℓ = Oℓ(m). Rappelons que
la varie´te´ de modules fins constitue´e des fibre´s de corre´lation nulle est isomorphe a` un ouvert
de P5.
8.4.1. Fibre´s de rang 3
Soit n > 4 un entier. On conside`re des extensions du type
0 −→ E(n) −→ E −→ Iℓ −→ 0
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ou` ℓ est une droite de P3, Iℓ son faisceau d’ide´aux et E un fibre´ de corre´lation nulle. On
montre aise´ment que les proprie´te´s de 6.2 et 8.1.1 sont ve´rifie´es. Ici M est re´duit a` un point
(correspondant a` O), Z est la grassmannienne des droites de P3 et N est la varie´te´ de modules
des fibre´s de corre´lation nulle (c’est-a`-dire la varie´te´ de modules des fibre´s stables de rang 2
et de classes de Chern c1 = 0, c2 = 1). Les fibre´s E sont de rang 3 et de classes de Chern 2n,
n2 + 2, 2n + 2. La varie´te´ de modules M(X ,Y ,Z) des extensions larges du type pre´ce´dent est
une varie´te´ de modules fins. On a dim(M(X ,Y ,Z)) = 2n+ 14. Les fibre´s E sont lisses, mais
on a cependant
dim(Ext2(E , E)) = 2n+ 10.
Pour obtenir ce re´sultat, on part de la formule χ(E , E) = 4n2 − 3 (obtenue graˆce a` 2.1.4 par
exemple). On a
dim(End(E)) = h0(E(n)) + 1 =
n(n + 2)(n+ 4)
3
+ 1,
dim(Ext1(E , E)) = dim(M(X ,Y ,Z)) = 2n + 14,
dim(Ext3(E , E)) = dim(Hom(E , E(−4))) = h0(E(n− 4)) =
n(n− 2)(n− 4)
3
,
d’ou` on de´duit la dimension de Ext2(E , E).
8.4.2. Fibre´s de rang 4
Soient m, n des entiers, avec n > Max(m, 4). Soient E un fibre´ de corre´lation nulle, ℓ une droite
de P3 et π : E −→ Ol(m) un morphisme surjectif. On conside`re des extensions du type
0 −→ E ′(n) −→ E −→ ker(π) −→ 0,
ou` E ′ est un fibre´ de corre´lation nulle. On montre aise´ment que les proprie´te´s de 6.2 et 8.1.1
sont ve´rifie´es. Ici M est la varie´te´ de modules des fibre´s de corre´lation nulle, N est isomorphe
a` M et Z est la grassmannienne des droites de P3. Les fibre´s E sont de rang 4 et de classes
de Chern 2n, n2 + 3, 4n− 2m+ 2. La varie´te´ de modules M(X ,Y ,Z) des extensions larges du
type pre´ce´dent est une varie´te´ de modules fins. On a dim(M(X ,Y ,Z)) = 2n+ 20 . Les fibre´s
E sont lisses, mais on a cependant
dim(Ext2(E , E)) = 2n− 5
(de´monstration analogue a` celle de 8.4.1).
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9. Extensions larges sur les surfaces
On suppose dans ce chapitre que X est une surface.
9.1. Extensions larges ge´ne´riques
On conside`re comme dans 6.4 des fibre´s vectoriels F, G, et un faisceau parfait T sur X . Soient
π : F −→ T, ρ : G −→ T˜
des morphismes surjectifs, F = ker(π), G = ker(ρ), de telle sorte que F = F ∗∗, G = G∗∗. On
se place dans le cas ou` comme dans 6.2, π et ρ de´finissent une extension large
(L) 0 // G∗
i // E
p // F // 0
associe´e a` σ ∈ Ext1(F,G∗) et l’extension duale
(L∗) 0 // F ∗
tp // E∗
ti // G // 0
associe´e a` σ∗ ∈ Ext1(G,F ∗). D’apre`s la de´finition 6.2.2, F ∗ et G∗ sont 2-lisses. On utilise les
notations de 6.
D’apre`s la proposition 7.4.5, compte tenu des isomorphismes Ext1(G∗, F ) ≃ Hom(G∗, T ),
Ext2(F, F ) ≃ H2(OX) et de la dualite´ de Serre, la transpose´e de σ×
H0(ωX) −→ Hom(G
∗∗, T˜ ⊗ ωX)
est simplement la composition avec ρ.
Notons aussi que le fait que X est une surface implique que ξ2 et ξ
∗
2 sont surjectives (prop.
7.4.4).
On e´tudiera plus particulie`rement les extensions larges ge´ne´riques. On emploie ce terme
lorsque le faisceau de torsion T est une somme directe de faisceaux structuraux de points
distincts :
T =
⊕
x∈Z
Cx,
ou` Z ⊂ X est fini, Cx de´signant le faisceau structural de {x}. Dans ce cas π e´quivaut a` une
suite (πx)x∈Z , avec πx ∈ F ∗x , πx 6= 0. On a
T˜ =
⊕
x∈Z
ω∗X,x.
On fixe, pour tout x ∈ Z, un isomorphisme ωX,x ≃ C, ce qui permet d’identifier T˜ et
⊕
x∈Z
Cx,
et ρ e´quivaut a` une suite (ρx)x∈Z , avec ρx ∈ G∗x, ρx 6= 0.
On a des isomorphismes canoniques
Ext1(G∗, F ) ≃
⊕
x∈Z
G∗∗x , Ext
1(F ∗, G) ≃
⊕
x∈Z
F ∗∗x .
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D’apre`s la proposition 2.3.2, on a un isomorphisme canonique
Ext2(T, T ) ≃
⊕
x∈Z
ω∗X,x ≃ C
Z ,
et le morphisme trace s’e´crit
Ext2(T, T ) // H2(OX) ≃ H
0(ωX)
∗
(αx)x∈Z
✤ // (s 7→
∑
x∈Z
αxs(x))
On en de´duit les multiplications par σ et σ∗
×σ : Ext1(G∗, F ) =
⊕
x∈Z
G∗∗x
// Ext2(G∗, G∗) ≃ H0(ωX)∗
(φx)x∈Z
✤ // (s 7→
∑
x∈Z
〈φx, ρx〉s(x))
×σ∗ : Ext1(F ∗, G) =
⊕
x∈Z
F ∗∗x // Ext
2(F ∗, F ∗) ≃ H0(ωX)∗
(ψx)x∈Z
✤ // (s 7→
∑
x∈Z
〈ψx, πx〉s(x))
En ce qui concerne les morphismes canoniques Ext1(G∗, F )→ Ext2(T, T )
et Ext1(F ∗, G)→ Ext2(T, T ), on a
Ext1(G∗, F ) =
⊕
x∈Z
G∗∗x // Ext
2(T, T )
(φx)x∈Z
✤ // (〈φx, ρx〉)x∈Z
Ext1(F ∗, G) =
⊕
x∈Z
F ∗∗x // Ext
2(T, T )
(ψx)x∈Z
✤ // (〈ψx, πx〉)x∈Z
Rappelons que ∆ de´signe le morphisme canonique Ext1(E , E)→ A2(σ)⊕ A2(σ
∗) (cf. 7.6).
D’apre`s la proposition 7.6.4, on a
∆(Ext1(E , E)) =
{
((φx), (ψx)) ∈
⊕
x∈Z
G∗∗x ×
⊕
x∈Z
F ∗∗x ;
〈φx, ρx〉+ 〈ψx, πx〉 = 0 pour tout x ∈ Z
et
∑
x∈Z
〈φx, ρx〉s(x) = 0 pour tout s ∈ H
0(ωX)
}
.
Si η ∈ Ext1(E , E), on notera s(η) (resp. s∗(η)) le support de l’image ζ de η dans Ext1(G∗, F )
(resp. Ext1(F ∗, G)), c’est-a`-dire l’ensemble des x ∈ Z tels que la composante selon x de ζ est
non nulle.
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9.1.1. L’action de Hom(E , E) sur Ext1(E , E). Soient η ∈ Ext1(E , E) et (φx)x∈Z (resp. (ψx)x∈Z)
son image dans A2(σ) (resp. A2(σ
∗)). Soit λ ∈ Hom(F ∗∗, G∗), vu comme e´le´ment de Hom(E , E).
Alors on a d’apre`s la proposition 7.8.1
λη ∈ Hom(F ∗∗, T )/Cπ =
(⊕
x∈Z
F ∗x
)
/〈(πx)〉,
λη = (φx ◦ λx)x∈Z ,
ηλ ∈ Ext2(T,G∗)/Cρ =
(⊕
x∈Z
G∗x
)
/〈(ρx)〉,
λη = (λx(ψx))x∈Z ,
9.2. Le produit Ext1(E , E) × Ext1(E , E) −→ Ext2(E , E) et l’application ω2(E)
On conside`re l’application biline´aire canonique
µ0 : Ext
1(E , E)× Ext1(E , E) −→ Ext2(E , E).
On note µ la compose´e
Ext1(E , E)× Ext1(E , E)
µ0 // Ext2(E , E) // Ext2(G∗, F ) = Ext2(G∗, F ∗∗)
(le morphisme de droite e´tant induit par (L)). D’apre`s la proposition 7.3.2 on a isomorphisme
canonique
Ext2(E , E) ≃ H2(OX)⊕ Ext
2(G∗, F ∗∗).
Soit σ ∈ Ext1(E , E). D’apre`s la proposition 3.3.3, la de´formation double de E de´finie par σ
s’e´tend en une de´formation triple si et seulement si µ0(σ, σ) = 0. Mais µ0(σ, σ) est toujours
contenu dans le noyau de la trace. Il en de´coule que la de´formation double de E de´finie par σ
s’e´tend en une de´formation triple si et seulement si µ(σ, σ) = 0.
9.2.1. Proposition : L’application µ s’annule sur (M +N∗)× Ext
1(E , E) et
Ext1(E , E)× (M∗ +N). L’application biline´aire induite
Ext1(E , E)/(M +N∗)× Ext
1(E , E)/(M∗ +N) −→ Ext
2(G∗, F ∗∗)
est isomorphe a` la restriction a` A2(σ)×A2(σ∗) de l’application biline´aire canonique
Hom(G∗, T )× Ext2(T, F ∗∗) −→ Ext2(G∗, F ∗∗).
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De´monstration. La proposition 9.2.1 se de´montre a` l’aide du diagramme commutatif suivant :
Ext1(E , E)× Ext1(E , E)

µ // Ext2(G∗, F ∗∗)
Ext1(G∗, E)× Ext1(E , F ∗∗) // Ext2(G∗, F ∗∗)
Ext1(G∗, E)× Ext1(F, F ∗∗)
≃
OO

Ext1(G∗, F )× Ext1(F, F ∗∗) // Ext2(G∗, F ∗∗)
Hom(G∗, T )× Ext1(F, F ∗∗)
≃
OO

Hom(G∗, T )× Ext2(T, F ∗∗) // Ext2(G∗, F ∗∗)
qui de´coule de l’associativite´ des Ext et des re´sultats du chapitre 9. 
Le produit
Hom(G∗, T )× Ext2(T, F ∗∗) −→ Ext2(G∗, F ∗∗)
s’identifie (a` l’aide de la dualite´ de Serre) a` l’application canonique
Hom(G∗, T )× Hom(F ∗∗, T ⊗ ωX)
∗ −→ Hom(F ∗∗, G∗ ⊗ ωX)
∗.
Si l’extension large est ge´ne´rique, cette application est la somme directe des applications
G∗∗x × (F
∗∗
x ⊗ ω
−1
Xx)
// Hom(F ∗∗ ⊗ ω−1X , G
∗)∗
(γ, φ) ✤ // (α 7→ 〈αx(φ), γ〉)
x parcourant Z. Cette formule ge´ne´ralise [49], theorem (2.8). On en de´duit des proprie´te´s du
module formel de E (cf. 3.4) :
9.2.2. Proposition : On suppose que
H1(F ∗ ⊗G∗ ⊗ ωX ⊗ IZ) = H
0(ωX) = {0}
(IZ de´signant le faisceau d’ide´aux de Z). Soient η, η′ ∈ Ext
1(E , E). Alors on a µ(η, η′) = 0 si
et seulement si
s(η) ∩ s∗(η′) = ∅.
Compte tenu de l’isomorphisme Ext2(E , E)∗ ≃ Hom(F ∗∗ ⊗ ω−1X , G
∗), on a
ker(ω2(E)) = Hom(F
∗∗ ⊗ ω−1X , G
∗ ⊗ IZ).
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Pour tout x ∈ Z, soient πx,0, . . . , πx,r une base de F ∗x , avec πx,0 = πx, et ρx,0, . . . , ρx,s une base
de G∗x, avec ρx,0 = ρx. Supposons comme dans la proposition 9.2.2 que H
0(ωX) = {0}. Alors
coker(∆) ⊂
⊕
x∈Z
(G∗∗x × F
∗∗
x )
est de´fini par les e´quations ρx,0 + πx,0 = 0. Soient u1, . . . , uN ∈ Ext
1(E , E)∗ tels que u1, . . . , uN
et les ρx,0, . . . , ρx,s, πx,1, . . . , πx,r, x ∈ Z, constituent une base de Ext
1(E , E)∗. Alors on de´duit
de ce qui pre´ce`de le
9.2.3. Corollaire : On suppose que
H1(F ∗ ⊗G∗ ⊗ ωX ⊗ IZ) = H
0(ωX) = {0}.
Soit A le module formel de E . Soit
R = C
[
u1, . . . , uN , (ρx,0, . . . , ρx,s, πx,1, . . . , πx,r)x∈Z
]
et mR ⊂ R l’ide´al maximal engendre´ par les variables. Alors on a
A/m3A ≃ R/J,
J de´signant l’ide´al engendre´ par m3R et les ρx,iπx,j, i+ j > 0, ρ
2
x,0.
9.3. De´formations des extensions larges
On suppose dans cette partie que le groupe de Picard de X est isomorphe a` Z, le ge´ne´rateur
ample h e´tant identifie´ a` 1. On peut donc voir la premie`re classe de Chern d’un faisceau
cohe´rent sur X comme un entier.
Soient r0, r1, a0, a1, b0, b1 des entiers, avec r0 ≥ 1, r1 ≥ 1. Pour i = 0, 1 soit Mi la varie´te´ de
modules des faisceaux semi-stables de rang ri et de classes de Chern ai, bi sur X (on suppose
que Mi est non vide). On s’inte´resse a` des extensions larges du type
0 −→ G∗(d) −→ E −→ F −→ 0
ou` G∗ (resp. F ) est semi-stable de rang r0 (resp. r1) et de classes de Chern a0, b0 (resp. a1, b1).
On note r, c1, c2 le rang et les classes de Chern de E . On a
r = r0 + r1, c1 = a0 + a1 + r0d, c2 =
r0(r0 − 1)
2
d2 + ((a0 + a1)r0 − a0)d+ a0a1 + b0 + b1.
Il existe toujours de telles extensions larges si d≫ 0. Dans la figure suivante est repre´sente´ le
polygone de Harder-Narasimhan P0 de E .
DE´FORMATIONS DES EXTENSIONS LARGES DE FAISCEAUX 91
a0+a1+r0d
c1
r
a0+r0d
r0 r0+r1O
M
N
Figure 4 - Polygone de Harder-Narasimhan des extensions larges
9.3.1. The´ore`me : Si d≫ 0 les de´formations de E sont des extensions larges du meˆme type.
De´monstration. Soient E un faisceau cohe´rent sans torsion sur X , de rang r et de classes de
Chern c1, c2, et
0 = E0 ⊂ E1 ⊂ · · · ⊂ En = E
sa filtration de Harder-Narasimhan. Pour 1 ≤ i ≤ n soient
ri = rg(Ei/Ei−1), αi = c1(Ei/Ei−1), βi = c2(Ei/Ei−1), ∆i = ∆(Ei/Ei−1).
On a donc
βi = ri∆i + (
1
2
−
1
2ri
)α2i .
On a
1 + c1h+ c2h
2 =
n∏
i=1
(1 + αih+ βih
2),
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donc
c1 =
n∑
i=1
αi,
c2 =
∑
1≤i<j≤n
αiαj +
n∑
i=1
βi
=
1
2
( n∑
i=1
αi
)2
−
1
2
n∑
i=1
α2i +
n∑
i=1
ri∆i +
n∑
i=1
(
1
2
−
1
2ri
)α2i
=
1
2
c21 +
n∑
i=1
ri∆i −
1
2
n∑
i=1
α2i
ri
.
On en de´duit que
n∑
i=1
α2i
ri
= r0d
2 + 2a0d+ 2
n∑
i=1
ri∆i + a
2
0 + a
2
1 − 2b0 − 2b1.
Pour tout i on a ∆i ≥ 0 (ine´galite´ de Bogomolov, cf. [4], [12], [21]). Il existe donc une constante
C (inde´pendante de d et de E) telle que l’on ait
n∑
i=1
α2i
ri
≥ r0d
2 + 2a0d+ C.
On utilise les notations de 2.5. Si P ∈ P(r, c1) rappelons qu’on note aussi P la fonction
[0, r]→ R associe´e, et P ′ sa de´rive´e (de´finie en dehors des sommets de P ). Si P = P (E)
l’ine´galite´ pre´ce´dente s’e´crit ∫ r
0
P ′(x)2dx ≥ r0d
2 + 2a0d+ C.
On pose
m(d, r0, r1, a0, a1) = sup
P∈P(r,c1),P<P0
(∫ r
0
P ′(x)2dx
)
.
D’apre`s la proposition 2.10.2 on a
m(d, r0, r1, a0, a1) ≤
∫ r
0
P ′0(x)
2dx.
On suppose d’abord prouve´ le re´sultat suivant :
9.3.2. Proposition : On a lim
d→∞
(
r0d
2 + 2a0d−m(d, r0, r1, a0, a1)
)
=∞.
On va en de´duire le the´ore`me 9.3.1. Il faut montrer que les polygones de Harder-Narasimhan
des de´formations de E sont e´gaux a` P0. D’apre´s la proposition 2.5.1 les de´formations de E ont
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un polygone de Harder-Narasimhan P ≤ P0. On peut meˆme supposer que P < P0 car P0 n’a
que trois sommets. On a vu que∫ r
0
P ′(x)2dx ≥ r0d
2 + 2a0d+ C,
mais ceci contredit la proposition 9.3.2. Le the´ore`me 9.3.1 est donc prouve´.
De´montrons maintenant la proposition 9.3.2. Conside`rons la figure 4. Soient Q0 ∈ OM ,
Q1 ∈MN des points a` coordonne´es entie`res. On suppose que (Q0, Q1) 6= (O,N), et Q0, Q1
distincts de M . Il existe un nombre fini, inde´pendant de d, de tels points. Les points Q0,
Q1 sont entie`rement de´termine´s par leur abscisse s0, s1 respectivement. On note Pd,Q0,Q1 le
sous-ensemble de P(r, c1) constitue´ des polygones P < P0 contenant Q0 et Q1.
a0+a1+r0d
c1
r
a0+r0d
r0 r0+r1O
M
N
Q0
Q1
s0 s1
Figure 5 - Polygones de Pd,Q0,Q1
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Si P ∈ Pd,Q0,Q1 on a donc OQ0 ⊂ P et Q1N ⊂ P . Soient Pd ⊂ P(r, c1) le sous-ensemble
constitue´ des polygones P < P0 et P ′d ⊂ Pd le comple´ment de l’union des Pd,Q0,Q1 (avec
(Q0, Q1) 6= (O,N)).
On de´montre la proposition 9.3.2 par re´currence sur r. Le premier cas est r = 2. Dans ce cas
on a r0 = r1 = 1, et
m(d, 1, 1, a0, a1) = (d+ a0 − 1)
2 + (a1 + 1)
2 = d2 + 2(a0 − 1)d+ (a0 − 1)
2 + (a1 + 1)
2.
Cette valeur est obtenue pour le polygone maximal de Pd, dont le sommet du milieu est
(1, a0 + d− 1). On a donc
r0d
2 + 2a0d−m(d, 1, 1, a0, a1) = 2d− (a0 − 1)
2 − (a1 + 1)
2,
d’ou` la proposition 9.3.2 dans ce cas.
On suppose maintenant que la proposition est prouve´e si r < R, et que r = R > 2. Soient
Q0 ∈ OM , Q1 ∈MN comme pre´ce´demment, et a
′
0 = a0sO/r0. Soient P ∈ Pd,Q0,Q1 et P la
restriction de P a` [s0, s1]. On a∫ r
0
P ′(x)2dx = s0d
2 + 2a′Od+
a′0
2
s0
+ (r1 − s1)
a21
r1
+
∫ s1
s0
P
′
(x)2dx.
Donc
r0d
2 + 2a0d−
∫ r
0
P ′(x)2dx = (r0 − s0)d
2 + 2(a0 − a
′
0)d−
∫ s1
s0
P
′
(x)2dx−
a′0
2
s0
− (r1 − s1)
a21
r1
.
Soit ρ > 0. L’hypothe`se de re´currence applique´e au cas r = s1 − s0 montre que
(r0 − s0)d
2 + 2(a0 − a
′
0)d−
∫ s1
s0
P
′
(x)2dx ≥ ρ
pour d≫ 0. On a donc
(1) r0d
2 + 2a0d−
∫ r
0
P ′(x)2dx ≥ ρ−
a′0
2
s0
− (r1 − s1)
a21
r1
pour d≫ 0.
On conside`re maintenant les polygones de P ′d. La pente de leur dernier cote´ est supe´rieure a`
a1/r1. Il existe meˆme un nombre rationnel α > a1/r1 tel que cette pente soit supe´rieure ou
e´gale a` α, quel que soit d. Soient M ′ le point d’abscisse r0 de la droite de pente α passant par
N , et β = MM ′, qui est inde´pendant de d. Alors tout polygone de P ′d est infe´rieur ou e´gal au
polygone P1 suivant :
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a0+a1+r0d
c1
r
a0+r0d
r0 r0+r1O
M
N
droite de pente α
M’
r0-1
β
Figure 6 - Polygone P1
Soit P ∈ P ′d. D’apre`s la proposition 2.10.2 on a donc∫ r
0
P ′(x)2dx ≤
∫ r
0
P ′1(x)
2dx.
On a ∫ r
0
P ′1(x)
2dx = r20d+ 2(a0 − β)d+
a20
r20
(r0 − 1) + (
a0
r0
− β)2 + α2r1,
d’ou`
r0d
2 + 2a0d−
∫ r
0
P ′(x)2dx ≥ 2βd−
a20
r20
(r0 − 1)− (
a0
r0
− β)2 − α2r1,
ce qui, avec l’ine´galite´ (1), de´montre la proposition 9.3.2.

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