Abstract-The cerebellar model articulation controller (CMAC) is a simple and fast neural-network based on local approximations. However, its rigid structure reduces its accuracy of approximation and speed of convergence with heterogeneous inputs. In this paper, we propose a generalized CMAC (GCMAC) network that considers different degrees of generalization for each input. Its representation abilities are analyzed, and a set of local relationships that the output function must satisfy are derived. An adaptive growing method of the network is also presented. The validity of our approach and methods are shown by some simulated examples.
I. INTRODUCTION
T HE cerebellar model articulation controller (CMAC) [1] , proposed by Albus, is an architecture based on local approximation, classified as an autoassociative memory feedforward neural network. This architecture has been reported useful in many applications such as control (its original purpose) [1] , [2] , predistortion [3] , deconvolution [4] , equalization [5] , pattern recognition [6] , and image coding [7] . Some of its characteristics are listed below.
1) The CMAC can represent a set of functions : C, being a bounded, connected, discrete space. 1 Brown et al. [9] showed that a linearly combined univariate piecewise constant lookup table (LUT) can be exactly represented by the CMAC, but this result does not cover its full capabilities of representation. In the majority of the related literature, its ability to approximate functions is described in general terms like "functions with similar outputs for similar inputs" [10] or "input vectors that are 'close' in the input space will give outputs that are close" [6] . On the other side, the CMAC has difficulties representing functions that are products of its input variables, or functions that contain edges in certain Manuscript received January 15, 1997; revised February 10, 1998 . This work was supported in part by CICYT Projects TIC96-0500-C10-05 and TIC96-0500-C10-10.
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1 Formally, 3 n L can be defined, without loss of generality, as a subset of the integer lattice n [8] n L = f = [ 1 ; 111; n ] T 2 n = 1 = 0; 111; L i 0 1; i = 1; 111; ng (1) where L = [L 1 ; 111; Ln] T is the vector that determines the shape of the input domain. The total number of elements in the input space is given by
directions, but no formal result has been reported about this topic.
2) The dependence of the weights or parameters of the CMAC architecture with respect to its output is linear. Thus, there exists a great number of possible learning strategies that can be applied. See, for example, [11] .
3) The complexity of both the architecture and the learning procedures is reduced. Implementations using thousands and even hundreds of thousands of weights [6] . In summary, the CMAC is a simple network architecture which, in general, is only able to represent, with arbitrary accuracy, functions with certain restrictions. However, the representation capabilities of the CMAC and, therefore, their limitations are still not well understood.
In this paper, we propose a new architecture, the generalized CMAC (GCMAC), that outperforms the representation capabilities of the CMAC. The GCMAC treats each input independently, substituting the domains of the basis functions of the original CMAC, hyper-cubes, by hyper-parallelepipeds. Note that Albus's CMAC can be considered as a particular case of the GCMAC network.
The structure of this paper is outlined as follows. In Section II we give a brief description of CMAC. The proposed GCMAC is described in Section III. The capabilities and limitations to solve a general approximation problem are analyzed in Section IV. The design of growing strategies which allow to adapt the network to the particular features of the approximated mapping is considered in Section V. A selected set of simulations that illustrates the performances of the GCMAC is presented in Section VI. Finally, Section VII summarizes conclusions and their implications.
II. THE CMAC NEURAL NETWORK
The approximation of a function by the CMAC network is done locally, using a set of basis functions. For a given input , only (known as the generalization factor parameter) basis functions are addressed. Accordingly, the input/output mapping can be divided into two tasks: 1) the determination of basis functions and 2) the computation of the network's output from these basis functions.
In order to determine the basis functions, the input variables have to be discretized (if they are not already discrete). This discretization makes the CMAC input space to be a subset of the integer lattice that contains a finite number of elements. The domains of the basis functions are defined by using linear manifolds of of the form , , where is the set defined by , and , the displacement vector. The linear manifolds divide the input space into square regions (hyper-cubes in a generalized - dimensional input space) of side , that constitute the domains of the basis functions. In this paper, it is assumed that the domains are extended from the elements of the sublattices increasing each coordinate. Fig. 1 shows the basis functions of a CMAC network defined on an 8 8 region of . The domains are squares of side (except at the boundary of the input space) obtained from the sublattices (their elements are marked with ).
In the presence of a given input basis functions are activated, each one associated to a different partition; for instance, the point activates the basis functions . The output of the basis functions can be arranged into an activation vector, , that contains only nonzero values.
With the selected basis functions, the output is computed according to (2) where represents the set of weights that scale the different functions. If the basis functions are constant on their domains, the activation vector contains "1's" and "0's" elsewhere.
Once the CMAC input domain is determined, the only parameter that controls both the representation and the generalization capabilities is , which equally affects every input. For this reason, when the smoothness of the function is different for each input axis, the CMAC requires the modification of the number of quantization levels. Obviously, in the case of inputs of digital nature (for instance, in data predistortion [3] ), this procedure cannot be applied. Even in the case of analog inputs, the requantization suggested by Kim [12] achieves poor results since the smoothness of the function is not related with the variability of the considered input, as it will be seen in Section IV. This fact led us to develop a generalization of CMAC's architecture: the GCMAC.
III. THE GENERALIZED CMAC
The definition of the new architecture starts with the consideration of multiple generalization factors, one for each input, that depend on the smoothness of each input. Now, the scalar generalization factor is replaced by the generalization vector IN , where each component of , can take a value between one and . The generalization vector defines the sublattice (3) being integer numbers, and the diagonal matrix that satisfies diag . From this sublattice, linear manifolds, or cosets, of the form , with , are obtained. The elements of displacement vector must be selected ensuring that and are coprimes, in order to guarantee that the set of basis functions activated by two adjacent input points differs at least in one element.
Each coset defines a partition of the GCMAC input space into rectangular regions (hyper-parallelepipeds in adimensional input space) which constitute the domains of the basis functions. The Albus' CMAC can be obtained by setting and . Fig. 2 shows the basis functions of a GCMAC network defined on a 8 8 region of : the domains are rectangles of side and basis functions cover each lattice point. For instance, the input point addresses the basis functions . After using the outlined construction procedure, the number of available basis functions for a given GCMAC architecture, is given by ceil modulo (4) where ceil denotes the least integral value greater than or equal to . can be bounded by (5) which indicates that the number of basis functions has a moderate growth with input dimension when the elements of take high values. Finally, the output of the GCMAC network is obtained from (6) Comparing both GCMAC and CMAC, we can say that:
• Basis functions addressing can be decomposed in independent unidimensional problems in both CMAC and GCMAC schemes.
• The number of basis functions of a GCMAC network having a generalization vector is less or equal to the number of basis function of a CMAC network having a generalization parameter equal to , and greater or equal to the number of basis functions of a CMAC network having a generalization parameter equal to .
• The GCMAC output is computed using basis functions, and so, is equivalent to a CMAC network with a generalization parameter equal to .
• The GCMAC can be trained using the same methods employed for standard CMAC, as well as specific training procedures (see, for example, [13] ). In summary, the complexity of the GCMAC network is similar, and not necessarily higher, to the complexity of its equivalent CMAC.
The GCMAC network structure is determined by three parameters: the generalization vector, the displacement vector, and the basis functions. The generalization vector and the displacement vector will be described in the following sections, according to their influence on the performance of the network. In this paper, only constant basis functions are considered: the use of more general functions is addressed in [14] , among others, for conventional CMAC.
IV. REPRESENTATION CAPABILITIES OF GCMAC
The overlap between the domains of the basis functions leads to dependence relationships in the output of the GCMAC. Hence, for , the GCMAC cannot reproduce an arbitrary multivariate look-up-table (LUT). To get an in-depth knowledge of the representation capabilities of the GCMAC, we will to derive the dependence relationships that must be imposed to the desired functions for a perfect approximation.
Consider the set of points in the cosets
Each point defines regions , that take the form with and (8a)
where the value of is chosen to satisfy
and, in addition, to not exceed the boundary of the input space. Fig. 3 illustrates the points of the set for a twodimensional (2-D) GCMAC, with and , applied on a 8 8 region of (points of are marked with +). On the left, regions and corresponding to input are shown. It can be observed that region verifies that , and region verifies that . On the right, two special cases have been considered. First, region verifies that since the regions cannot exceed the boundary of input space; and second, region requires that to satisfy (8b). The points belonging to a region can be grouped into pairs, whose elements only differ in the th coordinate ; then, the functions that the GCMAC is able to represent satisfy (9) where is a constant what are different for different region . In other words, the slope of the functions that the GCMAC is able to represent must be piecewise constant. This property can be easily proved by noting that the sets of basis functions addressed by and only differ in the basis functions which belong to the partition generated by the coset including point . The size and density of the regions with local dependences are affected by two structural parameters of GCMAC: the generalization and the displacement vectors. If the components of vector are increased, these regions are expanded, and vice versa. Finally, by changing the displacement vector, the position of those regions can be modified.
These results extends those obtained by Brown et al. [9] , defining precisely the regions where the local restrictions are imposed and its dependence with the GCMAC structural parameters. The functions which the CMAC is completely unable to model, pointed out in [15] and [9] , can also be deduced from (8) and (9) .
A complementary perspective on the representation capabilities of the GCMAC has been developed by the authors in [16] using Fourier analysis and sampling theory.
V. GCMAC GROWTH
Our approach to GCMAC growth in a stationary situation is based on decreasing the elements of the generalization vector (thus increasing the number of GCMAC weights) progressively, whenever an unacceptable error floor in convergence is reached. The application of this simple principle requires two problems be solved: 1) how to make use of the weights of the old GCMAC to initialize the new one and 2) at which coordinates the values of the generalization vector have to be changed.
1) Initialization of the New Structure:
We propose to reduce the size of the domains in such a way that the new domain set can be obtained from the old one. This can be simply achieved by dividing each domain into smaller ones, and the simplest strategy is to divide in half the domain along the appropriate input coordinate. The weights of the old GCMAC can set up the new network since every half-sized domain of the new GCMAC lies completely inside of some domain of the old set, guaranteeing the continuity in the training process. Integer values other than two can be used to divide the existing domains.
2) Modification of the Generalization Parameter: The weights stored in the GCMAC are the only source of information that can be used to determine if the generalization vector is adequate or not. In [16] it is shown that the variation of the function to be approximated are highly correlated with the variations of the weights. Hence, if the function presents large variations along the th axis, the weights corresponding to adjacent basis functions along the same axis also reflect those variations. For this reason, the proposed strategy is based on the evaluation of the normalized correlation between weights of adjacent basis functions along each one of the input axes. The values of the normalized correlation along the input axis form the vector , whose th component follows (10) where and are the weights of two adjacent basis functions along the th axis, and symbol denotes the average operator.
It is important to note that although the computational burden of (10) can be much more higher than the adaptation itself, the computation of (10) is done to select the lowest or lower values of the normalized correlation only when the error floor with value of is reached.
The exact definition of the growing procedure becomes straightforward from the above, but the partial consideration of the growing procedure provide us new methods for different purposes:
1) When the generalization vector is given "a priori," the growing method can also be used for performing a fast training, starting from a larger generalization vector to go to the given one. 2) Obviating the initialization method of the new GCMAC, a parsimonious growing procedure can be employed. Instead of dividing, we can reduce, one by one, the appropriate components of the initial generalization vector. On the one hand, the continuity in the training is lost, and it is necessary to start from scratch the new GCMAC. On the other hand, the final generalization vector provides a better (less complex) architecture.
VI. SIMULATION RESULTS
The purpose of this section is to demonstrate, by a set of selected examples, the advantages of the GCMAC network over CMAC network, as well as the validity of the growing procedure.
Example 1:
In this example we will analyze the performance of CMAC and GCMAC networks when approximating Consider the function (11) defined on cube . The quantization step of each input is 1/8, and the training set is composed by independent, identically distributed (i.i.d.) samples of an uniform distribution over and its corresponding outputs. The evolution of the mean square error (MSE) for the CMAC network with generalization factor is shown in Fig. 4 (Curve 1). It can be observed how the low influence of input variable slows down the learning of CMAC network. Using the common procedure of input scaling (by using a quantization step of 1/2 on ), the speed of convergence is unaffected (Curve 2), and the quality of the approximation is clearly worse.
Curve 3 represents the convergence obtained with the GC-MAC network using and . It achieves an approximation of equal quality than the CMAC with with a faster convergence. Example 2: This example has been taken from the digital communications area: the predistortion of a nonlinear channel. The problem consist of controlling a Wiener-Hammerstein (series connection of a linear, memory less nonlinear, and linear systems) plant. The inputs to both CMAC and GCMAC are of digital nature (not quantized real values), and the objective is to compensate the effect of the Wiener-Hammerstein plant.
Curves 1 and 2 in Fig. 5 show the evolution of MSE obtained with the standard CMAC using values of of, respectively, one and eight. Curve 3 shows the behavior of GCMAC using the proposed growing method. The initial generalization vector has been set to [8, 8, 8] , and the evolution of MSE is evaluated every 500 samples. The need of growing has been detected at sample numbers 7.000, 20.500, and 80.500. At these iterations, the growing procedure has set the values of the generalization vector to, respectively, [8, 4, 8] , [8, 2, 8] , and [8, 1, 8] .
In conclusion, the growing procedure has been able to determine automatically the value of , guaranteeing at the same time the training continuity. 
VII. CONCLUSIONS
A generalized CMAC (GCMAC) network with different generalization factors for each input component has been presented. This generalization improves the performance of standard CMAC in presence of heterogeneous inputs.
The representation capabilities of the proposed architecture have been investigated. It was shown that the GCMAC output obeys certain linear local dependences. The position and size of these dependencies have been related to the values of the parameters that define the network structure.
A growing method have been also proposed. Using it, the structure of the GCMAC network can be automatically determined in specific situations.
Finally, simulations using GCMAC in different applications have been presented: the new scheme shows better accuracy with faster learning.
