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Multicollinearity is a major problem in linear regression analysis and sev-
eral methods exists in the literature to deal with the same. Ridge regression is
one of the most popular methods to overcome the problem followed by Gen-
eralized Ridge Regression (GRR) and Directed Ridge Regression (DRR).
However, there exist many computational issues in using the above meth-
ods. Partial Ridge Regression (PRR) method is a computationally viable
approach by selectively adjusting the ridge constants using the cutoff crite-
ria. In this paper, the performance of the Partial Ridge Regression approach
has been evaluated through a simulation study based on the mean squared er-
ror (MSE) criterion. Comparing with other methods of ridge regression, the
study indicates that the Partial ridge regression by cutoff criteria performs
better than the existing methods.
keywords: Linear regression, Multicollinearity, Ridge Estimator, General-
ized Ridge, Directed Ridge, Partial Ridge, Least Square Estimator, Mean
Squared Error, Signal to Noise, Proportion of Replication.
1 Introduction
Multiple linear regression model usually assumes independence of explanatory variables.
However, practically, strong linear relationships may exist among explanatory variables
and thereby assumption of independence gets violated giving rise to the problem of mul-
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error of individual variables in the regression analysis. Thus, inference and prediction
based on regression models are affected disproportionately in the presence of collinearity.
There are several methods existing in the literature to solve this problem and ridge re-
gression is one of the most popular methods among them. The linear multiple regression
model is given by,
Y = Xβ + ε (1)
where Y is an n x 1 vector of observations, β is a p x 1 vector of unknown regression
coefficients. X is an n x p known design matrix of rank p, and ε is an n x 1 vector of
random errors, which is distributed as multivariate normal with mean 0 and covariance










= σ2 (X′X)−1. The regression model assumes
that regressors are nearly independent. In many practical situations regressors are nearly
dependent. In that case the matrix (X′X) becomes ill conditioned, i.e. det (X′X) ≈ 0).




is sensitive to a number of errors and therefore
meaningful statistical inferences becomes very difficult for practitioner. To overcome
this problem, Hoer and Kennard (1970) suggested a small positive number to be added












X′Y, k ≥ 0, C = X′X, and Ip is an identity matrix of order
p. This is known as the ridge regression estimator. Since the quantity (X′X + kIp) in
(2) is always invertible, there always exist a unique solution for βˆ(k) (Draper and Smith,
2014). The ridge regression estimator is a biased estimator and for a positive value of
k, these estimators provide a smaller MSE compared to the OLS estimator. From (2)
we observe that as k → ∞ and βˆ(k) → 0. Various methods are suggested by many
researchers for choosing ridge parameter in ridge regression (Dorugade, 2014) (Ciavolino
and Indiveri, 2013).
The choice of k plays an important role in the study of ridge regression. Further, Hoer
and Kennard (1970b) have adapted a suitable modification in determining the values of
k and proposed Generalized Ridge Regression (GRR). Guilkey and Murphy (1975) have
proposed an alternative approach of Directed Ridge Regression (DRR) to determine
the values of k in the analysis of linear regression models. Chandrasekhar et al (2016)
developed a cut off criteria in choosing the suitable value of k for the analysis under
Partial Ridge Regression (PRR). The performance of this approach has been evaluated
through a comparative study. The objective of this paper is to investigate the existing
methods that are available and to make a comparison among them based on the mean
square error.
The present paper details out the various methods of Ridge Regression viz., GRR, DRR,
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PRR given in Section 2. Section 3 describes the Monte Carlo Simulation. Simulation
results are discussed in Section 4. An example has been considered in Section 5. Finally
the conclusion is given in Section 6.
2 Ridge Regression Methods
2.1 Generalized Ridge Regression
Hoer and Kennard (1970) proposed an extension of the ridge regression procedure that
allows separate biasing parameters k for each regressor known as generalized ridge regres-
sion. The discussion on generalized ridge regression approach of estimation is simplified
by a suitable orthogonal transformation of regressors. Suppose there exists an orthogo-
nal matrix D such that D′CD = Λ. Where Λ = diag[λ1, λ2, ..., λp] contains the eigen
values of matrix C. The Orthogonal version of the model is
Y = X∗α+ e (4)









Where K = diag(k1, k2, ..., kp), ki > 0 and αˆ = Λ
−1X∗Y is the ordinary least squares
(OLS) estimates of α. The vector of original parameter estimates is given by using 4
that is,
βˆ = Dα (6)
In terms of the original model, the generalized ridge coefficients are
βˆ(k) = Dαˆ(k) (7)














It follows from ? that the value of ki which minimizes the MSE (αˆ(k)), where,













when ki = σ
2/α2i , σ
2 represents the error variance of model (1), αi is the ith element
of α. The optimal value of ki, fully depends on the unknown σ and αi, and they
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must be estimated from the observed data. ? suggested to replace σ2 and αi, by their






e2i /(n − p) is the residual mean square estimate, which is an unbiased
estimator of σ2 and αi is the ith element of αˆ, which is an unbiased estimator of α. The
method of GRR is a computationally intensive approach of dealing with multicollinearity.
Guilkey and Murphy (1975) suggested that a selective approach of biasing the parameters
may be considered than biasing all the parameters (k1, k2, ..., kp).
2.2 Directed Ridge Regression
In this method, shrinking of elements of the parameter vector is restricted to only those
coefficients corresponding to small eigen values and the shrinkage is done using gen-
eralized ridge. Guilkey and Murphy (1975) suggested that Xi be defined as small if
λi < 10
−cλmax, where λmax is the largest eigen value of X′X and c is some arbitrary
constant. The smallest eigen values are first identified, followed by a procedure similar to
the ridge estimator method and add only a k∗i added only to properly selected diagonal
elements of Λ.













i = 0 for i such that λi ≥ 10−cλmax, find the directed ridge estimator is given
by repeat the following two steps until stabilization is achieved, by the mth iteration.








Find β∗ = Dα∗(m), the process is still computationally intensive as in GRR but to
lesser extent as still a partial set of vectors (k1, k2, ..., kp) need to be obtained.
2.3 Partial Ridge Regression
Chandrasekhar et al (2016) proposed a PRR approach, which involves selectively adjust-
ing the ridge constants associated with highly collinear variables to control instability
in the variances of coefficient estimates (Nduka and Ijomah, 2012). In PRR a cutoff
criteria method has been adapted to first identify q (q < p) collinear regressors and
biasing constant k is added only to the q regressors. In this method, Singular Value
Decomposition (SVD) is used for selection of biasing the collinear variables for acquiring
competent estimates of the regression coefficients. SVD is a popular dimension reduction
technique and its main features are, (i) ill-conditioning in X is reflected in the size of
singular values and small singular values convey near-linear dependency of the regressors
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(ii) singular values are the diagonal elements arranged in the order of their size, so as to
make partial biasing easier.
Let X be n× p matrix and on applying SVD to X′X, then
X′X = U∆U′ (12)
where ∆ is a (p × p) diagonal matrix whose n diagonal elements are the Eigenvalues





























0 · · · kp
 Iσ2 (14)
As in the case of ridge regression, 0 ≤ ki ≤ 1, (i = 1, ..., p) a single value of k1, k2, ..., kp
is added only to relevant variables having large eigenvalues λ1, λ2, ..., λp and the other
values are kept as zero. The eigenvalues of U∆U′ are used to decide cutoff based criteria
and scree plot could be an useful tool in deciding the cut-off index m with m < p. The
ratio of jth eigenvalue to largest eigenvalue, say δ = λj/λ1 is a useful indicator of
near-linear dependence. The cut off value of the order 0.001 (one-thousandth) is an
useful measure in deciding cut-off index m. Bias k is then added to only those diagonal
elements having an index greater than m. It may be noted that if cut off is m = 0 or
k = 0 then the method is reduced to OLS and if cutoff equal to p then our method is
same as classical ridge regression method.
Chandrasekhar et al (2016) has shown that in PRR bias is added only to m out of p
regressors. The various bias values of k ranges from 0.001 to 0.512 (Montgomery et al,
2015). In order to attain stability in MSE, the k values are further considered from
0.55 to 11.55. The study has also shown the regression coefficients obtained stability
for a partial set of regressors and attains minimum MSE compared to Ridge regression
and OLS. However, the efficiency of PRR approach needs to be evaluated in comparison
with RR, GRR and DRR methods discussed in the earlier sections.In the next section,
to know which method show better performance, all the ridge regression methods given
above are evaluated under simulation study.
3 The Monte Carlo Simulation
The aim of this study is to compare the performance of different ridge regression methods
and find good ridge regression method. A simulation study has been conducted using R
programming language, version 3.3.2 (R Core Team, 2014). Because degree of collinearity
among explanatory variables (X) is of central importance, Kibria (2003) is followed for
generating X variables using the following equation
xij =
(
1− γ2)1/2 zij − γzip i = 1, 2, ..., n, j = 1, 2, ..., p (15)
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where zij are independent standard normal pseudo random numbers and γ represents
correlation between any two X variables. These variables are standardized so that X′X
and X′Y are in correlation forms. The n observations for Y are determined by the
following equation
yi = β0 + β1xi2 + ...+ βpxip + ei i = 1, 2, ..., n (16)
with ei are independent normal (0, σ
2) pseudo- random numbers, and β0 is equal to
zero. The sample size n varied between 15 and 25 and the p explanatory variables
between 4 and 10. In this study, five values of σ are investigated which are given by
0.01, 0.1, 0.25, 0.5 and 1. For each set of explanatory variables, one choice for the
coefficient vectors is considered. Newhouse and Oman (1971) stated that if the mean
squared error is a function of β, σ2 and k if the explanatory variables are fixed, then
the MSE is minimized when β is the normalized eigen vectors corresponding to the
largest eigen value of X′X subject to the constraint that β′β = 1. Hence the coefficients
β1 + β2 + ... + βp as normalized eigen vectors corresponding to the largest eigen values
of X′X matrix is selected so that β′β = 1. Thus, for n, p, γ, β, ρ2 and σ, sets of X
variables are generated. Then the experiment was repeated 2000 times by generating
new error terms. Different ridge regression methods are applied for the values of k and
average mean square error are estimated and presented in the Appendix. A relationship
between σ2 and the signal to noise ratio is considered as
ρ2 = β′β/σ2 (17)
The values of ρ2 corresponding to σ are 10000, 100, 16, 4 and 1 respectively. For each
replicate r (r = 1, 2, ..., 2000) the ridge estimators were calculated using
αˆ(k) =
(
Λ + kˆ × Ip
)
X∗Y (18)






(αˆr −α)′ (αˆr −α) (19)
The simulated mean squared errors are summarized in the Appendix A. The propor-
tion of replication for which the least squares estimators produced a smaller MSE than
the other ridge regression methods were calculated. In the next section the results of
the different methods are discussed in tables and discussed about the results.
4 Analysis of the Mean square error for different methods
For the given values of ρ2 (< 10, 000), all the ridge regression methods have a smaller
mean square error than the ordinary least squares (see Appendix A). The degree of
correlation, the number of observations and the number of explanatory variables are the
factors that influence the MSE. It is observed that, when the value of ρ2 increases, mean
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square error decreases. For the lower k values (0.001 to 0.512), the MSE values obtained
under PRR and RR methods perform equally well. However, a moderate increase is
observed in the MSE values of PRR compared to RR for higher values of k (0.55 to
1.05). Considering all the methods, PRR and RR performs equally well for all values of
ρ2 when k = 0.001 to 0.256. When k = 0.055 to 1.05 the PRR MSE value is having a
moderate increased value with RR for the values of n = 15, p = 4, γ = 0.7, 0.8, 0.9, 0.99
and k = 0.001 to 0.512 and increases gradually for k = 0.55 to 1.05. But for n = 25,
p = 10 and γ = 0.7, 0.8, 0.9, 0.99 the MSE values are equal till k = 0.001 to 0.512 and
moderate increase when k = 0.55 to 1.05. By fixing γ and p and increasing the number
of observations has a better impact on all the methods, especially in PRR compared to
GRR ,DRR for ρ2 = 10000, 100, 16, 4. The mean square error shows a good sign of lower
value in the case of n = 15, 25, p = 4, 10 and γ = 0.99. Holding γ fixed and increasing
the values of p and n, the mean square error is lower for PRR at k = 0.55 to 1.05 while
ρ2 = 10000, 100, 16 at n = 25, p = 10 and γ = 0.99. However MSE values are higher
when ρ2 = 4, 1. But in the methods GRR and DRR, the mean square values are higher
when n and p increases. The stability of the mean square error is obtained for different
k values at ρ2 = 100, 16, 4, 1. The results are presented in Table 5 to16 for n = 15,
p = 4 and γ = 0.7, 0.8, 0.9, 0.99 respectively and results are presented for and stability
of the mean square error for n = 25, p = 10 and γ = 0.7, 0.8, 0.9, 0.99 respectively in
the Tables 17 to 22. It has been observed from the above tables when γ increases mean
square values are stabilized. The k values range between 0.064 to 1.55 for lower values
of n and p, 0.55 to 10.55 for higher values of n and p.
In Table 5-28 the simulated MSE are presented for different sample size n, p and γ.
The results from these tables are summarized and given. It is observed that for all the
values of ρ2, PRR values are equal to RR. When ρ2 = 10000, GRR values equal PRR
values for lower values of k (from 0.001 to 0.128). It is also observed that from Table
11-13, for lower values of ρ2, GRR and DRR values yield a lower MSE compared to
that of PRR. PRR values equal GRR and DRR for lower values of k (from 0.001 to
0.032).When ρ2 = 100, PRR performs equally well as GRR and DRR at lower values of
k (from 0.001 to 0.016). When ρ2 = 16, 4 and 1, GRR and DRR are lesser than PRR.
In Table 14-16, the values are equal till k = 0.032 when ρ2 = 10000 and 100. For all
the methods the MSE values are increasing as ρ2 decreases. When k = 1.55 to 11.55,
the MSE are increasing when ρ2 is 10000, 100, 16, 4 and stabilizing when ρ2 = 1 at
k = 3.55. From Table 17-19, it is observed that, when ρ2 is 10000 and 100, GRR and
DRR are better than PRR. But PRR outperformed GRR and DRR by a sizeable amount
when ρ2 = 16, 4, 1. When ρ2 = 16, 4 and 1, MSE values are less compared to LSE and
decreasing for all the values of k in PRR. Table 20-22 shows GRR and DRR are having
lesser values than PRR at ρ2 = 16, 4 and 1. The MSE values are less compared to LSE
and decreasing for all the values of k in PRR. When k = 1.55 to 11.55, the MSE of
PRR are increasing when ρ2 is 10000, 100 and stabilizing when ρ2 = 16, 4, 1. Table 23-25
provides the results as GRR and DRR show lesser values than PRR at ρ2 = 16, 4 and 1.
When ρ2 = 16, 4 and 1, the MSE values are less compared to LSE and decreasing for
all the values of k in PRR. In Table 26-28 it is observed that PRR is performing well
than GRR and DRR at k = 0.128, 0.256 and 0.512. when ρ2 = 10000, the MSE values
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of PRR are equal to RR till k = 0.016. However, when ρ2 = 100, the MSE values are
decreasing till k = 0.256 and increases from k = 0.512. The MSE values of PRR are
lower than GRR and DRR for ρ2 = 16, 4, 1.
For high value of γ = 0.99, PRR values are equal to RR and PRR performs better than
GRR and DRR. For 0.9, GRR and DRR perform better than PRR. Therefore, PRR
perform better for higher values of γ. PRR produces smaller MSE than the LSE and
the MSE values decreases as the sample size and the number of explanatory variables
are increased. It is observed that for small sample size and moderate correlation GRR
and DRR performs well. Yet, PRR outperforms RR, GRR and DRR when the sample
size and variables increases.
5 Application
To compare the performance of the proposed estimators. An example contains 21 days
of operations of a plant for the oxidation of ammonia (NH3) to nitric acid (HNO3) The
following linear regression method is considered (Brownlee, 1965). The following linear
regression method is considered
Y = β0 + β1X1 + β2X2 + β3X3 + β4X4 + e1 (20)
where Y is the percent of ingoing NH3 that is lost by the escaping in the unabsorbed
nitric oxide (x10) which is an inverse measure of the yield of the overall efficiency for
the plant, X1 is the operation day, X2 is the rate of operation of the plant, X3 is the
temperature of the cooling water in the coils of the absorbing tower for the nitric oxide
and X4 is the concentration of HNO3 in the absorbing liquid (coded by minus 50, times
10). The details of the data is given in Brownlee (1965). The correlation matrix of the
variables in model (20) is presented in Table 1. The explanatory variables are moderate
to highly correlated is observed from the Table 2. The existence of multicollinearity in
the data is found by using the device conditional number (λ1/λp = 3737.51).

















The mean square error along with the ridge regression coefficients, OLS are given for
different methods are given in the Table 2-4. It is observed that all the regression
methods perform better than the least square estimators having smaller mean square
error. PRR perform equally with RR and a sensible amount of MSE slightly more than
GRR and DRR.
6 Conclusion
This paper concentrates on the comparison of ridge regression methods for the prob-
lem of multicollinearity. The problem has been dealt with RR by adding a coefficient
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Table 1: Correlation between the variables
X1 X2 X3 X4 Y
X1 1.000 0.696 0.767 0.426 0.810
X2 0.696 1.000 0.782 0.500 0.920
X3 0.767 0.782 1.000 0.391 0.876
X4 0.426 0.500 0.391 1.000 0.400
Y 0.810 0.920 0.876 0.400 1.000
Table 2: GRR, DRR Regression Coefficients and MSE
OLS GRR DRR
β1 -0.534 -0.61 -0.61
β2 0.668 0.655 0.655
β3 0.64 0.466 0.466
β4 -0.353 -0.292 -0.291
MSE 9.07 1.77 1.77
k in stabilizing the estimates of regression coefficients and obtaining a smaller MSE.
The study with k equals to zero leads the ordinary least square estimators. The com-
putational difficulty in arriving at k and the results thereafter led to introduction of
GRR with perturbation of ki (i = 1, 2, ..., p) constants than a single one proposed in
the classical ridge regression. DRR has been identified as an alternative approach with
addition of biasing constants ki (i = 1, 2, ..., q < p) to a selective number of variables.
Successively Chandrasekhar et al (2016) have also developed PRR which is based on the
cut-off criteria method.
The study gains importance in identifying the best possible method to fit regression in
the presence of collinearity. A Monte Carlo simulation study has been conducted to
compare the performance of the methods. The methods have been evaluated using the
MSE. The MSE is obtained by varying n, p and γ for different levels of ρ2. In the
simulation study, comparison of the RR, GRR, DRR and PRR methods showed that
RR, PRR perform equally well when the sample size, explanatory variables and correla-
tion are at a lower level. The MSE values of DRR are moderately less than GRR only
when n, p are less with variability in the values of γ. But for the same methods, the
values are equal in all the cases of increased values of n, p and differing γ values. PRR
shows a considerably lower value of MSE for higher γ values with varying number of
observations and explanatory variables. The results have established a small perturba-
tion of a single k as compared to multiple k’s. Using a single k gives efficient results
in terms of stability and MSE remains considerably less compared to other methods.
The study has shown, based on the results obtained by simulation, that PRR is the best
method because it overcomes the shortcomings of other ridge regression methods. The
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Table 3: RR Regression Coefficients and MSE
k β1 β2 β3 β4 MSE
0.000 -0.534 0.668 0.64 -0.353 1.93
0.001 -0.534 0.668 0.64 -0.353 1.93
0.002 -0.534 0.668 0.64 -0.353 1.93
0.004 -0.534 0.668 0.64 -0.353 1.93
0.008 -0.534 0.668 0.64 -0.353 1.93
0.016 -0.534 0.668 0.64 -0.353 1.93
0.032 -0.534 0.668 0.64 -0.353 1.93
0.064 -0.534 0.668 0.64 -0.353 1.93
0.128 -0.534 0.669 0.639 -0.353 1.93
0.256 -0.534 0.669 0.638 -0.353 1.93
0.512 -0.534 0.669 0.637 -0.352 1.93
0.550 -0.5345 0.6688 0.6365 -0.3523 19.287
0.600 -0.5346 0.6689 0.6361 -0.3522 19.284
0.650 -0.5346 0.6689 0.6358 -0.3522 1.928
0.700 -0.5346 0.6689 0.6355 -0.3521 19.276
0.750 -0.5347 0.669 0.6351 -0.352 19.272
0.800 -0.5347 0.669 0.6348 -0.352 19.269
0.850 -0.5347 0.669 0.6345 -0.3519 19.265
0.900 -0.5348 0.6691 0.6342 -0.3519 19.261
0.950 -0.5348 0.6691 0.6338 -0.3518 19.257
1.000 -0.5348 0.6691 0.6335 -0.3517 19.254
1.050 -0.5349 0.6692 0.6332 -0.3517 1.925
1.550 -0.5352 0.6695 0.6299 -0.3511 19.213
2.550 -0.5359 0.6701 0.6236 -0.3499 19.141
3.550 -0.5366 0.6707 0.6174 -0.3487 19.072
4.550 -0.5372 0.6713 0.6114 -0.3476 19.005
5.550 -0.5378 0.6719 0.6056 -0.3465 18.940
6.550 -0.5384 0.6724 0.6000 -0.3454 18.877
7.550 -0.5390 0.6728 0.5944 -0.3443 18.816
8.550 -0.5395 0.6733 0.5891 -0.3432 18.757
9.550 -0.5400 0.6737 0.5838 -0.3422 18.700
10.550 -0.5405 0.6741 0.5787 -0.3411 18.645
11.550 -0.5410 0.6745 0.5738 -0.3401 18.591
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Table 4: PRR Regression Coefficients and MSE
k β1 β2 β3 β4 MSE
0.000 -0.534 0.668 0.640 -0.353 1.93
0.001 -0.534 0.668 0.640 -0.353 1.93
0.002 -0.534 0.668 0.640 -0.353 1.93
0.004 -0.534 0.668 0.640 -0.353 1.93
0.008 -0.534 0.668 0.640 -0.353 1.93
0.016 -0.534 0.668 0.640 -0.353 1.93
0.032 -0.534 0.668 0.640 -0.353 1.93
0.064 -0.534 0.668 0.640 -0.353 1.93
0.128 -0.534 0.668 0.639 -0.353 1.93
0.256 -0.535 0.669 0.638 -0.353 1.93
0.512 -0.535 0.669 0.636 -0.352 1.93
0.550 -0.5351 10.000 10.000 10.000 19.283
0.600 -0.5352 0.6687 0.6356 -0.3519 19.279
0.650 -0.5353 0.6687 0.6352 -0.3518 19.275
0.700 -0.5354 0.6687 0.6348 -0.3517 19.271
0.750 -0.5355 0.6688 0.6344 -0.3516 19.267
0.800 -0.5355 0.6688 0.6341 -0.3516 19.262
0.850 -0.5356 0.6688 0.6337 -0.3515 19.258
0.900 -0.5357 0.6688 0.6333 -0.3514 19.254
0.950 -0.5358 0.6688 0.6329 -0.3513 19.250
1.000 -0.5359 0.6689 0.6326 -0.3512 19.246
1.050 -0.5360 0.6689 0.6322 -0.3511 19.242
1.550 -0.5369 0.6691 0.6285 -0.3502 19.201
2.550 -0.5386 0.6695 0.6213 -0.3485 19.123
3.550 -0.5403 0.6698 0.6142 -0.3468 19.047
4.550 -0.5420 0.6701 0.6074 -0.3451 18.974
5.550 -0.5437 0.6704 0.6008 -0.3435 18.904
6.750 -0.5453 0.6706 0.5943 -0.3419 18.837
7.550 -0.5470 0.6708 0.5880 -0.3403 18.772
8.950 -0.5485 0.6710 0.5818 -0.3387 18.709
9.550 -0.5501 0.6711 0.5759 -0.3371 18.648
10.550 -0.5517 0.6712 0.5700 -0.3356 18.589
11.550 -0.5532 0.6713 0.5643 -0.3340 18.533
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above results can be extended for further evaluation with regard to regression models
with compositional explanatory variables since such models are characterized by bad
conditionality requiring the use of a biased alternative, in this case, PRR.
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Appendix A
Table 5: RR MSE (n = 15, p = 4, Y = 0.7)
ρ2 10000 100 16 4 1
k
0.000 0.0001 0.0059 0.037 0.148 0.5933
0.001 0.0001 0.0059 0.037 0.1479 0.593
0.002 0.0001 0.0059 0.037 0.1478 0.5927
0.004 0.0001 0.0059 0.0369 0.1477 0.592
0.008 0.0001 0.0059 0.0368 0.1473 0.5907
0.016 0.0001 0.0059 0.0367 0.1467 0.588
0.032 0.0001 0.0058 0.0364 0.1454 0.5828
0.064 0.0001 0.0057 0.0357 0.1429 0.5728
0.128 0.0001 0.0056 0.0346 0.1382 0.554
0.256 0.0002 0.0053 0.0326 0.1299 0.5203
0.512 0.0006 0.0052 0.0295 0.1164 0.4651
0.55 0.0006 0.0052 0.0291 0.115 0.4547
0.60 0.0007 0.0052 0.0286 0.1128 0.4458
0.65 0.0009 0.0052 0.0282 0.1108 0.4372
0.70 0.001 0.0052 0.0278 0.1088 0.429
0.75 0.0011 0.0053 0.0274 0.1068 0.4211
0.80 0.0012 0.0053 0.0271 0.105 0.4135
0.85 0.0013 0.0054 0.0267 0.1033 0.4062
0.90 0.0015 0.0054 0.0264 0.1016 0.3992
0.95 0.0016 0.0055 0.0261 0.1 0.3924
1.000 0.0018 0.0056 0.0258 0.0984 0.3859
1.050 0.0019 0.0057 0.0256 0.0969 0.3795
1.550 0.0036 0.0068 0.0238 0.0848 0.3278
2.550 0.0079 0.0104 0.0236 0.0707 0.2581
3.550 0.0133 0.0153 0.026 0.0641 0.2155
4.550 0.0193 0.021 0.03 0.0618 0.1879
5.550 0.026 0.0274 0.0351 0.0622 0.1697
6.750 0.0331 0.0342 0.041 0.0646 0.1576
7.550 0.0405 0.0415 0.0476 0.0683 0.15
8.950 0.0483 0.0492 0.0546 0.073 0.1455
9.550 0.0563 0.057 0.0619 0.0785 0.1434
10.550 0.0644 0.0651 0.0696 0.0845 0.1432
11.550 0.0727 0.0733 0.0774 0.091 0.1443
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Table 6: PRR MSE (n = 15, p = 4, Y = 0.7)
ρ2 10000 100 16 4 1
k
0.000 0.0001 0.0059 0.037 0.148 0.5933
0.001 0.0001 0.0059 0.037 0.1479 0.593
0.002 0.0001 0.0059 0.037 0.1478 0.5927
0.004 0.0001 0.0059 0.0369 0.1477 0.592
0.008 0.0001 0.0059 0.0368 0.1473 0.5907
0.016 0.0001 0.0059 0.0367 0.1467 0.588
0.032 0.0001 0.0058 0.0364 0.1454 0.5828
0.064 0.0001 0.0057 0.0357 0.1429 0.5728
0.128 0.0001 0.0056 0.0346 0.1382 0.554
0.256 0.0002 0.0053 0.0326 0.1299 0.5203
0.512 0.0006 0.0052 0.0295 0.1164 0.4651
0.550 0.0006 0.0052 0.0291 0.115 0.4547
0.600 0.0007 0.0052 0.0286 0.1128 0.4458
0.650 0.0009 0.0052 0.0282 0.1108 0.4372
0.700 0.001 0.0052 0.0278 0.1088 0.429
0.750 0.0011 0.0053 0.0274 0.1068 0.4211
0.800 0.0012 0.0053 0.0271 0.105 0.4135
0.850 0.0013 0.0054 0.0267 0.1033 0.4062
0.900 0.0015 0.0054 0.0264 0.1016 0.3992
0.950 0.0016 0.0055 0.0261 0.1 0.3924
1.000 0.0018 0.0056 0.0258 0.0984 0.3859
1.050 0.0019 0.0057 0.0256 0.0969 0.3795
1.550 0.0036 0.0068 0.0238 0.0848 0.3278
2.550 0.0079 0.0104 0.0236 0.0707 0.2581
3.550 0.0133 0.0153 0.026 0.0641 0.2155
4.550 0.0193 0.021 0.03 0.0618 0.1879
5.550 0.026 0.0274 0.0351 0.0622 0.1697
6.750 0.0331 0.0342 0.041 0.0646 0.1576
7.550 0.0405 0.0415 0.0476 0.0683 0.15
8.950 0.0483 0.0492 0.0546 0.073 0.1455
9.550 0.0563 0.057 0.0619 0.0785 0.1434
10.550 0.0644 0.0651 0.0696 0.0845 0.1432
11.550 0.0727 0.0733 0.0774 0.091 0.1443
Table 7: GRR, DRR MSE (n = 15, p = 4, Y = 0.7)
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Table 8: RR MSE (n = 15, p = 4, Y = 0.8)
ρ2 10000 100 16 4 1
k
0.000 0.0001 0.0084 0.0526 0.2103 0.8387
0.001 0.0001 0.0084 0.0525 0.2101 0.8379
0.002 0.0001 0.0084 0.0525 0.2099 0.8372
0.004 0.0001 0.0084 0.0524 0.2096 0.8358
0.008 0.0001 0.0083 0.0522 0.2088 0.8329
0.016 0.0001 0.0083 0.0519 0.2074 0.8273
0.032 0.0001 0.0082 0.0512 0.2047 0.8163
0.064 0.0001 0.008 0.0499 0.1994 0.7953
0.128 0.0001 0.0076 0.0475 0.1898 0.7571
0.256 0.0001 0.007 0.0434 0.1735 0.6918
0.512 0.0003 0.0062 0.0373 0.1485 0.5918
0.550 0.0003 0.0061 0.0367 0.1455 0.5816
0.600 0.0004 0.006 0.0357 0.1416 0.5661
0.650 0.0004 0.0059 0.0349 0.138 0.5514
0.700 0.0005 0.0058 0.034 0.1346 0.5374
0.750 0.0005 0.0057 0.0333 0.1313 0.5242
0.800 0.0006 0.0056 0.0325 0.1282 0.5115
0.850 0.0006 0.0056 0.0318 0.1252 0.4995
0.900 0.0007 0.0055 0.0312 0.1224 0.488
0.950 0.0007 0.0055 0.0305 0.1197 0.477
1.000 0.0008 0.0054 0.0299 0.1171 0.4665
1.050 0.0009 0.0054 0.0294 0.1146 0.4564
1.550 0.0017 0.0054 0.0249 0.0946 0.3737
2.550 0.004 0.0067 0.0209 0.0715 0.274
3.550 0.0071 0.0091 0.0201 0.0594 0.2163
4.550 0.0108 0.0124 0.0213 0.0531 0.1797
5.550 0.0151 0.0164 0.0238 0.0502 0.1555
6.750 0.0198 0.0209 0.0272 0.0496 0.1392
7.550 0.0249 0.0259 0.0313 0.0507 0.1282
8.950 0.0304 0.0312 0.036 0.053 0.1209
9.550 0.0362 0.0368 0.0411 0.0562 0.1164
10.550 0.0422 0.0427 0.0466 0.0601 0.114
11.550 0.0484 0.0489 0.0523 0.0645 0.1132
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Table 9: PRR MSE (n = 15, p = 4, Y = 0.8)
ρ2 10000 100 16 4 1
k
0.000 0.0001 0.0084 0.0526 0.2103 0.8387
0.001 0.0001 0.0084 0.0526 0.2102 0.8383
0.002 0.0001 0.0084 0.0525 0.2101 0.8379
0.004 0.0001 0.0084 0.0525 0.2099 0.8372
0.008 0.0001 0.0084 0.0524 0.2096 0.8358
0.016 0.0001 0.0084 0.0522 0.2089 0.8329
0.032 0.0001 0.0083 0.0519 0.2075 0.8274
0.064 0.0002 0.0083 0.0513 0.2049 0.8167
0.128 0.0005 0.0084 0.0504 0.2001 0.7969
0.256 0.0018 0.0093 0.0494 0.1924 0.7623
0.512 0.006 0.013 0.05 0.1819 0.7081
0.550 0.0068 0.0137 0.0504 0.1808 0.7032
0.600 0.0078 0.0147 0.0509 0.1795 0.6947
0.650 0.009 0.0157 0.0515 0.1783 0.6867
0.700 0.0102 0.0168 0.0521 0.1773 0.6791
0.750 0.0114 0.018 0.0528 0.1765 0.6719
0.800 0.0127 0.0192 0.0536 0.1757 0.6651
0.850 0.014 0.0204 0.0544 0.1751 0.6586
0.900 0.0153 0.0217 0.0553 0.1746 0.6524
0.950 0.0167 0.0231 0.0563 0.1742 0.6466
1.000 0.0182 0.0244 0.0573 0.1739 0.641
1.050 0.0196 0.0258 0.0583 0.1736 0.6358
1.550 0.0355 0.0412 0.0704 0.176 0.5964
2.550 0.0708 0.076 0.1013 0.1932 0.5572
3.550 0.107 0.1117 0.1346 0.2179 0.546
4.550 0.1419 0.1464 0.1676 0.2449 0.5483
5.550 0.1749 0.1791 0.1992 0.2721 0.5576
6.750 0.2057 0.2098 0.2289 0.2986 0.5704
7.550 0.2343 0.2383 0.2568 0.3239 0.5851
8.950 0.2609 0.2648 0.2828 0.3478 0.6006
9.550 0.2856 0.2894 0.307 0.3703 0.6163
10.550 0.3086 0.3123 0.3295 0.3914 0.6318
11.550 0.33 0.3336 0.3505 0.4113 0.647
Table 10: GRR, DRR MSE (n = 15, p = 4, Y = 0.8)
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Table 11: RR MSE (n = 15, p = 4, Y = 0.9)
ρ2 10000 100 16 4 1
k
0.000 0.0002 0.0161 0.1004 0.4016 16.098
0.001 0.0002 0.016 0.1003 0.4009 1.607
0.002 0.0002 0.016 0.1001 0.4002 16.041
0.004 0.0002 0.016 0.0997 0.3988 15.985
0.008 0.0002 0.0159 0.099 0.3961 15.874
0.016 0.0002 0.0156 0.0977 0.3907 15.659
0.032 0.0002 0.0152 0.0951 0.3804 15.248
0.064 0.0002 0.0145 0.0904 0.3618 14.499
0.128 0.0002 0.0132 0.0825 0.33 13.226
0.256 0.0002 0.0114 0.0705 0.2816 11.283
0.512 0.0004 0.009 0.0547 0.2179 0.8727
0.550 0.0004 0.0088 0.0529 0.2112 0.8423
0.600 0.0005 0.0085 0.0508 0.2025 0.8073
0.650 0.0005 0.0082 0.0488 0.1944 0.775
0.700 0.0006 0.0079 0.047 0.187 0.745
0.750 0.0006 0.0077 0.0453 0.18 0.7172
0.800 0.0007 0.0075 0.0437 0.1735 0.6911
0.850 0.0007 0.0073 0.0422 0.1675 0.6668
0.900 0.0008 0.0072 0.0409 0.1618 0.644
0.950 0.0008 0.007 0.0396 0.1565 0.6226
1.000 0.0009 0.0069 0.0384 0.1515 0.6024
1.050 0.0009 0.0067 0.0373 0.1468 0.5834
1.550 0.0016 0.006 0.029 0.111 0.441
2.550 0.0035 0.0062 0.0211 0.0743 0.2873
3.550 0.0058 0.0077 0.0184 0.0566 0.2092
4.550 0.0085 0.01 0.0182 0.0474 0.1638
5.550 0.0117 0.0129 0.0194 0.0427 0.1355
6.750 0.0152 0.0162 0.0215 0.0408 0.117
7.550 0.0191 0.0198 0.0244 0.0406 0.1049
8.950 0.0232 0.0239 0.0278 0.0417 0.0969
9.550 0.0276 0.0282 0.0316 0.0438 0.0919
10.550 0.0322 0.0327 0.0357 0.0466 0.089
11.550 0.0371 0.0375 0.0402 0.0499 0.0878
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Table 12: PRR MSE (n = 15, p = 4, Y = 0.9)
ρ2 10000 100 16 4 1
k
0.000 0.0002 0.0161 0.1004 0.4016 16.098
0.001 0.0002 0.0161 0.1003 0.4013 16.084
0.002 0.0002 0.016 0.1003 0.4009 1.607
0.004 0.0002 0.016 0.1001 0.4002 16.042
0.008 0.0002 0.016 0.0997 0.3988 15.986
0.016 0.0002 0.0159 0.0991 0.3961 15.877
0.032 0.0003 0.0158 0.0978 0.3909 15.666
0.064 0.0006 0.0157 0.0957 0.3814 15.275
0.128 0.0019 0.0163 0.0925 0.3651 14.588
0.256 0.0061 0.0194 0.0896 0.341 13.496
0.512 0.019 0.0307 0.0924 0.3133 12.004
0.550 0.0213 0.0328 0.0935 0.3112 11.778
0.600 0.0244 0.0357 0.0951 0.3083 11.572
0.650 0.0276 0.0387 0.0969 0.3059 11.382
0.700 0.0308 0.0417 0.0989 0.304 11.207
0.750 0.0342 0.0449 0.101 0.3024 11.044
0.800 0.0376 0.0481 0.1032 0.3011 10.893
0.850 0.041 0.0514 0.1056 0.3002 10.753
0.900 0.0445 0.0547 0.108 0.2995 10.623
0.950 0.0481 0.0581 0.1106 0.2991 10.502
1.000 0.0517 0.0616 0.1132 0.2989 10.389
1.050 0.0553 0.065 0.1159 0.299 10.284
1.550 0.0916 0.0999 0.1459 0.3069 0.958
2.550 0.1632 0.1702 0.2096 0.3466 0.8997
3.550 0.2276 0.2339 0.2697 0.3933 0.892
4.550 0.2841 0.2901 0.3236 0.4387 0.9033
5.550 0.3337 0.3393 0.3713 0.4806 0.9223
6.750 0.3772 0.3827 0.4135 0.5187 0.944
7.550 0.4157 0.4211 0.451 0.5532 0.9663
8.950 0.4499 0.4552 0.4844 0.5843 0.9881
9.550 0.4805 0.4857 0.5144 0.6124 10.089
10.550 0.508 0.5131 0.5414 0.6379 10.286
11.550 0.5329 0.5379 0.5658 0.6612 10.471
Table 13: GRR, DRR MSE (n = 15, p = 4, Y = 0.9)
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Table 14: RR MSE (n = 15, p = 4, Y = 0.99)
ρ2 10000 100 16 4 1
k
0.000 0.0016 0.1561 0.9755 39.039 155.636
0.001 0.0015 0.1533 0.9582 38.343 152.867
0.002 0.0015 0.1506 0.9416 37.678 150.223
0.004 0.0015 0.1457 0.9105 36.431 145.261
0.008 0.0014 0.1368 0.8551 3.421 136.418
0.016 0.0012 0.1223 0.7641 30.565 121.904
0.032 0.001 0.1011 0.6318 25.269 100.798
0.064 0.0008 0.0749 0.468 18.719 7.468
0.128 0.0005 0.0482 0.3014 12.054 48.094
0.256 0.0003 0.0264 0.165 0.66 26.332
0.512 0.0002 0.0123 0.0763 0.3048 12.162
0.550 0.0002 0.0112 0.0696 0.2793 11.164
0.600 0.0002 0.0101 0.0624 0.2501 0.9996
0.650 0.0002 0.0091 0.0563 0.2255 0.901
0.700 0.0002 0.0083 0.051 0.2045 0.817
0.750 0.0003 0.0076 0.0466 0.1864 0.7447
0.800 0.0003 0.007 0.0427 0.1708 0.6821
0.850 0.0003 0.0065 0.0393 0.1572 0.6274
0.900 0.0003 0.006 0.0363 0.1452 0.5794
0.950 0.0003 0.0056 0.0337 0.1346 0.5369
1.000 0.0004 0.0053 0.0314 0.1251 0.4992
1.050 0.0004 0.005 0.0293 0.1167 0.4655
1.550 0.0007 0.0033 0.017 0.0657 0.2613
2.550 0.0018 0.003 0.0094 0.0323 0.1242
3.550 0.0033 0.004 0.0079 0.0219 0.0782
4.550 0.0052 0.0057 0.0084 0.0183 0.058
5.550 0.0074 0.0078 0.0099 0.0176 0.0481
6.750 0.01 0.0103 0.012 0.0183 0.0432
7.550 0.0129 0.0132 0.0146 0.0199 0.0411
8.950 0.016 0.0163 0.0175 0.0222 0.0407
9.550 0.0194 0.0196 0.0207 0.0249 0.0415
10.550 0.023 0.0232 0.0242 0.028 0.043
11.550 0.0268 0.027 0.0279 0.0314 0.0452
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Table 15: PRR MSE (n = 15, p = 4, Y = 0.99)
ρ2 10000 100 16 4 1
k
0.000 0.0016 0.1561 0.9755 39.039 155.636
0.001 0.0015 0.154 0.9625 38.515 153.551
0.002 0.0016 0.152 0.95 38.012 151.546
0.004 0.0016 0.1483 0.9264 37.059 147.753
0.008 0.0019 0.1418 0.8838 35.339 140.892
0.016 0.0032 0.1317 0.8129 32.455 129.368
0.032 0.0077 0.119 0.7087 28.139 112.024
0.064 0.0223 0.1111 0.5815 22.606 89.516
0.128 0.0641 0.1283 0.4679 16.798 65.095
0.256 0.1687 0.2103 0.4299 12.136 43.376
0.512 0.3894 0.4134 0.5399 0.9914 27.925
0.550 0.4183 0.4434 0.5636 0.9836 26.848
0.600 0.4588 0.4822 0.5936 0.9812 25.528
0.650 0.4983 0.5203 0.6239 0.9833 24.419
0.700 0.5368 0.5576 0.6543 0.9889 23.482
0.750 0.5743 0.5941 0.6847 0.9973 22.686
0.800 0.6108 0.6296 0.7148 10.078 22.007
0.850 0.6463 0.6643 0.7447 10.201 21.426
0.900 0.6809 0.6981 0.7741 10.337 20.927
0.950 0.7145 0.7309 0.803 10.483 20.498
1.000 0.7472 0.763 0.8314 10.637 2.013
1.050 0.7789 0.7942 0.8593 10.797 19.812
1.550 10.544 10.635 11.069 12.535 18.433
2.550 14.341 14.399 1.465 15.467 18.779
3.550 1.683 16.874 1.705 17.602 19.859
4.550 18.588 18.625 18.761 19.177 20.893
5.550 19.896 19.928 20.042 20.378 21.778
6.750 20.908 20.938 21.036 21.322 2.252
7.550 21.715 21.743 21.831 22.083 23.143
8.950 22.374 2.24 22.481 22.709 23.671
9.550 22.922 22.946 23.022 23.232 24.123
10.550 23.385 23.408 2.348 23.677 24.513
11.550 23.782 23.804 23.873 24.059 24.853
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Table 16: GRR, DRR MSE (n = 15, p = 4, Y = 0.99)






Table 17: RR MSE (n = 25, p = 10, Y = 0.7)
ρ2 10000 100 16 4 1
k
0.000 0.0001 0.0126 0.0785 0.3136 12.552
0.001 0.0001 0.0125 0.0784 0.3134 12.546
0.002 0.0001 0.0125 0.0784 0.3133 12.539
0.004 0.0001 0.0125 0.0783 0.313 12.526
0.008 0.0001 0.0125 0.0781 0.3123 12.501
0.016 0.0001 0.0125 0.0778 0.311 1.245
0.032 0.0001 0.0124 0.0772 0.3085 12.349
0.064 0.0001 0.0122 0.076 0.3037 12.154
0.128 0.0001 0.0118 0.0737 0.2944 11.784
0.256 0.0001 0.0112 0.0695 0.2778 11.119
0.512 0.0002 0.0101 0.0627 0.2503 10.014
0.550 0.0002 0.01 0.0619 0.2465 0.986
0.600 0.0002 0.0098 0.0608 0.242 0.9678
0.650 0.0003 0.0097 0.0597 0.2376 0.9504
0.700 0.0003 0.0095 0.0587 0.2335 0.9336
0.750 0.0003 0.0094 0.0577 0.2294 0.9174
0.800 0.0003 0.0093 0.0567 0.2255 0.9018
0.850 0.0003 0.0091 0.0558 0.2218 0.8867
0.900 0.0004 0.009 0.0549 0.2182 0.8722
0.950 0.0004 0.0089 0.054 0.2147 0.8582
1.000 0.0004 0.0088 0.0532 0.2113 0.8446
1.050 0.0004 0.0087 0.0524 0.2081 0.8315
1.550 0.0007 0.0079 0.0457 0.1806 0.7229
2.550 0.0015 0.0071 0.0369 0.1431 0.5703
3.550 0.0023 0.0069 0.0314 0.1188 0.47
4.550 0.0032 0.0071 0.0278 0.1017 0.3988
5.550 0.0042 0.0075 0.0254 0.0892 0.3455
6.750 0.0052 0.0082 0.0239 0.0797 0.3043
7.550 0.0063 0.0089 0.0228 0.0724 0.2715
8.950 0.0075 0.0098 0.0223 0.0666 0.2449
9.550 0.0087 0.0108 0.0221 0.0621 0.223
10.550 0.0099 0.0119 0.0221 0.0585 0.2047
11.550 0.0112 0.013 0.0224 0.0557 0.1894
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Table 18: PRR MSE (n = 25, p = 10, Y = 0.7)
ρ2 10000 100 16 4 1
k
0.000 0.0001 0.0126 0.0785 0.3136 12.552
0.001 0.0001 0.0125 0.0784 0.3135 12.546
0.002 0.0001 0.0125 0.0784 0.3133 12.541
0.004 0.0001 0.0125 0.0783 0.313 12.529
0.008 0.0001 0.0125 0.0782 0.3125 12.506
0.016 0.0001 0.0125 0.0779 0.3113 1.246
0.032 0.0001 0.0124 0.0773 0.309 12.369
0.064 0.0001 0.0122 0.0762 0.3046 12.193
0.128 0.0002 0.0119 0.0742 0.2963 11.858
0.256 0.0003 0.0115 0.0705 0.2813 11.253
0.512 0.0009 0.011 0.0647 0.2565 10.242
0.550 0.001 0.011 0.0641 0.2531 1.01
0.600 0.0011 0.011 0.0632 0.249 0.9933
0.650 0.0013 0.011 0.0623 0.2451 0.9772
0.700 0.0015 0.011 0.0615 0.2414 0.9617
0.750 0.0016 0.011 0.0608 0.2378 0.9468
0.800 0.0018 0.011 0.06 0.2343 0.9324
0.850 0.002 0.0111 0.0593 0.231 0.9185
0.900 0.0022 0.0112 0.0587 0.2278 0.9051
0.950 0.0024 0.0112 0.0581 0.2247 0.8922
1.000 0.0026 0.0113 0.0575 0.2218 0.8797
1.050 0.0029 0.0114 0.0569 0.2189 0.8675
1.550 0.0054 0.013 0.0528 0.1953 0.7672
2.550 0.0121 0.0182 0.0504 0.1656 0.6275
3.550 0.0202 0.0254 0.0524 0.1494 0.5382
4.550 0.0294 0.034 0.0573 0.1413 0.4774
5.550 0.0395 0.0436 0.064 0.1382 0.4345
6.750 0.0503 0.054 0.0722 0.1387 0.4038
7.550 0.0617 0.0651 0.0816 0.1419 0.3818
8.950 0.0736 0.0768 0.0918 0.147 0.3663
9.550 0.086 0.089 0.1027 0.1537 0.3557
10.550 0.0987 0.1016 0.1142 0.1616 0.3489
11.550 0.1118 0.1145 0.1262 0.1705 0.3452
Table 19: GRR, DRR MSE (n = 25, p = 10, Y = 0.7)
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Table 20: RR MSE (n = 25, p = 10, Y = 0.8)
ρ2 10000 100 16 4 1
k
0.000 0.0002 0.018 0.1122 0.4491 17.967
0.001 0.0002 0.0179 0.1121 0.4488 17.953
0.002 0.0002 0.0179 0.1121 0.4485 1.794
0.004 0.0002 0.0179 0.1119 0.4478 17.913
0.008 0.0002 0.0179 0.1115 0.4464 17.859
0.016 0.0002 0.0177 0.1109 0.4438 17.752
0.032 0.0002 0.0175 0.1096 0.4386 17.544
0.064 0.0002 0.0171 0.1071 0.4286 17.144
0.128 0.0002 0.0164 0.1025 0.4101 16.407
0.256 0.0002 0.0152 0.0945 0.3783 15.132
0.512 0.0002 0.0132 0.0822 0.3286 13.144
0.550 0.0002 0.013 0.0805 0.3215 12.859
0.600 0.0002 0.0127 0.0786 0.3138 12.549
0.650 0.0003 0.0124 0.0768 0.3064 12.254
0.700 0.0003 0.0122 0.0751 0.2994 11.974
0.750 0.0003 0.0119 0.0734 0.2927 11.706
0.800 0.0003 0.0117 0.0718 0.2864 11.451
0.850 0.0003 0.0114 0.0703 0.2803 11.207
0.900 0.0003 0.0112 0.0689 0.2745 10.973
0.950 0.0004 0.011 0.0675 0.2689 10.749
1.000 0.0004 0.0108 0.0662 0.2635 10.534
1.050 0.0004 0.0106 0.0649 0.2584 10.328
1.550 0.0006 0.0091 0.0544 0.217 0.8653
2.550 0.0011 0.0074 0.0414 0.1633 0.6488
3.550 0.0016 0.0066 0.0336 0.1303 0.5155
4.550 0.0022 0.0063 0.0284 0.108 0.4247
5.550 0.0028 0.0063 0.0249 0.0921 0.3591
6.750 0.0034 0.0064 0.0225 0.0801 0.3096
7.550 0.0041 0.0067 0.0207 0.071 0.271
8.950 0.0048 0.0071 0.0195 0.0638 0.2402
9.550 0.0056 0.0076 0.0186 0.0581 0.2153
10.550 0.0064 0.0082 0.0181 0.0536 0.1947
11.550 0.0072 0.0089 0.0178 0.0499 0.1775
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Table 21: PRR MSE (n = 25, p = 10, Y = 0.8)
ρ2 10000 100 16 4 1
k
0.000 0.0002 0.018 0.1122 0.4491 17.967
0.001 0.0002 0.0179 0.1121 0.4488 17.955
0.002 0.0002 0.0179 0.1121 0.4485 17.942
0.004 0.0002 0.0179 0.1119 0.4479 17.918
0.008 0.0002 0.0179 0.1116 0.4467 1.787
0.016 0.0002 0.0178 0.111 0.4443 17.774
0.032 0.0002 0.0176 0.1098 0.4396 17.586
0.064 0.0002 0.0172 0.1076 0.4306 17.224
0.128 0.0003 0.0167 0.1035 0.4139 16.555
0.256 0.0006 0.0158 0.0965 0.385 15.391
0.512 0.0016 0.015 0.086 0.34 13.561
0.550 0.0017 0.0149 0.0847 0.3335 13.291
0.600 0.002 0.0149 0.0831 0.3265 13.004
0.650 0.0023 0.0149 0.0817 0.3199 12.731
0.700 0.0026 0.0149 0.0804 0.3136 1.247
0.750 0.0029 0.015 0.0791 0.3077 12.222
0.800 0.0032 0.0151 0.0779 0.302 11.985
0.850 0.0036 0.0152 0.0768 0.2966 11.758
0.900 0.0039 0.0153 0.0758 0.2914 11.541
0.950 0.0043 0.0154 0.0748 0.2865 11.333
1.000 0.0046 0.0156 0.0739 0.2818 11.134
1.050 0.005 0.0158 0.0731 0.2773 10.942
1.550 0.0095 0.0186 0.0672 0.2423 0.9386
2.550 0.0207 0.0277 0.0655 0.2013 0.741
3.550 0.0344 0.0401 0.071 0.1823 0.6242
4.550 0.0498 0.0546 0.081 0.1753 0.55
5.550 0.0668 0.0709 0.0939 0.1758 0.5013
6.750 0.0849 0.0885 0.1089 0.1814 0.4693
7.550 0.104 0.1072 0.1257 0.1906 0.449
8.950 0.124 0.1269 0.1437 0.2026 0.4371
9.550 0.1447 0.1473 0.1629 0.2167 0.4315
10.550 0.166 0.1684 0.1829 0.2324 0.4307
11.550 0.1879 0.1901 0.2036 0.2495 0.4338
Table 22: GRR, DRR MSE (n = 25, p = 10, Y = 0.8)
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Table 23: RR MSE (n=25, p=10, Y=0.9)
ρ2 10000 100 16 4 1
k
0.000 0.0003 0.0344 0.2152 0.8619 34.458
0.001 0.0003 0.0344 0.2149 0.8607 34.406
0.002 0.0003 0.0343 0.2146 0.8594 34.355
0.004 0.0003 0.0342 0.2139 0.8568 34.253
0.008 0.0003 0.034 0.2127 0.8518 34.051
0.016 0.0003 0.0336 0.2102 0.8419 33.657
0.032 0.0003 0.0329 0.2055 0.823 32.901
0.064 0.0003 0.0315 0.1968 0.7881 31.506
0.128 0.0003 0.0291 0.1817 0.7277 29.094
0.256 0.0003 0.0253 0.1582 0.6335 25.327
0.512 0.0003 0.0203 0.1264 0.5058 20.224
0.550 0.0003 0.0197 0.1228 0.491 19.654
0.600 0.0003 0.019 0.1184 0.4731 18.936
0.650 0.0003 0.0184 0.1142 0.4564 18.269
0.700 0.0003 0.0178 0.1103 0.4409 17.646
0.750 0.0003 0.0172 0.1067 0.4263 17.065
0.800 0.0003 0.0167 0.1033 0.4127 16.519
0.850 0.0003 0.0162 0.1001 0.3999 16.006
0.900 0.0003 0.0157 0.0971 0.3879 15.524
0.950 0.0003 0.0152 0.0942 0.3765 15.068
1.000 0.0003 0.0148 0.0916 0.3657 14.637
1.050 0.0003 0.0144 0.089 0.3556 14.229
1.550 0.0004 0.0113 0.0695 0.2763 11.017
2.550 0.0006 0.008 0.0475 0.1881 0.7493
3.550 0.0009 0.0064 0.0356 0.1397 0.5555
4.550 0.0011 0.0054 0.0282 0.1094 0.4338
5.550 0.0014 0.0049 0.0233 0.0889 0.351
6.750 0.0018 0.0046 0.0199 0.0742 0.2914
7.550 0.0021 0.0046 0.0175 0.0633 0.2469
8.950 0.0025 0.0046 0.0157 0.0551 0.2127
9.550 0.003 0.0048 0.0144 0.0486 0.1857
10.550 0.0034 0.005 0.0135 0.0436 0.1641
11.550 0.0039 0.0053 0.0129 0.0395 0.1465
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Table 24: PRR MSE (n=25, p=10, Y=0.9)
ρ2 10000 100 16 4 1
k
0.000 0.0003 0.0344 0.2152 0.8619 34.458
0.001 0.0003 0.0344 0.2149 0.8608 34.411
0.002 0.0003 0.0343 0.2146 0.8596 34.365
0.004 0.0003 0.0342 0.214 0.8573 34.273
0.008 0.0003 0.0341 0.2129 0.8528 34.092
0.016 0.0003 0.0337 0.2107 0.8439 33.736
0.032 0.0004 0.033 0.2065 0.8268 33.052
0.064 0.0004 0.0318 0.1986 0.7951 31.785
0.128 0.0007 0.0299 0.1851 0.7401 2.958
0.256 0.0016 0.0274 0.1643 0.6538 26.102
0.512 0.0046 0.0256 0.1374 0.5369 21.341
0.550 0.0051 0.0257 0.1347 0.5236 20.809
0.600 0.0059 0.0258 0.1312 0.5073 20.136
0.650 0.0067 0.026 0.128 0.4923 19.509
0.700 0.0075 0.0262 0.1252 0.4784 18.925
0.750 0.0084 0.0266 0.1226 0.4654 18.378
0.800 0.0093 0.027 0.1202 0.4533 17.866
0.850 0.0103 0.0274 0.1181 0.442 17.384
0.900 0.0112 0.0279 0.1162 0.4314 16.931
0.950 0.0122 0.0285 0.1145 0.4215 16.503
1.000 0.0133 0.0291 0.1129 0.4122 16.099
1.050 0.0143 0.0298 0.1115 0.4034 15.717
1.550 0.0263 0.0385 0.1041 0.3375 12.691
2.550 0.0561 0.0649 0.1122 0.2806 0.9524
3.550 0.0919 0.0987 0.1357 0.2678 0.7941
4.550 0.1319 0.1376 0.168 0.2769 0.7099
5.550 0.1753 0.1803 0.2061 0.2989 0.667
6.750 0.2213 0.2257 0.2482 0.3292 0.6495
7.550 0.2693 0.2734 0.2932 0.3653 0.6489
8.950 0.3188 0.3226 0.3404 0.4054 0.6601
9.550 0.3695 0.3731 0.3892 0.4484 0.6797
10.550 0.4209 0.4244 0.4391 0.4937 0.7055
11.550 0.4729 0.4763 0.4898 0.5405 0.736
Table 25: GRR, DRR MSE (n=25, p=10, Y=0.9)
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Table 26: RR MSE (n = 25, p = 10, Y = 0.99)
ρ2 10000 100 16 4 1
k
0.000 0.0033 0.3337 20.849 8.333 332.956
0.001 0.0033 0.3288 20.545 82.116 328.109
0.002 0.0032 0.3241 20.252 80.947 323.438
0.004 0.0032 0.3152 19.697 78.728 314.575
0.008 0.003 0.2991 1.869 74.704 298.506
0.016 0.0027 0.272 16.997 67.941 271.494
0.032 0.0023 0.2314 1.446 57.802 230.992
0.064 0.0018 0.1791 11.197 44.762 178.894
0.128 0.0013 0.1232 0.7698 30.779 123.011
0.256 0.0008 0.0738 0.4608 18.428 73.644
0.512 0.0005 0.0379 0.2367 0.9465 37.821
0.550 0.0004 0.0351 0.2192 0.8748 35.032
0.600 0.0004 0.0318 0.1989 0.7938 31.788
0.650 0.0004 0.0291 0.1815 0.7243 29.004
0.700 0.0004 0.0267 0.1664 0.6642 26.593
0.750 0.0004 0.0246 0.1533 0.6116 24.487
0.800 0.0003 0.0227 0.1417 0.5654 22.635
0.850 0.0003 0.0211 0.1314 0.5245 20.997
0.900 0.0003 0.0196 0.1223 0.4881 19.539
0.950 0.0003 0.0183 0.1142 0.4555 18.235
1.000 0.0003 0.0172 0.1068 0.4263 17.063
1.050 0.0003 0.0161 0.1002 0.3999 16.005
1.550 0.0003 0.0095 0.0585 0.2332 0.9362
2.550 0.0003 0.0047 0.0277 0.1099 0.4409
3.550 0.0004 0.003 0.0165 0.0646 0.2584
4.550 0.0005 0.0022 0.0111 0.0429 0.1709
5.550 0.0007 0.0019 0.0083 0.0309 0.1221
6.750 0.0009 0.0018 0.0066 0.0236 0.0922
7.550 0.0011 0.0018 0.0056 0.0189 0.0726
8.950 0.0014 0.0019 0.0049 0.0157 0.059
9.550 0.0016 0.0021 0.0046 0.0135 0.0493
10.550 0.0019 0.0023 0.0044 0.0119 0.0422
11.550 0.0023 0.0026 0.0044 0.0108 0.0368
368 Bagya Lakshmi, Gallo, Srinivasan
Table 27: PRR MSE (n = 25, p = 10, Y = 0.99)
ρ2 10000 100 16 4 1
k
0.000 0.0033 0.3337 20.849 8.333 332.956
0.001 0.0033 0.3293 20.575 82.236 328.587
0.002 0.0033 0.3251 20.311 8.118 324.367
0.004 0.0032 0.317 19.809 7.917 316.337
0.008 0.0032 0.3025 18.893 75.507 301.702
0.016 0.0033 0.2779 17.343 69.299 276.897
0.032 0.0043 0.2415 14.998 59.887 239.265
0.064 0.008 0.1964 11.962 47.626 190.157
0.128 0.0202 0.1554 0.8733 34.337 136.672
0.256 0.0562 0.1435 0.6074 22.614 88.734
0.512 0.1567 0.2081 0.4818 1.456 53.542
0.550 0.1741 0.2222 0.48 14.019 50.701
0.600 0.1974 0.2421 0.4819 13.399 47.513
0.650 0.2215 0.2631 0.4873 1.29 44.785
0.700 0.2462 0.2852 0.4957 12.498 42.431
0.750 0.2714 0.3081 0.5065 12.178 40.386
0.800 0.2972 0.3318 0.5194 11.927 38.599
0.850 0.3235 0.3562 0.5341 11.733 3.703
0.900 0.3502 0.3811 0.5504 11.589 35.647
0.950 0.3772 0.4066 0.568 11.487 34.422
1.000 0.4046 0.4326 0.5868 11.422 33.335
1.050 0.4323 0.459 0.6066 11.389 32.368
1.550 0.7204 0.7399 0.8432 1.213 26.739
2.550 12.983 13.109 13.749 1.605 25.007
3.550 18.334 18.431 18.886 20.531 26.838
4.550 2.312 23.201 23.549 24.811 29.575
5.550 27.362 27.433 2.771 28.722 32.482
6.750 31.119 31.184 31.412 32.248 35.309
7.550 34.457 34.518 34.709 35.416 37.967
8.950 37.436 37.493 37.657 38.266 40.431
9.550 40.107 40.161 40.303 40.835 42.701
10.550 42.512 42.564 42.689 4.316 44.789
11.550 44.689 44.738 4.485 45.271 46.709
Table 28: GRR, DRR MSE (n = 25, p = 10, Y = 0.99)
ρ2 GRR KHK DRR KHK
10000 0.0017 0.0017
100 0.1609 0.1609
16 1.0047 1.0047
4 4.0121 4.0121
1 16.0213 16.0213
