Abstract. We find all 15909 algebraic integers « whose conjugates all lie in an ellipse with two of them nonreal, while the others lie in the real interval [−1, 2]. This problem has applications to finding certain subgroups of SL(2, C). We use explicit auxiliary functions related to the generalized integer transfinite diameter of compact subsets of C. This gives good bounds for the coefficients of the minimal polynomial of «.
Introduction
In this paper we solve the following problem of Colin Maclachlan from Aberdeen, submitted to us by C. J. Smyth. Each of these algebraic numbers corresponds to a discrete subgroup of SL(2, C) with two generators: one of order 2 and one of order 3.
Problem. Find all algebraic integers α of degree
We denote by C the set of the minimal polynomials P of the algebraic integers defined above. It is clear that if P ∈ C is of degree d, then (−1) d P (1 − X) is also in C. So we call C 1 the set of polynomials P ∈ C such that if P (z) = 0 and z is complex, then Re z ≤ 1/2. We denote by E 1 the set of the elements z of the ellipse E with Re z ≤ 1/2.
To show that C is finite, it suffices to show that C 1 is finite. For this we will use the fact that the integer transfinite diameter of the interval [−1, 2] is less than 1. This ensures that there exists a nonzero polynomial H ∈ Z[X] such that Table 1 .
Number of polynomials in C degree 2 3 4 5 6 7 8 9 10 total nber pol in C 22 206 918 2524 4401 4260 2792 600 186 15909 P of degree d belongs to C 1 . Then P does not divide H and so Here we will explicitly determine the set C 1 . The complete list of elements of C can be found on the web site [WE] . The set C has exactly 15909 elements as given in Table 1 . Let us briefly explain the methods that we will use to compute these polynomials.
We will give, for each k, an upper and a lower bound for s k . Using Newton's formula:
we will obtain by induction some bounds for the coefficients b k .
The bounds for s k will be given by explicit auxiliary functions. This method was extensively used by C. J. Smyth [SM] and the authors [FRS] . As in [FRS] we will closely relate these auxiliary functions with some generalizations of the integer transfinite diameter. We will make use of the algorithm given by Q. Wu [WU] to give good upper bounds for these integer transfinite diameters, and consequently good auxiliary functions. As explained later, we will need some refinements of these methods.
In Section 2, we recall the method of the explicit auxiliary functions. In Section 3, we recall the definition and some properties of the integer transfinite diameter. In Section 4, we recall the relations between the explicit auxiliary functions and the integer transfinite diameter. We give a sketch of Wu's algorithm and explain how this algorithm gives good auxiliary functions. In Section 5, we give a realistic bound for the degree of the polynomials P , i.e. deg P ≤ 12, and we describe the technique for computation of the polynomials P when deg P ≤ 7. In Section 6, we give improvements of the method to enable us to complete the computations when deg P ≥ 8.
The auxiliary functions
We will explain by an example the use of an explicit auxiliary function. The Schur-Siegel-Smyth problem is the following [B] :
Problem. Give a lower bound of trace(α)/ deg(α) where α is a totally positive algebraic integer. It is conjectured that, for all ε > 0, this quantity (the absolute trace of α) is greater than 2 − ε if deg(α) is large enough.
Let P be the minimal polynomial of α of degree d whose roots (which are all real and positive) are α 1 , . . . , α d . We consider the auxiliary function f :
where the polynomials Q j are nonzero elements of Z[X] and the e j are real positive numbers. We denote by m the minimum of the function f (x) for x > 0 and
If we suppose that the polynomial P does not divide any polynomial Q j we get
But 1≤i≤d Q j (α i ) is a nonzero rational integer because it is the resultant of P and Q j . Therefore 1≤i≤d α i ≥ md. Then we have obtained a lower bound of the absolute trace of α. The quality of this bound relies on the choice of the Q j and of the e j . By this method Smyth [SM] proved that if α is not in a finite set of explicit exceptions, then the absolute trace of α is greater than 1.771 . . . .
The integer transfinite diameter
For any n ≥ 1 we say that a polynomial P n (not always unique) is a Chebyshev
Relations between auxiliary functions and the integer transfinite diameter
If, inside the auxiliary function (2.1), we replace the real numbers e j by rational numbers we may write
where H is in Z[X] of degree h and t is a positive real number. We want to get a function f whose minimum m (on [0, ∞)) is as large as possible. That is to say, we seek a polynomial
Now, if we suppose that t is fixed, it is clear that we need an upper bound for the quantity
where we use the weight ϕ(x) = e −x which allows us to define a weighted integer transfinite diameter of an infinite interval. In general, to get a good value for m, we need a polynomial H of large degree h (about 10 8 ), but it is not possible to compute a Chebyshev polynomial P h of such a large degree h. So we will proceed as follows.
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For a fixed t, we can use Wu's algorithm [WU] to compute a Chebyshev polynomial, or at least a polynomial whose norm is close to the minimal norm, of degree less than 40. We then use the irreducible factors of such a polynomial as polynomials Q j in the auxiliary function. Thus, in order to deal with the general situation, i.e. for varying t, we first take an initial value of t (say t 0 = 1) and compute a polynomial H of small degree (if possible less than 5). We define Q 1 as an irreducible factor of H and we take the best value of e 1 to get the best auxiliary function f 1 . We deduce from this the value of t = t 1 and we compute a new polynomial H to get a new factor Q 2 , and then we optimize the function f 2 with the two factors Q 1 and Q 2 . We continue this process until the degree of H becomes too large. For the optimization of the auxiliary function, we use a refinement of the semi-infinite linear programming method introduced into number theory by Smyth [SM] . This method (with the same auxiliary function) was used in [FGR] to prove that the list of Salem numbers < 1.3 and degree ≤ 40 given by D. Boyd [BO1] , [BO2] and M. Mossinghoff [MO] is complete .
5. An upper bound for deg P .
Bounds for the s k a. We use the following auxiliary function:
where
The function f is harmonic outside a union of small disks around the zeros of the polynomials Q j , and so it takes its minimum in E 1 on the boundary of E 1 . Let m 0 and m 1 be defined by m 0 = min −1≤x≤2 f (x) and m 1 = min z∈E 1 f (z). If P is in C 1 , of degree d and roots α 1 , . . . , α d , and does not divide any Q j , then
. In equation (5.1) and following the coefficients e j are chosen for each fixed d to maximize 2m 1 + (d − 2)m 0 . Then we get the bounds given in Table 2 and, for d ≥ 13, |P (0)| < 1, which is impossible. For 2 ≤ d ≤ 5 we have used the trivial bounds of the modulus of the roots of P .
b. To get a lower bound for s k we take the auxiliary function:
and we obtain a lower bound for Table  2 . For the degree d ≤ 5 we use the trivial function f (z) = Re(z k ), and to obtain Table 2 .
Upper bound for |P (0)| deg P 2 3 4 5 6 7 8 9 10 11 12 |P (0)| ≤ 4 7 12 15 19 22 22 17 9 4 1 = −s 1 , . . . , b k−1 are given, then Newton's formula gives bounds for b k . We give in Table 3 the bounds for s k in the case deg P = 7, for 1 ≤ k ≤ 6.
The auxiliary functions of the type (5.2) use the polynomials P 1 , . . . , P 5 of Table  5 and the polynomials X + 2, X − 3, 2X − 1, 2X − 3, X 2 − 3X + 1, 2X 2 − 4X + 1 and X 3 − 4X 2 + 3X + 1. c. When b 1 , . . . , b k are known, we check whether the polynomial Q k = P (d−k) has the following properties:
• By the theorem of Gauss-Lucas all the roots of Q k are inside the disk |z| 2 ≤ 17 4
which contains the convex hull of E 1 ∪ [−1, 2] where P has all its roots. We will use the Schur-Cohn algorithm [MA] for this.
• Q k has at least k − 2 real roots in the real interval [−1, 2]. For this we use the Sturm algorithm [MA] .
d. When we get a polynomial P (with deg P > 2), we check that P (2) > 0, (−1) d P (−1) > 0, P (0)P (1) = 0, and that P is not divisible by any of the polynomials X 2 + 1, X 2 + X + 1, X 2 − X + 1 or X 2 − X − 1, eliminating those P that fail any of these checks. Then we compute the roots of P . We eliminate P when it has a root outside E 1 ∪[−1, 2]. All these steps are done in Pascal. After that we use Pari [GP] to eliminate the reducible polynomials and we add the polynomials (−1) d P (1 − X) if they are not equal to P . For d > 7 we need further improvements of the method, because the computing time increases very quickly with d.
6. Improvements of the method when deg P ≥ 8 a. The cases deg P = 8, 9.
In Section 5 we saw that, for deg P ≥ 8, |P (0)| is bounded by a decreasing function of d. It is easy to see that this happens also for the upper bounds of |P (1)|, |P (−1)| and |P (2)|. We need to replace in (5.1) − log |z| by − log |z − 1|, − log |z + 1| and − log |z − 2| respectively.
We obtain, for deg P = 8,
These bounds are obtained from the more powerful relations: Table 5 .
But, if we replace in (5.1) the first term by − log |z(z − 1)| and if we look at the coefficients e j of log |z + 1| and log |z − 2|, we get the relation
Using the same method we get the following inequality:
The preceding six inequalities are obtained by the six auxiliary functions f i given in Table 4 . They use the polynomials of Table 5 . Table 4 gives the auxiliary functions f i (z) = − 1≤j≤J e ij log |Q ij (z)| used to obtain the previous inequalities (6.i) for 1 ≤ i ≤ 6. The polynomials Q ij are taken from Table 5 hereafter. Table 5 shows the polynomials P , with d = deg P , used in the auxiliary functions of the type (5.2) and in Table 4 .
Moreover, the values of P (0), P (1), P (−1) and P (2) are not independent because we have P (2)−P (0) ≡ 0 mod 2 and P (2)−P (−1) ≡ 0 mod 3, etc... . More generally, for any d = deg P ≥ 8, we define the following linear forms: For degree 10 we get 100 vectors (P (−1), P (0), P (1), P (2)), but b 6 may take 61 different values and the computing time would be too large. However, we remark that in the auxiliary functions that occur when we compute the upper bounds as in (6.1) and (6.2), the coefficient of log |z 2 − z − 1| is rather large, i.e., greater than 1/2. So we get a good upper bound of |Resultant(P (X), X 2 − X − 1)|. If |P (0)P (1) For degree 11 we get 16 vectors (P (−1), P (0), P (1), P (2)) and the resultant of P (X) and X 2 − X − 1 takes only the values ±1. Nevertheless, to reduce the computing time, we proceed as follows. The numbers For degree 12 we get 4 vectors (P (−1), P (0), P (1), P (2)) and the resultant of P (X) and X 2 − X − 1 has only the values ±1. But b 7 has 116 possible values. As in the previous case we get bounds for s k + 2s k−1 and also for s k − s k−1 for 2 ≤ k ≤ 7. The results are given in Table 6 . Table 6 shows that, for 2 ≤ k ≤ 7, s k and s k−1 cannot be simultaneously too close to their upper or lower bounds. Lines 2 and 3 give the lower and upper bounds for s k . Lines 4 and 5 give the lower and upper bounds for s k + 2s k−1 and lines 6 and 7 for s k − s k−1 . From lines 2 and 3 we get −160 ≤ s 6 + 2s 5 ≤ 612 but lines 4 and 5 give 101 ≤ s 6 + 2s 5 ≤ 402. From lines 2 and 3 we get −240 ≤ s 6 − s 5 ≤ 338 but lines 6 and 7 give −100 ≤ s 6 − s 5 ≤ 258.
We also get upper bounds of 8978 for P 1+i √ 3 2 2 = Resultant(P (X), X 2 − X + 1) and of 51355 for |P (i)| 2 = Resultant(P (X), X 2 + 1). We write P and b 7 respectively. We add all these conditions into the program and finish off the computation as before.
