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SMOOTH PARAMETERIZATIONS OF POWER-SUBANALYTIC
SETS AND COMPOSITIONS OF GEVREY FUNCTIONS
SIEGFRIED VAN HILLE
Abstract. We show that if X is an m-dimensional definable set in Rpow
an
, the struc-
ture of real subanalytic sets with real power maps added, then for any positive integer
r there exists a Cr-parameterization of X consisting of crm
2
maps for some constant
c. Moreover, these maps are real analytic and this bound is uniform for a definable
family.
1. Introduction
Consider the following question: given any positive integer r, can one construct a
parameterization of X consisting of r times continuously differentiable maps whose Cr-
norm is bounded by 1? Moreover, can one bound the number of maps in terms of r?
Our main theorem gives an answer to this question.
Theorem. If X ⊂ [−1, 1]n is a definable set in RKF of dimension m ≤ n, then for
any positive integer r there exists a Cr-parameterization of X consisting of crm
2
maps
whose Cr-norm is bounded by 1. Moreover, if X belongs to some definable family of
such sets, the constant c holds for all members of the family.
The structures RKF were studied by D. Miller in [8], where he shows Weierstrass prepa-
ration for functions definable in these structures, which is one of the main ingredients
for our proof of the main result. These structures expand the semi-algebraic sets with
restricted analytic function in a Weierstrass system F and power maps x 7→ xµ for any
µ ∈ K, where K is a subfield of the field of exponents of F . The structures R, Ran and
Rpowan are all examples of this class of structures. For a more precise definition of these
structures, we refer to Section 3 and Millers work [8].
The interest in this question first arose in 1987 in [14] in the study of entropy of
dynamical systems. In that paper, Yomdin sketched a Cr-parameterization result for
semi-algebraic sets, completely proved by Gromov in [5]. In their result the number of
maps of the parameterization is shown to depend on combinatorial data defining X :
n, m, r and the complexity β: the maximum degree of the equations and inequalities
necessary to define X . However, there is no explicit formula for the number of maps.
Yomdin has written a nice survey on the study of parameterizations in [13].
Using o-minimality, a tool of model theory, Pila and Wilkie showed in 2006 that any
bounded definable set in any o-minimal structure (containing the semi-algebraic sets)
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has a Cr-parameterization [10]. Unfortunately the required number of maps cannot be
expressed in the combinatorial data. The main result of [10] is to bound the number
of rational points on a definable set X up to a certain height, known as the counting
theorem.
In 2011, Jones, Miller and Thomas have shown in [6] that any set definable in (any
reduct of) Ran expanding the real field has a mild parameterization. Since we only
control the derivatives up to order r, their result is stronger. However, by an easy
example of Yomdin [12, Proposition 3.3], their result cannot be made uniform.
More recently, in 2016, Cluckers, Pila and Wilkie proved in [2] a Cr-
parameterization result for a set X definable in RKF using cr
d maps, where c and d
are constants depending on X , and this result is uniform. Even more recent, in 2018,
Binyamini and Novikov construct a Cr-parameterization consisting of crm maps for X
definable in Ran. Moreover, they show that c depends polynomially on the complexity
of X , if X is semi-algebraic, see [1]. This bound on the number of maps is sharper than
the one in our result, but doesn’t apply to the bigger structure Rpowan . We will continue
the work of [2] and show that their methods yield a Cr-parameterization consisting of
crm
2
maps for a definable set in RKF .
The paper is organized as follows. In Section 2, we prove various properties of mild
functions using only standard techniques of real analysis. Informally, a mild function
is a function with a good bound on the derivatives. This bound allows us to bound
the derivatives by 1 after a suitable substitution. A key result on the composition of
this functions permits us to make all of the results of [2] on mild functions explicit and
thus also the constant d. This key result is in fact an old result on Gevrey functions
[4]. We will give the original proof of this result, but in full generality, and reformulate
it in terms of mild functions. In the third section we provide the necessary background
in model theory to state the main theorem and we prove the main theorem. Finally
we explain that when m ≥ 2, we can in fact obtain a parameterization consisting of
crm
2−m maps.
2. Mild functions
Mild functions were introduced by Pila in [9] in order to bound a determinant allowing
him to bound the number of rational points up to a some height, now known as the
determinant method. Our parameterization will consist of maps that are mild up to
order r, since in the main theorem we only care about derivatives up to order r. We
will show in Section 3 that we can parameterize X using weakly mild maps. In this
section we explain how weakly mild maps (satisfying some additional condition on the
first order derivatives) can be composed with a power map to obtain a mild map up to
any desired order.
Since we will encounter many compositions of mild maps, we need a result on com-
positions of mild maps. More precisely, one can think of mild functions as functions of
some class indexed by a real number C ≥ 0. When C = 0, these maps are real analytic,
when C = +∞, they are real smooth. Using the theory of Gevrey functions [4], we
show that compositions of mild functions of class C are again of class C.
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We start with some definitions of multidimensional calculus. Throughout this section
we will work with functions f = (f1, . . . , fn) : U ⊂ Rd → Rn, where U is always assumed
to be open in Rd. We say that f : U ⊂ Rd → R is Cr for a natural number r (or +∞) if
f is r times continuously differentiable on U and f = (f1, . . . , fn) : U ⊂ Rd → Rn is Cr if
f1, . . . , fn are all C
r. For any i ∈ {1, . . . , d} denote (∂f/∂xi) = (∂f1/∂xi, . . . , ∂fn/∂xi).
For any multi-index ν = (ν1, . . . , νd) ∈ Nd and f : U → Rn and x = (x1, . . . , xd) ∈ U
we set:
|ν| = ν1 + . . .+ νd
ν! = ν1! · · · νd!
xν =
d∏
i=1
xνii
f (ν) =
∂|ν|
∂xν11 · · ·∂xνdd
f
where by definition 0! = 1, and 00 = 1.
Definition 2.1 (Cr-norm). Suppose that f : U ⊂ Rd → R is Cr, then we define the
Cr-norm | · |r of f as follows:
|f |r = sup
x∈U
sup
|ν|≤r
ν∈Nd
|f (ν)(x)|
|ν|! .
Note that |f |r can be +∞. We define the Cr-norm of a map f : U ⊂ Rd → Rn to be
the maximum of the Cr-norms of the component maps f1, . . . , fn.
This is the norm used in [1]. In [2] they did not divide by |ν|!, this yields equivalent
norms but has an impact on the exponent of r in the main theorem (see Lemma (2.1)).
Definition 2.2 (Mild functions). Suppose that A,B > 0, C ≥ 0 are real numbers and
f : U ⊂ Rd → R. Then f is called (A,B,C)-mild if it is C∞ and if for all ν ∈ Nd and
x ∈ U : ∣∣f (ν)(x)∣∣ ≤ BC+1A|ν||ν|!C+1
A map f : U ⊂ Rd → Rn is (A,B,C)-mild if all component functions f1, . . . , fn are
(A,B,C)-mild. If B = 1, we simply say that f is (A,C)-mild and if we say that f is
mild, then we mean that f is (A,C)-mild for some A > 0 and C ≥ 0.
This definition is slightly different than the original one by Pila in [9], where the
bound on the derivatives for an (A,C)-mild function is given by ν!(A|ν|C)|ν|. Now, due
to the following inequalities:
ν! ≤ |ν|! ≤ d|ν|ν!
|ν|! ≤ |ν||ν| ≤ e|ν||ν|!
(where the number e is a result of Stirlings formula), one sees that the definitions of
(A,C)-mild coincide in the following way: f is (A,C)-mild as in our definition if and
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only if f is (A′, C)-mild as in [9]. The reason to adjust the definition is to keep the
proof of Theorem (2.5) as simple as possible.
Since we are only interested in derivatives up to order r, we will use ‘up to order r’
versions of many definitions and theorems, for example the following definition.
Definition 2.3 (Mild up to order r). Suppose that A,B > 0, C ≥ 0 are real numbers,
r > 0 an integer (or +∞) and f : U ⊂ Rd → R. Then f is called (A,B,C)-mild up to
order r if it is Cr and if for all ν ∈ Nd with |ν| ≤ r and x ∈ U :∣∣f (ν)(x)∣∣ ≤ BC+1A|ν||ν|!C+1
A map f : U ⊂ Rd → Rn is (A,B,C)-mild up to order r if all component functions
f1, . . . , fn are (A,B,C)-mild up to order r.
The following corollary is an immediate consequence of the definitions.
Corollary. A map f : U ⊂ Rd → Rn has Cr-norm less or equal to B if and only if f
is (1,B,0)-mild up to order r.
For (A,C)-mild functions, one can bound the derivatives with an easy substitution.
It will be used to count the numbers of maps in the proof of the main theorem. More
precisely, we will construct a parameterization consisting of (A, 0)-mild maps.
Lemma 2.1. Suppose that f : U ⊂ (0, 1)d → [−1, 1] is (A,C)-mild up to order r. Let
P = (P1, . . . , Pd) be any point in (0, 1)
d and consider the map
ψ : (x1, . . . , xd) 7→
( x1
ArC
+ P1, . . . ,
xd
ArC
+ Pd
)
.
If V = ψ−1(U) then (f ◦ ψ) : V → [−1, 1] has Cr-norm bounded by 1.
Proof. This is a direct calculation using the chain rule. 
To bound the norm used in [2] one has to use C + 1 as exponent of r, see [2, Lemma
4.1.3.], thus we obtain more maps in the parameterization. We conclude this section
with the following class of examples which will show up in Section 3. For a proof we
refer to [7, Proposition 2.2.10].
Lemma 2.2. Suppose that f : U ⊂ Rd → R is analytic on an open neighborhood of the
topological closure U of U , then f is (A,B,0)-mild for some A,B > 0.
2.1. Compositions of mild functions. In this section we show that if f and g are
(Af , Bf , C)- and (Ag, Bg, C)-mild respectively, then the composition f ◦ g is (A,B,C)-
mild for some explicit A and B. Of course, we will need a multivariate version of a
formula for arbitrary derivatives of a composite function. This is known as the Faa` di
Bruno formula, which has first been proved in [3] and we reformulate it here. A proof
can also be found in [7, Theorem 1.3.2].
Theorem 2.3. Suppose that n is a positive integer, V ⊂ Rd and U ⊂ Re are open,
f : V → R, g : U → V and that f and g are Cn. For any x ∈ U and ν ∈ Ne with
|ν| = n we have that
(f ◦ g)(ν)(x) =
∑
1≤|λ|≤n
f (λ)(g(x))
n∑
s=1
∑
ps(ν,λ)
ν!
s∏
j=1
(g(lj)(x))kj
kj!(lj !)kj
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where ps(ν, λ) is the set consisting of all k1, . . . , ks ∈ Nd with |ki| > 0 and l1, . . . , ls ∈ Ne
with 0 ≺ l1 ≺ . . . ≺ ls such that:
s∑
i=1
ki = λ
and
s∑
i=1
|ki|li = ν.
Here li ≺ li+1 means that |li| < |li+1| or, if |li| = |li+1|, then li comes lexicographically
before li+1.
This formula is the heart of all proofs of results on compositions of mild functions
that will follow. In [2] one uses this formula to deduce that the composition of mild
functions is mild. However, they show this by roughly estimating the sum and hence
they obtain no explicit formula’s for A,B and C. In his paper [4], Gevrey introduces
‘functions of class α’ (see below), later known as Gevrey functions, and showed that
the functions of class α with α ≥ 1 are closed under composition. In fact, Gevrey only
proved his result where one of the involved functions only has one variable. The proof
uses the Faa` di Bruno formula in an essential way. Even though we refer to a more
recent paper for the proof of this formula, the formula was already known for a long
time. Because the result on Gevrey functions will immediately yield our result on mild
functions and the technique is important for all other poofs, we will give a full proof of
Gevrey’s theorem for functions in arbitrary many variables, that is: the general version
of what he proved.
Definition 2.4 (Gevrey functions). Suppose that α ≥ 0 and f : U ⊂ Rd → R. We say
that f is a Gevrey function of class α if it is C∞ and for all ν ∈ Nd and x ∈ U we have:∣∣f (ν)(x)∣∣ ≤ (M |ν|!
R|ν|
)α
for some M,R > 0. A function f : U ⊂ Rd → Rn is a Gevrey function of class α if all
of its component functions are Gevrey functions of class α.
Just as we mentioned below Definition (2.2), this is not precisely the definition as in
[4], but equivalent as we have remarked there.
Proposition 2.4. Suppose that f : U ⊂ Rd → R is C∞, then f is (A,B,C)-mild for
some A,B > 0 if and only if it is a Gevrey function of class C + 1.
Proof. One sets R = A−1/(C+1) and immediately sees that the bounds on the derivatives
are the same. 
Of course, one could define a Gevrey function of class α up to order r and the result
above has an up to order r version. The proposition also motivates why we have chosen
to tweak the definition of a mild function and the next theorem shows that the above
definition of a Gevrey function is the most suitable for the proof of the general case.
Theorem 2.5 (Gevrey [4]). Suppose that f : V ⊂ Rd → R and g : U ⊂ Re → V are
Gevrey functions of class α ≥ 1, then f ◦ g is a Gevrey function of class α.
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Proof. The idea of this ingenious proof of Gevrey is as follows. For some specific F
and G, we can explicitly compute both sides of the Faa` di Bruno formula in some well
chosen point since all derivatives of F ◦ G will be easy to compute. In turns out that
the values of these derivatives in this point are exactly the bounds we have for the
derivatives of our given maps. Hence, when bounding the absolute value of (f ◦ g)(ν)
using the triangle inequality, we obtain a sum of positive terms where the bounds on
the derivatives of f and g occur. Because α ≥ 1 we have that rα + sα ≤ (r + s)α
(r, s ≥ 0), which yields the result.
To define these maps, we need the constants that bound the derivatives of f and g.
Since they’re Gevrey functions of class α, we have:
∣∣f (ν)(x)∣∣ ≤
(
Mf
|ν|!
R
|ν|
f
)α
and ∣∣g(ν)(x)∣∣ ≤
(
Mg
|ν|!
R
|ν|
g
)α
The maps that do the trick are the following F and G = (G1, . . . , Gd):
F =
MfRf
(Rf + dMg)− (x1 + . . .+ xd)
and for i = 1, . . . , d:
Gi =
MgRg
Rg − (x1 + . . .+ xe) .
We first compute an arbitrary derivative of Gi for some i ∈ {1, . . . , d} (they’re all
equal). Set x¯ = x1 + . . .+ xe. Then we have for all j ∈ {1, . . . , e} that (∂/∂xj)(x¯) = 1.
Writing Gi = MgRg(Rg − x¯)−1 we easily obtain that for any λ ∈ Ne:
G
(λ)
i = (MgRg)|λ|!(Rg − x¯)−(1+|λ|).
Hence we obtain:
(1) G
(λ)
i (0) = Mg
|λ|!
R
|λ|
g
.
Noticing that G(0) = (Mg, . . . ,Mg), we see that for all λ ∈ Nd we obtain similarly:
(2) F (λ)(G(0)) = Mf
|λ|!
R
|λ|
f
.
Next, one checks that:
(F ◦G) = MfRf(Rg − x¯)
RfRg − (Rf + dMg) x¯
and that for any λ ∈ Ne with |λ| ≥ 1:
(F ◦G)(λ) = dMfMgRfRg
Rf + dMg
(Rf + dMg)
|λ||λ|!
(RfRg − (Rf + dMg) x¯)|λ|+1 .
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Finally we get that:
(3) (F ◦G)(λ)(0) = M |λ|!
R|λ|
with M =
dMfMg
Rf+dMg
and R =
RfRg
Rf+dMg
. Hence if we plug in values as in (2) and (1) in the
sum of Theorem (2.3), then we know that it is equal to (3). We can now use the fact
that α ≥ 1 and the bounds on the derivatives of the original f and g to finish the proof
since these bounds are of the form (1) and (2) to the power α. 
Combining this with Proposition (2.4) one deduces from this proof the following
result on mild functions.
Corollary 2.5.1. Suppose that f : V ⊂ Rd → R is (Af , Bf , C)-mild and that g : U ⊂
Re → V is (Ag, Bg, C)-mild. Then f ◦ g is (A,B,C)-mild where:
A = AfAg(A
−1/(C+1)
f + dBg)
C+1,
B =
dBfBg
A
−1/(C+1)
f + dBg
< Bf .
In particular, if f is (Af , 0)-mild and g is (Ag, 0)-mild then f ◦ g is (A, 0)-mild with:
A = Ag(dAf + 1).
2.2. Weakly mild functions and power substitutions. Many nice functions are
not mild. For instance, if f is analytic on U , this still isn’t sufficient: consider for
example the map x 7→ x1/2 on (0, 1), so one can not weaken the conditions of Lemma
(2.2). Maps of this form will be crucial later on. By a reparameterization, which we
will call a power substitution, we can make these maps mild up to any order if they
satisfy an additional condition.
Definition 2.5 (Weakly mild functions). Suppose that A,B > 0, C ≥ 0 are real
numbers, r > 0 a positive integer or +∞ and f : U ⊂ (0, 1)d → R. Then f is called
weakly (A,B,C)-mild up to order r if it is Cr and if for all ν ∈ Nd with |ν| ≤ r and
x ∈ U : ∣∣f (ν)(x)∣∣ ≤ BC+1A|ν||ν|!C+1
xν
.
A map f = (f1, . . . , fn) : U ⊂ (0, 1)d → Rn is weakly (A,B,C)-mild up to order r if all
component functions f1, . . . , fn are weakly (A,B,C)-mild up to order r. We will say
‘weakly mild (up to order r)’ if the map is weakly (A,B,C)-mild up to order +∞ (up
to order r) for some A,B > 0 and C ≥ 0.
From now on we always assume that B = 1, thus leaving it out.
Proposition 2.6 (Power substitution). Suppose that f : U ⊂ (0, 1)d → R is a map such
that f and all first order derivatives of f are weakly (A,C)-mild. Let φ : (0, 1)d → (0, 1)d
be given by:
(x1, . . . , xd) 7→ (xn11 , . . . , xndd )
where for all i ∈ {1, . . . , d}: ni ≥ r and denote V = φ−1(U). Then the map f ◦φ : V →
R is (A˜, C)-mild up to order r with A˜ = NA(d+ 1)C+1, with N = max(n1, . . . , nd).
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Proof. One immediately sees that φ is (N, 0)-mild: take any component function φi of
φ. Because it only depends on xi, we just have to check the following:(
∂
∂xi
)k
φi(x) = ni · · · (ni − (k + 1))xni−ki ≤ Nkxni−k ≤ Nk.
Now, we do exactly the same as in the last part of the proof of Theorem (2.5): bounding
all instances of the derivatives of f and φ in the sum of Theorem (2.3). Now in a fixed
term, the fact that f is just weakly mild gives us a factor 1/xν . As we observe above,
we can bound the derivatives of φ as being (A,C)-mild, but instead we will not bound
the powers of x yet (i.e. we only use the second last bound as shown above). This will
allow us to control all occurring powers xν by 1 as long as |ν| ≤ r. Once we have shown
that this holds, we really end up with the same kind of sum as in the proof of Theorem
(2.5) and we’re done. Hence we fix a term of the sum and calculate the power of x.
Suppose that ν ∈ Nd, n = |ν| ≤ r and consider one term in the sum, so we also have
a fixed λ ∈ Nd with |λ| ≤ |ν|, an s ∈ {1, . . . , n}, k1, . . . , ks ∈ Nd and l1, . . . , ls ∈ Nd.
Then, for any i ∈ {1, . . . , d} and j ∈ {1, . . . , s}, we have:∣∣∣∣(φ(lj)i (x))kj,i
∣∣∣∣ ≤ N lj,ikj,ix(ni−lj,i)kj,ii
and thus the total power of an xi appearing in the term is
∑s
j=1(ni − lj,i)kj,i.
We now compute the ‘negative’ contribution to the powers of x. Note that we may
suppose that |ν| > 1 since if |ν| = 1 it is a direct consequence of the conditions on f
that these derivatives are bounded. Then we will write λ = λ′ + β for some β ∈ Nd
with |β| = 1. For any choice of β we have the following and thus we may pick some
particular β later.∣∣f (λ)(φ(x))∣∣ = ∣∣∣(f (β))(λ′)(φ(x))∣∣∣ ≤ A|λ′||λ′|!C+1 1
φ(x)λ′
≤ A|λ||λ|!C+1 1
φ(x)λ′
The power of xi is −niλ′i. Let βk = 1 for some k ∈ {1, . . . , d}, which we will pick later,
then the total power of xi when i 6= k is (then λ′i = λi):
s∑
j=1
((ni − lj,i)kj,i)− niλi =
s∑
j=1
((ni − lj,i)kj,i)− ni
s∑
j=1
kj,i
= −
s∑
j=1
kj,ilj,i.
When i = k one computes that the power of xk is nk −
∑s
j=1 kj,klj,k. We now pick k
such that
xk = min
i:λi 6=0
xi.
Then we have for all i ∈ {1, . . . , d}:
x
−
∑s
j=1 kj,ilj,i
i ≤ x
−
∑s
j=1 |kj |lj,i
i ≤ x
−
∑s
j=1 |kj |lj,i
k
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and we can bound the product of all xi and their powers by:
x
nk−
∑d
i=1
∑s
j=1 |kj |lj,i
k = x
nk−
∑d
i=1 νi
k = x
nk−|ν|
k ≤ 1
since nk ≥ r and |ν| ≤ r. 
The extra condition that all first order derivatives are weakly mild is crucial and
cannot be omitted. For instance, consider again the map x 7→ x1/2, then we see that
composing with the power map x 7→ x3, we do not obtain a map that is mild up to
order 3. Of course, using the power map x 7→ x2, it becomes mild up to order +∞.
This observation will be the key to slightly improve the main theorem in Section 3.
Even though we can say something about the derivatives of a composition of weakly
mild functions, it is not weakly mild. We do have the following result.
Proposition 2.7. Suppose that f : V ⊂ (0, 1)d → R is (Af , C)-mild up to order r and
that g : U ⊂ (0, 1)e → V is weakly (Ag, C)-mild up to order r. Then f ◦ g is weakly
(A,C)-mild up to order r, where A is as in Corollary (2.5.1).
Proof. The strategy of the proof is completely the same as before: one just checks that
in each term one exactly obtains a factor 1
xν
when computing (f ◦ g)(ν) via Theorem
(2.3). 
We can now easily deduce the following corollary using the fact that the product map
is (1, 0)-mild on [−1, 1]2.
Corollary 2.7.1. Suppose that f : U ⊂ (0, 1)d → [−1, 1] is weakly (Af , C)-mild up to
order r and that g : U → [−1, 1] is weakly (Ag, C)-mild up to order r, then the product
fg is weakly (A,C)-mild up to order r with A = 3max(Af , Ag).
In fact one can do better. Using a multivariate version of the product rule and
estimating the constants appearing in this formula as in the proof of [2, Theorem
2.3.1.], one can show that if f1, . . . , fn are (weakly) (A,C)-mild, then their product is
(weakly) (nA,C)-mild.
3. The Cr-parameterization theorem
In this section we give a precise definition of the structure in which the family should
be definable. This structure is o-minimal, a powerful tool of model theory, and thus
enables us to use the cell decomposition theorem, see [11]. Furthermore, Miller has
shown in [8] that Weierstrass preparation holds for definable functions in this structure.
Combining these results, we obtain a very strong parameterization theorem from which
we will easily deduce the main theorem with the results of last section.
We start with the necessary definitions of model theory and the result of Miller.
In his paper definability (in Rn) is with respect to the following language. Let Lr =
{+,−, ·, <, 0, 1} be the language of ordered rings and expand it with a symbol for all
the following functions:
f˜(x) =
{
f(x) if x ∈ [−1, 1]n
0 elsewhere,
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where f : U → R is a real analytic function on an open neighborhood U of [−1, 1]n.
Denote this language Lan. If X is Lan-definable in Rn, then it is called (globally)
subanalytic. Remember that a function is definable if its graph is a definable set. Next,
if we expand Lan with a symbol for all functions
x 7→
{
xr if x > 0
0 if x ≤ 0,
for r ∈ R, we obtain the language Lpowan and the corresponding structure Rpowan . If X
is Lpowan -definable in Rn, we say that X is power-subanalytic. In [8], Miller considers
the following reducts of Rpowan . Let F be a Weierstrass system: a collection of real
analytic functions Rn → R, containing the polynomials in n variables, for all n which
is closed under certain operations (for a precise definition, see [8]). If one adds to the
language Lr the restrictions (as above) of these functions, one obtains the language
LF . In particular, the easiest examples are Lr and Lan, corresponding to adding no
functions and all subanalytic functions respectively. For any Weierstrass system F , one
can consider its field of exponents:
K = {r ∈ R | x 7→ (1 + x)r ∈ F}.
(Miller shows in his paper that this is indeed a field.) Note that for the language Lr,
this field is Q and thus any field of exponents K contains Q. Denote LKF the language
obtained by adding a symbol for all power maps x → xr for r ∈ K (as above), where
K can be any subfield of R. If we take K equal to the field of exponents, we get
the following two examples: LQr = Lr and LRan = Lpowan . From now on, definability is
with respect to the language LKF , where K is supposed to be a subfield of the field of
exponents of F . The corresponding structure RKF is o-minimal.
Definition 3.1 (Cell). A cell in Rm is a set of the following form:
{(x1, . . . , xm) ∈ Rm | αi(x<i)i1 xii2 βi(x<i), i = 1, . . . , m}
where x<i = (x1, . . . , xi−1), αi and βi are continuous definable functions and  is ‘no
condition’ or the conditions < or =, where i2 is < or no condition if i1 is equality.
Obviously, a cell is open in Rm if and only if i1 is not equality for all i. In that case
we call αi and βi the walls of xi.
Suppose that C is a cell in Rn. Then, up to reordering the variables if necessary, we
may suppose that for i = 1, . . . , m (m ≤ n) the condition i1 is inequality and for the
last n−m variables i1 is equality. In this way, we see that any cell in Rn corresponds
to the graph of a definable function f : U ⊂ Rm → Rn−m. Combining this with the
fact that an open cell in Rn is definably homeomorphic to (0, 1)n, we get that a cell in
Rn is the same as the graph of a definable function (0, 1)m → Rn−m. The number m
is the dimension of the cell and thus is nothing more than counting how many times
i1 is inequality. We will do many manipulations with these functions and thus end
up in general with definable maps U ⊂ (0, 1)m → Rn−m, where U is an open cell in
(0, 1)m. To conclude, because any definable set in an o-minimal structure is a finite
union of cells, it suffices to prove the main theorem in the case that XT is the graph
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of a definable function f : T × (0, 1)m → [−1, 1]n−m, where XT is a definable family of
m-dimensional sets in [−1, 1]n.
In this section we will often use the following notation. Suppose U ⊂ Rm, then we
denote U for the topological closure of U in Rm endowed with the standard topology.
Furthermore, π<m : R
m → Rm−1 denotes the projection on the first m − 1 variables.
Thus we can write x = (x<m, xm), where x<m = π<m(x) is just (x1, . . . , xm−1).
Definition 3.2 (Centre of a cell). Suppose that C is a cell in Rm. A definable contin-
uous map θ : π<m(C) → R is called a centre for C if its graph and C are disjoint or
if it is contained in C \ C. Furthermore θ is identically zero or θ ∼ xm. We say that
θ ∼ xm if there exists an ǫ ∈ (0, 1) such that for all x ∈ C:
ǫxm ≤ θ(x<m) ≤ ǫ−1xm.
Definition 3.3 (Prepared with centre). A bounded definable function f : C → R,
where C is a cell in Rm, is called prepared with centre θ if it can be written in the
following way:
f(x) = bj(x)F (b(x))
where b : C → RN (for some N ∈ N) is bounded, bj a component function of b and the
component functions bi of b are of the following form:
ai(x<m)|xm − θ(x<m)|ri
with ri ∈ K and ai : π<m(C) → R definable. Finally, F is a non-vanishing analytic
function on an open neighborhood of b(C). We call b the associated bounded range
map of f . A map f : C → Rn is prepared with centre θ if all of its component functions
are prepared with centre θ and moreover have the same bounded range map b.
We now state the Weierstrass preparation theorem as in [2, Proposition 4.4.2], which
follows from the main theorem of [8] by [8, Lemma 3.7 and Lemma 4.4].
Theorem 3.1. Suppose that f : X ⊂ Rm → Rn is a bounded definable function, where
X is definable. Then there exists a finite partition of X into cells Ci with centre θi such
that the restriction f |Ci of f on Ci is prepared with centre θi.
In this section we follow [2, Section 4], but in our proofs, we avoid transforming
parameters. To achieve this, we slightly adjusted some definitions. The main theorem
will be deduced from Theorem (3.5). In this theorem we parameterize X with maps
that satisfy the conditions of Proposition (2.6). Finally we conclude by Lemma (2.1).
As we explained before, XT may be considered as a finite union of definable maps
f : T×(0, 1)m → [−1, 1]n−m. Now the goal is to improve f using Weierstrass preparation
such that the cells of the preparation also satisfy the conditions of Proposition (2.6).
Lemma 3.2. Suppose that f : C → R is prepared with centre θ, where C is a cell in
(0, 1)m. Then there exist finitely many cells Ci in (0, 1)
m and maps fi : Ci → R which
are prepared with centre θ = 0 such that ∪iIm(fi) = Im(f).
Proof. If θ = 0, there is nothing to show. If not, then θ ∼ xm hence ǫxm < θ(x<m) <
ǫ−1xm for some ǫ ∈ (0, 1). Up to finite partitioning, we may suppose that either θ < xm
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on C or θ > xm on C. Denote αm and βm for the walls of C bounding xm and suppose
first that θ < xm. It then follows that 0 < θ ≤ αm, in particular: αm − θ ≥ 0 and
βm − θ ≤ 1. Hence we obtain that
C˜ = {x ∈ (0, 1)m | (x<m, xm + θ(x<m)) ∈ C}
is a cell in (0, 1)m. Setting φ : C˜ → C : x 7→ (x<m, xm + θ(x<m)), we see that f ◦ φ is
prepared with centre 0. Now suppose θ > xm, then βm − θ < 0. Because C has centre
θ, we have:
θ < ǫ−1xm < ǫ
−1βm =⇒ −1
ǫ−1 − 1(βm − θ) < βm < 1.
So if we define S = −1/(ǫ−1 − 1), then
C˜ = {x ∈ (0, 1)m | (x<m, Sxm + θ(x<m)) ∈ C}
is a cell in (0, 1)m and f ◦ φ is prepared with centre 0, where φ : C˜ → C : x 7→
(x<m, Sxm + θ(xm)). 
Obviously this result also holds for a family of functions such as f since we only
change the variable xm. Note that we obtain finitely many cells in (0, 1)
m such that the
given map satisfies an additional property, but we cannot transform these cells back to
a map (0, 1)m → [−1, 1]n−m satisfying the same property. Moreover, even if the original
cell is open, some of the cells of the finite partition might not be open. In that case,
one should first rewrite the cell of the form of the graph of a function on an open cell
as before, this will respect the fact that the function was prepared with some centre
(as we mentioned below Definition (3.1)). Being prepared with centre zero is crucial
later on. We now define a stronger notion. Intuitively it says that the map should be
prepared with centre zero in multiple variables at once.
Definition 3.4. Suppose that C is a cell in Rk×(0, 1)m and denote an element of C
as a tuple (t, x). A bounded definable function f : C → R is prepared in x if it can be
written as:
f(t, x) = bj(t, x)F (b(t, x))
where b : C → RN (for some N ∈ N) is bounded, bj a component function of b and any
component function bi of b is of the form:
bi(t, x) = ai(t)x
µi = ai(t)
m∏
l=1
x
µi,l
l
for some definable function ai : π<k+1(C) → R and µi ∈ Km. We call b the associated
bounded monomial map. As before, F is supposed to be analytic and non-vanishing on
an open neighborhood of b(C) and a bounded definable map f : C → Rn is prepared in
x if al of its component functions are and have the same associated bounded monomial
map b.
Note that k can be zero. In that case, up to a scalar a, the associated bounded
monomial map b is a monomial and the definition coincides with the definition of
an analytic-bounded-monomial map of [2]. We now show some properties of these
maps that relate to the previous section. If f : U ⊂ T × Rm → Rn, then for a
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fixed t consider the set Ut = {x ∈ Rm | (t, x) ∈ U} the fiber over t and the map
ft : Ut → Rn : x 7→ f(t, x). In this way we will consider f as a family of functions.
Lemma 3.3. Suppose that f : C ⊂ T × (0, 1)m → [−1, 1] is prepared in x, where C is
open. Then there exists an A such that for any t ∈ T the map ft is weakly (A, 0)-mild.
Moreover, if the C1-norm of the bounded associated monomial map bt of ft is bounded
independently of t, then there exists an A such that for any β ∈ Nm with |β| ≤ 1 and
t ∈ T the map f (β)t is weakly (A, 0)-mild.
Proof. Since b is bounded and because of the form of b, there exists an Ab such that for
any t ∈ T the map bt is weakly (Ab, 0)-mild. By Lemma (2.2), there exists an AF such
that F is (AF , 0)-mild on an open neighborhood of b(C). Hence by Proposition (2.7)
and Corollary (2.7.1) ft is weakly (A, 0)-mild.
Now fix any t ∈ T and 1 ≤ i ≤ m. By the product rule we have
∂ft
∂xi
=
∂bj,t
∂xi
F (bt) +
N∑
l=1
bj,t
∂F (bt)
∂bl,t
∂bl,t
∂xi
.
Since we can bound the derivatives of bt independently of t, this is for any t a sum of
weakly (A, 0)-mild functions for some A and thus is also weakly (A, 0)-mild (for possibly
different A). 
Definition 3.5. Suppose that f : U ⊂ Rk×Rm → Rn is a family of functions. If there
exists a B such that for all t ∈ π<k+1(U) and x ∈ Ut: |ft(x)| < B, we say that f is
bounded in x. More generally, if r is a natural number, we say f is Cr-bounded in x if
there exists a B such that for any t ∈ π<k+1(U) the map ft is Cr and for any x ∈ Ut
the Cr-norm of ft is bounded by B.
As an example, consider the family of maps fT : (t, x) 7→ (t2/x) on the cell given by
0 < t < 1,
t < x < 1.
Then for a fixed t ∈ T = (0, 1), the map ft is in fact mild, but the upper bound depends
on t. However, one sees that f is C1-bounded in x.
The following lemma shows why we want functions to be prepared in x. The specific
form of the functions is crucial for the proof.
Proposition 3.4. Suppose that f : C ⊂ T × (0, 1)m → [−1, 1] is prepared in x such
that the associated bounded monomial b is C1-bounded in x. Suppose moreover that C is
open and that the walls of C are also prepared in x with associated bounded monomial
map that is C1-bounded in x. Let r > 0 be any integer and consider the map φr :
T × (0, 1)m → T × (0, 1)m given by
φr(t, x) = (t, x
rm
1 , x
rm−1
2 , . . . , x
r
m).
Then Cr = φ
−1
r (C) is an open cell such that for any t ∈ T : the walls of xi of the open
cell Cr,t are (Ar
i−1, 0)-mild up to order r for i = 1, . . . , m and (f ◦ φr)t : Cr,t → [−1, 1]
is (Arm, 0)-mild up to order r for some A.
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Proof. Since we have finitely many maps that are prepared in x such that their associ-
ated bounded monomial map is C1-bounded in x, by Lemma (3.3) we may suppose that
for fixed t the map ft, all walls of the cell Ct and all first order derivatives of these maps
are (A, 0)-weakly mild for some A. The result on (f ◦ φr)t then follows immediately
by Proposition (2.6). Suppose i ∈ {1, . . . , m} and αt is the wall of Ct bounding the
variable xi from below. One easily sees that Cr,t is an open cell and that the wall αr,t
of Cr,t bounding xi from below is now given by:
αr,t(x1, . . . , xi−1) =
rm−i+1
√
αt(xr
m
1 , . . . , x
rm−i+2
i−1 ).
If αt is identically zero, then there is nothing to show. Now note that if we write
αt = bt,jF (bt), then F (bt(x)) > ǫ for for any x ∈ Ct for some ǫ > 0 since F is non-
vanishing on an open neighborhood of b(U). Since for any non-zero n ∈ N the map
x→ n√x is analytic on (ǫ, 1), the root of this factor is (still) mild. Because the product
of mild functions is again mild by Corollary (2.7.1), we are done if we show the theorem
in the case that αt is itself bounded monomial with bounded C
1-norm. We may also
suppose i ≥ 2 since for i = 1 the walls of x1 are just constants.
Denote C it = π<i(Ct) and C
i
r,t = π<i(Cr,t). Then for x ∈ C it we have that:
αt(x) = atx
µ
for some µ = (µ1, . . . , µi−1) ∈ Ki−1 and constant at, which we may assume to be 1 for
this proof. Then for x ∈ C ir,t we then have:
αr,t(x) =
i−1∏
k=1
xr
i−kµk
k .
Now consider the map:
φi : (x1, . . . , xi−1) 7→ (xri−11 , . . . , xri−1)
and define for any integer l ≥ 1 the set V il consisting of all (x1, . . . , xi−1) in (0, 1)i−1
such that (xl1, . . . , x
l
i−1) ∈ C it . Now observe that if x ∈ C ir,t, then φi(x) ∈ V irm−i+1 . Now
consider for any integer l ≥ 1 the map:
hl : V
i
l → R : x 7→ xµ.
Because we have hl(x) = αt(y)
1/l for y ∈ C ir and y = xl = (xl1, . . . , xli−1). Since hl and
αt are essentially the same (they just have a different domain), we obtain:
h
(ν)
l (x) = c(ν, µ)
hl(x)
xν
= c(ν, µ)
(
hl(x
l)
(xl)ν
)1/l
= c(ν, µ)
(
c(ν, µ)−1α(ν)(y)
)1/l
,
where c(ν, µ) is some constant depending on µ and ν. By the assumptions on αt, this
shows that hl and all of its first order derivatives are weakly (A, 0)-mild for some A > 0.
Because αt,r(x) = (hrm−i+1 ◦ φi)(x), the result follows by Proposition (2.6). 
We will now show one can obtain the conditions of this proposition starting with a
family of maps f : T × (0, 1)m → [−1, 1]m−n. It is a parameterization result that will
allow us to easily deduce the main theorem.
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Theorem 3.5. Suppose that XT is the graph of a definable function f : C ⊂ T ×
(0, 1)m → [−1, 1]n−m, where C is an open cell. Then there exist finitely many definable
maps
fi : Ci → XT
such that:
(1)
⋃
i Im(fi) = XT ,
(2) Ci is an open cell in Ti × (0, 1)m, where Ti is a cell contained in T ,
(3) for any (t, x) ∈ Ci: fi(t, x) ∈ Xt, thus fi is a family of maps Ci,t → Xt with Ci,t
open in (0, 1)m
(4) fi is prepared in x and the associated bounded monomial map of f is C
1-bounded
in x,
(5) the walls of Ci are prepared in x and their associated bounded monomial maps
are C1-bounded in x.
Proof. The proof uses induction on m, the case m = 0 is trivial. Whenever we partition
XT using o-minimality, we only have to consider the open cells of the partition (see
also the remark below Definition (3.1)). By Theorem (3.1) and Lemma (3.2) we obtain
finitely many fi : Ci ⊂ T × (0, 1)m → [−1, 1]m−n satisfying the first three properties
and that are prepared in xm.
Next we show that, up to finite partitioning if necessary, the associated bounded
range map bi of fi is C
1 and |∂bi/∂xm| ≤ 1. That we may suppose that bi is C1 is
a classical consequence of the cell decomposition theorem. Up to further partitioning
using o-minimality, we may suppose that there exists some j ∈ {1, . . . , N} such that
for any other j′ ∈ {1, . . . , N} we have: |∂bi,j/∂xm| ≥ |∂bi,j′/∂xm| on Ci and that
either |∂bi,j/∂xm| ≥ 1 or |∂bi,j/∂xm| < 1 on Ci. The second case is exactly what we
want. In the first case, we do a change of variables. To ensure that we recover a
map T × (0, 1)m → [−1, 1]m−n, we first have to further partition Ci such that bi,j is
either identically −1,0 or 1, bi,j > 0 or bi,j < 0. We only have to consider the last two
cases, suppose we’re in the first case (the other one is the same up to changing a sign).
Once more using o-minimality, we may assume that for fixed (t, x1, . . . , xm−1) the map
xm 7→ bi,j(t, x1, . . . , xm−1, xm) is injective and it follows that the map
φ : Ci → φ(Ci) : (t, x) 7→ (t, x1, . . . , xm−1, bi,j(t, x))
is invertible. Set C˜i = φ(Ci) and f˜i = fi ◦φ−1, then C˜i is an open cell in T × (0, 1)m and
f˜i satisfies the same properties as fi, in particular it is prepared in xm with bounded
range map b˜i but moreover |∂b˜i,j/∂xm| ≤ 1 for all component functions b˜i,j of b˜i (by the
chain rule and the choice of j).
So up to now, we may suppose we have finitely many maps fi : Ci → XT satisfying
the first three properties, that are prepared in xm and the associated bounded range
map bi of fi is C
1 and |∂bi/∂xm| ≤ 1. Denote αi for the wall of Ci bounding the
variable xm form below and βi for the wall of Ci bounding xm from above. Up to
further partitioning, we may suppose αi 6= 0 on Ci and we will also suppose that
ri,j 6= 0. We will come back to this at the end of the proof. Now consider the following
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maps:
hα : π<m(Ci)→ [−1, 1]N : (t, x<m) 7→ lim
xm→αi(t,x<m)
bi(t, x<m, xm)
gα : π<m(Ci)→ [−1, 1]N : (t, x<m) 7→ lim
xm→αi(t,x<m)
∂bi
∂xm
(t, x<m, xm)
and in the same way hβ and gβ. Since bi is prepared in xm, we have for any j ∈
{1, . . . , N} that:
bi,j(t, x) = ai,j(t, x<m)x
ri,j
m
and hence the component functions hα,j and gα,j (analogously for hβ and gβ) become:
hα,j(t, x<m) = ai,j(t, x<m)αi(t, x<m)
ri,j ,
gα,j(t, x<m) = ri,jai,j(t, x<m)αi(t, x<m)
ri,j−1 (ri,j 6= 0).
Now define the map F : π<m(Ci)→ Im(F ) whose component functions are αi, βi, hα, hβ, gα
and gβ. Next, apply the induction hypothesis to the graph of F . Hence we obtain
finitely many maps ψi,l : Di,l → graph(F ) satisfying all properties of the theorem. In
particular, they are prepared in x<m with associated bounded monomial map ci,l that
is C1-bounded in x<m. Now set
Ci,l = {(t, x<m, xm) ∈ Di,l × (0, 1) | (ψi,l(t, x<m)<m, xm) ∈ Ci,l}.
By construction, these cells have all the properties we want. Finally define fi,l : Ci,l →
XT by:
fi,l(t, x<m, xm) = fi(ψi,l(t, x<m)<m, xm).
Now consider a component map bi,j of bi and suppose ri,j < 0 (in the case ri,j > 0, use
β instead of α in the calculations). We have that:
bi,j(ψi,l(t, x<m)<m, xm) = ai,j(t, x<m)x
ri,j
m
= hα,j(ψi,l(t, x<m)<m)
(
xm
αi(ψi,l(t, x<m)<m)
)ri,j
.
By the construction, hα,j(ψi,l(t, x<m)<m) and αi(ψi,l(t, x<m)<m) are prepared in x<m
with associated bounded monomial map ci,l that is C
1-bounded in x<m. It follows that
bi,j(ψi,l(t, x<m)<m, xm) is prepared in x, moreover the only difference in the associated
bounded monomial map is the map appearing in front. To simplify notation, denote
y = ψi,l(t, x<m)<m. Let s ∈ {1, . . . , m− 1}, then:
∂
∂xs
(bi,j(y, xm)) =
∂
∂xs
(
hα,j(y)
(
xm
αi(y)
)ri,j)
=
∂
∂xs
(hα,j(y))
(
xm
αi(y)
)ri,j
+ hα,j(y)
∂
∂xs
((
xm
αi(y)
)ri,j)
.
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The first term is bounded in x since hα,j is C
1-bounded in x<m by construction and
(xm/αi(y))
ri,j < 1 since xm > αi(y) and ri,j < 0. We further compute the last term:
hα,j(y)
∂
∂xs
((
xm
αi(y)
)ri,j)
= ai,j(y)αi(y)
ri,j
ri,j
αi(y)
(
xm
αi(y)
)ri,j ∂
∂xs
(αi(y))
= ri,jgα,j(y)
(
xm
αi(y)
)ri,j ∂
∂xs
(αi(y)).
Hence we see that also this term is bounded in x. Since (∂bi/∂xm) was already bounded,
we see that the map bi,l given on Ci,l by:
bi,l(t, x<m, xm) = bi(ψi,l(t, x<m)<m, xm)
is prepared in x such that its associated bounded monomial map is C1-bounded in x.
To conclude we explain the cases αi = 0 and ri,j = 0. If αi = 0, this forces the
exponent ri,j to be positive (or zero) since bi is bounded. If ri,j is nonzero, we can
just use the maps hβ and gβ as above since βi > 0. If ri,j = 0 we also use the above
procedure, keeping in mind that gα,j = 0 in that case. 
We can now easily prove the main theorem using this parameterization result and
Lemma (2.1).
Theorem 3.6. Suppose that XT is a definable family of m-dimensional subsets in
[−1, 1]n. Then there exists a constant c such that for any r > 0 and t ∈ T there is a
collection of finitely definable maps many analytic maps
{fr,i,t : (0, 1)m → Xt | i ∈ {1, . . . , crm2}
whose Cr-norm is bounded by 1 and such that for any t ∈ T the range of all fr,i,t covers
Xt. Moreover fr,i is a definable family of maps.
Proof. As we explained below Definition (3.1), we may suppose that XT is the graph of
a definable function f : T × (0, 1)m → [−1, 1]n−m. By the last result, we obtain finitely
many fi : Ci → XT , where Ci is an open cell in Ti× (0, 1)m. By Proposition (3.4) using
the map
(t, x1, . . . , xm) 7→ (t, xrm1 , xr
m−1
2 , . . . , x
r
m),
we obtain finitely many maps fr,i : Cr,i → XT , where Cr,i is open in Ti × (0, 1)m (the
same Ti). Note that fr,i is a definable family of maps fr,i,t : (0, 1)
m → Xt that are
(Arm, 0)-mild up to order r for some A > 0. Finally, using Lemma (2.1) we obtain
finitely many f˜r,i : C˜r,i → XT whose Cr-norm is bounded by 1, where C˜r,i is an open
cell in Ti× (0, 1)m and i = 1, . . . , crm2 for some constant c independent of T . To obtain
maps with the desired domain, one maps Ti × (0, 1)m on these cells in the following
way:
(t, x1, . . . , xm) 7→ (t, x1β1 + (1− x1)α1, . . . , xmβm + (1− xm)αm).

The main obstacle to obtain an optimal result (crm maps) is the power substitution
using rm to ensure that the walls of the cell are mild too. Thus it would be interesting to
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prove a stronger version of Theorem (3.5) that has better walls. A small improvement
we show now, slightly improves the walls.
Suppose we are given a parameterization of XT as a result of Theorem (3.5) and fix
one map, call it f : C → XT , where C is an open cell in T ′ × (0, 1)m and T ′ a cell
contained in T . Now, the walls bounding x1 and x2 are prepared in x, hence they are
of the following form:
α1(t) < x1 < β1(t)
ai(t)x
r
1F (a(t, x1)) < x2 < bj(t)x
s
1G(b(t, x1))
The goal is to improve the walls of the variable x2 such that we can use a slightly better
substitution, namely powers up to rm−1. More precisely we will make the walls of x2
mild and thus they don’t require a power substitution.
Suppose that r − s ≥ 0, the other case is similar. Since G is analytic and non-
vanishing on Im(b), there exists S > 0 such that G(b(t, x1)) ∈ (1/S, S) for all t and x.
Equivalently: G(b(t, x1))/S ∈ (1/S2, 1). Now consider the map φ given by:
φ : T × (0, 1)m → Im(φ) : φ(t, x1, . . . , xm) = (t, x1, bj(t)xs1Sx2, x3, . . . , xm).
Since bj(t)x
s
1 is C
1-bounded in x1 by assumption, the map φ is C
1-bounded in x. We
see that φ−1(C) is a cell where the walls bounding x1 and x2 are now given by:
α1(t) < x1 < β1(t)
(ai/bj)(t)x
r−s
1 F (a(t, x1))/S < x2 < G(b(t, x1))/S.
By the form of φ, the walls bounding x3, . . . , xm are still prepared in x and their
associated bounded monomial map is C1-bounded in x. If r − s = 0, the walls are
already as desired. Denote R for the smallest integer greater or equal to r−s. We then
use the power substitution
(t, x1, x2, . . . , xm) 7→ (t, xR/(r−s)1 , x2, . . . , xm)
to obtain a cell C˜ and a map f˜ : C˜ → XT with the same properties as f . The walls of
C˜ bounding x1 and x2 are of the form:
α1(t) < x1 < β1(t)
ai(t)x
N
1 F (a(t, x1)) < x2 < G(b(t, x1))
where N ∈ N. Now for any t ∈ T the walls of C˜t bounding x2 are mild. One now
proceeds as in the proof of (3.6) using the power substitution
(t, x1, . . . , xm) 7→ (t, xrm−11 , xr
m−1
2 , x
rm−2
3 , . . . , x
r
m)
and we obtain crm
2−m maps in the parameterization. As mentioned below Lemma (2.1),
if instead we would use the supremum norm of [2] in the main theorem, we would end
up with crm
2+m maps. Due to the small improvement above, we also obtain crm
2
in
that case.
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