Abstract. We study weak amenability for locally compact quantum groups in the sense of Kustermans and Vaes. In particular, we focus on non-discrete examples. We prove that a coamenable quantum group is weakly amenable if there exists a net of positive, scaling invariant elements in the Fourier algebra A(G) whose representing multipliers form an approximate identity in C 0 (G) that is bounded in the M 0 A(G) norm; the bound being an upper estimate for the associated Cowling-Haagerup constant.
Introduction
Locally compact quantum groups have been introduced by Kustermans and Vaes in their papers [30] , [31] . They form a category larger than locally compact groups, admitting a full Pontrjagin duality theorem.
A class of examples occurs as deformations of the algebra of continuous or measurable functions on a locally compact group, for example the deformations of simple compact Lie groups. Furthermore, suitable deformations of E(2) and SU (1, 1) have been constructed.
These examples give rise to the question which approximation properties these quantum groups and their duals have. For the deformation of E(2) (see [42] , [25] ) it is known that it is both amenable and coamenable. Here, amenability is the (or at least one of the) quantum generalization(s) of group amenability, whereas coamenability is the dual notion. Deformations of compact simple Lie groups are coamenable (c.f. [1, Corollary 6.2] ) and trivially amenable.
Recall that coamenability asserts the existence of a bounded approximate identity in the convolution algebra L 1 (G) of a locally compact quantum group G. Amenability can for example be characterized by the fact that the universal and reduced dual quantum groups C * u (G) and C * r (G) are equal. Amenability and coamenability of a quantum group are dual to each other, in the sense that for a compact quantum group it is known that it is coamenable if and only if the Pontrjagin dual quantum group is amenable, see the work of Ruan [34] and Tomatsu [39] . The question whether or not this generalizes to arbitrary quantum groups remains open.
For groups subsequently weaker approximation properties than amenability have been introduced, in particular weak amenability [5] . These notions have been generalized to quantum groups of Kac type by Kraus and Ruan [28] . In particular, equivalent intrinsic approximation properties of the C * -algebra and von Neumann algebra of a discrete Kac algebra have been found. For example weak amenability of G corresponds to the completely bounded approximation property (CBAP) of C * r (G).
Let us mention that in [20] Freslon proved that the free orthogonal and free unitary quantum groups are weakly amenable. The result was extended to the non-Kac deformations in [12] in terms of the CBAP. The current paper deals with a weak amenability result for non-discrete quantum groups, which is of different flavor, basically since it does not have an interpretation in terms of the CBAP.
Various equivalent notions of the Haagerup property for locally compact quantum groups were recently investigated by Daws, Fima, Skalski and White [16] . Examples so far come from Brannan's result [3] on free orthogonal and free unitary quantum groups and Lemeux [32] for quantum reflexion groups. Beyond the discrete case, the only known (non-classical) examples are amenable or follow from coamenability of the dual.
The SU q (1, 1) ext group was first established as a proper von Neumann algebraic quantum group by Koelink and Kustermans [26] . One of the main difficulties was to prove the coassociativity of the comultiplication. More recently a novel way of obtaining SU q (1, 1) ext was found by De Commer [10] (see also [9] ), avoiding the proof of the coassociativity. In [22] Groenevelt, Koelink and Kustermans obtain the Plancherel decomposition of the multiplicative unitary of SU q (1, 1) ext . Part of this paper is based on this achievement. We expand below in more detail.
Let us mention that the construction of non-compact operator algebraic quantum groups is one of the major open questions. However, there is reasonable hope that the techniques of [9] allow a passage to a larger class of examples. In fact, in [11] it was shown that also a version of E(2) can be recovered.
We summarize the main results of this paper. Section 3 provides a sufficient condition for a quantum group to be weakly amenable. Explaining the notation and definitions in the subsequent sections, we state: Theorem 1. Let G be a coamenable locally compact quantum group. Suppose that there exists a net {a i } of positive elements in the Fourier algebra A(G), whose representing elements in C 0 (G) are invariant under the scaling group and such that they form an approximate identity for C 0 (G) with a i M0A(G) bounded. Then, G is weakly amenable.
The theorem is based on the arguments of De Canniere and Haagerup [5] and is typically applicable if the trivial corepresentation lies nicely in the representation spectrum of a quantum group. Compared to [5] , besides technical difficulties, we encounter two new phenomena in the quantum case. It appears that for quantum groups coamenability plays an important role. Also, it turns out that we need to work with modular multipliers (we state the definition later). Recall that classical groups are always coamenable and the modular assumption is trivially satisfied.
As an example, we find the appropriate approximation properties of SU q (1, 1) ext and its dual. Our proofs rely on q-analysis of little q-Jacobi functions that are special cases of 2 ϕ 1 -hypergeometric series. As a first result, we find:
Theorem A. SU q (1, 1) ext is coamenable.
Let us mention that coamenability was recently used in relation with idempotent states on locally compact quantum groups [35] . It turns out that SU q (1, 1) ext falls within the category of examples, answering a question in [35, Section 3] .
As a consequence of Theorem A, we are able to prove the following.
Theorem B. SU q (1, 1) ext is weakly amenable with Cowling-Haagerup constant 1.
The proof of Theorem B relies on computations based on the Plancherel decomposition [22] and then follows the proof of Haagerup and De Canniere [5] in order to apply Theorem 1. As in the classical case (see also [5, Remark 3 .8]), we believe that our proofs are adaptable to deformations of Lie groups of which the identity operator lies nicely in the spectrum of corepresentations. Finally, we find that:
Theorem C. SU q (1, 1) ext has the Haagerup property.
These are the first (genuine) examples of non-discrete, non-amenable quantum groups that: are weakly amenable/have the Haagerup property. Also the dual of SU q (1, 1) ext has the Haagerup property, as will follow from Theorem A.
The structure of this paper is as follows. Section 2 recalls the definition of a locally compact quantum group. In Section 3 we recall the definition of amenability and prove Theorem 1. In Section 4 we recall the necessary preliminaries on SU q (1, 1) ext . Section 5 proves Theorem A. Sections 6 and 7 prove Theorem B. Section 8 proves Theorem C. In the Appendix, we prove certain density properties and we prove convergence properties of basic hypergeometric series.
General notation. N denotes the natural numbers excluding 0. For weight theory we refer to [36] . If ϕ is a normal, semi-finite, faithful weight on a von Neumann algebra L ∞ (G), then we denote J, ∇, σ for the modular conjugation, modular operator and modular automorphism group. We use the formal notation L 2 (G) for the GNS-space and
+ for its positive part. We use the Tomita algebra,
We freely use Tomita-Takesaki theory, but let us at least recall the following standard facts [36] . Let ϕ be a normal, semi-finite, faithful weight with GNS-
and Λ is σ-weakly/weak (or equivalently σ-strong- * /norm) closed. T ϕ is a σ-weak/norm core for Λ.
Tensor products are always von Neumann algebraic, unless clearly stated otherwise.
Locally compact quantum groups
For the Kustermans-Vaes definition of a locally compact quantum group, see [30] and [31] . We would recommend [41] as an introduction, giving an almost self-contained approach to the theory. For a broader introduction we refer to [38] .
Throughout the paper G is a locally compact quantum group. It consists of a von Neumann algebra L ∞ (G) and comultiplication ∆ :
Moreover, there exist normal, semi-finite, faithful Haar weights ϕ and ψ on L ∞ (G) that satisfy the left and right invariance axioms,
We have a GNS-construction (L 2 (G), π, Λ) with respect to the left Haar weight. We omit π in the notation. The left and right Haar weight are related by the modular element δ, affiliated with L ∞ (G), by the formal identification ψ( · ) = ϕ(δ
2 ), see [40] . The triple (L 2 (G), id, Γ) denotes the GNS-construction for ψ.
The quantum group G comes with an unbounded antipode S :
is the scaling group. We define [29, Section 4] ,
♯ and we denote this extension by ω * . The scaling constant ν ∈ R + is then defined by ϕ
There exists a Pontrjagin dual quantum groupĜ and all its associated objects will be equipped with a hat. The left multiplicative unitary
and L ∞ (Ĝ) is the σ-strong- * closure of,
, we use the standard notation,
The dual left Haar weightφ on L ∞ (Ĝ) is constructed as follows. We let I be the set of
. By the Riesz theorem, for every ω ∈ I, there is a unique vector denoted by ξ(ω) ∈ L 2 (G) such that,
The dual left Haar weightφ is defined to be the unique normal, semi-finite, faithful weight on L ∞ (Ĝ), with GNS-construction (L 2 (G), ι,Λ) such that λ(I) is a σ-strong- * /norm core forΛ andΛ(λ(ω)) = ξ(ω), ω ∈ I.
We mention that one can also construct a dual right Haar weight, but we do not use it in this paper.
There is a collection of relations between the objects we introduced so far and they can all be found in [31] . We record them here. P is defined by
Underlying G there exist reduced C * -algebraic quantum groups of which the C * -algebras are defined by,
where the closures are norm closures in B(L 2 (G)). It is worth mentioning that in this paper, when working with C 0 (G), we always add the assumption that it is coamenable (see Lemma 5.1 for the definition of coamenability). Hence, there is no distinction between reduced and universal in our notation for the C * -algebra of G.
There is a universal C * -algebraic quantum group C * u (G) whose C * -algebra is the univeral completion of L 1 (G) ♯ equipped with its Banach * -algebra structure, [29] . We use V for Kusterman's universal multiplicative unitary. For coamenable quantum groups it is contained in M(C 0 (G) ⊗ C * u (G)) (with M the multiplier algebra and ⊗ the minimal tensor product). We use the universal objects briefly in the proof of Theorem 8.3, explaining its universal properties further.
We call a corepresentation U unitary (resp. invertible) if U is unitary (resp. invertible) as an operator. In case G = (L ∞ (G), ∆ G ) is a commutative quantum group, then every (bounded) corepresentation is automatically invertible. For arbitrary quantum groups this is more subtle, c.f. [4] . Recall that W is a corepresentation that is moreover unitary.
The Fourier algebra and multipliers. For operator spaces, we refer to [19] . For a locally compact quantum group G, the predual L 1 (G) carries a natural operator space structure. Pulling back the comultiplication to
G) which will usually be denoted by * . In this way L 1 (Ĝ) becomes a completely contractive Banach algebra. We will use
In this case left multiplication with b defines a bounded map A(G) → A(G) by the closed graph theorem. In case this map is completely bounded, we write b ∈ M 0 A(G), i.e. b is a completely bounded left Fourier multiplier. In this paper all multipliers will be left multipliers and therefore we will drop the indication 'left' in our terminology. For b ∈ M 0 A(G), we have,
It is also useful to remark that A(G) ⊆ M 0 A(G) and for ω ∈ A(G) we have,
Complete positivity is then defined by being positive on every matrix level of the operator space structure. We call a locally compact quantum group G weakly amenable if there exists a C ∈ R and a net {b k } in A(G) such that b k M0A(G) ≤ C and for every c ∈ A(G), we have,
The infimum over all C ∈ R such that such a net b k exists is called the CowlingHaagerup constant; notation Λ(G).
Remark 3.1. The definition of weak amenability first appears in [5] , where it is proved that SO 0 (n, 1) is weakly amenable. In Section 7 we give a more elaborate discussion of examples of weakly amenable (quantum) groups.
In concrete examples (3.1) can often be hard to check. In this section, we give a sufficient criterium for weak amenability based on [5] . This is Theorem 3.5.
Recall that a locally compact quantum group G is called coamenable if there exists a state ǫ on C 0 (G) such that (ǫ ⊗ id)(W ) = 1, see also Lemma 5.1 for equivalent definitions. We also need modular multipliers.
Then, Φ b commutes with the modular automorphsim groupσ. Indeed, using Lemma A.1 in the second and fourth equation,
This justifies the terminology modular.
For any c ∈ A(G) we denote ω c ∈ L 1 (Ĝ) for the functional such thatλ(ω c ) = c.
Proof. Take c ∈ A(G) + so that ω c is a positive functional. In that case also ω b k c is positive. Since G is coamenable, by definition there is a bounded positive functional ǫ ∈ C 0 (G) * such that (ǫ ⊗ id)(W ) = 1. Then, also (ǫ ⊗ id)(W * ) = 1. Then, using the positivity of ω b k c in the first equality and in addition the positivity of ǫ in the third equality,
Similarly, c A(G) = ǫ(c). Taking the limit k → ∞,
This proves the lemma.
The following result is the main theorem of this section. It relies on Lemma 3.10, which we shall prove in the remainder of this section. Throughout the proof we use convergences in the norm of L ∞ (G), which in fact take place in the smalller C * -algebra C 0 (G). We will not incorporate this in the notation. Recall also that the dense subspace,
Theorem 3.5. Let G be a coamenable quantum group. Let b k ∈ A(G) be a sequence of positive modular multipliers such that b k M0A(G) is bounded and such that for
That is, G is weakly amenable with Cowling-Haagerup constant smaller than or equal to lim sup k∈K b k M0A(G) .
Remark 3.6. For clarity, let us make the following remark on the convergence
Proof of Theorem 3.5. Since b k M0A(G) is bounded, it follows from a 3ǫ-argument that we may prove (3.3) for a dense set of c ∈ A(G) + . By Lemma 3.7, in order to prove our theorem, we may assume that
Moreover, using Lemma 3.10, we may assume that there exist
We sometimes writeσ i/2 (d k ) * to clarify our equalities, even though this is a positive operator.
It suffices then to prove that:
Hence, it suffices to prove that,
For the left condition of (3.5), we find
and from from Lemma 3.4 (this is where we use that G is coamenable) it follows that this expression converges to 0. Hence, it remains to check the right condition of (3.5).
Since we proved that
e. the left part of (3.5)) and the span of λ(θ) with θ ∈ L 1 (G) + is norm dense in C * r (G), we find that in fact,
. Let e, f ∈ C * r (G) be such that e, f ∈ Tφ. The existence of such elements is guaranteed by Lemma A.2. Moreover, such elements are norm dense in C *
and similarly,φ
By (3.6), we see that
* is a bounded sequence, we find that for all vectors ξ, η ∈ L 2 (G),
Approximating t → √ t with polynomials on the compact interval from 0 to the
Henceforth, using positivity ofσ i/2 (d k ) andσ i/2 (d) (see the assumptions in the first paragraph of our proof),
Now, let again e, f ∈ Tφ. Then,
where the last equation follows by following the first equations backwards but with
is bounded, and the standard fact thatΛ(
. In all, we have proved (3.5) and hence conclude the theorem.
We now prove the technical lemmas that are needed to make the assumptions at the beginning of the proof of Theorem 3.5.
, there exists a unique functionalφ y * x ∈ L 1 (Ĝ) such that for e, f ∈ Tφ we have [37, Proposition 4],
From the second line of (3.7) we infer that {φ
). Since we haveφ x * x =φ |x| 2 , we see that the functionals given by,
sinceφ is normal and sup n (x 2 n ) = x 2 = sup n (x n x). The conclusion is that the functionals
From this it follows that the functionals,
which concludes our lemma.
Proof. By Lemma A.1 we find that we must have
So that
The lemma then follows from the previous computation.
It is proved in [37, Proposition 4] that there exists a unique functional ϕ y * x ∈ L 1 (G) such that for every e, f ∈ Tφ we have,
We now prove the following technical lemma. It plays a crucial role in Theorem 3.5. Remark 3.12 explains its nature.
Proof. Note that the key properties we need are boundedness
The following is the main point of our set-up.
Claim 1: For every k ∈ N, there exists a unique element x k ∈ L ∞ (Ĝ) such that for every e, f ∈ Tφ we have,
Moreover, x k is positive and the sequence is bounded in L ∞ (Ĝ).
Proof of claim 1:
If such x k exists, then it is unique by (3.12). Since b k is a positive multiplier,θ k is a positive functional. Then, x k is positive, since for e ∈ Tφ, x kĴΛ (e),ĴΛ(e) = Ĵ x * kĴΛ (e),Λ(e) =θ k (e * e) ≥ 0.
We use the notation ω ′ = (ω * ) [−i] . We claim that we may take:
It follows from Lemma 3.9 that
and hence
Indeed, the first and last equation follow by definition. The second equation follows from the fact that for e ∈ Tφ we have,
Using the fact that Tφ is a σ-weak/norm core forΛ, this yields that (3.14) holds for all e ∈ L 2 (Ĝ) ∩ L ∞ (Ĝ), and hence (3.13) follows. We now prove (3.12) . Let e, f ∈ Tφ. Then, explaining the equations below, we have
The first four equations follow from Tomita- Takesaki 
Proof of claim 2: Let {e j } be a net in Tφ such that e j → 1 in the σ-weakly topology and such that
The proof of [37, Theorem 8, p. 331-332] yields that,
For every k, we choose j k ∈ J such that φ y * k,j k
Proof of claim 3: Let y k be as in Claim 2. We assume that y k ∈ L ∞ (Ĝ) + . We then define, using a σ-weak integral,
and by standard arguments (see for instance the proof of [37, Lemma 9]) we see that z k,n ∈ Tφ. Moreover,
where the integral is a Bochner integral in L 2 (Ĝ) and as n → ∞ we find that Λ(z k,n ) →Λ(y k ) in norm. Recalling that,
this implies that taking the limit n → ∞, we get φ z * k,n
Proof of Lemma 3.10. Let z k be as in Claim 3. We assume that z k ∈ L ∞ (Ĝ) + . We set d k =σ −i/2 (z k ). It follows from Claim 3 that d k satisfies the required boundedness and positivity properties in the statement of our lemma. That is, we require thatσ i/2 (d k ) = z k is bounded and positive, which follows from Claim 3. Finally, for e, f ∈ Tφ we find,
Remark 3.12. Since the statement and the proof of Lemma 3.10 are technical in nature, it is useful to comment on its origin. Suppose that G comes from an abelian group G. For simplicity, suppose that ω ∈ L 1 (G) is a compactly supported function. Let d = F (ω) be its Fourier transform. In this case dφd * corresponds to a function f ∈ L 1 (Ĝ). The proof of Lemma 3.10, Claim 1 proceeds as follows. Take the Fourier transformF (f ) ∈ L ∞ (G) of f . One shows that in fact,F (f ) ∈ L 1 (G). Then we multiplyF (f ) with the multiplier b k ∈ L ∞ (G). Next, we take the dual Fourier transform, resulting in the function (
. Because of our choices, b kF (f ) turns out to be a bounded sequence of functions in L 1 (G) and
. Claims 2 and 3 are then standard approximation methods.
Claim 1 of the proof of Lemma 3.10 is proved in exactly the way described above. Note that in the process we
and L 1 (G) has a proper interpretation in terms of compatible couples of non-commutative L p -spaces, see [7, Section 3] . We use these ideas implicitly while passing from
Remark 3.13. Let us make the following heuristic comment on why we need the modular condition on the multipliers b k . We use the language of compatible couples of non-commutative L p -space for which we refer to [27] . Along the proof of Lemma 3.10, we use a transition between the left injection and the symmetric injection of non-commutative L p -spaces. It was shown in [7, Theorem 7 .1] that Fourier transforms only exist for the left injection. However, in the proof of Theorem 3.5 we need to work with an injection that has the property that an
The left injection does not have this property, but the symmetric injection does. The transition between the left and symmetric injection causes that we need the modular condition on our multipliers b k .
We do not know if the modular assumption on b k is strictly necessary. However, in our example this condition is easy to check. We expect that in similar examples for which Theorem 3.5 is applicable this will not be different.
Basic hypergeometric series and SU q (1, 1) ext
This section recalls the preliminaries on basic hypergeometric series [21] and the definition of the extended quantum SU (1, 1) group [26] , [22] . Though that some of the definitions below can be extended for other q, we always assume that 0 < q < 1. For k ∈ N ∪ {0, ∞}, we set the q-factorial,
(1 − aq l ), (a 0 , . . . , a n ; q) k = (a 0 ; q) k · . . . · (a n ; q) k .
We need the following θ-product identity. For a ∈ C\{0}, k ∈ Z,
Recall that the basic hypergeometric 2 ϕ 1 -function is expressed by:
We use the following notation, following [22] :
Furthermore, we set I q = q Z ∪−q N and anticipating to the definition of SU q (1, 1) ext , we set
where each tensor component is understood with respect to the counting measure. It has a canonical basis f m,p,t , with m ∈ Z, p, t ∈ I q . The quantum group SU q (1, 1) ext was established in the Kustermans-Vaes setting by Koelink and Kustermans [26] . Its Plancherel decomposition was obtained by Koelink, Kustermans and Groenevelt in [22] . It is worth mentioning that SU q (1, 1) ext is constructed by first defining its multiplicative unitary and then reconstructing a von Neumann algebraic quantum group.
Theorem-Definition 4.1 defines SU q (1, 1) ext . Its complete definition is rather involved, while in our proofs, we only use the Plancherel decomposition of its multiplicative unitary. Therefore, we define SU q (1, 1) ext by means of this decomposition.
(1) defines the principal series corepresentations, while (2) defines the discrete series corepresentations. The only fact we use about the discrete series is that their matrix coefficients are analytic extensions of the matrix coefficients of the principal series. This fact can be derived from a comparison of the actions of the generators of the universal enveloping Lie algebra [ For direct integrals [18] is the standard reference.
Theorem-Definition 4.1. Let 0 < q < 1. Then, we define G = SU q (1, 1) ext as follows.
(1) For every
where the vectors e ǫ,η m (p, x) are by definition orthonormal. There exists a unitary operator
where the C-function is given in terms of basic hypergeometric series in [ 
(In fact in [8, Proposition B.2] it is proved that it is of type I.) It follows that finite linear combinations of inner product functionals with respect to vectors of the form,
and g a square integrable function on [
, form a separating set of functionals for the dual von Neumann algebra of SU q (1, 1) ext .
Coamenability
The main result of this section is that SU q (1, 1) ext is coamenable. There are various equivalent notions of coamenability, see [2] . We recall the following four. Whereas (1) is commonly used in the literature, we prove (2) of Lemma 5.1 in the main theorem of this section. (4) was used in the proof of Lemma 3.
Lemma 5.1. Let G be a locally compact quantum group. The following are equivalent:
(1) L 1 (G) has a bounded approximate identity. That is, there exists a bounded
There exists a net of unit vectors {ξ i } i in L 2 (G) such that (ω ξi ⊗id)(W * ) → 1 in the topology induced by a separating set of vectors in L 1 (G). (4) There exists a state ǫ : C 0 (G) → C such that (ǫ ⊗ id)(W ) = 1. If G satisfies these criteria, then it is called coamenable. The notation is consistent in the sense that the nets {ξ i } i in (2) and (3) can be taken the same. (4) is proved in [2] . (2) if and only if (3) follows from a standard convexity argument and the fact that (ω ξi ⊗ id)(W * ) = (ω ξi ⊗ id)(W ) * .
Proof. (1) if and only if (2) if and only if
Theorem 5.2. Let G = SU q (1, 1) ext . For n ∈ N, p 1 ∈ q Z we define the unit vector,
Let I = N × q Z and define a net structure on I by saying that for (n,
Proof. We start with computing explicit matrix coefficients of W * . We take p ∈ q Z and let
is a corepresentation weakly contained in W (i.e. it occurs on the Plancherel decomposition of W ). For p 1 ∈ q Z , k ∈ N, m ∈ Z, ǫ, η ∈ {−1, 1}, we find using [22, Lemma 10.7] and its short proof, that
m (p, x). To prevent tedious notation, we concentrate on p = 1 only. The reader may verify that for different p ∈ q Z one gets similar (shifted) expressions. In case −n ≤ m ≤ 0, Let λ ∈ C be such that µ(λ) = x. Then, see [22, Lemma 9 .1] for the S-function,
As p 1 → ∞ we have that,
(That the convergence is uniform is well known. Alternatively, it can be derived from the Arzela-Ascoli theorem, which implies that it is enough to have a bounded sequence of locally analytic functions that converges pointwise). Hence, it remains to check that the coefficient of this function in (5.1) converges to 1 as p 1 → ∞. We find, putting p 0 = q l in the third equality,
Here, the first and second equality are elementary rearrangements of the terms, the third equality follows from the θ-product identity, the fourth equality follows from an elementary computation using the replacement p 1 = q l , the last equality follows from the definition of c q and the θ-product identity. If p 1 → ∞, we find that (−q 2 /p 2 1 q 4m ; q 2 ) 2m → 1 and the theorem follows. Remark 5.3. It was pointed out to the author that reflexion of a quantum group (see [9] ) preserves coamenability. This can be proved from an unpublished result due to De Commer [13, Section 7.6]. Here, a Morita equivalence of both the universal and reduced C * -algebraic quantum group and its reflection is established. Coamenability of SU q (1, 1) ext follows then from [10] and the well known fact that SU q (2) is coamenable. Since these results from [13] are unpublished we give a direct proof here. It also gives the counit explicitly.
Spherical functions
Throughout the section we put G = SU q (1, 1) ext . We construct matrix coefficients of G that form an approximate identity of C 0 (G). For convenience, we set the corepresentations, where z = ib with 0
We define the unit vector,
and set,
These are spherical matrix coefficients associated with the irreducible components of V z , see [6] .
It follows from (4.3) that f m0,p0,t0 is an eigenvector for a z , where the eigenvalue is independent of m 0 and t 0 . We let a z (p 0 ) be the eigenvalue of the vector f m0,p0,t0 for a z . We will regard a z as a function on I q as well as an operator in L ∞ (G).
Proposition 6.1. We collect the following properties for a z .
(1) There is a simply connected neighbourhood G of iR ∪ [0, 1) such that for every p 0 ∈ I q , the function z → a z (p 0 ) extends analytically to G. Moreover, for every α > 1 we can choose G = G α such that a z is the matrix coefficient of a (possibly non-unitary) invertible corepresentation V z of G with,
(2) For every z ∈ iR we have a z+
Moreover, this convergence is uniform on I q ∩ [1, ∞).
Proof.
(1) The first claim was observed in [22, Section 10.3] . That is, that z → a z (p 0 ) extends analytically to a neighbourhood of i[0, − π log(q) ]∪[0, 1). The fact that the analytic domain G can be extended to a neighbourhood of the whole imaginary axis, is a consequence of the fact that
and using the Schwartz reflection principle. To apply this principle, we need to check that a z (p 0 ) takes real values for z ∈ 
Remark 6.2.
It is unknown what the exact domain of G in Proposition 6.1 is, we merely know its existence. Let us also indicate that as q → 1, the periodicity (2) tends to infinity, resulting in the classical limit. This was already observed in [33] . Theorem 6.3. Let G = SU q (1, 1) ext , let a z be the matrix coefficient defined by (6.2) and its analytic extension to G α as in Proposition 6.1. For every c ∈ C 0 (G) Lemma 2.4] . In this representation a z corresponds to an operator in 1 ⊗ B(L 2 (I q )) and in fact the canonical basis 1 ⊗ δ p0 ∈ L 2 (T) ⊗ L 2 (I q ) with p 0 ∈ I q forms a complete set of eigenvectors of a z with respective eigenvalues a z (p 0 ).
For i ∈ {1, 2} we define,
for some ǫ i , η i ∈ {−, +}, p i ∈ q Z , m i ∈ Z and g i a square integrable function on
Then, x ∈ C 0 (G) and in fact the linear span of such elements x forms a norm dense subset of C 0 (G) see Remark 4.3.
Fix m 0 ∈ Z, t 0 ∈ I q . From (4.3) one sees that there is at most one m 2 ∈ Z and p 2 ∈ q Z and ± either + or − such that the following function is non-zero:
Using that the Haar weight,
restricts to a semi-finite weight on C 0 (G) we must have Φ x (p 0 ) → 0 as p 0 → 0, since else x cannot be approximated in norm by square integrable elements of C 0 (G). Consider the projections P 0 :
. We need to prove that,
The right convergence follows since a z P 1 − P 1 L ∞ (G) → 0 by Proposition 6.1. For the left convergence, it follows from (4.3) that it suffices to show that Φ az x−x (p 0 ) → 0 as z → 1 uniformly for p 0 ∈ (−1, 1) ∩ I q . But this follows from Proposition 6.1, the fact that Φ x (p 0 ) tends to zero as p 0 → 0 and the fact that a z (p 0 ) is bounded in p 0 .
Weak amenability
Recall that we defined weak amenability in Section 3. Here, we prove that SU q (1, 1) ext is weakly amenable. From this point, the proof is essentially the same as [5, Theorem 3.7] . The necessary modifications to lift the arguments from groups to quantum groups are presented in this section. In particular, we use coamenability as established in Section 5 to apply Theorem 3.5.
Let us mention that in [14] it is proved that every real rank one simple Lie group G with finite center is weakly amenable with Cowling-Haagerup constant depending on the local isomorphism class of G. If the rank is greater than 1, G is not weakly amenable [23] .
The most important examples of weakly amenable quantum groups come from Freslon's result [20] , showing that the free orthogonal and free unitary quantum groups of Kac type are weakly amenable.
The following lemma is the quantum group analogue of [5, Theorem 2.2] . It follows directly from [4, Corollary 4.8] . See also [15, Proposition 4.1] .
Proof. The slice maps π :
are completely bounded and π CB = U , π CB = U −1 . Indeed, recall from [19, Chapter 7] that,
where⊗ is the operator space projective tensor product. Moreover, the correspondence is given such that π corresponds to U andπ to U −1 . Hence, [4, Corollary 4.8] yields that a ∈ M 0 A(G) with bound a M0A(G) ≤ U U −1 ω .
Proof. By Lemma 7.1 applied to the contragredient corepresentation of V z , we see that a z ∈ M 0 A(G) and a z M0A(G) ≤ α 2 .
Lemma 7.3. Let G = SU q (1, 1) ext , α > 1 and let a z ∈ L ∞ (G) with z ∈ G α be as in Proposition 6.1. For z ∈ [0, 1] the multiplier a z ∈ M 0 A(G) is completely positive.
Proof. Recall that a z = (id ⊗ ω fz )(V z ) and that for z ∈ [0, 1] the corepresentation V z is unitary (see [22, Section 10.3] 
Using [17, Proposition 20] for coamenable quantum groups, we see that a z is in fact completely positive.
Along the following proof we use the well-known fact that a function f : C → X with X a Banach space is norm analytic if and only if for a separating set of functionals β ∈ X * the function z → f, β X ,X * is analytic.
Moreover, the net can be choosen such that,
That is, G is weakly amenable with Cowling-Haagerup constant Λ(G) = 1.
Proof (following Theorem 3.7 of [5] ). Let α > 1 and let G α and a z be as in Proposition 6.1. By Corollary 7.2 we find that a z ∈ M 0 A(G) with a z M0A(G) ≤ α 2 . Define a path γ 0 : R → G α : s → is. For k ∈ N, we fix a (continuous) path γ k : R → G α that satisfies the following two criteria:
We claim that the integral exists as a Bochner integral in
(but then for left multipliers), this shows that z → e
We also set,
Recall that a z M0A(G) ≤ α 2 for every z ∈ G. It follows from Cauchy's theorem and assertion (2) on our path γ k that,
where the integrals are understood within M 0 A(G). Here, the second equality of (7.1) is explained in full detail in [5, p. 482] and we leave the mutatis mutandis copy to the reader. Also, for every k ∈ N, we find that as n → ∞,
→0.
This implies that for every c ∈ A(G) as n → ∞,
Using Theorem 6.3 we see furthermore that for every c ∈ C 0 (G) we have,
Note that b k is a positive multiplier by Lemma 7.3 and Theorem 5.2 shows that G is coamenable. Theorem 3.5 then concludes our proof. Since we could choose α > 1 arbitrary, and a z M0A(G) ≤ α 2 , we find that Λ(G) ≤ 1.
Haagerup property
Recently, the Haagerup property was introduced conceptually for locally compact quantum groups by Daws, Fima, Skalski and White, see [16] . Let us state the definition that is most convenient for us. See Examples of quantum groups with the Haagerup property were found amongst the amenable and coamenable quantum groups. These include quantum E(2), quantum ax + b and quantum az + b and their duals. See [16, Example 5.4] and references given there.
Non-amenable examples so far come from discrete quantum groups. For the free orthogonal and free unitary quantum groups of Kac type, the Haagerup property was proved by Brannan [3] . For quantum reflexion groups, the Haagerup property was found by Lemeux [32] .
As a consequence of what we have proved so far, we see that SU q (1, 1) ext is a non-compact, non-amenable quantum group that has the Haagerup property. (1, 1) ext . G andĜ have both the Haagerup property.
Proof.Ĝ has the Haagerup property since G is coamenable, c.f. Theorem 5.2 and Proposition 8.2.
Recall from (6.1) that for z ∈ [0, 1) there exists a unitary corepresentation of G,
Let C z be the the C * -algebra generated by V z . It is the norm closure of the space spanned by slices (ω ⊗ id)(V z ) with ω ∈ L 1 (G). By [29, Proposition 5.3] , there exists a non-degenerate * -homomorphism,
Here, M(C z ) is the multiplier algebra of C z . Let the unit vector f z ∈ H z be as in (6.1) and set a z = (id ⊗ ω fz )(V z ) as in (6.2) . Using the fact that C z acts nondegenerately on H z , it follows that ω fz is a state on C z . Since π z is non-degenerate, it preserves bounded approximate identities. For a state ω on a C * -algebra C, it follows from Cohen's factorization theorem that ω = ω(1) = lim j ω(e j ), {e j } being a bounded approximate identity of C (here ω(1) is interpreted in the multiplier algebra of C). Hence, µ z = ω fz • π z is a state on C * u (G) and a z = (id ⊗ µ z )(V). Theorem 6.3 proves that a z c − c L ∞ (G) → 1 for every c ∈ C 0 (G) as z → 1 (limit over the domain [0, 1)).
Appendix A We prove the necessary technical results, which we have not found explicitly in the literature. Firstly, we have the following reformulation of a result of [30] .
Lemma A.1 (Proposition 8.9 of [30] ). For every t ∈ R we have,
forms a σ-strong- * /norm core forΛ. Define the norm continuous one-parameter group ρ acting on L 1 (G) by ρ t (ω)(x) = ω(δ −it τ −t (x)), where t ∈ R, see [30, Notation 8.7] . For ω ∈ I we have ρ t (ω) ∈ I andΛ(λ(ρ t (ω))) = P −it Jδ it JΛ(λ(ω)) for every t ∈ R, c.f. [30, Lemma 8.8] . By [30, Proposition 7 .12] we have S(δ it ) * = δ it . Since τ t and R commute for every t ∈ R we have that S = R • τ −i/2 commutes with τ t . Hence, for ω ∈ L 1 (G) ♯ and x ∈ D(S) we have that
We now use a standard smearing argument, which we take from [31, Lemma 2.5]. Set,
From the closedness of the mapping ω →Λ(λ(ω)) it follows that ω(n, z) ∈ I with,
From the previous paragraph, we see that
Moreover, ω(n, 0) is analytic for ρ and ρ z (ω(n, 0)) = ω(n, −z). Now, [30, Proposition 8.9] shows that λ(ρ t (ω)) =σ t (λ(ω)). Hence, from the smearing techniques, we find that λ(ω(n, 0)) is analytic with respect toσ. Also, ω(n, z) ∈ I and ω(n, z)
* ∈ I for all z, so that λ(ω(n, z)) is in Tφ. Since ω(n, 0) → ω in norm, we see that
. Moreover, we find that λ(ω(n, 0)) → λ(ω) in norm (and hence in the σ-strong- * topology), andΛ(λ(ω(n, 0)))
♭ is a * -algebra follows from [30, Result 8.6 ] and the relation (ω * θ)
) is analytic, which proves the claim since θ • λ with θ ∈ L 1 (Ĝ) forms a set of separating functionals on L 1 (G).
Appendix B Here, we prove the necessary results on convergences of basic hypergeometric series.
Lemma B.1. For every k ∈ N ∪ {∞}, we have the limit,
Proof. For k = 1 and k = 2 this is trivial. For k ≥ 3 we need to be more careful, because the q-factorial in the denominator becomes 0 as λ → q. However, we have,
As λ → q, this term goes to zero. Proposition B.2. Let a z : I q → C be the function defined in (6.2) . Let G α be the domain of Proposition 6.1. Then a z (p 0 ) → 1 pointwise as z → 1 (limit in G α ). Moreover, this convergence is uniform on I q ∩ [1, ∞).
Proof. Firstly, we record the following expression using [22, Lemma 9.4] . For every p 0 ∈ I q , and x = µ(q z ) = µ(λ) with z ∈ G α , we have, Next, we separate three cases. We prove that a z → 1 on each of the domains q −N∪{0} , q N , and −q N and that the convergence is uniform on the first one. Reason for the separation of cases is that we need to consider analytic extensions of basic hypergeometric 2 ϕ 1 -series using the transformation formula [21, Eqn. (III.32)] on different domains.
Case 1:
The domain p 0 ∈ q −N∪{0} . In this case, using exactly the same computations as in (5.1) and (5.2) for m = 0, we see that, a z (p 0 ) = 2 ϕ 1 q/λ, λ2 ; q 2 , −q 2 /κ(p 0 ) .
In case z → 1 we see that λ → q and a z (p 0 ) → 1 uniformly for p 0 ∈ q −N∪{0} (that the convergence is uniform follows directly from the defining power series of the basic hypergeometric series, which terminates for λ = q as a constant function).
Case 2:
The domain p 0 ∈ q N . In this case, we find using the expression [22, Lemma 9.1], the θ-product formula and the transformation formula [ however we have to justify the existence of the (latter) limit. In order to do this, we have for k ∈ N, (q/λ, q/λ; q 2 ) k (q 2 /λ 2 ; q 2 ) k = (1 − As λ → q this expression goes to zero. This means that the coefficients of the basic hypergeometric series in (B.1) go to 0 as λ → q, resulting in the constant function one. Thus lim z→1 a z (p 0 ) = 1 pointwise for p 0 ∈ q N .
Case 3: The domain p 0 ∈ −q N . We find that using [22 As in Case 2 it follows from Lemma B.1 that the second summand within the large brackets of (B.2) tends to zero as λ → q. Therefore, using that p 0 := −q k is negative, and the θ-product identity various times, 
