Abstract-We develop and analyze simple algorithms for scheduling multicast traffic in wavelength division multiplexing (WDM) broadcast-and-select networks with N nodes, W wavelengths, and a single receiver per node that can be tuned to any of the W wavelengths. Each message is addressed to k randomly chosen nodes. Since optimal message scheduling in a WDM network is known to be very difficult, we study two simple scheduling schemes: in the first, a message is continuously retransmitted until it is received by all of its intended recipients; and in the second, a random delay is introduced between retransmissions of the same message. We develop a throughput analysis for both schemes using methods from discrete-time queueing systems and show that the algorithm with random delays between retransmissions results in higher throughput. We also consider a number of receiver algorithms for selecting among multiple simultaneous transmissions and show, through simulation, that an algorithm where the receiver selects the message with the least number of intended recipients performs better than a random selection algorithm. Finally, we show that channel utilization can be significantly increased with multiple receivers/node. Index Terms-Broadcast star topology, lightwave networks, local lightwave networks, multicast/broadcast algorithms, multicast scheduling algorithms, multicast switching, wavelength division multiplexing.
I. INTRODUCTION
T HIS paper examines the problem of scheduling multicast transmissions in wavelength division multiplexing (WDM) local area networks. Recently, multicasting has received a great deal of attention in the context of higher layer protocols for wide area networks [1] - [2] . Increasingly applications and protocols come to depend on the underlying networks for providing a multicast capability. The emergence of WDM LAN technology [4] gives rise to the multicasting problem in this environment. In order for WDM LAN's to gain widespread use they must support a multicasting capability.
Most LAN's use a broadcast medium which makes multicasting simple and efficient. Every transmission is received by all of the nodes in the network. In WDM broadcast LAN's, such as a broadcast star, the problem is significantly more complicated. In WDM networks, the fiber supports multiple channels, each corresponding to a different wavelength. In Manuscript received February 2, 1998 ; revised December 24, 1998 and March 29, 1999; approved by IEEE/ACM TRANSACTIONS ON NETWORKING Editor B. Mukherjee. This work was supported by the Defense Advanced Research Project Agency under the Next Generation Internet initiative.
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Publisher Item Identifier S 1063-6692(99)04944-4. order to receive a transmission on one of the channels, nodes must tune their receiver to the appropriate wavelength. If each node has only a single receiver, a transmission on one channel may not be received by nodes that are tuned to receive a message on another wavelength. In the absence of a scheduling algorithm to coordinate the transmissions, multiple simultaneous transmissions to the same receiver are possible, resulting in a reduction in the system throughput. This problem is similar to that of scheduling traffic in an input queued switch, for which it was shown in [13] , [17] that for unicast traffic, under uniform traffic conditions, the throughput of an switch is limited to 58%. This paper is motivated by the design of a very highspeed WDM LAN extension to a wideband all-optical WDM network [3] . This LAN will consist of about 100 nodes connected in a broadcast star topology using 32 wavelengths (channels). Each channel will operate at a transmission rate of about 10 Gb/s. Each node will have one fast tunable transmitter and one fast tunable receiver. A node that wishes to send a message chooses a channel on which to transmit and notifies the intended receivers of that channel so that they can tune to it. The network will use a MAC protocol that allows the nodes to efficiently share the WDM channels. There are a number of such protocols that can achieve high utilization [4] - [7] .
The proposed system is based on the protocol in [4] , which uses a simple master/slave scheduler, as shown in Fig. 1 , that is able to schedule transmissions efficiently and overcome the effects of propagation delays and transceiver tuning delays. All nodes send their requests to the scheduler on a dedicated control wavelength
The scheduler, located at the star, schedules the requests and informs the nodes on a separate wavelength of their turn to transmit. Upon receiving their assignments, nodes immediately tune to their assigned wavelength and transmit. Similarly, the scheduler informs nodes of when and on which wavelengths they should be receiving transmissions. While the use of a centralized scheduler causes some additional delays (for sending requests and receiving scheduling assignment), it allows for very efficient scheduling of transmissions. Furthermore, by measuring the amount of time that nodes take to respond to the assignments, the scheduler is able to obtain an estimate of each node's roundtrip delay to the hub. This estimate is used by the scheduler to overcome the effects of propagation delays. While the details of the system are beyond the scope of this paper (e.g., the control channel access protocol, the scheduling of unicast traffic, and the measurement of propagation delays), here we focus on the problem of scheduling multicast transmissions over this system.
There are a number of previous works that address the multicast problem in a similar context [8] - [12] . In [9] , a reservation-based protocol that schedules multicasts to avoid any receiver conflicts is described. Since the protocol of [9] requires all of the intended receivers to be available before a message can be transmitted, it results in low receiver utilization (e.g., receivers spending much of their time without being able to receive anything). This is a problem, in particular, when the size of the multicast group is large and many receivers must be free at once. If receivers were not forced to wait for one another to become available, much higher utilization can be achieved. This is especially true when the system is heavily loaded (e.g., large multicast group) and all receivers have some message which they can be receiving. Consequently, in [10] , an alternative reservations protocol is described that schedules multicasts to take place in multiple transmissions, thereby reducing the amount of time that available receivers have to wait before receiving the message. Finally, in [11] , a scheduling algorithm is described for performing multicasts in an switch. Since this problem is similar in nature to the one we consider here, this algorithm may also be applicable to WDM broadcast LAN's.
While the above algorithms attempt to increase system utilization through the design of an efficient scheduler, they require the implementation of sophisticated scheduling algorithms. In a network operating at 10 Gb/s per WDM channel, millions of such schedules may have to be generated every second. This enormous throughput requirement significantly limits the sophistication of the scheduling algorithm that can be employed. We are therefore driven to consider simpler algorithms based on random scheduling. Aspects of random scheduling of multicast traffic have been considered in the past in the context of an switch. In [12] , an approximate analysis is given for a random packet selection policy in an switch, with mixed input traffic, under the assumption that all copies of a packet have to be transmitted during the same slot.
In this paper, we examine the performance of random multicast transmissions in a WDM network. We compare two random scheduling schemes; in one, a message is continuously retransmitted until it is received by all of its intended recipients, and in the other, a random delay is introduced between retransmissions of the same message. This random delay is introduced in order to alleviate the effects of head-of-line (HOL) blocking. We show that the algorithm with random delays between retransmission results in higher throughput. We also study a number of receiver algorithms for selecting among multiple simultaneous transmissions and show that an algorithm where the receiver selects the message with the least number of intended recipients performs better than a random selection algorithm. Finally, we study the impact of having multiple receivers/node and show that channel utilization can be significantly improved by having multiple receivers/node. Hence, the results of this paper have both practical value for the implementation of simple multicast scheduling algorithms (MSA's) in very high-speed WDM LAN's, and theoretical value for providing insight into the performance of multicast switching systems.
We assume first-come-first-serve (FCFS) scheduling of traffic at the different nodes and a random selection policy for choosing which nodes transmit. We assume a slotted system, where the size of a slot is equal to the amount of time that it takes to transmit a message. This time also includes the transceiver tuning delays. When tuning delays are small compared to message transmit times, these tuning delays are only a fraction of a slot time. The system proposed here will use very fast transceivers that can tune in just a few nanoseconds. Such transceivers are becoming commercially available and will be used to build the system proposed in [4] . The network consists of nodes and wavelengths, and each message is addressed (multicast) to receivers (i.e., destination set size is fixed) randomly chosen from the nodes. During each slot, of the nodes are chosen to transmit, and each receiver tunes to one of the wavelength that has a message addressed to it. Naturally, only those nodes that actually have a message to send are chosen to transmit. Messages are transmitted repeatedly until they are received by all of their intended receivers.
Notice, that in the presence of a scheduler, all decisions regarding which nodes transmit and which transmissions nodes choose to receive can be made by the scheduler. Hence, the scheduler will always know the state of the system instantaneously (e.g., which messages need to be retransmitted to which nodes, etc.), and will be able to schedule retransmissions immediately. Hence, no additional protocol overhead and delays are needed in order to coordinate retransmissions of a message. 1 For the purpose of analyzing throughput, we assume that the system is constantly backlogged. That is, all of the nodes always have a message to transmit. In this context, the system throughput can be expressed as the average number of multicast message transmissions completed per slot per wavelength (channel). When the system is backlogged, it is the inverse of the average number of transmissions required per successful multicast. A lower bound on this number can be easily obtained by observing that, even with an optimal scheduling algorithm, during every slot each node can at most receive one message transmission.
The system consists of channels, simultaneously transmitting multicast messages each intended for randomly chosen nodes. Since there are N nodes, on average, each node has transmissions intended for it. Since each node can only receive one transmission at a time the average number of transmissions required per message, is lower bounded by (1) Therefore, regardless of whether or not a scheduling algorithm is used, or which algorithm is used, the system throughput, expressed in terms of completed multicasts transmissions per slot per wavelength, cannot exceed It is interesting to note that when is less than the system is channel limited; that is, there are not enough channels to keep all of the receivers busy. In the channel-limited case, receivers can never be fully utilized. When is greater than the system is receiver limited; that is, the number of receivers is too small to keep all of the channels busy with new transmissions. In the receiver-limited case, channels can never be fully utilized because messages will have to be transmitted multiple times, and the lower bound gives the average number of required transmissions when receivers are fully utilized. The throughput efficiency of a multicast algorithm can therefore be defined as the ratio of the lower bound from (1) to the average number of transmissions that the algorithm requires per successful multicast. When the system is channel limited (lower bound 1), this simply measures the throughput of the channels (the average number of completed multicast transmissions per slot/wavelength). However, when the system is receiver limited this measure compares the channel throughput to the maximum achievable throughput and, in fact, measures the receiver utilization. We believe that this measure gives a better indication of the efficiency of a scheduling algorithm.
In this paper, we consider simple MSA's and compare their performance to this lower bound. We start, in Section II, by considering a protocol where a message is repeatedly transmitted until it is received by all of its intended recipients. This protocol leads to a form of HOL blocking, where a message waiting on a busy receiver blocks the channel from being used by other messages that are addressed to unoccupied receivers. To remedy this problem, in Section III, we consider a protocol which retransmits a message only after waiting a random amount of time to allow busy receivers to become unoccupied. We show that this protocol offers a throughput improvement over the one in Section II. In Section IV, we show that an additional throughput improvement can be achieved if receivers intelligently select the transmission to which they listen and finally, in Section V, we study the impact of having multiple receivers/node.
II. RANDOM SELECTION WITH PERSISTENT RETRANSMISSION
With this protocol, whenever a channel becomes available, a message is chosen for transmission, at random, from among the available nodes that have a new message to send. The message is repeatedly transmitted until it has been received by all of its intended recipients (all members of the multicast group). In this protocol, no new transmission can begin on a channel until the previous one is completed. Hence, a message occupies the channel continuously until it is received by all of its intended recipients. When the channel becomes available, a new message is chosen, at random, from among the free nodes (not otherwise busy with a previous multicast transmission). If during the th time slot, multicast transmissions were completed, then up to new transmissions can begin in the th slot. Those transmissions will be chosen at random from amongst the free nodes.
In order to analyze the achievable throughput of this protocol, we assume that the system is constantly backlogged. That is, as soon as the transmission of one message is completed, a new message is immediately available for transmission. 2 Each message is destined to exactly receivers chosen at random from the N nodes (i.e., destination set size is Hence, each packet has a probability of being addressed to any given node. When a node has more than one packet addressed to it, it must choose only one of them to receive. The choice of which packet a node should choose to receive is addressed in more detail in Section IV. Here, we make the assumption that the receiver selects the packet based on the time it was first transmitted in a FCFS order. If two or more packets were first transmitted in the same slot, then the receiver chooses amongst them at random (in practice, this random selection of which message to receive can be made by the scheduler which informs the nodes of the decision). Here, we use this FCFS ordering mainly because it simplifies the analysis. However, in Section IV we will show, through simulation, that FCFS ordering results in shorter delays and increased throughput over a random selection policy.
The analysis that follows assumes the use of a centralized scheduler, as shown in Fig. 1 . This scheduler can, in effect, make all transmission and reception decisions and inform the appropriate nodes when to transmit and which message to receive. As a result, the scheduler has instant feedback regarding the state of the system and can schedule retransmissions immediately, without incurring any additional delays or overheads for coordination of retransmissions.
Consider the th time slot, and let be the number of messages addressed to node at the end of the th time slot. Since during any time slot, node can only receive one message, it follows that (2) where is the number of new messages arriving at the start of the th time slot and destined to node 3 A new message arrives at the beginning of a time slot only when the transmission of a previous message has been completed at the end of the previous slot, and that new message is destined to node with probability Hence, if we let denote the number of completed multicast transmissions during the th time slot, then also denotes the number of newly arrived messages at the beginning of the th time slot. Now has the binomial distribution
2 Here we are not concerned with the channel assignment problem and assume that a protocol, such as the one described in [4] , is used that can coordinate the transmissions so that the channels are fully utilized. 3 We assume that packets arriving at the start of a slot can be transmitted during that slot. Now we turn our attention to the computation of the average number of completed multicast transmissions per slot. We arrive at this number by first computing the average number of transmissions (slots) required per successful multicast message. For a multicast message to be successful, it must be received by all nodes for which it was intended. Consider a message destined to nodes and suppose that when the message arrives it finds other messages waiting to be transmitted to nodes respectively. These values represent the number of messages waiting to be received by nodes They can be viewed as implicit output queues at these nodes. Of course, actual output queues do not exist at the nodes, but these "implicit" queues can be used for the analysis. Because of the FCFS receiver service discipline, the transmission of the message will not be completed until it is received by the node with the largest queue.
Let where the number of messages waiting in the queue, and is the number of messages at the transmitter is the equivalent of the residual time for the message at the head of the queue in an unslotted system). That is, if and 0 otherwise. If we now let be the number of messages waiting at the node with the busiest queue (waiting in queue and at the transmitter), and let be the number of messages waiting at the busiest queue, then and Notice that the average value of is also equal to the average number of new arrivals to the busiest node at the beginning of the slot. Due to the nature of the slotted system where all new messages arrive at once as a batch, on average, a message has to wait only for half of the new arrivals because only half of the new arrivals will be placed ahead of it in the queue. That is, if there are new arrivals to the queue during a slot, on average, only half of those new arrivals will be placed ahead of the given message in the queue and half would be placed behind it. Hence, if is the average number of new arrivals to the queue during a slot any message arriving will have to wait for only half of Accounting for the additional transmission time of one slot the average wait in the largest queue would then be (4) In order to compute we must first compute the average value of It can be shown that for finite, as approaches infinity, behave as independent M/D/1 queues. Hence, we wish to compute the average value of the maximum queue size of independent M/D/1 queues. Let Then (5) and (6) Thus (7) Lastly, (the average number of messages at the head of the queue) is simply equal to the probability that the busiest queue is not empty. 4 Since the busiest queue is empty only if all of the queues are empty, we have (8) and (9) Notice that in order for the system to be stable, the queues at the receivers [governed by (2) ] must be finite. Since (2) represents an M/D/1 queue, the arrival rate must be less than 1. If is greater than 1, then will be infinite and throughput will be zero. Hence, in obtaining the maximum throughput, by definition, we are assured that will be less than 1. So far, we have expressed in terms of the probability distribution of the number of messages in a single M/D/1 queue. This distribution can be obtained by solving the corresponding Markov chain [14] . While we do not know of closed-form results for this distribution, numerical evaluation is rather straightforward. Since the transmission takes place over channels in parallel Finally, we obtain an expression for (10) Notice again that the above expression is only exact when and are infinite. For finite values of and this analysis is only approximate, but, as will be shown shortly, it performs very well when compared to simulations. Equation (10) gives the arrival rate of new messages to each of the independent M/D/1 queues representing the number of 4 Notice that while the system is constantly backlogged, an output queue can still be empty if none of the transmissions on the w wavelengths are intended for it. messages waiting to be received by a given node. This equation is expressed in terms of which is given by (9) . However, (9) is expressed in terms of the statistics of an M/D/1 queue with arrival rate Hence, the two equations must be solved together in order to obtain the values of and This can be done using an iterative algorithm similar to the one described in [15] , [16] .
In Fig. 2 , we plot the throughput efficiency versus when Infinity. Notice that in this case, the throughput efficiency is simply equal to This is the special case where the number of channels is equal to the number of nodes. This case has received much attention in the literature because it also applies to an switch. As can be seen from the figure, with the maximum throughput of 0.586 can be achieved. This is the well-known result of [13] . It is interesting to note, however, that as we increase the throughput increases. This increase in channel utilization is due to an increase load on the receivers. As increases, receivers become heavily utilized, but at the same time the probability of receiver conflicts is increased. However, the significance of this result is that with large there is very little to be gained by trying to efficiently schedule multicast traffic. This is a surprising result that leads us to think that random scheduling of multicast traffic can achieve good throughput efficiency.
The results shown in Fig. 2 are obtained by solving (9) and (10), which are only exact for infinite values of and With finite and the analysis leading to (9) and (10) is approximate for two reasons: first, with finite the arrivals at the different "implicit" output queues would no longer be Poisson; and second, with finite the output queues would not be independent. We rely on both of these assumptions to arrive at our results. However, it is interesting to note that this analysis provides a rather accurate approximation for finite values of and In Table I , we compare the exact results for Infinity with those arrived at via simulation for finite values of and As can be seen from the table, with the exact results (for infinity) are well within 1% of the simulation results. Hence, it appears that the exact results for a system with an infinite number of nodes and channels provide a rather good approximation for a system with a finite (even small) number of nodes and wavelengths.
In Fig. 3 , we consider what may be a more relevant case for a WDM network. In this figure, we plot the throughput efficiency versus for Here, we define the throughput efficiency as the ratio of the lower bound of (1) to the average number of transmissions per successful multicast. What we see from Fig. 3 is that when the number of channels is very small the efficiency approaches 1. This is because when the number of channels is small, the likelihood of a receiver collision (contention) is low, and hence, the efficiency is high. In contrast, when the number of channels is very high, we see that the throughput approaches the value of 0.808, which is the throughput with and Infinity (see Fig. 2 or Table I ). We should point out, however, that this apparent improvement in efficiency is somewhat artificial because it is due to an increased load on the receivers. The interesting region is when the receivers are neither lightly nor heavily loaded. It is interesting to note that the efficiency is minimized when This represents a receiver load of 1 packet per slot per receiver (or 100%).
III. RANDOM SELECTION WITH BACKOFF RETRANSMISSION
The throughput of the persistent retransmission protocol is limited by a form of HOL blocking which results from a channel being inefficiently used while the message being transmitted on that channel is waiting for receivers to become available. It is known that for unicast traffic, the effect of HOL blocking is partly due to the high correlation among HOL messages from slot to slot [13] . That is, if the HOL message is blocked during a given slot, the probability that it will be blocked again during the next slot is increased. In [13] , it was shown that for unicast traffic, throughput can be improved if during every slot, the HOL destinations are new. This was accomplished in [13] by assuming that all HOL messages that failed to be received during a slot due to receiver contention are dropped. Of course, in a practical system, this cannot be done. However, here we explore an alternative approach to achieve a similar effect of reducing the slot-to-slot correlation. Instead of immediately retransmitting messages that were received by all of their intended recipients, we introduce a random delay between retransmissions and allow new messages to be transmitted while the old messages wait for their turn to be retransmitted. This mechanism, in effect, reduces the correlation among HOL messages from slot to slot, thereby alleviating the HOL blocking problem. Of course, this comes at the expense of the additional delay associated with a backoff algorithm.
Here, we are not concerned with the protocol involved in the coordination of these transmissions, nor with the details of the backoff algorithm.
For the analysis, we assume that this random delay between retransmission removes the correlation among the HOL messages and that the destinations of the different HOL messages chosen for transmission during a given slot are independent of one another. We also assume that when a node has multiple transmissions to choose from, it selects one at random. The issue of received selection policy will be addressed in more detail in the next section. Again, we are interested in computing the average number of times a message has to be transmitted in order for it to be received by all of its intended recipients.
During each slot, messages are chosen, at random, for transmission from among the nodes. These messages can be either new multicast transmissions with intended recipients (destinations) or they can be retransmissions of previously transmitted messages, in which case they have fewer than intended recipients. Let be the average number of intended recipients for a multicast transmission during a slot. The first time a message is transmitted
In subsequent transmissions, the number of intended recipients decreases, as some recipients have already received the message previously. Clearly Let be the probability that an arbitrary node is addressed by an arbitrary multicast transmission (occurring on one of the channels) during a slot. Clearly (11) Let be the number of transmissions intended for node Then, the probability distribution of is given by (12) Suppose now that node is addressed by a multicast transmission, the probability that node will choose to receive this particular transmission is equal to the probability that node selects this transmission out of all of the transmissions addressed to it during this slot. Notice that this is not the same as the probability that a transmission is selected given that at least one transmission to node has occurred. Rather, this probability is conditional on the fact that a particular transmission is addressed to node Therefore, if we know that a transmission is addressed to node the probability that it is selected depends on how many of the remaining transmissions will also address node This probability is given by (13) and is the probability that the node does not select this particular transmission. Next we must compute the average number of nodes addressed by a multicast transmission. This number represents the average number of intended recipients on each wavelength.
Let be the number of nodes addressed during the th transmission attempt of a message. Then and is equal to the number of nodes that failed to receive the transmission in the first attempt. In general, is equal to the number of nodes that have not received the message by the th attempt.
The probability that a node requires or more transmissions is equal to the probability that a node failed to receive the message during the first transmissions and is equal to
Since each message has destinations, the probability that is equal to is the probability that exactly of the nodes require or more transmissions. Hence (14) The probability that a message is transmitted exactly times is equal to the probability that or more transmissions are required minus the probability that or more transmissions are required. Now, the probability that at least transmissions are required is equal to the probability that at least one node requires or more transmissions and is given by (15) Finally, the probability that exactly transmissions are needed is given by (16) Therefore, the average number of transmissions required is (17) So far, we have obtained the average number of transmission attempts per message. In order to compute the average number of intended recipients per attempt, we must first obtain the average number of intended recipients for a message The two equations can be solved together to obtain Once is obtained, (17) can be used to obtain the average number of times that a message must be transmitted in order to be received by all of the multicast group members. Fig. 4 shows these values for a case with 100 nodes and five members per multicast group. Also shown in the figure is the lower bound on the number of required transmissions from (1). It is interesting to observe that, at least in the case examined here, the random backoff protocol only needs at most one more transmission (on average) than the lower bound. As the receiver load increases with increasing number of wavelengths, the efficiency of the random protocol also increases. More interestingly, Fig. 5 compares the transmission efficiency of the random backoff algorithm to that of the persistent algorithm. It is interesting to note that, while the algorithms exhibit similar behavior, the backoff algorithm always results in higher throughput.
IV. RECEIVER ALGORITHM
We have seen so far that the throughput of a random MSA can be improved by introducing a random delay between retransmissions of a message. An additional improvement in the performance can be achieved by having nodes intelligently, rather than randomly, select the message they receive in the event of multiple simultaneous transmissions to the same node (receiver conflict). Here we consider an algorithm where nodes select the message with the smallest number of (remaining) intended recipients. The intuition behind the algorithm is that, by selecting the message with the smallest number of intended recipients, the probability that a message will be released (having been received by all of its intended recipients) is maximized, thereby making way for the transmission of a new message. If, alternatively, a message is selected with a larger number of intended recipients, it is more likely that message will have to be retransmitted anyhow. For example, suppose a node has two messages to choose from, one which is intended for ten nodes and a second which is only intended for one node. By selecting the message intended for one node, we are assured that its channel will be freed, making way for a new multicast transmission. On the other hand, had we selected the message with ten intended recipients, it is highly likely that both messages will require retransmission.
The performance of this simple algorithm, obtained via simulation, is plotted in Fig. 6 . Also plotted in Fig. 6 are the performance of random selection for the backoff algorithm (obtained via the analysis of Section III), the performance of FCFS selection for the persistent algorithm (obtained via the analysis of Section II) and the performance of random selection for the persistent algorithm (obtained via simulation). As is shown in Fig. 6 , the worst performance is that of the random-selection persistent algorithm. The FCFS selection, which was analyzed in Section II, offers a small improvement. An additional improvement is obtained when we introduce the random backoff protocol. Finally, the best throughput efficiency is obtained by the random backoff protocol with the priority selection algorithm described above. In all, for the case examined here (100 nodes and we see an improvement of as much as 40% in a heavily loaded system when going from the random selection persistent protocol to the priority selection random backoff protocol. However, despite its apparent advantages, the priority selection policy is inherently unfair to messages with a large multicast group size. So, while some gains may be realized in terms of overall throughput, those gains may be outweighed by the unfairness of the algorithm if this form of fairness is a concern.
In Fig. 7 , we plot the multicast efficiency for the special case of (as in an switch) with an infinite number of nodes and wavelengths. As can be seen, the backoff algorithm reduces the effect of HOL blocking. This is a wellknown result for the unicast case [13] . Here we extend this result to show that for multicast transmissions over an switch utilization can be improved by introducing a form of randomization to the inputs. We also show a further improvement in utilization when receivers select the transmission to which they listen by giving priority to the message with the least number of remaining intended recipients. It is interesting to note that, for a system employing this strategy, nearly 100% utilization can be achieved when is greater than 6.
V. GENERALIZED TRAFFIC MODELS
The analysis done so far assumed a fixed destination set size of Here we consider some more general distributions for First, we study the impact of having a uniform distribution for
The use of a uniform distribution is consistent with the distribution used in [9] and will allow comparison to the results from [9] . To analyze the performance of our protocol under uniform distribution, we resort to simulation. Fig. 8 , shows the throughput for the persistent algorithm when is uniformly distributed between 1 and 10 and when is uniformly distributed between 1 and 20.
We are now able to provide a simple comparison of the algorithms presented here to the MSA from [9] . Simulation results given in [9] for a system with 50 nodes and 10 wavelengths indicate a throughput efficiency of 20% when is uniformly distributed between 1 and 10. In contrast, Fig. 8 shows throughput efficiency greater than 40%. Similarly, when was distributed between 1 and 20, the MSA algorithm from [9] results in throughput efficiency of 24% while Fig. 8 shows throughput higher than 60%. While one may expect that a scheduling algorithm would outperform the simple random algorithms presented in this paper, the MSA algorithm from [9] fails to do so because it requires all receivers to be available before a transmission takes place. When there are many receivers per message, this requirement significantly degrades efficiency. While the algorithms presented in this paper may not be optimal, they can be used as a benchmark for comparing the performance of other, more sophisticated, MSA's. Clearly, using a complex scheduling algorithm only makes sense if the performance of that algorithm is substantially better than of a random scheduling algorithm. Another interesting generalization of the traffic model is to allow for long multicast sessions in which a node sends multiple back-to-back messages to the same multicast group. To capture this effect, we allow multicast sessions where every packet from a given session is addressed to the same multicast group. We assume that the duration (in messages) of these sessions is exponentially distributed. In this way, we allow for a mix of longer and shorter sessions. Again, we use simulation to analyze the throughput efficiency of the persistent algorithm in the presence of such multicast sessions. Fig. 9 , shows the throughput efficiency for various average session lengths for a system with 100 nodes and wavelengths and destination set size uniformly distributed between 1 and 10. As can be seen, throughput efficiency degrades for session traffic. However, it appears that the drop in efficiency slows down as session length increases. Nonetheless, this does provide evidence that for session traffic a well-designed scheduling algorithm can lead to performance improvements.
VI. EFFECT OF MULTIPLE RECEIVERS PER NODE
Finally, we consider the impact of having multiple receivers/node. The motivation behind this is obvious. HOL blocking results when multiple transmissions are intended for the same node and hence only one of them can be received. This has the effect of reducing channel utilization because messages may have to be transmitted multiple times in order to be received by all of their intended recipients. With multiple receivers, nodes will be able to receive multiple transmissions simultaneously, thereby alleviating the effect of HOL blocking.
The analysis of the protocols of the previous section can be easily altered to account for the multiple receivers. The expanded analysis is omitted for brevity. Instead we briefly present some of the results. Figs. 10 and 11 show the performance of the persistent protocol with multiple receivers for a system with ten nodes and ten wavelengths. In Fig. 10 , we plot channel efficiency. As can be seen from the figure, channel efficiency decreases with increasing due to receiver contention, but increases with added receivers. This result is both clear and expected, because with more receivers the receiver contention problem is alleviated. It is also clear that as the number of receivers is increased the utilization of those receivers is decreased. This is shown in Fig. 11 . Therefore, there appears to be a tradeoff between efficient utilization of receivers and efficient channel utilization. Increasing the number of receivers increases the channel utilization but decreases the utilization of the receivers. However, it is interesting to note that when the system is receiver limited (i.e., channel utilization can be significantly increased without a significant decrease in receiver utilization. For example, when using five receivers rather than one increases channel efficiency from 10%-50%, while receiver efficiency remains very high. Similarly, the analysis for the backoff protocol yielded nearly identical results and is therefore omitted for brevity.
VII. CONCLUSION
This paper examines the performance of random multicast transmissions in WDM broadcast LAN's. This work also applies to the similar problem of multicasting in a TDM switching system. Throughput efficiency results were obtained for two random scheduling protocols, one that persistently retransmits a message until it has been received by all of the intended recipients, and another which uses a random backoff between retransmissions. Our analysis indicates that the random backoff protocol results in improved efficiency. An important observation of this paper is that the throughput degradation due to receiver conflicts is decreased as the size of the multicast group increases (as compared to the maximum achievable throughput). Intuitively, this is because for a given number of channels, the likelihood of a receiver being idle is decreased as the number of intended recipients per transmission is increased.
We also examine the algorithms that a node uses to select which transmission to receive in the event that multiple transmissions are intended for it in the same slot. We show, through simulation, that a receiver algorithm that selects the transmission with the smallest number of intended recipients performs better over a random selection policy, albeit unfair to messages with large number of intended receivers. We also examined the benefits of having multiple receivers/node. In general, we found that increasing the number of receivers/node results in an increase in channel utilization but a decrease in receiver utilization. However, when the system is receiver limited, increasing the number of receivers can dramatically increase channel utilization while maintaining high receiver utilization.
The results of this paper are particularly applicable to systems with very fast tunable transceivers. When using slow tuning devices, the scheduling algorithms described in this paper may not perform as well since they do not attempt to take tuning times into account. Similarly, when multicast transmissions are session based, we show that throughput using the random algorithm degraded somewhat. Hence, while we conclude that simple random scheduling algorithms perform well for the system described in this paper, it is clear that different systems with different traffic types may require more sophisticated algorithms.
