For any reductive algebraic group over C split over R a graph is defined. In type A and D it is shown that the number of connected components of the graph coincides with the number of connected components of the intersection of two opposed big cells in the corresponding real flag variety. This gives a combinatorial description for the number of connected components of such a variety.
Introduction
Let G be a reductive, simply laced, linear algebraic group of over C, split over R. Fix an R-split maximal torus T in G and a pair of opposed Borel subgroups, B + and B − , containing T . We identify G with its set of R-rational points.
Denote the variety of all Borel subgroups of G by B. G acts on B by conjugation, and we write x · B for the conjugate of B ∈ B by x ∈ G. We identify the Weyl group W of G with the set of G-orbits in B × B under the diagonal action. If w ∈ W = Normalizer(T )/T then the corresponding orbit is represented by (B + ,ẇ · B + ), wherė w is a representative of w in Normalizer(T ). We write We aim to express the number of connected components of this variety combinatorially, as the number of connected components of a graph.
Construction of the graph
Let I be an indexing set for the set of simple roots (resp. simple reflections) {α i |i ∈ I} (resp. {s i |i ∈ I}). Denote by I the set of reduced expressions of w 0 . We abbreviate the reduced expression s i1 s i2 . . . s in by i = (i 1 , . . . , i n ). We define a graph (I , E) as follows.
Let the set of vertices be given by
Two vertices (i, s) and (i , s ) are connected by an edge in E if one of the following holds.
(1) i is obtained from i = (i 1 , . . . , i n ) by interchanging two consecutive indices
, and s is obtained from s by interchanging the entries in positions k and k + 1.
(2) i is obtained from i by replacing three consecutive indices
by j, i, j and s is obtained from s by replacing the entries σ k−1 , σ k , σ k+1 of s in positions k − 1, k and k + 1 by σ k−1 , σ k , σ k+1 according to one of the following rules. Let ε ∈ {±1}.
We propose to show the following. 
Define U i := Image(φ i ). Our intermediate goal is to show that i U i has complement of codimension 2 in B * . The following lemma is easily verified.
Lemma 3.1.
Corollary 3.2. Fix a reduced expression
+ can be written uniquely in the form
Proof. There is a unique sequence of Borel subgroups (B j ) such that
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with z k as desired, again by the lemma. So B k = z N · · · z k · B + , which proves the corollary.
Then the complement of U i in B * can be expressed as the union
Then one can verify the following identities:
( * ) We will also use the identities,
where α
for some a ∈ R * and y ∈ U − . Using (**) we get
Therefore B ∈ B * and H i,k ∩ B * has dimension n − 1, so codimension 1 in B * .
Remark 3.4. If i is obtained from i by interchanging the consecutive indices
Consider the dense open subset of H i,k consisting of all elements of the form
+ where a, b = 0 and z l =ṡ i l or y i l (a), for some a = 0.
One can verify the following formula in SL 3 .
It follows that
By corollary 3.2 we get
has codimension 2 in B * .
Sequences of reduced expressions. Consider a sequence of reduced expressions
. . , i m each related to the previous one by a braid relation, and write 
Note that by remark 3.5 and the construction of the sequence we see that H i,k ∩ H i j ,kj has complement in H i,k of codimension 2 in B * , for all j = 1, . . . , r. We will also need
We will consider a particular sequence of reduced expressions of w 0 . Let I 1 and I 2 be two subsets of I such that I = I 1 ∪ I 2 and if i, k ∈ I l for l = 1, 2, then s i s k = s k s i . Let i and i be the reduced expression of w 0 of the form i = (I 1 , I 2 , I 1 , . . .) and i = (I 2 , I 1 , I 2 , . . .) . Carter (1994) (in type A) and Cockerton (1994) (in type D) show that i and i induce opposite orderings on R + . Therefore to get from one to the other every positive root has to cross every other one. They constructhas complement of codimension 2 in B * . Therefore H i,k ∩V i also has codimension 2 in B * .
3.8. Proof of proposition 2.1. Lemma 3.7 implies that the number of connected components of B * stays the same if we remove V. So we need only count the number of connected components of i∈I U i . To each vertex (i, s), where i = (i 1 , . . . , i n ) and s = (σ 1 , . . . , σ n ), we assign the connected component of U i defined by
, c ∈ R with a + c = 0, the following relation holds (see Lusztig 1994) . 
. Therefore, applying this argument recursively, we get that U C i is dense in j U C j . Now suppose (***) is false. Then we can find (i , s ) ∈ C (i as above), such that
3.9. Remarks. The only place where the type A or D assumption is used is in lemma 3.6. There we need a certain minimal sequence of reduced expressions which has only been constructed for those types. We conjecture that such a sequence also exists for E 6 , E 7 and E 8 . This could be checked by a machine. The proof of the proposition 2.1 given here would then also extend to the E-series.
As a concluding remark, we note that in the A n -case, there is also a different proof of proposition 2.1 using the 'chamber ansatz' of Berenstein, Fomin & Zelevinsky (Berenstein et al. 1995) . Using their terminology, the proof goes as follows. We again consider the maps φ i . It is easily seen that the element B = y · B − for y ∈ U + lies in U i precisely if ∆ L (y) = 0 for all chamber sets L of i. To show that the union of all U i has codimension 2 in B * we need to check that if L is an interior chamber set for all reduced expressions of w 0 , then ∆ L is a principal flag minor (in this case ∆ L is non-zero on all y ∈ U + with y · B − ∈ B * ). Suppose ∆ L is not principal, then there is an i ∈ L such that i + 1 ∈ L. Let i be a reduced expression of w 0 ending in s i . For this reduced expression the pseudo-line i runs above the pseudo-line i + 1 until the very last crossing. Therefore any interior chamber set of i containing i also must contain i + 1. So L is not an interior chamber set of i . In this way the key
