Introduction:
A high degree of multicollinearity among the explanatory variables, , X of a linear regression model, y X u β = + , has a disastrous effect on estimation of the coefficients, , β by the Ordinary Least Squares (OLS). Several methods have been suggested to ameliorate the deleterious effects of multicollinearity.
Various Methods of Estimation under Severe Multicollinearity Conditions:
In what follows, we give a brief account of some important methods of estimation under severe multicollinearity conditions:
(i). The Restricted Least Squares (RLS) Estimator of β :
If we can put some restriction on the linear combination of regression coefficients such that , R r β = then the RLS estimator of β denoted by σ (error variance) in the population, one has to estimate it. The authors provided methods to obtain the estimated value of near-optimal .
d The authors also proved the superiority of the RL estimator to the Liu estimator.
Of the five methods of estimation enumerated above, the last three methods, namely, those of Sarkar (1992) , Liu (1993) and Kaçiranlar et al. (1999) are improvements on the ORR estimator of Hoerl & Kennard and therefore, they inherit from ORR the property of being dependent on the population β and 2 . σ (vi). The Generalized Maximum Entropy (GME) estimator of β : Golan et al. (1996) introduced the Generalized Maximum Entropy (GME) estimator to resolve the multicollinearity problem. This estimator requires a number of support values supplied subjectively and exogenously by the researcher. The estimates as well as their standard errors depend on those support values. In a real life situation it is too demanding on the researcher to supply appropriate support values, which limits the application of GME. The MEL estimators exploit the information available in the sample data more efficiently than the OLS does; unlike the RLS or GME estimator they do not require any constraints or additional information to be supplied by the researcher, and unlike the RRR, the Liu or the Restricted Liu estimators, they do not need the estimated surrogate parameters (representing the population parameters) in the estimation procedure. The MEL 1 estimator of Paris maximizing entropy in the regression coefficients β is formulated as min 1 log( )
, subject to three equality restrictions given as follows: (1) ; (2) ;
indicates the element-by-element Hadamard product. The product log( ) 0 0.
Analogously, the MEL 2 estimator of Paris maximizes entropy in the regression coefficients as well as the regression residuals. It is formulated so as to minimize 2 log( ) log( ) log( ) log( )
subject to five restrictions given as:
( 1) ; (2) ; (3) / : 0 1; (4) ; (5) / : Monte Carlo experiments carried out by the author showed that the MMEL estimator outperforms the MEL (that is MEL 1 ) estimator. The idea of using the absolute norm in defining the probabilities may be extended to ( ) i prob u also. The members of the extended MEL family of estimators may be described in terms of three parameters, k 1 = (1 or 2), k 2 = (1 or 2) and k 3 = (0 or 1) in the following manner:
viii). An Extended Family of Maximum Entropy Leuven (MEL) estimators of
subject to the following restrictions chosen on the k 3 -criterion: Table 2 . x ′ = or otherwise has its own implications to its correlation with other explanatory variables as well as the errors in . y The coefficients of correlation between the estimated error (û ) obtained by different estimation methods and 5 x = (100 -sum ( 1 2 3 4 , , , x x x x )) are between 0.25 and 0.28, although statistically insignificant at 5% level of significance and 11 degrees of freedom. In particular, 5 Obviously, the RL estimator (even when it uses the correct restriction) is dominated by a number of members of the MEL family estimators. Moreover, MEL estimators withstand perfect multicollinearity without its destabilizing effects on the estimates of the regression coefficients.
Formulation and Estimation of an Extended Homogenous Model

Conclusion:
Our findings suggest that several members of the MEL family of estimators outperform the OLS and the Restricted Liu estimators. The MEL estimators perform well even when perfect multicollinearity is there. A few of them outperform the OLS + estimator. Since the MEL estimators do not seek extra information from the analyst, they are easy to apply. Therefore, one may rely on the MEL estimators for obtaining the coefficients of a linear regression model under the conditions of severe multicollinearity among the explanatory variables. 
