Abstract. Observations of Rayleigh-Bbnard convection have shown the existence of various coherent structures in the boundary layer region of the Convection cell in the regime of hard turbulence (Zocchi et al 1990) . These structures include long-lived waves, plumes and propagating regions of rotational fluid, termed 'swirls'. Besides providing visualizations of these Row structures, the experimenters have conjectured that the observed waves are normal modes associated with the buoyant shear layer at the wall, and have provided a measured dispersion relation. We study here a simple model of such an unstably stratified boundary layer. The model consists of a two-dimensional layer ofconstant vorticity against a wall; this models the effect of viscosity and the large-scale rolling motion in creating shear ai ihe waii. The effect oi buoyancy is included as a sharp density jump across the boundary of the shear layer. We study both the linear analysis of the model, and its nonlinear behaviour through numerical simulation. The model reproduces much of the behaviour observed in the experiment. We observe the formation of both plumes and swirls, similar in form and dynamics to those in the experiment. We find that plumes and swirls arise from the same instability mechanism, only differing in the amount of shear acting upon them. The linear and nonlinear behaviour of the model's neutrally stable normal modes waves of the model obey a different dispersion relation, and are nonlinearly unstable to superharmonic Rayleigh-Taylor instabilities. We suggest that the observed waves reflect some other collective action of the system.
Introduction
Observations of Rayleigh-Bhard convection carried out by Zocchi et al [I] demonstrate the existence of various coherent structures on the top and bottom boundary .-, lavers . . . of . . the . . . . convection . . . . . . . . . . . . cell . . . . in the regime of hard turbulence. These Row structures include long-lived travelling waves, falling (and rising) plumes, and propagating regions of rotating fluid, swirling in the same direction as the mean shear, that the experimenters label 'swirls' (see colour plates I and I1 of [l] ). In the ezperiment, a 324 temperature gradient is applied to the cell. The warmer fluid at the bottom tends to rise, and this sets up a circular rolling motion in the cell. This motion, along with the boundary condition at the wall, produces a velocity boundary layer along the top and bottom surfaces of the cell. In addition, the temperature profile in the cell shows a sharp drop within two thin layers at the top and bottom of the cell; these are the thermal boundary layers. Waves in the region of the boundary layers are apparently initiated when a descending (ascending) plume collides with the lower (upper) layer. The wave then persists for a time before giving birth to a swiri or an ascending (descendingj plume. The waves appear to be approximately two-dimensional.
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The Rayleigh number, defined as Ra = a g A L ' / v~ is the dimmsion!ess parame!er thzt describes !he re!ztilw impcrtznce of the thema! buoyancy and the stabilizing effect of diffusion. Here a is the coefficient of thermal expansion, g is the acceleration of gravity, A is the temperature difference between the top and bottom of the cell, v is the kinematic viscosity, and K is the thermal diffusivity. In the experiment in [l] , R a has the value 1.2 x lo9, well within the hard turbulence regime [2]. The Prandtl number of the fluid (water in this case), which describes the relative importance nf thermal diffiision and viscous diffusion (defined as V / K ) has the value P r = 5.6.
By direct observation, using several visualization techniques, the experimenters are able to observe plumes, swirls, and waves on the boundary layer. Using adjustable probes, they are able to extract a temperature against time signal for points at the interface between the boundary layer and the bulk fluid. Analysing these signals, !hey can measure velocity for a wave as a function of wavelength. While there is a large scatter in the velocities measured for a particular wavelength, these velocities are nonetheless averaged at each wavelength to yield a 'mean dispersion curve'. While the experimenters are unable to excite such waves mechanically, they conjecture that they are normal modes of the boundary layer. A comparison of the time scales for buoyancy compared with shear effects suggest that such waves should be shear dominated.
and Tryggvason [8] study the pure Rayleigh-Taylor instability of such an interface. Baker and Shelley [9] consider the motion of a free layer of constant vorticity. Stern and Pratt [lo] investigate the motion of vorticity fronts along a wall. Newhouse and Pozrikidis [I I] study the formation of droplets, in the creeping flow limit, falling from a heavy layer of fluid against a wall.
The model then includes the effect of the shear at the wall created by the viscosity, and the effect of the buoyancy from the thermal gradient. It assumes that the fluid is two-dimensional, has a jump in density and vorticity at the interface, and that the viscous boundary layer and the thermal boundary layer are coincident (an analysis due to Kraichnan [12] suggests that the ratio of the thickness of the two layers is given by -3.2&, or -8 in the experiment). An advantage of the model is that the motion of the fluid reduces to the evolution of the interface, yielding a straightforward and elegant linear analysis. Further, the model reproduces many of the phenomena observed in the experiment. The linear analysis gives the existence of neutrally stable travelling waves. However, the dispersion relation apparently differs from that of [l] measured from the experimental data. Numerical simulations of the nonlinear evolution of neutrally stable linear waves show the effect of nonlinearity is to produce a superharmonic Rayleigh-Taylor instability of the waves that could lead to the formation of plumes and swirls. A heuristic argument for this instability and its time scales is given. These results suggest either that the waves in the experiment are not normal modes of a buoyant boundary layer (at least as represented by our model) or that the averaging process used to find the experimental dispersion relation is inappropriate. Such a conclusion is also consistent with the fact that the experimenters are unable to produce such waves through mechanical excitations of the boundary layer. The formation of plumes and swirls occurs mostly near the downwind corner of the cell. By varying the shear to simulate what might happen as a wave approaches a corner of the cell or encounters some fluctuation in the cell, the formation of plumes and swirls is observed. Dynamically, these structures behave in a fashion similar to those observed in [I] ; the plumes propagate away from the wall, carrying buoyant fluid and vorticity, while the swirls tend to propagate along the wall. Our simulations also demonstrate that such plumes and swirls are members of a continuous family of coherent structures, whose form is selected by the amount of shear acting upon them.
The organization of this paper is as follows. In section 2, the derivation of the equations of motion is described. The result is a system of integro-differential equations for evolving the interface and the vortex sheet strength upon it. In section 3, the linear stability analysis of these equations is discussed. The dispersion relation is analysed in the short and long wavelength limits; an understanding of the competition between shear and the Rayleigh-Taylor instability comes from this analysis. In section 4 the numerical implementation of the model equations is discussed. Results are given for the nonlinear evolution of neutrally stable waves, and for the formation of plumes and swirls. Finally, concluding remarks are given in section 5.

Equaiions of moiion
In this section, we give equations of motion for the interface. We hegin with the equation of motion for an inviscid, incompressible fluid, namely the Euler equation,
together with the continuity equation,
where F is the body force given by F = -g j , and q = (U. U) is the fluid velocity. This equation, together with the boundary conditions, gives the motion of the fluid in terms or* its velocity qjx,y). in the frame of reference fixed with respect to waii, the boundary conditions are
(1) zero normal component of the velocity at the wall; (2) continuity of normal velocity at the interface; (3) continuity of pressure at the interface; and (4) U 4 U as y + +CO.
To enforce boundary condition 3, we allow a jump in tangential velocity at the interface, and define
where s is the unit tangent vector to the interface, q , is the velocity on the lower side of the interface, and qz is the velocity on the upper side. The average velocity at the interface is defined as where T is an as yet unspecified tangential velocity, included for convenience. In a frame moving with velocity q, the Euler equation at the interface is then P j d , q j + P j [ ( q j -4 ) ' V l~j + v P j -P j F = o Coherent structures on a boundary layer 321 where j = 1,2. We now dot these equations with s, subtract the j = 1 equation from the j = 2 equation, and apply the continuity of normal velocity and pressure. Continuity of pressure is applied through continuity of its directional derivative at the interface, s Vp. This yields
This equetion catl be rewritten in !em.s of g and y to get (2.5)
is called the Atwood ratio; it is a non-dimensional measure of the density stratification. The range of A is -1 5 A s 1. When Ag is positive (negative) the stratification is stable (unstable). Equation (2.5) apparently gives gt in terms of the average velocity Q. However (2.5) is actually an implicit equation for 9, because of the dependence of Q upon 7. Equation (2.5) describes the baroclinic production of vorticity by density stratification.
The velocity of the fluid can be given as two contributions: the velocity induced by the constant vorticity next to the wall, and an irrotational velocity which enforces the boundary conditions. That the velocity can he written as the linear superposition of these two contributions follows from the linearity of the Poisson equation in the vorticity-stream formulation, which expresses the stream function in terms of the vorticity. Note also that the vorticity transport equation is trivially satisfied by constant vorticity distributions.
The velocity of the fluid can be put into a convenient form by using complex variables. Let q' = U -iv be the complex conjugate velocity field, ' 1 = x + iy a point in the fluid, and zi(p) =xi@) + iyi(p) and z,@) = x,@) +iy,(p) describe the location of the interface and the wall, respectively, in terms of a real parameter p. Then the contribution to the velocity induced by the constant vorticity is (see 191)
For the case of the flat wall, y,@) = 0, z,(p) = p, and the second term on the right-hand side becomes oy/2. The constant term guarantees that the velocity at the wall is zero in the steady state of a flat interface. This enforces boundary condition (4). Equation (2.6) is the contribution from the constant vorticity next to the wall, expressed through the Biot-Savart integral, and written as a boundary integral through use of the divergence theorem (this is 'contour dynamics'; see [131). Note that qtorl(q) is continuous across both the wall and the interface. To satisfy the boundary conditions, irrotational terms are added to equation (2.6). The appropriate contributions are a vortex sheet on the interface (of strength y ) to satisfy boundary conditions (2) and (3), and a source distribution (of strength U) to satisfy boundary condition (1). Thus q' is given by To satisfy the boundary condition at the wall (boundary condition l), it must he that We now choose the parameterization of the interface to be that which moves in the atz:(P,t) =Q'(zi(P,t)) + Tzk@,t)/sip(p,t).
(2.14)
The evolution of y / s , is given by equation (2.5). Expressing equation (2.5) in terms of y and the Lagrangian parameter p (defined by equation (2.14)) rather than the arclength s gives (2.15)
The evolution equations (2.14) and (2.15), together with the expressions (2.10) and (2.12), determine the motion of the interface. Equation (2.15) is now seen as an implicit equation for yt, since Q' depends linearly on y, through equation (2.12). However, this implicit equation is a Fredholm integral equation of the second kind for yi; it is globally contractive and has a unique solution [6]. This is later used in the numerical solution of the system. Note that if A = 0 (no density stratification), then y is conserved in the frame moving with the average velocity (T The present derivation of (2.15) (or, equivalently, (2.5)) follows directly from the Euler equations, together with its associated boundary conditions at a fluid interface; no assumptions are made on the vorticity distribution in the fluid. By assuming irrotational flow, the same results can be obtained using the Bernoulli equation (for example, see [6]). We also note that in [XI, irrotational flow is likewise assumed and (2.15) found using the Euler equations, but the irrotationality is not actually used in the derivation.
We also note that while the experimental situation of interest is one of small A, the present derivation is valid for all values of A between -1 and 1. While simpler evolution equations could be found by making use of this fact (for example, by using the Boussinesq approximation), for the purposes of computation and linear analysis it is little more difficult to consider the full system directly.
When the system is 2n periodic in the x direction (that is u(q +2n) = a(q), 
Consider perturbations of the form
Then the linearized equations of motion are as follows -," . , .*."
where 2, and &?* are Hilbert transforms ([14] , p 417), defined to be 1 2n
Note that 5 does not appear on the right hand sides of equations (3.1), and thus its evolution is determined by q and 9. Also the time derivatives of the dynamical quantities q and ? in equation (3.1) appear in the form of the convective derivative, Equations (3.1) have trigonometric solutions, so the form of the perturbation is a, + ua,.
taker! to be
It is then easy to show that the equations of motion for A,, B,, C,, D, are ( E , and F, being determined by A, through 0,)
..,hara ,-2 4
The eigenvalues and eigenvectors come in complex conjugate pairs, and a pair is used to construct a singie reai iinear soiution. Thus, there are oniy two eigenvaiues whose imaginary parts give physical velocities. These are A, , , and Am. However, in the limit A -+ 0, only Aol corresponds to a flow with continuity of velocity at the interface. In that limit, Am corresponds to a flow with slip on the interface even though there is no density stratification to produce it. Thus, we will focus on Aol as the more physical eigenvalue.
Analysis of the dispersion relation
In the absence of shear, an unstably stratified fluid exhibits the well-known RayleighTaylor instability. It is then of interest to understand how the unstable boundary layer in the Rayleigh-Bhard cell might support travelling waves. Analysis of the dispersion relation reveals that the presence of sufficient shear can overcome the instability of the boundary layer.
We can see this effect clearly in the lone wave!enethl sma!! Atwood ratio regime.
Consider the limit of equation (3.4) for kH << 1, and IAl << 1. Then (3.4) reduces to
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For U = 0, A < 0 this relation gives exponentially growing waves; this is the Rayleighpossibility of neutrally stable linear waves. Indeed, for the experimental system we have U' P 100 (mm s-')' and 8AgH P -40 (mm s-')' so that U 2 + 8AgH > 0 and thus the theory predicts neutrally stable linear waves for the experimental parameters in the long wavelength limit. We can also analyse the competition between shear and buoyancy effects by identifjing the relevant t i m sca!es. There is a t h e sca!e arising f:o-the cons!ax! vorticity of the shear layer, given by U -' . There is also the time scale for the instability due to the density stratification; it is given by IAg/HI-"'. For the experimental system, the shear time scale is approximately 0.1 s, and the density stratification time scale is approximately 0.45 s, and so we see that the shear dominates. However, we note that the experimentally observed waves persist for a time longer than the density stratification time scale, so dccsity stratification should he important in the eventua! instability of waves on the boundary layer. 
In the small wavelength limit, (3.4) reduces to
instability. The model is linearly ill posed as the growth rate becomes unbounded as the wavelength becomes small. The velocity of the linear waves is given by uk = Im[Aol]/k. For A = -0.0005, U = 10, and g = 9800, figure 2 shows uk as a function of the wavelength I., for both H = 1 and H = 0.5. The full curve is the speed for neutrally stable waves, experimental parameters of [l], in units of millimetres and seconds). Small wavelength disturbances propagate at nearly the free stream speed ( U ) , while long wavelength speeds approach zero. For the case without density stratification, Pullin [4] shows that the dispersion relation compares well with the nonlinear propagation speeds determined from numerical simulations. Stern and Pratt [IO] reach a similar conclusion in their ncmeric~! study of propagiting vorticity fxcts .gains! z wa!!. Howevsr, whi!e the range of predicted wave speeds here is nearly identical to that observed in [I] , the dependence on wavelength is contrary to that of the experimentally determined relation, in which short wavelength perturbations apparently move more slowly than long wavelengths (and the latter move at near the free stream speed); see figure 6 of [l]. Again for the "ratified case, Pullin shows that the dispersion relation is at least consistent with the experimental measurements of Kovasznay et af (151 for the velocity of bulges in the outer part of a turbulent boundary layer at very high Reynolds number. For such flows the assumption of constant shear is appropriate only in the outer boundary layer, away from the viscous sublayer (see [IS] ). As the viscous sublayer provides a effective slip at the wall, Fullin's comparison is done in the frame moving with the free stream velocity. Such considerations may be relevant to the experimental results of Zocchi et a/ [l], but such detailed measurements in the wall region of the convection cell have not been carried out. However, we do note that the inclusion of an effective slip at the wall to model the possible existence of a viscous sublayer (together with a necessary decrease in the shear to match the free stream speed at the interface), does not alter the basic mismatch between the model's dispersion relation and the observed wave speeds These discrepancies suggest that the waves in the experiment do not correspond to normal modes of a buoyant boundary layer, at least as represented by our model. Such a conclusion is consistent with the fact that the experimenters are unable to produce such waves through mechanical excitations of the boundary layer. Another possibility is that the averaging process used to find the dispersion relation is inappropriate given the large scatter in the data. Additionally, we will see in section 4 that neutrally stable linear waves of the model are nonlinearly unstable to the Rayleigh-Taylor instability.
We can also investigate the limit in which the distance between the interface and the wall goes to infinity (i.e. H >> 1). Keeping U fixed, we find that the waves are unstable in this limit, with the same eigenvalue as in equation (3.8) ; when the velocity
is zero, we then recover the classical Rayleigh-Taylor instability. When H + 0, we recover the long-wavelength formula, equation (3.7). Another result from the linear analysis is an asymmetry introduced by the effect of shear. In the case of zero shear, the linear modes grow symmetrically and the vortex sheet strength, y , is exactly ~/ 2 out of phase with the interface profile; that is if we imagine a sinusoidal perturbation of the interface, the vortex sheet strength is a maximum on the left of the maximum of the interface profile, and a minimum on the right; the motion is symmetrical about the central hump of the profile. If a small positive shear is now added, it can be shown from the linear analysis that the eigenfunction for y shifts to the left relative to the interface profile. This asymmetry is apparent also in the full motion of the interface (section 4.4), and explains the asymmetry of the observed swirls.
The nonlinear evolution of the interface
In this section we study numerically the nonlinear evolution of the model. We find that solutions of the model are susceptible to the rapid formation of Kelvin-Helmholtz singularities. However, these singularities presage the appearance of larger scale structure in the flow. With the addition of a regularization, we see the emergence of flow structures very similar to those in the experiment.
Numerical method
At each step, equations (2.14) and (2.15) arc uscd to calculatc yt, and zt. A fourthorder Adams-Moulton predictor-corrector scheme is used for the time integration. As mentioned previousiy, equation ( i . i j j is a Freanoim integral equation of the second kind for yt, and has a globally convergent Neumann series [6] . In the numerical solution of our model, equation (2.15) is solved by fixed-point iteration, using a four-point rational polynomial extrapolation scheme for accelerating the iterations. With this scheme, yt typically converges in two or three iterations with a convergence tolerance of
The Lagrangian parameter p is discretized uniformly, so that all Iniegrais, inciuuing muse wiin singular InLegranus, are cumpuieu oy m e aiiernaie-point trapezoidal rule with spectral accuracy [16, 171. Derivatives with respect to p are calculated at the mesh points from iterated periodic quintic splines, yielding a spatial consistency error of O(h6) [18] (here h is the spatial step size; h = 2n/N, where N is the number of grid points). For simplicity, we set T 0 so that the velocity of points on the interface is now the average of the velocity just above and just below the interface.
The numerical procedure was checked by comparing small amplitude runs with the linear analysis of section 3. Both eigenfunctions were integrated for a variety of parameters; the eigenfunctions with Ag < 0 and negative real parts of the eigenvalues were a particularly strong check of the code in the linear regime (since they give exponentially decaying waves even in the presence of unstable density stratification). The nonlinear terms were checked using large amplitude sinusoidal initial conditions, vortex layer, which is a constant of the motion because the fluid is incompressible and the interface moves with the fluid. Nonlinear effects are also checked by comparing with other work. By setting A = 0 and y = 0, we recover the situation studied by Pullin [4], and we observe the same filamentation on the vortex layer interface. By setting the shear to zero, we obtain the For Ag < 0, the model suffers from the instability to small wavelength perturbations, as noted in section 3.2. High wavenumber numerical noise (associated with roundoff errors and the discretization of the system) is quickly amplified and leads to a breakdown of the numerical procedure. To avoid the problem of amplification of numerical noise, we implement a Fourier filter as used in [17, 191 . At every time step, we set to zero any Fourier mode of y ( p ) and z ( p ) with amplitude less than some tolerance, which is chosen near the level of machine round-off (for double precision calculations, we use a filter tolerance of IO-'*). With the use of the filter, small amplitude initial data can be integrated for a long time without the spurious growth of round-off becoming apparent.
we wiii also see that the modei is susceptibie to rapid singuiarity formation. T'nis is due to growth of the vortex sheet strength induced by the sharp density stratification, and leads to the appearance of Kelvin-Helmholtz singularities. To investigate the behaviour beyond the singularity time it is necessary to introduce some type of regularization. In the physical system, the presence of viscosity and thermal diffusion gives smooth vorticity and density fields. Here, we follow [SI and [20] in employing an artificial, but simple and convenient, regularization. We modify the model by incorporating '6-smoothing', which amounts to regularizing the kernels involving y in equations (2.12) and (2.15) by changing them to (cf equation (2.17))
._ .
Here z = x +iy and q = x'fiy'. The denominator is now strictly positive and bounded away from zero by 6'. The 6-smoothing effectively removes the unbounded growth rates in the model at high wavenumber. In the case of the Birkhoff-Rott equation governing vortex sheet motion, it has been shown that such &smoothing restores global existence and analyticity to the motion [21]. Note that the 6-smoothing has not been introduced to any integrals associated with the vortex layer. Previous studies of the motion of a free vortex layer did not reveal any singularity formation [9].
The nonlinear evolution of a neutrally stable wave
Although the model predicts the existence of neutrally stable travelling waves, we find that in the full nonlinear evolution, nonlinear effects become important rapidly. These effects are in the form of superharmonic Rayleigh-Taylor instabilities leading to the formation of swirls on the interface.
There is now considerable evidence that the Rayleigh-Taylor instability of an interface with a sharp density jump across it leads to the formation of flow singularities in a finite time, These singularities are associated with local Kelvin-Helmholtz instabilities of the vortex sheet on the interface. Here the vortex sheet strength grows through barnclinic production of vorticity (see equation (2.15)), The structure of the singularity appearing through the pure Kelvin-Helmholtz instability of a vortex sheet is relatively well understood [9, 17, 20, 22-26], and the singularity that appears in the RayleighTaylor case appears to be of the same type [27] . Such a singularity is characterized by a divergence, at isolated points on the interface, in both the interfacial curvature and the derivative of the slip strength y, More precise information about the structure of such a singularity can be found in the references. Apparently, the interfacial motion cannot be continued beyond the onset of such a singularity, and the introduction of a regularization is necessary [17, 191. The formation of such singularities within a finite time is also observed in this model, and is again associated with the development of strong slip at the interface through baroclinic vorticity production. This singularity formation is illustrated in figure 3 , which shows the evolution of I/maxIK/ and l/maxJj,J ( K is the curvature of the interface), for motion from an eigenfunction corresponding to Ao, and k = 1, with A = -5 x iu@, U = -io (ieft propagating wavesj, and H = i (and thereiore w = 10). In units of millimetres and seconds, these are approximately the values of these parameters in the experiments of Zocchi et al [l] . The initial perturbation amplitude is E = 0.05, and the results are shown for N = 64 (broken curve), 128, and 256 (both full curves), where N is the number of points used to discretize the interface and wall. The formation of the singularity is evidenced by the apparent approach to zero of ihese two quantities at a finite iime siightiy beyond t = 2.2.
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For our model, this initial condition is a neutrally stable linear wave. Figure 4(a) shows the evolving interface position nearly up to the appearance of the singularity. Little apparent spatial structure has developed on the interface. This is typical of singularity formation in the case of vortex sheet evolution [17, 191. The location of the nascent singularity is at the small dimple (with large curvature) on the interface.
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accumulation of vorticity, in the form of slip, along the interface. This is seen clearly in figure 4(b) , which shows p at the same times as the previous figure. The sharply peaked positive maximum is associated with the singularity, and the peak also coincides with the dimple in the interface. As mentioned previously, the shear gives an asymmetry to the evolution of the interface. In general, it is the concentration of interfacial vorticity The evolution of the Fourier spectrum of i is shown in figure 5 . The rapid growth of energy in the small scales is a consequence of the oncoming singularity formation. The effect of the filter is apparent; the filter prevents a spurious inverse cascade of energy to large scales from small scales created by amplification of round-off errors. As in the Rayleigh-Taylor system, the singularity of the interface is in the form of The singularity is inherent in the model, but by its form (an accumulation of vorticity in the form of slip on the interface) it presages the development of largescale structure in the flow (see [9, 201) . However, the appearance of the singularity also prevents further evolution of the interface by equations (2.14) and (2.15). Thus, we introduce a regularization, and investigate past the singularity time by replacing the kernel K with the new kernel K , as discussed previously in section 4.1. We expect the results to be qualitative rather than quantitative as the regularization is based upon convenience rather than upon physical considerations. In studies of the Kelvin-Helmholtz and Rayleigh-Taylor instabilities [8, 201, the introduction of such a regularization produces structures in the flow qualitatively similar to those found by evolving such flows with initially smoother data [9, 281. Here we also see little dependence of the gross features of the flow upon S. Figure 6 shows the evolution of the interface from the same initial data as previously, but now with S = 0.03. The times shown are t = 2.2 (near the singularity time for 6 = 0), 3.1, and 3.2. The regularization of the equations controls the growth of arbitrarily small scales, and we now see the emergence of large-scale features in the flow. In particular, irrotational fluid is being entrained into the boundary layer region, and 'spirals' are developing in the interface. Such entrainment into the boundary layer has also been observed by Pullin the 6 = 0 case leads to a singularity. The leftmost, more tightly wound spiral arises from the concentration of slip at the dimple at t = 2.2 (see figure 4(b) ). The rightmost spiral arises from the lesser positive maximum of 7 seen in figure 4(b) Note that both spirals turn in the same direction. While the overall amplitude of the interface has not grown considerably, this is perhaps a precursor to an eruption of buoyant, rotational fluid into the irrotational fluid above. Unfortunately, by t = 3.2 the calculation is becoming noisy, and breaks down soon thereafter.
An important consideration is the dependence of the results upon 6. The result of applying such smoothing in simulations of the Kelvin-Helmholtz instability [20] is as follows: For 6 sufficiently small, a spiral emerges after the singularity time. The time at which such a spiral emerges decreases down to the singularity time as 6 is decreased. At a fixed time past the singularity time, as 6 is decreased, the number of inner turns of the spiral increases, and convergence of interfacial position is observed in the outer turns of the spiral. The convergence, if any, in the inner turns is apparently non-uniform. Similar results were found when the vortex sheet was replaced by a thin layer of uniform vorticity [9] .
No inconsistencies are observed here with these results. Figure 7(a) shows the interface position for S = 0.05,0.04 and 0.03, at a time when similar structure has emerged in each case. As 6 is decreased, the time at which the spiral emerges decreases. Figure 7(b) shows the effect of varying the value of 6 , at fixed t ( t = 3.1), as 6 is decreased, more structure of the spiral emerges.
A heuristic model of superharmonic instability
While our initial condition is a neutrally stable linear wave, it is only marginally so. The Coherent strucfures on a boundary layer 341 linear analysis implies that there exists a critical wavenumber, k,.,(U, A, H ) , separating neutrally stable linear waves (k < kctit) from unstable linear waves (k kcti,). For the physical parameters used previously, kctit = 1.2. Varying the physical parameters yields changes in the value of k,,,, and gives different behaviour for the evolving interface. In particular, holding U and A fixed, and decreasing H to 0.5, increases k, , to 5.8 (see figure 2) . For these parameters (with H = OS), figure 8(a) shows the evolution from an of E = 0.05. Here, 6 = 0.05. With the increase in kctit, we see the emergence of yet finer scale structure on the interface. The inset shows a blow-up of the interface. These ripples are apparently the beginnings of small wavelength Rayleigh-Taylor instabilities.
Figure 8(b) shows 9 as a function of x at the latter two times of figure @) . The sharply peaked positive maxima sit at the indented dimples on the interface. Because of these of these maxima would lead to the formation of a counter-clockwise turning spiral (a swirl). This finer structure is also reflected in the Fourier spectrum, shown in figure 9 . Unsurprisingly, the spectrum shows the development of a marked discontinuity at k = k,,,, beyond which modes grow rapidly, with the the emergence of a dominant scale, (k = 12), which matches the scale of the superharmonic oscillations seen in figurer 8!a! and {b).
The emergence of a new large scale in the interface can be understood by considering the joint effect of nonlinearity for short times, and of linear instability. Let Pk(t) be the kth Fourier amplitude for 9. For a single mode pertubation (say k = 1) of amplitude E << 1, the generic effect of the nonlinearity is to produce a cascade of energy from low wavenumbers so that Pk(t) = eILPkO(t) +0(ck+'). This cascade then provides a non-zero amplitude which, for k > kc.?> is subsequently amplified by the linear instability.
These considerations lead to a simple heuristic model for the instability of the system; this model can also predict the behaviour of the Fourier spectra for short times. In accordance with this, it appears from numerical observations that the system initially evolves into a state in which the Fourier amplitude, P(k), behaves as eigenfunciioii i&iai coii;iiion correspon;iiig io i,,,, and initial peiiiii:aiioii ai-irpEccdi m~r n m l -ha----*Le S h i r ;a n o Fnr n~ r,..,lA h m --0~1 . , . 4 .r,ith < q 9 -n;nte D-no.a--hI.r pnrh
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where c( is a number that scales with the amplitude of the wave as a -Inc. Superimposing this with the linear instability, we assume then that
where u(k) is the real part of the eigenvalue A,,. Using this heuristic picture, we obtain Fourier spectra that have the same shape as the curves of figure 9. We measure I( from the low-k modes of the Fourier spectrum, and use o(k) from the linear analysis, to get the curves in figure 10 , which are plotted along with the Fourier amplitudes of the numerical runs. The agreement is reasonable, leading us to the conclusion that the heuristic picture essentially captures the behaviour of the instability, at least for short times. Note that we assume the dominant wavenumber of the initial condition (k = I in figures 9 and 10) is smaller than kcrit; if it is not, then the effect of the ck cascade is negligible compared to the effect of the linear instability. It is likely that similar results could be obtained more rigorously and selfconsistently by deriving and integrating the asymptotic (in small E) evolution equations for Pko(t), such as was done by Moore [22] for the Kelvin-Helmholtz problem. In the present case, the equations of evolution are much more complicated. Another approach would be to employ the more general 'localized approximation method' of Caflisch et al [29] , which would presumably yield local differential equations approximating the motion of the interface. Modal truncations could then be derived from this formulation. In these two studies, the focus is on singularity formation. Here the interest would also be on deducing the behaviour of the large modes in providing a new dominant scale, upon which the roll-up of the interface now occurs (see figure 12) .
We can use this model to define an instability time. We define T(k) to he the time such that P(k, T ) = E ; that is T ( k ) is the time at with the kth mode becomes large enough to be important. Then solving for T(k) we have
(4.4)
The instability time Tin,, is the earliest time at which any of the modes become significant; that is we find Tinst by minimizing T(k) in equation (4.4) with respect to k. This then gives us the instability time in terms of the parameters of the system and the 'nonlinearity parameter', a. Since Tins, is linear in a, we expect it to go as -In E. This prediction is verified in figure 1 I(a) , which shows Ti,,, as computed from the measured values of a (these are the dots), along with the curve -2.4Sln~ (full curve). For a typical value of a, (a = 2), we also plot the instability time against Atwood ratio ( figure I l ( b ) ; notice that as A + 0, the instability time diverges, as expected), the height of the boundary layer H (figure l l ( c ) ( figure ll(d) ). Since a depends only logarithmically on E, the particular choice of E does not significantly affect these results.
The importance of this simple picture is that it provides strong evidence that a superharmonic linear instability drives the instability of the waves. Moreover, it allows us to make a prediction about the eventual structure of the wave: in addition to predicting an instability time, we also calculate the dominant wavenumber as t approaches Ti,,,. For the parameters used earlier, we find k,,, = 12, so we expect the interface profile to exhibit superharmonic oscillations of approximately this frequency. This effect is seen in figures 8(a) and (b) . Figure 12 shows the evolution of the k = 12 mode alone, with 256 points per wavelength (2n/12 is now the computational box width). The counter-clockwise turning spirals would be the consequence of the sharply peaked maxima in 9 in figure 8(a) .
Although we cannot estimate a for the case when H = 1 (since k, = 1.2), we do not need a to estimate k,,, (since k,,, comes from minimizing equation (4.4) with respect to k, and a appears linearly in (4.4)). We find k,,, -2.2, thus predicting that the superharmonic variations will be of a lower frequency than in the H = 0.5 case. This prediction is verified in figure 6 . Thus we can use the model to make specific predictions about the eventual structure of the nonlinear evolution of the wave. In the experimental system, the waves can last 30 or 40 s, whereas the instability time predicted from our model is of the order of 5 to 10 s, and the singularity time is even shorter for experimentally reasonable parameters. This observation provides further evidence that the waves in the experiment may not correspond to linear modes of the boundary layer, hut rather are due to some other, longer lived, collective phenomenon. These differences may also he due to effects not considered in our model; for example, growth rates would generally be diminished by the introduction of true viscosity and thermal diffusivity to the flow, which would yield smooth gradients in the velocity and density fields.
More structures on the boundary layer: plumes and swirls
In the experiment of Zocchi et a1 [l], the waves propagate until they encounter a significant velocity fluctuation, or until they reach the corner of the cell [30] , at which point they give birth to plumes and swirls. The corner of the cell, where most of the generation of plumes and swirls is observed, is characterized by a decrease in shear and an increase in boundary layer thickness; as indicated by our linear analysis, both effects lend themselves to instability. We mimic the boundary layer near the corner by decreasing the shear in our model. Both plumes and swirls can then be seen forming on the boundary layer. and H = 1. Each row shows the interface profile for a given value of the shear at three times: early (left-hand column), intermediate, and late (right-hand column). Again, the initial condition is the eigenfunction corresponding to Ao, with E = 0.05. Here, S = 0.03. In the top row, the shear is large (w = 10; this is the case we considered in sections 4.2 and 4.3). Small fingers of the upper fluid are entrained into the lower. The presence of the density stratification prevents the filaments from becoming arbitrarily thin, and causes them to roll up before they get very close to the wall. Larger values of the shear lead to longer lasting waves; for w = 20, the wave propagates until at least t = 4 with no apparent change in structure.
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In the next row, the shear is halved from the previous value; unlike the w = 10 case, this value of the shear gives linearly unstable waves. Here we see a transition from a thin, entrained filament, to the beginning of a single spiralling swirl. The next row, for which w = 2.5, exhibits a clear swirl; again the shear prevents the upwind side from rolling up. These flow structures are very similar to those observed in the experiment (see colour plate 11, in [l] We can evolve the structures further in time by increasing the value of 6. Figure 14 shows the interface profile for o = 2.5 and w = 0 with 6 = 0.05. In the o = 0 case, the effect of conservation of volume is to force the stem to narrow as the plume grows.
Of course, the correspondence between the experimental structures and those of our model is not exact, as our model is a two-dimensional analogue of a behaviour which is truly three-dimensional. But, our results demonstrate that the swirls and plumes observed in the experiment of Zocchi et al [I] are not fundamentally different objects; they differ only in the amount of shear acting on them. It is observed experimentally that the swirls remain closer to the wall where they were created than do the mushroom-like plumes. The swirls that we observe are produced when the shear in the layer is sufficient to stretch the upwind part of the interface and thus prevent the concentration of vorticity there. This prevents the formation of a two-sided mushroom whose two vorticity concentrations mutually induce a translational velocity away from the wall. The swirl instead behaves as a single vortex near a wall, and thus tends to propagate along it.
For further comparison, figure 15 shows a swirl along with the velocity field for two different values of the shear. There is an accumulation of vorticity on the interface which will subsequently form a spiral, and thus a tilted plume, as seen at t = 1.7 in figure 13 . No such strong accumulation is observed in the case of the swirl in the upper figure. These considerations suggest that the plumes are the most important objects in terms of vorticity and heat transport from the walls into the turbulent interior of the cell. This is consistent with experimental observations by Ingersoll [31] , who finds that the dimensioniess upward heat flux (the Nusselt number) through a shear iayer decreases with increasing shear. In our picture, this effect may be the result of the strong interaction of shear with baroclinic vorticity production to yield swirls, which propagate horizontally rather than vertically.
Conclusions
The primary result of this paper is that some of the experimentally observed flow structures on a boundary layer in turbulent Rayleigh-Benard convection can he modelled by a simple two-dimensional system. This model allows for the nonlinear interaction of shear at the wall with the haroclinic production of vorticity through density strati- that the observed waves do not correspond to normal modes of the model boundary layer; neutrally stable waves of the model obey a different dispersion relation, and are nonlinearly unstable to superharmonic Rayleigh-Taylor instabilities. As discussed, this point of view is consistent with other experimental evidence. It is now suspected that such an observed wave is the remnants of the vortex ring within the head of a falling (rising) plume, now travelling near and interacting with the boundary layer [301. The swirls produced by superharmonic instability are perhaps another candidate for study as the observed waves. However, their initial scale is on that of the dominant superharmonic mode, which is below that observed in the experiment. Experimental investigations are ongoing.
To simulate the boundary layer near the comer of the cell, where most of the plumes and swirls are generated in the experiment, we have performed numerical simulations with decreasing amounts of shear. We also observe the formation of both plumes and swirls, similar in form and dynamics to those in the experiment. Additionally, we find that plumes and swirls arise from the same linear instability mechanism, only differing in the amount of shear acting upon them. Plumes, however, dynamically transport buoyant fluid and vorticity into the turbulent centre, while swirls apparently remain closer to the wall.
The success of such a simple model in reproducing some of the dynamics of a Rayleigh-Bhard boundary layer is perhaps not surprising. We are not attempting to model the entire turbulent system (a very difficult task). We are instead focusing on a very small piece of the system, which because of the boundary conditions on the wall of the cell has reasonably simple dynamics. However, it should he kept in mind that it is from this region that vorticity and buoyant fluid are transported into the turbulent interior of the cell, and its consideration is fundamental to understanding the behaviour of the entire system (for example, see [2] for a turbulence scaling theory which relies on the presence of a buoyant boundary layer). An analysis of turbulent flows in terms of the number of degrees of freedom reveals that the presence of a wall greatly reduces the degrees of freedom [32] in the flow there (it is more laminar). Thus, a simple model such as ours might yield reasonable results. Admittedly, the model omits many potentially important effects, such as threedimensionality, viscosity and thermal diffusivity. These effects have been included in linear analyses of wall bounded Poiseuille [33] and Couette How [21, though little appears to have been done for this situation. Another important effect on the boundary layer could he the rapid fluctuations of the turbulent cell interior. It is possible that through parametric stabilization (see Arnold [34] , p 121), such fluctuations provide a stabilizing mechanism for coherent motions in the boundary layer. Any of these effects might very much change the picture presented here and merit further study. The advantage of this model is that it can be studied with relative ease, and it provides considerable insight into the interaction of shear and buoyancy in producing particular structures in the How. 
