We study an optimal nonparametric regression model for a threshold detector exposed to a noisy, subthreshold signal. The problem of recovering the signal is similar to that faced by neurons in nervous systems, although our model is intended to be normative rather than realistic. In our approach, the time-integrating activity of the neuron is modeled by kernel regression. Several aspects of the performance of the model are studied, including the existence of an optimal amount of noise ͑stochastic resonance͒. We construct a sequential, data-driven procedure for estimating the subthreshold signal. The performance of our model for threshold data is compared with kernel estimation for fully observed data. Finally, we discuss differences between our estimator and the best estimator for a constant signal.
I. INTRODUCTION
Stochastic resonance ͑SR͒ is a nonlinear cooperative effect in which large-scale stochastic fluctuations ͑e.g., ''noise''͒ are entrained by an independent, often but not necessarily, periodic, weak fluctuation ͑or ''signal''͒ with the result that the weaker signal fluctuations are amplified ͑see ͓1͔ for a review͒. Classical SR in physical systems has been generalized to include noise-enhanced signal detection exhibited by a wide variety of information processing systems, including living ones. For example, it has been demonstrated that model excitable systems with one stable state and a threshold to an unstable excited state, such as model neurons, exhibit this generalized form of SR ͓2-4͔. With suitable tuning of the noise, such a model neuron can be so sensitive that it can detect a weak constant signal which elicits on average only a single additional spike. This provides a mechanism for speedy neural response to such signals ͓5͔. Moreover, the generalized form of SR has also been demonstrated to exist in a variety of living systems, including networks of neurons ͓6͔. Indeed, researchers have speculated that SR in this form is a fundamental and general principle of biological information processing ͑e.g., ͓7͔͒.
The study of systems that exhibit SR has been greatly facilitated by the demonstration that a simple threshold detector also exhibits SR ͑e.g., ͓8͔͒. Such a detector has no dynamics and fires a pulse each time its input exceeds a threshold. Since SR is an aspect of the detectability of a signal in thresholded data, not of the dynamics that cause it ͓9͔, studying simple threshold detectors is sufficient for many purposes. Indeed, the simplest model of a neuron is just such a simple threshold detector ͓10͔. In the present paper we consider the output of a single threshold detector exposed to an arbitrary subthreshold signal embedded in noise. This could be the situation of a single neuron in a neural network. The noise is composed of rapidly varying, unsynchronized inputs from perhaps 1000 other neurons, and the signal may be longer time scale variations in the input of one specific neuron ͑or a few synchronized ones͒ that is by itself insufficient to drive the neuron of interest. Nonetheless, the output of the latter neuron could become synchronized with the variations in the input of the subthreshold signaling neuron͑s͒ through the mechanism of SR, with the noise ''amplifying'' the signal.
Although a simple threshold detector can exhibit SR, it still lacks one other important property of neurons that is possessed by the next-most-simple model neuron, the integrate-and-fire neuron ͑e.g., ͓2͔͒. This model integrates its inputs over a moving time window . In real neurons, varies from about 100 ms for sensory neurons, to 40-60 ms for inputs to the soma of pyramidal interneurons, and can be as short as 10 ms for inputs to the apical tufts of dendrites of pyramidal neurons in the prefrontal cortex ͓11͔. Larger values of make neurons act as integrators while smaller values such as those at the apical tufts, make them act as coincidence detectors ͓12͔. The value of is set by the time courses of various processes that affect the electrochemical state of the neuron. At any time there is a complex balance of electrochemical forces influenced by synaptic and internal events with specific decay rates, plus the constant diffusion of ions caused by electrical and concentration gradients and active pumps. The time-varying instantaneous firing rate of the neuron (1000/⌬t, where ⌬t is the interval between two successive action potentials in ms͒ reflects the momentary strengths of all of these forces, which are represented in integrate-and-fire models by the exponentially decaying influence of previous inputs.
The statistical technique of kernel regression can be regarded as an approach to formally modeling temporal integration of input. In this approach, a parameter is estimated from a set of measurements using a weighting function defined over the set. For example, the probability of a neuron firing at a particular moment could be estimated from a weighted regression on previous firings. The weighting function is called the ''kernel'' and corresponds to a filter, or a smoothing function, in physical applications. Such regressions are done routinely, albeit informally, in physics when a smoothing function, such as a Gaussian distribution, is convolved with a noisy signal to obtain time-averaged behavior. In fact there exists an extensive statistical literature on smoothing and signal processing. Müller ͓13͔ adapted statistical smoothing methods from this literature to obtain a general and asymptotically optimal procedure for estimating a signal from thresholded data. The asymptotic mean-squared error criterion adopted there is independent of sample size. This criterion avoids a difficulty of correlation-type criteria commonly used, viz., correlations become uniformly high at large sample sizes ͑see ͓13͔ and Sec. II͒. Previous studies of numerical smoothing of model excitable system outputs with a box-type kernel or of thresholded data with a Gaussian kernel were done by the authors of ͓2͔ and ͓14͔, respectively. However, both previous studies computed the correlation between smoothed system outputs and signals rather than applying the mean-squared error criterion to estimates of the signal, as we do here.
In this paper we study the approach of Müller ͓13͔, which represents a formal theory of the computational problem faced by neurons and other threshold detector systems attempting to extract information from a subthreshold signal. The formal theory provides boundary conditions on possible neuronal computations, rather than describing in detail the way in which neurons actually compute estimates of subthreshold signals. In Sec. I we briefly describe the theory, emphasizing the normal error distribution with variance 2 . In Sec. II we provide a data-driven multistage estimation procedure, which we illustrate for some typical signals. Simulations show how the quality of the signal estimation depends on the variance of the error, or noise, distribution.
In Sec. III we discuss how the noise variance affects the mean-average-squared error of estimation, which is also a function of the signal and its first two derivatives. For some examples we determine the variance 2 for which the error of estimation is minimal, i.e., the stochastic resonance point.
Since the optimal noise level depends on the signal and its derivatives, the question arises whether there is a choice of 2 that is robust in the sense that the estimator for the signal behaves well for a certain range of first and second derivatives. In Sec. IV we show that this is the case.
In Sec. V we compare our estimator with classical kernel regression, which does not use thresholded data but full observations of signal plus noise.
Greenwood et al. ͓15͔ constructed efficient estimators for constant signal and given error variance. They calculated the stochastic resonance point, the 2 for which the asymptotic variance of the estimator is minimal. They argued that their result remains approximately valid for smooth nonconstant signals. However, the asymptotic mean-squared error of our estimator for nonconstant signals contains an additional bias term that is not always negligible. In Sec. VI we study how the stochastic resonance point is affected by this bias term.
II. MODEL AND ESTIMATION
We describe the typical noisy, subthreshold, signal treated in studies of stochastic resonance by what, in statistical theory, is called a nonparametric regression model
with equally spaced time points t i ϭi/n on ͓0,1͔, signal s(t i ), and noise variables ͑called error variables in statistical theory͒ ⑀(t i ) that are assumed to be independent and identically distributed ͑i.i.d.͒ with mean zero and continuous distribution function F ͑the distribution function is the integral of the probability density function regarded as a function of the upper limit͒. Let a be a threshold that is larger than the maximum of the regression function ͑signal͒ s over the unit interval. A detector records the times at which the Y (t i ) exceed a. These exceedances can be coded as Bernoulli variables
with distribution parameters
Hence the signal can be recovered from the just defined probabilities as follows:
When the noise distribution F is known, we can reconstruct the regression function ͑signal͒ from the threshold exceedances. Inserting a kernel estimator p h (t) for p in the above transformation, we can, in particular, estimate it by
The estimator ŝ h (t) is consistent, meaning that the probability of its being within an arbitrary distance of the actual signal approaches 1 as the sample size on which the estimate is based approaches infinity.
In the case of a neuron, the noise distribution has been considered to be either Gaussian or Poisson ͑see ͓16͔ for a discussion͒. In the case of a physical signal, it is usually possible to make a theoretically based assumption as to the noise distribution, or to approximate it empirically. In many cases the Gaussian distribution function will be a reasonable approximation to F. Another possible technique for the case of unknown F is to employ estimates for several different types of F and look for similarities in the form of the recovered signal across distribution types. An estimate ŝ h based on an incorrectly specified F will still recover the form of the signal up to a scale transformation.
If the variance of the noise distribution is small, the realizations Y (t) will rarely exceed the threshold, and the signal will be hard to estimate. If the noise variance is very large, the exceedance probability p(t) will be estimated with a large variance, and the estimator for the regression function will again be imprecise. This suggests that there is a, not necessarily unique, noise variance for which the estimator of the signal has a minimal asymptotic mean-squared error. We call such a variance a stochastic resonance point.
For our investigations we used the Nadaraya-Watson kernel estimator
where K denotes the kernel weighting function and h denotes the set of sample values to which the kernel is applied, called its bandwidth. The Nadaraya-Watson estimator is a common kernel estimator used in statistics for many kinds of data, including binary data such as our exceedances. The bandwidth of the kernel can be considered to represent the window of temporal integration when applying the method to the case of a model neuron. For the estimation of ŝ h (t) at time points t͓h,1Ϫh͔ʚ͓0,1͔, K is a second-order kernel func-
with bounded derivative and support ͓Ϫ1,1͔. Formally p h (t) has to be set to a constant if it takes values close to 0 or 1. For technical details refer to Müller ͓13͔, who introduced this approach and where also a discussion of the assumptions can be found. We consider two possible bandwidths, a local bandwidth that can vary for each time point, and a global bandwidth that is constant for all time points. Our criteria for the choice of optimal local and global bandwidths are the asymptotic mean-squared and mean-average-squared error, AMSE and AMASE. For the asymptotics n→ϱ,hϭh n →0 and nh 3 →ϱ they are approximations of E"ŝ h (t)Ϫs(t)… 2 and
Here Tʚ(0,1) denotes some subinterval of (0,1) to which, because of boundary effects, summation is usually restricted. The formulas given in ͓13͔ are
with kernel constants R(K)ϭ͐K 2 (u)du and 2 (K) ϭ͐u 2 K(u)du. The asymptotically optimal local and global bandwidths derived from these approximations are
͑2.5͒
In this study we used the Epanechnikov kernel K(u) ϭ3/4(1Ϫu 2 )1 [Ϫ1,1] (u), which minimizes, in the class of kernels considered, AM͑A͒SE with the optimal bandwidth inserted. For this kernel we have R(K)ϭ3/5 and 2 (K) ϭ1/5. Although this choice of kernel is optimal, other kernels would do nearly as well, for example, the Gaussian kernel. An approach using the box or even asymmetrical kernels is also conceivable, although it remains to be worked out. In particular, an asymmetrical kernel would be more appropriate to model the time-integration behavior of actual neurons, since presumably they do not know the future. We can speculate, however, on the basis of some pilot work, that as long as the kernel contains sufficient time points and weights them according to a reasonable function, considerable information about the behavior of the subthreshold signal can be recovered from the exceedances alone.
The bandwidth formulas ͑2.4͒ and ͑2.5͒ are both of the form n Ϫ1/5 times a constant c, where c depends on the probability function and its second derivative, i.e., on the unknown signal. To guarantee consistency it is sufficient that h has the order of magnitude n Ϫ1/5 . For good performance in the finite sample situation the constant c should, however, be chosen suitably. For our demonstrations we used plug-in methods, i.e., we estimated the unknown functions and plugged them into the formulas above. This approach has, in the classical setting with fully observed data, been shown to perform more reliably than standard methods such as cross validation ͑see, for example, ͓17͔͒.
In this paper we interpret ͓0,1͔ as a time window that shows a representative part of a signal. The local bandwidth approach was discarded since it is known to be too sensitive, even in the simpler setting with full observations ͑e.g., ͓18͔͒, and also proved to be so in our preliminary investigations in the present setting. We used the global bandwidth to estimate the signal at all time points in ͓0,1͔ extending the kernel as far as necessary outside that window. This was done by calculating thresholded signal plus noise observations for the extended time interval ͓Ϫ0.5,1.5͔. The additional data were used whenever the kernel overlapped the boundaries 0 and 1.
The global bandwidth formula ͑2.5͒ contains unknown quantities that must be estimated in a preliminary way to get started. For these pilot estimates we adapted a method from Ruppert et al. ͓19͔ who investigated plug-in strategies for the classical setting. The probability function p and its second derivative pЉ were estimated with preliminary smoothers with asymptotically optimal bandwidths derived analogously to the actual estimator. The unknown quantities appearing in the new bandwidth formulas were estimated using a modification of a ''blocking method'' developed by Härdle and Marron ͓20͔.
For the preliminary estimation of p we used an estimator simpler than the Nadaraya-Watson estimator, namely,
which is the Priestley-Chao estimator for the special case of equidistant time points. The bandwidth is denoted by and K is again the Epanechnikov kernel. Since p (t) and the final probability estimator p h (t) have the same asymptotic behav-ior, the AMASE expressions of p (t) and ŝ h (t)ϭa ϪF
Ϫ1
"p h (t)… coincide up to the density weights coming in through the transformation. In particular, the terms involving the kernel constants are the same in both error formulas, which explains the choice of the Epanechnikov kernel K. The optimal bandwidth for the preliminary smoother p (t) is
A natural estimator for the second unknown quantity in ͑2.5͒, pЉ, is
with the kernel K satisfying the moment conditions i (K ) ϭ͐u i K (u)duϭ0 for iϭ0,1,3, 2 (K )ϭ2 and 4 (K )ϭ0, in order to guarantee consistency. We used the kernel
which is optimal ͑with respect to the mean-squared error͒ in the sense of Müller's theory ͑ ͓21͔, p. 52 ff͒, i.e., it meets the moment condition and has no more sign changes than necessary. The optimal bandwidth derived from the meanaverage-squared error of p g Љ is
with kernel constants R(K )ϭ35 and 4 (K )ϭ4/3. With ͑2.6͒ and ͑2.7͒ the necessary formulas for the preliminary smoothing are provided. However, the formulas for the optimal bandwidths opt and g opt still depend on p and its derivatives pЉ and p (4) . These quantities were, in an initial step, determined by a simple procedure. We used a variant of a ''blocking method'' developed by Härdle and Marron ͓20͔ but with the number of blocks chosen by Mallows' C p criterion ͓22͔ as suggested by Ruppert et al. ͓19͔ . For this method the interval ͓0,1͔ is divided into N͕1, . . . ,N max ͖ equally sized blocks. For our examples we chose N max ϭ10, which is suitably small to reduce the chance of overfitting and, what is more important here, to ensure that there are enough exceedances in every block so that the estimator exists. In contrast to Ruppert et al. who fit quartics, we fitted a logistic curve to each block, i.e., a probability function p(t)ϭe ␣ϩ␤t /(1ϩe ␣ϩ␤t ). The combination of the N logistic fits then represents an initial estimate of p. The derivatives are derived from this fit. Since we wanted to estimate probabilities, the logistic regression has the advantage of producing estimates between 0 and 1. Moreover, the fourth derivatives needed for g opt are nonzero. Our rule for choosing an optimal number of blocks, and hence the optimal logistic fit, was the same as in ͓19͔: We took the N ͕1, . 
Here R(N) stands for the residual sum of squares based on logistic fits over N blocks. The initial estimate of p needed for opt and g opt is the logistic fit over N blocks. Although the procedure is applicable to all signals of arbitrary shape, we demonstrate it here for three characteristic examples s 1 (t)ϭt 2 , s 2 (t)ϭsin(2t), and s 3 (t)ϭsin(10t) ͓see Figs. 1͑a͒-1͑c͔͒ for optimal noise levels from a normal error distribution ͑see Sec. III͒ and nϭ10 000 time points. In the examples we used threshold aϭ1 throughout.
These examples illustrate several properties of the estimation technique. One is that estimation is noticeably worse for parts of the signals that are far from threshold than for parts near threshold. This is because the bandwidth used was globally optimum, and could not give equally good performance for all parts of a signal whose distance from the threshold varies widely. Another property of the technique is that estimation is worse for parts of signals where the second derivative is large. Finally, and not shown in Fig. 1 , estimation is better the less high frequency content in the signal. This is reflected in the estimated root-mean-squared errors of estimation of the ten realizations of each signal type. The average values are 0.02, 0.05, and 0.10 for signals s 1 (t), s 2 (t), and s 3 (t), respectively. Finally, as expected for large n, a normalized correlation measure, the Pearson productmoment correlation coefficient between signal and estimated signal, is uniformly high for each type of signal: it was 0.99 for every realization of each of the three signal types ͑see ͓13͔ for a discussion͒.
We also considered a signal s 4 (t)ϭ0.8 Ϫ0.025 sin(10t 2 )/t 2 . A single realization of this signal is shown in Fig. 2 . The distance of the signal from the threshold varies widely, and the signal also contains considerable high-frequency information, albeit only in the part nearest the threshold. In a sense this is a mixture of several types of signals, although it does resemble some that might be of biological importance, for example, that of an approaching predator who ''holds'' at an attack launch point. The estimation technique does a good job of capturing the lowfrequency content, but fails to accurately estimate the signal at the high-frequency end. Again, this is because we used a global optimum bandwidth 0.10, which is near that of s 2 (t) and does well for the components near 1 Hz. The bandwidth needs to be narrower to accurately capture the higher frequency variation, although, of course, a higher sample rate would also be needed to provide equal accuracy with the narrower bandwidth. It might be possible to use the local bandwidth in such cases, providing an upper limit, such as the global bandwidth, is used to avoid degeneracy when pЉ(t) becomes small. This result might point to some limitations of neurons attempting to extract information from naturally occurring subthreshold signals. If a globally optimal bandwidth is used ͑optimized by evolution͒, then only certain critical aspects of those signals, such as increases or decreases in amplitude indicating approach or avoidance, can be accurately estimated. Other aspects, such as higher frequency signatures of different causative agents, will be unavailable with any precision, leading to false alarm reactions.
III. STOCHASTIC RESONANCE
In Sec. II we described technical details of an estimation procedure based on kernel methods without mentioning stochastic resonance. Good performance of the procedure is connected to a certain optimality of the noise levels chosen-the stochastic resonance effect. This section discusses the stochastic resonance effect in the context of the approach described in Sec. II.
Stochastic resonance as shown in the literature would entail that our error criteria, i.e., ⌿ AMSE (h,t) and ⌰ AMASE (h), regarded as functions of the noise, each have a minimum. In the following we will consider only the global approximation ⌰ AMASE (h) since, as mentioned before, the local approach based on ⌿ AMSE (h,t) ͓Eq. ͑2.2͔͒ is known to perform badly. It fails completely if pЉ(t)ϭ0 and does not work well in practice if pЉ(t) is close to zero ͓see formula ͑2.4͒ and Sec. VI for more details͔. Hence, a closer investigation does not seem to be warranted. Nevertheless, provided that additional information is available, AMSE can be used to determine an optimal in a certain minimax sense, which will be demonstrated in Sec. IV. Consider the global criterion ⌰ AMASE (h) ͓Eq. ͑2.3͔͒. With the optimal bandwidth h opt ͓Eq. ͑2.5͔͒ inserted it can be rewritten in terms of the signal function s:
͑3.1͒
This expression is not helpful for detecting stochastic resonance, particularly not since a restriction to error distributions F with convenient properties such as unimodality seems to be necessary. Restricting attention to the normal N(0, 2 ) error distribution and using the Epanechnikov kernel K from Sec. II, we obtain
͑3.2͒
exp(Ϫx 2 /2) and ⌽(x)ϭ͐ Ϫϱ x (y)dy denoting the density and distribution functions of the standard normal N(0,1) distribution. This formula is more informative: The first term of the product varies like
, which is monotonic in . Since stochastic resonance curves are not monotonic, if stochastic resonance emerges, then it is because of the second term ͑see also Sec. VI͒.
A noise level that is optimal with respect to AMASE is theoretical since it depends on the signal function s. An explicit general formula can obviously not be given. Instead, we compute as examples the optimal 's for the signals considered in Sec. II by minimizing AMASE numerically. In Sec. IV we present an approach to determining a robust stochastic resonance point without using the signal function explicitly.
In Fig. 3͑a͒ we plotted AMASE as given above, multiplied by the convergence rate n 4/5 for s 1 (t)ϭt 2 . For our calculations we chose a threshold aϭ1 and nϭ10 000. Since the sums in the formula approximate integrals, the curve is the same for all n sufficiently large. In particular, it has a sharp minimum at the stochastic resonance point ϭ0.59. Analogously, we obtained the optimal noise level ϭ1.08 for both signals s 2 and s 3 from Sec. II ͓Fig. 3͑b͔͒, which we already used for our simulated estimation examples there. The stochastic resonance effect should, of course, occur not only in reference to the theoretical function AMASE. In addition the noise level should strongly influence the quality of the estimate obtained using the procedure of Sec. II. To demonstrate this, we considered again signal s 1 from Sec. II. We estimated the signal for ten additional realizations of signal plus noise but this time we used the theoretically bad value ϭ4.0 ͓see Fig. 3͑a͔͒ . These are plotted in Fig. 1͑d͒ ͓compare with Fig. 1͑a͔͒ . As expected, the estimates are significantly worse. In particular, a large increase of the variance over realizations becomes evident.
IV. ROBUST ESTIMATION
As seen in Sec. III, a noise level that is optimal with respect to the mean-squared error of estimation depends on FIG. 4 . ͑a͒ The local asymptotic mean-squared-error maximized over sЈ and sЉ both having the range ͓Ϫ1,1͔ ͑dots͒, ͓Ϫ2,2͔ ͑open squares͒, ͓Ϫ5,5͔ ͑open diamonds͒, and ͓Ϫ10,10͔ ͑open triangles͒, respectively. ͑b͒ Determination of the robust noise level ϭ1.45 for the ranges of s 2 (t)ϭsin(2t) and its first and second derivative.
FIG. 5. Plot of n
4/5 inf h ⌰ AMASE (h) for fully observed ͑dots͒ and thresholded ͑open triangles͒ data for s 2 (t)ϭsin(2t). the signal and its derivatives and cannot be determined without prior knowledge. In this section we discuss a noise level r that is robust in the sense that the estimator for the regression function behaves well for a given range of the signal and its first and second derivatives. It is possible that neural systems with noise in this robust range, being better able to detect a wide range of important subthreshold signals via stochastic resonance, would be selected by evolution and would occur in living brains.
We determined a value r with the following local minimax property: For fixed s(t), say s(t)ϭ0, the mean-squared error at t maximized over a certain range of sЈ (t) 
, where we used normal error, s(t)ϭsϭ0, aϭ1, and the Epanechnikov kernel K with kernel constants 2 (K)ϭ1/5 and R(K)ϭ3/5. In Fig. 4͑a͒ we have plotted max s Ј ,s Љ ⌿ AMSE multiplied by the convergence rate n 4/5 as a function of for sЈ and sЉ both in the range ͓Ϫ1,1͔, ͓Ϫ2,2͔, ͓Ϫ5,5͔, and ͓Ϫ10,10͔, respectively. For these intervals we obtained the robust noise levels 0. 76, 0.79, 0.83, and 0.85, respectively. If restrictions on sЈ and sЉ can be assumed to hold uniformly for t͓0,1͔ one can, analogously, derive a global minimax , provided a lower bound for the signal, say c 0 , is given. Additionally, an argument s͓c 0 ,1͔ maximizing
has to be determined. The resulting max s,s Ј ,s Љ ⌿ AMSE then will, analogously, be minimized with respect to . As an illustration we derived such a global minimax under the constraints s͓Ϫ1, 1͔, sЈ͓Ϫ6.28,6.28͔, sЉ͓Ϫ39.48, 39.48͔ . These are the ranges of s 2 (t)ϭsin(2t) and its derivatives. For this example ͓see Fig. 4͑b͔͒ we obtained a robust noise level ϭ1.45 that is larger than the optimal one, ϭ1.08 ͓see Sec. III, Fig. 3͑b͔͒ . This phenomenon is explained by the fact that a large class of signals fits into the given range, especially the constant signal sϵϪ1, which clearly needs more noise in order to guarantee sufficiently many threshold crossings.
V. COMPARISON WITH FULLY OBSERVED DATA
In the classical setting we have fully observed data Y (t) ϭs(t)ϩ⑀(t), corresponding to above-threshold signals. For such signals the relevant signal estimator would be the kernel estimator from Eq. ͑2.1͒ with the observations Y (t) instead of X(t) inserted. In general we expect that this estimator should perform better than our estimator for the threshold detector that only uses indicators. The minimum value of the asymptotic mean-average-squared error of the estimator in the full data situation is known to be .
͑5.1͒
Here K is again the Epanechnikov kernel since it has analogous optimality properties in this setting. In order to compare the two estimators for the same signal we considered the simple sinusoid s 2 (t)ϭsin(2t). In Fig. 5 we have plotted n 4/5 inf⌰ AMASE for fully observed and for threshold data (aϭ1,nϭ10 000). For this example, the classical estimator using full observations is clearly superior to our estimator using threshold data, especially when is small, i.e., it should produce better estimates. The same applies to the other examples of this paper.
soning, this noise level should guarantee good performance of estimates of smooth nonconstant signals varying around zero. To check this conjecture, we computed inf h ⌰ AMASE for three sinusoids s(t)ϭA sin(2t) with different amplitudes, Aϭ1, 0.5, and 0.1. As expected, the optimal noise levels opt decrease as the signal degenerates to the constant function sϭ0 ( opt ϭ1.08, 0.83, and 0.65, respectively͒. Correspondingly, the optimal bandwidths increase: h opt ϭ0.08, 0.10, and 0.20. As the last case suggests, the parametric approach of Greenwood et al. seems to be adequate if the signal is almost constant. Their approach is not adequate, however, if the signal departs significantly from being constant as in the sinusoid example with amplitude 1. In particular, the noise level ϭ0.64 is much smaller than our optimal value (ϭ1.08) in this case. For this not only is AMASE very large ͑see Fig. 5͒ , but also estimation sometimes works badly as one can see in the simulation example in Fig. 6 . In particular, the estimation procedure fails completely at some time points for some of the realizations. In this region the combination of small and large distance ͓s(t)Ϫa͔ often results in an undefined estimator because of too few exceedances. Thus, our data-driven procedure provides a more generally useful technique for unknown, nonconstant signals.
Whether an approximation of this procedure has been adopted by real neurons remains to be determined. At the least, our procedure provides a normative baseline against which the performance of real systems can be assessed.
