Recovery of magnetic resonance images from irregular sampling sets is investigated from the point of view of moment discretization of the Fredholm equation of the first kind. The limited spatial extent of the object is known a priori and the sampling schemes considered each have mean density lower than that imposed by the Nyquist limit. The recovery formula obtained has the same form as a standard irregular sampling technique. A practical means of performing the recovery for very large data sets by utilising the block Toeplitz structure of the matrix involved is presented.
INTRODUCTION
Recovery of a 2-D signal (image) from a finite set of irregularly spaced spectral samples is a problem that arises in fields such as aperture-synthesis radio telescopy [I] and magnetic resonance imaging [2] . Clearly, if the samples can be arranged to lie on a regular grid and certain other conditions are met, the WhittakerKotel'nikov-Shannon sampling theorem [3] may be applied, and an image straightforwardly reconstructed via the inverse discrete Fourier transform.
In radio telescopy, however, the locations of spectral samples are fixed by the physical siting of antennae and by the rotation of the earth. The process known as "gridding" has been commonly used to approximate the spectrum on a regular grid from the irregular set of measured samples and the iterative CLEAN algorithm has also been popular [I] . The success of the latter method relies to some extent on prior knowledge that stellar objects tend to be compact and isolated.
In magnetic resonance ( M R ) imaging, it is possible to position samples in the spatial frequency domain (k-space) virtually at will [2] . A common approach is to obtain measurements on a recti-linear grid, allowing efficient image reconstruction via the inverse fast Fourier transform (IFFT). However, to reduce the time to gather sufficient data to form an image (and thus to save expensive scanner time or to follow real-time events), as few spectral samples as possible should be gathered, perhaps resulting in an irregular set of samples. For example, spiral sampling is an effective way of traversing k-space [2] , with samples taken along a spiral trajectory commencing at the spectral origin. Another possibility is not to measure some elements of the recti-linear data (in order to reduce the scan time). An alternative to the IFFT is thus required. Marks suggests why it should be possible to effect recovery from sample sets that are a subset of the Nyquist set [4] : if the replicated versions of the signal in the spatial domain exhibit gaps, then the Nyquist samples are not independent, and those not measured (or 'missing') may be recovered from those remaining. In MR imaging, these gaps occur since the object being imaged is of limited spatial extent (the cross-section of a patient's head, for example); the object is nonzero only inside the region of support (ROS).
The 1-D irregular sampling problem was first addressed by Yen [5] , and the interpolation formula he derived has been subsequently rediscovered from several different approaches and its performance under noise analysed [6, 7, 81. In contrast, the 2-D problem is not as extensively studied [9, lo] . In Section 2, we pose the problem of MR image recovery from irregularly located spectral samples, and derive a reconstruction formula that has the same form as Yen's. Methods and practical issues are discussed in Section 3, with results shown in Section 4.
THEORY
The MR imaging problem may be posed as the reconstruction of a continuous object, f(r), from a set of measurements taken in kspace, g(k,), where k, E D, a set of N locations in k-space [2] . Eq.(3) is the interpolation formula for the irregular sampling problem originally devised by Yen [5] . There are, however, two main differences: firstly, the sampling is performed in the spatial frequency domain, arid secondly the solution is obtained in the 'other' domain (i.e. that in which sampling is not performed). 
METHODS

Several practical issues need addressing in the implementation of Eq.(3).
Firstly, the large number of measurements involved results in an ill-conditioned algebraic system to solve [ 121. The presence of noise on the meawrements exacerbates the problem. In [7] , the use of Miller regularization was suggested for matrix Q; that is, a small constant is added to the diagonal of the matrix prior to inversion. In fact, under additive white Gaussian noise, the least-squares estimator, the maximum likelihood estimator, and the maximum a posteriori probability estimator were all shown to be the Miller-regularized Yen interpolation algorithm. Furthermore, in [8] it was shown that for additive white noise, Miller regularization resulted from a statistical analysis, and the magnitude of the regularization parameter should be chosen according to the variance of the white noise. Even without noise, the roundoff error in the numerical calculations may be regarded as white noise.
Alternatively, the method of singular value decomposition (SVD) may be used I:o pseudo-invert the matrix [7, 141 . This has the advantage of allowing the basis functions corresponding to the singular values that are too inaccurate to be useful (i.e. those closest to zero) to be left 'out altogether. Finally, the iterative conjugate gradient method [ 1 SI may be used to solve for the coefficient set {bn}c=l, with the inherent regularization properties of the algorithm [16] providing a more stable solution. Moreover, instead of an inverse or pseudo-inverse required to be found, matrix multiplication is the most computationally expensive operation, which may be performed via a fast algorithm under certain conditions.
The derivation of the elements of matrix Q in Eq. (4) is based on the object's region of support. A rectangular region is commonly used [6, 141 resulting in a sinc function, but better results should be obtained from a support that better describes the object.
All the results presented in this paper use a modified version of the Shepp and Logan head phantom [17], which is made up of ten ellipses, as shown in Fig. l(a) . The region of support may clearly be taken to be the outer ellipse, and while in this case the chosen support region is tight, it is envisaged that in practice an ellipse could be constructed to loosely fit an arbitrary head shape. The benefit of using the head phantom is that the object and its spectrum may be described analytically (see [17]), providing a good sirnulation of actual MR imaging data while maintaining experimental flexibility.
Implicit in Eq.(4) is the notion that the support region is a mask with value either one or zero. In [8] , it is argued that if the statistics of the object are known they should be incorporated; for example, a Gaussian autocovariance models extreme smoothness and continuity. With our problem, however, it is not clear how to incorporate any additional information without biasing the recovery (the large discontinuity at the edge of the skull clearly presents a difficulty).
Finally, we give the specific recovery formulae for the M R 
RESULTS
We consider two types of irregular sampling, both of which provide a speed advantage over standard recti-linear sampling in the acquisition of h4R images. The first of these is a spiral trajectory, commencing at the origin and designed to fill a certain circular region of k-space. The second is a standard recti-linear grid, except that some lines of samples are not measured. The motivation for this scheme is that in practice a line of k-space is read as a single unit, so a speed advantage is only realised if entire lines are not measured. This is an example of the 'missing samples' problem addressed in [4], but here it is being approached from an irregular sampling point of view. It should be noted that in using a recti-linear data set, advantage may be taken of the fact that the object being imaged is real, and therefore that its spectral samples exhibit Hermitian symmetry. This is exploited by imaging only half of k-space, or slightly more than half to account for any phase irregularities introduced by the scanning process [2] . The sampling strategy we are suggesting here is fully compatible with this existing technique.
The results presented come from three sampling sets. For the first set, V I , we started with a 64 x 64 recti-linear grid and removed eight lines at random (giving a 12.5% speed increase over the full grid), yielding a total of 3,584 samples. This produces a matrix that is near the largest that may be inverted readily using our computer equipment. The second set, Vz, also has 3,584 samples, and comes from a spiral trajectory chosen to cover approximately the same area of k-space as D1. Finally I33 contains 14,336 samples and was created from a 128 x 128 recti-linear grid with sixteen lines removed at random (again giving a 12.5% speed increase). The matrix produced by D3 was too large to invert, and even troublesome to create. However, the form of D3 generates a matrix that has block Toeplitz structure, allowing the matrix equation to be solved using the conjugate gradient method with the matrix multiplication at each iteration sped up by utilising the FIT [IS]; the complete matrix need not be explicitly created at all. Vz and V3, respectively, in the absence of noise, while (d), (e) and (f) show the recovery after white Gaussian noise was added to the respective spectral measurements for the equivalent of 20dB SNR. In (a) and (b), recovery was performed using matrix inversion with Miller regularization, with the parameter set to an arbitrary small value. In (d) and (e), the conjugate gradient method was used, since under noise it was found that better results were obtained in this manner. The conjugate gradient method was also used for (c) and (f), but taking advantage of the block Toeplitz structure. In the cases employing conjugate gradient, a straightforward algorithm was used;
pre-conditioning and early termination should allow even better results to be obtained. While the recovery formula used (Eq. (5)) produces a continuous object, in order to display the results here all reconstructions have been made onto a 256 x 256 grid in the spatial domain.
CONCLUSIONS
The problem of recovery from irregularly located spectral samples may be investigated from the point of view of moment discretization of the Fredholm equation of the first kind. The recovery formula obtained has the same form as the standard irregular sampling technique due originally to Yen. In practice, difficulties may arise in performing the numerical calculations, both in terms of stability of the solution and tractability. For the sampling set based on a recti-linear grid, a practical means for dealing with very large data sets was established utilising the block Toeplitz structure of the matrix. Both sampling types presented provide a decrease in acquisition time over conventional recti-linear sampling, and recovery was shown to be good even in the presence of noise. 
