We introduce a renormalization scheme of a type that is able to describe the self-organized critical state (SOC) of sandpile models. We have defined a characterization of the phase space that allows us to study the evolution of the dynamics under change of scale. In addition, a stationarity condition provides a feedback mechanism that drives the system to its critical state. We obtain an attractive fixed point in the phase space of the parameters that clarifies the self-organized critical nature of these systems. The universality class of several models is identified by studying the properties of the basin of attraction of this fixed point. We compute analytically the avalanche exponent 'T and the dynamical exponent z for sandpile models in d = 2. The values obtained are in very good agreement with computer simulations.
The concept of self-organized criticality (SOC) has been invoked by Bak, Tang, and Wiesenfeld [1] as a possible unifying framework to describe a vast class of dynamically driven systems which evolve spontaneously toward a critical stationary state with no characteristic time or length scale. The name self-organized criticality comes from the fact that, unlike phase transitions in eqUilibrium statistical physics, the critical state is reached without the need to fine tune any control parameter; i.e., the critical state is an attractor of the dynamics. To illustrate the basic ideas of SOC, Bak, Tang, and Wiesenfeld used a cellular automaton inspired by the flow of avalanches in a pile of sand. In these models the sand is added grain by grain on a d-dimensional lattice until unstable sand (too large local slope of the pile) slides off. In this way the pile reaches a stationary critical state, characterized by a critical slope, in which additional grains of sand will fall off the pile via avalances that can be small or cover the entire size of the system. The critical state is characterized by a power law for the size and lifetime distribution of avalanches which therefore do not have a characteristic length scale. This class of automaton can be used to model many avalanche phenomena, interpreting the sand as energy, mechanical stress, heat memory, etc. One can add more examples from other fields like economy, social sciences and biology, as well [2] .
Other examples of SOC behavior can be found in fractal growth phenomena, such as diffusion limited aggregation (DLA) [3, 4] . These models lead spontaneously to a statistically stationary state where a self-similar pattern is generated. Also in this case the critical state is an attractor for the dynamics, and it does not require any tuning parameter.
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The general conditions under which a physical system shows SOC properties have recently been discussed [5, 6] . For a sandpile these conditions are identified in a stationary state characterized by a diffusive dynamics that satisfies a global conservation law and the existence of a small scale rigidity, i.e., the critical threshold, for the microscopic dynamics [5] . From the perspective of usual critical phenomena this new situation can be described as a feedback mechanism of the order parameter into the control parameter [6] . However, despite their simple definitions, both SOC models and DLA are characterized by a nonlinear dynamics that involves complex processes: either an entire random walk or a whole avalanche. In fact, in SOC phenomena one deals with open nonlinear systems in which the temporal evolution cannot be eliminated in view of ergodicity and has to be considered explicitly. For these reasons, the application of usual theoretical methods to describe the critical state and to the calculation of the critical exponents turns out to be very problematic. This leads various authors [7, 8] to believe that both DLA and sandpile models pose a new type of problem for which it would be desirable to define a common theoretical framework.
For DLA-like problems we have introduced a theoretical approach named the fixed scale transformation (FST) [9] that is based on two steps: one is the study of correlation properties at a given scale generated asymptotically by the dynamical evolution, and the second is the identification of scale-invariant dynamics. This second step corresponds essentially to a renormalization group (RG) scheme for the dynamics [10] , while the first step allows us to relate the fixed-point properties of the dynamics directly to the critical exponents. In this paper we follow a similar reasoning to develop an alternative type of renormalization group scheme for the dynamics of SOC 1711 ® 1995 The American Physical Society models [11] , and we show its application to the class of the critical height sandpile automata. The first step of the method is the identification of the parameters that characterize the stationary and dynamical properties of the critical state. This corresponds to the identification of the proper phase space in which to study the evolution of the dynamics under scale transformation. We then find the renormalization equations that link the parameters at a generic scale 2b with those at scale b, and we couple them with the energy balance equation which gives the stationarity condition of the system. By iterating this set of equations we find a unique completely attractive nontrivial fixed point, which reflects the self-criticality of the stationary state and identifies one of the mechanisms for the generation of SOC systems. In fact, the coupling between the dynamics (energy flux) and the stationarity condition provides a nonlinear f~edback mechanism that is responsible for the attractive nature of the RG flow. Moreover, the method allows us to identify the universality class of various models from the basin of attraction of the RG fixed point. In order to evaluate the critical exponents, we directly use the fixed-point stationary and dynamical scale-invariant properties of the systems, in the spirit of the FST method. This allows us to overcome the problems given by the complete attractiveness of the RG flow, i.e., absence of relevant control parameters.
Finally we apply our scheme to the nonconservative sandpile models where a dissipation parameter is considered. The result is that the introduction of dissipation turns the fixed point into a trivial one, and this means that the system is no longer in a critical state. This is in agreement with the simulation on dissipative sandpile models [12] , while other dissipative models [13] appear to belong to different universality classes.
The outline of the paper is as follows. In Sec. II we describe the sandpile automata and introduce the scaling laws characterizing the system. In Sec. III we define the parameters that describe the stationary and dynamical properties of the critical state at a generic scale of coarse graining. In Sec. IV we find the renormalization transformation for these parameters and analyze their flow under scale transformation. In Sec. V we evaluate the critical exponents for the avalanche activity from the fixed-point dynamics of the system. In Sec. VI we apply our RG scheme to the class of dissipative sandpile models. In Sec. VU we summarize the results and present conclusions.
II. SANDPILE MODELS
In order to visualize the SOC idea, Bak, Tang, and Wiesenfeld proposed a class of simple dynamical systems popularly known as sandpile models [1] . These models are cellular automata defined on a d-dimensional lattice where each site i is associated with a variable E(i). This variable is the "energy" stored on each node of the lattice, and can represent several physical quantities such as the height of the pile, mechanical stress, etc. Starting from an arbitrary initial distribution of E(i), one adds an input energy BE on a randomly chosen site every time step, such that
When the energy of a site violates a certain stability criterion, a set of rules are applied for determining how the system rearranges itself. These rules are applied until no relaxation occurs, i.e., all the sites are stable. The stability criterion as well as the dynamics of the relaxation processes depend upon the particular automaton. However, it is possible to identify some common characteristics that seem to define the universality classes of the various models. The most studied class is that of nondirected critical height models. In this case, the stability criterion is given by a critical threshold Ec' When the energy of a site reaches this critical value, a relaxation event takes place and the energy is distributed to neighbors in the following way:
where e denotes the unit vectors. If the energy of some neighbors exceeds the threshold value, they become unstable on their tum, the dynamical process continues, and an avalanche is generated. These models are then called nondirected if, at least on average, they satisfy the condition
e which means that dynamical rule is isotropic. Usually open boundary conditions are used so that energy can leave from the system, but other conventions are possible. Independent of the initial conditions, the system organizes itself in a critical state characterized by power law distributions and therefore without any characteristic length or time scale. The interesting point is that, unlike ordinary critical phenomena, no fine tuning of any control parameters is necessary to reach this state. In other words, the critical state is an attractor for the dynamics, and the parameters of the system flow spontaneously to the critical value. The model originally introduced by Bak, Tang, and Wiesenfeld [1] (BTW) is a discrete two-dimensional automaton in which Ec =4 and aE = 1. This model has been generalized successively by Zhang and co-workers [14, 15] , allowing that the energy takes a continuous value and defining aE=E(i)/4. Another interesting model belonging to this class is the two state model of Manna [16] . Here the energy can take only two values (E c =2), and when a relaxation event occurs the energy is distributed to two randomly chosen nearest-neighbor sites.
In order to characterize the critical state of these systems, a set of critical exponents which refers to the avalanche amplitudes has been defined. The distribution of avalanches is described by a power law behavior
in which s is the number of sites involved in the relaxation process. Also, the relation that characterizes the dynamics of the problem by linking time and linear extension in a single avalanche follows the scaling law (5) where z is the dynamical critical exponent. Several other quantities which obey scaling laws can be defined for the avalanche. For instance, the duration t and linear size r have a power law distribution characterized by the exponents a and ).., respectively. Finally, scaling laws mutually connect the quantities t, s, and r. All previous exponents depend upon the dimensionality of the system, and scaling relations among them can be identified by using general arguments [17] . In d = 2, where the avalanches are compact, we have
and it is possible to define 'T and z as the independent critical exponents.
In the past few years extensive numerical simulations have been devoted to the study of discrete and continuous sandpile models, and critical exponents have been measured for various dimensionality in several models [1, 14, [16] [17] [18] [19] [20] . The BTW, Zhang, and two state models are supposed to belong to the same universality class, and the exponents measured are very close, although some discrepancies are observed, probably due to finite size effects. Other classes of models have also been studied. In the critical slope models (CSM) [18] and in the critical Laplacian model (CLM) [18] a relaxation event takes place when the local gradient or local Laplacian, respectively, reaches a critical threshold. These models show critical exponents that are very different with respect to the critical height models, and therefore define different universality classes. The same is obtained by introducing a preferred direction in the avalanche dynamics as well as in the directed sandpile models [19] .
Two main theoretical approaches have been followed in the past. The first refers to stochastic nonlinear equations [21, 22] . The main difficulty of this kind of approach is that avalanches are not clearly defined and some information about the system is lost. The second type of theoretical approach involves the group theory developed by Dhar [23] , who studied a class of Abelian sandpile models by introducing a general formalism to characterize the critical state of these models. However, until now only some simple models, such as the directed model and the BTW on the Bethe lattice, have been solved exactly following this approach. Finally, a field theory approach for the SOC properties of a model related to invasion percolation was recently proposed [24] .
In what follows, we will show that a real space renormalization group approach recently developed [11] allows us to calculate analytically the critical exponents 'T and z and to clarify the SOC nature of the sandpile models.
III. DYNAMICAL AND STATIONARY PARAMETERS IN SANDPILE MODELS
Our discussion will refer to the critical height models. As was previously shown, these models are cellular automata defined on a lattice. A variable (energy) is assigned to each site; energy is then added randomly to the system. When the energy of a site reaches a critical value, its energy is released to the neighboring sites in various ways. These may become unstable in their turn, and so on. The system usually has open boundary conditions which allow the energy to dissipate outside. Given this picture of the system we can, in full generality, characterize three classes of sites (Fig. 1) .
(i) Stable sites are those whose energy is far from the threshold value. This implies that the addition of a "quantum" of energy will not induce relaxation.
(ii) Critical sites are those whose energy is critical in the sense that the addition of a quantum of energy will induce relaxation.
(iii) Unstable sites are those that will relax at next time step according to the specific rules assigned.
An example of this relaxation is shown in the lower part of Fig. 1 . In this case the relaxation of the central site induces a redistribution of the energy over two of the neighbors, as in the model of Manna [16] , and these become critical in their turn. The stationary critical state of the system will be described by the probability p, which defines the density of critical sites. This parameter characterizes the equilibrium in the energy balance and can be viewed as the control parameter of the model. However, it is not a relevant control parameter, as for example the temperature in the Ising model, and it automatically reaches its critical value during the dynamical evolution of the system.
We can now extend the characterization of the stationary properties at a generic scale b, by considering coarse grained variables (Fig. 2) . Independent of the minimal scale, a coarse grained cell of size b is stable if the addition of a quantum of energy fJE(b), corresponding to scale b, does not induce relaxation into neighboring cells. Of course internal relaxations can occur, but as long as they do not affect other cells we consider the cell stable. Conversely, a cell is critical if the addition of fJE (b) induces relaxation into some neighboring cell(s). From these definitions it is then possible to introduce the pa- We can now follow the same idea to characterize the dynamical properties of the system at a generic scale b. A cell of size b relaxes if subrelaxation processes span the cell and transfer energy to some neighboring cell. Independent of the minimal scale dynamics such a relaxation process, for a coarse grained cell of size b in a square lattice, can lead to four possible situations as shown in Fig. 3 . Energy can be transferred to one, two, three, or four neighbors with a probability distribution defined by the vector -
Here the probabilities Pi refer to the sum of all the processes that affect the corresponding number of neighboring cells, independent of their positions, and ~tisfy the normalization condition ~Pi = 1. The vector P(b) then (t+ 1)
No matter what the small scale dynamics, at a generic scale (b) relaxation can occur in the four possible ways shown. These four possibilities characterize the phase space of the dynamics of the system that will be used in the relaxation scheme. The probabilities refer to the number of neighboring cells influenced by the relaxation, independent of their position. characterizes the phase space for the relaxation dynamics at a generic scale of coarse graining. In this framework we can define the vector that describes the small scale dynamics of the various models. For instance, the model of Manna [16] distributes energy to only two sites, and therefore the small scale dynamics is given by the vector p(O) =: (0, 1,0,0). The BTW model [1] distributes energy to all four neighbors, and corresponds to P(O) =: (0,0,0, 1). We are going to see that, under scale transformation and renormalization, these two vectors evolve to the same fixed point, so that the two models belong to the same universality class. By using this description we show that both the stationary and dynamical properties of sandpile models are then fully characterized by the distribution (p( b );P( b», which is therefore the natural candidate for a renormalization procedure.
IV. RENORMALIZATION EQUATIONS
We now proceed to define a renormalization procedure for the relaxation dynamics. We will use a cell-to-site transformation on the square lattice, in which each cell at scale b is formed by four subcells at scale b /2. Every cell at the larger scale is then characterized by the index a, ranging from one to four (Fig. 4) , that gives the number of critical subcells. Therefore, in the stationary state the weight of each configuration a is given by the probability of having a corresponding number of critical subcells (9) where n a is a normalization factor. Here we consider the energy distribution of the stationary state as uncorrelated [20] . In fact, correlations among sites are developed only during the dynamical evolution of the avalanche, and average out in the stationary state. Consequently, in our scheme correlations are taken into account in the renormalization equations for the dynamics. In order to define the renormalization transformation, we assume that one of the critical subcells at scale b /2 relaxes, and study how energy is distributed to the neighboring cells of size b. Here we consider a transformation defined by the following rules.
(i) Each critical subcell relaxes if it receives energy from one or more neighboring subcells. Conversely, relaxation processes cannot occur in a stable subcell.
( (iii) We consider only those connected series of processes that span the cell from left to right or top to bottom. This spanning rule implies that only processes extending over the size of resulting length scale contribute to the renormalized dynamics. Moreover it ensures the connectivity properties of the avalanche in the renormalization procedure.
An example of such a process is shown in Fig. 5 . In this case a = 2, and the process shown refers to the probability that the unstable subcell relaxes toward the other critical subcell [ Fig. 5(b) ]. This occurs with probability (l/4)p\k). At this point we consider the probability that the next relaxation event at scale b /2 involves two neighboring sites of size b /2, one inside and one outside the original cell of size b [ Fig. 5(c) ]. This occurs with probability (2/3)p ~k). This series of relaxation processes at scale b /2 contributes to the probability p \ k + I) that characterizes the relaxation processes at scale b. By summing over all the processes that lead to p \ k + 1) one ob-
In a similar way one can also write the expression for p~k+l), p~k+l), and p~k+l). In addition, these probabilities are normalized for each configuration a. cell we can therefore write the renormalization equations as p~k+I)(a)= ~ lro «p~~)j), n,n'=I, ... ,4, (ron la n where the statistical weight is normalized so that
Finally we have to average this equation over all possible starting configurations a, obtaining the following complete renormalization equations:
a=2
(ronl a n Here the configuration a = 1 is not included in the renormalization of the dynamics, because it cannot lead to relaxation processes that span the whole cell of size b. The explicit writing of the above equations is extremely complex, and the detailed calculation is reported in the Appendix.
The renormalization of the relaxation processes alone would lead to trivial fixed points because the system simply decays. In order to describe the dynamics of the stationary critical state it is necessary to couple the dynamics to a stationarity condition similar to the one used in Ref. [15] to define the average energy of the critical state. The stationary state is characterized by the balance between the energy that goes in and the energy that goes out of the system. This means that, given a cell of size b, on average, the energy that goes into the cell has to be equal to the energy that goes out. If we inject a quantum of energy BE(b), the probability that the cell relaxes is p(k + I) and, once this happens, it can occur with the four possible situations described previously (Fig. 3) . This leads to the equilibrium condition (14) that then provides the renormalized density of critical sites at scale b, independently of the definition of [)E (b) . Note that we have considered transferred energy proportional to the number of neighboring sites involved in the relaxation process. This has to be on average for isotropic relaxation, i.e., the energy is proportional to the avalanche front, and can be tested self-consistently with our method.
The complete structure of our renormalization group is therefore the following:
In this scheme the equilibrium condition couples the dynamical properties to the stationary ones, and provides a feedback mechanism that is an essential element for the process of self-organization [6] and for the definition of the nonlocal properties of the dynamics. The approximations involved in our approach are those usually present in real space renormalization group (RSRG) methods [25, 26] due to the specific implementation of the spanning condition and to closure of the renormalization equations. In fact, proliferation effects due to multiple relaxations and sites becoming critical during the dynamical process are not considered in our scheme. However, these effects are less and less important on greater scale [20] , and can be considered asymptotically irrelevant.
Given this scheme, the flow diagram and the relative fixed points in the phase space of the parameters (p,P) can be studied. In order to do this, we start from a small scale state characterized by (p(ol;p(O») Table I we show the evolution under scale transformation for both models starting from different values of the density of critical sites. Both models lead to the same asymptotic (k -.. 00 ) fixed-point dynamics (p*;P*), so they belong to the same universality class. In addition, we have checked that all models whose stationary and dynamical properties can be parametrized in such a way also belong to this universality class. In fact, the fixed point is attractive in the whole phase space, so that the parameters (p;P) evolve spontaneously toward their critical value. Therefore, in this perspective we are able to understand the self-organized nature of the critical stationary state of sandpile models.
It is worth remarking that the nonlinear coupli~ between the parameter p and the system's dynamics P generates a feedback mechanism among the stationary and Recently various authors [6, 8] pointed out that a similar mechanism could be a general way to produce selforganized criticality in extended open systems. This concept relies on the idea of a feedback of the order parameter onto the control parameter. For instance, let us consider the continuous model for sandpiles [27] . In this case the order parameter is the flux J of sand grains that flow out of the system, and the control parameter is the sandpile's slope e. As usual the behavior of the order pa-
rameter is J-(()-ee)fJ for e>ee' and J=O per e<ee'
where ee is the critical slope. However, an initial slope larger than the critical value generates large avalanches which bring the slope back to its critical value. The contrary will happen if the slope is lower than the critical value. This picture is a clear example of the nonlinear feedback of the order parameter on the control parameter in order to obtain the attractiveness of the critical slope.
In our scheme, it is easy to note that P and p correspond to the flux J and the control parameter e, respectively, so that we can show in a mathematical way the relevance of the feedback mechanism.
V. CALCULATION OF THE CRITICAL EXPONENTS
From the previous discussion we have shown that the fixed-point parameters (p*;P*) provide a complete description of the critical state. However, the complete attractiveness of the fixed point corresponds to a lack of relevant control parameters in the model, and the critical exponents cannot be found using the usual method. In fact, in usual critical phenomena, the exponents are derived from the derivative of the RG transformation with respect to the critical parameter. In SOC models this is impossible because the fixed point is attractive, and the exponents that are related to the distance from the critical point do not exist. For this reason we use a method analogous to the FST approach to fractal growth [9] which is related directly to the fixed point parameters.
The avalanche exponent T can be obtained as follows. The nontrivial fixed point with respect to the scale transformation corresponds to diverging characteristic lengths for the system [26] . Because these lengths set the natural scale for the system, their divergence at the critical points signals the loss of scale, and this guarantees that the properties of the system will be described by homogeneous functions of the physical parameters. Therefore we can assume a power law avalanche distribution and relate the exponent T to the fixed-point properties (p*;P*) shown in Table I . The first step is to transform the avalanche distribution into a distribution for the size r of the clusters. In d = 2, it has been shown analytically [28] and from simulations [20] that the avalanche clusters are compact, and using the relation s -r2 we obtain 
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The parameter K is defined by the conditions that a relaxation event occurs on a scale b(k+O with the dynamics defined by p~k+O (n=I,4), and that this process stops and does not affect the neighboring cells. Asymptotically (k.....,. 00), we can therefore express K in terms of our fixed-point parameters in the following way:
This equation gives the probability that a generic relaxation process affects only stable sites and therefore does not propagate on length scales larger than the scale of the starting cell. Note that this expression is different from the quantity (1-p(k + I) that includes the situation in which no relaxation events occur even at scale b(k). By inserting into the previous equation the values of the fixed-point parameters and using Eq. (17) , the exponent T is given by
. . (19) This value of T is in good agreement with large computer simulations on the BTW and two state model which give T= 1.22 [18] and 1.28 [16] , respectively. The other independent critical exponent is the dynamical exponent z. In this case the calculation results are rather laborious because we also need the knowledge of the whole form of the renormalized dynamics. From the scaling laws at the fixed point we have that the average time of a dynamical process scales with the length size as
Using the discretized length of our scheme, the time scale of a relaxation event at scale b(k+1) and one at scale b(k) are related, in the asymptotic limit (k.....,. 00), by the relation (21) The time scale t k + 1 can be obtained as a function of the time scale tk from the RG equations. In fact, the renormalized dynamical process is given by the weighted'average of the series of subprocesses at scale b(k), whose time scale is tk. Therefore we have (22) where (t) is the average number of subprocesses at scale b(k) needed to have a relaxation process at scale b(k+l), and it represents the time scaling factor. By using our RG scheme, the above average can be written as 
This value can be readily compared to existing estimates of z, and our analytical prediction is in very good agreement with the numerical results that give z = 1.20 [16, 18] . The value of the dynamical exponent we reported in Ref.
[II] was obtained with a preliminary simplified scheme of calculation, and is slightly different from that obtained with the present complete calculation. We want to emphasize that in this case we used not only the fixedpoint parameters, Its in the calculation of T, but also the complete form of the scale invariant dynamical evolution from scale b /2 to scale b. For this reason the calculation of the dynamical exponent can be improved by using greater cells to obtain the renormalization transformation.
The other critical exponents of the system can be derived from the scaling relations (6) and (7) using the values obtained for T and z. In Table II the values of the critical exponents calculated with our RG scheme are compared with the best estimates from numerical simulations of the BTW model, and it can be noted that the agreement is very good. These results are obtained using the simplest renormalization scheme, and it is also possible to consider more complicated calculation schemes (larger cells, spanning condition, etc.) in order to improve the numerical values.
With our RG scheme we therefore provide a complete characterization of the critical state, and obtain analytically the full set of the exponents defining the critical behavior of sandpile models. Furthermore, this approach contains some novelties that make it substantially different from usual RSRG calculations and particularly suitable in all SOC problems. In fact, our discussion referred to the two-dimensional case; however, it is conceptually straightforward to extend the method to the case d > 2 and to variations of the original model. Also the universality of sandpile models with respect to different Bravais lattices can be addressed with our model. The local characteristics of the lattice, such as the number of nearest neighbors, determine the form of the dynamical vector and the critical fixed-point value of the parameters, but the critical exponents should be universal and determined only by the large scale properties of the system. Thus, by using our method for sandpile models defined on triangular lattice, we expect to find a completely different fixed-point dynamics (actually even the phase space of the dynamics is different), but critical exponents very close to those obtained for the square lattice. Preliminary calculation using this approach on the triangular lattice gives an exponent r that is in very good agreement with those obtained here, although the critical parameters are very different [29] .
VI. RENORMALIZATION SCHEME FOR THE NONCONSERV ATIVE CASE Nonconservative sandpile automata have been introduced to consider a relaxation dynamics where part of the involved energy is dissipated. Denoting by AE and AEout' respectively, the energy lost by the relaxing site and the energy really transferred to the nearest neighbors, we can identify the fraction of energy that disappears from the system as
The dissipation parameter r quantifies the level of nonconservation of the system. We can have r*O for every relaxation event (local dissipation) but < r) =0 (global conservation) averaging over many processes. If the dissipation is global « r )*0) the SOC behavior is destroyed and a characteristic length is introduced, as was shown by computer simulations [12] . This means that the avalanche distribution follows an exponential behavior and that~ the characteristic length for the avalanche size Ie diverges, as r -+0, such that (26) in complete analogy with the usual critical phenomena.
In order to apply our renormalization scheme in practice, we use the following definition of a nonconservative sandpile with global dissipation. The nonconservation is introduced by the probability r that a relaxation process dissipates its entire energy. Instead, with probability ( 1 -r), the relaxation event transfers the energy following the usual dynamical rules. This model is therefore a particular case of the global dissipative class introduced in [12] , where the probability r is the dissipation parameter. Trivially, for r =0 the model becomes conservative, while in the limit r -+1 it is completely dissipative (no relaxation occurs).
We can follow the scheme used in the previous sections considering that the parameter r should also be renormalized. Though the renormalization of the dynamics can be performed in the same way as in the conservative case, we have to consider explicitly the effect of the dissipation parameter. This modifies Eq. (13) into
where r(k) denotes the dissipation parameter at scale b(k). The scheme used to evaluate explicitly the weight f", is n modified slightly because we must take into account the possibility that one or more relaxation processes dissipate their energy. Thus, as previously, only the critical sites can induce a relaxation process, and the spanning condition is the same as for conservative sandpiles. However, there are two possible cases for every relaxation process. With probability (1-r) the relaxation process transfers its energy to the neighboring sites. Conversely, with probability r the process dissipates its energy and does not affect other sites. Thus the weight of every series of subprocesses will have an additional factor r q ( 1-r )S, where q and s are the number of subprocesses dissipating and transferring energy, respectively. In Fig. 6 is shown a renormalization example in which some subprocesses are dissipative.
It is clear that a site has to be considered critical independently if it dissipates or transfers energy during the relaxation event. Therefore, the stationarity condition given by the energy balance now reads as (28) where the first term represents the average energy transferred to neighbors, while the second refers to the average dissipated energy. It then follows, by summing the two terms of the above equation, that the stationarity condition is the same as in the conservative case.
Next we study the renormalization of the dissipation parameter. In order to do this we can consider the renormalized dissipation r(k + 1) as the ratio between the energy dissipated and the total energy involved in the relaxations at scale b (k + I):
Here AE~fs-:1) and AE~~tl) represent the energy dissipated and the energy transferred, respectively, by the coarse grained cell, conditionally to the occurrence of a relaxation process. By analyzing the various subprocesses in- 
In the above equations we denote Eout(w n ) and Ediss(w n ) as the average number ofquantums of energy at scale b(k) transferred and dissipated, respectively, during the process W n . In this calculation, l>E(b(k»)~~=lnp~k) is the average energy that each subprocess can dissipate, namely the average energy it can transfer to the neighboring sites during the usual relaxation. It should be noted that the last term of Eq. (31) takes into account all the processes that dissipate energy without affecting the neighboring cells, so that they are not included in the series W n • Furthermore by Eq. (29) it is also clear that the renormalization of the dissi~ation parameter is independent by the definition of l>E(b( »). In Fig. 6 is shown a process that contributes to the renormalization of P2 with
Eout(w )=3l>E(b (k») and Ediss(w )=l)E(b (k»)~~ =tnp!k).
The last sum takes into account the average energy that the subcells can dissipate. The calculation is rather laborious but straightforward, and we can finally iterate the obtained renormalization equations. Trivially, starting from the conservative case r = 0 we obtain the results derived in the previous sections. Conversely, if we start with r*O the flow diagram suffers a dramatic change. The attractive fixed point becomes the trivial one r* = 1. This implies that at large scale the entire energy added to the system is dissipated, and that the system has a trivial behavior in which no relaxation events occur. Therefore, the presence of a dissipation parameter in the model introduces an upper characteristic length for the avalanches. In this case r =0 is an unstable (repulsive) fixed point and we can look at the system in the usual perspective of critical phenomena by considering the dissipation parameter as the relevant control parameter of the model with a critical value r c =0. Since this fixed point is repulsive, we can evaluate the exponent linking the dissipation to the avalanche characteristic length [Eq. (26) ] with the usual linearization around the unstable fixed point of the RG transformation. By simple general consideration it is possible to see that
In fact, the renormalization equation for the dissipation parameter [Eq. (29) ] is a power series of r itself. This is because aE~~~)!) contains only terms with at least one dissipation event and then with weighting factors that are powers of r. Each derivative of Eq. (29) with respect to a parameter other than r is therefore equal to zero in the limit r _0. From this it follows that the positive eigenvalue of the linearized RG transformation is
and the exponent governing the scaling of the characteristic length is _ log2_ '11-log'). -0.67 . (34) This value can be compared with those obtained from simulations '11""'0.5 [12] . This calculation is a vivid illustration of the difference in the calculus of the critical exponent in the SOC case and in the ordinary critical case. The main result is that dissipation introduces a length scale into the system and destroys the SOC properties. This is in agreement with the simulations on systems of the type described here [12] . However, this is not a general result, and a different definition of the nonconservative mechanism can belong to a different universality class. This appears to be the case for the models described in Ref. [13] . The above analysis also shows that our scheme can easily be extended to treat variations of the original sandpile models.
VII. CONCLUSIONS
In this paper we have presented an alternative renormalization approach suited to a study the SOC state of sandpile models. The method shown in this paper is based on two steps. The first is a renormalization scheme to identify the scale-invariant dynamics of the models. In order to do this we define the proper phase space of parameters in which the RG transformation is constructed, and then introduce the coupling of the renormalization equations to the stationarity condition of the system. This coupling provides the feedback mechanism responsible for the attractiveness of the fixed point. Second, we evaluate the critical exponents of the systems directly from the scale-invariant dynamics instead of the derivative of the RG equations with respect to the relevant critical parameter, that in SOC systems does not exist. These two steps cast the relevant physical elements of the SOC problems in the proper mathematical framework that allows us to clarify the self-critical nature of the SOC problems and to draw a picture of the various universality classes of sandpile models.· Moreover, it is important to note that the present general discussion is not affected by the approximations involved in our scheme, even though a more refined treatment of the calculation schemes (larger cells, spanning condition, etc.) can lead to an improvement of the values obtained for the critical exponents.
We have shown in detail the calculation of the renormalization equations in the case of the critical height sandpile models in d=2. We analyzed the flow diagram in the phase space of the parameters, and the attractive fixed point was identified. By using fixed-point parameters we are able to calculate analytically the independent critical exponents, namely the avalanche and the dynamical exponent. The values obtained for the critical ex-ponents are in very good agreement with the previous estimates from numerical simulations (see Table II ).
We also apply our scheme to the case of dissipative sandpile models, finding that the introduction of the dissipation parameter turns the fixed point into a trivial one by introducing a length scale into the systems. This is in agreement with simulations on these models [12] , but does not close the issue with respect to other dissipative models such as those of Ref. [13] , which probably belong to different universality classes.
The method we have shown can be naturally extended to higher dimensionality (d > 2) and to other problems with nonequilibrium stationary states, as for example the Forest Fire model [30] .
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APPENDIX
The renormalization equations (13) can be obtained explicitly, but the calculation is rather long. In practice we have to enumerate all the processes that span a given cell. Then we assign to each process a statistical weight in terms of p and Pn. To perform this program in the most efficient way we develop a diagrammatic graphical method that allows us to write the renormalization equation directly.
We can associate a diagram with each process that contributes to the renormalization equation. The basic structure of these diagrams is reported in Fig. 7 . The four intersections represent the sites of a cell. The energy transfer is indicated by an arrow pointing in the direction of the flow. In terms of diagrams a site relaxes if some arrow points out of the corresponding intersection. At this point, to enumerate the processes we simply have to analyze all the possible diagrams. Since the dynamics is completely isotropic the analysis can be reduced to processes starting from the upper left side of the cell.
First we have to eliminate diagrams that do not correspond to dynamical processes considered in the renormalization scheme. In practice we discard three classes of diagrams (Fig. 8) .
(1) Diagrams where it is not possible to identify a connected path starting from the upper left site [ Fig. 8(a) ]. (2) Diagrams that do not satisfy the spanning condition (i.e., with less than two relaxation processes) [ Fig. 8(b) ].
(3) Diagrams that do not lead to an energy transfer out of the cell [ Fig. 8(c)] .
We then assign a statistical weight to the effective diagrams by obeying the following rules.
(i) Each site relaxes if there is at least one arrow pointing out from it.
(ii) The number of outgoing arrows gives the statistical weight of each process:
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