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PSEUDO-DIFFERENTIAL OPERATORS IN A
GELFAND-SHILOV SETTING
MARCO CAPPIELLO AND JOACHIM TOFT
Abstract. We introduce some general classes of pseudodifferen-
tial operators with symbols admitting exponential type growth at
infinity and we prove mapping properties for these operators on
Gelfand-Shilov spaces. Moreover, we deduce composition and cer-
tain invariance properties of these classes.
0. Introduction
In this paper we study some classes of pseudo-differential opera-
tors with ultra-differentiable symbols a(x, ξ) admitting suitable super-
exponential growth at infinity. Operators of this type are commonly
known in the literature as operators of infinite order and they have been
studied in [1] in the analytic class and in [21] in the Gevrey spaces in
the case when the symbol has an exponential growth only with respect
to ξ. A further step has been the formulation of a calculus of Fourier
integral operators with symbols of infinite order and its application to
hyperbolic Cauchy problems in Gevrey classes, see [5, 6].
More recently, the first author developed a parallel global theory by
considering symbols which admit exponential growth also with respect
to x, namely
|∂αξ ∂βxa(x, ξ)| . ε|α+β|(α!)µ(β!)ν〈ξ〉−|α|〈x〉−|β|eh(|x|
1
s+|ξ|
1
s ), (0.1)
for every h > 0 and for some ε > 0, where µ ≥ 1, ν ≥ 1 and s ≥ µ+ν−1,
cf. [2, 3]. See also [4, 15] for similar results.
A natural functional framework for symbols defined by (0.1) is given
by the Gelfand-Shilov spaces Ss(Rd), introduced in [8], and defined as
the spaces of all functions f ∈ C∞(Rd) which satisfy estimates of the
form
sup
α,β∈Nd
sup
x∈Rd
|xβ∂αf(x)|
ε|α+β|(α!β!)s
<∞ (0.2)
for some constant ε > 0. For s ≥ 1 they represent a natural global
counterpart of Gevrey classes. However, these spaces are actually de-
fined also for 1
2
≤ s < 1, hence they are a good functional setting for
operators with symbols admitting a stronger exponential growth than
in (0.1). Together with these spaces, one can also consider their pro-
jective version, namely the space Σs(R
d), s > 1
2
which is defined by
requiring that (0.2) holds for every ε > 0.
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Nevertheless, the construction of a symbolic calculus in the case s < 1
is a challenging problem, mainly because the elements of Ss(Rd) and
Σs(R
d) admit entire extensions in the complex domain satisfying suit-
able exponential bounds, in this case. See [8] for details. In particular,
for s < 1, Ss(Rd) and Σs(Rd) lack compactly supported functions
which play a fundamental role in the construction of a symbol starting
from its asymptotic expansion.
On the other hand, some results in this direction can be proved also
in the quasi-analytic case s < 1 by using different tools than the usual
micro-local techniques. In this paper we approach the study of pseudo-
differential operators of infinite order on Gelfand-Shilov spaces with a
method based mainly on the use of modulation spaces and of the short
time Fourier transform. In Section 1, after recalling some basic prop-
erties of the spaces Ss(Rd) and Σs(Rd), we introduce several general
symbol classes. In Section 2 we characterize these symbols in terms
of the behavior of their short time Fourier transform. In Section 3 we
deduce continuity on Ss(Rd) and Σs(Rd), composition and invariance
properties for pseudo-differential operators in our classes.
1. Preliminaries
In this section we recall some basic facts, especially concerning Gel-
fand-Shilov spaces, the short-time Fourier transform, modulation spaces
and pseudo-differential operators.
In the following we shall denote by S (Rd) the Schwartz space of
rapidly decreasing functions on Rd together with their derivatives, and
by S ′(Rd) the corresponding dual space of tempered distributions.
1.1. Gelfand-Shilov spaces. We start by recalling some facts about
Gelfand-Shilov spaces. Let 0 < h, s, t ∈ R be fixed. We denote by
Sst,h(Rd) the Banach space of all f ∈ C∞(Rd) such that
‖f‖Ss
t,h
≡ sup
α,β∈Nd
sup
x∈Rd
|xβ∂αf(x)|
h|α|+|β|α!s β!t
<∞, (1.1)
endowed with the norm (1.1).
Obviously we have Sst,h(Rd) →֒ S (Rd) for any h, s, t with continuous
embedding. Furthermore, if s, t ≥ 1
2
and h is sufficiently large, then
Sst,h contains all finite linear combinations of Hermite functions. Since
such linear combinations are dense in S (Rd), it follows that the dual
(Sst,h)′(Rd) of Sst,h(Rd) is a Banach space which contains S ′(Rd) for
such s and t.
The Gelfand-Shilov spaces Sst (Rd) and Σst (Rd) are defined as the
inductive and projective limits respectively of Sst,h(Rd). This implies
that
Sst (Rd) =
⋃
h>0
Sst,h(Rd) and Σst (Rd) =
⋂
h>0
Sst,h(Rd), (1.2)
2
and that the topology for Sst (Rd) is the strongest possible one such
that the inclusion map from Sst,h(Rd) to Sst (Rd) is continuous, for every
choice of h > 0. The space Σs(R
d) is a Fréchet space with seminorms
‖ · ‖Sst,h, h > 0. Moreover, Σst (Rd) 6= {0}, if and only if s + t ≥ 1 and
(s, t) 6= (1
2
, 1
2
), and Sst (Rd) 6= {0}, if and only if s+ t ≥ 1.
The spaces Sst (Rd) and Σst (Rd) can be characterized also in terms of
the exponential decay of their elements, namely f ∈ Sst (Rd) (respec-
tively f ∈ Σst (Rd)) if and only if
|∂αf(x)| . ε|α|(α!)se−h|x|
1
t
for some h > 0, ε > 0 (respectively for every h > 0, ε > 0). Moreover
we recall that for s < 1 the elements of Sst (Rd) admit entire extensions
to Cd satisfying suitable exponential bounds, cf. [8] for details.
The Gelfand-Shilov distribution spaces (Sst )′(Rd) and (Σst )′(Rd) are
the projective and inductive limit respectively of (Sst,h)′(Rd). This means
that
(Sst )′(Rd) =
⋂
h>0
(Sst,h)′(Rd) and (Σst )′(Rd) =
⋃
h>0
(Sst,h)′(Rd). (1.2)′
We remark that in [14] it is proved that (Sst )′(Rd) is the dual of Sst (Rd),
and (Σst )
′(Rd) is the dual of Σst (R
d) (also in topological sense).
The Gelfand-Shilov spaces possess several convenient mapping prop-
erties. For example they are invariant under translations, dilations, and
to some extent tensor products and (partial) Fourier transformations.
For conveniency we set Ss(Rd) = Sss (Rd) and Σs(Rd) = Σss(Rd), and
similarly for their distribution spaces.
The Fourier transformF is the linear and continuous map on S (Rd),
given by the formula
(Ff)(ξ) = f̂(ξ) ≡ (2π)− d2
∫
Rd
f(x)e−i〈x,ξ〉 dx
when f ∈ S (Rd). Here 〈 · , · 〉 denotes the usual scalar product on
R
d. The Fourier transform extends uniquely to homeomorphisms on
S ′s(Rd) and on Σ′s(Rd). Furthermore, it restricts to homeomorphisms
on Ss(Rd) and on Σs(Rd).
Some considerations later on involve a broader family of Gelfand-
Shilov spaces. More precisely, for any sj , tj > 0, j = 1, 2, the Gelfand-
Shilov space Ss1,s2t1,t2 (R2d) consists of all F ∈ C∞(R2d) such that
|xβ11 xβ22 ∂α1x1 ∂α2x2 F (x1, x2)| . h|α1+α2+β1+β2|(α1!)s1(α2!)s2(β1!)t1(β2!)t2
(1.3)
for some h > 0, with topology defined in analogous way as above. In
the same way, Σs1,s2t1,t2 (R
2d) consists of all F ∈ C∞(R2d) such that (1.3)
holds for every h > 0.
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The following proposition explains mapping properties of partial
Fourier transforms on Gelfand-Shilov spaces, and follows by similar
arguments as in analogous situations in [8]. The proof is therefore omit-
ted. Here, F1F and F2F are the partial Fourier transforms of F (x1, x2)
with respect to x1 ∈ Rd and x2 ∈ Rd, respectively.
Proposition 1.1. Let s1, s2, t1, t2 > 0. Then the following is true:
(1) the mappings F1 and F2 on S (R
2d) restrict to homeomor-
phisms
F1 : Ss1,s2t1,t2 (R2d)→ St1,s2s1,t2 (R2d) and F2 : Ss1,s2t1,t2 (R2d)→ Ss1,t2t1,22 (R2d);
(2) the mappings F1 and F2 on S (R
2d) are uniquely extendable
to homeomorphisms
F1 : (Ss1,s2t1,t2 )′(R2d)→ (St1,s2s1,t2 )′(R2d) and F2 : (Ss1,s2t1,t2 )′(R2d)→ (Ss1,t2t1,22 )′(R2d).
The same holds true if the Ss1,s2t1,t2 -spaces and their duals are replaced
by corresponding Σs1,s2t1,t2 -spaces and their duals.
The next two results follow from [7]. The proofs are therefore omit-
ted.
Proposition 1.2. Let s1, s2, t1, t2 > 0 be such that s1 + t1 ≥ 1 and
s2 + t2 ≥ 1. Then the following conditions are equivalent.
(1) F ∈ Ss1,s2t1,t2 (R2d);
(2) |F (x1, x2)| . e−h(|x1|
1
t1 +|x2|
1
t2 ) and |F̂ (ξ1, ξ2)| . e−h(|ξ1|
1
s1 +|ξ2|
1
s2 ),
for some h > 0.
Proposition 1.3. Let s1, s2, t1, t2 > 0 be such that s1 + t1 ≥ 1 and
s2 + t2 ≥ 1 and sj, tj 6= 12 , j = 1, 2. Then the following conditions are
equivalent.
(1) F ∈ Σs1,s2t1,t2 (R2d);
(2) |F (x1, x2)| . e−h(|x1|
1
t1 +|x2|
1
t2 ) and |F̂ (ξ1, ξ2)| . e−h(|ξ1|
1
s1 +|ξ2|
1
s2 ),
for every h > 0.
1.2. The short time Fourier transform and modulation spaces.
Before recalling the definition of modulation spaces, we recall some
basic facts about the short-time Fourier transform and weights.
Let φ ∈ S 1
2
(Rd) \ 0 be fixed. Then the short-time Fourier transform
of f ∈ S ′1
2
(Rd) is given by
(Vφf)(x, ξ) = (2π)
− d
2 (f, φ( · − x)ei〈 · ,ξ〉)L2 .
Here ( · , · )L2 is the unique extension of the L2-form on S 1
2
(Rd) to a
continuous sesqui-linear form on S ′1
2
(Rd) × S 1
2
(Rd). In the case f ∈
4
Lp(Rd), for some p ∈ [1,∞], then Vφf is given by
Vφf(x, ξ) ≡ (2π)− d2
∫
Rd
f(y)φ(y − x)e−i〈y,ξ〉 dy.
A function ω on Rd is called a weight, or weight function, if ω, 1/ω ∈
L∞loc(R
d) are positive everywhere. It is often assumed that ω is v-
moderate for some positive function v on Rd. This means that
ω(x+ y) . ω(x)v(y), x, y ∈ Rd. (1.4)
If v is even and satisfies (1.4) with ω = v, then v is called submulti-
plicative.
Let p, q ∈ [1,∞], ω be a weight on R2d, and let φ(x) = π−d/4e−|x|2/2.
Then the modulation space Mp,q(ω)(R
d) consists of all f ∈ S ′1
2
(Rd) such
that
‖f‖Mp,q
(ω)
≡
(∫
Rd
(∫
Rd
|Vφf(x, ξ)ω(x, ξ)|p dx
)q/p
dξ
)1/q
<∞ (1.5)
(with obvious modifications when p = ∞ or q = ∞). We put Mp(ω) =
Mp,p(ω).
If e−ε(|x|
2+|ξ|2) . ω(x, ξ) for every ε > 0, then Mp,q(ω)(R
d) is a Banach
space with norm (1.5) (see [19]). Furthermore, if ω is v-moderate for
some v, then it is v-moderate for some new v which is submultiplicative.
In this case,
Σ1(R
d) ⊆Mp,q(ω)(Rd) ⊆ Σ′1(Rd),
Mp,q(ω)(R
d) is invariant under the choice of the window function φ ∈
M1(v) \ 0, and different choices of φ ∈ M1(v) \ 0 give rise to equivalent
norms (1.5). (See [9].)
1.3. Pseudo-differential operators. Let t ∈ R be fixed and let a ∈
S 1
2
(R2d). Then the pseudo-differential operator Opt(a) with symbol a
is the continuous operator on S 1
2
(Rd), defined by the formula
(Opt(a)f)(x) = (2π)
−d
∫∫
a((1− t)x+ ty, ξ)f(y)ei〈x−y,ξ〉 dydξ. (1.6)
More generally, if A is a real d×d-matrix, then the pseudo-differential
operator OpA(a) with symbol a is the continuous operator on S 1
2
(Rd),
defined by the formula
(OpA(a)f)(x) = (2π)
−d
∫∫
a(x−A(x−y), ξ)f(y)ei〈x−y,ξ〉 dydξ. (1.6)′
We note that Opt(a) = OpA(a) when A = t · I and I is the identity
matrix. The definition of OpA(a) extends uniquely to any a ∈ S ′1
2
(R2d),
and then OpA(a) is continuous from S 1
2
(Rd) to S ′1
2
(Rd) (cf. e. g. [11,18]).
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More precisely, if a ∈ S ′1
2
(R2d), then OpA(a) is defined as the continuous
operator from S 1
2
(Rd) to S ′1
2
(Rd) with the kernel
KA,a(x, y) ≡ (F−12 a)(x− A(x− y), x− y). (1.7)
It is easily seen that the latter definition agrees with (1.6)′ when a ∈
L1(R2d).
If t = 1
2
, then Opt(a) is equal to the Weyl operator Op
w(a) for a.
If instead t = 0, then the standard (Kohn-Nirenberg) representation
a(x,D) is obtained.
1.4. Symbol classes. Next we introduce function spaces related to
symbol classes of the pseudo-differential operators. These functions
should obey various conditions of the form
|∂αf(x)| . ε|α|α!seh|x|
1
s . (1.8)
Definition 1.4. Let s > 0.
(1) The set Γ∞s (R
d) consists of all f ∈ C∞(Rd) such that for some
ε > 0, (1.8) holds for every h > 0.
(2) The set Γ∞0,s(R
d) consists of all f ∈ C∞(Rd) such that for some
h > 0, (1.8) holds for every ε > 0.
(3) The set Γ∞1,s(R
d) consists of all f ∈ C∞(Rd) such that (1.8)
holds for some ε, h > 0.
Next we introduce some convenient weight classes.
Definition 1.5. Let s > 0. Then Ps(R
d) consists of all ω ∈ L∞
loc
(Rd)
such that ω > 0 and
ω(x+ y) . ω(x)ec|y|
1
s , x, y ∈ Rd, (1.9)
for some positive constant c.
Remark 1.6. Assume that (1.9) is true for some s < 1. Then by [10,
Lemma 4.2], (1.9) is true also when s = 1, for some other choice of
the constant c > 0, if necessary. Furthermore, since ec|y| . eh|y|
1
s for
every h > 0, it follows that (1.9) is true for every c > 0 in this case. In
particular,
e−h|x|
1
s
. e−c|x| . ω(x) . ec|x| . eh|x|
1
s
for some c > 0 and every h > 0.
In Section 3 we shall investigate algebraic properties for pseudo-
differential operators with symbols in the classes given in the following
definition.
Definition 1.7. Let s > 0 and let ω ∈ Ps(R2d). The set S(ω)s (R2d)
consists of all a ∈ C∞(R2d) such that
|∂αa(x, ξ)| . ω(x, ξ)ε|α|(α!)s, (1.10)
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for every ε > 0.
Remark 1.8. Let s > 0 and ω ∈ Ps(Rd). By Remark 1.6 it follows that
S
(ω)
s (Rd) is contained in Γ∞0,s(R
d). Furthermore, if in addition s < 1,
then it follows from the same remark that S
(ω)
s (Rd) is contained in
Γ∞s (R
d), as well.
Later on we also need the Propositions 1.9 and 1.10 below. The first
proposition deals with convenient sequences which converge to a given
element in Γ∞s (R
d). Here the sequence fε, ε > 0, in Γ
∞
s (R
d) is said
to converge to f ∈ Γ∞s (Rd) as ε → 0+, if for some h > 0 we have
‖f − fε‖s,h,r → 0 as ε→ 0+, for every r > 0. Here
‖f‖s,h,r ≡ sup
α∈Nd
‖e−r| · | 1s ∂αf‖L∞
α!sh|α|
,
and for conveniency we let Γ∞,hs (R
d) be the set of all f ∈ C∞(Rd) such
that ‖f‖s,h,r <∞ for every r > 0.
Proposition 1.9. Let s ≥ 1
2
, h > 0, f ∈ Γ∞s (Rd) and fε = e−ε| · |2f ,
ε > 0. Then fε → f in Γ∞s (Rd).
Proof. Let φε = e
−ε| · |2. Then fε = φεf , and there are constants C, c, h0 >
0 which are independent of ε > 0 such that
|∂αφε(x)| ≤ Ch|α|0 ε
|α|
2 α!
1
2 e−cε|x|
2
.
For conveniency we also let
‖f‖s,h,r,α ≡ ‖e
−r| · |
1
s ∂αf‖L∞
α!sh|α|
.
Then ‖f‖s,h,r = supα ‖f‖s,h,r,α.
By Leibniz rule we get
∂αfε =
∑
γ≤α
(
α
γ
)
∂γφε · ∂α−γf.
Hence, if ε < r ≤ 1, s = 1
2
and h1 > 0, then
‖fε − f‖s,h1,r,α ≤ J1(s, h1, r, ε) + J2(s, h1, ε, α),
where
J1(s, h1, r, ε) = sup
α∈Nd
‖e−r| · |2(1− e−ε| · |2)∂αf‖L∞
α!sh
|α|
1
and
J2(s, h1, ε, α) = (α!
sh
|α|
1 )
−1
∑
06=γ≤α
(
α
γ
)
‖∂γφε‖L∞‖∂α−γf‖L∞ .
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Evidently, since f ∈ Γ∞,hs (Rd), it follows by straight-forward esti-
mates that J1(s, h1, r, ε)→ 0 as ε→ 0+. For J2(s, h1, ε, α) we have
J2(s, h1, ε, α) . (α!
sh
|α|
1 )
−1
∑
06=γ≤α
(
α
γ
)
h
|γ|
0 ε
|γ|
2 γ!sh|α−γ|(α− γ)!s
≤ ε
1
2
h
|α|
1
∑
γ≤α
(
α
γ
)
h
|γ|
0 h
|α−γ| = ε
1
2
(
h0 + h
h1
)|α|
≤ ε 12 ,
provided h1 is chosen larger than h0 + h. This gives the result. 
The next result concerns mapping properties of Γ∞s spaces under
trace operators. Let V1 and V2 be vector spaces such that
V1, V2 ⊆ Rd and V1 ⊕ V2 = Rd, (1.11)
and let x0 ∈ V2 be fixed. Then the trace operator TV ,x0 from C∞(Rd)
to C∞(V1) is defined by the formulae
(TV ,x0f)(y) = f(y, x0), y ∈ V1, V = (V1, V2).
Proposition 1.10. Let V = (V1, V2) and x0 ∈ V2, where V1 and V2
are as in (1.11). Then TV ,x0 restricts to a continuous mapping from
Γ∞s (R
d) to Γ∞s (V1).
Proposition 1.10 is a straight-forward consequence of the definitions.
The verifications are left for the reader.
2. The short-time Fourier transform and regularity
In this section we deduce equivalences between conditions on the
short-time Fourier transforms of functions or distributions and esti-
mates on derivatives.
In what follows we let κ be defined as
κ(r) =
{
1 when r ≤ 1,
2r−1 when r > 1.
(2.1)
In the sequel we shall frequently use the well known inequality
|x+ y| 1s ≤ κ(s−1)(|x| 1s + |y| 1s ), s > 0, x, y ∈ Rd.
Proposition 2.1. Let φ ∈ Σs(Rd) \ 0, s > 12 , h ∈ R and let f ∈
S ′1
2
(Rd). Then the following is true:
(1) If f ∈ C∞(Rd) and satisfies
|∂αf(x)| . eh|x|
1
s ε|α|(α!)s, (2.2)
for every ε > 0 (resp. for some ε > 0), then
|Vφf(x, ξ)| . eκ(s−1)h|x|
1
s−ε|ξ|
1
s , (2.3)
for every ε > 0 (resp. for some new ε > 0);
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(2) If
|Vφf(x, ξ)| . eh|x|
1
s−ε|ξ|
1
s , (2.4)
for every ε > 0 (resp. for some ε > 0), then f ∈ C∞(Rd) and
satisfies
|∂αf(x)| . eκ(s−1)h|x|
1
s ε|α|(α!)s,
for every ε > 0 (resp. for some new ε > 0).
Proof. We only prove the assertion when (2.2) or (2.4) are true for every
ε > 0, leaving the straight-forward modifications of the other cases to
the reader.
Assume that (2.2) holds. Then for every x ∈ Rd the function
y 7→ Fx(y) ≡ f(y + x)φ(y)
belongs to Σs, and
|∂αy Fx(y)| . eκ(s
−1)h|x|
1
s e−h0|y|
1
s ε|α|(α!)s,
for every ε, h0 > 0. In particular,
|Fx(y)| . eκ(s−1)h|x|
1
s e−h0|y|
1
s and |F̂x(ξ)| . eκ(s−1)h|x|
1
s e−h0|ξ|
1
s ,
(2.5)
for every h0 > 0. Since |Vφf(x, ξ)| = |F̂x(ξ)|, the estimate (2.3) follows
from the second inequality in (2.5). This proves (1).
Next we prove (2). By the inversion formula we get
f(x) = (2π)−
d
2‖φ‖−2L2
∫∫
R2d
Vφf(y, η)φ(x− y)ei〈x,η〉 dydη.
By differentiation and the fact that φ ∈ Σs we get
|∂αf(x)| ≍
∣∣∣∣∣∑
β≤α
(
α
β
)
i|β|
∫∫
R2d
ηβVφf(y, η)(∂
α−βφ)(x− y)ei〈x,η〉 dydη
∣∣∣∣∣
≤
∑
β≤α
(
α
β
)∫∫
R2d
|ηβVφf(y, η)(∂α−βφ)(x− y)| dydη
.
∑
β≤α
(
α
β
)∫∫
R2d
|ηβe−ε|η|
1
s eh|y|
1
s (∂α−βφ)(x− y)| dydη
.
∑
β≤α
(
α
β
)
ε
|α−β|
2 (α− β)!s
∫∫
R2d
|ηβ|e−ε|η|
1
s eh|y|
1
s e−ε1|x−y|
1
s dydη,
for every ε1 > 0 and ε2 > 0. Since
|ηβe−ε|η|
1
s | . ε|β|2 (β!)se−ε|η|
1
s /2,
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we get
|∂αf(x)|
. ε
|α|
2
∑
β≤α
(
α
β
)
(β!(α− β)!)s
∫∫
R2d
e−ε|η|
1
s /2eh|y|
1
s e−ε1|x−y|
1
s dydη
. (21−sε2)
|α|(α!)s
∫
Rn
eh|y|
1
s e−ε1|x−y|
1
s dy
Since |y| 1s ≤ κ(s−1)(|x| 1s + |y− x| 1s ) and ε1 can be chosen arbitrarily
large, it follows from the last estimate that
|∂αf(x)| . (2ε2)|α|(α!)sehκ(s−1)|x|
1
s ,
for every ε2 > 0. This gives the result. 
As a consequence of the previous result we get the following.
Proposition 2.2. Let φ ∈ Σs(Rd)\0, s > 12 and let f ∈ S ′1
2
(Rd). Then
the following conditions are equivalent:
(1) f ∈ Γ∞0,s(Rd) (resp. f ∈ Γ∞1,s(Rd));
(2) there exists a constant h > 0 such that
|Vφf(x, ξ)| . eh|x|
1
s−ε|ξ|
1
s ,
for every ε > 0 (resp. for some ε > 0).
By similar arguments we also get the following.
Proposition 2.3. Let φ ∈ Ss(Rd)\0, s ≥ 12 and let f ∈ S ′1
2
(Rd). Then
the following conditions are equivalent:
(1) f ∈ Γ∞s (Rd);
(2) there exists a constant h > 0 such that
|Vφf(x, ξ)| . eε|x|
1
s−h|ξ|
1
s ,
for every ε > 0.
3. Continuity and composition properties for
pseudo-differential operators
In this section we deduce continuity, invariance and composition
properties for pseudo-differential operators with symbols in the classes
considered in the previous sections. In the first part we show that for
any such class S, the set OpA(S) of pseudo-differential operators is in-
dependent of the matrix A. Thereafter we deduce that such operators
are continuous on Gelfand-Shilov spaces and their duals. Finally we
show that these operator classes are closed under compositions.
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3.1. Invariance properties. An important ingredient in these con-
siderations concerns mapping properties for the operator ei〈ADξ,Dx〉. In
fact we have the following.
Theorem 3.1. Let s ≥ 1
2
, ω ∈ Ps(R2d), s1, s2, t1, t2 > 0 be such that
s1 + t1 ≥ 1, s2 + t2 ≥ 1, s1 ≤ s2 and t2 ≤ t1,
and let A be a real d× d matrix. Then the following is true:
(1) ei〈ADξ ,Dx〉 on S (R2d) restricts to a homeomorphism on Ss1,t2t1,s2 (R2d),
and extends uniquely to a homeomorphism on (Ss1,t2t1,s2 )′(R2d);
(2) if in addition (s1, t1) 6= (12 , 12) and (s2, t2) 6= (12 , 12), then ei〈ADξ,Dx〉
on S (R2d) restricts to a homeomorphism on Σs1,t2t1,s2(R
2d), and
extends uniquely to a homeomorphism on (Σs1,t2t1,s2)
′(R2d);
(3) ei〈ADξ ,Dx〉 is a homeomorphism on Γ∞s (R
2d). If in addition s >
1
2
, then ei〈ADξ,Dx〉 is a homeomorphism on Γ∞0,s(R
2d);
(4) ei〈ADξ ,Dx〉 is a homeomorphism on S
(ω)
s (R2d).
Corollary 3.2. Let s, t > 0 be such that s ≤ t. Then ei〈ADξ,Dx〉 is a
homeomorphism on Sst (R2d), Σst (R2d), (Σst )′(R2d) and on (Sst )′(R2d).
The assertion (1) in the previous theorem is essentially a special
case of Theorem 32 in [20]. In order to be self-contained we present a
complete but different proof.
We need some preparations for the proof and start with the following
proposition.
Proposition 3.3. Let s > 1
2
, φ be a Gaussian on R2d and let ω ∈
Ps(R
2d). Then the following conditions are equivalent:
(1) a ∈ S(ω)s (R2d);
(2) a ∈ Σ′1(R2d) and∣∣∂αX (ei〈X,Ξ〉Vφa(X,Ξ))∣∣ . ω(X)ε|α|(α!)se−R|Ξ| 1s , (3.1)
for every α ∈ Nd, ε > 0, R > 0, and X,Ξ ∈ R2d;
(3) a ∈ Σ′1(R2d) and (3.1) holds for α = 0, for every R > 0.
Proof. Obviously, (2) implies (3). Assume now that (1) holds. Let X =
(x, ξ), Y = (y, η) and
Fa(X, Y ) = a(X + Y )φ(Y ).
By straightforward application of Leibniz rule in combination with (1.9)
we obtain
|∂αXFa(X, Y )| . ω(X)e−R|Y |
1
s ε|α|(α!)s
for every ε > 0 and R > 0. Hence, if
Ga,ε,X(Y ) =
(∂αXFa)(X, Y )
ω(X)ε|α|(α!)s
,
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then {Ga,ε,X}X∈R2d is a bounded set in Σs(Rd) for every fixed ε > 0. If
F2Fa is the partial Fourier transform of Fa(X, Y ) with respect to the
Y -variable, we get
|∂αX(F2Fa)(X, ζ, z)| . ω(X)e−R(|z|
1
s+|ζ|
1
s )ε|α|(α!)s,
for every R > 0, ε > 0. This is the same as (2).
It remains to prove that (3) implies (1), but this follows by similar
arguments as in the proof of Proposition 2.1. The details are left for
the reader. 
Proposition 3.4. Let q ∈ [1,∞], s > 1
2
, φ ∈ Σs(R2d)\0, ω ∈ Ps(R2d),
and let
ωR(x, ξ, η, y) = ω(x, ξ)e
−R(|y|
1
s+|η|
1
s ).
Then
S(ω)s (R
2d) =
⋂
R>0
M∞(1/ωR)(R
2d) =
⋂
R>0
M∞,1(1/ωR)(R
2d)
=
⋂
R>0
{ a ∈ S ′1
2
(Rd) ; ‖ω−1R Vφa‖L∞,q <∞}. (3.2)
Proof. The first equality in (3.2) follows immediately from Proposition
3.3. We need to prove that S
(ω)
s (R2d) is equal to the last intersection
in (3.2). Let φ0 ∈ Σs(R2d) \ 0, a ∈ Σ′s(R2d), and set
F0,a(X, Y ) = |(Vφ0a)(x, ξ, η, y)|, Fa(X, Y ) = |(Vφa)(x, ξ, η, y)|
and G(X, Y ) = |(Vφφ0)(x, ξ, η, y)|,
where X = (x, ξ) and Y = (y, η). Since Vφφ0 ∈ Σs(R4d), we have
0 ≤ G(X, Y ) . e−R(|X|
1
s+|Y |
1
s ) for every R > 0. (3.3)
By [9, Lemma 11.3.3], we have Fa . F0,a ∗G. Since s > 12 , we obtain
(ω−1R · Fa)(X, Y )
. ω(X)−1eR|Y |
1
s
∫∫
F0,a(X −X1, Y − Y1)G(X1, Y1) dX1dY1
.
∫∫
(ω−1cR · F0,a)(X −X1, Y − Y1)G1(X1, Y1) dX1dY1 (3.4)
for some G1 satisfying (3.3) and some c > 0. By applying the L
∞-norm
on the last inequality we get
‖ω−1R Fa‖L∞ . sup
Y
∫∫ (
sup(ω−1cR · F0,a)(·, Y − Y1)
)
G1(X1, Y1) dX1dY1
≤ sup
Y
(‖(ω−1cR · F0,a)(· − (0, Y )‖L∞,q‖G1‖L1,q′ ≍ ‖ω−1cR · F0,a‖L∞,q
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We only consider the case q <∞ when proving the opposite inequal-
ity. The case q = ∞ follows by similar arguments and is left for the
reader.
By (3.4) we have
‖ω−1R · Fa‖qL∞,q
.
∫
sup
X
(∫∫
(ω−1cR · F0,a)(X −X1, Y − Y1)G(X1, Y1) dX1dY1
)q
dY
.
∫ (∫∫
sup(ω−12cR · F0,a)( · , Y − Y1)e−cR|Y−Y1|
1
sG(X1, Y1) dX1dY1
)q
dY
. ‖ω−12cR · F0,a‖qL∞
∫ (∫∫
e−cR|Y−Y1|
1
sG(X1, Y1) dX1dY1
)q
dY
≍ ‖ω−12cR · F0,a‖qL∞ .
By interchanging the roles of φ and φ0 we get
‖ω−1R · F0,a‖L∞,q . ‖ω−12cR · Fa‖L∞ ,
and the result follows. 
Remark 3.5. Let
ωh,ε,s(x, ξ) ≡ eh|x|
1
s−ε|ξ|
1
s ,
when h, s, ε > 0. If s > 1
2
, then
Γ∞0,s(R
d) =
⋃
h>0
(⋂
ε>0
M∞(1/ωh,ε,s)(R
d)
)
=
⋃
h>0
(⋂
ε>0
M∞,1(1/ωh,ε,s)(R
d)
)
.
(3.5)
If instead s ≥ 1
2
, then
Γ∞s (R
d) =
⋃
h>0
(⋂
ε>0
M∞(1/ωε,h,s)(R
d)
)
=
⋃
h>0
(⋂
ε>0
M∞,1(1/ωε,h,s)(R
d)
)
.
(3.6)
In fact, the first equalities in (3.5) and in (3.6) follow from Propositions
2.2 and 2.3. The last equalities follow by similar arguments as in the
previous proof.
Proof of Theorem 3.1. (1) Let a ∈ S (R2d). By straight-forward com-
putations we get(
F
−1
2 (e
−i〈ADξ,Dx〉a)
)
(x− Ay, y) = (F−12 a)(x, y).
This implies that e−i〈ADξ ,Dx〉 = F2 ◦ UA ◦ F−12 , where UA is the map
given by (UAF )(x, y) = F (x+ Ay, y).
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We need to show that UA is continuous on Ss1,s2t1,t2 (R2d). Let G = UAF ,
where F ∈ Ss1,s2t1,t2 (R2d). Then
G(x, y) = F (x+ Ay, y) and Ĝ(ξ, η) = F̂ (ξ, η − A∗η),
where A∗ denotes the transpose of A. By Proposition 1.1 and the as-
sumptions on sj and tj , there are constants c1, c2, r > 0, depending on
A, s and t only such that
|G(x, y)| = |F (x + Ay, y)| . e−r(|x+Ay|
1
t1 +|y|
1
t2 ) . e−c1r|x|
1
t1 −c2r|y|
1
t2 ,
and
|Ĝ(ξ, η)| = |F̂ (ξ, η −A∗ξ)| . e−r(|ξ|
1
s1 +|η−A∗ξ|
1
s2 ) . e−c1r|ξ|
1
s1 −c2r|η|
1
s2 .
The result now follows from these estimates and the fact that the topol-
ogy in Ss1,s2t1,t2 (R2d) can be defined through such estimates.
The assertion (2) follows by similar arguments as for the proof of (1)
and is left for the reader.
Next we prove (4). First we consider the case s > 1
2
. Let φ ∈ Σs(R2d)
and φA = e
i〈ADξ,Dx〉φ. Then φA ∈ Σs(R2d), in view of (2).
Also let
ωA,R(x, ξ, η, y) = ω(x−Ay, ξ −A∗η)e−R(|y|
1
s+|η|
1
s ).
By straight-forward applications of Parseval’s formula, we get
|(VφA(ei〈ADξ,Dx〉a))(x, ξ, η, y)| = |(Vφa)(x− Ay, ξ − A∗η, η, y)|
(cf. Proposition 1.7 in [17] and its proof). This gives
‖ω−10,RVφa‖Lp,q = ‖ω−1A,RVφA(ei〈ADξ,Dx〉a)‖Lp,q .
Hence Proposition 3.4 gives
a ∈ S(ω)s (R2d) ⇔ ‖ω−10,RVφa‖L∞ <∞ ∀ R > 0
⇔ ‖ω−1t,RVφA(ei〈ADξ ,Dx〉a)‖L∞ <∞ ∀ R > 0
⇔ ‖ω−10,RVφA(ei〈ADξ ,Dx〉a)‖L∞ <∞ ∀ R > 0
⇔ ei〈ADξ,Dx〉a ∈ S(ω)s (R2d),
and the result follows in this case. Here the third equivalence follows
from the fact that
ω0,R+c . ωt,R . ω0,R−c,
for some c > 0.
It remains to consider the case s = 1
2
. Then S
(ω)
s (R2d) is contained in
the set of real analytic functions on R2d which are extendable to entire
functions. Hence, if a ∈ S(ω)s (R2d) and b = ei〈ADξ,Dx〉, then
b =
∞∑
k=0
ik
k!
(〈ADξ, Dx〉ka).
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Now let ε > 0 and let h0 > 0 be chosen as the maximum value of the
modulus of the matrix elements in A. Since the number of terms in
〈ADξ, Dx〉 is at most d2, it follows from the latter equality and (1.10)
that
|DδxDγξ b(x, ξ)| ≤
∞∑
k=0
(d2h0)
k
k!
max
|α|=|β|=k
|(Dβ+δx Dα+γξ a)(x, ξ)|
. ω(x, ξ)
∞∑
k=0
(d2h0)
k
k!
ε2|β|+|γ+δ| max
|α|=|β|=k
(
(α+ γ)!(β + δ)!
) 1
2
≤ ω(x, ξ)(γ!δ!) 12 (
√
2ε)|γ+δ|
∞∑
k=0
(2d2h0ε
2)k
k!
max
|α|=|β|=k
(
α!β!
) 1
2
≤ ω(x, ξ)(γ!δ!) 12 (
√
2ε)|γ+δ|
∞∑
k=0
(2d2h0ε
2)k
. ω(x, ξ)(γ!δ!)
1
2 (
√
2ε)|γ+δ|,
provided ε is chosen smaller than (2d2h0)
− 1
2 . Here the third inequality
follows from
(β + δ)! ≤ 2|β+δ|β!δ! .
Hence b ∈ S(ω)s (R2d). In the same way it follows that a ∈ S(ω)s (R2d)
when b ∈ S(ω)s (R2d), and (4) follows.
Finally, (3) follows by similar arguments as (4), using Remark 3.5
instead of Proposition 3.4. The details are left for the reader. 
We note that if A,B are real d × d-matrices, and a belongs to
Γ∞0,s(R
2d) or Γ∞s (R
2d), then the first part of the previous proof shows
that
OpA(a) = OpB(b) ⇔ e−i〈ADξ ,Dx〉a = e−i〈BDξ ,Dx〉b. (3.7)
We have now the following.
Theorem 3.6. Let s, sj, tj be as in Theorem 3.1, let A and B be
real d × d matrices, and let a and b be suitable distributions such that
OpA(a) = OpB(b). Then the following is true:
(1) a ∈ St1,s2s1,t2 (R2d) if and only if b ∈ St1,s2s1,t2 (R2d), and a ∈ (St1,s2s1,t2 )′(R2d)
if and only if b ∈ (St1,s2s1,t2 )′(R2d);
(2) a ∈ Σt1,s2s1,t2(R2d) if and only if b ∈ Σt1,s2s1,t2(R2d), and a ∈ (Σt1,s2s1,t2)′(R2d)
if and only if b ∈ (Σt1,s2s1,t2)′(R2d);
(3) a ∈ Γ∞s (R2d) if and only if b ∈ Γ∞s (R2d), and a ∈ Γ∞0,s(R2d) if
and only if b ∈ Γ∞0,s(R2d);
(4) a ∈ S(ω)s (R2d) if and only if b ∈ S(ω)s (R2d).
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Let s > 1
2
and ω be as in Definition 1.5. Let φ ∈ Σs(R2d). Since any
element in Ps(R
2d) is v-moderate for some v, it follows from Proposi-
tion 2.1 that
a ∈ S(ω)s (R2d) ⇔ |Vφa(x, ξ, η, y)| . ω(x, ξ)e−ε(|y|
1
s+|η|
1
s ) (3.8)
for every ε > 0.
3.2. Continuity for pseudo-differential operators. The first re-
sult follows by choosing p =∞ and q = 1 in Theorem 6.2 in [18].
Proposition 3.7. Let s > 1
2
, κ be as in (2.1). Let p, q ∈ [1,∞], hj, rj ∈
R, j = 1, 2, and
ωj(x, ξ) = e
hj(|x|
1
s+|ξ|
1
s ), j = 1, 2,
ω(x, ξ, η, y) = e−r1(|x|
1
s+|ξ|
1
s )+r2(|y|
1
s+|η|
1
s )
(3.9)
If
κ(s−1)h2 + 2
− 1
s r1 ≤ r2 and κ(s−1)(h2 + r1) ≤ h1, (3.10)
and a ∈ M∞,1(ω) (R2d), then Opw(a) from S 12 (R
d) to S ′1
2
(Rd) extends
uniquely to a continuous map from Mp,q(ω1)(R
d) to Mp,q(ω2)(R
d).
Proof. By Theorem 6.2 in [18], it suffices to verify that
ω2(x− y/2, ξ + η/2)
ω1(x+ y/2, ξ − η/2) . ω(x, ξ, η, y), (3.11)
and by (3.9) and (3.10) the latter inequality follows if we prove
h2|2x− y| 1s − h1|2x+ y| 1s ≤ 2 1s (r2|y| 1s − r1|x| 1s )
and
h2|2ξ + η| 1s − h1|2ξ − η| 1s ≤ 2 1s (r2|η| 1s − r1|ξ| 1s ).
We only prove the first inequality. The other inequality follows by sim-
ilar arguments and is left for the reader.
By (3.10) we get
h2|2x− y| 1s − h1|2x+ y| 1s
≤ h2(|2x− y| 1s − κ(s−1)|2x+ y| 1s )− r1κ(s−1)|2x+ y| 1s
≤ 2 1sh2κ(s−1)|y| 1s − r1κ(s−1)|2x+ y| 1s
≤ 2 1sh2κ(s−1)|y| 1s − 2 1s r1|x| 1s + r1κ(s−1)|y| 1s
= 2
1
sκ(s−1)(h2 + 2
− 1
s r1)|y| 1s − 2 1s r1|x| 1s ≤ 2 1s (r2|y| 1s − r1|x| 1s ).
This gives the desired estimates. 
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Remark 3.8. Proposition 3.7 is valid when Opw(a) is replaced byOpA(a)
when A is a fixed real d×d matrix, and the condition (3.11) is replaced
by
ω2(x− Ay, ξ + (I −A)η)
ω1(x+ (I − A)y, ξ −Aη) . ω(x, ξ, η, y).
Here and in what follows we let I be the d× d unit matrix. This leads
to that the conclusion in Proposition 3.7 is still valid when Opw(a) is
replaced by OpA(a) provided the conditions on the constants in (3.9)
and (3.10) are modified in suitable ways.
In order to get continuity result for pseudo-differential operators on
Gelfand-Shilov spaces, we combine the previous result with the follow-
ing special case of Theorem 3.9 in [18].
Proposition 3.9. Let p, q ∈ [1,∞], s > 1
2
, and set
ωh(x, ξ) ≡ eh(|x|
1
s+|ξ|
1
s ), h > 0.
Then ⋃
h>0
Mp,q(ωh)(R
d) = Ss(Rd),
⋂
h>0
Mp,q(ωh)(R
d) = Σs(R
d),
⋂
h>0
Mp,q(1/ωh)(R
d) = S ′s(Rd),
⋃
h>0
Mp,q(1/ωh)(R
d) = Σ′s(R
d).
We have now the following.
Theorem 3.10. Let A be a fixed real d × d matrix, s > 1
2
, and let
a ∈ Γ∞0,s(R2d). Then OpA(a) is continuous on Σs(Rd), and on Σ′s(Rd).
Proof. By Theorem 3.1 it suffices to consider the Weyl case A = 1
2
· I.
Let
ωε(x, ξ, η, y) = e
−κ(s−1)h(|x|
1
s+|ξ|
1
s )+ε(|y|
1
s+|η|
1
s ).
Then it follows by Proposition 2.1 that a ∈M∞,1(ωε) for every ε > 0.
Taking ε sufficiently large we can choose positive
h2 = h2,ε = κ(s
−1)−1ε−2− 1sκ(s−1)h and h1 = h1,ε = κ(s−1)(h+h2).
Then taking ωj = ωj,ε as in (3.9), the hypothesis in Proposition 3.7 is
fulfilled. Hence Opw(a) is continuous from Mp,q(ω1,ε) to M
p,q
(ω2,ε)
for every
sufficiently large ε.
The assertion now follows from Proposition 3.9. 
The next result follows in the case s > 1
2
by similar arguments,
after Proposition 2.1 has been replaced by Proposition 2.2. In order to
recapture also the case s = 1
2
we adopt a different argument used in [2]
for similar statements.
Theorem 3.11. Let A be a fixed real d × d matrix, s ≥ 1
2
, and let
a ∈ Γ∞s (R2d). Then OpA(a) is continuous on Ss(Rd) and on S ′s(Rd).
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Proof. By Theorem 3.1 it suffices to consider the case A = 0, that is
for the operator
Op0(a)f(x) = (2π)
− d
2
∫
Rd
a(x, ξ)f̂(ξ)ei〈x,ξ〉 dξ.
The proof can be easily extended to OpA(a) for general A.
First let
ms(r) =
∞∑
j=0
rj
(j!)2s
, r ≥ 0,
and set
ms,τ (x) = ms(τ〈x〉2), τ > 0, x ∈ Rd.
It follows from [12] that ms,τ(x) satisfies
C−1e(2s−ε)η
1
2s 〈x〉
1
s ≤ ms,τ (x) ≤ Ce(2s+ε)η
1
2s 〈x〉
1
s , (3.12)
for every ε > 0. Moreover we have
1
ms,τ (x)
∞∑
j=0
τ j
(j!)2s
(1−∆ξ)jei〈x,ξ〉 = ei〈x,ξ〉.
For fixed α, β ∈ Nd, we have
(2π)
d
2xαDβx(Op0(a)f)(x)
= xα
∑
γ≤β
(
β
γ
)∫
Rd
ξγDβ−γx a(x, ξ)f̂(ξ)e
i〈x,ξ〉 dξ
=
xα
ms,τ (x)
∑
γ≤β
(
β
γ
)
hτ,β,γ(x),
where
hτ,β,γ(x) =
∞∑
j=0
τ j
(j!)2s
∫
Rd
(1−∆ξ)j
[
ξγDβ−γx a(x, ξ)f̂(ξ)
]
ei〈x,ξ〉 dξ.
By (1.8), there exist ε, h1, C > 0 such that
|hτ,β,γ(x)| . eh|x|
1
s
∞∑
j=0
(Cτ)jε|β−γ|(β − γ)!s
∫
Rd
|ξ||γ|e−(h1−h)|ξ|
1
s dξ.
for every h > 0.
Hence, taking h sufficiently small, letting τ < C−1, and using (3.12)
and standard estimates for binomial and factorial coefficients, it follows
that there exists h > 0 depending only on s and τ only such that
sup
x∈Rd
∣∣xαDβx(Op0(a)f)(x)∣∣ . h|α+β|(α!β!)s.
This concludes the first part of the proof. The extension to the dual
space S ′s(Rd) is straightforward and is left for the reader. 
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The following result follows by similar arguments as in the previous
proof. The verifications are left for the reader.
Theorem 3.12. Let A be a d × d real matrix, s > 1
2
and let a ∈
Γ∞1,s(R
2d). Then OpA(a) is continuous from Σs(R
d) to Ss(Rd), and
from S ′s(Rd) to Σ′s(Rd).
Remark 3.13. Let A be a d × d real matrix, s > 1
2
, ω ∈ Ps(R2d), and
let a ∈ S(ω)s (R2d). By Remark 1.8 and Theorem 3.10 it follows that
OpA(a) is continuous on Σs(R
d) and on Σ′s(R
d).
If instead 1
2
≤ s < 1, then Remark 1.8 and Theorem 3.11 show that
OpA(a) is continuous on Ss(Rd) and on S ′s(Rd).
3.3. Compositions of pseudo-differential operators. Next we de-
duce algebraic properties of pseudo-differential operators considered in
Theorem 3.1. We recall that for pseudo-differential operators with sym-
bols in e. g. Hörmander classes, we have
Op0(a1#0a2) = Op0(a1) ◦Op0(a2),
when
a1#0a2(x, ξ) ≡
(
ei〈Dξ ,Dy〉(a1(x, ξ)a2(y, η)
)∣∣∣
(y,η)=(x,ξ)
.
More generally, if A is a real d× d matrix and a1#Aa2 is defined by
a1#Aa2 ≡ ei〈ADξ,Dx〉
((
e−i〈ADξ,Dx〉a1
)
#0
(
e−i〈ADξ,Dx〉a2
))
, (3.13)
for a1 and a2 belonging to certain Hörmander symbol classes, then it
follows from the analysis in [11] that
OpA(a1#Aa2) = (OpA(a1) ◦OpA(a2)). (3.14)
By Theorem 3.1, the definition (3.13) still makes sense for symbol
classes considered in Theorem 3.1, and in the following result we show
that (3.14) holds true for such symbol classes.
Theorem 3.14. Let A be a real d×d-matrix, and let ωj ∈ Ps(R2d), j =
1, 2. Then the following is true:
(1) If s ≥ 1
2
, aj ∈ S(ωj)s (R2d), j = 1, 2, then a1#Aa2 ∈ S(ω1ω2)s (R2d),
and (3.14) hold true.
(2) If s > 1
2
, aj ∈ Γ∞0,s(R2d), j = 1, 2, then a1#Aa2 ∈ Γ∞0,s(R2d), and
(3.14) hold true.
(3) If s ≥ 1
2
, aj ∈ Γ∞s (R2d), j = 1, 2, then a1#Aa2 ∈ Γ∞s (R2d), and
(3.14) hold true.
For the proof of Theorem 3.14 (3) we have the following.
Proposition 3.15. Let h > 0, A be a real d×d-matrix, a, b ∈ Γ∞s (R2d),
and set aε1,ε2(x, ξ) = e
−(ε1|x|2+ε2|ξ|2)a(x, ξ), ε1, ε2 > 0. Then the follow-
ing is true:
(1) aε1,ε2#0b→ a#0b as ε1, ε2 → 0+.
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(2) Op0(aε1,ε2)g → Op0(a)g as ε1, ε2 → 0+, and g ∈ S 1
2
(Rd).
Proof. The assertion (1) follows from Proposition 1.9 and its proof,
Proposition 1.10 and Theorem 3.1 (3).
(2) Let gε be defined by ĝε = e
−ε| · |2 ĝ, and let
aε(x, ξ) ≡ e−ε|x|2a(x, ξ).
Then gε → g in S 1
2
(Rd), and (1) gives aε → a and aε1,ε2 → a in
Γ∞,h11
2
(R2d) as ε, ε1, ε2 → 0+.
This gives
lim
ε1→0+
(
lim
ε2→0+
(Op0(aε1,ε2)g)
)
= lim
ε1→0+
(
lim
ε2→0+
e−ε1| · |
2
(Op0(a)gε2)
)
= Op0(a)g,
and (2) follows. 
Proof of Theorem 3.14. (1) By the previous proposition, it suffices to
consider the Weyl case, A = 1
2
· I. Let ω0 = ω1ω2, and set
ωj,R(X, Y ) = ωj(X)e
−R|Y |
1
s , j = 0, 1, 2.
We claim
1
ω0,R(X, Y )
.
1
ω1,R0(X − Y + Z,Z)
· 1
ω2,R0(X + Z, Y − Z)
, (3.15)
for some R0 = cR + c0, where c and c0 are independent of R > 0.
In fact,
1
ω0,R(X, Y )
=
eR|Y |
1
s
ω0(X)
.
ecR|Z|
1
s ecR|Y−Z|
1
s
ω1(X)ω2(X)
.
ecR|Z|
1
s ec0|Y−Z|
1
s
ω1(X − Y + Z) ·
ecR|Y−Z|
1
s ec0|Z|
1
s
ω2(X + Z)
=
1
ω1,R0(X − Y + Z,Z)
· 1
ω2,R0(X + Z, Y − Z)
,
for some R0 = cR + c0, where c, c0 are independent of R.
Now assume that aj ∈ S(ωj)s , j = 1, 2. Since S(ωj)s is contained in
M∞,1(1/ωj,R) for every R > 0, Theorem 6.4 in [18] and (3.15) show that
a1#a2 is uniquely defined and belongs to M
∞,1
(1/ω0,R)
for every R > 0.
That is, a1#a2 ∈
⋂
R>0
M∞,1(1/ω0,R) = S
(ω0)
s .
The result now follows from the fact that Opw(a1#a2) = Op
w(a1) ◦
Opw(a2) when a1 ∈ M∞,1(1/ω1,R)(R2d) and a2 ∈ S 12 (R
2d), that S 1
2
(R2d)
is narrowly dense in M∞,1(1/ω0,R), and that a1#a2,j → a1#a2 narrowly as
a2,j → a2 narrowly.
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The assertions (2) and (3) in the case s > 1
2
follow by similar argu-
ments as the proof of (1), and are left for the reader. The assertion (3)
in the case s = 1
2
follows from Proposition 3.15. 
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