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Abstract. In this paper, an explicit hierarchy of differential equa-
tions for the τ -functions defining the moduli space of curves with
automorphisms as a subscheme of the Sato Grassmannian is ob-
tained. The Schottky problem for Riemann surfaces with automor-
phisms consists of characterizing those p.p.a.v. that are Jacobian
varieties of a curve with a non-trivial automorphism. A character-
ization in terms of hierarchies of p.d.e. for theta functions is also
given.
1. Introduction
The objective of the Schottky problem is to characterize the prin-
cipally polarized abelian varieties (p.p.a.v.) which are Jacobians of
smooth algebraic curves. This problem was solved, in the framework
of the theory of KP equations, by Shiota ([Sh]). The analogous problem
for Prym varieties was studied and partially solved by Shiota ([Sh2])
in terms of the BKP hierarchy.
The Schottky problem for Pryms is also related to the characteri-
zation of Jacobians of algebraic curves which admit a non-trivial in-
volution. The moduli space of curves with non-trivial automorphisms
was studied in the previous paper ([GMP]), and the points of the Sato
Grassmannian defined by those curves were characterized. Moreover,
an explicit set of algebraic equations defining the moduli space of curves
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with automorphisms as a subscheme of the Sato Grassmannian were
obtained.
In §3 of the present paper, these equations are given as an explicit
hierarchy of differential equations for the τ -functions (Theorems 3.14
and 3.15). The first non-trivial equations are studied in detail and
related to the KP and KdV hierarchies.
These results do not solve the Schottky problem for Riemann surfaces
with automorphisms. For solving this problem one must characterize
the conditions that a theta function of a p.p.a.v. should satisfy in
order to be a jacobian theta function of a curve with a non-trivial
automorphism. Such a characterization is obtained in this paper, as
follows.
Let XΩ be an irreducible p.p.a.v. of dimension g. For a natural
number r, the r-th Baker-Akhiezer functions are defined from the theta
function of XΩ and some auxiliary data; namely, an r-tuple of g ×∞-
matrices (A(1), . . . , A(r)) of rank g and r symmetric quadratic forms
Q(1), . . . , Q(r) (see subsection 4.B for precise definitions).
Theorem (Characterization). Let XΩ be an irreducible p.p.a.v. of
dimension g > 1.
Then the following conditions are equivalent.
(1) There exists a projective irreducible smooth genus g curve C
with a non-trivial automorphism σC : C → C such that XΩ is
isomorphic as a p.p.a.v. to the Jacobian of C.
(2) There exist a prime number p, p matrices A(1), . . . , A(p) (A(j)
being a g × ∞-matrix of rank g) and p symmetric quadratic
forms Q(1), . . . , Q(p), such that
a) for some ξ0 ∈ C
g the corresponding BA-functions satisfy
the (1, p. . ., 1)-KP hierarchy
Res
(
p∑
j=1
z−δju−δjv ψ
(j)
u,ξ0
(z, t)ψ
∗(j)
v,ξ0
(z, s)
)
dz = 0 , and
b) there exists ξ1 ∈ C
g (depending on ξ0) such that
Res
(
p∑
j=1
z−δju−δjv ψ
(j+1)
v+1,ξ0
(z, σ∗(t))ψ
∗(j)
u,ξ1
(z, s)
)
dz = 0
where σ∗(t) := (t(p), t(1), t(2), . . . , t(p−1)).
This theorem can be understood as a translation into equations of
the characterization theorems of §5, where they are stated in terms of
orbits of finite dimension as in the approach of Mulase ([M]) and Shiota
([Sh]). The idea of our proof is similar to the first part of the paper of
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Shiota; in fact, our main ingredient is a generalization of Theorem 6 of
Shiota to the case of the (1, r. . ., 1)-KP hierarchy (see Theorem 6.2).
Standard arguments allow us to reinterpret the above identities as
a hierarchy of PDE for the associated tau functions. The final step
of our program should consist of proving that the “first” non-trivial
equations of the hierarchy suffice to characterize the theta functions of
Riemann surfaces with non-trivial automorphisms. This problem has
an analytical counterpart which is the analogue of Shiota’s proof of
Novikov conjecture. We hope to study it in a future paper.
2. Preliminary results
2.A. Formal group schemes. We establish the notation and recall
some of the results proved in the papers [MP2] and [GMP] that will be
used in subsequent sections.
In what follows, V will denote a finite C((z))–algebra endowed with
an action of the group Z/pZ, where p is a prime number, such that its
fixed subset V Z/pZ is equal to C((z)). Let σ denote a (fixed) generator
of this subgroup of AutC((z)) V .
Since V is a finite C((z))-algebra, there are canonical maps given by
the trace and the norm
Tr: V −→ C((z))
Nm: V −→ C((z))
which map an element g in V to the trace (respectively norm) of the
homothety of V defined by g (as a C((z))-vector space).
Throughout the paper, we will consider only the following two cases.
(a) Ramified case: V = VR = C((z1)), where the C((z))–algebra
structure is given by mapping z to zp1 and σ is given by σ(z1) =
ωz1, where ω is a primitive p-th root of 1 in C. In this case we
set V +R = C[[z1]] and V
−
R = z
−1
1 C[z
−1
1 ].
(b) Non-ramified case: V = VNR = C((z1))×· · ·×C((zp)), where the
C((z))–algebra structure is given by mapping z to (z1, . . . , zp)
and σ is given by σ(zi) = zi+1 (for i < p) and σ(zp) = z1.
In this case we set V +NR = C[[z1]] × · · · × C[[zp]] and V
−
NR =
z−11 C[z
−1
1 ]× · · · × z
−1
p C[z
−1
p ].
Example 2.1. Let C be a projective irreducible smooth curve with an
order p automorphism, denoted by σC : C → C.
If π : C → C := C/ <σC > denotes the quotient map and p ∈ C is
a smooth point, then the ÔC,p-algebra ÔC,π−1(p) is isomorphic to one of
the above types.
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The formal base curve is Ĉ := Spf C[[z]] and the formal spectral cover
is ĈV := Spf V
+. Let ΓV be the formal group scheme representing the
functor
{category of formal C-schemes}  {category of groups}
S  
(
V ⊗ˆCH
0(S,OS)
)∗
0
where the subscript 0 denotes the connected component of the identity
and the superscript ∗ denotes the invertible elements. Replacing V by
V + (respectively by 1 + V −) we define the subgroup Γ¯+V (respectively
Γ−V ) and thus obtain the decomposition
ΓV = Γ
−
V × Γ¯
+
V .
The formal Jacobian of the formal spectral cover is the formal group
scheme J (ĈV ) := Γ
−
V . A straightforward calculation shows that J (ĈV )
is the formal spectrum of the ring
O(J (ĈV )) = C{{t
(1)
1 , t
(1)
2 , . . . }}⊗̂ . . . ⊗̂C{{t
(r)
1 , t
(r)
2 , . . . }}
where t
(j)
i are indeterminates, C{{t1, t2, . . . }} denotes the inverse limit
lim
←−
C[[t1, . . . , tn]], and r = 1 for the ramified case (in which case the
superscript (1) is dropped) and r = p for the non-ramified one.
Replacing V , V + and V − by C((z)), C[[z]] and z−1C[z−1] respec-
tively in the previous constructions, one obtains formal schemes Γ, Γ¯+
and J (Ĉ) := Γ−. It is straightforward that the canonical morphism
C((z)) →֒ V gives rise to Γ →֒ ΓV and that the trace and the norm
yield corresponding morphisms ΓV → Γ.
Recall that the Abel map φV : ĈV −→ J (ĈV ) is the morphism
corresponding to the ĈV -valued point of ΓV associated to the r-tuple
of series
(2.2)
((
1−
z¯1
z1
)−1
, . . . ,
(
1−
z¯r
zr
)−1)
where ĈV ≃ Spf (C[[z¯1]]× · · · × C[[z¯r]]), with r = 1 in the ramified
case and r = p in the non ramified one.
Proposition 2.3. The Albanese variety of ĈV is the pair (J (ĈV ), φV ).
Proof. This statement is proved in [MP] for the case V = C((z)). The
present case follows from that result and from the fact that the Al-
banese variety of a disjoint union is the product of the corresponding
Albanese varieties. 
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The natural morphism ĈV
π
−→ Ĉ induces two group homomor-
phisms; namely, the pull-back
π∗ : J (Ĉ) −→ J (ĈV )
and the Albanese
J (ĈV ) −→ J (Ĉ) .
The Albanese map coincides with the restriction of the Nm to J (ĈV );
it will also be denoted by Nm.
Observe that the automorphism σ of V gives rise to automorphisms
of ΓV and J (ĈV ) (also denoted by σ) such that Γ
σ
V = C((z)) and
J (ĈV )
σ = J (Ĉ). In particular, it follows that Tr (respectively Nm)
maps an element g ∈ ΓV to
∑p−1
i=0 σ
i(g) (respectively
∏p−1
i=0 σ
i(g)).
2.B. Infinite Grassmannians. Recall that the infinite Grassman-
nian Gr(V ) of the pair (V, V +) is a C-scheme, which is not of finite
type, whose set of rational points is{
subspaces U ⊂ V such that U → V/V +
has finite dimensional kernel and cokernel
}
.
This scheme is equipped with the determinant bundle, DetV , which is
the determinant of the complex of OGr(V )-modules
L −→ V/V + ⊗ˆCOGr(V ) ,
where L is the universal submodule of Gr(V ) and the morphism is the
natural projection. The connected components of the Grassmannian
are indexed by the Euler–Poincare´ characteristic of the complex. The
connected component of index m will be denoted by Grm(V ).
The group ΓV acts by homotheties on V , and this action gives rise
to a natural action on Gr(V )
ΓV ×Gr(V ) −→ Gr(V ) .
Furthermore, this action preserves the determinant bundle.
These facts allow us to introduce τ -functions and Baker-Akhiezer
functions of points of Gr(V ). Let us recall the definition and some
properties of these functions ([MP2], §3).
The determinant of the morphism L → V/V +⊗ˆCOGr(V ) gives rise to
a canonical global section
Ω+ ∈ H
0(Gr0(V ),Det∗V ) .
In order to extend this section to Gr(V ) (in a non-trivial way), we fix
elements vm ∈ V
+ for m > 0 such that dimV +/vmV
+ = m. Setting
v−m := v
−1
m for m > 0, we define Ω+(U) := Ω+(v
−1
m U) for U ∈ Gr
m(V ).
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Now, the τ -function and BA functions will be introduced follow-
ing [MP2]. The τ -function of U , τU (t), is a function on J (ĈV ) and is
introduced as a suitable trivialization of the function g 7→ Ω+(gU) for
g ∈ J (ĈV ),
τU(g) =
Ω+(gU)
gδU
where δU is a non-zero element in the fibre of Det
∗
V over U .
Let t be the set of variables (t(1), . . . , t(r)) (where t(j) = (t
(j)
1 , t
(j)
2 , . . . ))
and z

denote (z1, . . . , zr). For 1 ≤ u, v ≤ r, let [zv] := (zv,
z2v
2
, z
3
v
3
, . . . ),
t + [zv] := (t
(1), . . . , t(v) + [zv], . . . , t
(r)), Uuu = U and, if u 6= v, Uuv :=
(1, . . . , zu, . . . , z
−1
v , . . . , 1) · U .
The u-th Baker-Akhiezer function of a point U ∈ Gr(V ) is the V -
valued function
ψu,U(z, t) :=
exp(−∑
i≥1
t
(1)
i
zi1
)τUu1(t+ [z1])
τU(t)
, . . . , exp
(
−
∑
i≥1
t
(r)
i
zir
)τUur(t+ [zr])
τU (t)
 .
From the decomposition V =
∏r
i=1C((zi)) we can write
ψu,U(z, t) = (ψ
(1)
u,U (z1, t), . . . , ψ
(r)
u,U (zr, t)) ∈
r∏
i=1
(
C((zi))⊗̂CO(J (ĈV ))
)
.
Let pn(t) be the Schur polynomials and ∂˜t(j) = (∂t(j)1
, 1
2
∂
t
(j)
2
, 1
3
∂
t
(j)
3
, . . .).
Using the identity exp
(∑
i≥1 z
i
j ∂˜t(j)i
)
τUuj(t) = τUuj(t+ [zj ]), we obtain
(2.4)
ψ
(j)
u,U (zj , t) = exp
−∑
i≥1
t
(j)
i
zij
 τUuj(t+ [zj ])
τU (t)
=
=
∑
i≥0
pi(−t
(j))
zij

(∑
i≥0 pi(∂˜t(j))z
i
j
)
τUuj(t)
τU(t)
.
The main property of these Baker-Akhiezer functions is that they
can be understood as generating functions for U as a subspace of V ,
as we recall next.
Theorem 2.5 ([MP2]). Let U ∈ Grm(V ). Then
ψu,U(z, t) = v
−1
m ·(1, . . . , zu, . . . , 1)·
∑
i>0
(
ψ
(i,1)
u,U (z1), . . . , ψ
(i,r)
u,U (zr)
)
pui,U(t)
where {
(ψ
(i,1)
u,U (z1), . . . , ψ
(i,r)
u,U (zr)) | i > 0 , 1 ≤ u ≤ r
}
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is a basis of U and pui,U(t) are functions in t.
Consider the following pairing
V × V −→ C
(a, b) 7−→ Resz=0Tr(a, b) dz .
Since it is non-degenerate, there is an involution of Gr(V ) which maps
any point U to its orthogonal complement U⊥. This involution sends
the connected component Grm(V ) to Gr1−m−p(V ) in the ramified case
and to Gr−m(V ) in the non-ramified one.
Finally, the adjoint Baker-Akhiezer functions of U are defined by
ψ∗u,U(z, t) := ψu,U⊥(z,−t) ,
whose components are given by
(2.6) ψ
∗(j)
v,U (zj , s) =
∑
i≥0
pi(s
(j))
zij

(∑
i≥0 pi(−∂˜s(j))z
i
j
)
τUjv(s)
τU (s)
.
3. Moduli of curves with an order p automorphism
The aim of this section is to give explicit differential equations that
characterize the tau functions coming from curves with an order p
automorphism among the tau functions coming from curves.
Recall from §5 of [GMP] thatM∞(p,R) (respectivelyM∞(p,NR)) is
the subscheme of Gr(VR) (respectively Gr(VNR)) parametrizing (C, σC, x, tx)
where C is a curve, σC is an order p automorphism of C, x is a smooth
point of C fixed under σC (respectively an orbit consisting of p pairwise
distinct points) and tx is a formal parameter at x.
More precisely, if M∞(1) (respectively M∞(p)) is the moduli space
parameterizing (C, x, tx) where C is a curve, x is a smooth point (re-
spectively p pairwise distinct smooth points) and a formal parameter
at x, then the Krichever map induces an immersion
Kr: M∞(1) →֒ Gr(VR)
(respectively Kr :M∞(p) →֒ Gr(VNR)) such that
(3.1) M∞(p,R) = M∞(1) ∩Gr(VR)
σ
(respectivelyM∞(p,NR) =M∞(p)∩Gr(VNR)
σ) where Gr(V )σ denotes
the set of points in Gr(V ) fixed under the action of σ.
Therefore, our task consists of writing down the hierarchies corre-
sponding to these subschemes.
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3.A. Hierarchies for invariant subspaces. The automorphism of
Gr(V ) induced by σ : V → V will also be denoted by σ; it preserves
the determinant bundle. If we denote by Gr(V )σ the set of points in
Gr(V ) fixed under the action of σ, then it is known that Gr(V )σ is a
closed subscheme.
The action of σ on Gr(V ) can be easily described in terms of the
Baker-Akhiezer and the tau functions, as we show next.
Let us begin by studying the ramified case. We denote
λ t = (λ t1, λ
2t2, . . . , λ
jtj , . . .) for any λ ∈ C
and
σ∗(t) := ω−1 t .
Then
τσ(U)(t) = τU (ω
−1 t)
(up to a constant) and
(3.2) ψσ(U)(z1, t) = ψU (ω
−1 z1, ω
−1 t) = σ−1 (ψU ( z1, σ
∗(t)))
where the expression on the r.h.s. corresponds to the action of σ on V ;
that is, since ψU(z1, t) is V -valued, σ acts on z1 and acts trivially on t.
It is also known that a point U ∈ Gr(V ) lies in Gr(V )σ if and only if
its BA functions satisfy the following identities ([MP2], Theorem 3.15).
(3.3) Resz=0Tr
(
1
z1
ψσ(U)(z1, t)ψ
∗
U (z1, s)
)
dz
z
= 0
Then, one has the following
Theorem 3.4 (ramified case). Let V = VR and let U be a closed point
of Gr(V ).
Then U is a point of Gr(V )σ if and only its τ -function τU satisfies
the following differential equations
(3.5) ∑
β1+β2−α1−α2=1
α1−β1≡j (mod p)
(
Dλ1, α1(−∂˜x)pβ1(∂˜x)Dλ2, α2(∂˜s)pβ2(−∂˜s)
)
τU(x) τU (s) = 0
for all Young diagrams λ1, λ2 and all integers j ∈ {0, . . . , p−1}, where
the definition of Dλ, α is
Dλ, α(∂˜y)(f(y)) :=
∑
λ−µ=(α)
χµ(∂˜y)(f(y))|y=0 .
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Proof. Let U be a closed point of Gr(V ). The residue condition given
by (3.3) is equivalent to the vanishing of the constant term of
p∑
j=1
1
ωjz1
ψσ(U)(ω
jz1, t)ψ
∗
U (ω
jz1, s) =
p∑
j=1
1
ωjz1
ψU (ω
j−1z1, ω
−1t)ψ∗U (ω
jz1, s)
Using (2.4) and (2.6) this coefficient turns out to be
p∑
j=1
∑
β1+β2−α1−α2=1
ωj(β2+β1−α1−α2−1)+α1−β1 ·
· pα1(−ω
−1t)pβ1(∂˜ω−1t)τU(ω
−1t) · pα2(s)pβ2(−∂˜s)τU(s) .
Since this coefficient must vanish for each p-th rooth ωj of 1 (note
that the case ω0 = 1 is precisely the KP-hierarchy, see [MP]), we obtain
the equivalent conditions∑
β1+β2−α1−α2=1
α1−β1≡j (mod p)
pα1(−ω
−1t)pβ1(∂˜ω−1t)τU (ω
−1t)pα2(s)pβ2(−∂˜s)τU (s) = 0
for all j in {0, . . . , p− 1} and all t and s.
Equivalently (substituting ω−1t by x), we obtain
(3.6)
∑
β1+β2−α1−α2=1
α1−β1≡j (mod p)
pα1(−x)pβ1(∂˜x)τU (x)pα2(s)pβ2(−∂˜s)τU(s) = 0
for all values of x and s, and for all j in {0, . . . , p− 1}.
Since the vanishing of a function f(x, s) (such as the left hand side
of (3.6)) for all values of x and s is equivalent to the vanishing of
χλ1(∂˜x)χλ2(∂˜s)f(x, s)|x=0,s=0 for all Young diagrams λ1 and λ2, a calcu-
lation shows that (3.6) is equivalent to (3.5), thus proving the theo-
rem. 
Remark 3.7. We now compute the first equations in the previous state-
ment and relate them to the KP equations. Observe that if Ej denotes
the l.h.s. of equation (3.5) for j ∈ {0, . . . , p−1}, then the KP hierarchy
is E0 + · · ·+ Ep−1 = 0. Let us make this explicit.
The first non trivial equation in the KP hierarchy, which corresponds
to the Young diagrams λ1 = (1, 1, 1) and λ2 = 0, is the celebrated KP
equation
τU(0)χ(2,2)(∂˜s)τU(s)|s=0 − p1(∂˜x)τU (x)|x=0 · χ(2,1)(∂˜s)τU(s)|s=0
+ p2(∂˜x)τU (x)|x=0χ(1,1)(∂˜s)τU (s)|s=0 = 0 .
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On the other hand, equations (3.5) for the same Young diagrams are{
p1(∂˜x)τU (x)|x=0 · χ(2,1)(∂˜s)τU (s)|s=0 = 0
τU (0)χ(2,2)(∂˜s)τU (s)|s=0 + p2(∂˜x)τU (x)|x=0χ(1,1)(∂˜s)τU (s)|s=0 = 0 ,
for p = 2 and 
p1(∂˜x)τU (x)|x=0 · χ(2,1)(∂˜s)τU (s)|s=0 = 0
τU(0)χ(2,2)(∂˜s)τU (s)|s=0 = 0
p2(∂˜x)τU (x)|x=0χ(1,1)(∂˜s)τU (s)|s=0 = 0 .
for p 6= 2
Example 3.8. As an example we give some more equations from (3.5)
for other pairs of Young diagrams. Note that the corresponding equa-
tions in the KP hierarchy are all trivial.
(1) Consider the Young diagrams λ1 = 0 and λ2 = (1) and the
corresponding p equations given by (3.5).
If p = 2, both equations are trivial.
However, if p 6= 2, two of the equations (3.5) (the cases α1−
β1 ≡ 0 (mod p) and α1 − β1 ≡ −2 (mod p)) are equivalent to
the following
τU (0) · p2(∂˜x)τU (x)|x=0 = 0 .
Similarly, the consideration of λ1 = (1) and λ2 = 0 in (3.5)
yields trivial equations for p = 2, whereas for p 6= 2 we obtain
τU(0) · p2(−∂˜x)τU(x)|x=0 = 0 .
(2) More generally, for n ≥ 2 and not divisible by p we obtain
τU (0) · pn(∂˜t)τU(t)|t=0 = 0
τU(0) · pn(−∂˜t)τU(t)|t=0 = 0
when considering (3.5) with λi = (n− 1) and λj = 0.
(3) When n ≥ 2 is not divisible by p, we obtain
p1(∂˜t)τU(t)|t=0 · pn+1(∂˜s)τU(s)|s=0 = 0
p1(∂˜t)τU (t)|t=0 · pn+1(−∂˜s)τU(s)|s=0 = 0
by considering λi = (n− 1, 1) and λj = 0.
(4) When n ≥ 1 is not divisible by p, the equations become
p2(∂˜t)τU(t)|t=0 · pn+2(∂˜s)τU(s)|s=0 = 0
p2(−∂˜t)τU(t)|t=0 · pn+2(−∂˜s)τU(s)|s=0 = 0
for λi = (n+ 1, 2) and λj = 0.
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Remark 3.9. Let us study the relation with the KdV hierarchy. Con-
sider an invariant point U ∈ Gr(V )σ (in the ramified case). If we
impose the condition that C[z−1] · U = U , then we obtain the p-KdV
hierarchy. To see this, recall that the τ -function of U , τU , is (up to a
constant) the pullback of the global section Ω+ to ΓV by
ΓV × {U} −→ Gr(V ) .
Since the condition means that Γ− · U = U , we obtain the following
diagram
P


/
≃
""E
EE
EE
EE
EE
Γ−V


// Gr(V )
Γ−V /Γ
−
::uuuuuuuuu
where
P :=
{
g ∈ J (ĈV ) | Nm(g) = 1
}
=
{
exp
(∑
tiz
−i
1
)
∈ ΓV | ti = 0 for i = p˙
}
.
Therefore, for the ramified case and for p = 2, it makes sense to write
τU = τU(t1, t3, . . . ) as an element of O(P) = C{{t1, t3, . . . }} so that the
τ -function only depends on ti with i odd. The resulting hierarchy is the
classical KdV hierarchy (see also [SW], Proposition 5.11).
Now we focus in the non-ramified case. Denote
σ∗(t) := (t(p), t(1), t(2), . . . , t(p−1));
then the corresponding relations are as follows.
τσ(U)(t) = τσ(U)((t
(1), . . . , t(p))) =
= τU((t
(p), t(1), t(2), . . . , t(p−1))) = τU (σ
∗(t))
(up to a constant) and
(3.10)
ψu,σ(U)(z, t) = (ψ
(2)
u+1,U (z1, σ
∗(t)), ψ
(3)
u+1,U (z2, σ
∗(t)), . . . , ψ
(1)
u+1,U (zp, σ
∗(t))) =
= σ−1 (ψu+1,U(z, σ
∗(t)))
where the action of σ on the r.h.s. is the action on V -valued functions.
It is also known that a point U ∈ Gr(V ) lies in Gr(V )σ if and only
if its BA functions satisfy the following identities ([MP2])
(3.11) Resz=0Tr
(
ψu,σ(U)(z, t)
(1, . . . , zu, . . . , 1)
·
ψ∗v,U(z, s)
(1, . . . , zv, . . . , 1)
)
dz = 0
for all u, v ∈ {1, . . . , p} where (1, . . . , zu, . . . , 1) denotes the element of
V with entries equal to 1 except the u-th, which is zu.
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In a similar manner to the ramified case but this time using (3.11),
we obtain the following result.
Theorem 3.12 (non-ramified). Let V = VNR and let U be a closed
point of Gr(V ).
Then U is a point of Gr(V )σ if and only the τ -functions of U , τUuv ,
satisfy the following differential equations.
p∑
j=1
∑
β1+β2−α1−α2
= δju+δjv−1
(
Dλj , α1(−∂˜x(j+1))pβ1(∂˜x(j+1))Dˇ
j+1
λ

(∂˜x) τUu+1,j+1(x) ·
·Dµj , α2(∂˜s(j))pβ2(−∂˜s(j))Dˇ
j
µ

(∂˜s) τUjv(s)
)
= 0
for all Young diagrams λ1, µ1, . . . , λp, µp, where the differential operator
Dˇ
k
µ

is given by
Dˇ
k
µ

(∂˜s)(f(s)) =
∏
ℓ 6=k
χµℓ(∂˜sℓ)(f(y))|sℓ=0 .
Proof. Let U be a closed point of Gr(V ). The residue condition given
by (3.11) is equivalent to the vanishing of
Res
 p∑
j=1
z−δju−δjv ψ
(j)
u,σ(U)(z, t)ψ
∗(j)
v,U (z, s)
 dz =
= Res
 p∑
j=1
z−δju−δjv ψ
(j+1)
u+1,U (z, σ
∗(t))ψ
∗(j)
v,U (z, s)
 dz
Using (2.4) and (2.6) and denoting x = σ∗(t), the coefficient of z−1
in the latter sum turns out to be
(3.13)
p∑
j=1
∑
β1+β2−α1−α2
= δju+δjv−1
pα1(−x
(j+1)pβ1(∂˜x(j+1))τUu+1,j+1(x) ·
· pα2(s
(j))pβ2(−∂˜s(j))τUjv(s) .
Since the vanishing of the function f(x, s) one given by (3.13) for all
values of x and s is equivalent to the vanishing of∏
1≤a,b≤p
χλa(−∂˜x(a))χµb(∂˜s(b))f(x, s)|x=0,s=0
for all Young diagrams λ1, µ1, . . . , µp, a calculation shows that the van-
ishing of (3.13) is equivalent to (3.11), thus proving the theorem. 
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3.B. Equations of the moduli space. Recalling the relation 3.1
and the Theorem 3.4 we can now write down the characterization of
M∞(p,R) in terms of differential equations for the τ -functions.
Theorem 3.14 (ramified case). Let V = VR and let U be a closed point
of Grm(V ).
Then U is a point ofM∞(p,R) if and only if its τ -function τU (t) sat-
isfies the following set of differential equations, for all Young diagrams
λ1, λ2, λ3, λ, and all integers j in {0, 1, . . . , p− 1}.
(1) The equations (3.5):∑
β1+β2−α1−α2=1
α1−β1≡j (mod p)
(
Dλ1, α1(−∂˜x)pβ1(∂˜x)Dλ2, α2(∂˜s)pβ2(−∂˜s)
)
τU(x) τU (s) = 0
(2) ∑
β−α=m
(
Dλ, α(∂˜t)pβ(−∂˜t)
)
τU (t) = 0
(3) ∑
β1+β2+β3−α1−α2−α3=2−m
(
Dλ1, α1(−∂˜t)pβ1(∂˜t)Dλ2, α2(−∂˜s)pβ2(∂˜s) ·
·Dλ3, α3(∂˜u)pβ3(−∂˜3)
)
τU (x) τU (s) τU (t) = 0 .
Similarly, we can write down differential equations for M∞(p,NR)
for the non ramified case. In this case the non-trivial curves with
automorphisms appear when m ≤ 0; if −m = qp + f with 0 ≤ f < p,
then vm = z
q+1
1 · . . . · z
q+1
f · z
q
f+1 · . . . · z
q
p, and v−m = v
−1
m .
Theorem 3.15 (non ramified case). Let V = VNR and let U be a closed
point of Grm(V ).
Then U is a point of M∞(p,NR) if and only if the following set
of differential equations is satisfied by its τ -functions τUuv(t), for all
Young diagrams λ

= {λ1, . . . , λp}, µ = {µ1, . . . , µp}, ν = {ν1, . . . , νp}
and all integers u, v, w in {1, 2, . . . , p}.
(1) The equations of Theorem 3.12
p∑
j=1
∑
β1+β2−α1−α2
= δju+δjv−1
(
Dλj , α1(−∂˜x(j+1))pβ1(∂˜x(j+1))Dˇ
j+1
λ

(∂˜x) τUu+1,j+1(x) ·
·Dµj , α2(∂˜s(j))pβ2(−∂˜s(j))Dˇ
j
µ

(∂˜s) τUjv(s)
)
= 0
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(2)
f∑
j=1
∑
β−α
= δju−2−q
(
Dλj , α(∂˜t(j))pβ(−∂˜t(j))Dˇ
j
λ

(∂˜t)
)
τUju(t)+
+
p∑
j=f+1
∑
β−α
= δju−1−q
(
Dλj , α(∂˜t(j))pβ(−∂˜t(j))Dˇ
j
λ

(∂˜t)
)
τUju(t) = 0
(3)
f∑
j=1
∑
β1+β2+β3−α1−α2−α3
= q+δju+δjv+δjw
(
Dλj , α1(−∂˜t(j))pβ1(∂˜t(j))Dˇ
j
λ

(−∂˜t)Dµj , α2(−∂˜s(j))pβ2(∂˜s(j))Dˇ
j
µ

(−∂˜s)
Dνj , α3(∂˜x(j))pβ3(−∂˜x(j))Dˇ
j
ν

(−∂˜x)
)
τUuj(t) τUvj (s) τUjw(x)+
+
p∑
j=f+1
∑
β1+β2+β3−α1−α2−α3 =
= q+δju+δjv+δjw−1
(
Dλj , α1(−∂˜t(j))pβ1(∂˜t(j))Dˇ
j
λ

(−∂˜t)Dµj , α2(−∂˜s(j))pβ2(∂˜s(j))Dˇ
j
µ

(−∂˜s)
Dνj , α3(∂˜x(j))pβ3(−∂˜x(j))Dˇ
j
ν

(−∂˜x)
)
τUuj(t) τUvj (s) τUjw(x) = 0 .
4. τ-functions and theta functions of Jacobians
4.A. Geometrical meaning of “formal”objects. This section aims
at motivating the relation between τ -functions and theta functions
of Jacobians. In particular, τ -functions attached to a Riemann sur-
face with marked points will be defined following the works of Fay,
Krichever, Shiota and Adler–Shiota–van Moerbecke ([F, K, Sh, ASvM]).
Throughout this section, C will be an integral complete curve over
C of genus g. Let Jg−1(C) denote the scheme parametrizing invertible
sheaves of degree g− 1. For the sake of clarity, we will assume C to be
smooth although most of the results established here hold in greater
generality.
We let r = 1 in the ramified case and r = p in the non-ramified case.
Let us fix data (C, x¯, tx¯), where x¯ = {x1, . . . , xr} are r pairwise dis-
tinct points of C and tx¯ is a collection of formal parameters {tx1 , . . . , txr}
giving corresponding isomorphisms txj : ÔC,xj
∼
→ C[[zj ]].
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Proposition 4.1. For each invertible sheaf L ∈ Jg−1(C), there is a
canonical morphism γ : J (ĈV )→ Jg−1(C) such that the diagram
ĈV

 α
//
φV

C
φL

J (ĈV ) γ
// Jg−1(C)
is commutative. Here φV is the Abel map and φL sends a point x
′ ∈ C
to L(r · x′ − x¯).
Proof. The data (C, x¯, tx¯) gives rise to a canonical morphism:
OC →֒ ÔC,x¯
∼
−→ V + .
Then we define α to be the induced morphism between the correspond-
ing schemes.
Because of the Albanese property given in Proposition 2.3, the com-
position ĈV → Jg−1(C) factors through the Abel map φV : ĈV →
J (ĈV ), thus defining γ. 
Let J∞g−1(C, x¯) be the scheme parametrizing pairs (L, φ) where L ∈
Jg−1(C) and φ : L̂x¯
∼
→ ÔC,x¯. It carries a canonical action of Γ¯
+
V since
this group acts by homotheties on the trivialization of L. Summing up,
there is an exact sequence of group schemes
0 → Γ¯+V → J
∞
g−1(C, x¯) → Jg−1(C) → 0 .
This sequence has also a formal counterpart
0 → Γ¯+V → ΓV → J (ĈV ) → 0 .
Since this last sequence splits, ΓV ≃ J (ĈV )× Γ¯
+
V and every element
g ∈ ΓV can be written as (g−, g+) with g− ∈ J (ĈV ), g+ ∈ Γ¯
+
V and
g = g− · g+.
Proposition 4.2. Let (L, φ) be a point in J∞g−1(C, x¯). Then the Abel
maps φV and φL have canonical lifts to ΓV and J
∞
g−1(C, x¯) respectively,
and the map γ has a lift
ΓV
γ̂
//

J∞g−1(C, x¯)

J (ĈV ) γ
// Jg−1(C)
compatible with those of φV and φL.
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Proof. Let E(u, v) denote the prime form of C as a meromorphic func-
tion on C × C. Then the meromorphic function E(x,xi)
E(x,x′)
has a zero at
x = xi and a pole at x = x
′. Moreover, if zi is a coordinate at xi such
that zi(xi) = 0 and z¯i := zi(x
′), then the expansion of this function at
xi is the following series.
txi
(
E(x, xi)
E(x, x′)
)
∈
(
1−
z¯i
zi
)−1
· (1 + ziC[[zi]]) .
Therefore, the r-tuple consisting of the expansions
tx¯
(
E(x, x1)
E(x, x′)
, . . . ,
E(x, xr)
E(x, x′)
)
corresponds to a morphism ĈV → ΓV which lifts the Abel morphism
φV defined by the r-tuple (2.2).
To define the lift of φL, it is enough to observe that if the line bundle
L carries a formal trivialization φ : L̂x¯
∼
→ ÔC,x¯, then L(r · x
′ − x¯) is
canonically endowed with the trivialization given by
φ ·
r∏
i=1
E(x, xi)
E(x, x′)
.
Finally, the lift of γ is defined by
γ̂ : ΓV −→ J
∞
g−1(C, x¯)
g 7−→
(
L⊗ Lg−, φ · g
)
where Lg− is given as follows: let Di be a small disk around xi such
that zi defines a coordinate in Di, then Lg− consists of gluing the
trivial bundles on C − x¯ and on
◦
D1, . . . ,
◦
Dr by the transition functions
(g−)1, . . . , (g−)r (see [SW], Remark 6.8 and [Sh], Lemma 4). 
Recall that the Krichever map associated to (C, x¯, tx¯) is the mor-
phism
J∞g−1(C, x¯)→ Gr(V )
(L, φ) 7→ (tx¯ ◦ φ)
(
H0(C − x¯, L)
) .
Then, we obtain the following
Theorem 4.3. Let Kr denote the Krichever map associated to (C, x¯, tx¯).
For (L, φ) ∈ J∞g−1(C, x¯), let U = Kr(L, φ) ∈ Gr(V ).
Then the composition
ΓV
γ̂
−→ J∞g−1(C, x¯)
Kr
→֒ Gr(V )
coincides with the morphism µU : ΓV ∼= ΓV × {U} → Gr(V ) mapping
g to g · U .
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Proof. We have to check that (Kr ◦ γ̂)(g) = g ·U , but this is a straight-
forward consequence of the definition of γ̂. 
In particular, we have obtained morphisms
ΓV
γ̂
// J∞g−1(C, x¯)

 Kr
//
π

Gr(V )
Jg−1(C)
As a straightforward consequence of the determinantal construction of
the theta divisor in Jg−1(C) and of the determinant bundle on Gr(V ),
it follows that
Kr∗Det∗V ≃ π
∗OJg−1(Θ)
Remark 4.4. It is easy to check that there is a canonical isomorphism
of formal schemes
ΓV (U)/Γ¯
+
V ≃ Jg−1(C )̂L ,
where Jg−1(C )̂L denotes the formal completion of Jg−1(C) at the point
L. If AU = {v ∈ V : v · U ⊆ U} is the stabilizer of U , then the above
isomorphism yields, at the level of tangent spaces,
T1
(
ΓV (U)/Γ¯
+
V
)
= V/(AU + V
+) ≃ H1(C,OC)
since AU = tx¯(H
0(C − x¯,OC)). This is related to Mulase’s characteri-
zation of Jacobian varieties ([M]).
4.B. τ-function attached to a Jacobian. The relations just de-
scribed between the determinant bundle and the theta line bundle
induce an explicit relation between τ -functions and theta functions,
which we now study.
Let J(C) denote the Jacobian variety of C. Choose a symplectic
basis {α1, . . . , αg, β1, . . . , βg} for H1(C,Z) and let {ω1, . . . , ωg} denote
the corresponding canonical basis of holomorphic 1-forms on C; that
is, ∫
αi
ωj = δij and
∫
βi
ωj = Ωij
where Ω = (Ωij) is the period matrix of C. Then, as a complex torus,
we have
J(C) = Cg/Zg + ΩZg .
We also recall that the Riemann theta function associated to Ω is
the quasi-periodic function on Cg (the universal cover of J(C)) given
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by
θ(z) =
∑
m∈Zg
exp
(
2πimt z + πimtΩm
)
.
By the Riemann-Kempf Theorem, there is an identification of J(C) and
Jg−1(C) such that the zero divisor of θ(z) corresponds to the divisor
Θ ⊂ Jg−1(C). Therefore, a point ξ ∈ C
g gives rise to a invertible sheaf
Lξ ∈ Jg−1(C).
Given (C, x¯ = {x1, . . . , xr}, tx¯) there is a canonical map
H0(C,ΩC) −→ ΩĈV ≃ C[[z1]]dz1 × · · · × C[[zr]]dzr
ωi 7→
(
. . . , (a
(j)
i1 + a
(j)
i2 zj + a
(j)
i3 z
2
j + . . .)dzj , . . .
)
which maps each ωi to its local expansions at the points x1, . . . , xr.
Since we have chosen bases on both sides, for each j ∈ {1, . . . , r} we
have a g×∞ matrix over C, A(j), associated to the map H0(C,ΩC)→
C[[zj ]]dzj. Moreover, rankA
(j) = g for each j ∈ {1, . . . , r}.
Remark 4.5. The transpose of the above map is related to the map
induced by Proposition 4.1 at the level of tangent spaces.
We will now define the τ -function of (C, x1, . . . , xr, z1, . . . , zr, ξ), where
{x1, . . . , xr} are r different points in C, with respective local holomor-
phic coordinates z1, . . . , zr, and ξ ∈ C
g is a point in the universal cover
of J(C).
For each j ∈ {1, . . . , r} and each natural number n, we let η
(j)
n denote
the normalized meromorphic 1-form on C with a unique pole of order
n+ 1 at xj of the form d(z
−(n+1)
j ) +O(1) and such that∫ x
η(j)n = z
−n
j +O(zj) at x = xj .
We also consider the complex numbers q
(j)
nm defined by the following
identities. ∫ x
η(j)n = z
−n
j − 2
∞∑
m=1
q(j)nm
zmj
m
at x = xj .
If we let t be the r-tuple (t(1), . . . , t(r)) where each t(j) is a family of
variables (t
(j)
1 , t
(j)
2 , . . .), then we define the following quadratic form
Q(t) =
∑
n,m≥1
q(1)nmt
(1)
n t
(1)
m + . . .+
∑
n,m≥1
q(r)nmt
(r)
n t
(r)
m
and the point A(t) of J(C) with values in C{{t(1), . . . , t(r)}} given by
A(t) = A(1)t(1) + . . .+ A(r)t(r) .
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Finally, the τ -function of (C, x1, . . . , xr, z1, . . . , zr, ξ) is defined as
follows
(4.6) τ(ξ, t) := exp(Q(t)) θ(A(t) + ξ)
for t = (t(1), . . . , t(r)).
It is worth pointing out that standard calculations shows that the
τ -function τ(ξ, t) coincides with the τ -function τU (t) of the point U
defined through the Krichever map ([SW, ASvM]).
Now, let us introduce the associated BA function for the ramified
case (r = 1) by
(4.7) ψξ(z, t) := exp(−
∑
i≥1
ti
zi
) ·
τ(ξ, t+ [z])
τ(ξ, t)
and the adjoint BA function by
(4.8) ψ∗ξ (z, t) := exp(
∑
i≥1
ti
zi
) ·
τ(ξ, t− [z])
τ(ξ, t)
where t = (t1, t2, . . .) and t+[z] = (t1+ z, t2+ z
2/2, . . . , tn+ z
n/n, . . . ).
Then it follows from [DJKM, F] that this BA function coincides with
the BA function of U (the corresponding point under the Krichever
map) and that the following equality holds
(4.9) Resz=0 ψξ(z, t)ψ
∗
ξ (z, s)
dz
z2
= 0
for all t and s.
In the non-ramified case (r = p), BA functions will be introduced
as follows. Let u, v be two integers in {1, . . . , p} and let Tuv denote
the homothety of V given by the element (1, . . . , zu, . . . , z
−1
v , . . . , 1)
if u 6= v, and the identity if u = v. Then it is easy to check that
Tuv induces an automorphism of each connected component of Gr(V )
and that these automorphisms lift canonically to automorphisms of the
determinant bundle, which will also be denoted by Tuv. In particular,
we have automorphisms of H0(Gr(V ),Det∗).
Recalling the bosonization isomorphism and the fact that O(Γ+V )
∗ ≃
O(Γ−V ), we obtain isomorphisms
T ∗uv : O(Γ
−
V )
∼
−→ O(Γ−V )
and we define
τuv(ξ, t) := T
∗
uv(τ(ξ, t))
where τ(ξ, t) is given by (4.6). Note that τUuv coincides with T
∗
uv(τU)
for any U ∈ Gr(V ).
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We will also consider the corresponding formal u−BA functions as
follows
(4.10) ψu,ξ(z·, t) :=
(
ψ
(1)
u,ξ(z1, t), . . . , ψ
(r)
u,ξ(zr, t)
)
where
(4.11) ψ
(j)
u,ξ(zj , t) := exp
(
−
∑
i≥1
t
(j)
i
zij
)
τuj(ξ, t+ [zj ])
τ(ξ, t)
,
and the formal adjoint u−BA functions by
(4.12) ψ∗u,ξ(z·, t) :=
(
ψ
∗(1)
u,ξ (z1, t) . . . , ψ
∗(r)
u,ξ (zr, t)
)
where
(4.13) ψ
∗(j)
u,ξ (zj, t) := exp
(∑
i≥1
t
(j)
i
zij
)
τju(ξ, t− [zj])
τ(ξ, t)
.
Then, from [MP2], we obtain that the BA functions satisfy the
(1, p. . ., 1)-KP-hierarchy
Resz=0Tr
(
ψu,U (z, t)
(1, . . . , zu, . . . , 1)
·
ψ∗v,U (z, s)
(1, . . . , zv , . . . , 1)
)
dz = 0
for all u, v ∈ {1, . . . , p}. Equivalently, in terms of τ -functions we have
(4.14)
p∑
j=1
∑
β1+β2−α1−α2
= δju+δjv−1
pα1(−t
(j)pβ1(∂˜t(j))τUu,j (t)
· pα2(s
(j))pβ2(−∂˜s(j))τUjv(s) = 0 .
Moreover, it follows from [MP2] that these hierarchies characterize
when the BA-functions (respectively τ -function) are the BA-functions
(respectively τ -function) of a point of Gr(V ).
5. Geometric characterization of Jacobian varieties with
automorphisms in terms of Sato Grassmannian
In this section we characterize the points of the Sato Grassmannian
that arise from geometric data over an algebraic curve with automor-
phisms via the Krichever construction. We prove that these points are
those whose orbit under the action of ΓV is finite dimensional (up to
the action of Γ¯+V ). A related result has been established in [GMP]. This
type of characterizations dates back to the approach of Mulase ([M]).
Let us denote by Pic(C) the moduli space of rank 1 torsion free
sheaves on C.
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We say that (C, x¯, L) is maximal for a curve C, a divisor x¯ composed
by r pairwise distinct points x1, . . . , xr in C, and L ∈ Pic(C) when one
of the following equivalent condition holds (see page 38 of [SW])
• let (C ′, x¯′, L′) be another such triple, and suppose there exists
ψ : C ′ → C a birational morphism such that ψ(x¯′) = x¯ and
ψ∗L
′ ∼→ L; then ψ is an isomorphism.
• The canonical map OC → End(L) is an isomorphism.
We begin with a detailed study of the ramified case and then gener-
alize the results to the non-ramified case.
5.A. Ramified case. For the sake of notation, in this subsection the
subscript R in VR, V
+
R , ΓVR, . . . will be omitted.
Definition 5.1. Let Pic
∞
(p,R) be the contravariant functor from the
category of C-schemes to the category of sets defined by
S  {(C, σC, x, tx, L, φx)}
where
(1) pC : C → S is a proper and flat morphism whose fibres are
geometrically integral curves.
(2) σC : C → C is an order p automorphism (over S).
(3) x : S → C is a smooth section of pC, fixed under σC, such that
the Cartier divisor x(s) is a smooth point of Cs := p
−1
C (s) for
all closed points s ∈ S.
(4) tx is an equivariant formal parameter along x(S); that is, an
equivariant isomorphism of OS-modules tx : ÔC,x(S)
∼
→ V̂ +S .
(5) L ∈ Pic(C) satisfies that (Cs, x(s), L|Cs) is maximal for all
closed point s ∈ S.
(6) φx is a formal trivialization of L along x(S); that is, an iso-
morphism φx : L̂x(S) ≃ ÔC,x(S).
(7) (C, σC , x, tx, L, φx) and (C
′, σC′, x
′, tx′, L
′, φx′) are said to be equiv-
alent when there is an isomorphism of S-schemes C
∼
→ C ′ com-
patible with all the data.
The Krichever morphism for the functor Pic
∞
(p,R) is the morphism
of functors
Kr: Pic
∞
(p,R) −→ Gr(V )
which sends the S-valued point (C, σC, x, tx, L, φx) to the following sub-
module of V̂S := V ⊗̂OS
(tx ◦ φx)
(
lim
−→
m
(pC)∗L(m · x)
)
⊂ V̂S .
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Theorem 5.2. The functor Pic
∞
(p,R) is representable by a subscheme
Pic
∞
(p,R) of Gr(V ).
Proof. Consider the morphism from Pic
∞
(p,R) to Gr(V )×Gr(V ) which
sends the S-valued point (C, σC , x, tx, L, φx) to the following pair of
submodules(
tx
(
lim
−→
m
(pC)∗OC(m · x)
)
, (tx ◦ φx)
(
lim
−→
m
(pC)∗L(m · x)
) )
∈ Gr(V )×Gr(V )
where pC : C × S → C is the projection.
From the inverse construction of the Krichever map ([K, SW]) one
has that this map is injective and that the image is contained in the
set Z of those pairs (A,L) in Gr(V )×Gr(V ) such that
OS ⊂ A , A · A ⊆ A , A · L ⊆ L , σ(A) = A .
Let us examine the maximality condition. For (A,L) satisfying the
above conditions, let AL denote the stabilizer of L
AL := {v ∈ V̂S such that v · L ⊆ L} ,
and let (C ′, σC′ , x
′, tx′ , L
′, φx′) be the geometric data defined by the
pair (AL,L). Then the inclusion A ⊆ AL gives rise to an equivariant
morphism of S-schemes ψ : C ′ → C such that ψ(x′) = x and ψ∗L
′ ≃ L.
The maximality condition says that ψs is an isomorphism for every
closed point s ∈ S. That is, AL is a finite A-module such that As =
(AL)s for all s. Therefore we have that A = AL. Summing up, we are
interested on the subset Z0 of Z consisting of those pairs (A,L) such
that A = AL.
From the proof of Theorem 6.5 of [MP] we know that the condition
AL ⊆ A, and hence Z0, is closed. The Krichever construction implies
that Z0 represents Pic
∞
(p,R). Finally, p2|Z0 : Z0 →֒ Gr(V ) is a closed
immersion (where p2 is the projection onto the second factor), and the
theorem is proved. 
Let us consider the following action of ΓV on Gr(V )
p := Gr(V ) ×
p. . .×Gr(V )
µp : ΓV ×Gr(V )
p −→ Gr(V )p
(g, (U1, . . . , Up)) 7→ (gU1, . . . , gUp) .
Then the morphism
Gr(V ) →֒ Gr(V )p
U 7→ Uσ := (U, σ(U), . . . , σ
p−1(U))
is a ΓV -equivariant closed immersion.
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The orbit of Uσ ∈ Gr(V )
p under the action of ΓV is the schematic
image of µpUσ := µ
p|ΓV ×{Uσ}; it will be denoted by ΓV (Uσ). Section 4
of [GMP] implies that ΓV (Uσ)/Γ¯
+
V is a formal scheme whose tangent
space is
TUσ
(
ΓV (Uσ)/Γ¯
+
V
)
≃ T1ΓV /(Ker dµ
p
Uσ
+ T1Γ¯
+
V ) ,
where
dµpUσ : T1ΓV −→ TUσGr(V )
p
is the map induced by µpUσ on the respective tangent spaces.
Theorem 5.3 (ramified). Let U be a closed point of Gr(V ). Then the
following conditions are equivalent.
(1) dimC TUσ(ΓV (Uσ)/Γ¯
+
V ) <∞ where V = VR, and
(2) there exists (C, σC , x, tx, L, φx) ∈ Pic
∞
(p,R) such that its image
by the Krichever morphism is U .
Proof. The result follows straightforwardly from similar arguments to
those of Theorems 4.13 and 4.15 of [GMP]. 
Remark 5.4. If the conditions of the theorem hold, it follows that
Ker dµpUσ = ∩
p−1
i=0σ
iAU , with AU the stabilizer of U . It is then straight-
forward to show that a similar characterization exists in terms of two
copies of Gr(V ) instead of p copies.
Theorem 5.5. Let Pic∞(p,R) denote the subfunctor of Pic
∞
(p,R)
consisting of those data (C, σC , x, tx, L, φx) such that the fibres Cs are
smooth curves for all closed points s ∈ S.
Then Pic∞(p,R) is representable by an open subscheme Pic∞(p,R)
of Pic
∞
(p,R).
Proof. Let C → Pic
∞
(p,R) be the universal curve. Then Pic∞(p,R) is
given by the open subscheme of Pic
∞
(p,R) consisting of the points s
such that Cs is a smooth curve.

Remark 5.6. Observe that we have a forgetful map
Pic
∞
(p,R) // //M∞(p,R)
which sends (C, σC, x, tx, L, φx) to (C, σC, x, tx). The fibre of (C, σC , x, tx)
when C is a smooth curve is essentially the scheme studied in Sec-
tion 4.A.
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5.B. Non-ramified case. Similarly to the ramified case we now con-
sider the functor Pic
∞
(p,NR). To define it, it suffices to replace con-
ditions (1) and (3) in Definition 5.1 respectively by
(1’) pC : C → S is a proper and flat morphism whose fibres are
geometrically reduced curves.
(3’) xi : S → C are disjoint smooth sections of pS (i = 1, . . . , p) such
that σC(xi) = xi+1 for i < p and σC(xp) = x1. Also, for every
closed point s ∈ S and each irreducible component of Cs, there
is at least one i such that xi(s) lies on that component.
We also take V , V +, ΓV , . . . to be VNR, V
+
NR, ΓVNR, . . . in this case.
With arguments similar to those in the previous section, we can prove
the following results.
Theorem 5.7. The functor Pic
∞
(p,NR) is representable by a sub-
scheme Pic
∞
(p,NR) of Gr(V ).
The subfunctor Pic∞(p,NR) of Pic
∞
(p,NR) consisting of those data
(C, σC, x¯, tx, L, φx) such that the fibres Cs are smooth curves for all
closed points s ∈ S is representable by an open subscheme Pic∞(p,NR)
of Pic
∞
(p,NR).
Theorem 5.8 (non-ramified). Let U be a closed point of Gr(V ). Then
the following conditions are equivalent.
(1) dimC TUσ(ΓV (Uσ)/Γ¯
+
V ) <∞ where V = VNR,
(2) there exists (C, σC , x¯, tx, L, φx) ∈ Pic
∞
(p,NR) such that its im-
age by the Krichever morphism is U .
Remark 5.9. Analogously to the ramified case, it follows that there is
a similar statement in terms of two copies of Gr(V ) instead of p copies.
6. Characterization of Jacobian theta functions of
Riemann surfaces with non-trivial automorphisms
In this section we give the conditions that a theta function of a
p.p.a.v. should satisfy in order to be the theta function of the Jacobian
of a smooth irreducible projective curve.
We begin with the proof of a generalization of the known theorems
of Mulase ([M]) and Shiota ([Sh]) in terms of the Sato Grassmannian.
We will use the following notation.
Let Ω ∈ Cg be a point in the Siegel upper half space such that
the principally polarized abelian variety XΩ := C
g/(Zg + ΩZg) is ir-
reducible. Let θ(z) = θ(z,Ω) denote the Riemann theta function of
XΩ.
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Let r be a natural number, let A(j) = (a
(j)
1 , a
(j)
2 , · · · ) ∈ (C
g)∞ be
a g × ∞-matrix of rank g for each j ∈ {1, . . . , r}, let Q(j)(t(j)) =∑∞
i,k=1 q
(j)
ik t
(j)
i t
(j)
k , with q
(j)
ik ∈ C, be a quadratic form for each j in
{1, . . . , r}, and let ξ be in Cg.
Definition 6.1. The τ -function and BA-functions associated to the
data (XΩ,Ω, {A
(1), . . . , A(r)}, {Q(1), . . . , Q(r)}, ξ) are given formally by
formulae (4.6) and (4.10)-(4.13).
The τ -function will be denoted by τ(ξ, t) while the BA-function (re-
spectively adjoint BA-function) will be denoted by ψu,ξ(z, t) (respec-
tively ψ∗u,ξ(z, t)).
Theorem 6.2. Let XΩ be an irreducible p.p.a.v. of dimension g.
Then the following conditions are equivalent.
(1) There exists a triple (C, x¯, tx¯), where C is a projective irre-
ducible smooth curve of genus g, x¯ = (x1, . . . , xr) is an r-tuple
of distinct points in C and tx¯ = (tx1 , . . . , txr) is an r-tuple of
local parameters at the corresponding xj, such that XΩ is iso-
morphic as a p.p.a.v. to the Jacobian of C.
(2) For each j ∈ {1, . . . , r} there exist a g × ∞-matrix of rank g,
A(j) = (a
(j)
1 , a
(j)
2 , · · · ), with a
(j)
i ∈ C
g, and a quadratic form
Q(j)(t(j)) =
∑∞
i,k=1 q
(j)
ik t
(j)
i t
(j)
k , with q
(j)
ik ∈ C, such that for every
ξ ∈ Cg, the corresponding τ -function τ(ξ, t) is a τ -function of
the (1, r. . ., 1)−KP-hierarchy (4.14).
Moreover, if one of the conditions is fulfilled, the matrices A(j) and
the quadratic forms Q(j) are equal to the data associated to the triple
(C, x¯, tx¯) in Section 4.B.
Proof. 1.⇒ 2. It follows from Section 4.
2.⇒ 1. We denote
A(t) =
r∑
j=1
A(j)t(j) and Q(t) =
r∑
j=1
∑
i,k≥1
q
(j)
ik t
(j)
i t
(j)
k .
Since τ(ξ, t) is a τ -function of the (1, r. . ., 1)−KP-hierarchy for every
ξ ∈ Cg, it follows that τ(ξ, t) defines a point Uξ ∈ Gr(V ) (with V =
C((z))× r. . . ×C((z))) such that τ(ξ, t) = τUξ(t) (up to a constant).
From Theorem 3.12 in [MP2], we have that
Uξ =
〈(
pi(∂˜t)ψ
(1)
u,ξ(z1, t)|t=0 , . . . , pi(∂˜t)ψ
(r)
u,ξ(zr, t)|t=0
)
, i ≥ 0, 1 ≤ u ≤ r
〉
.
Therefore, we have obtained a morphism
ϕ : Cg −→ Gr(V )
ξ 7−→ Uξ .
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We claim that this morphism induces an injection
(6.3) X →֒ Gr(V ) .
Indeed, given ξ1 and ξ2 in C
g, the condition Uξ1 = Uξ2 is equivalent to
τ(ξ1, t) = τ(ξ2, t) for all t (up to a constant), which is in turn equivalent
to θ(A(t)+ ξ1) = θ(A(t)+ ξ2) for all t (up to a constant), and therefore
equivalent to ξ1− ξ2 ∈ Z
g +ΩZg, since Θ is a principal polarization on
X .
Now the function A can be interpreted as a surjective linear map
C
∞× r. . . ×C∞
A
−→ Cg
and, with the identifications C∞× r. . . ×C∞ = T1Γ
−
V and TξX = C
g, A
corresponds to a surjective morphism of formal group schemes
Γ−V
Aξ
−→ Xˆξ .
We claim now that the surjective morphism
µξ : Γ
−
V −→ Γ(Uξ)/Γ¯
+
V
g 7−→ g · Uξ
factorizes by Aξ : Γ
−
V → Xˆξ. Observe that if s = (s
(1), . . . , s(r)) ∈ KerA
then
τUξ(t+ s) = τ(ξ, t+ s) = qξ(t, s) exp(Q(t)) θ(A(t) + ξ) = qξ(t, s) τ(ξ, t)
where qξ(t, s) is an exponential of a linear function in t. Generalizing
Lemma 3.8 of [SW] to the case of ΓV , there exists g ∈ Γ¯
+
V (which
depends on s) such that
τUξ(t+ s) = qξ(t, s) τ(ξ, t) = τg·Uξ(t) .
Hence there is a factorization
Γ−V
µξ
// //
Aξ ?
??
??
??
Γ(Uξ)/Γ¯
+
V
Xˆξ
:: ::v
v
v
v
v
In particular, it follows that dimTUξΓ(Uξ)/Γ¯
+
V is finite, and apply-
ing the results of [M] one has that there exists data (Cξ, x¯ξ, tξ, Lξ, φξ)
associated to Uξ under the Krichever map.
Let us check that the piece of data (Cξ, x¯ξ, tξ) does not depend on ξ.
Indeed, for ξ, ξ′ ∈ X let s ∈ C∞× r. . . ×C∞ be such that A(s) = ξ′− ξ.
Then
τξ(t+ s) = exp(Q(t + s))θ(A(t+ s) + ξ) =
= qξ′(t) exp(Q(t))θ(A(t) + ξ
′) = qξ′(t)τξ′(t)
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The generalization of Lemma 3.8 of [SW] implies that there exists
gξ′(z) ∈ V such that Uξ′ = gξ′(z)Uξ. From this fact it follows that
Uξ′ and Uξ have the same stabilizer and that, therefore, (Cξ, x¯ξ, tξ)
does not depend on ξ. It will be denoted by (C, x¯, tx¯).
The latter fact does have further consequences. It implies that the
map (6.3) takes values into Pic
∞
(C, x¯) (the subscheme of Gr(V ) param-
eterizing torsion free sheaves of rank 1 on C with a formal trivialization
along x¯). Furthermore, it says that the composite map
X


// Pic
∞
(C, x¯) // // Pic(C)
ξ′  // Uξ′
 // Lξ′
takes values in Pic0(C) · Lξ, the orbit of Lξ ∈ Pic(C) under the action
of Pic0(C). Using the surjectivity of A we can show that the induced
map
X −→ Pic0(C) · Lξ
is surjective. Since (C, x¯, tx¯, Lξ, φξ) is maximal (see §5), the action of
Pic0(C) on Pic(C) is free. So Pic0(C) is a quotient of an abelian variety
and, therefore, C is a smooth complete curve of genus at most g.
To finish the implication 2. ⇒ 1., one has only to show that X →
Pic0(C) is an isomorphism of p.p.a.v.’s: Given (X, ξ) and (J(C), ξ) we
consider the tau-functions τX = τ(ξ, t) associated to X as in (6.1) and
τJ = τ(ξ, t) associated to J(C) as in (4.6). By the construction of the
data (Cξ, x¯ξ, tξ, Lξ, φξ), it follows that τX = τJ (up to a constant) and
hence
θX(A(t) + ξ) = exp(q(t)) θJ(AJ(t) + ξ) (up to a constant),
where q(t) is a quadratic function.
Therefore
ΘX = ΘJ (up to translation).
In particular, the curve C is irreducible and of genus g. 
Remark 6.4. Considering r = 1 in the previous theorem we obtain the
characterization of Jacobian varieties given by Shiota ([Sh], Theorem
6).
We will now apply this result to give a sufficient and necessary con-
dition for a theta function of a p.p.a.v. to be the theta function of a
curve with an automorphism of prime order p with a fixed point.
Theorem 6.5 (ramified case). Let XΩ be an irreducible p.p.a.v. of
dimension g.
Then the following conditions are equivalent.
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(1) There exists a quadruple (C, σC , x, tx), where C is a projective
irreducible smooth curve of genus g, σC is an automorphism of
order p of C, x is a fixed point of σC in C, and tx is a local
parameter at x, such that XΩ is isomorphic as a p.p.a.v. to the
Jacobian of C.
(2) There exist a g ×∞-matrix A of rank g and a symmetric qua-
dratic form Q(t) such that for each ξ0 in C
g there exists ξ1 in
Cg so that the corresponding BA-functions satisfy
a) the KP hierarchy
Resz=0 ψξ0(z, t)ψ
∗
ξ0
(z, s)
dz
z2
= 0 , and
b) the identity
Resz=0 ψξ0(ω
−1z, ω−1t)ψ∗ξ1(z, s)
dz
z2
= 0
for all t and s, where ω is a primitive p-th root of 1.
Proof. 1.⇒ 2.
From the results given in Section 4.B with r = 1, we know that given
(C, σC, x, tx) as in condition 1., there exist A and Q as in condition 2)
such that its associated BA-functions ψξ0(z, t) and ψ
∗
ξ0
(z, s), defined
by (4.7) and (4.8) respectively, satisfy (4.9) for each ξ0 in C
g. That
is, there exists a point Uξ0 ∈ Gr(VR) such that ψξ0 = ψUξ0 and 2.a)
follows.
Furthermore, the induced embedding J(C) →֒ Gr(VR) (given by (6.3))
is compatible with the actions of σC in J(C) and of σ on Gr(VR); that
is, σ(Uξ) = Uσ∗
C
ξ. Having this in mind and taking into account the re-
lation between the BA-function of Uξ0 and Uξ1 = σ(Uξ0) given by (3.2),
2.b) follows.
2.⇒ 1.
We know by Theorem 6.2 (with r = 1) that the first identity implies
that there exists a triple (C, x, tx) such that XΩ ∼= J(C) as p.p.a.v.’s.
The second identity implies that Uξ1 = σ(Uξ0). In particular, we
have that Aξ1 = σ(Aξ0) where Aξ denotes the stabilizer of Uξ. Then
the orbit ΓVR(Uξ0 , σ(Uξ0)/Γ¯
+
VR
is finite dimensional and, by Theorem 5.3
(see Remark 5.4), we obtain that σ induces an automorphism of Aξ0 .
Since Aξ0 = tx¯(H
0(C − x¯,OC)), because of the Krichever construction,
the result follows. 
Remark 6.6. Under the hypotheses of the above Theorem, suppose
there are ξ0 and ξ1 in C
g such that ξ0−ξ1 ∈ Z
g+ΩZg and the equations
of the theorem are satisfied. Then there exists a line bundle L on C
such that σ∗(L) ≃ L.
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Theorem 6.7 (non-ramified). Let XΩ be an irreducible p.p.a.v. of
dimension g.
Then the following conditions are equivalent.
(1) There exists a quadruple (C, σC , x¯, tx¯), where C is a projective
irreducible smooth curve of genus g, σC is an automorphism of
order p of C, x¯ = {x1, . . . , xp} is an orbit of σC consisting of
p different points in C, and tx¯ = {tx1, . . . , txp} is a collection
of local parameters txj at each respective xj, such that XΩ is
isomorphic as a p.p.a.v. to the Jacobian of C.
(2) There exist p matrices A(1), . . . , A(p), where A(j) is a g × ∞-
matrix of rank g, and p symmetric quadratic forms Q(1), . . . , Q(p),
such that for each ξ0 ∈ C
g there exists ξ1 ∈ C
g so that their BA-
functions satisfy
a) the (1, r. . ., 1)-KP hierarchy
Res
(
p∑
j=1
z−δju−δjv ψ
(j)
u,ξ0
(z, t)ψ
∗(j)
v,ξ0
(z, s)
)
dz = 0 , and
b) the identity
Res
(
p∑
j=1
z−δju−δjv ψ
(j+1)
v+1,ξ0
(z, σ∗(t))ψ
∗(j)
u,ξ1
(z, s)
)
dz = 0
where σ∗(t) := (t(p), t(1), t(2), . . . , t(p−1)).
Proof. 1.⇒ 2.
Given (C, σC , x¯, tx¯) satisfying condition 1., we construct A(t) and
Q(t) as in Section 4.B. By Theorem 6.2, for each ξ ∈ Cg the corre-
sponding BA-functions satisfy 2.a).
Similarly to the ramified case, the actions of σC in J(C) and of σ on
Gr(VNR) are compatible; that is, σ(Uξ) = Uσ∗
C
ξ. Taking into account
the relation (3.10) between ψu,ξ0 and ψv,ξ1 for Lξ1 = σ
∗
CLξ0 , the second
part of 2. follows.
2.⇒ 1.
From 2.a) and Theorem 6.2, we know that there exists a triple
(C, x¯, tx¯) such that XΩ is isomorphic as a p.p.a.v. to the Jacobian
of C.
Now 2.b) shows that Uξ1 = σ(Uξ0), so the orbit ΓV (Uξ0 , Uξ1)/Γ¯
+
V is
finite dimensional. Theorem 5.8 (see also Remark 5.9) implies that σ
induces an automorphism of C satisfying the conditions of 1. 
Remark 6.8. Observe that if the condition 2. of Theorem 6.2 holds for
one ξ ∈ Cg, then it holds for every ξ (see [Sh], Theorem 6). Therefore,
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if the condition 2. of Theorem 6.5 or 6.7 holds for a given ξ0 ∈ C
g,
then it holds for every ξ0.
Finally, we obtain a solution of the Schottky problem for curves with
automorphisms.
Theorem 6.9 (Characterization). Let XΩ be an irreducible p.p.a.v. of
dimension g > 1.
Then the following conditions are equivalent.
(1) There exists a projective irreducible smooth curve C of genus g
with a non-trivial automorphism σC : C → C such that XΩ is
isomorphic as a p.p.a.v. to the Jacobian of C.
(2) There exist a prime number p, p matrices A(1), . . . , A(p) (A(j)
being a g × ∞-matrix of rank g) and p symmetric quadratic
forms Q(1), . . . , Q(p), such that
a) for some ξ0 ∈ C
g, the corresponding BA-functions satisfy
the (1, p. . ., 1)-KP hierarchy
Res
(
p∑
j=1
z−δju−δjv ψ
(j)
u,ξ0
(z, t)ψ
∗(j)
v,ξ0
(z, s)
)
dz = 0
b) there exist ξ1 ∈ C
g (depending on ξ0) such that
Res
(
p∑
j=1
z−δju−δjv ψ
(j+1)
v+1,ξ0
(z, σ∗(t))ψ
∗(j)
u,ξ1
(z, s)
)
dz = 0
where σ∗(t) := (t(p), t(1), t(2), . . . , t(p−1)).
Proof. Observe that any curve with non-trivial automorphism group
admits an automorphism of prime order p with an orbit consisting of
p pairwise distinct points. By the previous theorem, we conclude.

Remark 6.10. Recall that standard arguments allow us to express the
above equations as an infinite system of partial differential equations
for the τ -function.
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