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PERMUTATIONS WITH EQUAL ORDERS
HUSEYIN ACAN, CHARLES BURNETTE1, SEAN EBERHARD, ERIC SCHMUTZ,
AND JAMES THOMAS2
Abstract. Let P(ord pi = ord pi′) be the probability that two indepen-
dent, uniformly random permutations of [n] have the same order, and
let P(typepi = typepi′) be the probability that they are in the same con-
jugacy class. Answering a question of Thibault Godin, we prove that
P(ord pi = ord pi′) = n−2+o(1) and that lim sup P(ordpi=ord pi
′)
P(typepi=typepi′)
= ∞.
1. Introduction
Write ordπ for the order of a permutation π, i.e., the least common
multiple of its cycle lengths, and write typeπ for its cycle type, i.e., the multi-
set of its cycle lengths. We are interested here in the collision probabilities
P(ordπ = ordπ′)
and
P(type π = typeπ′),
where π and π′ are independent and uniformly distributed permutations of
{1, . . . , n}.
Since conjugation is a group automorphism, it is clear that the permuta-
tions in a conjugacy class all have the same order, so
P(ordπ = ordπ′) > P(type π = typeπ′).
As pointed out by Thibault Godin, however, there is a substantial contribu-
tion to P(ord π = ordπ′) from pairs of non-conjugate permutations. Using
generating functions, the authors of [FFG+06] proved that
lim
n→∞
n2P(type π = type π′) = Ltype,
for an explicit constant Ltype, approximately 4.26. Based on computational
experiments, Godin conjectured the existence of a constant Lord 6 12 such
that
lim
n→∞
n2P(ord π = ordπ′) = Lord.
Following up on a mathoverflow thread [Thi16], Section 2 of this paper
disproves this conjecture, showing in fact
lim supn2P(ordπ = ordπ′) =∞.
1Some of this work was done while Charles Burnette was a postdoctoral visitor at the
Institute of Statistical Science, Academia Sinica.
2Portions of this work may appear in James Thomas’ Ph.D. thesis at Drexel University.
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In the other direction, it can be shown using results in [BGHP18, BLGN+02]
that with asymptotic probability one there is a prime in the interval [log n, 2 log n]
dividing exactly one of the two permutations’ orders. This proof appeared
in an earlier version of this paper, and will appear in full in James Thomas’s
thesis. This proves that P(ordπ = ordπ′) = o(1). In this paper we improve
this to
P(ordπ = ordπ′) 6 n−2+o(1). (1)
As explained above, this is sharp up to the o(1).
We are grateful to Sergey Dovgal for bringing this problem to our atten-
tion.
2. Disproof of Godin’s Conjecture.
Theorem 1. lim supn2P(ordπ = ordπ′) =∞.
Proof. For a positive integer n, let Kn = {k < n/2 : k! divides n− k}. If π
has a cycle of length n − k with k ∈ Kn, then all other cycles have length
at most k, hence divide k!, which in turn divides n− k; thus ordπ = n− k.
Since k < n/2, the probability that π has a cycle of length n− k is exactly
1/(n − k). Since these events are disjoint we have
P(ord π = ordπ′) ≥
∑
k∈Kn
1
(n− k)2
≥
|Kn|
n2
.
Now consider the sequence (ni)i>1 defined by n1 = 1 and ni+1 = ni + ni!
for i ≥ 1. It suffices to prove that |Kni | → ∞ as i→∞.
To that end, observe that k 6 ni ⇒ k!|ni!. If k! divides ni − k, then k!
also divides ni! + ni − k = ni+1 − k. This proves that Kni ⊆ Kni+1 . On the
other hand clearly ni ∈ Kni+1 and ni /∈ Kni . Therefore the containment is
proper and |Kni+1 | ≥ |Kni |+1. It follows immediately that |Kni | → ∞. 
3. Main Proposition and Proof Sketch
Throughout let π be a random permutation of [n]. Our main result is
Theorem 2. There is a set M with the following properties.
(1) If m /∈ M then P(ordπ = m) = O(n−100).
(2) P(ord π ∈ M) 6 n−1+o(1).
Remark 3. It is clear from Theorem 2 that
max
m
P(ord π = m) 6 n−1+o(1).
However it may be that this probability is O(1/n), or perhaps even 1/n +
O(1/n2). We plan to return to this question in a later paper.
Although the proof of Theorem 2 is postponed, we can immediately de-
duce the bound (1):
Corollary 4. P(ordπ = ordπ′) 6 n−2+o(1).
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Proof. P(ordπ = ordπ′) 6 P(ord π ∈ M)2 +
∑
m/∈M
P(ord π = m)2
6 P(ord π ∈ M)2 + max
m/∈M
P(ord π = m)
6 n−2+o(1). 
For the proof of Theorem 2, we construct a specific example of such a set
M. For the remainder of this paper, let δ = δ(n) = 1/ log log log n, and let
η = e−10/δ = 1
(log logn)10
, though the specific choice is largely irrelevant: all
we require is that δ and η decay sufficiently slowly, with δ decaying much
more slowly than η. Let M be the set of all positive integers m having at
most δ log n distinct prime divisors p > nη.
Let us now informally sketch the proof of Theorem 2 (some readers may
prefer to skip ahead to the next section for the rigorous proofs). It suffices
to consider the case where π has k > 2δ log n cycles, because all except
n−1+o(1) permutations have this property [Dev88] (recall δ = o(1)). These
k cycles will be drawn at random from {1, . . . , n} according to a harmonic
weighting (conditional on their sum being n). Using Mertens’ third theorem
to bound the harmonic weight of the set of nη-smooth numbers, we expect
at least half of our 2δ log n cycles to fail to be nη-smooth. Therefore we
expect ordπ to be divisible by some δ log n primes p > nη, proving part (2)
of Theorem 2. The proof of part (1) is easier, and follows from a simple
union bound over all the ways that the cycles of π might be divisible by the
primes dividing m.
4. Proof of Theorem 2, part (2)
Write Z = Z(π) for the number of cycles in a random π ∈ Sn. It is well
known that Z − 1 is approximately Poisson with parameter log n. (See, for
example, the final section of [Dev88] for tail bounds.) The following lemma’s
quantitative formulation is particularly convenient for us.
Lemma 5. Let n, k > 1, and let π ∈ Sn be random. Then
P(Z(π) = k) 6
1
n
hk−1n
(k − 1)!
,
where hn =
∑n
j=1 1/j.
Proof. Write pn,k for P(Z(π) = k). From Cauchy’s formula for the number
of permutations in a conjugacy class, we have
pn,k =
∑ 1
c1! · · · cn!1c1 · · ·ncn
,
where the sum ranges over all c1, . . . , cn > 0 such that
∑n
i=1 ci = k and∑n
i=1 ici = n. We can “smooth this out” by using
pn,k =
1
n
n∑
j=1
pn−j,k−1
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which follows from conditioning on the length of one of the cycles of π. Thus
we have
pn,k =
1
n
n∑
j=1
∑
∑
ci=k−1∑
ici=n−j
1
c1! · · · cn!1c1 · · ·ncn
6
1
n
∑
∑
ci=k−1
1
c1! · · · cn!1c1 · · ·ncn
=
1
n
hk−1n
(k − 1)!
.
The last line is an application of the multinomial theorem. 
Using Stirling’s formula, and monotonicity of the bound 1n
hk−1n
(k−1)! as a
function of k, we can prove the following corollary.
Corollary 6. The probability that π has o(log n) cycles is n−1+o(1), and the
probability that π has more than 10 log n cycles is O(n−14).
Proof. Let ξ = hnω , where ω = ω(n) → ∞. By calculating the ratios of
successive terms, one can verify that the bound 1n
hk−1n
(k−1)! is increasing as a
function of k when k 6 ξ + 1. Thus
P(Z 6 ξ + 1) 6 (ξ + 1)
1
n
hξn
(ξ + 1)!
6
1
n
(eω)ξ = n−1+o(1).
Similarly, when k > 10hn, the bound is decreasing as a function of k. In
this range, a crude version of Stirling’s formula yields
hk−1n
k!
6
(
ehn
k
)k
6
( e
10
)k
.
Therefore
P(Z > 10 log n) 6
1
n
∑
k>10hn
( e
10
)k
= O
(
n10 log(e/10)−1
)
. 
We use only Corollary 6 in the proof, but a similar argument establishes
that, for fixed positive ǫ, the probability that π has more than (1 + ǫ) log n
cycles is bounded by n−f(ǫ)+o(1), where f(ǫ) = (1 + ǫ) log(1 + ǫ)− ǫ.
Lemma 7. Let A1, . . . , AZ be the cycle lengths of π in a random order.
Then for any k > 0 and any k-tuple (a1, . . . , ak) of positive integers such
that a1 + · · ·+ ak = n we have
P(Z = k,A1 = a1, . . . , Ak = ak) =
1
k!
1
a1 . . . ak
.
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Proof. Let the multiplicities among a1, . . . , ak bem1, . . . ,ms (so that
∑
imi =
k). Then by Cauchy’s formula the probability that this cycle type arises is
1
m1! · · ·ms!a1 · · · ak
.
When these cycles are ordered randomly, the probability that we get a1, . . . , ak
in order is (
k
m1 · · · mk
)−1
.
The result follows from multiplying the previous two displays. 
The combined message of the previous two lemmas is that we may as-
sume π has between δ log n and 10 log n cycles (for any slowly decaying δ),
while, conditional on k, these cycles are distributed roughly independently
according to a harmonic weighting.
For any set S of integers, let us call hS =
∑
j∈S 1/j the harmonic weight
of S. If P is any set of prime numbers, a positive integer n is P -smooth iff
all prime divisors of n are elements of P .
Lemma 8. Let N > 1. Let P be the set of all primes p 6 N , as well as
some o(N) further primes. Then the harmonic weight of the set of P -smooth
numbers is
(1 + o(1))eγ logN,
where γ is the Euler–Mascheroni constant.
Proof. The harmonic weight of the set of P -smooth numbers is∏
p∈P
(1− 1/p)−1.
By Mertens’ third theorem we have∏
p6N
(1− 1/p)−1 ∼ eγ logN.
On the other hand we have∏
p∈P,p>N
(1− 1/p)−1 = exp
∑
p∈P,p>N
O(1/p) = eo(1). 
Recall that δ = 1/ log log log n, and η = e−10/δ = 1(log logn)10 . With this
choice of δ and η we have the following proposition.
Proposition 9. Let π be drawn from Sn uniformly at random. Then apart
from an event of probability n−1+o(1), π has at least δ log n cycles and ordπ
is divisible by at least δ log n primes p > nη.
Proof. Let A1, . . . , AZ be the cycle lengths of π in a random order. By
Lemma 7, provided that a1 + · · ·+ ak = n we have
P(Z = k,A1 = a1, . . . , Ak = ak) =
1
k!
1
a1 · · · ak
.
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Define sets of primes Pi as follows:
(1) Let P0 be the set of all primes p 6 n
η.
(2) For 0 < i 6 k, if Ai is Pi−1-smooth, put Pi = Pi−1. Otherwise
pick a prime pi /∈ Pi−1 dividing Ai (the smallest such, say), and let
Pi = Pi−1 ∪ {pi}.
Each set Pi contains at most k primes p > n
η, so as long as k = o(nη)
Lemma 8 implies that the set of Pi-smooth numbers has harmonic weight
at most 2ηhn.
Let I be the set of indices i ∈ {1, . . . , k} such that Ai is Pi−1-smooth (and
hence Pi = Pi−1). Assuming k > 2δ log n, if |I| 6 k/2 then we find that Pk
contains at least δ log n distinct primes p > nη, as desired. We will bound
the probability that |I| > k/2.
Let Ek be the event that π has k cycles and |I| > k/2. Then, assuming
2δ log n 6 k 6 10 log n,
P(Ek) =
∑
I0:|I0|>k/2
P(Z(π) = k and I ⊃ I0)
=
∑
I0:|I0|>k/2
∑
a1,...,ak>1
a1+···+ak=n
1
k!
1ai is Pi−1-smooth for each i ∈ I0
a1 · · · ak
6
∑
I0:|I0|>k/2
1
k!
hk−|I0|n (2ηhn)
|I0|
6
hkn
k!
2k(2η)k/2
6
hkn
k!
(8η)δ logn
6
hkn
k!
n−10+o(1).
Hence
P

 ⋃
2δ logn6k610 logn
Ek

 6 ehnn−10+o(1) = n−9+o(1).
On the other hand, by Corollary 6 the probability that π has either fewer
than 2δ log n cycles or more than 10 log n cycles is bounded by n−1+o(1).
This proves the lemma. 
This finishes the proof of part (2) of Theorem 2.
5. Proof of Theorem 2, part (1)
Recall that δ = 1/ log log log n, and η = e−10/δ = 1
(log logn)10
.
Lemma 10. Let m be an integer having at least δ log n prime divisors p >
nη. Then
P(ordπ = m) 6 e−cδη log
2 n.
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Proof. Recall that the cycle lengths of a random permutation can be sampled
using the following process. Start by picking a1 uniformly from {1, . . . , n}.
If a1 < n, pick a2 uniformly from {1, . . . , n−a1}, etc. The process continues
until a1 + · · ·+ ak = n.
Fix a set P of ⌈δ log n⌉ prime divisors p > nη of m. Now sample π ∈ Sn
using the process just described. For each fixed i and p, the probability that
ai is divisible by p is at most 1/p, independently of the previous steps in the
process. In fact, for any set of primes p1, . . . , pt ∈ P , the probability that ai
is divisible by each of p1, . . . , pt is at most 1/(p1 · · · pt). On the other hand,
in order that ordπ = m, for each p ∈ P there must be an index i such that
ai is divisible by P .
The event that π has more than (log n)3 cycles is negligible (it has proba-
bility o(e−c(log n)
3
)). On the other hand, the probability that π has at most
(log n)3 cycles and that for each p ∈ P there is some i such that ai is divisible
by p is bounded by
((log n)3)|P | ·
∏
p∈P
1/p 6 (log n)O(logn)(n−η)δ logn
6 e−cδη log
2 n. 
This finishes the proof of Theorem 2, and thus of (1).
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