Abstract-VoIP
I. INTRODUCTION
Voice over IP [1] (VoIP) over wireless LAN (WLAN) has witnessed unmatched popularity during the last few years owing to widespread deployment and ease-of-use of these technologies. However, commercial deployment of VoIP over WLANs cannot achieve rapid success unless most of the Quality of Service (QoS) issues are solved efficiently [2] . Converging voice and data traffic on a single network has hit several roadblocks as the 802.11 standard [3], like most IP networks and their underlying technologies, was not created having voice in mind. As a consequence, voice transmission over wireless links under variable channel conditions suffer from packet error and loss, with direct effect on its performance and quality.
Further evolution in the field of wireless communication has witnessed consistently increasing number of users and wider bandwidth requirement of data and multimedia transmitting technologies that have constantly reduced the availability of frequency spectrum. Cognitive radio [4] addresses this problem of spectral congestion by introducing opportunistic usage of the frequency bands that are not heavily occupied by licensed users [4] [5] [6] . In Cognitive Radio, spectrum sensing is performed to locate unused spectrum segments and use them optimally. However, harmful interference to the licensed user must be avoided in such a scenario. Implementation of this technology, therefore, faces unique challenges starting from the capabilities of cognitive radio techniques and the communication protocols required for efficient communication to novel spectrum management functionalities such as spectrum sensing, spectrum analysis, spectrum decision and spectrum mobility. Considering VoIP as an essential service, supporting more number of voice users while using limited radio resources is a critical issue [7] and is subject to active research that could be a key to the success of future communication systems. Therefore, VoIP implementation over cognitive radio network (CRN) has a bright prospect and must be explored.
While solutions have been proposed in terms of efficient admission control and QoS implementation mechanisms besides enhancements in call signaling protocols, codec adaptation algorithms have also seen the light of the day. Various codec adaptation mechanisms have been proposed till date to solve problems arising out of multi-rate transmissions as well as congestion problems on WLAN environments [2] . However, keeping in mind the bottleneck in WLAN Access Points (APs) with increasing number of users, codec adaption has to be performed on a proactive basis in order to maintain the QoS of VoIP calls at an acceptable limit.
The condition of QoS maintenance is even more stringent for CRN. Real-time constraints imposed by delay sensitive communication paradigm add to the complexities of CRN design and hence, must be carefully addressed. Thus proper configuration of VoIP agents is a necessity for successful VoIP deployment in CRN and this includes careful monitoring of codec parameters with implementation of adaptive optimization policies.
In this paper, we have achieved gain in VoIP throughput with enhanced QoS by developing suitable algorithms after carefully analyzing the direct and indirect factors guiding the codecs and the APs and implementing them in WLAN and CRN with necessary modifications. Considering a snapshot of wireless network, close to the test-bed as far as practicable, a simulated measurement analysis is done with NetSim. A significant codec parameter namely packet per second (pps) has been analyzed. Thereafter, an algorithm based on proactive strategy is proposed to decrease the pps parameter of codecs and hence to reduce latency and packet loss due to AP buffer overflow. The algorithm is hence implemented in the test-bed to achieve good quality voice calls without sufficient throughput degradation. Further, a model is developed in Visual C++ to simulate the behaviour of VoIP in CRN. After proper validation of the output from the model, two scenarios are created where VoIP traffic is transmitted by primary and the secondary (cognitive) user respectively. Detailed analysis of codecs is performed and suitable algorithms are devised for both scenarios. Implementation of the algorithms in the developed model reflects increased throughput in VoIP traffic with enhanced QoS.
II. MOTIVATION
Maintaining QoS in VoIP has witnessed quick growth following rapid deployment of VoIP in various networks. Significant work has been done in the field of cross layer optimizations and adaptive strategies including codec adaptation algorithms, to provide adequate QoS for VoIP calls. Every codec adaptation algorithm follows a decision policy, which dictates the usage of voice codecs and the manner in which the adaptation is performed [2] . Non-adaptive policies, for example, prevent the calls from any adaptation of codec bit rates as described in [8] . Single adaptive policies, on the other hand, allow changes in codec bit rates for only those calls that are responsible for variation in link capacity as followed in [9] . Multi adaptive policies, for example as witnessed in [10] , are current areas of active research and allow calls to adapt its codec properties based on link and related factors.
Various works as suggested in [11] and [12] have focused on switching of codecs such that more number of calls can be accepted at a tolerable limit. Evaluation of congestion due to rate change is analyzed in [9] and codec change is proposed for the node suffering rate change. In [13] , when the channel is detected congested (based on Real-Time Control Protocol (RTCP) packet loss and delay feedback information), a central element performs codec adaptation using transcoding methods for calls entering wireless cell. Focus shifts from multi-rate effects to congestion due to existence of additional VoIP sessions in [14] where the algorithm highlights on adapting low priority calls in favour of high priority ones by "down-switching" codec and packetization interval of low priority calls. Codec adaptation strategies can also be formulated according to arrival of new calls or during rate changes or in case of both these scenarios [2] . However, no work on proactive codec adaptation has been done to the best of our knowledge. Further, only few works, for example, as witnessed in [15] have ventured into the domain of AP management with respect to codecs.
Extension of codec adaptation algorithms for implementation of VoIP service over specialized networks like CRN is also an area to be explored to ensure better spectral utilization and support for more calls. Initial deployment of VoIP service on CRN requires careful analysis and monitoring of the parameters involved in both VoIP and CRN before introducing any codec adaptation algorithm. Although considerable progress has been made in the research domain of cognitive radio network and its related issues, implementing VoIP over cognitive radio has received considerably less attention. VoIP capacity analysis has been performed over a cognitive radio model in [16] through a queuing model based on MMPP traffic flow and Markov channel model without any retransmission. This work has been extended over single and multiple channels in [17] . The potential contributions of cognitive radio to spectrum pooling are highlighted in [18] which outline an initial framework for formal radio-etiquette protocols in flexible mobile multimedia communications. Further, priority queue based adaptive packet scheduling algorithm for QoS maintenance in real-time traffic has been proposed in [19] . However, no work on codec adaptation for supporting VoIP in CRN has been reported till date.
From the literature survey, it is hence observed that mostly, reactive strategies have been implemented for codec adaptation algorithms that focus on existing network conditions to decide the codec parameters. Configuration of the AP parameters to cope with adaptations in codec properties has been neglected in such works. Further, no work has been reported in respect of extending adaptive tuning of codec parameters in opportunistic network medium like CRN. Accordingly, the basic motivation behind the work has been focused towards significant improvement of the VoIP performance by proactive configuration of codec parameters and reduction of bottleneck in WLAN APs with the help of active queue management and applying subsequently the proposed optimization techniques in cognitive radio networks through appropriate modifications and performance analysis. Thus our work is based on two principal steps namely:
1. Proactive Codec Configuration in WLAN 2. Extension in CRN Background study of codec and active queue parameters is provided in Section III. Extensive analysis followed by optimizations in codec parameters for VoIP over WLANs is described in Section IV. Section V features extension of the algorithm developed in Section IV for VoIP deployment over CRN and comprises of two scenarios where VoIP transmission is performed by primary and secondary users respectively. Finally the work is summarized in Section VI.
III. BACKGROUND STUDY

A. Overview of Codecs
A codec [20] , which stands for coder-decoder, converts an audio signal into compressed digital form for transmission and then back into an uncompressed audio signal for replay. Codecs accomplish the conversion by sampling the audio signal several thousand times per second. It converts each tiny sample into digitized data and compresses it for transmission. Codecs use advanced algorithms to help sample, sort, compress and packetize audio data. The CS-ACELP algorithm [21] (conjugatestructure algebraic-code-excited linear prediction) is one of the most prevalent algorithms in VoIP.
Every codec is defined by some parameters that guide their performance, the most significant among them being codec bit rate ( ). Based on codec, this is the number of bits per second transmitted and is given by (1) [22] . (1) where is the codec sample interval and is the codec sample size, that is, the number of bytes/bits captured by Digital Signal Processor at each codec sample interval.
Mean Opinion Score (MOS) is another important parameter and a system of grading voice quality of telephone connections. With MOS, listeners judge the quality of a voice sample on a scale of one (bad) to five (excellent). The scores are then averaged to provide MOS for the codec. The voice payload size (s) is another significant parameter, which represents number of bytes (or bits) that are filled into a packet. It must be a multiple of the codec sample size. Packets per second (pps) [22] serves as another most important parameter. It represents number of packets transmitted every second in order to deliver the codec bit rate and is given by (2) [22] .
One of the most important factors to consider while building packet voice networks is proper capacity planning. Within capacity planning, Bandwidth (B) calculation is an important factor and is given by (3) [22] .
where total packet size = (L2 header: MP or FRF.12 or Ethernet) + (IP/UDP/RTP header) + (voice payload size).
B. Overview of Active Queues
Active queues drop packets before the queue is full to ensure fairness among multiple users and avoid loss in throughout. The Random Early Detection algorithm [23] is one of the active queue management policies. It has two parts namely, 1. Estimation of average queue size The average queue size is given by (4) as follows. 
So selection of appropriate threshold limits is crucial for significant performance improvement after implementation of active queue management system.
Our objective is to decrease pps without significant delay and hence conserve more bandwidth in congested scenarios. As number of users increase in WLAN and CRN, there is bottleneck in APs. Therefore, increasing pps will further add to packet loss due to buffer overflow and must be reduced. This refers to either decreasing the codec bit rate or increasing voice payload size as per (2) . The pros and cons of both techniques must be carefully analyzed before proposing any suitable algorithm. Active queues must also be implemented in order to follow a proactive strategy for QoS enhancement in VoIP calls.
IV. PROACTIVE CODEC CONFIGURATION IN WLAN
Initially codec parameters are proactively configured by implementing active queues in WLAN APs for efficient VoIP transmission in WLANs.
A. Methodology Of Analysis
In the analysis phase, the effect of packet loss and delay due to AP buffer overflow is studied with increase in pps. Let N be maximum number of packets in queue, queue servicing rate be and packet arrival rate be . Let d be delay associated with packets in queue that primarily includes medium access delay and queuing delay.
With respect to VoIP, from (1) and (2), s s pps (6) At t interval of time, arr = Number of incoming packets in queue = t (7) ser = Number of packets serviced by the queue
Loss (L) due to packet overflow in the queue = N ser arr (9) Substituting the values of arr and ser from (7) and (8) respectively,
Substituting the value of L from (10) in (11) ,
Considering the highest value of , we have Therefore, from (12) ,
It can be inferred from (13) that increase in pps increases packet loss rate increase in delay (primarily, the medium access delay) increases packet loss rate.
Let thresh be the RTS-CTS threshold, d ma be the average medium access delay associated with each packet and P s<thresh be the probability that the voice payload size (s) is less than thresh.
Following the principle of RTS-CTS mechanism with respect to AP buffers as described in [24] , Total Medium Access Delay (D ma ) = total number of arrived packets X medium access delay for selective packets
It is observed from (14) that with increase in s, P s<thresh decreases and D ma increases, thereby reflecting the fact that the total medium access delay increases with increase in voice payload size. Modifying (10) to denote loss (L pac_size ) in terms of packet size where the packet size is denoted by pac_size,
It is observed from (15) that increase in pac_size increases loss. As pac_size is directly proportional to voice payload size s, total packet loss increases with increase in voice payload size.
Let D queue be the total queuing delay after a certain time interval and d queue be the average queuing delay associated with each packet. (16) It is observed from (16) that the total queuing delay increases with increase in pps ( ).
The simulation scenario must be selected accordingly to analyze the effect of packet loss and delay due to AP buffer overflow. Hence, it is chosen such that an AP manages just six communicating nodes. This ensures that network congestion does not contribute to the packet loss. NetSim [25] is used as the simulator as it helps to achieve the objective mentioned beforehand. Moreover, it is possible to map the test-bed scenario in NetSim. This ensures that the results obtained from this analysis can be suitably implemented in the real test-bed.
Initially, standard codecs are chosen with different pps and voice payload sizes and they are analyzed in the simulator. Table I shows the attributes for chosen codecs.
It is observed from Fig. 1 that loss increases with increase in pps even in an uncongested scenario as already witnessed in (13) . The loss is high for codecs G.711, G.729 and GSM-FR with high pps. G.711 accounts for the highest loss among them as its voice payload size is the maximum. In WLAN environment, each packet in the AP gets access to the wireless medium following a RTS-CTS exchange [24] . Therefore, as the number of packets arriving at the AP increases, the AP buffer is filled up quickly. Any subsequent packet arrival results in packet loss due to buffer overflow. As number of communicating nodes is increased, the loss due to packet overflow in AP buffers will increase even further.
Moreover, it is observed that G.711 incurs the highest medium access delay of 15.445 ms compared to other codecs that experience a delay of around 5 ms. This is because of the high bit rate as well as the voice payload size in G.711. Considering the significant effects of queuing delay and transmission delay on the total end-toend delay in VoIP communication, increase in medium access delay even in an uncongested scenario is not tolerable. The situation will be worse in a congested scenario. As the number of communicating nodes is increased, more packets contend for the busy medium resulting in further delay and loss.
Thereafter, the codec parameters are varied as observed in Table II to achieve a reduction in loss and delay. While the bit rate is kept fixed at 64 kbps, the voice payload size is varied along with the inter-arrival time. In effect, pps is decreased with increase in voice payload size while keeping the bit rate constant. It is observed from Fig. 2 and confirmed in (15) that increase in voice payload size increases packet loss. This is due to buffer overflow in the APs. Having an extended buffer size to decrease loss in packets due to buffer overflow is not recommended as it results in higher latency that is undesirable for real-time traffic as described in [24] . Hence an optimum buffer size must be considered while varying the codec parameters.
The medium access delay also increases with increase in voice payload size as observed in Fig. 3 . Any packet whose length is greater than the RTS threshold is transmitted following a RTS-CTS (Clear to Send) exchange [24] . As a consequence, with increase in payload size, every packet has to wait in the AP before transmission for RTS-CTS exchange to take place thereby increasing the medium access delay. This fact is well established in (14) .
Finally, it is observed from Fig. 4 . that with decrease in pps, the queuing delay also decreases. Equation (16) bears testimony to the fact that increasing the voice payload size while keeping the bit rate constant results in less number of packets being generated, thereby decreasing the queuing delay. As seen from the graph in Fig. 4 , the overall end-to-end delay in the uncongested medium is largely influenced by the queuing delay and hence the total delay decreases with the queuing delay.
. 
B. Proposed Algorithm
The objective is to implement a proactive strategy to adaptively maintain codec bit rate by implementing active queue management. The buffer capacity is analyzed and based on certain estimations about the possible future network conditions, the decision regarding switching of codec bit rate is taken. Active queue management based proactive QoS configuration requires critical decisions with respect to buffer capacity. Therefore, Queue Occupancy (Q.O.) factor is introduced in this paper to assist in taking such decisions.
Few issues have been assumed to be already present at the onset of algorithm implementation. First and foremost, switching of lower bit rate codec to higher bit rate codec and vice versa is done based on the Sender Reports (SR) and Receiver Reports (RR) that are created from network loss and delay. Therefore, it is assumed that the softphone can switch codecs based on SR and RR. Thereafter, the QoS metrics for ascertaining the performance of the network namely delay, jitter, packet loss, MOS and R-Factor are categorized into good, tolerable and poor limits. Beyond the good limit is considered as the threshold denoted by thresh.
The proposed algorithm is comprised of two sections namely, 1) implementation of active queue management and 2) adaptive variation of bit rates. Both these sections are implemented simultaneously. A pictorial representation of the algorithm is presented in Fig. 5 .
Implementation of Active Queue Management a) Calculation of Queue Occupancy Factor Queue Occupancy (Q.O.)
is defined as the factor that guides the configuration of the Random Early Detection (RED) [23] buffer parameters in APs. Q.O. indicates the extent to which the buffer is occupied for a certain time interval and is based on a scale of 1 to 10. A value of more than 5 indicates that the queue is likely to get filled up soon and a value of less than 2 indicates that the buffer will not be full in the near future. It is an approximation and may vary from actual result. Let the total queue size be N. Q.O. is calculated as follows.
1. Monitor the number of packets that are currently in the queue at instant t 1 . Let it be n 1 .
2. Monitor the number of packets that are currently in the queue at instant t 2 . Let it be n 2 . The time interval t=t 2 -t 1 is set beforehand.
3. The rate of occupancy r is calculated as r = (n 2 -n 1 )/t. A negative value suggests decrease in packets in the queue. 3. Switch to higher bit rate.
4. Go to step 6 of Section B.1b.
C. Implementation Of The Algorithm
Our experimental test-bed, as shown in Fig. 6 consists of fixed and mobile nodes for VoIP communication, a wireless AP, a switch and a SIP server. X-Lite [26] is used as the softphone which has support for adaptive switching of various audio codecs. The Brekeke SIP server [27] The test-bed is used for performance analysis in 3 phases. Initially, voice calls are performed without implementation of the algorithm. In the second phase, the algorithm is implemented partly. In effect, Section IVB.2 is implemented. In the final phase, the algorithm as described in Section IVB is fully implemented and the results are analyzed.
In the first phase, high bit rate codec is selected. Wideband Speex [28] is used for this purpose. It is observed from Fig. 7 that both loss and delay increase with increase in pps. As buffers get filled up with increase in number of packets per second, packet loss occurs due to buffer overflow. Queuing delay also increases with increasing pps. This is because more packets contend for the wireless medium and get transmitted only after successful RTS-CTS exchange. The overall MOS degrades as well and hence it can be inferred that the call is not of an acceptable quality.
Thereafter, the second section of the proposed algorithm is implemented. This refers to adaptive switching to lower bit rate. However, active queue management is not performed. Rather fixed buffer mechanism is applied in the APs. Speex Variable Bit Rate (VBR) codec [29] is implemented in this scenario. As observed from Fig. 8 , both loss and delay are reduced than they were in the previous scenario with implementation of adaptive switching to lower bit rate. The overall MOS and thus the call quality improve.
Finally, the proposed algorithm is fully implemented. This refers to adaptive switching of codec bit rate along with active queue management. As observed from Fig. 9 , both loss and delay are reduced as in the previous scenario. However, increase in delay and loss occurs at an early stage in this scenario unlike the previous one. In the previous scenario, packet loss occurs only after fixed buffer is filled up. With implementation of RED in this scenario, packets are discarded based on threshold limits even when queue is not full resulting in early increase in delay and loss. However, this proves to be an advantage with respect to quality of VoIP calls as discussed below.
With implementation of fixed buffer in the previous scenario, throughput degrades as packet loss increases due to buffer overflow. This is because switching to lower bit rate to decrease pps is done after the queue is full. As a result, packet loss decreases after a certain tine interval only when the queue starts getting empty. Fig.10 records this degradation in throughput. However, RED implementation in the final scenario ensures that switching to lower bit rate is done before the queue is full. This proactive approach of keeping the buffer partially empty avoids packet loss due to buffer overflow and hence throughput degradation as seen in Fig. 11 . It is observed from Table III that the average and maximum packet loss are high in the first scenario when the algorithm is not implemented. Partial implementation of the algorithm in scenario 2 reduces packet loss to 2% which is tolerable. However, the maximum loss of 10% is not suitable for voice traffic. Full implementation of the algorithm in scenario 3 finally reduces the maximum and average loss to 6% and 2% respectively, making it appropriate for voice communication.
D. Discussion of the Proposed Algorithm
Let ' and " be the pps corresponding to high bit rate codec and low bit rate codec respectively and are given by (17) and (18 ( 1 8 ) Let t' and t" be certain time intervals for which high and low bit rate codecs are implemented. Let loss due to packet overflow in the queue for low and high bit rate codec be L lbr and L hbr respectively. Replacing t with t' and t" and with ' and '' in (10), we have
Subtracting (19) from (20), (21) Considering same time intervals in both high and low codec bit rate scenarios,
Therefore, it can be concluded from (24) that loss due to buffer overflow in low bit rate codec is less than loss due to buffer overflow in high bit rate codec.
Let d' be the delay that includes delays in creation and transmission of sender and receiver reports and delay in activation of low codec bit rate in case of network congestion. Let L trans be the packet loss due to buffer overflow during the transition period from high to low bit rate codec during the time interval d'. Replacing t with d' and L with L trans in (10) ,
Let the total time duration be T and is given by (26) .
Let L total_adaptive be the total number of packets lost due to buffer overflow at the queue at T interval during implementation of adaptive codec bit rate. Therefore,
For the sake of simplicity, let d as defined in Section IVA be the same for all three packet loss scenarios as described in (27) . Substituting the values of L lbr , L hbr and L trans from (19) , (20) and (25) respectively in (27) ,
It is observed from (28) that L total_adaptive increases for high ' and d'. Therefore, throughput degradation is registered in such a scenario due to delay in feedback and subsequent change in codec bit rate change.
Let L total_algo be the total number of packets lost due to buffer overflow after implementation of the algorithm.
Deriving expression for L total_algo , (29) where p queue depends on the value of Q.O. factor and hence Max th and Min th parameters and is given by (5) .
Comparing (28) and (29), it is seen that there is no ( ' X d') term in (29) unlike (28) , thereby suggesting that there is no throughput degradation as proactive strategy has been applied in the proposed algorithm.
V. PROACTIVE CODEC CONFIGURATION IN COGNITIVE RADIO NETWORK
Initially, a simple cognitive radio network (CRN) involving primary and secondary users in a single channel scenario is created in Visual C++ [30] . Visual C++ has been chosen for this work as it is the foremost language used in simulation today [31] . Moreover, it is a generic technology, that has been fathered, matured and organized in an interstitial environment and involves disembedding and re-embedding of its generic features in specific applications that involves intermittent selective boundary crossings [31] . Network domain has witnessed simulation studies in C++ as reflected in [32] , [33] and [34] . C++ has also observed profound use with respect to CRN as in [35] and [36] . Proper validation of the output obtained from the developed model is performed by comparing the results with the output from similar model created in standard simulator and also by extensive mathematical analysis.
A. Model Overview
Both the primary and secondary users are modeled based on the basic principle of cognitive radio cycle as shown in Fig.12 . The primary user is the licensed user who has the priority to use the channel. But it does not always occupy the channel, which leads to the channel being underutilized in the time domain. The secondary user is cognitive radio user who is permitted to use the channel only in the absence of primary user. The secondary user senses the channel during a sensing period and starts its transmission in its transmission period only when primary user is inactive.
The basic modules of the developed model are described as follows.
long This model is based on centralized client-server based architecture in order to facilitate VoIP deployment. The concept of WLAN APs has also been implemented in this model. Spectrum management functionalities such as spectrum sensing and spectrum handoff should work in collaboration with the communication protocols [40] and hence such cross-layer architecture is applied in this model. The sense and transmit processes, respectively, sense and transmit packets according to the principle stated beforehand. Sensing is performed via single radio architecture [5] where a specific time slot is allocated for spectrum sensing. Thus only certain accuracy can be guaranteed for spectrum sensing results. Moreover, the spectrum efficiency is decreased as some portion of the available time slot is used for sensing instead of data transmission [41] . The advantage of single radio architecture is its simplicity and low cost [5] both of which are must for low cost communication that VoIP promises to offer.
B. Validation
In order to validate the output of the developed model, a similar model is created in OPNET Modeler 16.0.A. [42] that is considered as a standard simulator. The node model for secondary user is shown in Fig. 13 . VoIP node serves as the application layer node followed by Realtime Transport Protocol (RTP), User Datagram Protocol (UDP) and Internet Protocol (IP) nodes. The functionalities of each network layer are incorporated in the process model corresponding to each node in the node model. The sense node is responsible for detection of primary user and the corresponding process model is highlighted in Fig. 13 . Visual C++ model to be used in this work respectively for similar input data. Simulation output is gathered with 95% confidence interval. In both cases, it is observed that increase in sensing period increases the packet loss of the secondary user which further increases with decrease in secondary transmission period. This reflects the fact that the developed model in Visual C++ produces valid results which are further proved by extensive mathematical derivations in subsequent sections. Visual C++ has been used to develop every scenario from the very beginning and it has been preferred over other simulators to avoid the default background setup present in such simulators.
In order to explore VoIP domain over CRN, the primary traffic is initially configured to transmit VoIP packets and analyzed for QoS improvement. Thereafter, the secondary user is modeled to behave as VoIP user and detailed analysis is carried out to improve the QoS of VoIP calls. 
C. Scenario 1-Primary User transmits VoIP traffic
Initially the primary user is modeled to engage in VoIP transmission. A suitable algorithm is proposed for improvement in call quality after careful analysis of the factors involved in VoIP deployment over CRN.
C.1. Analysis Methodology for Scenario-1
In the analysis phase, the effect of QoS metrics like packet loss, delay and throughput with increase in pps is studied with respect to primary user in CRN.
Let t s be the sensing time interval, t d be the secondary transmission time interval and t p be the primary transmission time interval for each talk spurt. Let n and m be the total number of sensing and secondary transmission time intervals within a time period T. Let p be the primary voice traffic rate and P p(x) be the probability that the primary traffic arrives at time t=x. Probability distribution function is not considered in this work because it depends critically on the primary traffic distribution model and unlike other works, we have not assumed any particular traffic distribution pattern while performing analysis in order to preserve generality.
As per (6) , p = pps of the primary voice codec.
( 3 0 ) Let Pac pri and Pac pri_tot be the expected number of packets generated by primary user after a time interval t'=x+t and T respectively. Therefore, (32) Let P ps be the probability that the primary traffic arrives during the sensing interval t s for n number of sensing cycles within T duration and P pt be the probability that the primary traffic arrives during the secondary transmission interval t d for m number of secondary transmission cycles within T duration.
Therefore, expected number of primary transmission time intervals
Since primary traffic can arrive in either the sensing or the secondary time interval,
Let total number of primary packets expected during sensing and secondary transmission periods in T duration be Pac secsense and Pac sectrans respectively. (43) Deriving expression for expected time wasted (T secwaste ) for sensing the presence of primary traffic in the sensing interval,
It is evident from (43) and (44) that increase in t s decreases T util and increases T secwaste respectively, thereby reflecting the fact that sensing period must not be increased beyond a certain extent as it degrades the efficiency of the entire cognitive radio network setup.
Simulation is carried out in the developed model as described in Section VA for analysis of VoIP deployment over CRN. Results prove dependency of QoS parameters on cognitive radio cycle and VoIP codecs as already deduced by mathematical reasoning in Section VC. Fig. 16 shows that the number of outstanding packets in the AP buffers increases with increase in transmission interval of the secondary user and decrease in sensing interval. This demands increase in sensing interval to increase the probability of primary user detection. However, considering the average talk spurt of 35%-40% [43] in VoIP, such increase in sensing period often results in wastage of the link with respect to time. This is because the secondary user cannot transmit in the sensing interval even when the primary user is absent. It is clearly observed in Fig. 17 where the link utilization decreases as sensing interval is increased and secondary transmission period is decreased. The situation varies drastically with respect to increased primary user activity. As more and more primary users involve in VoIP communication, the overall talk spurt increases. Therefore as reflected from Fig. 18 , the sensing period must have a certain minimum value for every range of talk spurt values as indicated by red lines. This must be done to avoid significant increase in the number of outstanding packets in the AP buffer and hence the packet loss due to buffer overflow.
C.2. Proposed Algorithm for Scenario-1
The algorithm for QoS improvement with respect to VoIP transmission by primary user is based on same principles and assumptions as stated in Section IVB.
1. Start VoIP transmission of the primary user with low codec bit rate.
2. Check the status of primary user arrival.
3. If primary user arrives during secondary sensing interval, set status = 1 else set status = 2.
4. If status =1, increase the codec bit rate.
5. If status =2, decrease the codec bit rate.
6. Follow the general algorithm as mentioned in Section IVB during primary transmission period.
C.3. Implementation of the Proposed Algorithm
The algorithm as proposed in Section VC is implemented in the developed model as described in Section VA. Fig. 19 and Fig. 20 depict the variation in throughput of the primary user with increase in sensing duration and secondary transmission interval for high and low bit rate codec respectively. It is observed that the overall throughput is less when low bit rate codec is applied to check the packet loss due to buffer overflow.
However, the proposed algorithm yields maximum throughput with minimum loss as observed from Fig. 21 and this satisfies our objective of throughput maximization. The dip in the throughput curve as noticed in Fig. 19 , Fig. 20 and Fig. 21 is an indication of packet loss due to buffer overflow and other reasons. Implementing active queue proactively controls the codec bit rate in the proposed scenario. Therefore, it is noticed from Fig. 21 that dip in throughput is the least in the modified scenario as depicted in Fig. 21 . This ensures minimum packet loss after implementation of proposed algorithm and thus better call quality for primary VoIP users is guaranteed.
C.4. Discussion of the Proposed Algorithm
Let the pps corresponding to high and low bit rate rate codecs be p ' and p " respectively and the corresponding expected number of primary packets generated during secondary transmission interval be Pac sectrans_hbr and Pac sectrans_lbr respectively. Based on Q.O. factor following the algorithm, p ' is proactively modified to p ". Therefore, deriving from (37) 
Pac Pac
It is clearly observed that decrease in codec bit rate decreases pps and hence the number of packets waiting at the intermediate buffers.
Let Throu pr be the effective primary throughput for T duration, Pacloss overflow be the packet loss due to overflow in the AP buffers and Pacloss misc be the packet loss due to other factors including network congestion and environmental degradation. 
where p is given by (33) .
Replacing the value of Pac pri_tot from (35) 
D. Scenario 2-Secondary User transmits VoIP traffic
This scenario demands more stringent QoS requirements for VoIP than in the previous scenario. In Scenario 1 as described in Section VC, primary user is involved in VoIP communication. As primary user has maximum priority over secondary users in CRN, QoS guarantee for VoIP communication by primary users is possible by appropriate configuration of CRN and VoIP parameters. However, in this scenario, secondary user acts as the VoIP agent. As secondary users can operate only in absence of primary user, the efficiency of VoIP transmission by secondary users relies critically on secondary transmission interval which, in turn, depends on several factors like primary traffic distribution, cognitive radio cycle duration, etc.
D.1. Analysis Methodology for Scenario-2
Extensive analysis of QoS metrics for VoIP communication by secondary user is carried out in simulation supported by mathematical results.
Let s be the secondary voice traffic rate. Therefore as per (6), s = pps of the secondary voice codec.
Let the total number of secondary VoIP packets generated during sensing of the presence of primary users for an entire T duration be Pac_sec secsense . 
Deriving expression for
We consider the scenario when primary user is not detected in an entire sensing period. Therefore, the secondary user does not switch to other available free channel. This means that the total number of secondary packets generated and stored during the sensing duration in the AP buffer is to be transmitted in the secondary transmission period.
Let T d be the total secondary transmission period in T duration. Therefore, number of secondary transmission intervals
As per our model, the secondary starts transmission only when its sensing period is over and there is no primary user detection.
This implies, number of secondary transmission intervals (m) = number of complete sensing intervals without primary detection (n)
Substituting the value of n from (55) in (53),
It is witnessed from (56) that increase in t s and decrease in t d increase Pac_sec secsense , thereby reflecting the fact that there must be a maximum limit on the sensing period and minimum limit on the secondary transmission period to avoid degradation in secondary voice traffic quality. Moreover, t s P ps . This is because with decrease in sensing interval, there is less probability that the primary user will be detected and this probability decreases further with less primary user activity. Therefore, with decrease in t s , P ps decreases and thus there is increased secondary transmission, resulting in high T d . However, from (56), increase in T d increases Pac_sec secsense that is not desirable. Thus it is observed that there must also be a minimum limit on the sensing period to avoid degradation in secondary voice traffic quality.
Mathematical derivations are supported by simulations in the model developed in Section VA for analysis of QoS metrics with variation in CRN and VoIP parameters. It is observed from Fig. 22 that increase in sensing interval and decrease in secondary transmission interval increase the total number of secondary outstanding packets in the AP buffers. This confirms the fact that the sensing period must have a maximum limit to avoid packet loss due to buffer overflow with respect to secondary user.
However, the scenario varies from the perspective of the primary user. For low primary user activity, it is noticed that the number of sensing intervals where the primary user is absent or goes undetected is more. Such durations are wasted time intervals for the secondary users as they also abstain from VoIP transmission. This results in more number of outstanding packets from the secondary users in the AP buffers. It is observed from Fig. 23 that such wasted time intervals increase with decrease in sensing time duration. Thus it demands a minimum limit on the sensing interval.
The effective transmission time of the secondary users is crucial for VoIP communication as this duration is free from any interference from the primary user. It is witnessed from Fig. 24 that the effective transmission time of secondary user is high for low sensing intervals.
However, this duration is not directly proportional to the secondary transmission time interval. It is observed from Fig. 24 that increase in effective transmission time is less due to increased interference with primary user.
D.2. Proposed Algorithm for Scenario-2
The algorithm for QoS improvement with respect to VoIP transmission by secondary user is based on same principles and assumptions as stated in Section IVB.
1. Check the status of secondary user arrival. If it arrives during the secondary sensing period, set status=1 else set status =2.
2. Check the status of primary user arrival. If it arrives during the secondary sensing period, set pr_status=1 else set pr_status =2.
3. If status =1, start VoIP transmission with low codec bit rate, else start VoIP transmission with high codec bit rate.
4. If status =2 and pr_status=2 and current codec bit rate is high, change to low codec bit rate.
5. If status=2 and pr_status=1, calculate Q.O. as described in Section IVB.1 and change the codec bit rate accordingly by following the general algorithm as described in Section IVB. The proposed algorithm is hence implemented in the developed model as described in Section VA. It is clear from Fig. 25 and Fig. 26 that the throughput of the secondary user is less for low bit rate codecs than for high bit rate codecs in CRN. shows the variation in throughput of the secondary user for variation in cognitive radio cycle parameters after implementation of the proposed algorithm. It is observed from the figure that the algorithm succeeds in providing the maximum throughput without interference from the primary user.
However, since secondary user transmits VoIP traffic, the throughput quickly degrades with increase in sensing interval. This establishes the fact that apart from configuration of VoIP parameters, appropriate tuning of the CRN parameters also plays a crucial role in attaining the objective as mentioned in Section II.
D.3. Discussion of the Proposed Algorithm
Let Throu hbr , Throu lbr and Throu pro be the expected throughput with respect to secondary voice traffic after application of high codec bit rate, low codec bit rate and adaptive codec bit rate corresponding to the proposed algorithm respectively. Let the pps corresponding to high, low and adaptive codec bit rate be s_hbr , s_lbr and s_abr respectively. However, considering the scenario where the primary user has increased probability of arriving during the secondary transmission period, P pt increases.
Hence from (58) and (59), it is observed that both Throu hbr and Throu lbr decreases. Thus with increased primary user activity, secondary VoIP throughput decreases for both high and low bit rate codecs. Further, subtracting (58) 
It is, hence, verified from (63) and (66) that Throu pro , that is, the throughput achieved after implementation of the proposed algorithm, is the maximum throughput achieved and this proves the efficiency of the proposed algorithm. As the throughput obtained is free from any interference with the primary user, it can also be concluded that the number of outstanding packets in the AP queue and hence the packet loss due to buffer overflow incurred is minimum. This refers to minimal queuing and medium access delay for the packets. Thus the algorithm also ensures enhanced QoS necessary for improved VoIP performance with respect to the secondary users.
VI. CONCLUSION
In this paper, we have addressed performance optimization in VoIP and implemented it in different networks. At first, proactive configuration of codec parameters is performed in conjunction with active queue management for improved VoIP performance in WLAN. After analyzing the various factors related to VoIP codecs in WLAN, it is observed that increase in packet payload size to decrease pps in WLAN is not an effective solution. Thereafter, an algorithm is proposed based on proactive strategy that suggests adaptive variation of codec bit rate along with RED implementation in the access point. Experimental readings verify that both packet loss and delay reduce without significant throughput degradation after implementation of the algorithm. Secondly, we have extended the work in CRN by developing a model to implement VoIP over CRN. We have created two scenarios where primary and secondary users involve in VoIP communication respectively. After extensive analysis, an algorithm is proposed in each scenario by suitable modifications to the initial algorithm devised for WLAN. Simulation results confirm VoIP throughput maximization along with enhanced QoS after implementation of the algorithm in each scenario of VoIP implementation in CRN.
