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ABSTRACT
In this work we analyze the thermodynamic properties of the pseudospin-
1 Hamiltonian on the two-dimensional T -3 or Diced Lattice. Start-
ing from the Partition function, we obtain the Grand ensemble ther-
modynamic potential, entropy and specific heat exactly and in the
degenerate and non-degenerate regimes.
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1 Introduction
This work addresses the thermodynamic properties of the Fermion pseudospin-1
system whose Hamiltonian is
H = (~v/
√
2)
 0 K− 0K+ 0 K−
0 K+ 0
 , (1.1)
which was introduced by D. Bercioux, et al.[1] in 2009, where v is the effective
Fermi velocity, k± = kx ± iky and ~K is the 2D- crystal momentum.This sys-
tem has attracted attention recently, particularly by Malcom and Nicol [2] who
studied its electronic polarizability and related properties. This system falls
into the class of Dirac materials, which includes group IV Dichalcogenides[3],
Topological Insulators[4], Silicene[5] and, most notably, Graphene[6-11].
In Section 2, we derive the exact electronic Thermodynamic Potential, En-
tropy, Chemical Potential and Specific Heat, which can all be expressed in closed
form, and in Section 3 we discuss the behavior of these quantities in the degener-
ate and non-degenerate regimes which may be relevant to possible experimental
conditions. The results are summarized and discussed in Section 5.
2 Calculations
In the body of this work we set ~ = 1 and introduce the dimensionless mo-
mentum ~k = ~K/Km, where Km is a cut-off introduced to restrict the band
structure to the relativistic region where the dispersion is linear. We also intro-
duce the characteristic energy a = ~vKm corresponding to the highest energy
in the linear portion of the spectrum. The partition function, worked out in the
Appendix, is
Z(s) =
K2m
pi
[
1
4
+
1
a2s2
− cosh(as)
a2s2
+
sinh(as)
as
]. (2.1)
To proceed, we note the Wilson-Sondheimer formula [13,14] giving the Grand
Thermodynamic Potential
Ω = −kBT
∑
{α}
ln[1 + e−β(Eα−µ] = −β
4
∫ ∞
0
dt
z(t)
cosh2[β2 (t− µ)]
, (2.2)
( kB being Boltzmann’s constant) where the sum is over all the energy levels,
T is absolute temperature, β = 1/kBT , µ is the Chemical Potential and
z(t) =
∫ c+i∞
c−i∞
ds
2piis2
estZ(−s) =
z(t) =
K2m
12pia2
[
t3 + 6a2t+ 2a3 − (t3 − 3a2t+ 2a3) θ(t− a)] , (2.3)
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Here θ(z) denotes the Heaviside step function and, due to the prefactor K2m, Ω
and subsequent quantities refer to unit area. We point out that, apart from the
system parameters Km and a, Ω is a function of the state variables T (or β)
and µ (or N) since the volume (i.e. area) is fixed. Once the density is specified,
as in dealing with a specific sample, µ is itself a function of T . Since (2.3) may
be unfamiliar, some details are provided in the appendix. The function z(t), is
basically a cubic polynomial in t and behaves nearly linearly over its range. Not
surprisingly it is found that the integral resulting from inserting it into (2.3)
can be evaluated exactly to give
Ω = − K
2
m
12piβ
{β(3µ− a) + aβ tanh(βµ/2) + 9 ln(1 + eβµ)
− 6
(aβ)2
[aβLi2(−eβ(a−µ))− Li3(−eβ(a−µ)) + Li3(−e−βµ)]} (2.4)
where
Lin(z) =
∞∑
k=1
zk
kn
(2.5)
is the polylogarithm[15] (See Appendix E)..
The chemical potential is the Lagrange coefficient associated with the con-
straint that the system contain N particles and is closely related to the energy
necessary to add or remove one particle . Since in most situations the areal
density n is fixed, it is useful to know how µ is related to n = −∂Ω/∂µ. From
(2.4) one finds
3
n =
K2m
12pi
{
12− 9
1 + eβµ
+
aβ
cosh(βµ) + 1
− 6
aβ
ln[1 + eβ(a−µ)]− 6
a2β2
[Li2
(
−eβ(a−µ)
)
− Li2
(−e−βµ)]}
(2.6)
Next, the entropy S = kbβ
2∂Ω/∂β, is given by
24pia2
KbK2m
S =
6a{2(µ−a) ln[1+eβ(a−µ)]+3a ln[1+eβµ]+3a ln[1+e−βµ]}− 3βµ
1 + e−βµ
−a3β2µsech29βµ/2)
(2.7)
+12β−1(µ−3a)Li2(−eβ(a−µ))+ 12
β2
[
2Li3(−eβ(a−µ))− βµLi2(−e−βµ)− 2Li3(−e−βµ)
]
3 Degenerate Limit
As T → 0 the system Fermions condense into the lowest states up to the Fermi
energy, which in the limit coincides with µ. In this case it is convenient to write
(2.5)
Ω =
∫ ∞
0
dtf ′0(t)z(t) = −
z(0)
1 + eβµ
−
∫ ∞
0
dt f0(t)z
′(t) (3.1)
where
f0(t) =
1
1 + eβ(t−µ)
. (3.2)
Now, the last integral is, after the change of variable β(t− µ)→ t
1
β
∫ ∞
−βµ
dt
z′(µ+ t/β)
et + 1
=
1
β
[∫ βµ
0
z′(µ− t/β)
(
1− 1
et + 1
)
+
∫ ∞
0
z′(µ+ t/β)
et + 1
dt
]
(3.3)
Since, in the degenerate limit, βµ→∞,
Ω = − z(0)
1 + eβµ
− z(0) + z(µ)− 1
β
∫ ∞
0
z′(µ− t/β)− z′(µ+ t/β)
et + 1
dt. (3.4)
Now,
z′(µ± t/β) = z′(µ)± t
β
z′′(µ) +
t2
2β2
z′′′(µ) + · · · (3.5)
so
Ωdeg =
(
2 + eβµ
1− eβµ
)
z(0)− z(µ) + z
′′(µ)
2β2
∫ ∞
0
t
1 + et
dt+ · · · . (3.6)
Therefore, since we can ignore e−βµ, for any Fermi system
Ωdeg = Const− z(µ)− pi
2
6
z′′(µ)(kbT )2 +O((kbT )4). (3.7)
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Since the Fermi temperature is on the order of kiloKelvins, it is this regime
which applies to most experimental situations.. Also, since a is roughly the
maximum energy level, we can assume µ < a,in which case one has from (2.3)
and (3.7)
Ωdeg = − K
2
m
12pia2
[
µ3 + 6a2µ+ 2a3
]
. (3.8)
More details are provided in[16].
4 Non-degenerate limit
To investigate the high temperature, low density behavior, we rewrite (3.1) in
the form
Ω =
∫ c+i∞
c−i∞
ds
2pii
Z(−s)
s2
∫ ∞
0
dt estf ′0(t). (4.1)
In this case. it is appropriate to write
f ′0(t) ≈ −βeβµe−βt. (4.2)
and, therefore, the right hand side of (4.1) is simply the inverse Laplace trans-
form of a Laplace transform yielding
Ωnd = − 1
β
eβµZ(β). (4.3)
where Z(β) is given in (2.4). Consequently, the density is
n = −∂Ωnd
∂µ
= eβµZ(β) = −βΩng (4.4)
Note that this relationship is valid for any Fermi system.
For further examination of this region, see the previous paper in this se-
ries[16].
5 Discussion
The thermodynamic quantities obtained so far are all expressed in teems of the
chemical potential, µ, and are of little use without knowing how µ depends on
the electron density n. Except in the degenerate regime, where this has been
carried out in [16], one must solve (2.6) for µ, a formidable task. Therefore,
we shall attempt to proceed numerically by specifying n, a and looking at null
contours of the n-β-µ plots. In addition, in order to avoid the complication of
an additional parameter, we introduce the scaled density ν = 12pin/K2m and
solve
ν − {12− 9
1 + eβµ
+
aβ
cosh(βµ) + 1
5
− 6
aβ
ln[1 + eβ(a−µ)]− 6
a2β2
[Li2
(
−eβ(a−µ)
)
− Li2
(−e−βµ)} = 0 (5.1)
for µ vs ν. Because the behavior is not very sensitive to a, we consider only
the two values a = 10 and a = 100 atomic units (~ = 2m = 1, e2 = 2). A
reasonable temperature range is 4K < T < 400K corresponding roughly to
3 · 103 < β < 4 · 105. We arbitrarily assume 0 < ν < 1000. From the results
shown in Figs 1,2 it appears that the chemical potential is virtually independent
of temperature, rises steeply at low values of ν, but, indicating density-induced
phase transition near ν = 10, remains nearly constant at µ = a at all higher
densities
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Figure 1: µ vs ν for a = 10 at T = 4, 10, 100 and 300K]
0 20 40 60 80 100
0
50
100
150
200
Figure 2: µ vs ν for a = 100 at T = 4, 10, 100 and 400K
Next, we examine the thermodynamic potential (2.4). Introducing the scaled
version Ω¯ = −12piΩ/K2m, one has
Ω¯ = A(a, β, µ) +B(a, β, µ)
6
A(a, β, µ) = 3µ− a(1− tanh(βµ/2)) + 9
β
ln(1 + eβµ) (5.2)
B(a, β, µ) = − 6
(aβ)2
[aLi2(−eβ(a−µ))− 1
β
{Li3(−eβ(a−µ))− Li3(−eβµ)}].
Numerically, we find that A andB, and so Ω¯ are nearly temperature independent
over the range 4K < T < 400K and that A is nearly independent of a over
tis range. Consequently, quantities related to temperature derivatives of the
thermodynamic potential, such as the entropy and specific heat, will be small,
as seen for the dimensionless entropy if Fig.3.. Of course, at higher temperatures
where states no longer described by (1.1) are occupied, the situation will be
different.
The scaled entropy
Σ¯ =
12piS
kBK2m
is sketched in Fig.3
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Figure 3: Σ¯ vs inverse temperature β for 400K > T > 4K. Here a = 10, ν = 20]
The Specific Heat is
CV = −T ∂S
∂T
=
KBK
2
m
12pia2
(
4a3b3m2
(ebm + 1)3
+
a2b2m(a(4− 6bm) + 9m)
(ebm + 1)2
+
a2b2m(2a(bm− 2)− 9m)
ebm + 1
+6(3a2 − 4am+m2) log(eb(a−m) + 1)6abe
ab(a−m)2
eab + ebm
− 6m2 log(e−bm + 1))
+
12(b(3a− 2m)Li2(−eb(a−m))− 3Li3(−eb(a−m)) + 2bmLi2(−e−bm) + 3Li3(−e−bm))
b2
and is shown in Fig.4 for a = 10, 100K > T > 4K
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Figure 4: CV vs inverse temperature β for 400K > T > 4K. Here a = 10,
ν = 10]
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Appendix
- A: Partition Function
Let ~K = Km~k and a = ~vKm
H =
a√
2
 0 k− 0k+ 0 k−
0 k+ 0
 = U−1
 0 0 00 ak 0
0 0 −ak
U (A− 1),
where the unitary matrix U consists of the normalized eigenvectors of H, has
eigenvalues ω = 0, ±ak. Then the partition function is
Z(s) =
∑
{ω}
e−sω =
K2m
2pi
∫ 1
0
dk k[1 + 2 cos(ask)] (A− 2)
=
K2m
pi
[
1
4
+
1
a2s2
(1 + as sinh as− cosh as)
]
,
since
∫
dx x cosh(ax) = [(ax) sinh(ax)− cosh(ax)]/a2.
B: Derivation of (2.2)
Since any function is the inverse Laplace transform of its Laplace transform,
f(E) = kBT ln[1 + e
β(E−µ)] =
∫ c+i∞
c−i∞
ds
2pii
eEs
∫ ∞
0
dte−stf(t). (B − 1)
From (2.5),
Ω =
∫ c+i∞
c−i∞
ds
2pii
Z(−s)ϕ(s) (B − 2)
where ϕ(s) is the second integral in (B-1). By multiplying and dividing the inte-
grand of (B-2) by s2 and noting that s2ϕ(s) is the Laplace transform of f ′′(t) =
−(β/4)sech2(
[
β
2 (t− µ)
]
. With z(t) defined in (2.6) one has the Sondheimer-
Wilson formula.
C: Derivation of (2.3)
Z(−s) = Z(s) = K
2
m
pi
[
1
4
+
1
p2
+
sinh(p)
p
− cosh(p)
p2
]
(C − 1)
where p = as. Hence
Z(s)
s2
=
K2ma
2
pi
[
1
4p2
+
1
p4
+
ep
2
(
1
p3
− 1
p4
)
− e
−p
2
(
1
p2
+
1
p4
)]
. (C − 2)
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Thus,
z(t) =
K2ma
2
pi
[
L−1t/a[
1
4p2
+
1
p4
] +
1
2
L−1(t+a)/a[
1
p3
− 1
p4
]− 1
2
L−1(t−a)/a[
1
p3
+
1
p4
]
]
(C − 3)
since an exponential factor just shifts the argument of the inverse Laplace trans-
form, which is t/a after changing the variable of integration from s to p. Finally,
using
L−1x [p
−n] =
1
(n− 1)!x
n−1θ(x) (C − 4)
one gets
z(t) =
K2m
12pia2
[
t3 + 6a2t+ 2a3 − (t3 − 3a2t+ 2a3) θ(t− a)] (C − 5)
D: Calculation of Ω
By inserting (2.3) into (2.4) one has a linear combination of the four elemen-
tary integrals ∫ ∞
0
sech2(
1
2
β(t− µ)) dt = 4e
βµ
β(eβµ + 1)∫ ∞
0
t sech2(
1
2
β(t− µ)) dt = 4 ln(e
βµ + 1)
β2∫ ∞
0
t2 sech2(
1
2
β(t− µ)) dt = −8Li2(−e
βµ)
β3
(D − 1)
∫ ∞
0
t3 sech2(
1
2
β(t− µ)) dt = 4(β
3µ3 − 6Li3(−e−βµ) + pi2βµ)
β4
wihich follow from the elementary integrals
n
∫
tn
cosh2(ax)
dx
0 tanh(ax)a
1 ax tanh(ax)−log(cosh(ax))a2
2
Li2(−e−2ax)+ax(−ax+a tanh(ax)x−2 log(1+e−2ax))
a3
3
2a2(−ax+a tanh(ax)x−3 log(1+e−2ax))x2+6aLi2(−e−2ax)x+3Li3(−e−2ax)
2a4
(D − 2)
The Polylogaritm
Fpr z small
Li2[−e−z) ≈ −pi
2
12
+ ln(2)z − z
2
4
10
Li3(−e−z) ≈ −3
4
ζ(3) +
pi2
12
z − 1
2
ln(2)z2
For large z
Li2(−e−z) ≈ −e−z + 1
4
e−2z
Li3(−e−z) ≈ −e−z + 1
8
e−2z.
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