We included the following features to capture temporal dynamics of users' online activities.
1 post in a week is ½. The probabilities of publishing 2 posts in a week is ¼, and so is the probability of publishing 3 posts in a week. Based on Equation 3, the entropy of total number of posts published would be - For instance, another user with 1, 5, 1, and 6 posts in 4 weeks will have the same entropy as the previous user with 1, 2, 1, and 3 posts.
(3) The new metric of stability is used to address the problem of Shannon entropy. Its calculation is similar to Shannon entropy, as defined in Equation 4, but p i ' represents the proportion of activities from week i compared to the total activities from all weeks. The higher the stability metric is, the more stable a user's activities over time.
To handle cases when all the values are 0 during a time period, we also adopted Laplace (4) The temporal variation (TV) of features, which extends entropy and stability by considering the fluctuation in a temporal sequence of data [2] . For instance, if two users' values of a feature across 4 weeks are 1,3,1,3 and 1,1,3,3 respectively, they will share the same Shannon 
