On the average order of a class of arithmetical functions  by Hafner, James Lee
JOURNAL OF NUMBER THEORY 15, 36-76 (1982) 
On the Average Order of 
a Class of Arithmetical Functions* 
JAMES LEE HAFNER 
Departmenl of Mathematics. University of Illinois. Urbana, Illinois 61801, and School oj 
Mathematics. Institute for Advanced Study. Princeton, New Jersey 08540 
Communicared by S. Chowla 
Received December 10. 1980 
We consider a class of arithmetical functions generated by Dirichlet series that 
satisfy a functional equation with multiple gamma factors. We prove one- and two- 
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INTRODUCTION 
We consider a class of arithmetical functions generated by Dirichlet series 
that satisfy a functional equation with gamma factors of the type originally 
studied by Chandrasekharan and Narasimhan [4]. We prove one- and two- 
sided omega theorems for the error terms associated with summatory 
functions of the type 
\‘ a(n)(x - &Jo. 
An<X 
where p > 0. In particular, we obtain new results for the problem of deter- 
mining the number of lattice points in a circle an,d in the Dirichlet and Piltz 
divisor problems. These improve results of Hardy [ lo] and Szego and 
Waltisz 116, 171. 
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In [4 1, Chandrasekharan and Narasimhan obtained both a- and O-results. 
For a more restrictive class, Berndt [2,3] obtained better one- and two-sided 
Q-results than Chandrasekharan and Narasimhan, although he considered 
only the case p = 0. In [I] Berndt stated, without proof, results for p > 0. We 
should remark that Berndt’s proof in 12, 31 applied only to the case where 
the Dirichlet series was of the form C,“= ,a(~) 1;’ and 
Ax< x l<Bx (1) 
.in<x 
for some positive constants A and B and all sufficiently large x. Nonetheless, 
the applications to the classical problems that he indicated are correct. (In 
his examples involving positive definite quadratic forms, the restriction must 
be added that the quadratic form have rational coefficients.) 
We consider here a more general class than Berndt, one that does not 
require (1). Our proof is based on ideas used by SzegG [ 151 to obtain a- 
results for the error term in the problem of determining the number of lattice 
points in a k-dimensional sphere, the so-called k-squares problem. These 
same ideas were used by Szegij and Walfisz [ 16, 171 to prove Hardy’s 
conjecture [lo] for the Piltz divisor problem in algebraic number fields. (Of 
course, p = 0 in these papers.) We should remark that there is an error in 
SzegG and Walfisz’s proof of their Lemma 5 [ 17, p. 4791. This involved a 
circular argument in the application of Dirichlet’s approximation theorem 
and in the choice of some parameters. (This same mistake was made by 
Berndt in [3 1.) It can, however, be corrected and is done so here. See 
Lemma 4.2.1. 
In this paper we also improve the basic method to allow, in any given 
example, particular distribution properties of the given arithmetical function 
to be used. It is this improvement which leads to the new results in the 
classical problems as mentioned above. 
1. STATEMENT OF THE THEOREMS 
1.1. General Notation 
We begin by specifying the class of arithmetical functions which we are 
considering. 
DEFINITION 1.1.1. Let (a(n)) and (b(n)} be two sequences of complex 
numbers, not identically zero. Let (A,} and (,u,} be two strictly increasing 
sequences of positive numbers tending to co. Suppose the series 
$4(s)= f a(n) nis 
n=, 
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and 
converge in some half-plane and have abscissas of absolute convergence a,* 
and ua, respectively. For each v = 1, 2 ,..., N suppose that a,. > 0 and p,. is 
complex, and let 
.Y 
d(s) = 1 1 f(a,.s +P,.>. 
L’ - I 
If Y is a real number, we say that 4 and v/ satisfy the functional equation 
d(s) C(s) = Ll(r - s) lq(r - s) 
if there exists in the s-plane a domain D that is the exterior of a compact set 
S and on which there exists a holomorphic function x such that 
(i) , ,‘tym x(a + it) = 0, 
uniformly in every interval -co < CJ, <u < u2 < co; and 
(ii) x(s) = 44 4(s) for u > u,* 
= d (r - s) ~(r - s) for u<r-u,. 
This definition was first given by Chandrasekharan and Narasimhan 141. 
Let p be a fixed nonnegative real number, and define the following quan- 
tities: 
N . . 
a = \ a,., - 
I*< I 
e = 8, = r/2 - 1/(4a) + p(i - 11(2~)), 
K = K, = u. - r/2 - 1/(4a) - p/(2a), 
P=B,=-(u+ar/2+p/2+ l/4) 
E, = sgn(cos p, rr) 
b=i?,=P- l/3+41 
y=y,=2aK- 1. 
We are assuming here that ,u is real so that /3 is real also. 
(1.1.1) 
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For x > 0. define the summatory function A,(x) by 
44 = m + 1>-’ A;<,: a(n)(x -A,)“, (1.1.2) 
where the prime on the summation sign indicates the last term is to be 
multiplied by + if x = I,, for some n. (This notation will be used throughout 
the sequel.) 
Let L be such that L > lr/2 - 1/(4a)I and all the singularities of q(s) lie in 
CJ > -L. Then define Q,(x), a residual function, for x > 0 by 
(1.1.3) 
where @$ is any set of curves enclosing the singularities of the integrand to 
the right of 0 = --p - 1 -L. We define the error term P,(x) by 
J’,(x) = A,(x) - Q,(x). (1.1.4) 
Similarly, let Q,(x) be defined for x > 0 by 
(1.1.5) 
where q* is any set of curves enclosing the singularities of the integrand. 
Put 
B(x)= ” b(n) (1.1.6) 
uu,<x 
and 
P,(x) = B(x) - Q,(x). (1.1.7) 
Furthermore, we introduce notation for a set of “distinguished” integers. 
Let ,3 be any set of positive integers such that 
B”(x)=B”(x;9)= “’ b(n)-B(x), (1.1.8) 
Un:C$ 
as x tends to co. We define a function W(x) to serve as an approximate 
counting function for the set .Y. For x > 0, let W(x) be a strictly increasing, 
continuous function such that 
W(x)>#(n:,uu,<x,nE.Y}. (1.1.9) 
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Let 
Z(x) = w- ‘(x), (1.1.10) 
the inverse function of W. We make the following assumptions on Z (and 
W): 
(i) For every positive constant A, there exist positive constants c,(A) 
and c,(A), depending only on A, such that 
c,(A) Z(x) < -wx) < c,(A) Z(x). 
(ii) For some 11 < min( l/2, 1/(3a)}, and all r > 0, 
Z(x + t) - Z(x) = O(reV”) 
as x tends to co. 
Note that condition (i) implies that Z(x) has at most polynomial growth. 
Thus the following conditions are satisfied: 
(iii) For some ?l’ > 0, 
Z(x) = 0(x”‘), 
as x tends to co. and 
(iii)’ log Z(x) = O(log x), 
as ,Y tends to co. 
We remark that if .“P is the set of all positive integers, then (1.1.8) holds 
trivially, and W(x) is essentially a continuous approximation to the counting 
function for the ~,‘s. This function is introduced primarily to extend Berndt’s 
results to more general Dirichlet series. (See the remarks surrounding (l).) 
Furthermore, it is generally more effective to use a significantly thinner set 
.P”. 
Finally, before stating our theorems, we establish some notational 
conventions. The letter c will always denote a positive absolute constant, not 
necessarily the same at each occurrence. If the letter c appears with a sub- or 
superscript or with a prime, then its value is to remain fixed throughout. 
Also, the parameter to will always denote a positive number taken 
sufficiently small to make the given estimate valid. 
The symbol C will always denote the sum from n = 1 to co. For R > 0 
and for real numbers a and b, we denote by @(a, b) the oriented polygonal 
path with vertices a -ice, a - iR, b - iR, b + iR, a + iR, and a + im, in 
that order. We also assume that all closed paths in the plane are taken in the 
positive or counterclockwise direction. 
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1.2. The Theorems 
Assume the following conditions are satisfied. First, b(n) > 0 for all n. 
This is the main condition which restricts our class of arithmetical functions 
from that considered by Chandrasekharan and Narasimhan 141. Berndt 
[ l-3 ] also made this assumption. 
We also assume that there exist constants c, and I so that 
B(x) - Q,(x) - c&‘“(log x)‘- ‘. (1.2.1) 
as x tends to co. We remark that (1.2.1) is satisfied for b(n) > 0 if ,r > 0 and 
all the singularities of v are poles. (See Berndt 12, p. 1861 and Chan- 
drasekharan and Narasimhan [4, Theorem 4.1, p, 111 I.) 
It is clear from (1.2.1) that both 
and 
P,(x) = o(x”~(log x)‘- ’ ), (1.2.2) 
as x tends to co. 
B*(x) - c,x”~(log x)‘- ‘, (1.2.3) 
For notational convenience we define a function g(x). For x > 0, let 
g(x)= ~Z(llog-~I)~” w%wog~~IN-’ if rc>O 
= (logz(/log.u~)}’ 
(1.2.4) 
if K=O, 
where Z(x) and K = K, are defined in (1.1.10) and (1.1. 1 ), respectively. 
We can now state our one-sided omega theorem. (Recall that 0 = 8, is 
given in (l.l.l).) 
THEOREM A. With the aboue notation and assumptions, if K > 0 and 
E,# 0, then 
E, Re P,(x) = Q + (x’s(x)). 
The case K < 0 is completely known and can be found in 
C handrasekharan and Narasimhan [ 4, Theorem 3.11. 
For Theorems B and C (the two-sided omega theorems), we drop the 
condition that E, # 0, but, of course, we require certain other conditions on p 
be satisfied. (These are given in the statement of Theorem B.) Also we 
require the following two technical assumptions, in addition to those above 
for Theorem A. 
First, we assume that as x tends to co, 
Q;(x) - cOuoxBO-l(log .)‘-I, (1.2.5) 
where c,, and 1 are given above in (1.2.1). 
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Secondly, we assume that there exists a constant T > 0 so that as x tends 
to co, 
A ()(x) = 0(x7’). (1.2.6) 
We note that these assumptions are certainly satisfied if all the singularities 
of ~4 and v are poles. 
THEOREM B. With all the above notations and assumptions. if K > 0 and 
either 
then 
2b > -y or 26 < y, (1.2.7) 
Re P,(x) = R * (x’g(x)). 
THEOREM C. Under the same hypotheses as Theorem B, there exist 
positive constants A and B and a strictly increasing sequence ( y,) tending to 
co such that the two inequalities 
+Re P,(x) > Ax’g(x) 
have solutions in each interval 
y, <x <J’,, + Bq’,:-“‘2”‘(logy,)“2 (Z(log y,)} -“(2n’. 
Conditions (1.2.7) are necessary to insure that a certain function (h(a) 
defined in (2.3.27)) has a change of sign. Since b = 6, and y = yp, (1.2.7) 
reduces to a restriction on the range of p. (The parameters b and y are given 
in (l.l.l).) 
We should also remark that if p is not real, then similar results can be 
given for Im P,(x) as well. This requires only a slight, though notationally 
inconvenient, change in the proof. 
2. PRELIMINARY RESULTS 
2.1. Some Well-Known Results 
In this section we collect some classical results which will be used in the 
sequel. These are all given without proof. 
First, we require the following forms of Stirling’s formula. (They will be 
cited in the sequel by their corresponding letter.) 
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(A) For real numbers u and t, 
(r(a + it)1 = fijt(op”2 e-“““‘( 1 + O(lt(-‘)I 
as / t 1 tends to co, uniformly in 0 in any interval -co < u, 6 CJ < (I~ < 03. 
(B) For a real number r, 
r(n + 5) = JGnn+Tp”2e-“{ 1 + O(W’)), 
as n tends to co. 
(C) For a real number r, 
as II tends to co. 
r(n + s)/l-(n) = nT ( 1 + O(n -- I)}, 
The next lemma is fundamental to the method. It is called Dirichlet’s 
approximation theorem. 
LEMMA 2.1.1. Let 11,. y2 ,..., y,,{ be M fixed positive numbers. Let m > 0, 
and let a positive integer q be given. Then there e.uist a t in the interval 
Im, q,“m] and positive integers ~1, , >‘z ,..., y,, such that 
for n = I. 2 ,..., M. 
Iv,, - ?‘, I < I/% 
2.2. Elementary Estimates 
This section contains some elementary lemmas involving certain 
summatory functions of the arithmetical functions a(n) and b(n). In all but 
the last lemma, we assume only the hypotheses of Theorem A. In the last 
lemma, Lemma 2.2.7, we assume also (1.2.6). 
The first three lemmas can be proved easily from (1.2.1). (1.2.3), and 
summations by parts. 
LEMMA 2.2.1. For r<o,, as x tends to 00, 
x’ b(n),a;’ - c.P”PT(log x)‘-.’ 
rc”<.T 
- c(log X)’ 
LEMMA 2.2.2. For r < aa, as x tends to 03, 
\“ b(n),a,;‘= o(xuO-‘(log x)“) 
r,ix 
ne f = o((log X)‘) 
if 5 < 0, 
if ~=a~. 
if 5 < u, 
if r=o,. 
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LEMMA 2.2.3. For t > CT,, as x tends to 00, 
\‘ - b(n) pu,’ = O(X”~P’(log x)‘- 1). 
M,>X 
As an immediate consequence of Lemma 2.2.1, we have, for each E’ > 0 
and each r < o,, 
\” b@)p,‘= q,,,-,+q. (2.2.1) - 
bLu,<x 
Next define for x > 0 and [ > 0, 
E(x) = exp ( -(@z)“~ }. 
LEMMA 2.2.4. For T < a,, as < tends to zero, 
\‘ b(n) E@,) ,uU,’ > ctP’Oi’-T)(log l/t)‘- ’ if r < un - 
a 4% l/O if r=u,. 
Proof. For r < un, let 
Then, since b(n) > 0, 
\‘ b(n)E&Jpu,* = fx E(u) dB,(u) - .‘P, 
(2.2.2) 
where we have written I! = <u in the last integral. The lemma then follows 
easily from Lemma 2.2.1. 
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LEMMA 2.2.5. For T < ua, as 5 tends to zero, 
2 b(n) Efji,) pi’ = O(~-(uU-T)(log l/r)‘-‘) if t < u, 
= o((log l/O’) if 7=ou. 
Proof: We outline the main ideas of the proof for 7 < u,. The proof for 
r = (3, is similar. Set 
B,(x) = y:’ b(n) y,‘. 
u,<x 
n@ d 
By Lemma 2.2.2 (since 7 < ua), as x tends to co, 
B,(x) = o(x”~-‘(log x)/-l). 
Thus, as r tends to zero, 
where in the penultimate step we have made the change of variables c’ = &A. 
We note that this “proof’ can be made rigorous with an appropriate epsilon 
argument. 
Next, for { > 0 and x > 0, let 
F(<, x) = \‘ b(n) E(p,),u;'uupK). (2.2.3) 
P”>.V 
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LEMMA 2.2.6. For K > 0 and x 2 ,u,/2 > 0, as < tends to zero, 
F(<, x) e (+(log l/r)‘-’ E(x/2”) if K>O 
e (log l/C)’ E(x/2” ) if K = 0. 
Proof. We proceed as in the proof of Lemma 2.2.4 with r = ou -K in 
B,(x). By Lemma 2.2.1. 
5 l/a .K’ 
=-E(x)B,(x)+- B,(u) u “a -~ ‘E(u) du u - x 
.mc 
< <“O ( l4 K+“n-‘(logu)‘-l E(u)du if K>O 
-1 
-ep( u “n- ‘(log u)’ E(u) du if K = 0. 
We prove the estimate for K = 0, as the proof for K > 0 is similar. We 
assume 5< l/e’. 
First if x > e2/& then letting v = <u in the last integral above. we find that 
F(c, x) < <““E(x/2”) 1.1X u”“-‘(log u)’ E(z42”) du 
. S/l 
< (log l/C)’ &u/2” ), 
where we have used the inequality 
1% 1,/r < (log v)(b!z l/O, 
which is valid since v > ez and l/r > e’. 
Next, if x < e2/{, we divide the integral into two parts and estimate each 
part separately: 
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The second integral is estimated exactly as above. In the first integral 
E(u/2”) < 1 and log u is increasing. Thus 
I 
eZ/l 
‘X 
ZP-i(log U)‘E(U/2a)du < (log 1/5)‘):2’1 24”+ du 
< (- “a(log l/O’. 
Combining these estimates completes the proof. 
As consequences of the last two lemmas, the following results are valid: 
If K > 0 and E’ > 0, then as r tends to zero, 
F((-, x) < r-“-“E(x/2”), (2.2.4) 
uniformly for x > ~,/2. 
If K > 0, there exists a constant c1 so that if 0 < r < &,, then 
W, x) < c,t-“(log l/t)‘-’ W/2”) 
uniformly in x > ,U ,/2 and 
2; 0) w4 P, ‘us-K) < c, r-“(log 1/C)‘-’ 
uniformly in X > 0. 
(2.2.5) 
(2.2.6) 
Similarly, if K > 0, as < tends to zero, 
XL 0) J%4Pu, (“cK) = o(rP”(log l/r)‘-‘) if K>O 
ne.7 (2.2.7) 
= o((log l/G’> if K=O, 
uniformly in X > 0. 
LEMMA 2.2.7. Assume (1.2.6). Then as x tends to CO, 
P,(x) = O(xT’“). 
ProoJ We have 
P,(x) = OW,(xl> 
as claimed. 
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2.3. Analytical Estimates 
We are assuming that p > 0 is fixed and that K > 0. Let 6 > 0 and a > 0 
be defined by 
6-‘=max(25,8ala,-r-pl+l, 16a~), 
a = max { 0, -2&j. 
(2.3.1) 
Each of the conditions on 6 and a are used to estimate certain quantities. 
Also, .in all the following lemmas we assume only the hypotheses of 
Theorem A unless otherwise specified. 
Let 
c, = r/2 + p/(2a) - CO, (2.3.2) 
where 0 ( E,, ( 1/(4a). Furthermore, let 
c,=r+p+ (1 +a)/(2aS)+e,, (2.3.3) 
where E, is chosen so that 0 < E, < 1/(4a) and cg - r is not a nonnegative 
integer. Let R be a positive number with 
R > w{l&,/a.I,~= L2,...,~;Isl,sE~), (2.3.4) 
where S is the “singularity set” in Definition 1.1.1. 
For any nonnegative integer q and for x > 0, define 
z~+~(X) =&I,,,, 
0, 
cg) G,+&)x~+~+Q-~ ds, 
where 
Gp+&) = 
T(r - s) d(s) 
T(r+p+q+ l-s)d(r-s)’ 
(2.3.5) 
(2.3.6) 
By our choice of c, and Stirling’s formula (A), we see that Z,+,(x) is well 
defined for every q and converges uniformly in q > 0. Also, the choice of cg 
insures that the path g(c,, cs) does not pass through any of the poles of 
G, +&). Furthermore, the poles of d(s) are all to the left of the path. 
LEMMA 2.3.1. For each integer q > 0 and for x > 0, 
&7+L?+ 1 (xl = Z,+,(x). 
Proof: Since the path of integration is independent of q and Z,+Jx) 
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converges uniformly in q > 0 and x in any bounded set, we may differentiate 
under the integral sign. The result is then immediate from the identity 
z-p + 1) = ST(S). 
LEMMA 2.3.2. For any nonnegative integer m, 
m 
Z,(x) = x eoxe-L”c2a) cos(c~~‘(*~) + k,,n) 
L’ = 0 
+ o(XO-(m+l)l(*a)) + 0(~-(lto)l(*a8)), 
where the e, are constants, e, > 0 and k,, =p + v/2. 
Proof: We deform the path g(cI,, cg) into a path g(cp, c*), where c* is 
a certain constant depending on m and c* > cg. (In fact, we take c* = 
Cm + WW - 01 +/Q/a + c2, where e2 is a certain positive number.) By 
Cauchy’s theorem, 
+ 1 res G,(s) x”‘-~. 
I’ > 0 s=rtv 
C6<rtc<C’ 
Since cg and c* are constants, and by the definition of cg, 
(2.3.7) 
-K‘ res GJs)x~‘~-~ = O(X”~-~~) 
I, > 0 s=r+v 
c~<rtu<c' (2.3.8) 
= O(x- (I ta)l(zad) 1. 
In the remainder of the proof, the following asymptotic formula for the 
integral on the right-hand side of (2.3.7) is developed: 
1 . 
-J hi 4(c,,c*) 
G,(s) x r+P--s ds = : eL,x8-L4(2Q) cos(cxl/(*O) + k,,n) 
u=o 
+ o(Xe-(mt l)/(*n)). (2.3.9) 
For a proof of (2.3.9) we refer the reader to Chandrasekharan and 
Narasimhan [S, pp. 33-361. We should point out that in their proof, p is a 
nonnegative integer. However, the computation in (2.3.7) and (2.3.8) allows 
the generalization of the proof to nonintegral p. A proof of the lemma in 
complete detail can also be found in [7]. Inserting (2.3.8) and (2.3.9) in 
(2.3.7) completes the proof of the lemma. 
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For x > 0, let 
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M;(x) = 
1 co 
m+ 1) .I 
e-“ukZ,((2xu)“) du, 
0 
(2.3.10) 
where k is any positive number sufficiently large to guarantee the existence 
of the integral. In the next two lemmas we give estimates for M;(x) for 
different ranges of x. 
LEMMA 2.3.3. Let 0 < h < l,o < 6’ < l/3 and 8’ > 36’12. If 
k-h<x<ks’, then 
M;(x) = ce-xxaekcre cos(c’(kx)“* +@) + O(x”ekae-‘12+s”) 
+ 0(x ae-wkae-1/2 1. 
LEMMA 2.3.4. For 6 as in (2.3.1), x > k’, and sufficiently large k, 
Mfgx) = o(x-” ta)/m)), 
where the implied constant is absolute. 
A proof of these two lemmas can be found in Berndt [2, Lemmas 3.3, 
3.41. We point out that our ME(x) = (2x)“* M,(2x) in Berndt’s notation. 
Also, a minor change needs to be made in Berndt’s proof to accommodate 
the error 
0(x- (1 +a)/(2nd) > 
in the application of Lemma 2.3.2. This calculation is relatively 
straightforward. 
We wish to use some results of Chandrasekharan and Narasimhan from 
141. To do this we must make our definition of Ip+4 consistent with theirs. 
Thus, as in [4], define for x > 0, 
Z;+JX)=&/~;;;;,~ Gp+q(s)~r+p+qPsds, (2.3.11) 
where c, + 4 = r/2 + @ + g)/(2a) - &3, with s3 chosen so that 0 < &3 < 1/(4a) 
and r-c,+g is not an integer. 
LEMMA 2.3.5. For large q and x > 0, 
I,&) = ~,*+,(x> - \’ c,(q)xO+Q-“, 
I’>0 
C&<r+V<C,+, 
where the c,(q) are constants depending on v and q. 
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Proof. It follows from Cauchy’s theorem, the analyticity of the integrand 
Go+&) in IIm s 1 > R, and the absolute convergence of the integrals for 
Z,+,(x) and Zz+,Jx) that 
where we can choose either the upper or lower signs. 
Furthermore, if .z is the rectangle with vertices c6 f iR and c, t q f iR, 
taken in the positive direction, then 
& ~~gG,lv(~)xrtotq-s= - c,,(q) xpiq--l,, (2.3.13) i IS>0 
cg<r+l’<cp+q 
where 
c,,(q) = 
(-1)” d(r + v) 
v!l-@+q+ 1 -v>d(-v)’ 
To conclude the proof, we add the two distinct identities in (2.3.12) and 
subtract identity (2.3.13). 
In the next lemma we give an asymptotic formula for the following 
integral. For r > 0 and sufficiently large k, let 
where g(x) is defined in (1.2.4). 
LEMMA 2.3.6. Let E be a positive number less than a/2. Then as k tends 
to al, 
provided k-’ < r < to. 
ProoJ We first note that conditions (iii) and (iii)’ on Z(x) imply that 
g(x) = 0(x”) for every E’ > 0, and condition (i) implies that g(x’) = O(g(x)) 
for any positive constant c. Also, by our limits on <, we have that <k” tends 
to 03 with k. 
We next replace u by ku in the integral to get, after some rearrangement, 
lk,5 = ‘“~c~~~;pk I; (e’-“u)k u”‘g(tk”u”) du. (2.3.15) 
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Let I* be the last integral in (2.3.15). Let 4 < r < i and p = k-‘. We 
partition the interval (0, co) as (1 -p, 1 +p) U [ 1 +p, 00) U (0, 1 -p], and 
label the integrals over these intervals as J, , J,, and .I,, respectively. Thus 
z* =J, +J, +J,. (2.3.16) 
For u in (1 -p, 1 +p), 
u ae = 1 + O(p), (2.3.17) 
and 
(el-uU)k = (,1-u+l0g(l-(i-u,l}k 
= (exp(-t(l -u)’ + O(ll - ul’))}” 
= exp(-k(1 - 24)‘/2)( 1 + O(kp3)} 
= exp{-k(1 - u)*/2}( 1 + o(1)) 
(2.3.18) 
since kp3 = o(l) as k tends to co. We require a similar analysis of g(<k”u”) 
for u in (1 -p, 1 +p). As in (2.3.17), zP = 1 + O(p) so that 
log <kaua = log <k” + O(p). By condition (ii) on 2, 
Z(l log tkknua I) = Z(log t-k’= + O(p)) 
= Z(log rk”) + O(peR’“gck”) 
= Z(log <k”) + O(pk”“). 
But q < 1/(3a) and Z(log <k*) tends to co with k, so that 
Z(l log tkaua I) = Z(log (km){ 1 + o( 1)). 
Thus, 
{Z(Ilog tkaua I))” = Wag WY}“ 11 + 4111, 
and for A > 0, 
{log Z(l log <kauD I)}” = {log Z(log tka)}A ( 1 + o( 1)). 
Therefore, if K > 0, put A = 1 - 1. and if K = 0, put A = 1, and conclude that 
g(&“u”) = g(tk”){ 1 + o(l)1 (2.3.19) 
for u in (1 -p, 1 +p). 
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Combining (2.3.17)-(2.3.19), we find that 
J,=g(&“)(l +o(l)}]‘tpexp(-k(l -u)*/2Idu 
1-P 
(2.3.20) 
= ck- “‘g(tk”)( 1 + o(l)}, 
since pk ‘I* tends to 03 with k. 
We now examine J,. By our initial remarks, g(ck”u”) < c““(ku)” @ 
(ku)” for every E’ > 0. Thus 
J <ekk” 2< e 
-kuUk+aO+c’ du. 
Replace ku by (1 +p) u and apply Stirling’s formula (B) to find that 
J2 e k”‘ek(l +P)k+ae+l+E’ 
k k+asV+lts' 
e-(l+p)uuk+o,j+E’ du 
~ kB’ek{(l +p)ePPjk co 
kk+dtl+B’ 
e-UUk+d+E'du 
'0 
< k”‘-“*((I +p)emPJk. (2.3.2 1) 
Now with a fixed choice of upper or lower signs, 
((1 iP)ef~)k = {e~~+lw(li~))k 
= exp{-kp*/2}( 1 + o(l)} 
6 k-” (2.3.22) 
for every n > 0. Thus with n > E’ and the choice of the upper sign in 
(2.3.22) the estimate in (2.3.21) becomes 
J, 4 k-II2 = o(k- “‘g(<k”)). (2.3.23) 
Let t = t’/nk. For J,, we must distinguish between the intervals where 
<kaua > 1 (U > l/t) and where 0 < rkaua < 1 (U < l/t). Thus write 
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say. We note that by definition g( l/x) = g(x). For u > 0, em”< 1, so that 
J; < ek 
i 
I/l 
uk+aeg(taua) du 
0 
=e 
k u”-““g((tu)-“) du. 
Put u = (tu)-‘, and for E’ > 0 and k sufficiently large to guarantee con- 
vergence, 
J 
cc 
J; 6 ekf-k-ae-l U-k-ue-2g(Ua)du 
1 
cc 
Gekt-ae-l 
I 
U-k-aepZ+&'du 
1 
<ekt-k-ae-l k-‘. 
But t-’ = k-‘<-“” <km”’ so that 
J; < ,kk-~k+a~+3~/2 
= o(k “‘g(<k”)). 
For Jy, l/t < u, so that rkaua > 1, and for E’ > 0, 
J{ = !y,yp (e’-“u)k u”“g((tu)“) du 
-1-p 
Q te’ek I e 
-kuUk+aOt&'dU 
. 1/t 
(2.3.25) 
Q k”‘ek(l +k+ae+l+e’ 
kk+netE'+l 
-(lpp)uuktaet~'dU 
~ k”e”((1 -p) eplk .k 
k k+aOtl+a' J 
e 
-uUktae+&'dU 
0 
< k-112 
= o(k “‘g(<k”)), (2.3.26) 
where we have used the fact that t < k, replaced ku by (1 -p) u in the 
second integral, applied (2.3.22) with n > E’ and the lower signs, and used 
Stirling’s formula (B). 
Combining (2.3.16) with (2.3.20) and (2.3.23)-(2.3.26) we see that 
Z* = ck-“2g(~k”)( 1 + o(l)}. 
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Replacing this in (2.3.1.5) and applying Stirling’s formula (B) one last time, 
we have the result as claimed. 
We define two more auxiliary functions and state one final lemma. These 
will be used only in the proofs of Theorems B and C. For the real variable a, 
and K > 0, define h(a) by 
h(a)= pe- *u y cos(au + ,&r) du, (2.3.27) 
where y = 2aK - 1 and p are given in (1.1.1). Also for < > 0, let 
j-(&a)= C b(n)E(u,)p,y'""-"' COS@(&,)"'~~ +@r), (2.3.28) 
which converges for all values of a and K. 
LEMMA 2.3.7. Assume (1.2.5). Iftc > 0, there exists an absolute constant 
cz so that as C tends to zero, 
f CL a) - c2 h(a) <-“(log I/<)‘-‘. 
ProoJ A proof of this can be found in Berndt [3, Lemma 3.11. 
3. THE BOREL MEAN VALUE OF THE ERROR TERM 
3.1. An Exact Formula 
We prove, in this section, an exact formula for the Bore1 mean value of the 
error term P,(x), i.e., for 
1 O” 
w+ 1) i e-“ukP,(2”W) du, 0 
where < > 0 and k is a sufficiently large positive number. 
Put q = [2ao,] + 2. By a result of Chandrasekharan and Narasimhan [4], 
we have 
P,,+,(x) = C b(n)~Unr-P-qZ~+q(x~~)7 (3.1.1) 
where P,+&) and Z,*+,( x are defined in (1.1.4) and (2.3.11) respectively. ) 
In the following, we assume the number k is large enough so that all 
inversions of limiting processes are justified by absolute convergence. 
Set x = 2a<u in (3.1.1) multiply this identity by 
$Ju (k--a+ II/a exp(-u I/a)] 
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and integrate over (0, co). Label the left hand side and the right hand side of 
(3.1.1) after these operations by M and N, respectively. 
For M, we perform q integrations by parts, replace u by na and obtain 
M = a2”qlq jm epUukPp(2”LjP) du. 
-0 
(3.1.2) 
Now, from (2.3.11) and the definition of c,+~ given immediately 
thereafter, 
Thus, 
so that since q = [ 2ao,] + 2 > 2ao, - ar - p + 4, we may invert the order of 
summation and integration in N. We do this, apply Lemma 2.3.5, integrate 
by parts q times and apply Lemma 2.3.1, to show that 
N = 2’Lq<q c T+p 
I Pu, 0 
U(k-as 1)/a exp(-u’/“) 
where the c:(q) are constants depending on q and v (arising from the 
constants c,(q) in Lemma 2.3.5). 
By the definitions of 6 and c6 in (2.3.1) and (2.3.3) respectively, 
r+v>cA=r+p+(l +a)/(2a6)+&, 
>r+p+4la,-r-pi 
>a,. 
This implies that for each v>cs - r, the series C b(n)p;“’ converges 
absolutely, and as such represents a constant depending only on v. Thus, if 
we replace u by zP and evaluate the integrals in the finite sum we find that 
b(n) -m 
N = a2aq<q c I+P 1 
~ 
Pn -0 
e UUkZp(2”@, 24O) du 
+ a2”q<q \‘ (2”@-“ c::(q) r(k + a@ - v) + l), 
12 >0 
Cg<r+L’CCp+y 
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where, again, the c;(q) depend only on v and q. Equating N here with M 
from (3.1.2), dividing by T(k + l), and applying the definition of M;I given in 
(2.3.10), we obtain the exact formula for the Bore1 mean value: 
1 a7 
w+ 1) 1 
e-VP,(2”&4”) 
0 
= v b(n),uu,‘-“&((&J’“) 
+ \’ c~~(q)(2”V-” r(k+a@-v)+ 1) 
F(k + 1) 
. (3.1.3) 
L’ > 0 
c‘%<‘+t’<c,+q 
3.2. An Asymptotic Formula 
To develop an asymptotic formula for this Bore1 mean value in (3.1.3), we 
will use our estimates for M;(x) in Lemmas 2.3.3 and 2.3.4 and also estimate 
the finite sum trivially. 
Let 0 < h < l/2, 6’ =6 as in (2.3.1) and 6” = l/16. By (2.3.I), 
8” > (3/2)( l/25) > 36/2 = 36’/2, as required for Lemma 2.3.3. Let 
0 ( E ( a. We shall assume that kdh’ < < < to. We divide the series in 
(3.1.3) into different parts. The central part is determined by 
k-h < (@,)“2 < ks so that we may use Lemma 2.3.3 in this range. For 
(@,)‘l” ( keh, we have ,u~ < kph”[-’ < kphCn-‘) = o(l) as k tends to co. 
Thus we may assume that the sum in this range is empty. For the part deter- 
mined by (a,)“= > k’, we may apply Lemma 2.3.4. 
Throughout these calculations, we shall assume that h is taken sufficiently 
small to make the given estimate valid. We will also use repeatedly the 
definitions of 6 and a given in (2.3.1). 
Thus, 
=s,+s,, (3.2.1) 
say. 
By Lemma 2.3.3, since E(u) = exp( -(<u)“‘)} and r + p - 6 = u, -- K, 
S, = ctekae x b(n)E&)p;,‘“~+’ cos(c’k”2(~,)“(2a) + /3n) + R,, 
(3.2.2) 
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where 
+ 0 c Ysk”e-7i’b u <;*,{ wK’““-“’ n- *+ 0 (+I/(2Q’kd- I/2 \’ rr”skn6,S b( )p,‘““-“+‘:“““). (3.2.3) 
By construction, r-’ < kha< kh” so that ka6/< < kaCSth’. By (2.2.4) and 
(2.2. l), with x = k*‘/< an d E’ = 1/(16a(6 + h)) > 0, the first two expressions 
in R, can be estimated by 
O((O-KpE’ka@ exp(-+ka)) + O(yek,B~‘/‘6(kQ6/r)K+&‘) 
= O(k ahl0-r-e’1 +a@ exp(-fkb)) 
+ O(kne-“4{k- 3/1btohlel+a(d+h’(a+&“~) 
= O(k”0-“4) (3.2.4) 
since 6-r > 16atc. 
For the third O-term in (3.2.3) we have two possibilities. If K < 1/(2a), 
then the series will converge and we can estimate this term by 
If K > 1/(2a), then we use (2.2.1) with x = k”“/< and E’ = 1/(2a) to obtain 
the estimate 
o(~e-‘/(2Q)k”e- k/2(k”d/l)“) 
= O(K*+‘/4{k- 1/4+ahl~-1/~2a'lta~b+h'~~) 
= al?-1/4 O(k >. (3.2.5)’ 
since 6- ’ > 16a~. 
Combining (3.2.2)-(3.2.5) (or (3.2.5)’ as appropriate) we have 
S, = crekae \’ b(n)E~,)pu,‘““--“’ cos(c’kf’2(&JL’(2a’ +fin) 
+ O(k”@- “4). (3.2.6) 
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To estimate S,, we apply Lemma 2.3.4. Thus, 
r + p + (1 + a)/(2cd) > CJ, by (2.3.1>, 
s, = 0 
( 
<-u+awaa Ll,>k~~,l b(n)~,r-“-(l+a)l(2a6) 1 
= O((/q<)“a-‘-0 (log q-’ k-“+“‘w) 
= O(k U(6+h)lV,-r-O! (log k)‘-1 k-1/2-0/2) 
= O(kue - “4), 
since -a/2<aBand 86aja,-r--pi < 1. 
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since 
(3.2.7) 
We now consider the finite sum in (3.1.3). By Stirling’s formula (C), this 
finite sum can be estimated by 
O((&“)‘+P-‘-6) = O(~~(‘+~)/(~~~)~EI~-I’+LI)/(~S)-UE~) 
= O(k h(l+a)/(26)+haal~(l+a)/(26) > 
= O(k”@ - “4), 
since a>--2a0 and 6-l > 1. 
The above estimate and those in (3.2.6) and (3.2.7) combined with (3.2.1) 
yield the asymptotic formula for the Bore1 mean value, namely, 
1 m 
W+ 1) .i 
e-“ukP,,(2a(uu) du 
o 
= cceka8 “ b(n) E(u,,)~;(~~-~) cos(c’k”2(@n)1’(2a) + Pr) 
+ O(k”‘- 1’4). (3.2.8) 
This formula is valid provided k-’ < < < to, where E is a certain fixed 
positive number and to > 0 is suffkiently small. 
4. PROOFS OF THE THEOREMS 
4.1. THEOREM A 
For K > 0 and E, # 0, we wish to show that 
E, Re p,(x) = Q + Wg(x)>, 
where K, B, and E, are given in (1.1.1) and g(x) is defined in (1.2.4). 
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We assume that for a suitable constant K > 0 and all sufficiently large x, 
E, Re P,(x) < Kx’g(x). (4.1.1) 
We shall be done if we show that there exists a constant c so that 
K>c>O, (4.1.2) 
i.e., K cannot be taken arbitrarily small. 
It follows from (4.1.1) and Lemma 2.3.6 that for sufficiently large k and 
k-“<t-<Co, 
E, -Oc’ 
W+ 1) J 
emuuk Re i’p(2n<ua) du < c + KIk,,,l 
o 
< cKr”k”‘g(2”tk”). (4.1.3) 
Combining this result with (3.2.8), we conclude that for sufficiently large k 
and k-“<<<to, 
E, 1 b(n) Eij,)p,(uo-K) cos(c’k”2(&,)“(2a) +/In) 
< cKg(2*<k”). (4.1.4) 
We make the following change of variables. Put for K, > 0, 
t = 60 = K,lZ(log t) 
and 
k = k(t) = (t/~‘)~ <-‘la. 
It is clear that r < to if t is sufficiently large and that k tends to co with t. 
We must show that k-’ < < as t tends to co. 
Now, by condition (iii) on Z, 
log k = 2 log t + O( 1) + O(log Z(log t)) 
= 2 log I + o(log t), 
so that 
log l/C = O( 1) + log Z(log t) 
= o(log t) 
= o(log k), 
implying that < > k-’ for all positive E, proving a bit more than required. 
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With this new notation and using condition (i) on Z, (4.1.4) can be 
rewritten in the form 
E, x b(n) E(Li,)p;(ua-K) cOs(fpy + pn) 
< cKg(2”(t/c’)*“) 
< c&(r)* (4.1.5) 
Next let X be a large positive number and let j be an integer such that 
j + i is nearest to p. Write /3 = j + $ + t, where 0 < / r1 < f. (Clearly r # 0 
since E, = cos /?rc # 0.) Choose a positive integer q so that 4/q < 151. We 
apply Dirichlet’s approximation theorem (Lemma 2.1.1) with m =X, q as 
above and Y,, =,~~‘(*~)/(27~), where n <X and n lies in .P. (The set .y is 
defined in Section 1.1.) There are at most W(X) such y’s. Thus there exists a 
t in the interval 
x<t,<xqW’X’ 
and integers Y, so that 
([/4J(*d - 27rY, I ( 2+?9 
for n <X and n in .P. With this estimate and our choice of q, we have that 
E, COS(rpya’ +pn)>c,>o (4.1.6) 
for some constant cq. 
From (4.1.5) and (4.1.6), upon some rearrangement with c, = 1 + c,, we 
have 
< c, Kg(t). (4.1.7) 
We wish to find a lower bound for the left-hand side of this inequality. First, 
from Dirichlet’s approximation theorem and by condition (iii) on Z, 
logX,<logt< w(x)logq+logx 
< WX) 1% 4 + 1% Z( WX)) 
< (2 1% 4) wx> (4.1.8) 
provided X is suffkiently large. Now as X tends to co, so also does t. 
Furthermore, because of condition (i), applying the function Z to both sides 
of (4.1.8) yields 
X > cZ(log t) = cK,/r. (4.1.9) 
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We now return to (4.1.7). First by Lemma 2.2.4 and our choice of c and 
the definition of g(x) in (1.2.4) 
c, 9 b(n)p,‘““-“‘E(u,) > c,K;“g(t). 
n=l 
(4.1.10) 
Secondly, by (2.2.7) 
c5 \‘ b(n)p;(““-K)E 
W”$X 
01,) = O(&)) +x4 
ne3 (4.1.11) 
provided X (and so t) is sufficiently large. 
Thirdly, by Lemma 2.2.6 and (4.1.9), 
cg \‘ b(n)‘Lp-’ E(,u,) < c,K;” exp(--cK:‘“) g(t). (4.1.12) 
U”>X 
Combining (4.1.7) with (4.1.10~(4.1.12), we conclude that 
K;“(c,/2 -c, exp(--cKi’“)) < c,K. 
By taking K, sufficiently large to make the left-hand side of this inequality 
positive, we have established (4.1.2) and so the proof of Theorem A is com- 
plete. 
We remark that the theorem can be improved slightly. If the set .Y is 
chosen so that instead of (1.1.8), we have for all sufficiently large x, 
B*(x; 9) > (1 - 6”) B(x), (4.1.13) 
where 6” is a small positive number, then the conclusion of the theorem 
remains true, provided 6” is sufficiently small. The main adjustment in the 
proof is the estimate of 
y- b(n)pu,‘“-‘E&J 
U”<X 
ne3 
given in (4.1.11). Condition (4.1.13) translates to an estimate of 
type (4.1.1 l), where the constant depends on 6”. 
4.2. Theorem B 
We assume now all the hypotheses of Theorem B. In particular, we 
assume that K > 0 and that with b =/? - [/? + l/2] and y = 2arc - 1, then 
either 
2b> -y or 2b < y. (4.2.1) 
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By a result of Steinig [ 141, h(a) defined in (2.3.27) has a change of sign if 
and only if (4.2.1) is satisfied. Thus under this assumption, there exist 
constants a, and a, and positive numbers cg, cg, cl,,, and c,, such t.hat 
/4=c8~ Ia*1 =c9. h(a,) =c10. h(q) = -c,, . (4.2.2) 
Let c,~ = c2 . min(c,,, cl,}, where c2 is given in Lemma 2.3.7. 
We will need the following estimate. Zf 0 < [ ,< to, then 
uniformly in X > 0. This is a direct consequence of (2.2.7). 
The next lemma contains the main ideas in the proofs of Theorems B and 
C. Recall that f(& a) is defined in (2.3.28). 
LEMMA 4.2.1. There exist arbitrarilq~ large numbers t and absolute 
constants c,~ and cl4 so that if r = c,,/Z(log t), z, = a, + Cm”““‘, and 
z2 = a, + t<p’l(2u’, then 
S(5; Zl) > c,,&,) 
and 
-m z*) > Cl4 g(z2). 
Furthermore, z, and z2 tend to co with t. 
Proof. Let X be a large positive number. We apply Dirichlet’s approx- 
imation theorem (Lemma 2.1.1) with q = [87cc,/c,,] + 1, m =X and 
y = ~“(~~)/(271) for n < X and n in .P. Thus there exists a t in the interval 12 n 
x< t <xqW(.Y’ 
and integers y, so that for n < X, n in 9, 
I tLPO’ - 2ZYy,/ < wlq < c,,l(4c,). 
Note that t can be taken arbitrarily large by taking X large. By the mean 
value theorem. 
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Thus, for all real numbers a and { > 0, and for n <X with n in <8, 
I cos ((a + t<- “(2a))(&J1”*a) + pn) 
- cos (a(t;u,)“‘*“’ + pn) I 
= lcos (u(&J”‘*~’ + pn + (lpy*Q) - 27Ty,)} 
- cos (a(tjL,)“‘*“’ + /37c)l 
,< I t/pa) - 2721’, 1 
< c12/(4c,). (4.2.4) 
Put z = a + t<- “(2a). By (4.2.4), (2.2.6), (4.2.3), and (2.2.5), 
lf(T, z) -m ali 
< z: G)Pi (~+qu,)l cos ( Z(&“)l’(*a’ + pn} 
“,$J 
- cos {u(l&)“‘2”’ + j??r} I 
+ 2 \‘ b(n)ptt, (OF “‘E&J + 2F(& X) 
P”SA 
n# * 
< 
c 
F+ 2c,E(X/2”)) <-“(log 1/r)‘-‘. (4.2.5) 
By the same calculation as in (4.1.8) and (4.1.9) there exists an absolute 
constant c,, such that 
x> c,,Z(log t). (4.2.6) 
Let c,~ be determined so large that 
Cl2 ---2c,exp 1 -+(c,~c,,,‘/~[ >0 
4 
(4.2.7) 
and put <= c,,/Z(log t). By (4.2.6) and (4.2.7) 
Cl2 --2c,exp 
4 1 
-+-(yx)‘~Q 1 = + - 2c,E(X/2”) > 0. (4.2.8) 
Furthermore, by Lemma 2.3.7 and the definitions of c,,, c,,, and c,,, 
.m a,) - c,@,) r-w% l/r)‘- ’ 
= c2c,0~-K(log l/r)‘-’ 
> ac,,ryog l/W’, (4.2.9) 
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and similarly 
--m, a,) > ;c,,r(log 1/r)‘-’ (4.2.10) 
provided 0 < 4 < c$, i.e., f is sufficiently large. 
Let zr and z2 be as in the statement of the lemma. It follows from (4.2.5) 
and (4.2.8~(4.2.10) and our choice of < that 
S(L z*) >f(T, a,> - I.m z,) -fK a,>1 
2 cl?(t) 
and similarly 
--l-K z*) > c&). 
Now, by condition (iii)’ on Z, if z = z, or z2, 
(4.2.11) 
(4.2.12) 
log z = log t + (1/2a) log l/C + O( 1) 
= log t + O(log Z(log t)) 
= log t + O(log log t) (4.2.13) 
as t tends to co. Thus t > z :I2 and t > z:12 if t is sufficiently large. By 
condition (i) on Z, (4.2.1 I), (4.2.12) and this last remark 
and 
f(C z,) > Cl4 ‘dZl> 
-.(C 22) > Cl4 g(z2) 
for some absolute constant c,,. 
The estimate in (4.2.13) also shows that z, and z2 tend to co with t. This 
completes the proof of the lemma. 
We can now complete the proof of Theorem B. As before, we assume there 
is a positive constant K such that for all sufficiently large x, 
*Re P,(x) < Kxeg(x). 
We shall be done if we show that 
(4.2.14) 
K > c,~ > 0 (4.2.15) 
for some absolute constant c,~. 
By the same argument as that used above to prove (4.1.4), we have, for 
IV’ < r < to, and k sufficiently large, 
f \‘ b(n) E(,u,)~,(‘--~) cos(c’k1’2(t&)“(2a) + /?n) 
< cKg(2”lk”). 
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Putting z = c’k’/*, noting that r< 1 and that rk” tends to co with k and 
using condition (i) on Z, we see that 
+fG z) < cKg(2”k”) 
< cKg(2”(z/c’)2a) 
< c,,&?(z)* (4.2.16) 
for all sufficiently large z. But with t, r, and z = z, or z2 as in Lemma 4.2.1. 
(4.2.16) and Lemma 4.2.1 imply that 
CM&) < c,&(z). 
Clearly K cannot be taken smaller than c ,6 = c,,/c,, and (4.2.15) follows. 
Also by Lemma 4.2.1, z, and z? can be taken arbitrarily large by an 
appropriate choice of t. This completes the proof of Theorem B. 
4.3. THEOREM C 
Let t, {, z, and z2 be given by Lemma 4.2.1. Let k, = (z ,/c’)’ and 
kz = (zJc’)‘. Then by Lemma 4.2.1, condition (i) on Z, and (3.2.8). there is 
a constant cl8 so that 
1 (*j 
T(k, + 1) i 
C”K~I Re P,(2”&4”) du > c,,<‘k;‘g(k,) (4.3.1) 
o 
and similarly 
1 
I 
% 
-W,+ 1) 
epUuk2 Re P,(2”<u”) du > c18~Hk~og(k2) (4.3.2) 
o 
provided t is sufficiently large. 
Sincez,-z,=a,-a,, 
k,-k,- 2(a, -a,) z,/(c’)’ - 2(a, -a,) k;“/c’, (4.3.3) 
as t tends to co. Thus by taking t arbitrarily large according to Lemma 4.2.1, 
we can conclude that there are infinitely many triples (k, , kz, 0 such that k, 
and k, are arbitrarily large, c satisfies 
1 1 
-Wag k) 
-@5-G 
Z(log k) ’ 
(4.3.4) 
where k is either k, or k, and such that (4.3.1t(4.3.3) are satisfied. The 
estimate in (4.3.4) follows from an argument similar to (4.2.13). 
We wish to isolate the main contributions to the integrals in (4.3.1) and 
ARITHMETICAL FUNCTIONS 67 
(4.3.2). To this end, let Nt = N’(k) = k + s(k log k)‘/2 and N- = W(k) = 
k - r(k log k)“‘, where r is chosen so that 
aT+ap+f-y<o (4.3.5) 
and T is as in (1.2.6). Next let I+ and I- be the integrals of emUUkPp(2*&“) 
over the range (Nf, co) and (0, N-), respectively. By Lemma 2.2.7, and the 
facts that Tfp > 0 and {< 1, 
If k is sufficiently large so that Nt > k + aT + a~ + 2, then 
If <e +"(N+)ktaTt~O+? .a 
T(k + 1) I ld 
~'du 
“‘2; ’
< 
e->V~((N+)k+a~+aOtl 
T(k + 1) ’ 
(4.3.6) 
Similarly, if k is sufficiently large, 
I- <e -.V-(N-)k+"'t&l 
/-(EC+ 1) ’ 
(4.3.7) 
We examine (4.3.6) and (4.3.7) together. Taking logarithms, applying 
Stirling’s formula (B), the Taylor expansion of log( 1 + x), and (4.3.5), we 
find that 
log I+ +--co, log I- + --oo 
as k tends to co. Thus 
as k tends to co. 
I+ =0(l), I- =0(l) 
A similar calculation with P, replaced by 1 yields the formula 
1 A+ 
T(k+ 1) J 
epUukdu = 1 + o(1) 
N 
(4.38) 
as k tends to co. 
Now let N; = N-(k,), NT = N’(k,), N; = N-(k,), and Ni = .VY(kz). 
From (4.3.1) (4.3.2), and (4.3.8), if k, (and so k,) is sufficiently large 
1 ..q 
Uk, + 1) J .w; 
e-“ukl Re P,(2”&4”) du > % rekyog(k,) (4.3.10) 
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and 
1 
! 
.N2 
T(k, + 1) . “7 
e-“ukz Re P,(2”&P) du > 9 ~‘k~‘g(k,). (4.3.11) 
We now claim that for suffkiently large k, , there exists ur and u, satisfying 
such that 
Re PJ2”W) > @,,/4) <“k?‘g(k,) 
and 
-Re P,(2”M) > (c,,/4) tekY’g(k,). 
Suppose, for example, that (4.3.12) is false. Then by (4.3.9) 
(4.3.12) 
(4.3.13) 
1 I Aa+ 
Ilk, + 1) J 
emuukl Re P,(2*&“) du 
,vT 
< + t”k:‘g(k,), 
contradicting (4.3.10). This establishes (4.3.12). Inequality (4.3.13) is 
established in a similar manner. 
Let x, and x2 be defined by 
x, = 2=<uy, x2 = 2”<@. (4.3.14) 
By conditions (i) and (iii)’ on Z, the choice of u, and u2, and (4.3.4), 
x - 2a<ka, log x - a log k, g(k) 4 g@L (4.3.15) 
where x and k take the values x, and k, or x2 and k,. 
Thus from (4.3.12k(4.3.15), we conclude that there exists an absolute 
constant A such that 
Rep&J > Ax? &xl> 
and 
-Re P,(xJ > Ax! g(x2). 
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To complete the proof of Theorem C, we estimate the difference lx, -x21. 
By the mean value theorem, (4.3.3), the limits on U, and u2, (4.3.4) and 
(4.3.15), 
6 x; -“‘*“‘(log ,,)I’* (Z(log x,)} “(2n) 
< x’ - “‘2”‘(log x2)1/2 {Z(log x2)} - 1’(2a). 2 
Writing B for the largest of the implied constants in the above inequalities 
and letting y = min (x, , x2 ), we find that 
Y<x,,x,<Y+BY '- '/'2"'(log y)'/* (Z(logy)) - '/(2Q', 
Since x1 and x2 can be taken arbitrarily large, a sequence ( y,} tending to co 
of such y’s exists and the proof is complete. 
5. EXAMPLES 
5.1. Piltz Divisor Problem 
Let K be an algebraic number field of degree N = r, + 2r, over Q, the 
rationals, where r, is the number of real conjugates and 2r, is the number of 
imaginary conjugates of K. Let &(s) denote the Dedekind zeta function 
associated with K and let k be a positive integer. Landau [ 111 showed that 
there exists a positive constant c depending on K and k such that 
$(s) = c-~(I&(~)}~ satisfies the functional equation 
where 
d(s)= qs/2p r(s)kr2. 
Furthermore, d(s) is analytic in the entire s-plane except for a pole of order k 
at s = 1. The Dirichlet series for $(s) has the form 
4(s) = ; d,(a)(CNfl)-s = f d,(n, K)(w) -‘, 
“CL 
where the first sum is aken over all the ideals in the ring of integers of K. 
NU is the norm of the ideal 0’ and dk(fl) is the number of ways of writing 
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the ideal as a product of k ideals in this ring, counting order. In the second 
sum 
d,(n, K) = ; d,(fl). 
.C~r=n 
If K = Q, each ideal is principal so 0’ = (n) for some integer tt and dk(U) = 
d,(n, K) = d,(n), the usual k-fold divisor function. In particular, 
d,(n) = d(n), the classical divisor function of Dirichlet. 
From the remarks above, as x tends to co, 
1‘ d,(U) = x d,(n, K) - c,,x(log x)~~‘, 
? n 6 .r 
nns.l- 
where c,~ is a positive constant depending on K and k. 
We make the following choice for .P. For A > 0, let 
.Y = P(A) = (CT: dk(U) > (log LVCY)~‘“~~ exp(-A dio&gZiY)}. 
Then it can be shown (see Hafner [ 91, or for the case K = Q and li = 2. 
see Hafner 17, 81) that 
W(x) = W(x,A) = x 1 4 x(logx)kP’PA’““k exp(A \/loglogx) 
fIE 8 
,Nf? < d 
and with A I = A/(2 log k), 
for sufficiently large x. Thus, we have 
Z(x) = Wp ‘(x) $ x(log x)k’“g ‘-‘+ ’ exp(-A d=). 
The error term, denoted by dk,O(x, K), can be written in the form 
dk,Jx, K) = I@ + 1))’ \’ 
7 
d,(G’)(x - NC’)p 
zVU<.Y 
where the path VP is given according to (1.1.3). The first sum can also be 
written in the form 
r@+l)-’ \‘ d,(n, K)(x - n)O. 
n 6 ‘i 
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Put 
G(x) = G(x, A) = x’(log x)” (log log x)’ exp(-A \/logloglogx), 
where 6 = (kN - 1)(2p + 1)/(2kN), K = (kN - 1 - 2p)/(2kN), and r = 
K(klogk-kk l)+k- 1. 
Our theorems, with the modifications indicated at the end of Section 4.1, 
yield the following results. There exists a positive numberA depending on K, 
k. and p such that if krz is an even integer, then 
t-11 kr2’2dk,,(~, K) = f2* (G(x)} 
kN-3 
if p<----- 
2 
=R+{W)I 
if kN-3 kN- 1 
2 
<p<2; 
if krz is odd then 
(- 1 )‘krz + ‘)‘2Ll k,p(X, K) 
= fi,(W)l 
kN-2 
if p<- 
2 
if 
kN-2 kN- 1 
--<p<2- 
2 
=Q+(x (k~V-‘)‘~(loglog X)k} 
kN- 1 
if p=- 
2 . 
Note that no result is obtained for p = (kN - 1)/2 when Rr, is even. Also 
in the special case p = 0, we have two-sided results except in the following 
cases: k = 1 and N = 2 (all quadratic fields); k = 1 and N = r, = 3 (all 
totally real cubic fields); k = 2 and N = 1 (Dirichlet’s divisor problem); 
k = 3 and N = 1 (Piltz divisor problem over Q with k = 3). 
In particular, when K = Q and p = 0, the classical case, we have the 
following result. There exists a positive constant A depending on k such that 
dk(X) =~k,ob Q) 
= R * ( (x log x)(k- l)‘(Zk) (log log x)T 
X exp(--A $ZG&&)}, (5.1.1) 
wheres=(k-l)(klogk-k+1)/(2k)+k-land~*isR+ifk~=2or3 
and L?, if k > 4. This last result improves those of Hardy [lo] (k == 2) and 
Szego and Walfisz [ 16, 171 (k > 2), where they had r = k - 1 and A = 0. We 
mention that the author [ 81 had obtained the result in (5.1.1) with k = 2 
earlier by other methods. 
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If K/Q is Galois, then the general results above are not best possible: the 7 
can actually be replaced by 
r=ic(klogkN-k+ l)+k- 1. (51.2) 
We hope to give the deails of this result in a forthcoming paper. It appears 
that (5.1.2) is the best result obtainable by this method. It is possible that 
more can be said if K/Q is not Galois, but this has not yet been determined. 
5.2. Lattice Points in Ellipsoids 
Let Q = Q(n,, n2 ,..., nk) = Q(n) be a real positive definite quadratic form 
in k > 2 variables. For o > k/2, the Epstein zeta function is defined by 
ZZ f a(n) ” ’ 
Il:l 
whereO<A,<l,<... denote the distinct values assumed by Q(n) and a(n) 
denotes the multiplicity of A,. Also [(Q, S) satisfies the functional equation 
(see Epstein [6]) 
n-ST(s)r(Q,~)=JQ1~“2~ -(k’2-s) I-(k/2 -s) [(Q-l, k/2 -s), 
where 1 Q / is the determinant of Q and Q- ’ is the inverse form of Q. The 
function [(Q, s) has an analytic continuation to the whole s-plane except for 
a simple pole at s = k/2. 
Let 0 <pi <PZ < ... denote the distinct values assumed by Q-‘(n) and 
let b(n) denote the multiplicity of ,u,. We have for some constant co 
depending on Q, 
V’ b(n) - CQXk12 
u,<x 
as x tends to co. Let 3 be any set of integers such that 
\“ b(n) - CyXk’2 
11,;“*” 
and let W(x) be a function satisfying 
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and the hypotheses of the theorems. Let Z = W-‘. We remark that if .P is 
the set of all positive integers, W (and so Z) cannot be given explicitly in 
general. In many specific examples, however, enough is known to do this. 
We give an example later. 
Let P,(x, Q) be the appropriate error term. Then we have the following 
general results. If k is an even integer then 
(- 1 )k’2 P,(x, Q) 
=~n{~~‘“-‘+2p)/4(Z(logx))(k-‘-2~)/4) k-2 if p < - 
2 
=n+{(,(k-lt2p)/4(Z(logx))(k-I-2~)/4} if 
k-2 k-- 1 
-<p<-2- 
2 
= R + (x(k- 1”2 log Z(log x)) 
k-l 
if p=-. 
2 
If k is an odd integer, then 
(-l)‘k- I)” P,(x, Q) 
=R*(x (k- I t 2P)/4(z(log x))Ck- 1-2~114 1 if p < k 1 3 
=Q+{x 
(k-I+2p)/4(Z(1ogx))(k-1-2P)lJ} if k y 3 
k- 1 
If p = (k - 1)/2 and k is odd, we obtain no result. Note that the two-sided 
result for p = 0 applies only when k > 4. 
When Q = Q&, y) =x2 + y2, much more can be said. By a result of 
Landau [ 121 we can take W(x) = cx/G and so Z(x) $ xz. The 
coefficients a(n) = b(n) = r(n,) are the number of ways of writing the integer 
I, as a sum of two squares. Note that r(An) > 0 since 1, runs only over those 
integers which can be represented as sums of two squares. Also 
A,(x) =I-@ + 1)-’ \‘ r(n)(x - n)P. 
n c x 
The above results simplify in this special case to the following: 
f’,(x) = P&t Q,> 
=n-(X (2p+1)/4(logx)(~-2~)/4 (log logx)‘l-W8) if O<p<i 
=sz-(x “2 log log x) if p=$ 
Note that even in the case p = 0, this improves the result of Hardy f lo] by 
a factor of (log log x)“8. 
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We can refine this estimate even further by taking .9 as 
.9 = .3(B) = (n: r(n) > 4(log n)‘Og2 exp(-B d-)}. 
Then we can take Z(x) as (see Hafner 181) 
Z(x) = x(log x)‘OE ’ exp(-B \/loglogx). 
Thus, there exists a constant B depending on p such that if 0 <p < $, 
P,(x) = Q-(x ~lt2P~/4(~og~u)‘l~2”‘14 (*og,ogx)‘l--2P”l”“2’:4 
X exp(-B&&g&G)}. 
We remark that this result is actually a special case of the result in (5.1.2) 
since the function a[(&, s) is actually the Dedekind zeta function of the field 
Q(G). Also, when p = 0, this result was obtained by the author [S] by 
other methods. 
5.3. Another Divisor Function 
Let k be a positive real number and let ok(n) denote the sum of the kth 
powers of the divisors of n. We can assume k > 0 since uk(n) = n%-,(n) and 
oO(n) = d(n). The function g(s) = 71-‘c(s) [(s - k) = c o,(n)(n7r-’ satisfies 
the functional equation 
The Dirichlet series for 4(s) converges (absolutely) for u > k + 1. We take 
W(x) = rcx and Z(x) = X/X. 
With S,,,(x) denoting the appropriate error term, we have the following 
results. The parameters 0 and IC are given by 8 = (2k + 1 + 2p)/4 and 
K = (2k + 1 - 2p)/4. 
If k is an even integer, then 
(-l)h’2 S,*,(x) = 0, (xO(log XY} if p < k - l/2 
=O+(xO(logx)“} if k - l/2 <p < k + l/2. 
If k is not an even integer, then 
(-1) ‘k’2’ + ’ S,,,(x) 
= R * (xO(log x)” } if p < k/2 + [k/2] + l/2 
=&?,(xO(logx)“} if k/2+[k/2]+1/2<p<k+1/2 
=0+(x k+“2 loglogx} if p = k + l/2. 
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No result is obtained where p = k + l/2 and k is an even integer. 
For p = 0 and k < 112, we have 
S,(x) = S,,,(x) = iI* ((x log X)‘2k+ “‘“I. 
This improves results of Berndt [2] and Redmond [ 131. Actually this result 
is correct if k > l/2 but in this case, since uk(n) > nk, we have the trivial 
estimate 
S,(x) = Lqx’;), 
which supercedes our results. This later observation does not appear to have 
been made by either Berndt [2], Redmond [ 131, or Chandrasekharan and 
Narasimhan [4 1. 
It does not appear that a more judicious choice of ,P in this example 
exists. The function o,(n) is too regularly distributed. 
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