Abstract: This paper is on the digital control of a continuous-time non-linear system by observer-based state feedback. Some discrete-time observer and controller are built online at each sample time according to the linear approximation of the system about the current estimation point. This methodology is exemplified through numerical simulation of some load speed control in a mechanical system subjected to backlash and only using the measurement of the driving motor speed.
INTRODUCTION
Non-linear control represents nowadays an important part of control theory. Given a state space representation, one approach is the linearization of the differential equations about the nominal operating point of the system. The resulting model, which will be obviously a linear one, is then used to compute controller and state estimator gains, required in a linear state feedback control scheme (Franklin, et al., 1990) . This technique assumes the knowledge of the values taken by the states of the system at the nominal operating point, this being a difficult task if the system is complex and has a lot of states. Moreover, the value of the reference determines the nominal operating point, which makes the linear approximation tightly dependent on this reference.
In this paper, we rather consider a referenceindependent scheme, with a discrete-time implementation, in the sense that some discrete observer and controller are designed, with on-line computations at each sample time, based on a linear approximation of the system about the current operating point. This methodology appears to give fairly good results in the problem of control we consider in this paper, namely the control of the load speed in a mechanical system subjected to backlash.
The discrete-time design was in particular chosen in order to better perform on-line computations: in each sample period we indeed linearize the system about the current estimation point and then build the corresponding (discrete) state estimator and controller. Notice that in order to build a linear approximation of the system, the non-linearity should be differentiable. However, if this is not the case, the above condition can be relaxed to the existence of a differential function that approximates the non-linear characteristic, and this is what happens in the example we consider in this paper.
The paper is organised as follows: Section 2 presents in some details the methodology we will use, including the well-known extended Kalman filter and integral control, and it also shows how the discrete estimator and controller are built from a continuoustime state space description. Section 3 describes the example on which this methodology is applied, while section 4 presents the corresponding simulation results and comments them. Finally, Section 5 draws the final conclusions. Consider that the non-linear model is described by
with ( ) x a a non-linear, differentiable function, w representing the process noise and v the measurement noise. We will assume that the noise signals are individually white, zero mean, gaussian, with known covariance:
We will denote ( ) 
Neglecting high order terms and assuming knowledge of x enables us to approximate the system (1) and (2) as
where the additive term in (6),
is usually referred as a bias input. By comb ining this term with the one involving the true input of the system we obtain another expression for (6),
where x uˆ is computed online from 2 The same type of linearization is performed in (Anderson, Moore, 1979) for non-linear systems that already have a discrete state space representation.
Discrete time, extended Kalman filter
After computing the linear approximation about the current estimation point, the next step is to build the corresponding state estimator. As it will be a discrete one, a discrete equivalent of the linear approximation is needed. If h is the sample time and we set
where the identity matrix has the size of x Aˆ, 3 the discrete equivalent of (8) and (7) is given by
with
and the equivalent noise signals' covariance:
For numerical algorithms on the computation of (13), (14) and (17), see (Van Loan, 1978) .
According to (Anderson, Moore, 1979) , for the system described by (11) and (12) with noise covariance from (17) and (18), the equations of the Kalman filter are
is also computed from a recursive relationship:
Equation (22) 
Discrete optimal control
In this sub-section we present the design of a statefeedback in order to control any linear output x C c ⋅ of the system, the measured output x C m ⋅ being used only for state estimation. Figure 1 presents the block diagram corresponding to this case. It may be seen that i f C c =C m , we can control the measured output of the system as well. In this case the use of the estimated output instead the real one, takes advantage of measurement noise filtering, which is performed by the state estimator. In order to compute K and K 0 at each sample time, we must use the corresponding linear approximation of the system in that moment. We will use equations (6) and (7) and we will treat the bias input in the same way as we are treating w, i.e. like a disturbance that the controller will have to reject. Therefore, we can write for the system in Fig. 1 :
where
we see that the computation of K and K 0 reduces to the computation of a stabilising K for the pair ( ) B A, . In optimal control, K is obtained from the solution of a Riccati equation. We would like to obtain at each sample time a corresponding K for the current linear approximation of the system, and computing on-line the solution of a continuous Riccati equation is not a reliable solution. A better idea is the computation of K from the solution of a discrete Riccati equation, a recursive relationship similar to (22), which doesn't require a significant computational effort. In order to be able to use such a relationship, we must first discretize the system depicted by (23). Using the same sample time we have used for the state estimator, we obtain
Consequently, we have for K a similar equation to that describing the gain of the Kalman filter:
The constant matrices Q and R are used for controller tuning. After replacing the continuous integrator in Fig. 1 by a discrete one, at each sample time the control device should build a linear approximation about the current estimation point, discretize it, compute the estimated state vector, form the pair ( ) B A, , compute its discrete equivalent and finally compute the feed-back gains K and K 0 .
EXAMPLE OF NON-LINEAR ESTIMATION AND CONTROL
Consider an asynchronous motor connected to a load through a system of gears. Fig. 2 presents the structure of this system. The motor torque is the input of the system, while the motor speed is the measured output. We know the inertia models for motor, load and gears (Fig. 3) , and also the transfer model of each shaft (Fig. 4) . A difference appears at the third shaft, as the transfer from the last gear to the load presents a backlash-type non-linearity, meaning that the transfer of power between these two components of the system has the characteristic of a dead-zone (Fig. 5) . The considered problem is to control the angular velocity of the load and estimate the resisting torque, from the only measurement of the angular velocity of the motor. From the above block description of the system, we can derive a non-linear state space representation. An important requirement in order to build a linear approximation of the system is that the non-linearity must be differentiable. The dead-zone characteristic doesn't fulfil this condition; therefore we will approximate it with a differentiable function (Fig. 6) .
Considering that the dead-zone lies between −θ and +θ radians, and knowing that the function we are searching must have as an asymptote the dead-zone characteristic (which has slopes equal to one) we can find the approximating expression (31) and subsequently its corresponding derivative (32). Another non-linearity that we must handle in the model is the switch (Fig. 5) , whose role is to ensure that the absorption is taken into account only when the transfer of power between the last gear and the load exists. A switch has a non-differentiable characteristic, so we will replace it by a product involving the first input of the switch and a differentiable function g, which will have the characteristic of a second order system answer, i.e. it will approximate a step. Moreover, we will consider that the step is activated when the output of the dead zone characteristic is different from zero, meaning that g will be a function of f. Although it results that g must be equal to one when f is not zero, we will allow a 10 -3 order tolerance, and as a consequence we will require g to be equal to 0.999 when f is 0.001. The expressions for g and for its derivative are immediate: Remark. The use of the signum function (which is a discontinuous function) in the expressions of f(x) and g(x) may leave the impression that these functions are not continuous and therefore not-differentiable. In reality, this is not the case; the derivatives of both f(x) and g(x) are obtained by differentiating their branches , which are continuous functions (see (31)…(34)). Moreover, for each function, the branches have the same value for x=0, so each function is continuous over R. The expressions of f(x) and g(x) were written in a compact form using sgn only for computational reasons.
We are now ready to build the state-space representation of the system. In all the presented blocks we have already denoted any signal by a state variable. Because we will need to estimate the resisting torque, we add a constant state denoted by x 8 (that satisfies 0 8 = x & ) which will represent the torque of the load. We thus obtain a state-space representation (1)- (2), with 
The numerical values of the parameters are presented in Table 1 . If we compute the linear approximation of this system we can see that only six elements of x Aˆ depend on the current operating point, the rest of them being constant and thus allowing to be computed off-line. It follows that at each sample time all that we have to compute from x Aˆ is Once the state vector is available, its fourth element represents the angular velocity of the load, while the eighth one represents the resistant torque. The control of the load speed was one of the requirements, meaning that c C from Fig 
Notice that the simulations were performed so that the load didn't exceed 157 rad/s and the torque developed by the engine was below 20 N·m. [ ]
The initial states for the state estimator are equal to zero, which explains the large estimation errors that appear in the first seconds of the simulation if the resistant torque takes a value different from zero (Figs. 7, 8) . Note that the greater the initial errors are, the larger the estimation error is in the first seconds. Another remark concerning the e stimation of the load speed is that the estimation error in the case when the system is affected by noise is smaller if the resistant torque is not zero (Fig. 8) . The explanation is simple: while there in no load resistance, the system has an evolution near the dead-zone. The presence of the noise induces on the system an important number of entries inside this zone where it becomes unobservable (in this case the position of a component towards the other is unknown), generating a greater estimation error.
As for the estimation of the resistant torque, it may be seen that the estimator has a slower convergence if the system is affected by noise. A comparison between Fig. 9a and Fig. 9b shows that the estimation error approaches zero in about two seconds if the system is not affected by noise, while the same error approaches zero in about ten seconds in the presence of the noise.
The convergence properties also affected the control performances. Besides the convergence of the estimator, the convergence of the recursive scheme in (29) and (30) played an important role over the first simulation seconds (Fig. 10) . Fig. 10a shows that if the noise is absent, the system moves towards the stabilising solution without applying significant stress on the actuator, as it happens in the presence of the noise (Fig. 10b) . On the other hand, the rejection of an additive, persistent disturbance is performed more efficiently when the system is affected by noise The tracking performances are almost identical in both cases (except for the first simulation seconds, of course).
CONCLUSIONS
We have considered a technique to control a nonlinear system using the state feedback and the linear approximation of the system about the current state point. The example in this paper has shown that if the non-linearity has a characteristic that cannot be differentiated, the solution is to approximate it by a differentiable function. The aim in this example was to control the speed of the load in a mechanical system driven by an asynchronous motor in the presence of backlash by only using the measurement of the driving motor speed. Numerical simulations were consistent with the theoretical results, the performances when controlling an estimated variable being more than satisfactory.
