Abstract. In this paper, we describe an experiment we conducted to determine the user's level of engagement in a multi-party scenario consisting of human and synthetic interlocutors. In particular, we were interested in the question of whether humans accept a synthetic agent as a genuine conversational partner that is worthy of being attended to in the same way as the human interlocutors. We concentrated on gaze behaviors as one of the most important predictors of conversational attention. Surprisingly, humans paid more attention to an agent that talked to them than to a human conversational partner. No such effect was observed in the reciprocal case, namely when humans addressed an agent as opposed to a human interlocutor.
Introduction
In face-to-face communication, humans employ a number of verbal and non-verbal signals to show their level of engagement in a dialogue. According to Sidner and colleagues [15] engagement "is the process by which two (or more) participants establish, maintain and end their perceived connection during interactions they jointly undertake". The appropriate use and correct interpretation of engagement signals is a necessary prerequisite for the success of an interaction. In particular, gaze has been recognized as an important means to show engagement in a dialogue. While the listener employs gaze to indicate that s/he is paying attention to the speaker, the speaker monitors the listener's gaze to find out whether s/he is still interested in continuing the conversation.
According to Kendon [9] , we can distinguish between at least four functions of seeking or avoiding to look at the partner in dyadic interactions: (i) to provide visual feedback, (ii) to regulate the flow of conversation, (iii) to communicate emotions and relationships, (iv) to improve concentration by restriction of visual input. Kendon showed that speakers tend to look away at the beginning of an utterance and turn their attention towards the conversational partner at the end of an utterance. Regarding the listener, Argyle and Cook [1] show that people look nearly twice as much while listening (75%) than while speaking (41%).
Compared to dyadic conversations, we know little about gaze behavior in multiparty interactions. Vertegaal and colleagues [16] describe a study of the gaze behavior in a four-party interaction. Subjects looked about 7 times more at the individual they listened to (62%) than at others (9%). They looked about three times more at the individual they spoke to (40%) than at others (12%). In accordance with Sidner et al. [15] or Nakano et al. [12] , they conclude that gaze, or looking at faces, is an excellent predictor of conversational attention in multiparty conversations. Vertegaal et al. also showed that 1. People look more at the person they speak or listen to than at others. 2. Listeners in a group can still see they are being addressed. Each person still receives 1.7 times more gaze than could be expected had s/he not been addressed. 3. Speakers compensate for divided visual attention by increasing the total amount of their gazes. 4. Listeners gaze more than speakers (1.6 times).
The question arises of whether the attentive behaviors of humans change when they interact with a synthetic agent instead of another human. Most studies conducted on gaze behaviors in human-agent conversation focus on humanoid avatars representing people engaged in a conversation. This research is driven by the objective to provide the participants of video-based tele conferences with a means to establish a connection via gaze.
Colburn and colleagues [5] investigated whether natural eye gaze behaviors of an avatar that are informed by studies of human-human conversation elicit more natural eye gaze behaviors in users communicating with it. When an avatar was present, subjects spent more time looking at the screen. Even more attention was directed to the avatar when the agent relied on an eye gaze model that was informed by psychological studies on human-human conversation. Colburn and colleagues hypothesize that humans feel less shy when talking to a monitor than when talking to a real human. The effect occurred, however, only in the user-as-speaker condition which Colburn and colleagues attribute to the bad quality of the employed lip-synch mechanism.
While Colburn and colleagues concentrate on the behavioral response to avatars employing an informed eye gaze model, Garau and colleagues [7] as well as Lee and colleagues [11] investigate the effect of informed gaze models on the perceived quality of communication by means of questionnaires. Both research teams observed a superiority of informed eye gaze behaviors over randomized eye gaze behaviors. A follow-up study by Vinayagamoorthy and colleagues [17] focused on the correlation between visual realism and behavioral realism. They found that the model-based eye gaze model improved the quality of communication when a realistic avator was used. For cartoonish avatars, no such effect was observed.
Another line of research focuses on how humans respond to the gaze behaviors of autonomous conversational agents. Nakano and colleagues [12] developed a model of grounding for the kiosk agent Mack that provides route descriptions for a paper map. The agent uses gaze as a deictic device as well as a feedback and turn taking mechaninsm to establish a common understanding between user and agent of what is being said and meant. A preliminary study revealed that a system with a grounding mechanism seems to encourage more non-verbal feedback from the user than a system without any grounding mechanism.
Based on an analysis of human-human conversation, Sidner and colleagues [15] developed a model of engagement for a conversational robot that is able to track the user's face and adjusts its gaze accordingly. Even though the set of communicative behaviors of the robot was strongly limited, an empirical study revealed that users indeed seem to be sensitive to a robot's conversational gestures and establish mutual gaze with it.
Summing up, it can be said that the studies found a positive effect of natural gaze behaviors on the communication between humans and synthetic agents. While the studies above focused on dyadic interactions between humans and agents, we will investigate how humans behave in a multi-party dialogue scenario with human and synthetic participants. In particular, we are interested in the following questions:
1. Do people apply different attentive behavior patterns in multi-party scenarios when talking to an agent as opposed to talking to a human? 2. Do people apply different attentive behavior patterns in multi-party scenarios when listening to an agent as opposed to listening to a human?
To investigate such behaviors, we recorded users interacting with a human and a synthetic game partner in a game of dice called Mexicali. The scenario allows us to directly compare gaze behaviors in human-human with gaze behaviors in human-agent interaction.
We suppose that humans interact with an agent in a way that roughly ressembles interaction with a human. Based on [1] and [16] , we assume that humans spend more time on looking at the agent when listening to it than when talking to it. Following [9] , we expect similar behaviors at sentence boundaries as in human-human communication. Nevertheless, the user will probably pay more attention to the other human conversational partner since the communicative skills of the agent are strongly limited. For instance, the user might not establish frequent gaze contact with the agent since s/he does not expect it to notice it anyway. Furthermore, there is empirical evidence that humans tend to avoid computer-controlled agents when navigating through a virtual 3D environment (see a study by Bailenson and colleagues [2] on social group dynamics in virtual realities which seems, however, to be in conflict with the observations by Colburn and colleagues [5] who assume that humans might feel less shy to address an agent).
Testbed for Our Research
As a testbed for our research, we used Gamble, a small game of dice (known as Mexicali) where one of the game partners is substituted by a synthetic agent (see Fig. 1 ). To win the game, it is indispensible to lie to the other players and to catch them lying to you.
The traditional (not computer-based) version of the game is played with two dice that are shaken in a cup. Let's assume player 1 casts the dice. He inspects the dice without permitting the other players to have a look. The cast is interpreted in the following way: the higher digit always represents the first part of the cast. Thus, a 5 and a 2 correspond to a 52. Two equal digits (11, ..., 66) have a higher value than the other casts, the highest cast is a 21. Player 1 has to announce his cast with the constraint that he has to say a higher number than the previous player. For instance, if he casts a 52, but the previous player already announced a 61, player 1 has to say at least 62. Now player 2 has to decide whether to believe the other player's claim. In this case, she has to cast next. Otherwise, the dice are shown and if player 1 has lied he has lost this round and has to start a new one. For the experiment, each player was equipped with a PDA which replaced the cup with the dice in the original game.
The implementation of the synthetic game partner is based on the Greta agent system developed by Catherine Pelachaud and colleagues [13, 8] . The Greta system is compliant with the MPEG-4 standard which allows to control the facial expressions and body gestures by so-called facial animation parameters (FAPs) and body animation parameters (BAPs).
In the game, Greta tries to mislead the other players by portraying facial expressions that do not correspond to her actual emotional state. For instance, she might express false joy to make her game partners believe that she achieved a high score. Nevertheless, Greta does not lie in a perfect manner, but still reveals her deceptive behaviors by subtle facial cues. Based on Ekman [6] , we modeled 32 facial expressions that convey such deceptive cues by combining different degrees of masking with different degrees of asymmetry. For instance, humans involuntarily reveal information regarding a deceptive expression of joy often by an asymmetric smile (see [14] for a more detailed description of our implementation of the deceptive behaviors).
To make the interaction more natural and to enhance the entertaining factor of the Gamble system, we dubbed the animations of the Greta agent with a human voice. Moreover, a full body agent was used and a number of emblematic german gestures were modelled relying on the descriptions in the Berlin dictionary of everyday gestures ("Berliner Lexikon der Alltagsgesten", [4] ).
We consider Gamble as a useful testbed for our studies since it allows us to study attentive behaviors to a synthetic agent as well as attentive behaviors to another human player in a multi-party setting. Furthermore, both the synthetic agent and the human players may be in the role of a speaker (when announcing casts or believing/disbelieving other players) or in the role of an addressee (when listening to announcements of casts or belief statements). Finally, the rules of the game determine who gets the next turn. At least in the case of announcements and belief statements, there is usually no doubt who is addressed by whom.
Experimental Method

Subjects and Design
Subjects were 24 students, all native speakers of German, recruited from the computer science and philosophy faculties at Augsburg University. 12 students from each faculty in their second and third year of study participated, 14 male and 10 female.
As independent variables, we defined the type of interlocutor (ToI) with the levels Human vs. Agent and the user's role in the dialogue (RoU) with the levels Speaker vs. Addressee. Both variables were manipulated between-subjects.
The value of the independent variables depends on the position of the single players. If the subject is standing on the right-hand side in Fig. 1 , s/he has to listen to the agent's announcements and to make announcements to the human player on his/her left. If the subject is standing on the left-hand side in Fig. 1 , s/he has to listen to the announcements of the human player on his/her right and to make announcements to the agent.
As dependent variables, we defined the length and number of attentive behaviors directed to the conversational partner.
Procedure
The subjects were randomly divided into 12 teams. At the beginning of the experiment, the subjects were presented with a three minute video of the Gamble system. In addition, they had to participate in a test round to get acquainted with the game, the handling of the PDA and the Greta agent. After the test round, each team played two rounds of 12 minutes. The participants changed positions after the first round so that each participant came to play before and after the agent. We told the subjects that the agent might not be able to conceal her emotions perfectly, but left it open how deceptive behaviours might be detected. Consequently, the subjects had no idea which channel of expression to concentrate on or whether it would be easier to recognize deceptive clues from the behaviors of the agent than from the behaviors of the other human player. To increase interest in the game, the winner was paid five Euros. We videotaped the interactions, and we logged the game progress for the analysis.
Coding Scheme
The videos are coded for utterances, gaze, role in the game, and laughing. Following [15] , gaze is interpreted as indicators for the level of attention. Moreover, we coded who was the current player and because subjects sometimes although rarely addressed the experimenter, a track was introduced for his utterances. Coding is done in Anvil [10] and Fig. 2 gives an impression of the annotation board. It contains the following tracks: -Current: Indicates the current player, i.e., the player that has to announce her belief/disbelief and that has to cast the dice. Possible elements are Agent, P right, and P left. -P right: Group of tracks for the right player 1 who plays after the agent. The group consists of
• ExtraLing: For annotating if the player is laughing. This information will be used to test automatic recognition of emotions from speech.
• Trl: In this track the utterance of the player is annotated. Utterances are coded per sentence to minimize the coding effort.
• Gaze: The head movements of the player are given in this track. They are interpreted as gaze towards different entities in the environment. 2 Possible elements are Agent, P right, P left, PDA, Camera, and Elsewhere. Coding of gaze behaviors was adopted from Nakano et al. ([12] ). A gaze is defined in the following way. The gaze ends and a new one starts in the moment the head starts moving. The direction of the gaze is determined at the end of the head movement.
• Role: This is a secondary track that is bound to the Track Current. It specifies the role of the player at the moment in the game. Possible elements are Current, Previous, and Unaffected. Current duplicates the information present in the primary track. Previous indicates that the player is judged by the current player in this turn, and Unaffected indicates that it is the player who is on turn next. -P left: see P right -Agent: see P right -Other
• Trl: The utterances of other people like the experimenter. This track is very rarely used. 1 The right player seen from the perspective of the coder, not from the agent. This minimizes problems with left/right distinctions, because no cognitive transformations are necessary. 2 This method is of course not nearly as accurate as using an eye tracker but has the obvious advantage of unobstrusiveness for the user during the interaction. Due to the spatial setting of the interaction (see Fig. 1 ), it is moreover necessary to move the head to look at the agent, the other human player, or the PDA thus allowing for a good reliability in coding.
Fig. 3. Number of gazes and length of gazes
Until now, half of the material has been coded by 24 coders. Each video sequence is coded by two people. The interrater reliability has been calculated for gaze and is very good with a kappa value of around 0.9 for each pair. At the moment, the corpus contains 2200 utterances of which 645 are done by the agent, 675 by the right player, and 700 by the left player. Moreover, we have 5398 head movements which are interpreted as gaze behavior of the users.
Results of the Analysis
The goal of the annotation work was twofold. On the one hand, we were interested in collecting information to develop an appropriate gaze model for agents in multi-party scenarios. On the other hand, analyzing the users' gaze behavior should reveal to what extent they regard the agent as a real game partner worthy of communication.
Starting with some basic statistics, Figure 3 (left) shows the number of gazes towards each of the given directions. The total number of gazes is 5398. The players looked roughly as often towards the synthetic agent (27%) as towards the other human player (30%). Just considering the number of the gazes, the agent seems to be as attractive as the other player. The fact that people look slightly more often at the PDA (38%) could be attributed to its use as the interface for casting the dice and indicating belief or disbelief.
If we examine instead the length of the gazes towards each of the given directions (Fig. 3 right) , this interpretation no longer holds. More than half of the time the players look at the PDA (55%), which seems to bind a lot of their attention. Noteworthy is the fact that players spend considerably more time (1.5) looking at the agent (26%) than looking at the other player (17%). Obviously, the type of interlocutor (human or agent) influences the users' gaze behavior.
The total number of gazes and the length of gazes during the game provide a rough impression of the users' attention towards human and synthetic interlocutors. In addition, we are interested in the question of whether the users' gaze behaviors depends on their role as a speaker or as an addressee. Because Gamble is a strictly round-based game, the utterances can be categorized into three main categories: announcement, belief, and comment. During announcements, the current player announces his cast or what he pretends to be his cast to the next player who is the addressee of this announcement. The belief category comprises utterances indicating a player's belief or disbelief of an announcement. Hence, the addressee of such an utterance is the previous player who made the announcement that is subject to the speaker's evaluation. All other utterances are categorized as comments which are -strictly speaking -not game-relevant. Among other things, utterances in this category comprise general comments on the game or on the behavior of other players. For the analysis conducted in this paper, comments are disregarded since we are mostly interested in conversational utterances with uniquely determined addressees. In our future work, we will consider comments to study gaze behaviors in situations where the addressee cannot be identified with certainty or where several conversational partners are addressed simultaneously. Table 1 compares the gaze behaviors of human interlocutors in the role of a speaker and an addressee for game-relevant utterances. A comparison of the speakers' and addressees' gaze behaviors only makes sense for human interlocutors because the agent is driven by a gaze model (which is not the subject of our investigations). We further distinguish whether their interlocutor is an agent or another human user.
No significant difference was observed in the gaze behavior of the speaker in the two conditions (i) agent (as interlocutor) and (ii) human (as interlocutor). That is people did not apply different gaze behaviors when talking to an agent. Interestingly, similarities in gaze behaviors towards human and artificial addressees could also be observed when humans were lying about their results. In more than 90 % of the cases, people averted the gaze from their game partner when they were lying independently of whether the game partner was human or synthetic. This finding is indeed surprising since it was quite obvious that the agent is not able to read the users' faces.
Turning to the addressee's gaze behavior gives a different picture. Whereas the speaker seems to be uninfluenced by the fact that one of his/her interaction partners is an agent, the addressee's gaze behavior shows a strong significant effect (F(1,23)=23 .97, p<0.05) between the two conditions (i) agent (as interlocutor) and (ii) human (as interlocutor). Being spoken to by the agent grabs the user's attention significantly more than being spoken to by another human interaction partner.
The general patterns of gaze behavior adhere to the literature in that speakers look less at the interlocutor than addressees. Nevertheless, the average gazing time towards the speaker or the addressee is rather low compared to findings by [1] . As noted before, the PDA interface binds a lot of attention. Since the same conditions hold for the human users and the synthetic agents, the experiment should nevertheless enable a fair comparison of human-human and agent-human conversations. As mentioned in the introduction, some interesting effects can be found at utterance boundaries. Therefore, we analysed the gaze behavior of speaker and addressee at the beginning and end of utterances, again for the two conditions agent and human (see Table 2 and 3). The speaker looks less to the addressee at the beginning and more at the end of an utterances independent on the condition agent or human and thus adheres again to the effects found in the literature [9] . In contrast to the speaker, the addressee tends to look less to the speaker at the end of an utterance. This effect has also been observed for both conditions. Unsurprisingly, there is a significant effect concerning the amount of gaze behaviors in the two conditions for both the beginning of the utterance (F(1,23)=15.56) as well as the end of the utterance (F(1,23)=10.98). The addressees follow a pattern of gaze behavior that is typical of human-human conversation, but the agent is attracting more attention than the other human user.
Discussion
The analysis of the users' gaze behavior in the multiuser setting revealed two effects. In general, users adhere to patterns of gaze behaviors for speaker and addressee that are also reported for dyadic human-human interactions. But they look significantly more often (1.6 times) to the agent when it is talking to them.
One explanation might be that users feel more comfortable to look at a synthetic agent than at a real person -especially when they have not met the other player before. That is to say, it could be less threatening or less embarrassing to concentrate on the agent, a more or less neutral technical artifact than on an unknown human. When looking at our data, it turned out, however, that only one of the six pairs for which the video recordings have already been annotated did not know each other before the game. We therefore consider shyness towards the other human interaction partner as a rather unlikely reason. Furthermore, shyness would not explain why the effect could only be observed in the user-as-addressee condition.
Another explanation for the longer looking time might be the users' hope to find deceptive cues in the agent's face. If we consider the reaction to the other human player as a baseline, the human addressees were indeed staring at the talking agent. Generally, staring at someone is either a sign of not understanding or interpreted as a threat. Maybe, people need longer to read faces of artificial agents while they restricted themselves to a short glance in the case of human game players.
A more plausible explanation of the user's strong attention towards the agent is the novelty effect of the exceptional conversational partner. None of the participants had encountered an embodied conversational agent in an application yet. All of the participants had already seen agents as manifestations of a new interface metaphor in their courses -and especially the agent employed in Gamble -but they had not interacted themselves with an agent so far. To counter this effect, subjects were shown a three minute video of the interaction during recruiting. To familiarize with the agent and the game, they played for five minutes before the experiment started. Moreover, every couple played two rounds of the game. Thus, when the second round started, every subject had already interacted for 17 Minutes. Even though the participants got some time to familiarize with the agent, the sensation of interacting with a synthetic agent might have persisted for a longer time. Furthermore, the size of the agent that has been projected on the wall might also have increased the user's attention. We suppose that the effect did not occur in the user-as-speaker condition since the agent did not make use of very sophisticated listener behaviors.
An analysis of the address forms employed by the users for the agent leads to interesting observations regarding the relationship between user and agent. Although users were expected to use the PDA interface to interact with the agent when making or responding to announcements, they occasionally addressed the agent directly, for instance, by utteringÄhh, ich glaub's dir nicht 3 . The user directly addresses the agent using the familiar dir. Far more frequent are utterances where the users talk about the agent, e.g., Vielleicht glaubt sie's dir ja 4 using the third person singular sie. Taking into account utterances containing personal pronouns and disregarding neutral game-relevant utterances, such as Glaube ich 5 , 62% of the utterances were classified as talking-about and 38% as talking-to events. Talking about someone who is actually present during the interaction is usually considered as a gross violation of politeness in human face-to-face communication. Such a behavior is, however, typical of conversations involving babies and pets. Bergmann [3] presents categories of utterances found in talks about pets which include explanations of behavior and commenting on behavior. Both categories are also frequently found in talking about the agent which once more stresses the point that users try to make sense of this technical artifact interacting with them.
Conclusion
In this paper, we reported on an experiment we conducted to investigate to what extent humans regard synthetic agents as genuine conversational partners. In particular, we analyzed gaze behaviors in human-agent conversations as an important indicator of conversational attention. Unlike earlier studies, we focus on gaze behaviors in multiparty scenarios consisting of human and synthetic interlocutors.
On the one hand, we were able to confirm a number of findings about attentive behaviors in human-human conversation. For instance, our subjects spent more time looking at an individual when listening to it than when talking to it -no matter whether the individual was a human or a synthetic agent. Furthermore, the addressee type (human vs. synthetic) did not have any impact on the duration of the speaker's gaze behaviors towards the addressee. Even though the game was in principle playable without paying any notice to the agent's nonverbal behaviors, the users considered it as worthy of being attended to. Surprisingly was the observation that people avoided gaze contact with the agent when they were lying.
While the users' behaviors in the user-as-speaker condition were consistent with findings for human-human conversation, we noticed differences for the user-asaddressee condition. People spent more time looking at an agent that is addressing them than at a human speaker. Maintaining gaze for an extended period of time is usually considered as rude and impolite. The fact that humans do not conform to social norms of politeness when addressing an agent seems to indicate that they do not regard the agent as an equal conversational partner, but rather as a (somewhat astonishing) artefact that is able to communicate. This attitude towards the agent was also confirmed by the way the users addressed the agent verbally.
In contrast to dyadic agent-user interactions, the multiparty setting allows for metacommunication with the other human interaction partner about what is going on. A rich source for such analysis are the comments which have been disregarded in the current paper but will be examined in the future.
To refine the agent's model of gaze behaviors, our future work will concentrate on an analysis of the human-human interactions in the scenario whereby we will pay special attention to the verbal and situative context. In particular, we are interested in studying the gaze behaviors of people that deliberately convey wrong emotions.
