Abstract. Let H = (h ij ) and G = (g ij ) be two m × n, m ≤ n, random matrices, each with i.i.d complex zero-mean unit-variance Gaussian entries, with correlation between any two elements given by E[h ij g ⋆ pq ] = ρ δ ip δ jq such that |ρ| < 1, where ⋆ denotes the complex conjugate and δ ij is the Kronecker delta. Assume {s k } m k=1 and {r l } m l=1 are unordered singular values of H and G, respectively, and s and r are randomly selected from {s k } m k=1 and {r l } m l=1 , respectively. In this paper, exact analytical closed-form expressions are derived for the joint probability distribution function (PDF) of {s k } m k=1 and {r l } m l=1 using an Itzykson-Zuber-type integral, as well as the joint marginal PDF of s and r, by a bi-orthogonal polynomial technique. These PDFs are of interest in multiple-input multiple-output (MIMO) wireless communication channels and systems.
bold letters are used for matrices. Finally CN means complex normal, and vec(·) stacks all the columns of its matrix argument into one tall column vector. where tr AB † = vec(B) † vec(A) = tr vec(A) vec(B) † [6] is used in the last "=" of (3.3). Substitution of (3.3) into (3.2) leads to (3.1) .
From ( m [8] , and the constant Ω is given by [8, 14 ]
Similarly, we have
where 
where Ω is given by (3.5) and I k (z) = 1 π π 0 e z cos θ cos(kθ)dθ is the k th order modified Bessel function of the first kind.
Theorem 3.3. The joint PDF of the singular values of H and G is given by
Proof. By combining (3.1) with (3.4) and (3.6), we obtain
where
Derivation of the second and third lines of (3.10) are straightforward. The fourth line comes from
with R = |ρ|R, and Proposition 3.2 with the replacements t → 1 − |ρ| 2 and G → ρG. The last line is based on the convention that dµ( U, V) = 1 [8] . Plugging (3.5) and the last line of (3.10) into (3.9), we obtain (3.8) .
By relating the eigenvalues of GG † to the singular values of G through α l = r 
Proof. It is straightforward to obtain (3.12) from (3.8) by 2m one-to-one nonlinear mappings.
4. Joint Marginal PDF. In this section, with β = s 2 and α = r 2 , we calculate the joint marginal PDF of β and α, p(β, α), using the techniques and results presented in [4, 12] . Then the joint PDF of s and r, p(s, r), is easily derived.
If the polynomials P k (β) and Q l (α), satisfy w(β, α)P k (β)Q l (α)dβdα = δ kl , then we call P k (β) and Q l (α) as bi-orthogonal polynomials, associated with the weight function w(β, α) [11] . With this definition, we have the following Lemma.
Lemma 4.1. There exist bi-polynomials, P k (β) and Q l (α), and a weight function, w(β, α), which reduce (3.12) to the following form
where C 1 is a normalization constant. Proof. In this paper, ν is a non-negative integer. Using the Hille-Hardy formula [2, pp. 185, (46)]
as the associated Laguerre polynomial, we can rewrite (3.12) as
We set the weight function, w(β, α), as
It is easy to check that the corresponding bi-orthogonal polynomials are given by 
Moreover, by the addition of multiples of rows of lower order which do not change the determinant of the Vandermonde matrix, then each of the rows can be expressed in terms of orthogonal polynomials with respect to the weight function w(β, α). Therefore two m-dimensional Vandermonde determinants, △(β) and △(α), can be represented as
where we use the fact that the matrix transpose does not change the determinant, i.e., det
× |ρ| m(m−1) m−1 j=0 j!(j +ν)!, obtained by plugging (4.5) into (4.8). Similarly, substitution of (4.6) into (4.9) gives C 3 = C 2 . Now the product of (4.8) and (4.9) results in 
12) where P k (x) and Q k (x) are defined in (4.5) and (4.6), respectively, the weight function is presented in (4.4), and P k (α) and Q l (β) are similarly defined as [12] 
Plugging (4.4), (4.5), (4.6), (4.13) and (4.14) into (4.12), we arrive at (4.11). It is straightforward to obtain the joint PDF of s and r from (4.11), according to these one-to-one mappings s = √ β and r = √ α. The joint PDF in (4.11) includes many existing PDF's as special cases.
• By integration over β, (4.11) reduces to the marginal PDF 15) which is the same as the PDF presented in [17] . When m = 1, (4.15) further reduces to 16) which is the χ 2 distribution with 2n degrees of freedom [16, (2.32) ].
• With m = 1, (4.11) reduces to [19] ,
Furthermore, when n = 1, (4.17) simplifies to , their joint PDF is given by
Proof. According to (1.6) and (2.14) in [12] we have 20) where
. With P k (x 1 ) in (4.5) and Q k (x 2 ) in (4.14), we obtain (4.19) after some simple algebraic manipulations.
Application to Wireless MIMO Communication Systems.
For an N R × N T MIMO time-varying Rayleigh flat fading channel [18] with N T transmitters and N R receivers, the channel impulse response at time instant t is given by
We assume all the N R N T sub-channels in the MIMO system, {h i,j (t)} (NR,NT ) (i=1,j=1) are i.i.d., with the same temporal correlation coefficient, i.e.,
where ρ h (τ ) = J 0 (2πf D τ ) [9] in isotropic scattering environments 1 , with J 0 (x) = I 0 (−x) [5, pp. 961, 8.406.3] and f D is the maximum Doppler frequency shift.
We set n = max(N R , N T ) and m = min(N R , N T ). According to (2.2), H(t) can be diagonalized as
where S(t) = diag(s(t)) 0 with s(t) = [s 1 (t), s 2 (t), · · · , s m (t)] for N R ≤ N T , and
, by SVD. In wireless MIMO communication systems, we are interested in the correlation coefficient between any two eigen-channels, which is defined by
For simplicity, in this paper we only consider a 2×2 MIMO system, N R = N T = 2, where the correlation coefficient, ρ k,l (τ ), can be shown to be
To derive (5.5), we note that for τ = 0 and k = l, ρ k,l (0) = 1 because of the definition of the correlation coefficient. Since m = 2, for any eigenchannel at the time instant t, it is easy to show that the mean value of λ k (t) is E [λ k (t)] = 2, ∀k, and the second moment of λ k (t) is E λ 2 k (t) = 8, ∀k, using the PDF in (4.15). For τ = 0 and k = l, we obtain E [λ k (t)λ l (t)] = 2 by (4.19), hence ρ k,l (0) = − 1 2 , ∀k = l. For τ = 0 and ∀k, l, it is not difficult to get E [λ k (t)λ l (t − τ )] = 4 + |ρ h (τ )| 2 using (4.11), therefore we have the second line in (5.5). Monte Carlo simulations are performed to verify the result in (5.5). In all simulations 2 , the maximum Doppler frequency f D is set to 1 Hz, and the sampling period, T s , is equal to 1 1000fD . The simulation results are shown in Fig. 5.1 , where the upper figure shows the channel correlation coefficient ρ h (τ ) = J 0 (2πf D τ ), Clarke's correlation model, whereas the lower figure presents the correlation coefficient between any two eigen-channels or for any individual eigen-channel, Eq. (5.5). Since J 0 (2πf D τ ) is an even function of τ , the correlation coefficients are plotted for τ ≥ 0. In all figures, "Simu." indicates the curve is obtained by Monte Carlo simulations, whereas "Theo." means theoretical. From Fig. 5.1 we can conclude that the new theoretical result in (5.5) is confirmed by simulation very well.
6. Conclusion. In this paper, the joint distribution of singular values of two correlated rectangular complex Gaussian random matrices is derived, as well as the joint marginal distribution. The derived distributions play an important role in the analysis and design of wireless MIMO communication systems. As an example, the correlation coefficient of any two eigen-channels of a 2 × 2 MIMO system is obtained and verified by the Monte Carlo simulations in this paper. in the horizontal axis.
