Abstract. Reduction trees are a way of encoding a substitution procedure dictated by the relations of an algebra. We use reduction trees in the subdivision algebra to construct canonical triangulations of flow polytopes which are shellable. We explain how a shelling of the canonical triangulation can be read off from the corresponding reduction tree in the subdivision algebra. We then introduce the notion of shellable reduction trees in the subdivision and related algebras and define h-polynomials of reduction trees. In the case of the subdivision algebra, the h-polynomials of the canonical triangulations of flow polytopes equal the h-polynomials of the corresponding reduction trees, which motivated our definition. We show that the reduced forms in various algebras, which can be read off from the leaves of the reduction trees, specialize to the shifted h-polynomials of the corresponding reduction trees. This yields a technique for proving nonnegativity properties of reduced forms. As a corollary we settle a conjecture of A.N. Kirillov.
Introduction
Reduction trees are a way of encoding a substitution procedure dictated by the relations of an algebra. Reduced forms can be read off from reduction trees. We establish a framework for studying reduced forms in several related algebras. We accomplish this by introducing a notion alike shellability for reduction trees (which we call strong embeddability), inspired by the geometric notion. We also define h-polynomials of reduction trees. The h-polynomials of certain shellable reduction trees in the subdivision algebra equal the h-polynomials of shellable triangulations of flow polytopes, which was the motivation for our definition. We show that the reduced forms in various algebras specialize to the shifted h-polynomials of the corresponding reduction trees. This yields a technique for proving nonnegativity results for reduced forms. We demonstrate the geometric roots of our framework by constructing shellings of canonical triangulations of flow polytopes and showing how these shellings can be seen on the corresponding reduction trees in the subdivision algebra. As a corollary to our results we settle a conjecture of A.N. Kirillov. We now highlight our main results. We state them somewhat informally, in order to avoid introducing a lot of notation. They are explained in detail in later sections, and we point back to the corresponding statement here. For the background and definitions see Section 2. Theorem 1. With the reduction order O the simplices corresponding to the leaves of R O G induce a shellable triangulation of F G . The leaves of R O G can be described explicitly in terms of the aforementioned shelling.
Theorem 2. Specialized shifted multiparameter reduced forms of partial reduction trees with the strong embeddable property equal the h-polynomials of reduction trees. In particular, they have nonnegative coefficients.
We use a generalization of Theorem 2 to settle Kirillov's [3, Conjecture 7] .
The paper is organized as follows. In Section 2 we define flow polytopes. Next we explain how to subdivide flow polytopes and how we can encode the subdivisions with a reduction tree. Then we define the (multiparameter) subdivision algebra as well as the (multiparameter) associative quasi-classical Yang-Baxter algebra of A.N. Kirillov. In Section 3 we construct canonical triangulations for flow polytopes and introduce the notion of weak embeddability of reduction trees in order to construct a particular shelling order for the canonical triangulations. In Section 4 we introduce the notion of strong embeddability of reduction trees and indicate how to use it to give a description of the full set of leaves of the reduction tree in the special reduction order O. In Section 5 we study a refinement of the h-vector for our canonical triangulations.
Section 6 parts from geometry and focuses on the structure of reduction trees which became apparent in the previous sections. We introduce weak and strong embeddable properties of partial reduction trees, key notions that are seen to unify our proofs. We also define the h-polynomial of a reduction tree and show that it equals the specialized (shifted) reduced form. We generalize our results from reduction trees to partial reduction trees. As a corollary we prove special cases of Conjecture 7 of A.N. Kirillov [3] in Section 7 and demonstrate via counterexamples that Conjecture 7 [3] cannot hold in its full generality.
In Section 8 we prove that our canonical triangulation is indeed a triangulation. We postpone this proof to the end as it is technical, and its ideas are not used elsewhere in the paper.
Definitions and Prelimiaries
For completeness, in this section we include several key definitions used throughout the paper, following [8] . For further details see [8] .
2.1. Flow polytopes and their subdivisions. Definition 1. Given a loopless graph G on the vertex set [n], let in(e) denote the smallest (initial) vertex of edge e and fin(e) the biggest (final) vertex of edge e. Let E(G) = {{e 1 , . . . , e l }} be the multiset of edges of G. We correspond variables x e i , i ∈ [l], to the edges of G, of which we think as flows. The flow polytope F G is naturally embedded into R #E(G) , where x e i , i ∈ [l], are thought of as the coordinates. F G is defined by
x e = e∈E(G),fin(e)=n+1 
Flow polytopes lend themselves to subdivisions via reductions, as explained below. A similar property of root polytopes was established in [6, 7] . Definition 2. Given a graph G on the vertex set [n] containing edges (i, j) and (j, k), i < j < k, performing the reduction on these edges of G yields three graphs on the vertex set [n]: sum of edges of the graph being the root of the reduction tree. Two edges c and d in the graphs G 1 and G 2 , respectively, are the same, if they are the sum of exactly the same edges of G. The intersection of two graphs G 1 and G 2 in a reduction tree
where if e ∈ E(G 1 ) ∩ E(G 2 ) then as explained above e is the sum of the same edges of G in both G 1 and G 2 .
By abuse of notation we will write G − e to mean the graph G with edge e deleted and G + e to mean the graph G with edge e added .
, where s (source) is the smallest, t (target/sink) is the biggest vertex of [n] ∪ {s, t}, and E = E ∪ {(s, i), (i, t)|i ∈ [n]}. Denote by P( G) the set of all maximal paths in G, referred to as routes. It is well known that the unit flows sent along the routes in P( G) are the vertices of F( G).
Definition 6. Consider a node G 1 of the reduction tree R G , where each edge of G 1 is considered as a sum of the edges of G. The image of the map m : E(G 1 ) → P( G) which takes an edge
gives the vertices of F G 1 (by taking the unit flows on these routes). In case G 1 is not a node of the reduction tree R G , but it is an intersection of nodes of R G , so that each edge of G 1 can still be considered as a sum of the edges of G, we still define F G 1 as above. This definition of F G 1 is of course with respect to G, and this is understood from the context.
Using the above definitions the proof of the following lemma is an easy exercise. 
, as in Definition 6 we have
where
, and P • denotes the interior of P.
2.2.
Algebras related to flow polytopes. Note that the reduction of graphs given in (1) can be encoded as the following relation:
If we wanted to preserve more information on the actual reduction, we could instead consider the following relation:
These relations give rise to what we call subdivision algebras.
Definition 7. The multiparameter associative subdivision algebra of weight b = (β 1 , . . . , β n−1 ), denoted by S(b), is an associative algebra, over the ring of polynomials Z[β 1 , . . . , β n−1 ], generated by the set of elements {x ij : 1 ≤ i < j ≤ n}, subject to the relations:
, the algebra S(b) specializes to the subdivision algebra of weight β denoted by S(β).
The algebra S(β) has been studied in [6] and [8] .
Definition 8. Given a monomial M in S(β) or S(b), its reduced form is defined as follows. Starting with p 0 = M , produce a sequence of polynomials p 0 , p 1 , . . . , p m in the following fashion. To obtain p r+1 from p r , choose a term of p r which is divisible by x ij x jk , for some i, j, k, and replace the factor x ij x jk in this term with x ik x ij + x jk x ik + βx ik or x ij x jk = x ik x ij + x jk x ik + β i x ik , depending on which algebra we are in. Note that p r+1 has two more terms than p r . Continue this process until a polynomial p m is obtained, in which no term is divisible by x ij x jk , for any i, j, k. Such a polynomial p m is a reduced form of M . Note that we allow the use of the commutation relations of each algebra in this process.
Given a monomial M in S(β) or S(b) we can encode it by a graph G M , simply by letting the edges of G be the given by the indices of the variables in M . Denote a reduced form of
. If in the reduced forms we set x = (1, . . . , 1), then in the notation we omit x:
It is easy to see that by definition, the reduced form of a monomial in the subdivision algebras can be read off from the reduction tree of the corresponding graph obtained by simply taking its edge set to the the double indices of the variables of the monomial.
Note that the reduced form of a monomial in S(b) or S(β) is not necessarily unique, which could be a desirable property. The noncommutative counterpart of S(β), denoted by ACY B n (β) and defined by Kirillov [3, 4] , is much like S(β), but with reduced forms unique [6] . While the same is not true of the similar noncommutative generalization, denoted M ACY B n (b), of S(b), this algebra also has beautiful combinatorics. It was A.N. Kirillov [3, 4] who introduced these algebras and shed the first light on their rich combinatorial structure. , is an associative algebra, over the ring of polynomials Z[β 1 , . . . , β n−1 ], generated by the set of elements {x ij : 1 ≤ i < j ≤ n}, subject to the relations:
Letting β i = β, i ∈ [n − 1], the algebra M ACY B n (b) specializes to the associative quasi-classical Yang-Baxter algebra of weight β, denoted by ACY B n (β).
The definition of reduced forms in ACY B n (β) and M ACY B n (b) is the similar to Definition 8; the only difference is that now the order of variables matters and so we take consecutive variables x ij and x jk and replace them by x ik x ij + x jk x ik + β i x ik . E.g., while in S(b) the monomial x jk x ij could be reduced, it is itself a reduced form in M ACY B n (b). One can also define the notion of a reduction tree for these algebras, which, in the terminology of Section 6 can be seen as partial reduction trees with respect to the subdivision algebra.
Weak embeddability and shelling triangulations
In [8] we studied several regular triangulations of F G relying on the work of Danilov, Karzanov and Koshevoy [2] . They have posed the question of whether the triangulations they construct in [2] are all of the regular triangulations of flow polytopes. The aims of this section are twofold. First, we construct a triangulation of F G which is not one of those constructed in [2] . We prove that our triangulation is shellable. We leave the question of whether it is regular open for further investigation. Second, we introduce the notion of weak embeddabiliy of reduction trees which can be extended even when we are not using the geometry of triangulations. The first part of Theorem 1 is proved in this section. Figure 2 . The reduction tree of G = ( [5] , {(1, 3), (2, 3) , (3, 4) , (3, 5)}) with reductions executed in order O. The labels F i , i ∈ [6] , are explained in Theorems 5 and 7.
The triangulation we consider in this section is obtained from the reduction tree R O G , which is a reduction tree where the reductions are executed in a certain order O. The reduction order O is defined as follows. Given an arbitrary graph G on the vertex set [n], do the reductions in G proceeding from the smallest vertex towards the greatest in order. Look for the smallest vertex v which is nonalternating, that is that has both an edge (a, v) and an edge (v, b) incident to it, with a < v < b. Look at the two topmost edges at v, that is edges (a, v) and (v, b) such that a < v < b and there are no edges (a , v) with a < a and (v, b ) with b < b . Do the reduction on the two topmost edges at v. Continue in this fashion on each leaf of the partial reduction tree ultimately arriving to the reduction tree R O G with all leaves alternating graphs, that is all of their vertices are alternating. For a reduction tree R O G see Figure 2 . Since the proof is technical, and not of central importance to the rest of the paper, we state Theorem 4 here and refer the reader to Section 8 for a proof.
Theorem 4. The simplices corresponding to the full dimensional leaves of R O G induce a triangulation; that is, the intersection of any two of them is a face of both. Moreover, the simplices corresponding to all leaves of R O G are part of this triangulation. We note that the set of R O G -triangulation we obtain as described in Theorem 4 are not a subset of the triangulations constructed in [2] ; for example, considering the graph G = ( [6] , {(1, 3), (3, 4) , (4, 5) , (2, 4) , (4, 6)}), regardless of the framing of G, we can obtain routes which are noncoherent at vertex 4 to be vertices of a top dimensional simplex in the R O G -triangulation. Instrumental in this section is the order of the leaves of R O G : let F 1 , . . . , F l be the full dimensional leaves of R O G in depth-first search order as shown in Figure 2 . Remember that we have an embedding of R O G in the plane where G is the root and the graphs G 1 , G 2 , G 3 as in (1) are the left, right, middle child, respectively. Also, by Theorem 4 the simplices F F 1 , . . . , F F l are the top dimensional simplices in a triangulation of F G ; we refer to this triangulation as the canonical triangulation of F G . Theorem 5 is the main result of this section, and the weak embeddable property in Definition 10 introduced to prove this theorem is the essential ingredient we carry forward to less geometric settings.
Theorem 5. F F 1 , . . . , F F l is a shelling order of the canonical triangulation of F G .
Definition 10.
A reduction tree R G is said to have the (right) weak embeddable property if one of the following is true for every node H of R G :
1. H is a leaf 2. the middle child of H is H 3 and the right child of H is H 2 , satisfying that there is a map b H from the full dimensional leaves of the subtree R H 3 of R G (leaves with |E(H 3 )| number of edges) into the full dimensional leaves of the subtree R H 2 (leaves with |E(H 2 )| number of edges) of
Definition 11. A reduction tree R G is said to have the left weak embeddable property if it satisfies the conditions of Definition 10 when we replace H 2 by H 1 in the statement.
Definition 12. A reduction tree R G is said to have the twosided weak embeddable property if it has both the right and the left weak embeddable property.
Lemma 6. The reduction tree R O G has the twosided weak embeddable property. Before proving Lemma 6, we define the map b H on its non-leaves which we will show satisfies 2. in Definition 10.
Definition 13. When performing a reduction (a, b, X), X ∈ {M, L, R} (notation as in Definition 2), we say that the edge a is dropped when X = M, R, and a is kept if X = L. Similarly, edge b is dropped when X = M, L, and b is kept if X = R. We also say that an edge e is derived from the edge b if it resulted as a sequence of reductions involving b, or sums of edges of b, and e itself is a sum of edges with b. We also signal this by saying that e is a b * -edge.
Definition 14. Consider a non-leaf node H of R O
G and let the reduction performed at H be (a, b) yielding middle child H 3 and right child H 2 . Define the map b H from the full dimensional leaves of
from H. Recall that since the order O of reductions is specified, we are only wondering at each step whether to go L or R.
, then it follows that a i or b i is an edge derived from b, but not derived from a + b. In this case we choose Y i so that the edge derived from b is dropped in the reduction.
Proof of Lemma 6. Consider a node H of R O G . If H is a leaf, there is nothing to check. If H is not a leaf, we claim that the map b H defined in Definition 14 satisfies property 2. of Definition 10. In this proof when we refer to a b * -edge, we mean a b * -edge not derived from a + b.
Let S be the set of full dimensional leaves of
obtained by a sequence of reductions that either do not involve a b * -edge, or if the reduction involves a b * -edge, then in the reduction we go towards the outcome where this b * -edge is dropped. Clearly, the image of b H is in S. We now show that the inverse of b H is defined on S. Indeed, if the leaf L in S was obtained by a series of reductions on the pairs of edges (a, b, R),
leading to a leaf L, and the map b H takes L to L . Note also that if L ∈ S is a full dimensional leaf of R O H 2 not in S, then it contains more than one b * -edge, in which case it cannot be that
. Moreover, if L ∈ S, then it has a unique b * -edge and thus it is the image of a unique L in R H 3 .
To prove that R O G has the left embedabble property, one can define an analogous map b L H , where the role of b is played by the edge a.
Next we define the depth of a reduction tree.
Definition 15. Let dep(G), the depth of R O G , be the maximum length of a path in R O G from G to a leaf.
Proof of Theorem 5. We prove by induction on dep(G), that F F 1 , . . . , F F l is a shelling order. Let G 1 , G 2 , and G 3 be the left, right, and middle child of G, respectively, in R O G after having performed a reduction on edges a and b. Let F 1 , . . . , F k be the full dimensional leaves of
, and Q 1 , . . . , Q z be the full dimensional leaves of R O G 3 in depth first search order. By induction hypothesis F 1 , . . . , F k and F k+1 , . . . , F l and Q 1 , . . . , Q z are shelling orders of the canonical triangulations of F G 1 , F G 2 and F G 3 , respectively, obtained via the order O. There are several things we prove in order to prove that
as constructed in the proof of Lemma 6 and letS be the full dimensional leaves of R O G 2 not in S. Then, to prove Theorem 5 it suffices to prove Claims 1 and 2:
By Lemma 3 we have
which can also be written as
Using Theorem 20 for the graphs Q j and F i j together with Corollary 24 we can conclude that F Q j is a facet of F F i j . Using in addition the properties of b G as given in Definition 10 we can also conclude that F Q j is not a facet of any other
. . , F F l are the top dimensional simplices in the canonical triangulation of F G for which (7) holds, we have that
By the above together with Theorem 4, we have that if
have identified all the facets on which the F F i 's, k + 1 ≤ i ≤ l, attach to previous simplices in the canonical triangulation and they agree with the facets specified in Claims 1 and 2 above. In order to finish the proof of Claims 1 and 2, and thus that we have a shelling, it remains to prove that the 
is well defined, then F i has exactly one b * -edge e, which is not derived from a + b, where the reduction at G is performed on the edges a and b, and this b * -edge e cannot appear in any leaf of R O
, say as an intersection with F Fc and
subset of at least one of F c or F d . Thus, it remains to deal with the case where b
is not well defined (and so F i has at least two b * -edges not derived from a + b) and F i attaches on exactly one facet to (
, . . . , F F l is a shelling order by induction, it follows that F F i attaches on exactly one facet to (F F k+1 ∪ · · · ∪ F F i−1 ) and on no lower dimensional face.
Let the facet on which , are edges of G. Let the reductions on e 1 and e 2 , on e 1 + e 2 and e 3 , . . . , on e 1 + . . . + e l−1 and e l be subsequence of s (with appropriate ordering among the edges of the pairs and L and R added). Denote this subsequence of s by s e , where the superscript e signifies that these reductions are essential in creating f (d). Note that in order to be able to do these reductions, it is also key that the edges we want to do the reduction on are present, that is, if e 1 + . . . + e i , i ∈ [l], is an edge which is part of the reduction with an edge other than e i+1 , we must keep it in that reduction. Since the order of reductions is prescribed by O it follows that the edge f (d) is an edge of a leaf of R O G if and only if s e is a subsequence of the sequence of reductions leading to that leaf.
There cannot be a graph
preceeding F i (meaning that the path from G 2 to H is to the left of the path from G 2 to F i ) such that s e is a subsequence of the sequence of reductions leading from G to H , since then a descendent of H would contain f (d). We need to prove using this and that b
such that s e is a subsequence of the sequence of reductions leading from G to H .
Since b
is not defined, it follows that s contains a reduction involving the edge b (other than (a, b, R)) and moreover, it also contains a reduction involving a b * -edge e not derived from a+b where that edge e is kept after the reduction is performed, thereby creating at least two b * -edges not derived from a + b. Obviously, if any of the reductions involving b * -edges are among s e , then
. We argue that if none of the reductions involving b * -edges are among s e , then there is a graph
preceeding F i such that s e is a subsequence of the sequence of reductions leading from G to H , which would contradict our assumption that F F i attaches on exactly one facet to (F F k+1 ∪ · · · ∪ F F i−1 ) and on no lower dimensional face. We now elaborate why under the above circumstances if none of the reductions involving b * -edges not derived from a + b are among s e , then there is a graph H in R O G 2 preceeding F i such that s e is a subsequence of the sequence of reductions leading from G to H . Since s contains a reduction involving the edge b (other than (a, b, R)) and it also contains a reduction involving a b * -edge not derived from a + b and where that edge is kept, it follows that for some edge x there is a reduction (x, b, R) in s and x = e 1 + · · · + e i , for any i ∈ [l], or there is a reduction (g(a + b), x, R) in s where g(a + b) is an (a + b) * -edge and x = e 1 + · · · + e i , for any i ∈ [l], and this reduction is followed by a reduction (f (b), x, L), where f (b) is a b * -edge not derived from a + b. However, if none of the reductions involving b * -edges not derived from a + b are among s e , then there is a graph H in R O G 2 in the subtree to which we get if we do (x, b, L) instead of (x, b, R) or (g(a + b), x, L) instead of (g(a + b), x, R), such that s e is a subsequence of the sequence of reductions leading from G to H .
Strong embeddability and a description of the leaves of R O

G
In this section we introduce strong embeddability of reduction trees and use it to give a proof of the analogue of [8, Theorem 13] for R O G . As we will see in in Sections 6 and 7 strong embeddability generalizes to other settings. The second part of Theorem 1 is proved in this section.
Theorem 7. Let F 1 , . . . , F l be the full dimensional leaves of R O G in depth-first search order. Let
is the formal sum of the set of the leaves of R O G , where the product of graphs is their intersection, and if f (i) = 0 then we define
Note that with the notation of Theorem 7 and with Definition 6 in mind we have that
, is a facet of F F i . Indeed, this follows directly from Theorems 20 and Theorem
5.
Definition 16. Given a reduction tree R G and a full dimensional leaf L of it, we say that a leaf H of R G is a preceeding facet of L if 1. H is before L in the depth first search order of the leaves of R G 2. E(H) ⊂ E(L) and |E(H)| = |E(L)| − 1 3. the unique path in R G from L to H consists of several up steps followed by several down steps, so that the first of the down steps is a Middle reduction.
Lemma 8. Let F 1 , . . . , F l be full dimensional leaves of R O G in depth-first search order and let P i be as in Theorem 7. Then the (multi)set of preceeding facets of F i is equal to P i .
Before proving Lemma 8 we provide an auxiliary lemma that will come in handy in the proof. Lemma 9. Let F i and F j , with F j preceeding F i in depth-first search order, be two full dimensional leaves of R O G differing in only one edge; that is, F i ∩ F j = F i − e for some edge e of F i . Let the paths from G to F j and from G to F i split at graph H via the reduction (z, v), where we take (z, v, L) towards F j and (z, v, R) towards F i . Then:
1. on the path from H to F j when the edge z or a z * -edge not derived from z + v is used, then this z * -edge is always dropped 2. on the path from H to F i when the edge v or a v * -edge not derived from z + v is used, then this v * -edge is always dropped 3. whenever on the path from H to F j and H to F i we have the same edges to do the reduction on, we go to the right or to the left on both paths 4. F j has a unique z * -edge not derived from z + v denoted by f (z) and F i has a unique v * -edge not derived from z + v denoted by f (v), and we have
The proof of Lemma 9 can be seen by inspection and is left to the reader.
Proof of Lemma 8. We prove by induction on dep(G), which the the maximum length of a path in R O
G from G to a leaf of R O G , that P i is the set of preceeding facets for F i . Let G 1 , G 2 , G 3 be the left, right and middle children of G and let F 1 , . . . , F k , and F k+1 , . . . , F l and Q 1 , . . . , Q z be their full dimensional leaves for which the statement holds. Thus, the set of preceeding facets of F i , i ∈ [k], is P i by inductive hypothesis. Assume that for some k + 1 ≤ i ≤ l there is a preceeding facet H of F i which is not in P i . By the inductive hypothesis for G 2 and the definition of preceeding facet, H has to then be in R O G 3
. However, since R O G satisfies the weak embeddable property, we have that the only possible such facet is b −1 G (F i ), when this is well defined. However, using that R O G satisfies the twosided embeddable property, we can then show that there exists a full dimensional leaf in
Thus all preceeding facets of F i are in P i .
Next we need to show that all elements of P i are preceeding facets. First we observe that the elements of P i , k + 1 ≤ i ≤ l, must be leaves of R O G . Indeed, if we are considering an element
, and the two graphs differ by exactly one edge. However, with Lemma 9 we can see that then
, since we can obtain it by going towards G 3 from G and then executing the operations as on the path to F j or F i . It is now clear that the elements of P i satisfy conditions 1. and 2. in Definition 16. Assume that for some k + 1 ≤ i ≤ l there is H ∈ P i which is not a preceeding facet. Thus, because of the inductive hypothesis we have that H ∈ R O G 1 . However, if H differs from F i by only missing an edge, then it can be seen that the sequence of reductions used to obtain H from G vs the sequence of reductions used to obtain F i from G is different in that somewhere we need to go towards M for H and towards R to F i . Thus, H cannot belong to R O G 1 , completing the proof.
Before proceeding to the proof of Theorem 7 we introduce the strong embeddable property which, as its name suggests it is an extension of the weak embeddable property. We then see that R O G has this property and use it to prove Theorem 7. The strong embeddable property will also be a basis for proofs of several nonnegativity results of reduced forms, including the proof of a conjecture of Kirillov.
Definition 17. Let R G posses the weak embeddable property. At a non-leaf H of R G let b H be the bijection specified in 2 in Definition 10. The reduction tree R G is said to have the (right) strong embeddable property if the following statements are true:
the preceeding facets of the full dimensional leaf Q i are Z 1 , . . . , Z k (in the sense of Definition 16), then Z 1 + e, . . . , Z k + e are preceeding facets of F i j in R H 2 2. for F i j as in 1, there are no leaves in R H 2 which are preceeding facets of F i j other than Z 1 + e, . . . , Z k + e Note, that if R H possesses the weak embeddable property then for a full dimensional leaf L in R H which is also in R H 2 there is exactly one preceeding facet of it belonging to R H 3 if L is in the image of b H and otherwise there is no preceeding facet of it belonging to R H 3 .
Lemma 10. The reduction tree R O G has the strong embeddable property. Proof idea. In light of Lemma 8 strong embeddability of R O G is equivalent to (10) as explained below. At a non-leaf H of R O G let b H be the bijection specified in 2 in Definition 10. Let H 2 and H 3 be the right and middle children of H in R O G . Let F k+1 , . . . , F l be the full dimensional leaves of R O H 2 and let Q 1 , . . . , Q z be the full dimensional leaves of R O
Then we need to prove (10) {{K
Proving (10) can be accomplished by proving K i j ⊂ Z i + e and Z i + e ⊂ K i j using case analysis and utilizing Lemma 9.
Proof of Theorem 7. We prove that (9) is the formal sum of the set of the leaves of R O G by induction on dep(G). We know that
are the formal sums of the set of the leaves of
, respectively, where the notation is as would be expected based on the statement of Theorem 7. We know by strong embeddability and Lemma 8 that if b
is well-defined, and 0 otherwise. Note that
The right hand side of (12) is equal to:
where the last equality holds by equation (10) stated in the proof of the strong embeddable property of R O G in Lemma 10. Equations (11), (12) and (13) then imply
completing the proof.
Refining h-vectors of the canonical triangulation of F G
In this section we study a refinement of the h-polynomial of the canonical triangulation of flow polytopes. As a result we prove a special case of Theorem 2.
Consider the reduction tree R O G and let F i and Q i j be as in Theorem 7. By Theorem 7 each Q i j appears in the reduction tree R O G , and we assign a weight w(Q i j ) = β a to each Q i j , where the unique reduction on the path from G to Q i j where we go to the middle child is performed on the edges (a, c), (c, d) . By Theorem 7 all other not full dimensional simplices are obtained as intersections of a subset of the Q i j s, and we weight those intersections by the product of the weights of the Q i j appearing in the intersection (note that this may or may not be the same as the product of β i 's associated to the sequence of reductions yielding the graph). Denote the weight of G by w(G). We set the weight of full dimensional leaves to be 1. From what we just said, together with Theorem 7, it follows that:
Theorem 11. Let F 1 , . . . , F l be full dimensional leaves of R O G in depth-first search order. Let
is the formal sum of the set of weighted leaves of R O G , where the product of graphs is their intersection, and if f (i) = 0 then we define
Let C be the abstract simplicial complex obtained from R O G , as in Theorem 4. Recall that h(C, β) = d i=0 h i β i , where using the shelling from Theorem 5 we get that h i is equal to the number of top dimensional simplices which attach on i facets to the union of previous simplices in the shelling order. Equation (15) then suggests the following natural refinement of the h-vector of the canonical triangulation of F G .
Definition 18. For the canonical triangulation of F G let the h(b)-vector be the following refinement of the h-polynomial:
Clearly, setting all β i = β we have h(C, b) = h(C, β). Thus, h(C, b) gives a refinement of the h-polynomial.
Theorem 12. Let Q O G (b; x) be the reduced form in the subdivision algebra S(b) when we did the reductions in the specified order O.
has nonnegative integer coefficients. Proof. We prove (17) by induction on dep(G).
If dep(G) = 0, then Q O G (b − 1) = 1 and h(C, b) = 1, also. Suppose (17) is true for all graphs G with dep(G) < m. Consider the graph G with dep(G) = m > 0. Since there is a pair of alternating edges in G we can perform a reduction on the edges (i, j) and (j, k), i < j < k, of G which come first in the order O, obtaining the graphs G 1 , G 2 and
which will conclude the proof of (17).
Recall that by the definition of h(C, b), we look at the shelling order F F 1 , . . . , F F l we obtained from reading off the full dimensional leaves of R O G in depth-first search order. By Theorem 5 we have that
in the same fashion. Note that
Next we show that
Equations (20) and (21) yield (19). Call
Note that a simplex F F i , i ∈ {f + 1, . . . , l}, contributes the same weight to h(C 2 , b) and h(C, b) if and only if
On the other hand using the strong embeddable property of R O G , the weight contribution of all simplices F F i , i ∈ {f + 1, . . . , l} such that
Theorem 12 yields an alternative proof to [8, Theorem 8] . Indeed, by [8, Lemma 5] we have that
, when we set β i = β. However, the initial proof of [8, Theorem 8] is simpler then the above, building on much less knowledge.
An interesting special case of Theorem 12 to consider is when G is the path graph P n = ([n], {(i, i + 1)|i ∈ [n − 1]}). In this case the notion of weight w(G) has an additional combinatorial interpretation. Before we proceed to state it, we note that the reduced form still depends on the order of reductions we use, and we keep to using the order O in the rest of this section. Indeed, in the order O the leaf of R O P 5 labeled by the graph ( [5] , {(1, 5)}) is weighted by β 3 1 , whereas if we first reduce the edges (1, 2) and (2, 3) and then the edges (3, 4) and (4, 5) , then it would be weighted by β 2 1 β 3 . Given a leaf G, let ((i a , j a ), (j a , k a ), M ), a ∈ [p], be all the reductions on the path from P n to G in R O Pn where we go towards the middle child. Define b(G) = p a=1 β ia the balance of leaf G. The following theorem states that we can express b(G) in terms of properties of G.
where f G (i) is equal to the number of (graph-)components of G such that the shortest edge e such that the component is entirely between the initial and end vertex of the edge e has initial vertex i.
Proof. We prove by induction on n that b(G) =
. The base case is trivial. Assume it is true for all P m , m < n.
Then we have that
where we indexed b to clarify within which reduction tree we are. Combining (22) with the inductive hypothesis yields our desired result.
Corollary 14. Given a leaf G of R O Pn with n − 2 edges,
Proof. This is immediate, since for a leaf G with n − 2 edges the weight w(G) is defined to be equal to the balance b(G). It appears to be true in general that if G is a leaf in R O Pn , then w(G) = b(G). We leave this investigation to the interested reader.
The weak and strong embeddable properties of partial reduction trees
In this section we define partial reduction trees and show how to extend the previous theorems to them, proving Theorem 2. Reduction trees in the algebras ACY B n (β) and M ACY B n (b) can be considered as partial reduction trees in the sense of this section, so the results presented below can be used for studying reduced forms in ACY B n (β) and M ACY B n (b). Figure 3 . A reduction tree of the complete graph K 4 . The label ijkX at a node, where 1 ≤ i < j < k ≤ 4 and X ∈ {L, M, R}, specifies that the graph with this label was obtained by performing reduction ((i, j), (j, k), X) on its parent. When ijkX is in boldface, it indicates that the corresponding graph is alternating. For this particular reduction tree we have Q S(β)
In other words, we think of the ith coordinate c i of c as corresponding to a possible edge in G, namely to the (a + 1)st edge e b , if i = a
2 . Then, the above requirements say that if an edge is not in G, then set the corresponding variable to 0, and otherwise to a linear combination of the base variables. Given an edge e = (i, j) in G, we also write c(e) for the corresponding variable in c. Namely, if (i, j) = e b in the ordering of the edges of K n+1 and e is the (a + 1)st edge (i, j) in G, then c(e) = c a( Note that if we order the multiset of edges E(G) = {{e 1 , . . . , e l }} and take variables x e i , i ∈ [l], to be the base variables in Definition 27, and let c(e i ) = x e i , i ∈ [l], then F G (c) of Definition 27 is the usual way to define flow polytopes F G .
Recall that given a graph G on the vertex set [n + 1] containing edges (i, j) and (j, k), i < j < k, performing the reduction on these edges of G yields three graphs on the vertex set [n + 1]:
Suppose that the edge (i, j) of G involved in the reduction is the dth among the edges (i, j) ∈ E(G), the edge (j, k) of G involved in the reduction is the f th among the edges (j, k) ∈ E(G) and there are a ≥ 0 edges (i, k) present in the graph G. Consider the flow polytope FG[c] as in Definition 27. Define c G 1 , c G 2 , c G 3 to agree with c on all coordinates except on the coordinates corresponding to the dth edge (i, j), f th edge (j, k) and (a+1)st edge (i, k). Call these edges g 1 , g 2 , g 3 for simplicity. Then, when c(g 1 ) ≥ c(g 2 ) we can write c
Finally, when c(g 1 ) = c(g 2 ) we can write c G 3 (g 1 ) = 0, c G 3 (g 2 ) = 0, c G 1 (g 3 ) = c(g 1 ) = c(g 2 ). At times if clarity requires we denote c G 1 , c G 2 , c G 3 by c G 1 ,G , c G 2 ,G , c G 3 ,G to emphasize that the reduction tree is rooted at G and the base variables correspond to the edges of G.
Using the above, we can restate Lemma 3 as follows; only our notation has changed. Definition 29. Let H be a graph labeling a node of the reduction tree R G . Let the unique path from G to H be (in terms of the graphs on the nodes) G − I 1 − · · · − I p − H. Definition 2 constructs c I 1 ,G . Successively applying the rules given in Definition 2, while keeping the base variables those corresponding to the edges of G, we obtain the vector c H,G .
8.1.
Intersection of flow polytopes as intersection of graphs. In this subsection we show that if we use the special order O to reduce the graphs we consider, then in a sense (made precise below) we can think of intersections of two flow polytopes as intersection of graphs. Such a property is in general unexpected, and highlights the special choice of our reduction order O. The purpose of Definition 30 is to express the intersection of two flow polytopes corresponding to leaves G 1 and G 2 of R O G , as stated in the following theorem. Theorem 20. Let G 1 and G 2 be two leaves of R O G . Then
) Before proving Theorem 20 we need to provide several auxiliary results.
Theorem 21. If G 1 and G 2 are leaves of R O G , then the vector c G 1 ∩G 2 ,G can be obtained from c G 1 ,G by setting c G 1 ,G (e) = 0 for all e ∈ G 1 ∩G 2 . In other words, the conditions on the base variables posed by c G 1 ,G and c G 1 ,G (e) = 0 for all e ∈ G 1 ∩ G 2 are equivalent to the conditions on the base variables posed by c G 2 ,G and c G 2 ,G (e) = 0 for all e ∈ G 1 ∩G 2 and both of these are equivalent to the conditions on the base variables posed by c G 1 ,G and c G 2 ,G together with the conditions (c G 1 ,G ) 
Before proceeding to the proof of Theorem 21, we prove the following special case of it:
Proposition 22. Theorem 21 holds for graphs G with the property that there exists a vertex v ∈ V (G) such that all edges of G are incident to v and v has k > 0 incoming edges and one outgoing edge.
Proof. Recall that by Theorem 21, c G 1 ∩G 2 ,G can be obtained from c G 1 ,G by setting c G 1 ,G (e) = 0 for all e ∈ G 1 ∩ G 2 and c G 1 ∩G 3 ,G can be obtained from c G 1 ,G by setting c G 1 ,G (e) = 0 for all e ∈ G 1 ∩ G 3 . Thus, c G 1 ∩G 2 ,G can be obtained from c G 1 ∩G 3 ,G by setting c G 1 ∩G 3 ,G (e) = 0 for all e ∈ (G 1 ∩ G 3 ) − (G 1 ∩ G 2 ). Thus given p ∈ F G 1 ∩G 2 (c G 1 ∩G 2 ,G ) it follows that p ∈ F G 1 ∩G 3 (c G 1 ∩G 3 ,G ) proving (38).
