We consider the imaging of objects buried in unknown heterogeneous media. The medium is probed by using classical (e.g., acoustic or electromagnetic) waves. When heterogeneities in the medium become too strong, inversion methodologies based on a microscopic description of wave propagation (e.g., a wave equation or Maxwell's equations) become strongly dependent on the unknown details of the heterogeneous medium. In some situations, it is preferable to use a macroscopic model for a quantity that is quadratic in the wave fields. Here, such macroscopic models take the form of radiative transfer equations also referred to as transport equations. They can model either the energy density of the propagating wave fields or more generally the correlation of two wave fields propagating in possibly different media. In particular, we consider the correlation of the two fields propagating in the heterogeneous medium when the inclusion is absent and present, respectively. We present theoretical and numerical results showing that reconstructions based on this correlation are more accurate than reconstructions based on measurements of the energy density.
Introduction
The problem of imaging in complex (highly heterogeneous) environments arises in many important applications such as biomedical imaging, seismic exploration in geophysics [19] and non-destructive testing of materials [29] . One standard imaging technique consists in probing a medium by sending acoustic, electromagnetic, or elastic waves depending on the applications from a localized source and by collecting the echos on an array of detectors.
Reconstructions then depend on whether the heterogeneous medium is known a priori or not. In the somewhat unlikely event that it is, several classical techniques are available such as e.g. time reversal methods which perform well for the localization of buried inclusions [20] : in the context of acoustic waves, the measured field at the detector is time-reversed, which consists in changing the sign of the velocity and sending back first the signal that has been recorded last, and will peak at the location of the most diffractive inclusion. Back-propagation is possible in this configuration because the medium is known.
When it is not, the imaging problem is different. The unknown medium of propagation may then be modeled as a particular realization of a random medium. The average (slow) part of the medium may be assumed to be known while the local fluctuations are rapid and unknown. The imaging method then depends on the strength of the random heterogeneities and on the relation between the wavelength and the scale at which the medium varies, i.e., the correlation length of the random medium.
When the strength of the heterogeneities is weak, interferometry methods are efficient [14, 15, 16, 17] : since the fluctuations are weak, the wave is only slightly scattered by the medium, so that coherent information is available. Such information propagating in the homogeneous (average) known medium, the technique consists in back-propagating available measurements in the homogeneous medium to observe a peak at the inclusion location.
When the fluctuations are strong, scattering can no longer be neglected and thus needs to be modeled. Scattering is mostly generated by heterogeneities at the same scale as the propagating waves. We thus consider the situation where the wavelength and the correlation length in the random medium are comparable. In such a regime, the dynamics of the wave energy is well described by radiative transfer equations, whose constitutive parameters depend on the statistics of the random medium [18, 28, 23, 27] . The presence of an inclusion is then seen as a perturbation of such parameters. The imaging problem thus consists in solving an inverse transport problem. The major limitation of transport models is their statistical instability. Transport equations are deterministic and model the ensemble average of the energy density. Available measurements typically correspond to one realization of the random medium and thus are not averaged over realizations. It turns out that self-averaging effects allow us to show that the energy density of the waves becomes asymptotically independent of the realization of the random medium as the wavelength tends to zero; see e.g. [6, 10, 26] . This should be seen as an application of the law of large numbers. Numerical simulations [8, 9, 11] of acoustics waves also demonstrate that measurements over sufficiently large detectors are indeed rather stable statistically, i.e., have small statistical variance.
This paper considers time-dependent acoustic waves. We refer the reader to [11] for similar results in the case of time-harmonic waves. The imaging problem is solved by using transport models introduced e.g. in [9] . Such models describe the propagation of the energy density of the wave as well as the correlation of the wave fields in the presence and in the absence of an inclusion. Constructing such a correlation assumes that both fields (with and without the inclusion) can be measured while energy measurements only require measurements in the presence of the inclusion.
The objectives of the paper are as follows: (i) to demonstrate the imaging capabilities of the transport models, (ii) to assess which observables between the energy and the correlation should preferably be used and in which situation, (iii) to quantify the sensitivity of the reconstructions with respect to the statistical instabilities.
Even though perfect statistical stability (vanishing variance) holds in the limit of vanishing wavelength, some instabilities remain in practice since the wavelength is small but finite. Quantifying how much the reconstructions depend on the medium fluctuations is important for the applicability of the method. We will see that correlation measurements exhibit more stable reconstructions in general than energy measurements.
The paper is structured as follows: in section 2, we present the transport equations used to model the wave energy density and field-field correlations. In section 3, we detail the imaging procedure and use formal arguments to show that correlations are less sensitive to the statistical instabilities than energies in the transport regime. We present in section 4 several numerical simulations validating the theory. We reconstruct the transport parameters of the background medium and use radiative transfer equations to image buried inclusions from wave measurements. In particular, we take advantage in one configuration of the strong interaction between the wave and the medium to image an inclusion hidden behind a blocker with no line of sight.
The models
In this section, we recall the transport equations verified by the wave energy densities and field-field correlations in the high frequency regime.
High frequency waves
The propagation of acoustic waves is described by the following scalar wave equation for the pressure p:
supplemented with initial conditions p(t = 0, x) and ∂p ∂t (t = 0, x). Here, d is dimension and ρ and κ are density and compressibility of the underlying medium, respectively. For simplicity, we assume that ρ(x) := ρ 0 is constant. Generalizations to non-constant densities are possible. The compressibility κ is of the form
where κ 0 is the background compressibility (supposed to be known and smooth) and κ 1 accounts for random fluctuations of strength σ 0 and correlation length l c . κ 1 is a mean zero, homogeneous stationary random field with correlation function
Above, E{·} denotes ensemble average over the different realizations of the random medium. R is assumed to decay fast enough so as to avoid long-range interaction effects. We suppose the initial condition has slow and rapid variations (corresponding to a typical length λ, e.g. a wavelength or a support size) so that
We consider initial conditions oscillating at the frequency λ −1 ≫ 1 with support of order one compared to λ.
In the regime of weak coupling [18, 28] , it is assumed that the strength of the fluctuations σ 0 is weak and that the correlation length of the medium l c and the typical length of the initial condition λ are same order. Considering stronger fluctuations would possibly yield a stochastic behavior of the wave energy in the high frequency limit, see [21] for instance. This is not the regime we are interested in this paper since one of our objectives is to quantity the statistical stability of the reconstructions, that is how much some reconstructed parameters depend on the realization of the random medium. The stochastic homogeneization case λ ≫ l c leads to waves propagating in an effective medium, see [3] , while the case λ ≪ l c leads to random Liouville equations [4] . Following the above discussion, we then set
The fact that σ 0 = √ ε insures the random medium has an effect of order O(1) at the macroscopic level. We rewrite (1) to obtain the following high frequency wave equation:
where
The asymptotic analysis of (2) as ε → 0 is done by means of Wigner transforms (see section 2.2 and [27] ). We recast the scalar wave equation as a first-order hyperbolic system (see [2] for the high frequency limit from the second order equation) and introduce the acoustic field u ε = (v ε , p ε ), where v ε is velocity and obtain the following system:
augmented with initial conditions p ε (t = 0, x) and v ε (t = 0, x) = ∇ϕ ε (x) where the pressure potential ϕ ε is obtained by solving
The propagation of high frequency waves is thus described by the latter system in the absence of inclusions. We now take into account the presence of inclusions.
Modeling of the inclusion. We consider two fields: u ε 1 , which corresponds to waves propagating in a medium without inclusion, and u
It is shown in [27] that in the limit ε → 0, the expectation of the Wigner transform E{W ε 1 } tends to a measure W 1 admitting the following decomposition:
where we have defined
The absence of vortical modes in the latter expression follows from the form of initial condition u ε 1 (t = 0, ·) = (∇ϕ ε , p ε (t = 0, ·)). In the absence of an inclusion and when the average velocity c 0 is independent of position, the amplitude of the propagating mode a + 1 solves the following radiative transfer equation:
augmented with prescribed initial conditions a + 1 (0, x, k), where Q and Σ −1 denote the collision operator and mean free time, respectively, and are given by:
σ(k, p)δ(c 0 |p| − c 0 |k|)dp.
(5) The cross section σ(k, p) appearing in these expressions is given by
A similar expression is obtained for a
The expectation of the physical energy density is then derived from the phase-space energy density by averaging out the k variable: lim
The question of the statistical stability of the limit, that is determining whether the random variable W 
where a ± 2 and a ± 12 satisfy the transport equation (4) in R d \Ω. At the inclusion's boundary ∂Ω, the energy is specularly reflected since the inclusion is non-penetrable, and a ± 2 therefore satisfies specular boundary conditions on ∂Ω. Regarding the correlation C ε , it is shown in [9] that it must verify vanishing Dirichlet conditions on ∂Ω since the two wave fields u ε 1 and u ε 2 satisfy different dispersion relations inside the inclusion. We thus prescribe the following boundary conditions for the energy and correlation amplitudes a 
Above, n(x) is the outward normal to the boundary ∂Ω at x ∈ ∂Ω. In the same manner as (7), the physical energy density in presence of inclusion and the correlation of the two fields are obtained by averaging out the k variable:
To summarize, the expectation of waves energies with and without an inclusion, E ε and E ε inc , as well as the expectation of correlation C ε , can be described in the high frequency limit by the amplitudes a It remains to understand how close E ε is to E{E ε } and how the limits in (7) and (8) should be interpreted. This the object of the next section.
Statistical stability
Statistical stability is an essential property required for transport-based imaging. Indeed, from waves measurements of the energies E ε and E ε inc , as well as the correlation C ε , we intend to perform reconstructions using the different transport equations on the amplitudes a + i , i = 1, 2, 12. These amplitudes accurately describe the expectation of the macroscopic energies within the high frequency limit. In practical experiments, these expectations are not available since measurements are performed for only one medium, namely the physical medium of interest. The question is thus whether the deterministic limiting amplitudes correctly model the behavior of the random variables E ε , E ε inc , and C ε . Some mathematical results address this problem within the paraxial approximation in which the wave equation is replaced by a random Schrödinger equation: under different assumptions on the random medium, it is proved in [1, 6, 10] for instance that the Wigner transform of the random wavefunction converges weakly and in probability to a measure solution to the transport equation. This implies the statistical stability of wave energy in the paraxial regime for some types of random fluctuations, so that the transport equations indeed accurately describe the propagation of the (random) energy in the high frequency limit. The energy needs to be spatially averaged over a sufficiently large domain since the convergence is meant in a weak sense. It is shown in addition in [10] that the stability is related to the regularity of the initial conditions. The question of statistical stability for the standard wave equation remains an open problem. For discrete waves, it is proved in [25] that the expectation of the wave energy can be modeled by transport equations in the high frequency limit.
Extrapolating on the mathematical results obtained for the paraxial regime, it is likely that the statistical stability also holds for the wave equation, that is E{E ε } ≈ E ε as ε goes to zero. That property has been verified numerically for a small but non-zero value of ε in various two dimensional settings in [7, 8, 9] , and we also present some simulations in section 4 that are consistent with statistical stability.
Imaging the inclusion
We present here the procedure we use to reconstruct the inclusion. The main parameter characterizing the random medium is the strength of the fluctuations, which can be measured by their standard deviation R(0). Directly related to the strength of the fluctuations is the mean free path l := c 0 Σ −1 . When the standard deviation is small, waves propagating are not too affected by the fluctuations so that we have access to coherent information, for instance the wave front which is only slightly distorted by the propagation in the random medium. In such a configuration, interferometry methods, which consist in backpropagating the data in a homogeneous medium to observe a recompression at the inclusion location, perform well as shown e.g. in [14] .
In this paper, we are interested in stronger fluctuations with significantly smaller mean free paths. In this setting, available data are primarily incoherent, that is the fraction of the wave that has been scattered by the random medium is dominant. The coherent part of the waves is damped by the fluctuations and becomes negligible compared to the incoherent part. Imaging in this configuration is more difficult and is possible essentially in two cases, see [9, 11] ; (i) either the inclusion is large enough to overcome statistical instabilities and reconstructions can be performed from knowledge of the energy in presence of inclusion E ε inc ; or (ii) the inclusion's influence on the data is smaller and in this case differential measurements are needed, that is we need to measure the energies both in the presence and in the absence of the inclusion. In the latter case, the measurements are E ε inc − E ε and the statistical instabilities are reduced since they are now proportional to the size of the inclusion [9] . Indeed, let us formally decompose the observables as the sum of paths reaching the inclusion and paths that do no reach the inclusion: 
In the transport regime (i.e., when the mean free path is comparable to the overall distance over which propagation is observed), it is shown in [9] that the terms above are proportional to the surface of the inclusion. For instance, when the inclusion is a ball of radius R, then
In the diffusive regime, when the mean free path l is small compared a typical distance of propagation, then we obtain [9] when d ≥ 3, that
In two dimensions the orders instead become O(R) and O(| log R| −1 ), respectively. This shows that in the diffusive regime, the effect of the inclusion on the measurements is stronger in the case of correlations than in the case of energies.
In the transport regime, even though the corrections on the correlation and on the energy are of the same order with respect to the size of the inclusion as mentioned above, there is still an interest in using correlations instead of energies provided the former can be measured. This is related to statistical stability considerations. Indeed, we know that the correlation vanishes at the location of the inclusion, so that c ε = 0 once the inclusion has been reached by some paths. Denoting by E{e ε } the ensemble average of e ε and by δe ε := e ε − E{e ε } the instabilities, we thus have
The measurements are C ε − E ε and are approximated by the transport model for E{C ε − E ε } in the reconstructions. The random term δC ε is the source of noise in the reconstructions when using correlations. When using energy measurements instead, the source of noise is roughly twice as large. Indeed, in this case, the energy reaching the inclusion is not absorbed but rather reflected back so that we have
Assuming that δe ε and δe ε inc are comparable, we thus obtain δE ε ≈ 2δC ε . The noise caused by the statistical instabilities is approximately twice stronger for energies than for correlations. This fact can be seen on the reconstructions in section 4. Correlations thus provide more stable results than energies even in the transport regime. They should thus be used when they can be measured.
For computational purposes, we consider the setting where measurements are available both in the presence and the absence of the inclusion since it requires smaller computational domains. We also assume that measurements can be performed at the wavelength scale so that we have access to the wave fields u ε 1 and u ε 2 and the correlation C ε can be computed. Consider therefore that we know from wave measurements the quantities E ε inc − E ε and C ε − E ε . Statistical stability holds for spatially averaged quantities, so that we introduce for a given domain D ⊂ R d :
Following the statistical stability along with (7)- (8), we have
The imaging procedure then consists of finding the transport predictions a ε − E ε . This requires in the first place that we estimate the power spectrumR and the mean free time Σ −1 that characterize the transport equation (4) . Once these parameters are known, an inverse transport problem is solved to find the inclusion location. Reconstructions will not be exact since D×R d a + 1 (t, x, k)dxdk approximates E ε (t) (with the same conclusion holding for E ε inc and C ε ) only in the limit ε → 0 and will thus (weakly) depend on the realization of the random medium. We will quantify such instabilities numerically.
Numerical results
This section is devoted to the presentation of some numerical results. We first briefly recall the computational setting used for the resolution of the first-order system (3) and the radiative transport equation (4) . The validity of transport equations for the energy and the correlation has been demonstrated for instance in [8, 9] . We then estimate the transport parameters, namely the mean free time Σ −1 in the chosen configuration since the cross section is constructed to be isotropic and present some simulations to verify the statistical stability of the reconstruction. Finally, we image an inclusion using the transport models in two settings: one configuration where the inclusion is hidden behind a blocker that prevents any coherent information at the detector, and one without blocker for inclusions of two different sizes in order to quantify the effects of the statistical instabilities as a function of the size of the object to be reconstructed.
Computational setting
We discretize the first-order hyperbolic system (3) for pressure p(t, x) and velocity v(t, x) augmented with suitable initial conditions and surrounded by a perfectly matched layer [12, 13] using a standard finite element scheme of second order. In all our simulations, we assume that
where κ 1 is a stationary mean-zero random variable. The average sound speed in thus c 0 = 1. The fluctuations are characterized by the two-point correlation function
and by their power spectrumR(k), the Fourier transform of R. The fluctuations of the compressibility κ 1 (y) have been carefully modeled to verify prescribed power spectra as in [8] . When we say that a medium has fluctuations of order x%, we refer to the standard deviation of κ 1 (with respect to κ 0 ≡ 1). The code is parallelized using the PETSc library, which allows for simulations on large domains. The initial condition is chosen so that only one frequency |k| is present at the transport level, at least approximately. More precisely, we choose:
where J 0 is the zero-th order Bessel function of the first kind. This initial condition exhibits an oscillatory behavior at the frequency k/ε (reduced frequency k) and is localized in the vicinity of the point x 0 . The constant C 0 is chosen so that the energy associated to u 0 is equal to one. The exponential term is chosen here to localize the source term. However, it has sufficiently slow variations in order not to interfere with the highly oscillatory Bessel function. Here, σ is chosen to be on the order of ten wavelengths so that the frequency content of u 0 is primarily that of a single wavenumber |k 0 |. The transport equations are solved by a Monte Carlo method as in [8] . The modified transport equation on a + 12 is solved as usual, except that particles are killed when they hit ∂Ω. The difference of intensities a + 1 − a + 12 is estimated by using the same variance reduction technique as in [8] : namely the random trajectories that do not hit ∂Ω are the same in the calculation of both a 
The power spectrumR is chosen isotropic of the form
where M is a given parameter such that M > 2|k 0 |. The scattering coefficient Σ is then given by
As explained earlier, we choose a relatively high scattering regime in which no coherent information is available. This corresponds to a random medium with 8% of standard deviation, namely √ R 0 = 8% with R 0 given by (2π)
. In this regime, we expect the correlations to offer more stable results than the energies as explained in section 3.
Denoting by D the physical location of the array of detectors, we use the notations (9) for the wave description and introduce as well
for the transport prediction. In the presence of an inclusion, the influence on the energies is denoted by δE inc = E ε − E ε inc for the wave fields and δA inc = A 1 − A 2 for transport quantities, with
The influence of the inclusion on the correlations is denoted by δE cor = E ε − C ε for the wave fields and by δA cor = A 1 − A 12 for the kinetic description, where
The energy is normalized so that
Estimation of the transport parameters
We consider the following configuration: the domain of computation has the size 200λ × 200λ, with a wavelength λ equal to one so that ε = 1 200 = 0.005; the source emits a signal isotropically and is located at the point (20, 100). The detector is rectangular and delimited by the two extreme points (10, 70) and (50, 130). The configuration is depicted in figure 1 . With our choice of the power spectrumR, the cross section is isotropic, so that there is only one parameter to reconstruct, the mean free time Σ −1 . It is obtained by minimizing the quantity
for 20 realizations of the random medium and provides the statistics of Σ −1 . We choose T = 1800 and two different times t 0 , t 0 = 0 and t 0 = 270. When t 0 = 270, the estimate of Σ −1 will be more accurate for large times, times at which the effect of the inclusion can be seen. The minimization is done by brute force since there is only one parameter to find. For the case t 0 = 0, we find that the average of Σ −1 is 40.80 with a standard deviation ∆Σ −1 = 1.77 (4.34% of the average) and 40.25 with a standard deviation 1.33 (3.30% of the average) when t 0 = 270. The estimate of Σ −1 is slightly more stable (about 1%) for t 0 = 270, which agrees with the fact that waves undergo more averaging at larger times. The theoretical value of Σ −1 is 38.37. Accounting for the fact that numerical waves are slower than physical waves, see [8] , so that the theoretical speed is 1 whereas the numerical speed is here 0.95, we find a theoretical value for Σ −1 of 40.39, which is very close -by 1% or less-to the numerical values for both t 0 . In the sequel, we set Σ −1 = 40. 25 . In practical situations where we have access to only one realization, we expect the estimate of Σ −1 to be in the range Σ −1 ± ∆Σ −1 and no better.
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so that when using the average value of Σ −1 to compute δA inc [Σ] or δA cor [Σ], we implicitly commit an error of about 6%. We find similar errors for an inclusion of radius R = 8. This means that if the method of reconstruction does not amplify errors and if we use a mean free time estimated from only one realization only -which we expect to be in the range [Σ −1 − ∆Σ −1 , Σ −1 + ∆Σ −1 ]-, the results of reconstruction will be significant up to a standard deviation of about 6% in our configuration.
Statistical stability
As was done in [8, 9] , we pursue our analysis of the statistical stability of energy measurements. In [9] , it is shown that the larger the detector, the better is the stability and we investigate here the influence of the size of the support of the initial condition. Within the Itô-Schrödinger regime [1, 26] , or for the single scattering scintillation of random Schrödinger equations with time-independent potentials, it is proved in [10] and [5] that waves emitted with an initial condition with a large support show a better stability than waves with a smaller support. We verify this property on the configuration depicted in figure 2 for an initial condition of the form (11) where σ takes four different values: σ = 3, 6, 9, 12. The detector is located at the center of the domain and has a fairly large size so that we can assume that the instability is mainly related to the initial condition and not to the size of domain over which the energy is measured. We compute the following observable:
where E denotes the average (mathematical expectation) computed over 20 realizations of the random medium and E ε the energy averaged over the array of detectors. S is a relative standard deviation. The results of the computation are depicted in figure 2 (right plot). For times larger than approximately 350, we observe what is predicted by the theory, namely that stability increases with the size of the support. For shorter times, this is not the case, and a possible explanation is that not enough averaging has occurred for such times.
As another illustration of the statistical instabilities, we represent in figure 3 the corrections δE i inc on the energy and δE i cor on the correlation for three different realizations of the random medium, i = 1, 2, 3. The inclusion is located at (170, 160) and its radius is R = 8, as in figure 1. It can be clearly noticed that δE i cor is more stable than δE i inc as expected with the correlations, see section 3. For a larger inclusion with R = 20, both energy and correlation measurements become more stable and have comparable stability properties since the correction due to the inclusion is larger and is therefore less sensitive to the random fluctuations.
Configuration without blocker
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..,N (we drop the ε upper script) over the time interval t ∈ [0, T ] . We thus have access to differential measurements. In addition to these data, we average the statistical instabilities out by computing the averages δE inc (t) and δE cor (t), defined as
Such quantities would not be available in practical experiments since we would have access to one measurement only. Nevertheless, the corresponding reconstructed parameters are good indicators of the different errors in the model (finite value of ε, numerical scheme, etc...), excluding the error due to the statistical instabilities if we assume mean values computed over 20 realizations are accurate approximations of the true average.
Since the data are quite irregular because of the statistical instabilities, we apply a Gaussian filter G to smooth them out before solving the inverse problem. The effect of the filter is shown in Fig.4 for one realization and for an inclusion of radius R = 20. To estimate the set of parameters S = (X, Y, R) ⊂ R 3 + , we minimize for i = 1, · · · , 20 realizations the quantities G * δE 0,T ) for the energy and G * δE 0,T ) We denote by S inc = (X inc , Y inc , R inc ) the reconstructed parameters using δE inc , and byŜ inc = (X inc ,Ŷ inc ,R inc ) and ∆Ŝ inc = (∆X inc , ∆Ŷ inc , ∆R inc ) the mean value and standard deviation of (Ŝ i inc ) i=1,··· ,N . We use the same notation for the correlations. The minimization procedure is quite simple since there are only three parameters to be reconstructed: we discretize the box [
at each point of the grid to find the minimum.
We obtain the following values: when R = 8. The results are plotted in Figs. 5 and 6. We remark that in both configurations, the results are very close to the exact location of the inclusion, even though ε is small but not zero (ε = 0.005) and the fact we used an elementary second order in time and space numerical scheme for the acoustic wave equation. Results are accurate by around 1% for the position of the center using energies in configuration 1 and by 1.6% using correlations, while the errors on the radius are 2% and 7%, respectively. For configuration 2, we find an error of less than 2% on the position for both energy and correlation measurements, while the error on the radius is around 6% for both observables. The larger error on the radius is likely due to the fact that radiative transfer is less precise close to the inclusion and that interference effects need to be accounted for. Table 1 : Results for the case without blocker, the exact location of the inclusion is (X, Y ) = (170, 160) with radii R = 8 or R = 20. Statistics are performed over 20 realizations.
We remark that the results using energies and correlations are comparable. The average estimated position is very accurate with a standard deviation of around 2%. The standard deviation for the radius is about 10%. As expected, energies and correlations then provide comparable results since on the one hand the inclusion is large enough to yield a correction greatly above the statistical instabilities and on the other hand statistical instabilities have been smoothed out thanks to the regularization with the Gaussian filter. The situation is different for configuration 2 with a smaller inclusions of radius R = 8. We find: Reconstructions using correlations are a bit less accurate than with energies, R = 6.67 to be compared with R = 8.10 for instance, but are more stable. Indeed, we observe a standard deviation on the position of about 7% for energies with half this value for the correlations. Standard deviations are comparable for the radius. In this configuration, the statistical instabilities have more influence on the reconstructions since the correction due to the inclusion is weaker so that the signal to noise ration is lower than in the case R = 20. As we have seen in section 3, noise is roughly twice bigger for energies than correlations, which explains the more stable reconstructions of the position of the center of the inclusion.
Configuration with a blocker
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Conclusion
We have used radiative transfer equations to reconstruct an inclusion (a ball) embedded in a random medium with sufficiently strong disorder that methods based on wave propagation in a homogeneous medium are inaccurate. From wave measurements, the position and the radius of the ball were estimated by solving an inverse transport problem, the presence of an inclusion being seen as a perturbation of the transport parameters. Two different observables were considered as inputs for the inverse problem: the wave energy and the correlation between the wavefield in the presence of the inclusion and 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 00000000000000000000000000 Table 2 : Results for the case with a blocker. The exact location of the inclusion is (X, Y ) = (170, 160) with radius R = 20. The statistics are performed over 20 realizations. x the wavefield without an inclusion. We have seen that both quantities provide accurate results and that, for relatively small inclusions, correlation measurements yield more stable results than energy measurements. This is due to the different type of boundary conditions satisfied by the two observables at the inclusion's boundary: specular for the energy, Dirichlet for the correlation. Such reconstructions are possible since energy and correlation are statistically stable quantities in the limit of vanishing wavelength. Using the scattering properties of the random medium, we have also reconstructed inclusions hidden behind a blocker that prevents any coherent information from being measured at the array of detectors.
