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ABSTRACT 
This paper presents a new lip detection 
method based-on normalized RGB chromaticity 
diagram. The method consists of three stages: face 
detection, lip region localization and lip detection. 
The popular Viola-Jones face detection technique is 
employed in the face detection stage. In the lip 
detection stage, lip color is extracted using our 
novel color segmentation method that exploits the 
distribution of lip color on the RGB chromaticity 
diagram. From the experiment using 100 face 
images, the detection rate of 97% is achieved. 
 
Keywords: Face detection, lip detection, color 
segmentation, chromaticity diagram. 
 
1 INTRODUCTION  
Lip detection plays an important role in 
AVSR (Audio Visual Speech Recognition System), 
a system which combines the audio and visual 
information for speech recognition. By 
incorporating visual information, i.e. lip movement, 
the performance of speech recognition is improved, 
especially in the noisy environment [1]. Lip 
detection is also used in another application such as 
for facial expression analysis or recognition.   
There were many researches on the lip 
detection/segmentation [2-11]. In [2], a lip detector 
based on adaptive thresholding for hue-transformed 
face images was proposed. It first transformed RGB 
color image to the hue/saturation color space due to 
the fact that the lip region is fairly uniform for a 
wide range of lip colors in the hue/saturation color 
space. The adaptive thresholding using fuzzy 
membership function was proposed to control the 
threshold for detecting lip region. 
The rule-based lip detection technique based 
on normalized RGB color space was proposed in 
[3]. They defined a cresent area on r-g plane using a 
quadratic polynomial discriminant function for 
detecting lip pixels. In [4], a new color 
transformation based on RGB color spase was 
proposed for robust lip segmentation under non- 
uniform lighting conditions. They defined the 
chromatic curve to increase the discrimination 
between lips and skin. 
The Adaboost approach with Haar features 
was employed for lip detecting in [5]. The system 
first uses cascaded classifier to detect face using 
Haar-like features, then two mouth classifiers will 
locate the mouth region in the lower part of face. 
The Kalman filter is employed for tracking the lip 
by estimating the center of mouth region in the next 
frame. In [6], the watershed segmentation was used 
to detect lip directly without needing preliminary 
face localisation. The H~ tracking system was used 
to track the lip region. 
In [7] they used some features based on R/G 
color space by considering the second order 
statistics in the adjacent pixels, and employed an 
unsupervised clustering technique based on the 
expectation maximisation (EM) algorithm. In [8], 
an adaptive color space training for lip and non-lip 
region using Gaussian mixture model (GMM) was 
employed to extract the exact boundary of lip.  The 
lip segmentation based on rg-color histogram was 
proposed in [9]. They built a gaussian model of the 
skin pixels distribution to obtain the optimal 
threshold.  
A Spatial Fuzzy C-Means (SFCM) clustering 
algorithm was proposed in [10] for lip 
segmentation. The technique considers both the 
distributions of data in feature space and spatial 
interactions between neighboring pixels. In [11], 
they proposed the modified Fuzzy C-means 
clustering to exploit the spatial interactions through 
modification of initial membership function. 
In this paper we propose a new lip 
segmentation technique based-on the normalized 
RGB chromaticity diagram. At first, the face 
detector followed by a simple geometric rule is 
employed to localize lip region from image. Then a 
new developed grayscale image is created based-on 
the chromaticity color space. Finally the Otsu 
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thresholding technique is adopted to detect the lip 
region. 
The rest of paper is organized as follows. 
Section 2 describes the lip detection technique. 
Section 3 presents the experimental results. 
Conclusion is covered in section 4. 
 
2 LIP DETECTION 
2.1 Overview 
 
Figure 1 illustrates our proposed lip 
detection system. In this research, we deal with 
frontal face images as input to the system.  The 
algorithm starts with detecting face using a popular 
face detection technique proposed by Viola-Jones 
[12]. Since the Viola-Jones  face detection 
technique works with grayscale image, the gray 
conversion process is employed to convert RGB 
color image into grayscale image. After face is 
detected, then lip region is found by a simple 
geometric rule. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Overview of proposed lip detection.  
The next step is to crop the original color 
image around lip region. This cropped image is then 
fed to the lip detection module to extract the lip 
based-on the normalized RGB chromaticity diagram 
as discussed in the following section.  
 
2.2 Face Detection and Lip Region 
Localization  
The Viola-
[12] has three important aspects, i.e. a) image 
feature called integral image; b) learning algorithm 
based-on Adaboost; c) combining classifiers using a 
cascade scheme. 
Integral image is an intermediate 
representation for the image which is expressed as 
[12] : 
yyxx
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where int_i(x,y) is integral image at location x,y  
and i(x,y) is the original image. From Eq. (1) we 
could say that integral image at location x,y is the 
sum of the pixels in the left and above of x,y. The 
integral image in Eq. (1) could be computed using 
the following formulas [12]: 
   (2) 
      (3) 
where row_sum(x,y) is the cumulative row sum. 
 Using the integral image, the rectangle 
features as illustrated in Fig. 2 could be computed 
efficiently. Figs. 2(a) and 2(b) show the two-
rectangle feature which is calculated as the 
difference of the sum of the pixels within two 
rectangular regions. Fig. 2(c) shows three-rectangle 
feature which is calculated as the subtraction of the 
sum of the pixels within two outer rectangles from 
the sum of the pixels in the center rectangle. Fig. 
2(d) shows the four-rectangle feature which is 
calculated as the difference between diagonal pairs 
of rectangles. 
 
 
 
 
         (a)                   (b)                   (c)                    (d) 
Figure 2. Three kinds of rectangle features. 
To learn a classification function that could 
classify the image given a set of features and 
positive and negative training images, the AdaBoost 
classifier is employed [13]. The Adaboost learning 
algorithm is used to select a small set of features 
and train the classifier. Basically, the Adaboost is 
used to boost the performance of a weak/simple 
classifier. Hence the weak classifier is designed to 
select the single rectangle feature which best 
separates the positive and negative samples. 
Mathematically, a weak classifier hj(x) is defined as 
Face detection 
Lip region 
localization 
Lip detection 
RGB Color image 
Grayscale 
conversion 
Image cropping 
Detected lip 
Lip Detection Based-On Normalized RGB Chromaticity Diagram-Aryuanto Soetedjo VI-65 
 
ISSN 2085-1944 
 
 
otherwise
pxfpif
xh jjjjj 0
)(1
)(        (4) 
 
Where x is a 24x24 pixel sub-window, fj is a 
feature,   j is a threshold and pj is a parity that 
defines whether x should be classified as positive 
sample or negative sample. 
The cascade scheme is constructed to 
increase detection performance while reducing 
computation time. The scheme is to use simpler 
classifiers which reject the majority of sub-windows 
before more complex classifiers to achieve low 
false positive rates. 
After face is detected, a lip region is 
localized by considering the lower part of the face 
region defined empirically as follows: 
Lip_left=Face_left+(Face_width/4)             (5) 
Lip_top=Face_top+(2*(Face_height)/3)             (6) 
Lip_width=Face_width/2         (7) 
Lip_height=Face_height/3                       (8) 
where  
Lip_left: x-coordinate of the left border of lip region  
Lip_top: y-coordinate of the top border of lip region 
Lip_width:  the width of lip region 
Lip_height: the height of lip region 
Face_left: x-coordinate of the left border of face 
region  
Face_top: y-coordinate of the top border of face 
region 
Face_width: the width of face region 
Face_height: the height of face region. 
The lip region found using Eqs. (5)-(8) is 
used to crop the original color image to obtain the 
lip image in which the lip will be detected using the 
algorithm described in the following. 
 
2.3 Lip Detection 
Since lip colors are distinguishable from skin 
colors, the lip could be extracted using their colors 
by defining a lip region on the r - g color space [3]. 
They defined the two discriminant functions for 
extracting lip pixels as  
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where 
r=R/(R+G+B)       (10) 
g=G/(R+G+B)       (11) 
Then the lip pixels are detected by the following 
rule 
otherwise
BandGandR
andrlgrfif
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The lip region described above is defined 
empirically, therefore in some cases it might fail to 
detect the lip as observed from our experiments. To 
overcome the drawback, we propose a new lip 
detection method as described in the following. 
Our proposed lip detection method is the 
extension our previous research [14], which utilizes 
a normalized RGB chromaticity diagram for red 
color thresholding  
Figure 3 shows the chromaticity diagram of 
normalized RGB, where the chromaticity 
coordinates are r and g are defined by Eqs. (10) and 
(11) respectively. From the figure, it is clear that red 
color could be separated from other colors using a 
diagonal line as proposed in [14]. The objective is 
how to select a proper line which is able to separate 
red color automatically.  
Our proposed lip detection as depicted in 
Fig.  1 is applied to the cropped image which 
contains lip region. Thus the task is to extract lip 
color from face color (skin color). Since the colors 
of lips range from dark red to purple [3], we might 
extract the lip color using the similar way as our 
previous work in [14]. 
 
 
 
 
 
 
 
 
 
 
Figure 3. The normalized RGB chromaticity diagram. 
 
The diagonal line in Fig. 3 could be 
expressed as 
        (13) 
where C is interception on r-coordinate. By 
choosing the value of C appropriately, we could 
find a line that separating lip color properly. Then 
to extract the lip color, the following rule is 
employed [14]: 
If g-r < TR, then assign pixel as lip       (14) 
TR is a threshold that is the optimal value of C for 
separating lip color. 
To find TR, we develop a new transformed 
image (grayscale image) called Igr using the 
following equations: 
               (15) 
The value of Igr in Eq. (15) could be interpreted as 
the value of C in Eq. (13). From Fig. 3 and Eq. (13), 
the value of C is determined by the number of 
pixels 
r 
g 
Diagonal line 
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(g,r) lie along the line. Therefore, if we draw a 
histogram that counting the number of pixels for 
each value of C (or g-r) then there will be a peak 
represents the change of C when the line moves 
from non-lip color to lip color as depicted in Fig. 4.  
In our previous work [14], we find the 
optimal TR from Fig. 4 using peak/valley analysis. 
This approach has a drawback, because in some 
cases the valley or peak could not be determined 
easily. To overcome this problem, we propose to 
use the Igr image as depicted in Fig. 5 and employ 
 method [15] to find the 
optimal TR.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. The number of pixels of g-r.  
 
 
 
 
 
 
 
 
 
Figure 5. The transformed image (Igr). 
 
3 EXPERIMENTAL RESULT 
We implemented our algorithm using 
MATLAB running on PC. We tested the algorithm 
using one hundred face images from Caltech 
Database [16]. The database contains front face 
color images under different lighting, expressions, 
and backgrounds. Each face image only contains 
one face. We also made a comparison with a 
method proposed in [3] which is described by Eqs. 
(9) and (12). 
Figure 6 shows an example of face image 
used in the experiments, where the detected face is 
drawn in red rectangle. Figure 7(a), 7(b), 7(c) show 
lip region, extracted lip, and bounding box of 
detected lip images respectively. 
  
 
 
 
 
 
 
 
 
 
 
 
Figure 6. Face image with the detected face. 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. (a) Lip region image; (b) Extracted lip image; (c) 
Bounding box of the detected lip image. 
From the experiment on 100 face images, 
our proposed method could detect 97 lips properly, 
while the method proposed in [3] only detect 65 lips 
properly. Figure 8 shows some of the experimental 
results.  Two images in the fifth row are the results 
of the lip detection as proposed in [3], where the 
lips are not located properly. While two images in 
the sixth row are the results of our proposed method 
obtained from the same images used in the fifth 
row. 
 
4 CONCLUSION 
The lip detection method based on RGB 
chromaticity diagram is presented. The method is 
used to separate lip color from other colors (face 
skin color) by a simple effective color segmentation 
method.  
In future we will extend our approach to 
utilize the lip detection technique for extracting the 
visual information used in the Automatic Visual 
Speech recognition System (AVSR). 
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Figure 8. Results of lip detection. 
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