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ABSTRACT
The discovery of an ultrafast outflow has been reported in the z=0.0658 narrow line Seyfert galaxy IRAS 13224−3809
(Parker et al. 2017a). The ultrafast outflow was first inferred through the detection of highly blueshifted absorption
lines (Parker et al. 2017a) and then confirmed with a principal component analysis (PCA) (Parker et al. 2017b). Two
of the reported properties of this outflow differed from those typically detected in other AGN with ultrafast outflows.
First, the outflow velocity was found not to vary with v=0.236c ± 0.006c. Second, the equivalent width of the highly
blueshifted absorption line was reported to be anti-correlated with the 3−10 keV flux of this source. We present a
re-analysis of the XMM-Newton observations of IRAS 13224−3809 considering the influence of background. We also
undertook a different analysis approach in combining the spectra and investigated the change of the properties of the
outflow as a function of 3−10 keV flux and time. We confirm the presence of an ultrafast outflow in IRAS 13224−3809,
however, we find that the background spectra used in the Parker et al. analyses dominate the source spectra for
energies near the blueshifted iron lines. By reducing the source extraction regions to improve the signal-to-noise ratio
we discover larger than previously reported outflow velocities and find that the outflow velocity varies from ∼ 0.2c to
∼ 0.3c and increases with 3−10 keV flux. The previously reported anti-correlation between equivalent width of the
iron line and 3−10 keV flux disappears when the background spectra are reduced by optimizing the source extraction
regions.
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—intergalactic medium
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1. INTRODUCTION
Relativistic wide-angle outflows of AGN our now
considered one of the main mechanisms regulating
the evolution of galaxies through a feedback process
(e.g., see review by King & Pounds (2015) and refer-
ences within). These wide-angle winds are thought to
transfer a substantial amount of their kinetic energy
to the surrounding gas resulting in quenching of star
formation in the host galaxy by heating the interstellar
medium or by ejecting the gas from the galaxy (e.g.,
Faucher-Gigue`re & Quataert (2012), Zubovas & King
(2012)). Several of these models consider two main
phases of the interaction between the wind and the
ISM. In the momentum-conserving phase the rela-
tivistic wind collides with the ISM producing a for-
ward and reverse shocked wind that loses a significant
amount of its kinetic energy through inverse Comp-
ton cooling. In the energy-conserving phase the wind
expands adiabatically and reaches a terminal velocity
of a few 1,000 km s−1. The first evidence of power-
ful relativistic winds in quasars came from observa-
tions of APM 08279+5255, PG 1211+143, and PDS 456
(Chartas et al. 2002; Pounds et al. 2003; Reeves et al.
2003). Follow-up studies of a larger sample of nearby
Seyfert galaxies showed that about 40% of these AGN
have highly-ionized ultrafast outflows (UFOs) with ve-
locities exceeding 10,000 km s−1 and with average ve-
locities ranging between 0.1c and 0.3c (Tombesi et al.
2010; Gofford et al. 2013). There have been attempts to
compare the energetics of small scale ultrafast outflows
with larger scale molecular outflows in galaxies to test
feedback models. The presence of both small and large
scale energy-conserving outflows were recently discov-
ered by Tombesi et al. (2015) in the z = 0.189 ULIRG
IRAS F11119+3257, and by Feruglio et al. (2015) in
the z = 0.04217 ULIRG Mrk 231. Feruglio et al. (2017)
have also reported the detection of molecular gas out-
flowing with maximum velocity of v = 1340 km s−1 in
the UFO/BAL quasar APM 08279+5255 at z = 3.912.
Recently, Parker et al. (2017a) reported the discov-
ery of a relativistic wind in the z = 0.0658 narrow line
Seyfert galaxy IRAS 13224−3809. The discovery was
based on the analysis of XMM-Newton observations of
IRAS 13224−3809 made in 2016. These observations
had a total exposure time of ∼ 1.5 Ms spread over
a month from 2016−07−08 to 2016−08−09. In their
results they report the detection of multiple absorp-
tions features in the X-ray spectra. They interpret one
of these absorption features, detected at an observed-
frame energy of E = 8.6 keV, as originating from ab-
sorption by highly ionized iron outflowing with a speed
of 0.236c ± 0.006c. They report that the velocity of
this wind does not vary with luminosity and time and
the equivalent width (EW) of the absorption feature
is anti-correlated to the 3−10 keV flux (see Figure 3
of Parker et al. (2017a)). The v vs. LX and EW vs.
FX reported behavior of IRAS 13224−3809 appears to
be very different from that detected in other luminous
AGN such as z = 3.91 APM 08279+5255 (Chartas et al.
2002, 2009; Saez & Chartas 2011), z = 0.184 PDS 456
(Nardini et al. 2015; Matzeu et al. 2017; Reeves et al.
2018), z = 0.062 PG 1126−041 (Giustini et al. 2011)
and z = 2.7348 HS 1700+6416 (Lanzuisi et al. 2012).
The relativistic outflow velocities detected in these
AGN have been reported to vary with time and in
some instances with luminosity. A correlation has
been found between the outflow velocity and the X-
ray luminosity in APM 08279+5255 and PDS 456 (see
Figure 10 in Saez & Chartas (2011) and Figure 3 in
Matzeu et al. (2017)) suggesting that radiative driving
may be contributing to the acceleration of these winds.
Parker et al. (2017b) independently analyzed the vari-
ability of IRAS 13224−3809 using principal component
analysis (PCA).They report the detection of significant
spectral variability at energies similar to the ones found
in their previous spectral analysis.
In Section 2 we present the X-ray observations and
data reduction of IRAS 13224−3809. In Section 3 we
apply PCA to IRAS 13224−3809 following the method-
ology described in Parker et al. (2017b). In Section 4 we
search for possible variability of the outflow velocity as
a function of flux and time. In Section 5 we present our
results on the dependence of the equivalent width of the
iron absorption line with the 3−10 keV flux. Finally,
in Section 6 we present a summary of our conclusions.
Throughout this paper we adopt a flat Λ cosmology with
H0 = 68 km s
−1 Mpc−1 ΩΛ = 0.69, and ΩM = 0.31
(Planck Collaboration et al. 2016).
2. X-RAY OBSERVATIONS AND DATA
REDUCTION
In Table 1 we list the observation dates, exposure
times, the background-subtracted source count-rates
and the 3−10 keV fluxes of IRAS 13224−3809. For the
present analysis we are mostly concerned with exam-
ining the properties of absorption features with ener-
gies above 0.5 keV. In this energy range the EPIC-pn
has superior effective area than the two MOS detec-
tors combined. We therefore concentrated our effort
in the reduction and analysis of the EPIC-pn data of
IRAS 13224−3809 alone.
For the reduction of the XMM-Newton observations
we filtered the EPIC-pn (Stru¨der et al. 2001) data by
selecting events corresponding to instrument PATTERNS
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in the 0–4 range (single and double pixel events). Sev-
eral moderate-amplitude background flares were present
during several of the XMM-Newton observations. The
EPIC-pn data were filtered on a rate of < 20 cnts s−1,
using the SAS task tabgtigen, to exclude times when
these flares occurred resulting in the effective expo-
sure times listed in Table 1. To test for sensitivity to
background non-uniformity we also tried different back-
ground extraction regions. We did not find any differ-
ences in the spectral shapes and features using more
conservative threshold cuts or selecting different back-
ground extraction regions. The Epic-pn spectra were
binned to have at least 20 counts per bin, as appropri-
ate for fitting spectra using χ2 statistics.
The EPIC-pn observations of IRAS 13224−3809 were
performed in Large Window mode to reduce the effects
of pile-up. The“tolerant” EPIC-pn flux limit threshold
for Large Window mode is 6 counts s−1 (Jethwa et al.
2015). According to this study, the fractional flux loss
in Large Window mode and for soft spectra with maxi-
mum photon rates of 6 cnts s−1 is ∼ 6%. For the pur-
pose of estimating the effects of pile-up we calculated
the count rates over the entire energy band of the Epic-
pn for circular source extraction regions with radii of
700 pu. The maximum EPIC-pn count rates of spectra
stacked by flux and by time in our analysis are 5.7 count
s−1 and 4.08 count s−1, respectively. Spectra stacked
by flux and time have count rates below the “toler-
ant” EPIC-pn flux limit threshold for Large Window
mode and therefore flux loss and spectral distortion due
to pile-up effects are negligible in our analysis. More-
over, IRAS 13224−3809 has a soft spectrum and the
effects of pile-up are expected to be reduced at energies
above ∼2 keV. Parker et al. (2017a) also investigated
the effects of pile-up for these Epic-pn observations of
IRAS 13224−3809 and did not find any spectral distor-
tion above 2 keV in this soft X-ray source. We conclude
that pile-up does not affect the results of our analysis,
especially in the 3−10 keV band where we have detected
absorption lines from the ultrafast outflow.
3. PRINCIPAL COMPONENT ANALYSIS OF
IRAS 13224−3809
We re-analyzed the 2016 XMM-Newton observa-
tions of IRAS 13224−3809 using PCA as described
in Parker et al. (2017b) to check if we could reproduce
their published results. We tested the sensitivity of
the reduction of the IRAS 13224−3809 data to the size
and location of the background and source extraction
regions. We also investigated the level of background
at energies near the reported absorption features in
both individual (used in the PCA analysis) and stacked
spectra.
We select circular source extraction regions of two
different radii, r = 250 and 600 pn physical units
(pu, 1 pu = 0′′.05) centered on IRAS 13224−3809 and
circular background regions of r = 1600 pu, making
sure that the background extraction regions were out-
side of the elevated Cu background ring region of the
EPIC-pn.The source extraction region of r = 600 pu
was selected to compare with the results published in
Parker et al. (2017a). Specifically, Parker et al. (2017a)
show their source and background regions in their Ex-
tended Data Figure 2 marked by small and large white
circles, respectively. From their Extended Data Figure
2 and the known angular size of the Epic-pn CCD’s
we infer that the source and background diameters
of their extractions regions are 60′′ and 120′′, respec-
tively. We also determined the 0.3−10 keV light-curves
of IRAS 13224−3809 for extraction regions of diame-
ter 60′′ to compare with the 0.3−10 keV light-curve
presented in their Extended Figure 1 of Parker et al.
(2017a). We reproduce the same count rates as in their
Extended Figure 1 when using 60′′ diameter circular ex-
traction source extraction regions.
We selected a source extraction region of r = 250 pu
to optimize the S/N ratio in the 8−10 keV region which
contains the detected blueshifted Fe xxv and Fe xxvi
resonance absorption lines. The percent decrease in the
background subtracted source counts in the 0.4−10 keV
band obtained by using the r = 250 pu extraction region
compared to the 600 pu region is about 20%. However,
the background of spectra extracted from the 250 pu
regions is reduced by a factor of ∼ 6 compared to spectra
extracted using the 600 pu regions. A more detailed
justification of the selection of the r = 250 pu source
extraction regions is provided later on in section 4.
We employed the XMM-Newton science analysis sys-
tem tool arfgen with enabled encircled energy correc-
tion for point sources to create the ancillary response
files (arf) appropriate for each selected source extrac-
tion region.
Observations were divided into increments of t = 10 ks
to match the intervals used in the Parker et al. (2017b)
analysis and pn source and background spectra were ex-
tracted for each 10 ks interval. For the pn data reduction
we used SAS software version 16.1.
The background subtracted spectra were rebined into
equal logarithmic bins in energy and the PCA analysis
was performed for a range of fractional bin-widths. The
10 ks spectra were stored in a matrix f(tj, Ei), where
the n columns are the energies Ei of the spectral bins
and the m rows are the times tj of the 10 ks intervals.
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Figure 1. The 3−10 keV fluxes of the 10 ks intervals of
IRAS 13224−3809 as a function of the 0.4−10 keV count-
rates. The horizontal dashed lines indicate the boundaries
of the flux ranges selected for stacking spectra.
The average spectrum over all m 10 ks intervals was
computed as,
fave(Ei) =
∑m
j=1 f (tj , Ei)
m
(1)
The normalized variation of a spectrum from the av-
erage spectrum fave was calculated as
fvar (tj , Ei) =
f (tj , Ei)− fave(Ei)
fave(Ei)
(2)
Using the IDL routine SVDC we computed the singu-
lar value decomposition of the m × n matrix fvar(tj, Ei)
as the product of an (m × n) orthogonal array A, an (n
× n) diagonal array SV, composed of the singular val-
ues, and the transpose of an (n × n) orthogonal array
PC.
fvar = (A)(SV )(PC)
T
(3)
The spectral variability as a function of energy is
stored in the principal components PC(i,Ei), where
most of the variability of the source is stored in the
first component PC(1,Ei). The contributions of prin-
cipal components to each 10 ks spectrum are stored in
the light-curves A(i,tj).
fvar (tj , Ei) =
n∑
i=1
A(i, tj)PC(i, Ei) (4)
Parker et al. (2017a) stacked spectra that fell within
a defined range of 0.3−10 keV count-rates and deter-
mined the 3−10 keV flux of each stacked spectrum. We
initially followed this approach by stacking spectra as
a function of count rates (see Table 2) to compare re-
sults but we also adopted a slightly different approach
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Figure 2. The first eigenvector component PC(1, E) from
PCA applied to IRAS 13224−3809. Spectra are extracted
from circular source regions of rext = 600 physical units (30
′′)
and rext = 250 physical units (12
′′.5). The vertical lines in-
dicate the energies of the peaks in the variability.
in selecting how to stack spectra. Specifically, we deter-
mined the individual 3−10 keV fluxes of each 10 ks spec-
trum, stacked spectra that fell within a defined range of
3−10 keV fluxes and determined the 3−10 keV flux of
each stacked spectrum. We chose this approach since
count-rates and 3−10 keV fluxes are not exactly pro-
portional in the presence of spectral variability. This
is shown in Figure 1 where we show a plot of total
count-rates versus 3−10 keV fluxes for all 10 ks spec-
tra of IRAS 13224−3809. Considerable scatter between
3−10 keV fluxes and 0.3−10 keV count-rates is evi-
dent. We conclude that the inferred 3−10 keV fluxes
of stacked spectra that were combined based on their
total count-rates do not accurately represent the fluxes
of the stacked spectra.
We next investigated the sensitivity of the reported
PCA results on IRAS 13224−3809 to background. The
first eigenvector component PC(1, E) from PCA ob-
tained from data extracted from circular source extrac-
tion regions of rext = 600 pu (30
′′) and rext = 250 pu
(12′′.5) radii are presented in Figure 2. We confirm the
enhanced spectral variability at energies similar to the
ones reported in Parker et al. (2017b). The only differ-
ence is a slight increase of PC(1, E) for energies above
observed-frame energies of 8 keV, when background con-
tamination is reduced.
4. VARIABILITY OF THE OUTFLOW OF
IRAS 13224−3809.
4.1. Variability of Outflow as a Function of 3−10 keV
Flux
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Figure 3. The EPIC-pn spectra of IRAS 13224−3809 combined over several ranges of 3−10 keV fluxes listed in the panels.
The spectra are fit with a simple absorbed power-law model to illustrate the presence of possible emission and absorption
features. The red data points represent the background spectra. The black data points represent the net source spectra (source
minus background). Left: Spectra are extracted from circular source regions of rext = 250 physical units (12
′′.5). Right: Spectra
are extracted from circular source regions of rext = 600 physical units (30
′′).
In Figure 3 we plot the combined EPIC-pn spectra of
IRAS 13224−3809 extracted from circular source extrac-
tion regions of rext = 600 pu (referred to as r600 spectra)
and over-plot the background spectra. The spectra were
combined in six flux regimes based on their 0.3−10 keV
fluxes listed in the panels of Figure 3.
We find that the background begins to dominate at
observed-frame energies above∼ 7.5 keV. In Figure 3 we
also plot the same spectra of IRAS 13224−3809, how-
ever, extracted from circular source regions of rext =
250 pu (referred to as r250 spectra). The background in
all flux levels for the r250 spectra is significantly reduced
compared to the r600 spectra.
To justify the selection of an extraction region of
rext = 250 pu we show in Figure 4 the S/N ratios in
the 8−10 keV region of IRAS 13224−3809 for source
extraction regions of 150, 250, 500, 600, and 700 pu
and background subtraction regions of r = 1600 pu.
The S/N ratios were calculated for combined spectra
of IRAS 13224−3809 with 3−10 keV fluxes of less than
2 × 10−13 erg s−1 cm−2, the lowest 3−10 keV flux range
shown in Figure 3. A significant improvement in the S/N
ratios of the spectra in the 8−10 keV range is achieved
by selecting extraction regions of rext = 250 pu com-
pared to rext = 600 pu. In Figure 4 we also plot the ra-
tios of the pn effective area using r = 150, 250, 500, and
600 pu source extraction regions to that of a r = 700 pu
source extraction region. We note that the effective-
area ratios are smooth functions across the 8−10 keV
observed-frame energy range.
We conclude that modeling the EPIC-pn spectra of
IRAS 13224−3809 extracted from circular source ex-
traction regions of rext = 600 pu will likely result in
unreliable results especially for features detected above
observed-frame energies of ∼ 7 keV. To illustrate the
presence of possible emission and/or absorption features
we fit the stacked r250 spectra of IRAS 13224−3809
with a simple absorbed power-law model. Clear resid-
ual features are detected in the stacked r250 spectra of
IRAS 13224−3809 (see Figures 3 and 5).
Guided by these residual features we next fit the
stacked r250 spectra with a simple absorbed power-law
model that contains one or two absorption lines and up
to two emission lines. Since we are only interested in
constraining the high-energy absorption features we re-
stricted the spectral fits to the energy range of 3–11 keV.
The 68%, 90%, and 99% confidence contours of the rest-
frame energies of the detected absorption lines versus
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Figure 4. Top: The S/N ratio of EPIC-pn spectra of
IRAS 13224−3809 calculated in the 8−10 keV observed-
frame energy band as a function of source extraction radius.
The comparison was made between combined pn spectra in
the lowest flux regime shown in Figure 3. Bottom: The ra-
tio of the pn effective area using source extraction regions
of r = 150, 250, 500, and 600 pn physical units to that of a
r = 700 physical units source extraction region (1 physical
unit = 0′′.05.
their line strengths are shown in Figure 5. Only absorp-
tion lines detected at the > 99% confidence level are
presented in this figure. Significant high-energy absorp-
tion features are detected in all flux ranges. The energies
of the absorption lines vary with 3−10 keV flux rang-
ing between rest-frame energies of 8.64+0.05
−0.06 keV and
9.96+0.09
−0.10 keV. As we show later on in this section these
absorption lines are likely the result of absorption by
highly ionized iron (Fe xxv and Fe xxvi).
We followed a more robust approach of estimating
the significance of the blueshifted absorption iron lines
based on Monte Carlo simulations to determine the
distribution of the F -statistic between different mod-
els (Protassov et al. 2002). Following this approach,
for each spectrum we simulated 1000 data sets using
the XSPEC fakeit command (Arnaud 1996). We con-
sidered a null model that included a simple absorbed
power-law and an alternative model that in addition in-
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Figure 5. Left: Residuals of fits of a simple absorbed
power-law to the r250 spectra (stacked by 3−10keV flux) of
IRAS 13224−3809 shown in Figure 3. Significant absorption
lines are detected between the observed-frame energies of 8
and 10 keV. Right: 68%, 90%, and 99% confidence contours
of the rest-frame energies of the detected absorption lines
versus their line strengths. To produce the confidence con-
tours we fit the stacked r250 spectra with a simple absorbed
power-law model that contains one or two absorption lines
and up to one emission line. For comparison purposes we
show vertical lines at the energy of the best-fit absorption
line corresponding to the lowest flux state.
cluded one or two Gaussian absorption lines. We fit
the 1000 data sets with the null and alternative mod-
els and determined the distribution of the F -statistic1
from these fits. Finally, we computed the probability
for the F value to exceed the value determined from the
fits of the null and alternative models to the observed
spectra. The Monte Carlo simulations indicate that the
shifted iron lines are detected at > 99% confidence in
all flux levels and confirm the significance of the detec-
tions calculated using χ2 confidence contours. In Table
3 we present the energies and the significance of the iron
absorption lines detected in IRAS 13224−3809 as a func-
tion of the 3−10 keV flux of the r250 spectra that were
combined in selected ranges of fluxes shown in Figure 1.
4.2. Variability of Outflow as a Function of Time.
We also investigated the variability of the outflow as
a function of time. In Figure 6 we show the light-curve
of the 3−10 keV flux of IRAS 13224−3809. We selected
1 The F -statistic is given by F =
χ2
ν1
−χ2
ν2
∆ν
/
χ2
ν2
ν2
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7 consecutive time intervals to study the evolution of
the outflow and combined the EPIC-pn r250 spectra in
these intervals. The selection of the time intervals in
our time resolved spectroscopic analysis was based on
the following criteria. We chose consecutive time in-
tervals with similar S/N spectra to allow for spectral
fitting using photoionization codes. We also selected
time intervals that isolated large flares. Specifically, in
several of these intervals significant flares are evident
where the 3−10 keV flux varies by a factor of ∼2 in
a timescale as short as 10 ks which is consistent with
a light crossing-time size of less than ∼ 300 rg, where
rg = GMBH/c
2 andMBH ∼ 6 × 10
6 M⊙ is the black hole
mass of IRAS 13224−3809 reported in (Zhou & Wang
2005). The published values of the black hole mass of
IRAS 13224−3809 show modest differences based on the
method used to estimate them. For example, by measur-
ing the accretion disk flux, Chiang et al. (2015) obtained
MBH = 3.5
+5.5
−0.6 × 10
6 M⊙, whereas reverberation analy-
sis presented in Emmanoulopoulos et al. (2014) reports
MBH = 9.3
+3.4
−2.9 × 10
6 M⊙.
In Figure 7 we show the residuals between a fitted
model and the spectra in the 6−11 keV observed-energy
range. The model used to produce these residuals is
a simple absorbed power-law model. We verified that
the background spectra lie below all the stacked r250
source spectra for energies below ∼ 10 keV. The reduced
background of the r250 spectra allows for reliable iden-
tifications of the high-energy absorption lines. We find
significant variability of the energy and velocity of the
outflow of IRAS 13224−3809.
In order to determine the energies and significance of
the absorption lines in the seven time intervals we fit
the r250 spectra of IRAS 13224−3809 with a model that
consists of a simple absorbed power-law, a Gaussian ab-
sorption line and one or two emission lines. In Table 4
we present the energies and the significance of the iron
absorption lines detected in IRAS 13224−3809 for the
seven time intervals shown in Figure 6. The most signifi-
cant change of the outflow velocity of IRAS 13224−3809
is observed between intervals t5 and t7. In Figure 8
we show a typical example of the Monte Carlo simu-
lated distribution of the F -statistic between fits of the
null and alternative models to the observed spectra of
IRAS 13224−3809 obtained during intervals t5 and t7.
The blueshifted lines in these time intervals are detected
at the > 99.9% confidence.
We also searched for changes of the energies of possi-
ble soft X-ray absorption lines by fitting the full band
0.5−10 keV Epic-pn spectra of the time intervals t5
and t7 that showed the most dramatic variability of
the energies of the Fe absorption lines. The model fit
to the full energy band was similar to the one used in
the Pinto et al. (2018) analysis. Specifically, we used
a model that consists of Galactic absorption, intrinsic
cold absorption, a blackbody to account for the soft ex-
cess, a power-law for the direct emission, a relativisti-
cally blurred reflected emission component and X-ray
transmission through a photo-ionized gas. For the rela-
tivistically blurred X-ray reflection we used the RELXILL
model (Dauser et al. 2014; Garc´ıa et al. 2014). We use
the analytic XSTARmodel warmabs (Kallman & Bautista
2001) to model the transmission of the outflowing intrin-
sic ionized absorber.
The fit with this model shows no significant features
between 1.5−10 keV except for the Fe xxv/Fe xxvi
lines, however, several broad residual features are
present between 0.5−1.5 keV. The origin of these broad
residual features is uncertain, however, these features
may result from modeling the soft excess with a simple
blackbody. Other plausible candidates for these broad
residuals include pile-up that is known to distort spectra
and will be more significant at energies below ∼2 keV,
and the presence of multiple outflowing components of
various ionization states.
4.3. Correlation Between Outflow Velocity and
3−10 keV Flux.
We searched for a possible dependence between the
outflow velocity and the 3−10 keV flux in the seven time
intervals shown in Figure 6. The line energies listed
in Table 3 and obtained from fitting the r250 spectra
with a model that consisted of a simple absorbed power-
law and one or two Gaussian absorption lines were con-
verted to outflow velocities. Specifically, for the con-
version we used the relativistic Doppler formula assum-
ing that the high-energy absorption lines are the result
of resonance absorption from ions of Fe xxvi in a gas
with solar abundances, and the angle between our line
of sight and the outflow direction is zero. In Figure 9
we show that a trend exists, with the outflow velocity
increasing with 3−10 keV flux. We fit a null hypothesis
model of a constant behavior between velocity vs. flux
and find χ2 = 113 for 6 degrees of freedom (ν). The
probability Pχ(χ
2;ν) of exceeding χ2 = 113 for ν = 6
is Pχ(113; 6) < 1 × 10
−15. We conclude that the null
hypothesis model of a constant behavior between veloc-
ity vs. flux is rejected at a very high significance level.
Fits of straight-line and power-law models to the veloc-
ity vs. flux data resulted in χ2/ν = 8.6/5 and χ2/ν =
6.8/5, respectively. Similar trends have been reported in
APM 08279+5255 and PDS 456 (Saez & Chartas 2011;
Matzeu et al. 2017). We find a correlation between v
and the 3−10 keV flux with a Kendall’s rank correlation
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law to the stacked r250 spectra of IRAS 13224−3809 over
the time intervals shown in Figure 6. The time evolution of
the velocity of the relativistic outflow is clearly evident. The
vertical dashed lines indicate the energies of the minimum
and maximum blueshifted absorption lines.
coefficient of τ = 0.98 significant at > 99.8% confidence.
We use the following equation to describe the basic dy-
namics of a radiation-driven outflow (e.g., equation 1 of
Chartas et al. 2002):
vwind = [( Γf
LBol
LEdd
− 1 )(
1
Rlaunch
−
1
R
)]1/2 (5)
where vwind is the outflow velocity in units of c, Γf is
the force multiplier, LBol and LEdd are the Bolometric
and Eddington luminosities, respectively, Rlaunch is the
radius (units of RS) at which the wind is launched from
the disk, and R is the distance (units of RS) from the
central source.
We fit the outflow velocity versus 3−10 keV luminos-
ity of IRAS 13224−3809 with the function vwind = aL
b
to compare the observed trend with Equation 5. We find
a best-fit value of b = 0.40± 0.03 with a χ2/ν = 1.3. A
fit with a straight line results in a significantly worse fit
with χ2/ν = 1.7. The best-fit value of b = 0.40 ± 0.03
would imply that radiation driving may be contributing
to the acceleration of this wind, however, there are sev-
eral concerns with this interpretation that we describe
later on in this section. We note that a similar trend was
found in PDS 456 with a best-fit value of b = 0.20±0.05.
The best-fit model vwind = aL
b fit to the outflow veloc-
ity versus 3−10 keV luminosity of IRAS 13224−3809 is
shown in Figure 9.
Pinto et al. (2018) reported a tentative correlation
between the outflow velocity and the luminosity of
IRAS 13224−3809 based on modeling spectra stacked
by count-rate levels and extracted from circular regions
with r = 600 pu. The highly ionized iron line, how-
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Figure 8. Monte Carlo simulated (histogram) and theo-
retical (smooth curve) probability density distributions of
the F -statistic between fits of models that included a simple
absorbed power-law (null model), and one that included one
Gaussian absorption line (alternative model) to the observed
spectra of IRAS 13224−3809 during intervals t5 (top) and t7
(bottom). The results of the Monte Carlo simulations for all
7 time intervals are presented in Table 4.
ever, is not detected in their analysis to shift with lu-
minosity and they find the strength of the iron absorp-
tion line to decrease with luminosity. Pinto et al. (2018)
conclude that the ultrafast outflow disappears in high-
radiations fields. We have shown that the r600 spectra
of IRAS 13224−3809 are background dominated above
∼7 keV (see Figure 3) and that the analysis of the r250
spectra of IRAS 13224−3809, that are not background
dominated, clearly show the increase in the energies of
the Fe xxv and Fe xxv lines with increasing 3−10 keV
flux. As we show in section 5, the equivalent width
of the Fe line does not decrease with luminosity when
analyzing the r250 spectra of IRAS 13224−3809 and the
ultrafast outflow, as manifested in the blueshifted highly
ionized iron lines, does not vanish in the high radiation
fields. One possible reason these shifts of the Fe line were
not detected previously is that in the high flux states
the Fe lines shift into even more background dominated
parts of the r600 spectra of IRAS 13224−3809.
It has been suggested that similar correlations found
in APM 08279+5255 and PDS 456 may indicate that ra-
diation pressure is contributing to the acceleration of the
wind since the terminal velocity of a radiatively driven
wind scales as v∞ ∝
√
ΓfL, where Γf is the force mul-
tiplier of the outflowing absorber. However, there are
some problems with the premise that the main acceler-
ation mechanism for these relativistic winds is radiation
driving. Specifically, the launching radii inferred from
the large relativistic outflow velocities of <∼ 100 rg, in-
dicate that only a fraction of the UV emitting region
of the accretion disk will be contributing to radiation
driving at these radii. Moreover, the terminal velocity
of the outflowing wind depends on the force multiplier
which decreases with increasing ionization parameter.
As shown in Figure A.6 of Saez & Chartas (2011) for
the best-fit values of the ionization parameters found in
IRAS 13224−3809 the force multiplier is calculated to be
close to 1, implying that radiation driving, at least near
the launching site, is not a main contributor to the ac-
celeration of the wind. Finally, the 3−10 keV luminosity
of AGN is a relatively small fraction of the bolometric
luminosity and the central X-ray flux alone cannot accel-
erate the wind to the observed speeds and result in the
calculated efficiencies that we find for IRAS 13224−3809
and are presented in the end of this section.
We next proceed with fitting the spectra of the inter-
vals t5 and t7 to determine the properties of the out-
flowing absorber and search for possible changes of the
absorber properties over a period of∼ 500 ks. Guided by
the shape and location of identified absorption and emis-
sion residuals (see Figure 7) we fit the spectra of inter-
vals t5 and t7 with a model that consists of a power-law
modified by Galactic absorption, an outflowing intrinsic
ionized absorber and relativistically blurred X-ray reflec-
tion from parts of the accretion disk near the black hole.
We attempt to mimic the velocity broadening of the
absorption lines by introducing in the XSTAR warmabs
model turbulent velocities. We performed several fits
using warmabs where we allowed the turbulence velocity
to vary and found best-fit values of vturb ∼ 5,500 km s
−1
for interval t5 and vturb ∼ 1,500 km s
−1 for interval
t7. The spectral fits were performed in the 2 − 10 keV
observed-frame energy range to avoid the soft excess at
lower energies and to focus on the blueshifted absorp-
tion lines in this range. The default atomic population
file pops.fits provided in NASA’s warmabs distribution
uses a fixed value of the photon index of Γ = 2. However,
our spectral analysis indicates that the 2−10 keV photon
index Γ increased from ∼ 2.0 to ∼ 2.4 between intervals
t5 and t7. We therefore used XSTAR to create new popu-
lation files appropriate for photon indices of the spectra
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Figure 9. The outflow velocity of the ionized absorber as a
function of the 3−10 keV flux (a) and 3−10 keV Luminosity
(b) of IRAS 13224−3809. The outflow velocities were deter-
mined by fitting Gaussians to the absorption lines detected
in the r250 spectra of the seven time intervals shown in Fig-
ure 6. We also show the straight-line least-squares fit (a) and
the power-law least-squares fit (b) to the data in the solid
lines. The shaded area represents the uncertainty of our fits
to the r250 data.
of intervals t5 and t7. The best-fit values for the column
density, ionization parameter and outflow velocity of the
wind from fitting this model to the spectra of intervals
t5 and t7 are presented in Table 5. We find a significant
change in outflow velocity from v = 0.173+0.005
−0.006c to v =
0.283+0.006
−0.006c within a period of about 500 ks. The ve-
locities derived from the XSTAR photoionization model
(listed in Table 5) are consistent, within errors, with the
velocities derived from the spectral fits using Gaussian
absorption lines and show a similar trend with flux. We
note that that the outflow velocities derived from fits to
the r250 spectra using the relxill+ warmabsmodel are
not as sensitive (as compared to fitting Gaussian lines
for example) to the assumed ionization state.
In Figure 10 we show the unfolded best-fit photoion-
ization plus relativistic reflection models to the spectra
of intervals t5 and t7 in the region near the blue-shifted
Fe xxv and Fe xxvi absorption lines. The spectral evo-
lution of the wind is evident between intervals t5 and t7.
The best-fit photoionization models to the r250 spectra
of intervals t5 and t7 are shown in Figure 11. Variability
of the direct and reflected components and the increase
in outflow velocity are evident. Since Fe absorption lines
were also detected at > 99% confidence in time intervals
t1 and t3 we fit the spectra of IRAS 13224−3809 in these
intervals with the model that consists of a power-law
modified by Galactic absorption, an outflowing intrin-
sic ionized absorber and relativistically blurred X-ray
reflection. The properties of the outflow for time inter-
vals t1 and t3 are also included in Table 5. In Figure
12 we present the r250 spectra of IRAS 13224−3809 in
the time intervals t1, t3, t5, and t7, in which we have de-
tected the Fe absorption line at >∼ 99.9% confidence. We
over-plot the best-fit model that consists of a power-law
modified by Galactic absorption, an outflowing intrinsic
ionized absorber and relativistically blurred X-ray re-
flection. We also over-plot the background spectra to
show that the detected Fe absorption lines are not af-
fected by background. The r250 stacked spectra clearly
show the variability of strength and energy of the Fe
line and show that the Fe line is detected at the high
ionization levels as well (see Table 5).
The observed variability of the energies of the absorp-
tion lines is likely to have contributed to the broaden-
ing of the peaks of the eigenvector component PC(1,E)
shown in Figure 2. We searched for possible variabil-
ity of component PC(1,E) by performing time-resolved
PCA analysis to the seven time intervals shown in Fig-
ure 6. The inclusion of fewer spectra in the PCA anal-
ysis, when performed in each time interval, will lead to
larger uncertainties due to Poisson noise. We therefore
estimated the uncertainty of the PC(1,E) components in
each time interval by performing a Monte Carlo analysis
to the input spectra and taking the standard deviation
of the results. A similar approach in estimating the er-
rors in the PCA analysis was used by Miller et al. (2008)
and Parker et al. (2017b). In Figure 13 we show the
first eigenvector component PC(1,E) from PCA applied
to the seven time intervals of IRAS 13224−3809.
The significance of several of the soft-X-ray PCA(1,E)
peaks for the individual time intervals t1 through t7
is relatively low, and we focus our discussion on the
two most significant PCA peaks around ∼3 keV and
∼8 keV. The significance of these two peaks varies be-
tween ∼1−4 σ based on the errors derived from our
Monte Carlo analysis. We find significant variability of
the energies and the relative strengths of these peaks in
the PC(1,E) component, however, the peaks do not all
vary in the same manner between time intervals. For
example, the PC(1,E) peak near the observed-frame en-
The Variable Outflow of IRAS 13224−3809 11
ergy of 3 keV, that is likely associated with S xvi, does
not vary in energy between time intervals t2 and t7, how-
ever, the PC(1,E) peak near the observed-frame energy
of 8 keV (that is likely associated with Fe xxv/Fe xxvi)
varies significantly in energy between t2 and t7. This
may imply the presence of multiple components in the
outflow with different outflow properties. Another rea-
son for the different behaviors of the PCA peaks between
time intervals is that the ionization parameter and den-
sity of the outflow may be varying leading to the pres-
ence of different atomic absorption lines in each time
interval.
The second largest outflow velocity of v = 0.283 ±
0.006c detected in time-interval t7 was found to be sig-
nificant at > 99.9% confidence with Monte-Carlo simu-
lations (Figure 8) with the Fe xxv absorption line show-
ing 3 data points significantly below the continuum and
the Fe xxvi absorption line showing 4 data points sig-
nificantly below the continuum (Figures 7 and 12). The
largest ionization of log ξ(erg cm s−1) = 5.15+0.20
−0.25, in-
ferred in time-interval t1, was found for an absorption
line detected to be significant at ∼ 99.8% confidence
with Monte-Carlo simulations (see Table 4). The two
highest flux states (detected at > 99.9% confidence) of
f3−10 = 5.79 × 10
−13 erg s−1 cm−2 and f3−10 = 4.79
× 10−13 erg s−1 cm−2 were detected in time-intervals t7
and t1, respectively. We conclude that the relativistic
outflow in IRAS 13224−3809 does not disappear at the
highest flux and/or ionization levels, in contrast to what
was concluded using background dominated spectra in
previous studies (e.g., Parker et al. (2017b); Pinto et al.
(2018)). On the contrary the weakest detection (∼
98% confidence) of the Fe line is made in time-interval
t4 which has the lowest flux level of f3−10 = 2.35 ×
10−13 erg s−1 cm−2.
One important assumption when stacking spectra ei-
ther by flux or by time is that the properties of the
absorber (NH , ξ, voutflow, ionizing SED) and reflector
have not varied significantly. As shown in Figures 3
and 6, the r250 spectra stacked by flux show multiple
absorption features in the 8 − 11 keV range within a
single stacked spectrum. On the other hand, as shown
in Figures 7 and 12, spectra stacked by time contain
well defined Fe absorption lines and when fit with the
relxill + warmabs model provide acceptable fits in a
statistical sense. As shown in Figure 6, the 3−10 keV
flux of IRAS 13224−3809 changes by factors of up to
∼8 in time interval t7 and by ∼2 in 10 ks. If the ve-
locity of the outflow was tracking the short timescale
variations of the 3−10 keV flux then one would expect
to find multiple absorption lines smeared between 0.2c
− 0.3c in the stacked by time interval r250 spectra. But
this is not what we observe. On the other hand, the r250
spectra stacked by flux do show multiple components as
expected for spectra stacked with different outflow prop-
erties.
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5. EQUIVALENT WIDTH OF FE ABSORPTION
LINE VERSUS 3−10 KEV FLUX OF
IRAS 13224−3809
In Figure 14 we show the equivalent width of the high-
energy absorption lines as a function of the 3−10 keV
flux obtained from modeling the stacked (based on
their 0.3−10 keV count rates) r250 and r600 spec-
tra of IRAS 13224−3809. Specifically, spectra with
0.3−10 keV count rates that lie within specific ranges
listed in Table 2 were stacked and the 3−10 keV flux
of the each stacked spectrum was calculated. As we
show in Figure 1, there is significant scatter between
the 0.3−10 keV count-rates and the 3−10 keV fluxes of
IRAS 13224−3809, however, we present these results to
directly compare with results presented in Parker et al.
(2017a). We fit the equivalent width versus 3−10 keV
flux data with a straight line of slope a. For the fits ob-
tained from modeling the stacked r250 and r600 spectra
(based on their 0.3−10 keV count rates) we find slopes
of a = −0.03 ± 0.15 and a = −0.35 ± 0.11, respectively.
In Figure 15 we show the equivalent width of the
high-energy absorption lines as a function of the
3−10 keV flux obtained from modeling the stacked
(based on their 3−10 keV fluxes) r250 and r600 spectra
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Figure 13. Time-resolved PCA analysis of
IRAS 13224−3809. The first eigenvector component
PC(1,E) from PCA applied to the 7 time intervals of the
r250 spectra of IRAS 13224−3809. The bottom panel shows
the PCA applied to the total exposure time. The shaded
regions represent the errors as calculated by performing a
Monte Carlo analysis to the input r250 spectra and taking
the standard deviation of the results. The vertical dashed
lines indicate the locations of the peaks of PC(1,E) from the
total exposure.
of IRAS 13224−3809. The flux ranges used to stack
spectra are shown in Figures 1 and 3. For the fits to the
equivalent width versus 3−10 keV data obtained from
modeling the stacked r250 and r600 spectra (based on
their 0.3−10 keV fluxes) we find slopes of a = −0.1 ±
0.1 and a = −0.46 ± 0.14, respectively.
We reproduce within errors the anti-correlation of
the equivalent width versus 3−10 keV flux found
by Parker et al. (2017a) when performing a spectral
analysis of the high-background stacked r600 spec-
tra of IRAS 13224−3809 both for stacking based on
0.3−10 keV count rates and for stacking based on
3−10 keV fluxes. More importantly, however, we
find that when analyzing the stacked r250 spectra of
IRAS 13224−3809, that are less affected by background
than the r600 spectra, the anti-correlation disappears
with the best-fit slopes being consistent with zero within
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Figure 14. Top: The equivalent width of the iron absorp-
tion line as a function of the 3−10 keV flux obtained from
modeling the stacked r600 spectra of IRAS 13224−3809. The
stacking was based on the 0.3−10 keV count-rate ranges
listed in Table 2. We reproduce the anti-correlation found
by Parker et al. (2017a). Bottom: The equivalent width ver-
sus 3−10 keV flux obtained from modeling the stacked r250
spectra. The stacking was based on the 0.3−10 keV count-
rate ranges listed in Table 2. The dashed lines represent
the best-fit found by Parker et al. (2017a). The solid lines
represents the fits to the stacked r250 and r600 spectra from
this analysis. The shaded area represents the uncertainty of
our fit to the r250 data. The EW’s obtained from the r250
spectra are consistent with no correlation.
errors. We conclude that we find no significant depen-
dence of the equivalent width of the high energy ab-
sorption lines with 3−10 keV flux in IRAS 13224−3809.
Another relevant point comes from Section 4 where
we found that the energy and strength of the iron ab-
sorption lines are variable. Modeling spectra stacked
according to their 3−10 keV fluxes is therefore likely to
lead to unreliable and unrealistic results.
Pinto et al. (2018) performed simultaneous fits to the
count-rate-selected full band EPIC-pn and RGS spec-
tra of IRAS 13224−3809 and suggest (see their Figure
3) that the absorption lines weaken and seem to disap-
pear at higher luminosities. We have demonstrated that
the highly-ionized Fe absorption lines do not disappear
at higher luminosities when background is reduced in
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Figure 15. Top: The equivalent width of the iron absorp-
tion line as a function of the 3−10 keV flux obtained from
modeling the stacked r600 spectra of IRAS 13224−3809. The
stacking was based on the 3−10 keV fluxes shown in Fig-
ures 1 and 3. We reproduce the anti-correlation found by
Parker et al. (2017a). Bottom: The equivalent width versus
3−10 keV flux obtained from modeling the stacked r250 spec-
tra. The stacking was based on the 3−10 keV fluxes shown
in Figures 1 and 3. The dashed lines represent the best-fit
found by Parker et al. (2017a). The solid lines represents
the fits to the stacked r250 and r600 spectra from this analy-
sis. The shaded area represents the uncertainty of our fit to
the r250 data. The EW’s obtained from the r250 spectra are
consistent with no correlation.
the Epic-pn spectra. The Pinto et al. spectral results
may have been affected in the simultaneous fits since
their Epic-pn spectra are background dominated above
∼ 7 keV and the inferred properties of the outflowing
ionized absorber for their full-band fits may be unreli-
able. The only significant soft X-ray features in their
Epic-pn count-rate stacked spectra lie in the range of
0.5−1 keV. The origin of these features is uncertain and
may be partly due to modeling the soft excess with a
simple blackbody component. There are additional as-
sumptions made in the Pinto et al. analysis that may
have affected their spectral results. For example, the
line width, and the line-of-sight velocity of the outflow-
ing absorber are fixed and tied in their spectral fits to the
measured values of Parker et al. (2017a), whereas, our
analysis shows that these quantities vary significantly.
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In addition, the spectra in the Pinto et al. analysis
have been combined by count-rate over a ∼4 year pe-
riod. Their analysis assumes that the properties of the
outflowing absorber and accretion disk are the same for
similar count-rate levels over a ∼4 year period.
6. ENERGETICS OF THE RELATIVISTIC
OUTFLOW OF IRAS 13224−3809
Two important properties of an AGN’s outflow that
may indicate whether or not it is important in regulating
the growth of the host galaxy are the mass-outflow rate
(M˙) and the ratio of the rate of kinetic energy ejected by
the outflow to the AGN’s bolometric luminosity (ǫK).
ǫK =
1
2
M˙v2
Lbol
, where M˙ = 4πR2ρvfc = 4πfc
R2
∆R
NHmpv,
(6)
where fc, NH, R, and ∆R are the covering fraction,
column density, radius, and thickness of the outflow-
ing absorber, respectively. We estimated M˙ and ǫK for
the two time intervals t5 and t7 for which a significant
change in the outflow velocity is observed and the iron
absorption lines are detected at > 99.9% confidence.
The global covering factor of the outflowing absorber
is not constrained with the current observations. Specif-
ically, there is no strong P-Cygni profile detected in any
of the spectra of IRAS 13224−3809. Several broad emis-
sion features detected between the observed energies of
∼ 7 keV and ∼ 8 keV are likely associated with the rel-
ativistic Fe line from the accretion disk. We assume a
covering factor fc lying in the range of 0.3−0.6 based on
the detected fraction of ultrafast outflows in Seyfert’s
(e.g., Tombesi et al. (2010), Gofford et al. (2013)). To
estimate the launching radius we assume that the max-
imum observed outflow velocity is produced by gas that
has reached its terminal velocity, resulting in the ap-
proximation Rlaunch ∼ a few times Rs(c/vwind)
2 , where
vwind is the observed outflow velocity andRs = 2GM/c
2.
For estimating the mass outflow rate and outflow ef-
ficiency, we assumed a fraction R/∆R ranging from 1
to 10 based on theoretical models of quasar outflows
(e.g., Proga et al. (2000)). We used a Monte Carlo ap-
proach to estimate the errors of M˙ and ǫk. In Table
5 we list the mass-outflow rate and the efficiency of
the outflow for time intervals t1, t3, t5, and t7. The
mass-outflow rates for time intervals t5 and t7 that are
separated by ∼ 500 ks are M˙ = 0.47+0.40
−0.31 M⊙ yr
−1
and M˙ = 0.20+0.22
−0.14 M⊙ yr
−1, respectively, which are
comparable to the accretion rate of IRAS 13224−3809
which we estimate to be 1.8 × 10−3(L44/η)M⊙ yr
−1
∼ 0.6 M⊙ yr
−1, where we assumed a typical accretion
efficiency of η = 0.1. We estimate the outflow efficien-
cies for time intervals t5 and t7 to be ǫk = 0.11
+0.10
−0.07 and
ǫk = 0.06
+0.06
−0.04, respectively. For comparison purposes
we note that Parker et al. (2017a) report a mass out-
flow rate of M˙ = 0.03ΩM⊙ yr
−1, where Ω is the solid
angle of the wind. For their estimate, they assumed
that the properties of the absorber did not vary over
the ∼ one month observing period of IRAS 13224−3809.
Specifically, they assumed for their estimate of M˙ an
ionization state of Fe xxv, a launching radius of 100 rg,
a constant wind velocity of 0.244c, a column density
of 8 × 1022 cm−2, and a ratio of the distance of the
absorber from the black hole to the absorber thickness
of r/∆r = 1. Our estimated mass-outflow rates dif-
fer from the Parker et al. (2017a) reported value based
on our revised analysis of the Epic-pn observations of
IRAS 13224−3809. Specifically, our estimates of the en-
ergetics of the wind of IRAS 13224−3809 are based on
fitting photoionization models to the time-resolved r250
spectra that show significant variability of the proper-
ties of the wind. Our mass-outflow rates listed in Table 5
range between 0.1 − 0.47M⊙ yr
−1, assuming a covering
fraction lying in the range of 0.3−0.6.
Our estimated ratios of the outflow mechanical lumi-
nosities to the bolometric luminosity, albeit with large
uncertainties, are large enough, according to numeri-
cal simulations (Di Matteo et al. 2005; Hopkins & Elvis
2010; Zubovas & King 2012), for the outflow to unbind
gas in the bulge of the host galaxy if this energy were
efficiently transferred to the ISM.
7. CONCLUSIONS
We have presented results from a re-analysis of XMM-
Newton observations of IRAS 13224−3809 to assess the
influence of background on previously reported results.
We also undertook a slightly different analysis approach
in combining the spectra and investigated the change of
the properties of the outflow as a function of 3−10 keV
flux and time. The main conclusions of our spectral and
timing analyses are the following.
1. We confirm by applying PCA on the r250 and
r600 spectra of IRAS 13224−3809, taken from
the total exposure time of ∼ 1.5 Ms spread over
a month from 2016−07−08 to 2016−08−09, the
presence of significant variability of the spectrum
of IRAS 13224−3809 at rest-frame energies of
1.33 keV, 1.81 keV, 2.51 keV, 3.20 keV, 4.40 keV,
5.38 keV, 6.06 keV, and 8.57 keV. These energies
are similar to the ones reported in Parker et al.
(2017b). The significance of these individual peaks
in the combined spectrum of IRAS 13224−3809
lies in the range of 1−4σ, as indicated by the
thickness of the shaded regions of the Eigenvec-
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tor PC(1,E) shown in Figure 13 as derived from
our Monte Carlo analysis. The only difference
is a slight increase of PC(1,E) for energies above
observed-frame energies of 8 keV, when back-
ground contamination is reduced when using the
r250 spectra (see Figure 2).
2. We find that at energies above ∼ 7 keV back-
ground contamination is significant (see Figure
3) for the source extraction regions used by
Parker et al. (2017a,b). When the background
contamination in the spectral analysis is reduced
by a factor of ∼8, by selecting smaller source ex-
traction regions, we find several results that differ
from the ones previously reported. Specifically, we
do not find a constant velocity v = 0.236c± 0.006c
outflow in IRAS 13224−3809 as reported in Parker
et al, analyzing the same data. Instead we find
that the energy of the high-energy absorption line
detected at > 99.9% confidence increases with
3−10 keV flux indicating an outflow with a veloc-
ity varying between v ∼ 0.2c and v ∼ 0.3c. (see
Figures 7, 9, and 10)
3. PCA is a powerful tool in identifying spectral vari-
ability of the strengths of absorption lines. We ap-
plied time-resolved PCA to seven sequential time
intervals of IRAS 13224−3809 to search for vari-
ability of the energies of the lines. We find sig-
nificant variability of the energies and the relative
strengths of the peaks of the PC(1,E) component,
however, the peaks do not all vary in the same
manner between time intervals (see Figure 13).
Possible reasons for the difference in the behav-
ior of the PCA peaks are the presence of multiple
components in the outflow and variability of the
column density and/or ionization parameter of the
outflowing absorber.
4. We find that the equivalent width of the iron ab-
sorption line detected in IRAS 13224−3809 is not
anti-correlated with 0.3−10 keV flux when back-
ground levels are reduced using the r250 spectra.
We find that the apparent anti-correlation is an
artifact of background contamination.
5. With the re-analysis of the IRAS 13224−3809
spectra we have discovered higher than previ-
ously reported velocity components of the out-
flow which is important in estimating the ener-
getics of the outflow. In two time intervals la-
belled t5 and t7 (see Figure 6) of observations of
IRAS 13224−3809 separated by about 500 ks we
estimate that the mass-outflow rate lies in the
range of M˙ = 0.47+0.40
−0.31 − 0.10
+0.09
−0.07 M⊙ yr
−1,
which is comparable to the accretion rate of
IRAS 13224−3809. In the same time intervals
we find the fraction of kinetic to bolometric lu-
minosity lies in the range of ǫk = 0.11
+0.10
−0.07 −
0.06+0.06
−0.04, suggesting that this wind produces sig-
nificant feedback to the host galaxy.
It is difficult to detect such high velocity outflowing
components in nearby AGN due to the relative low ef-
fective area of current X-ray observatories at energies
above 8 keV. In high redshift quasars, the iron absorp-
tion lines are redshifted to lower energies and are more
easily detected which may partly explain the discovery
of the highest outflow velocities in distant quasars.
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Table 1. Log of Observations of IRAS 13224−3809
Datea OBS ID Exposure Net Expb Net Count Ratec f3−10
d
(s) (s) (s−1)
2016-08-09 0792180601 134, 915 121,283 3.817 ± 0.006 7.86+0.10−0.12
2016-08-07 0792180501 136, 306 120,248 1.544 ± 0.004 4.19+0.06−0.10
2016-08-03 0792180401 139, 717 124,604 3.810 ± 0.006 8.52+0.08−0.13
2016-08-01 0792180301 139, 417 120,431 0.715 ± 0.003 2.34+0.06−0.10
2016-07-30 0792180201 139, 414 125,938 1.788 ± 0.004 3.60+0.05−0.09
2016-07-26 0792180101 139, 919 127,435 1.518 ± 0.004 3.34+0.07−0.10
2016-07-24 0780561701 139, 715 125,831 1.406 ± 0.003 3.15+0.07−0.08
2016-07-22 0780561601 139, 711 127,405 2.880 ± 0.005 5.75+0.08−0.10
2016-07-20 0780561501 139, 716 127,743 1.220 ± 0.003 2.66+0.07−0.08
2016-07-12 0780561401 137, 015 80,172 2.221 ± 0.005 4.82+0.09−0.09
2016-07-10 0780561301 139, 918 123,883 1.884 ± 0.004 3.92+0.07−0.09
2016-07-08 0780560101 140, 219 31,396 1.705 ± 0.007 3.27+0.08−0.25
aDate of exposure start.
bTime is the effective exposure time remaining after the application of good time-interval tables and the removal of portions of
the observation that were severely contaminated by background flaring.
cBackground-subtracted source counts including events with energies within the 0.4−10 keV band. The source counts and
effective exposure times for the XMM-Newton observations refer to those obtained with the EPIC-pn instrument. The radii
of the circular source and background extraction regions are 600 pu and 1600 pu, respectively.
dThe 3−10 keV flux of the r600 spectra in units of 10
−13 erg s−1 cm−2.
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Table 2. The count-rate regimes used in stacking the spectra of
IRAS 13224−3809
Count-Rate Regimes Count-Ratea f3−10
b
(s−1) (× 10−13 erg s−1 cm−2)
1 0 − 0.6 1.65+0.06−0.09
2 0.6 − 0.95 2.95+0.07−0.10
3 0.95 − 1.4 3.36+0.08−0.18
4 1.4 − 1.95 4.85+0.10−0.12
5 1.95 − 2.3 5.75+0.10−0.27
6 2.3 − 3.2 7.53+0.16−0.18
7 > 3.2 10.04+0.22−0.25
aThe count-rates are calculated in the 0.3−10 keV observed-frame energy band of r600 spectra of IRAS 13224−3809.
b f3−10 are the 3−10 keV fluxes of the combined r600 spectra of IRAS 13224−3809 of each count-rate regime.
Table 3. Properties of the Fe Absorption Line of IRAS 13224−3809 as a Function of 3−10 keV Flux
f3−10
a Eabs
b EWabs
c Nabs
d χ2 e ν f C g F h PF
i
(keV) (keV)
1.29+0.05−0.08 8.61
+0.08
−0.06 −0.30
+0.08
−0.08 −2.8
+0.8
−0.8 52.8(65.82) 47(48) > 99% 11.57 0.009
2.37+0.07−0.09 8.62
+0.04
−0.10 −0.25
+0.04
−0.06 −4.9
+1.6
−1.6 90.55(114.25) 77(78) > 99% 20.16 < 0.001
2.37+0.07−0.09 9.67
+0.05
−0.26 −0.34
+0.07
−0.09 −5.0
+2.2
−2.2 104.08(114.25) 77(78) > 99% 7.53 0.01
3.10+0.08−0.11 9.14
+0.16
−0.10 −0.19
+0.06
−0.07 −3.0
+1.5
−1.8 74.50(84.52) 82(84) 99% 5.51 0.01
4.23+0.10−0.14 8.76
+0.08
−0.07 −0.23
+0.07
−0.09 −5.2
+2.9
−2.9 61.39(72.12) 85(87) > 99% 7.43 0.003
5.01+0.13−0.17 8.70
+0.04
−0.04 −0.27
+0.05
−0.06 −11.86
+2.8
−2.8 90.35(116.13) 78(80) > 99% 11.13 < 0.001
7.65+0.12−0.14 9.38
+0.09
−0.06 −0.20
+0.04
−0.04 −8.4
+1.4
−1.4 149.90()167.60) 153(154) > 99% 18.06 < 0.001
7.65+0.12−0.14 9.96
+0.09
−0.10 −0.17
+0.05
−0.05 −6.5
+1.5
−1.5 161.73(167.60) 153(154) 99% 5.55 0.015
aThe 3−10 keV flux of the r250 spectra (combined by 3−10 keV flux) listed in Figure 3 in units of 10
−13 erg s−1 cm−2
bRest-frame energies of the blueshifted Fe absorption lines.
cRest-frame equivalent width of the blueshifted Fe absorption lines.
dNormalization of the blueshifted Fe absorption line in units of 10−7 photons cm−2 s−1
eχ2 of alternative model. The χ2 of the null model is quoted in the parenthesis.
fDegrees of freedom of alternative mode. The degrees of freedom of the null model is quoted in the parenthesis. The null model
includes a simple absorbed power-law and the alternative model includes one or two Gaussian absorption lines.
gχ2 confidence detection levels of the blueshifted Fe absorption lines.
hF -statistic between the null and alternative model.
i The probability of exceeding this F value as determined from the Monte Carlo simulations.
Note—These properties were obtained from fits to the r250 spectra of IRAS 13224−3809 combined in the 3−10 keV flux ranges
indicated in Figure 3.
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Table 4. Properties of the Fe Absorption Line of IRAS 13224−3809 as a Function of Time
Time Intervala f3−10
b Eabs
c EWabs
d Nabs
e χ2 f ν g C h F i PF
j
(keV) (keV)
1 4.1+0.1−0.2 8.88
+0.05
−0.05 −0.30
+0.07
−0.06 −7
+2
−2 22.67(37.32) 37(39) > 99% 11.96 0.002
2 4.6+0.2−0.3 9.36
+0.08
−0.41 −0.41
+0.17
−0.16 −9
+4
−4 18.62(25.20) 21(23) > 90% 3.70 0.06
3 3.3+0.1−0.1 8.80
+0.13
−0.08 −0.35
+0.08
−0.11 −8
+2
−2 94.77(128.22) 95(97) > 99% 16.77 < 0.001
4 2.4+0.1−0.1 8.53
+0.32
−0.17 −0.17
+0.12
−0.10 −3
+1
−1 98.6(110.25) 77(79) 99% 4.55 0.02
5 2.9+0.1−0.1 8.66
+0.04
−0.03 −0.27
+0.04
−0.05 −5
+1
−1 124.85(160.56) 95(97) > 99% 13.59 < 0.001
6 8.7+0.1−0.2 9.45
+0.25
−0.25 −0.44
+0.10
−0.14 −23
+11
−11 76.9(91.7) 68(71) 99% 4.4 0.01
7 5.8+0.1−0.1 9.36
+0.06
−0.04 −0.29
+0.06
−0.08 −5
+1
−1 161.89(183.55) 156(158) > 99% 10.44 < 0.001
aThe time intervals used to extract the spectra of IRAS 13224−3809 are shown in Figure 6.
bThe 3−10 keV flux of the r250 spectra (combined by 3−10 keV flux) listed in Figure 3 in units of × 10
−13 erg s−1 cm−2
cRest-frame energy of the blueshifted Fe absorption lines.
dRest-frame equivalent width of the blueshifted Fe absorption lines.
eNormalization of the blueshifted Fe absorption line in units of × 10−7 photons cm−2 s−1
fχ2 of alternative model. The χ2 of the null model is quoted in the parenthesis. The null model includes a simple absorbed
power-law and the alternative model includes one or two Gaussian absorption lines.
gDegrees of freedom of alternative mode. The degrees of freedom of the null model is quoted in the parenthesis.
hχ2 confidence detection levels of the blueshifted Fe absorption lines.
i F -statistic between the null and alternative model.
jThe probability of exceeding this F value as determined from the Monte Carlo simulations.
Note—These properties were obtained from fits to the r250 spectra of IRAS 13224−3809 extracted from the intervals indicated
in Figure 6.
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Table 5. Properties of the Outflow of IRAS 13224−3809
Time Intervala NH
b log ξ vabs M˙ ǫk
c
× 1024 cm−2 (erg cm s−1) (c) (M⊙ yr
−1)
t1 0.74+0.58−0.35 5.15
+0.20
−0.25 0.226
+0.005
−0.007 0.45
+0.43
−0.30 0.19
+0.18
−0.12
t3 0.62+0.17−0.26 4.5
+0.20
−0.25 0.194
+0.005
−0.005 0.32
+0.23
−0.19 0.10
+0.06
−0.07
t5 1.0+1.5−0.6 3.7
+0.1
−0.1 0.173
+0.005
−0.006 0.47
+0.40
−0.31 0.11
+0.10
−0.07
t7 0.13+0.09−0.06 4.3
+0.3
−0.3 0.283
+0.006
−0.006 0.10
+0.09
−0.07 0.06
+0.06
−0.04
aTime intervals listed in Figure 6
bThe best-fit value of the column density of the outflowing absorber obtained by fitting the r250 spectra of IRAS 13224−3809
with the warmabs photoionization model.
cThe efficiency of the outflow, ǫk, is defined as the ratio of the outflow mechanical luminosity to the bolometric luminosity of
IRAS 13224−3809.
Note—The properties of the outflow were determined by fitting a model that consists of a power-law modified by Galac-
tic absorption, an outflowing intrinsic ionized absorber and relativistically blurred X-ray reflection to the r250 spectra of
IRAS 13224−3809.
