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Introduction
La cryptologie est aujourd’hui au cœur du de´veloppement des nouvelles technologies de
l’information et de la communication. En effet, le besoin d’assurer la confidentialite´ des don-
ne´es, au sens large, se fait sentir dans un tre`s grand nombre d’applications : commerce e´lec-
tronique, communications sensibles, re´seaux mobiles. . . Les outils propose´s par la cryptologie
moderne permettent de re´pondre a` ces besoins de manie`re tre`s satisfaisante, par le de´ploiement
de cryptosyste`mes a` clef publique, aussi dits asyme´triques. Le principe de ces cryptosyste`mes
est de rendre possible la publication de la clef de chiffrement, tout en gardant secre`te la clef
de de´chiffrement. Ils permettent aussi la signature e´lectronique de messages, ou l’e´tablisse-
ment d’une clef secre`te commune a` deux acteurs via un canal de communication non suˆr, sans
divulgation de ce secret, par le protocole de Diffie-Hellman.
Toutes ces primitives reposent sur la notion de proble`me facile ou difficile a` re´soudre. Ces
proble`mes sont, pour les plus utilise´s d’entre eux, issus de la the´orie des nombres. Ainsi, le
cryptosyste`me RSA [RSA78] repose sur la difficulte´ du proble`me de la factorisation d’entiers
(e´tant donne´ n = pq, retrouver p et q), et le protocole de Diffie-Hellman repose sur celle du
proble`me du logarithme discret dans un groupe fini : dans un groupe engendre´ par g, e´tant
donne´ un e´le´ment a du groupe, trouver un entier x tel que gx = a.
La cryptologie, lorsqu’elle s’inte´resse a` ces diffe´rents cryptosyste`mes, traite en particulier
de la difficulte´ des proble`mes qui y sont associe´s. Le domaine se partage en deux branches,
la cryptographie et la cryptanalyse. La premie`re a pour objectif de baˆtir des syste`mes et de
prouver leur se´curite´ : le cryptographe souhaite mener la vie dure a` un espion potentiel, en
ne lui laissant pas d’autre choix qu’un travail exponentiel pour de´couvrir les donne´es secre`tes.
Ainsi intervient la the´orie de la complexite´, qui permet de donner une formalisation de la
difficulte´ d’un proble`me. La cryptanalyse est au contraire l’art de montrer dans quelles situa-
tions les proble`mes que l’on croit difficiles ne le sont pas ve´ritablement, ou plus exactement
ne sont pas aussi difficiles que ce que le cryptographe souhaiterait. Pour cela, le travail du
cryptanalyste consiste en bonne partie a` de´velopper des outils algorithmiques nouveaux.
La cryptologie, moteur pour la the´orie des nombres
Pour mettre en place des algorithmes de cryptanalyse performants, la cryptanalyse a
logiquement utilise´ la the´orie algorithmique des nombres et l’a alimente´e de nouvelles e´nergies.
C’est ainsi que le proble`me de la factorisation des entiers a fait des progre`s conside´rables, a`
la fois sur le plan pratique (un temps de calcul important y a e´te´ consacre´) et the´orique. Le
crible alge´brique [LL93], qui est a` ce jour l’algorithme de factorisation le plus performant, a e´te´
l’aboutissement puis l’objet de nombreux travaux ayant une forte motivation cryptologique.
La the´orie alge´brique et algorithmique des nombres est aussi intervenue en cryptologie
par le biais de la diversification des cryptosyste`mes, et plus ge´ne´ralement des « contextes
cryptographiques ». Limite´s a` l’origine au groupe Z/nZ pour ce qui concerne le cryptosyste`me
RSA et le protocole de Diffie-Hellman, ces contextes sont devenus beaucoup plus varie´s avec la
de´finition d’exigences de plus en plus fines de la part du « consommateur » de cryptosyste`mes.
D’une utilisation a` une autre, celui-ci peut insister sur divers aspects : avoir une petite taille
de clef, avoir un tre`s petit temps de chiffrement ou bien de de´chiffrement, avoir de petites
signatures. . . Ce sont la` autant d’exigences qui consacrent, chacune inde´pendamment, un
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contexte cryptographique pre´sentant les avantages ade´quats, pour un usage pre´cis, par rapport
aux autres « contextes ». Pour re´pondre de manie`re pre´cise a` ces besoins varie´s, il est apparu
ne´cessaire d’introduire des concepts mathe´matiques de plus en plus varie´s. Le groupe Z/nZ, a`
cet e´gard, n’est que le de´but de l’histoire.
Algorithmes sous-exponentiels
L’e´ventail des algorithmes de´ploye´s en cryptanalyse a fait apparaˆıtre, pour re´soudre les
proble`mes difficiles que sont la factorisation d’entiers ou le logarithme discret, des algorithmes
sous-exponentiels. Pour une « taille » de proble`me n, leur complexite´ s’exprime par la fonction,
ou classe de fonctions :




c(1 + o(1))nα(log n)1−α
))
.
Le crible alge´brique fait partie de cette classe d’algorithmes. Pour factoriser un entier N , sa





. Le caracte`re pratique des algorithmes sous-exponen-
tiels, d’une manie`re ge´ne´rale, demande a eˆtre de´montre´ par l’expe´rience, car la complexite´
sous-exponentielle est, d’une part, heuristique (dans l’immense majorite´ des cas), et d’autre
part, peu regardante de facteurs « ne´gligeables » au vu du comportement asymptotique glo-
bal, mais qui peuvent compliquer notablement l’utilisation des algorithmes concerne´s. Pour
le cas de la factorisation d’entiers, un effort important a e´te´ entrepris pour e´valuer quelle
e´tait la taille maximale des entiers qui pouvaient eˆtre factorise´s a` l’aide d’une puissance de
calcul donne´e. C’est ainsi qu’un nombre de 512 bits, soit 155 chiffres de´cimaux, a e´te´ factorise´
en aouˆt 1999 (une telle taille de clef est encore utilise´e aujourd’hui dans un grand nombre
d’applications cryptographiques).
Le calcul de logarithmes discrets est, a` coˆte´ de la factorisation d’entiers, « l’autre » grand
proble`me difficile omnipre´sent en cryptologie. La force de ce proble`me est qu’il peut eˆtre e´nonce´
dans tout groupe posse´dant quelques proprie´te´s facilement e´nonce´es (on requiert en particulier
de pouvoir calculer efficacement dans ce groupe). Il existe donc une myriade d’instances
diffe´rentes du proble`me, et ce sont autant de cryptosyste`mes, la se´curite´ de l’un n’e´tant pas
ne´cessairement remise en question par l’existence d’une « attaque » sur le logarithme discret
dans un autre groupe. Plus exactement, on sait de´montrer qu’il n’existe pas d’attaque valide
pour tous les groupes : on peut prouver qu’un groupe ge´ne´rique est suˆr, c’est-a`-dire qu’un
calcul de logarithme discret est ne´cessairement exponentiel. Par conse´quent, un algorithme
de calcul de logarithmes discrets s’applique seulement a` une classe de groupes bien de´limite´e.
Des algorithmes sous-exponentiels existent pour re´soudre certaines instances du proble`me
du logarithme discret. On peut ainsi calculer en temps sous-exponentiel des logarithmes dis-
crets dans les groupes multiplicatifs des corps finis ou sur des courbes hyperelliptiques de
genre grand. Dans la « grande famille » des algorithmes sous-exponentiels, plusieurs algo-
rithmes partagent des traits communs. On parle la` des algorithmes de crible quadratique
et alge´brique, ainsi que des algorithmes sous-exponentiels de calcul de logarithmes discrets.
Sans rentrer dans les de´tails d’un algorithme spe´cifique ou d’un autre, on peut distinguer deux
phases « principales », suivies souvent d’une troisie`me.
– La premie`re phase consiste a` fabriquer un syste`me de relations line´aires. Cette phase
est en ge´ne´ral la plus couˆteuse en terme de temps de calcul, mais posse`de l’avantage de
pouvoir eˆtre distribue´e sur un grand nombre de machines. Cet aspect a e´te´ la source
des calculs a` tre`s grande e´chelle comme les re´cents records de factorisation d’entiers,
3qui ont e´te´ l’aboutissement d’efforts de calculs communs mene´s par plusieurs groupes,
partageant leurs re´sultats via le re´seau Internet.
– La seconde phase est la re´solution du syste`me line´aire associe´. Ce syste`me line´aire a la
proprie´te´ d’eˆtre tre`s creux : son nombre de coefficients non-nuls par ligne est tre`s faible.
Des algorithmes spe´cialise´s pour les syste`mes creux peuvent alors eˆtre utilise´s, mais en
comparaison avec la possibilite´ de distribution quasi infinie de la premie`re phase, ces
algorithmes d’alge`bre line´aire supportent mal d’eˆtre distribue´s.
– La dernie`re phase, s’il y en a une, est un peu plus facile que les deux autres phases. Sui-
vant l’algorithme auquel on s’inte´resse en particulier, elle peut prendre plusieurs formes,
comme par exemple le calcul d’un facteur lorsque l’on parle d’algorithmes de factorisa-
tion, ou le calcul d’un ou de plusieurs logarithmes individuels pour les algorithmes de
calcul de logarithme discret.
Une bonne partie de ce me´moire est consacre´e a` l’e´tude d’un algorithme sous-exponentiel
particulier, propose´ par Coppersmith en 1984 pour re´soudre le proble`me du logarithme discret
dans les groupes multiplicatifs des corps finis de caracte´ristique 2. De tre`s nombreux points
de l’algorithme ont e´te´ e´tudie´s, et plusieurs ame´liorations ont e´te´ obtenues. En particulier,
nous avons travaille´ a` rendre possible la distribution partielle du calcul d’alge`bre line´aire.
Contenu et organisation de ce me´moire
Ce me´moire est compose´ de deux parties, et d’une annexe qui passe en revue les quelques
pre´requis de la the´orie des corps finis, utiles pour la compre´hension de l’ensemble du manuscrit.
La premie`re parie de´crit notre travail concernant le calcul de logarithmes discrets en
ge´ne´ral, et l’algorithme de Coppersmith en particulier. Ce dernier a e´te´ utilise´ pour calculer
des logarithmes discrets dans les corps finis de caracte´ristique 2. En examinant divers points
de l’algorithme, nous avons pu le de´ployer a` grande e´chelle, et mener a` bien le calcul de
logarithmes discrets dans F2607 , ce qui constitue le record mondial actuel depuis fe´vrier 2002.
Le chapitre 1 de´taille la porte´e cryptographique du calcul de logarithmes discrets. Le chapitre 2
est consacre´ a` l’exposition des diffe´rentes me´thodes de cryptanalyse permettant de calculer
des logarithmes discrets, en particulier la description de l’algorithme de Coppersmith. Mettre
en œuvre a` grande e´chelle des calculs de logarithmes discrets en utilisant cet algorithme
a ne´cessite´ le de´veloppement de nombreuses optimisation, ainsi que l’examen de diverses
caracte´ristiques fines du calcul. Ces e´tudes sont de´taille´es dans le chapitre 3. Le chapitre 4
expose notre record de calcul de logarithmes discrets dans F2607 , constituant l’aboutissement
de cette entreprise. Nous donnons aussi dans ce dernier chapitre de la premie`re partie un
aperc¸u des aspects sociologiques que comporte un calcul de cette ampleur.
La deuxie`me partie de ce me´moire est consacre´e a` la re´solution de syste`mes line´aires creux
de´finis sur un corps fini. Ce proble`me occupe une place centrale dans les calculs de logarithmes
discrets que nous avons effectue´ sur les corps F2n , mais plus ge´ne´ralement, il est de premie`re
importance pour la plupart des algorithmes sous-exponentiels. Le chapitre 5 donne un premier
aperc¸u des me´thodes disponibles. Le chapitre 6 de´taille les me´thodes utilisant des ge´ne´rateurs
line´aires, comme l’algorithme de Wiedemann, et l’algorithme de Wiedemann par blocs. C’est
ce dernier algorithme, invente´ par Coppersmith, que nous avons utilise´. Nous avons ainsi
de´montre´ qu’il rendait possible une distribution partielle des taˆches. Ceci est de´montre´ par
les de´veloppements pratiques sur l’implantation de l’algorithme de Wiedemann par blocs,
de´taille´es au chapitre 7. Une ame´lioration importante que nous avons apporte´e a` l’algorithme
a e´te´ la possibilite´ de calculer des ge´ne´rateurs line´aires de suites matricielles en temps sous-
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quadratique. Cette ame´lioration est de´crite dans le chapitre 8. C’est en utilisant ces techniques
que nous sommes parvenus a` re´soudre le syste`me line´aire qui est intervenu au cours du calcul
de logarithmes discrets dans F2607 . La taille de ce syste`me est impressionnante, puisqu’elle
atteint 1 077 513 × 766 150, et que le corps de base, Z/(2607 − 1)Z, n’est pas vraiment petit.
Les de´tails de ce calcul, qui constitue aussi un record, sont donne´s dans le chapitre 9. La`
encore, on donne avec la description de ce record un te´moignage des difficulte´s que repre´sente
la re´alisation d’un tel calcul.
Premie`re partie
Logarithmes discrets dans F2n
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Chapitre 1
Logarithme discret et cryptographie
1.1 Diffe´rentes instances du proble`me
1.1.1 De´finitions
Si l’on veut rester tre`s ge´ne´ral, le proble`me du logarithme discret peut se formuler dans
n’importe quel groupe. Soit G un groupe cyclique de cardinal n que l’on note multiplicative-
ment. On appelle g un ge´ne´rateur de G. Le logarithme discret d’un e´le´ment se de´finit comme
suit.
De´finition 1.1 (Logarithme discret). Soit a ∈ G. On appelle logarithme discret en base g
de a l’unique e´le´ment x de Z/nZ tel que :
gx = a.
Souvent, on conside´rera le logarithme discret de a comme e´tant l’unique repre´sentant
entier de x dans [[0 . . . n− 1]], mais il est capital de garder a` l’esprit le fait que ce logarithme
n’est re´ellement de´fini que modulo n = #G.
Le proble`me du calcul du logarithme discret (que l’on note DL en abre´ge´) est un proble`me
ge´ne´ralement difficile (plus ou moins en fonction du groupe G). Dans de nombreuses situa-
tions, cela permet de fabriquer des cryptosyste`mes, car cette asyme´trie entre le proble`me du
calcul du logarithme (difficile), et celui du calcul des puissances (facile) est propice pour la
cryptographie. Diffie et Hellman [DH76] ont e´te´ les premiers a` baˆtir un cryptosyste`me a` partir
de cette situation.
Le protocole d’e´change de clefs propose´ par Diffie et Hellman est le suivant. Supposons
que deux intervenants, Alice et Bob, souhaitent e´changer un secret. Il n’ont comme moyen
commun de communication qu’un canal de communication non suˆr, ou` l’information circulant
peut eˆtre intercepte´e. Ils peuvent y parvenir en choisissant commune´ment et de fac¸on publique
un groupe G et un ge´ne´rateur g de G. Chacun, secre`tement, choisit un entier ale´atoire, kA
pour Alice et kB pour Bob. Ils e´changent au travers du canal de communication non suˆr les
grandeurs gkA et gkB . Ils peuvent alors chacun calculer le secret commun gkAkB , sous la forme
(gkB )kA pour Alice, et sous la forme (gkA)kB pour Bob. Ce protocole est sche´matise´ par la
figure 1.1.
Le proble`me que doit re´soudre un espion potentiel pour de´couvrir le secret commun partage´
par Alice et Bob apre`s l’e´change consiste, connaissant les parame`tres publics que sont G et
g, ainsi que les grandeurs gkA et gkB qu’il a pu intercepter au cours de la communication,
a` retrouver gkAkB . Ce proble`me, que l’on note DH, peut eˆtre re´solu si l’on sait calculer des
logarithmes discrets dans G. On a donc une implication DL ⇒ DH. L’implication re´ciproque
est « presque » vraie, sous certaines hypothe`ses [MW96, Mau94]. Ceci nous permet de nous
concentrer en priorite´ sur le proble`me DL : si DL n’est pas faisable, alors l’espion est de´sarme´.
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Alice Bob
kA au hasard kB au hasard
gkA−−−−−−−−−→←−−−−−−−−−
gkB
secret= (gkB )kA secret= (gkA)kB
Figure 1.1 – Le protocole d’e´change de clefs de Diffie-Hellman
Nous allons voir plusieurs cryptosyste`mes faisant intervenir le logarithme discret. Tous
reposent, de la meˆme fac¸on, sur l’impossibilite´, pour un espion, de calculer des logarithmes
discrets. La difficulte´ de cette taˆche de´pend du groupe G dans lequel les calculs sont mene´s.
Nous allons donc donner un aperc¸u des diffe´rents groupes pouvnt eˆtre e´tudie´s.
1.1.2 Hypothe`ses requises
Quelles proprie´te´s le groupe G doit-il satisfaire ? Il faut que le logarithme discret soit diffi-
cile, et notamment beaucoup plus difficile que le calcul des puissances de g. Ces conside´rations
ne´cessitent une formalisation qui fait appel a` des notions de complexite´. On de´crit quelques-
unes des qualite´s du groupe ide´al pour l’implantation de cryptosyste`mes. Comme n = #G, il
est le´gitime de supposer que les e´le´ments de G peuvent eˆtre repre´sente´s a` l’aide de O(log n)
bits. Si G ne ve´rifie pas cette hypothe`se, l’utilisabilite´ en cryptographie est compromise. En-
suite, la « facilite´ » du calcul des puissances s’exprime par une complexite´ au plus polynomiale
(en la taille des entre´es, donc log n) du calcul correspondant, a` laquelle on veut opposer une
complexite´ exponentielle (toujours en log n) pour le calcul de logarithmes discrets.
Si G est un groupe « ge´ne´rique », ne satisfaisant pas d’autres hypothe`ses que celles que l’on
vient de mentionner (a` savoir, surtout, le caracte`re polynomial du calcul de la loi de groupe),
on sait de´montrer que le calcul de logarithmes discret est exponentiel [Sho97] si aucune autre
information concernant le groupe n’est utilise´e. Mais la de´monstration d’une telle proprie´te´ ne
peut rester valide si le groupe G est instancie´ : par de´finition, un groupe particulier ne peut pas
eˆtre un groupe ge´ne´rique. Sans rentrer dans le de´tail des cryptanalyses que nous e´tudierons
au chapitre 2, il convient bien suˆr de remarquer que tous les groupes propose´s ont chacun
leurs spe´cificite´s et sont individuellement sujets a` des attaques, plus ou moins efficaces. C’est
la` que l’on trouve bien entendu l’une des motivations essentielles pour pre´fe´rer un groupe a`
un autre.
Pour ce qui est du calcul du logarithme discret, on juge la « qualite´ » d’un groupe a` la
complexite´ du calcul de logarithmes dans ce groupe (partant du principe que le calcul de la
loi de groupe est polynomial, conforme´ment a` ce que l’on a e´nonce´). On peut ainsi partager
les groupes propose´s en trois classes.
DL dans G est exponentiel
C’est la cate´gorie de groupes dans laquelle on reˆve de trouver un exemple. On ne peut
espe´rer mieux, car nous verrons au chapitre 2 qu’il existe des algorithmes exponentiels
pour calculer des logarithmes discrets dans des groupes n’ayant que les proprie´te´s mini-
males cite´es plus haut. He´las, trouver des exemples de tels groupes est encore un reˆve,
car on ne connaˆıt pas de groupe ou` il est possible de prouver que DL est exponentiel.
On connaˆıt toutefois des exemples de groupes pour lesquels aucun algorithme connu ne
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permet de calculer des logarithmes plus rapidement qu’en temps exponentiel.
DL dans G est polynomial
Alors, le groupe G ne me´rite pas d’eˆtre conside´re´ pour la cryptographie. En effet, un
cryptosyste`me s’appuyant sur un tel groupe rendrait le travail de l’espion a` peu pre`s
aussi facile1 que celui des acteurs « honneˆtes ».
DL est entre les deux : sous-exponentiel
Nous allons voir des exemples de groupes pour lesquels DL est de complexite´ sous-
exponentielle. Cette complexite´ s’exprime, pour les cas qui nous inte´ressent, a` l’aide de
la fonction L (α, c), de´ja` de´finie dans l’introduction par :




c(1 + o(1))(log n)α(log log n)1−α
))
.
La fonction L (α, c) interpole ainsi entre les complexite´s polynomiales et exponentielles,
puisque Llog n (0, c) = (log n)
c et Llog n (1, c) = n
c. L’existence d’un algorithme sous-
exponentiel de calcul de logarithme discret dans un groupe n’est pas ne´cessairement
une raison de disqualifier le groupe en question pour tout usage cryptographique. Le
caracte`re pratique de l’algorithme en question me´rite d’eˆtre analyse´. Dans bien des cas
toutefois, un groupe dans cette cate´gorie souffre d’un se´rieux de´savantage vis-a`-vis des
groupes pour lesquels seul un algorithme de calcul exponentiel est connu.
1.1.3 Groupes propose´s
Il convient en premier lieu de remarquer qu’il existe bien suˆr de tre`s mauvais groupes.
Par exemple, si la loi de G est en fait l’addition pour une structure d’anneau existant sur les
e´le´ments de G, alors la situation est compromise. Prenons ainsi pour G le groupe (Z/nZ, +),
que l’on note donc additivement. Ce qui tient lieu de « puissance » de g se note xg et le
« logarithme » de xg est x. Retrouver x est alors de complexite´ seulement polynomiale, puisque
l’algorithme d’Euclide re´pond au proble`me.
Groupes multiplicatifs de corps finis
Le premier groupe non trivial propose´ re´pondant au moins en partie aux spe´cifications que
l’on vient d’e´noncer a e´te´ (de`s l’article originel de Diffie et Hellman) le groupe multiplicatif
de Z/nZ, lorsqu’il est cyclique. Nous verrons au chapitre 2 que l’algorithme de Pohlig-Hellman
permet de calculer des logarithmes dans Z/nZ a` partir du calcul de logarithmes dans les
groupes multiplicatifs des corps premiers Fp = Z/pZ, pour les diffe´rents facteurs premiers p de
n. Ceci nous ame`ne a` nous concentrer sur le cas ou` n lui-meˆme est premier et plus ge´ne´ralement
a` conside´rer les groupes multiplicatifs des corps finis. Depuis 25 ans, l’e´tat de l’art en ce qui
concerne le calcul de logarithmes discrets dans les corps finis a permis de de´velopper divers
algorithmes, donnant au proble`me DL dans les corps finis les diffe´rentes complexite´s indique´es
sur la figure 1.2.
Il apparaˆıt que dans tous les cas, un algorithme sous-exponentiel pour re´soudre DL existe.
Le caracte`re pratique de ces algorithmes me´rite d’eˆtre e´prouve´. Une trame ge´ne´rale de la
premie`re partie de ce me´moire est justement le calcul de logarithmes discrets dans le groupe
multiplicatif de F2n .
1Si DL dans G est polynomial de complexite´ O((log n)2003), on ne peut bien suˆr pas dire que « polynomial »
signifie « facile ». On devrait donc plutoˆt faire rentrer dans cette mauvaise cate´gorie les groupes pour lesquels
DL est polynomial d’exposant mode´re´.
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Quoi ? Qui ? Quand ? Couˆt ?





















Figure 1.2 – Complexite´ de DL dans les corps finis
On peut remarquer qu’il est possible de travailler dans des sous-groupes de groupes mul-
tiplicatifs, si l’on dispose pour ces sous-groupes d’une repre´sentation efficace. De cette fac¸on,
on rend l’attaque structurelle sur le corps fini moins efficace (par rapport a` la taille des objets
manipule´s). Ce principe apparaˆıt dans la pre´sentation du protocole de signature de Schnorr
[Sch91], ainsi que dans le « cryptosyste`me » XTR2 [LV00].
Courbes elliptiques
Un autre exemple de groupe propose´ est le groupe des points des courbes elliptiques
de´finies sur les corps finis, sugge´re´ a` l’origine par Koblitz [Kob87] et Miller [Mil87]. Une
courbe elliptique de´finie sur un corps fini K peut eˆtre vue comme l’ensemble des solutions
dans K2 de l’e´quation :
y2 + a1xy + a3y = x
3 + a2x
2 + a4x + a6.
Si les coefficients ai ve´rifient certaines conditions, l’ensemble des points de cette courbe,
auquel on adjoint un « point a` l’infini » (correspondant a` la solution projective (0:1:0)) forme
un groupe commutatif. Il est donc possible d’y de´velopper les protocoles cryptographiques
reposant sur le logarithme discret.
Il n’y a pas d’algorithme sous-exponentiel connu pour re´soudre le proble`me du logarithme
discret sur les courbes elliptiques en ge´ne´ral. Elles constituent donc d’excellents candidats
pour l’implantation de protocoles cryptographiques. Il convient toutefois d’e´viter certaines
classes de courbes, sujettes a` des attaques.
– Les courbes de trace 1 (telles que le cardinal de la courbe est le cardinal de K) sont
a` e´viter a` tout prix, car le logarithme discret s’y calcule en temps polynomial [SA98,
Sma99, Sem98b, Ru¨c99].
– Les courbes supersingulie`res ainsi que les courbes telles que le cardinal de K est d’ordre
petit modulo le cardinal de la courbe sont aussi sujettes a` des attaques [MOV93, FR94].
Ces attaquent montrent que DL sur la courbe peut eˆtre re´solu a` partir de DL sur une
petite extension de K.
– Lorsque K est une extension de degre´ compose´ de son sous-corps premier, l’attaque par
descente de Weil de [GHS02] peut s’appliquer (les conditions exactes sont plus subtiles).
Cette attaque donne un algorithme de calcul sous-exponentiel du logarithme discret.
E´viter ces classes de courbes est aise´. Il n’en reste pas moins ne´cessaire d’e´valuer le carac-
te`re re´alisable ou non des attaques les concernant. Dans le cas des courbes supersingulie`res,
sujettes a` la seconde des attaques que l’on vient de mentionner, sous la forme par exemple de
2XTR n’est en re´alite´ qu’une fac¸on de repre´senter les e´le´ments.
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la re´duction MOV [MOV93], on note que cela fait partie du champ d’application des calculs
de logarithmes discrets sur les corps finis. En effet, la re´duction MOV (ainsi que ses ge´ne´rali-
sations mentionne´es) re´duit le proble`me DL sur la courbe au proble`me DL dans une extension
du corps de base K. Une e´tude sur la difficulte´ du calcul de logarithmes discrets dans les corps
finis permet donc aussi de juger de la porte´e pratique de ces attaques.
Au-dela` des courbes elliptiques, il est possible d’utiliser des courbes alge´briques plus ge´-
ne´rales. Ainsi, les jacobiennes des courbes hyperelliptiques [Kob89, Gau00b] sont une ge´ne´ra-
lisation naturelle. Elles pre´sentent des avantages et des inconve´nients spe´cifiques.
1.2 Cryptosyste`mes utilisant le logarithme discret
Outre le protocole d’e´change de clefs de Diffie-Hellman que nous avons de´ja` vus, le loga-
rithme discret se preˆte a` diverses utilisations cryptographiques [MvOV97]. Nous de´crivons ici
quelques-uns de ces cryptosyste`mes de telle sorte que l’on puisse les mettre en œuvre dans
n’importe quel groupe approprie´.
1.2.1 Le syste`me de chiffrement d’ElGamal
Malgre´ leurs tentatives, Diffie et Hellman ne sont pas parvenus, en 1976, a` baˆtir un syste`me
de chiffrement (a` clef publique) autour du proble`me du logarithme discret. Apre`s quelques
essais infructueux de mise en place de tels cryptosyste`mes, recense´s dans [Odl85], c’est seule-
ment en 1985 qu’un syste`me de chiffrement praticable utilisant le logarithme discret a e´te´
propose´ par ElGamal [ElG85]. Ce syste`me repose sur le principe suivant.
Supposons que Bob souhaite envoyer un message chiffre´ a` Alice. Pour cela, Alice et Bob
s’entendent au pre´alable sur un groupe G dans lequel travailler, et sur un ge´ne´rateur g de G.
Alice doit mettre en place une paire de clefs, l’une secre`te (prive´e) et l’autre publique. Comme
clef secre`te, elle choisit un entier x ale´atoire. Sa clef publique est alors y = gx.
Pour chiffrer le message m qu’il souhaite envoyer (on suppose que m est un e´le´ment de G,
pour simplifier), Bob choisit d’abord un entier k ale´atoire premier avec n = #G. Il calcule les
deux e´le´ments suivants de G :
a = gk, et b = myk.
Le texte chiffre´ est alors la paire (a, b).
Pour de´chiffrer le message m, Alice calcule a−xb qui vaut exactement m.
Ce syste`me de chiffrement repose sur la difficulte´ du proble`me suivant : connaissant trois
e´le´ments g, gx, et a, calculer ax. Ce proble`me est e´quivalent au proble`me DH. Nous avons de´ja`
mentionne´ que la difficulte´ du proble`me DH e´tait peu ou prou e´quivalente a` celle du proble`me
DL [MW96, Mau94].
On peut remarquer qu’avec ce syste`me, le message chiffre´, sous la forme du couple (a, b), est
de taille deux fois supe´rieure a` l’information transmise (le message m). C’est un inconve´nient
du syste`me.
1.2.2 Le syste`me de signature d’ElGamal
Un syste`me de signature a aussi e´te´ propose´ par ElGamal [ElG85]. Nous sommes dans
la situation ou` Alice souhaite signer un document, de telle sorte que Bob puisse ve´rifier la
signature. Ils se mettent d’accord sur G et g (ils sont habitue´s), ainsi que sur une fonction
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quelconque φ de G dans Z/nZ, ou` n = #G. Soit m le message en question que l’on prend
comme e´tant un e´le´ment de [[0 . . . n − 1]]. Alice dispose d’une clef secre`te x et publie son
information publique y = gx. La signature de m qu’elle produit est un couple (a, b), ou` a ∈ G
et b ∈ Z, tels que :
gm = yφ(a)ab.
Pour fabriquer a et b, Alice commence par choisir un entier k ale´atoire, premier avec n, et
calcule a = gk. Elle doit ensuite trouver b tel que :
kb + xφ(a) ≡ m mod n,
b ≡ k−1(m− xφ(a)) mod n.
La ve´rification de la signature est simple. Bob doit simplement s’assurer que gm = yφ(a)ab.
Comme c’est le cas pour le syste`me de chiffrement, on peut de´plorer que ce syste`me de
signature produise des signatures tre`s longues : le couple (a, b) a une taille deux fois supe´rieure
a` celle du message transmis.
1.2.3 Le syste`me de signature de Schnorr
Le protocole de signature de Schnorr [Sch91] est a` la fois un syste`me d’authentification
et de signature. Nous de´crivons ici le syste`me de signature. On a toujours un groupe G,
un ge´ne´rateur g, et une fonction de hachage H. L’information publique d’Alice est toujours
y = gx, ou` x est un entier ale´atoire secret. La signature d’un message m est un couple (e, s)
d’entiers ve´rifiant la proprie´te´ suivante qui devra eˆtre teste´e par Bob :
H(M || gsye) = e.
On a note´ ici || la concate´nation des informations. Pour fabriquer la signature (s, e), Alice
fabrique a = gk a` partir d’un entier ale´atoire k. Elle calcule ensuite e = H(M || a) et s = k−xe.
On a alors gsye = a, donc la relation voulue est ve´rifie´e.
Les signatures produites par ce cryptosyste`me peuvent eˆtre courtes, car elles reposent
autant sur la difficulte´ de calculer des logarithmes discrets que sur la difficulte´ de trouver des
collisions dans la fonction de hachage H.
1.2.4 Le syste`me de signature DSA
Le syste`me DSA a e´te´ propose´ par l’organisme ame´ricain NIST (et conc¸u par la NSA)
en 1991, approuve´ en 1994, et mis a` jour en 2000. Pour pre´senter l’algorithme de manie`re
ge´ne´rique, de fac¸on a` englober ses variantes (ECDSA), supposons que nous travaillons dans
un groupe G, muni d’un ge´ne´rateur g, et d’une fonction quelconque φ de G dans Z/nZ (on
englobe ainsi a` la fois la pre´sentation originelle de l’algorithme et la variante ECDSA). On se
donne en outre une fonction de hachage H.
L’information publique d’Alice est toujours y = gx, ou` x est un entier ale´atoire secret. La
signature d’un message m est un couple (r, s) d’entiers de´finis modulo n, avec s premier avec
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Pour obtenir r et s, Alice choisit au hasard un entier k premier avec n, et a = gk. Elle
calcule r = φ(a) et s par la formule :
s = k−1(H(m) + xφ(a)) mod n.
Les parame`tres pour l’algorithme DSA doivent eˆtre choisis avec soin. Dans la pre´sentation
originelle de l’algorithme, le groupe G est choisi comme e´tant un sous-groupe de cardinal q du
groupe F∗p. On a donc n = q qui doit diviser p− 1. Les nombres p et q sont choisis de tailles
respectives 160 et 1 024 bits.
1.3 Cryptographie fonde´e sur l’identite´
Un autre cadre d’application des logarithmes discrets est la cryptographie fonde´e sur
l’identite´. Ce concept a e´te´ propose´ a` l’origine par Shamir [Sha85]. Il consiste a` utiliser comme
clef publique d’un intervenant son identite´ (par exemple son adresse de courrier e´lectronique).
Dans ce contexte, un tiers de confiance (PKG, pour private key generator) est responsable
de la certification de l’identite´ d’un intervenant. Si cet intervenant est Bob, c’est le tiers de
confiance qui fournit a` Bob sa clef secre`te, a` l’aide de laquelle il peut de´crypter les messages
qui lui sont envoye´s par Alice. Pour envoyer de tels messages, Alice a simplement besoin
d’utiliser l’identite´ de Bob.
Les applications d’un tel sche´ma sont multiples. De nombreuses propositions d’implan-
tation concre`tes ont e´te´ propose´es depuis sa cre´ation [MY92, MY96], mais le seul sche´ma
satisfaisant a` ce jour est celui propose´ par Boneh et Franklin [BF01]. Nous de´crivons ce
sche´ma, ainsi qu’un protocole de distribution de clef non interactive, aussi fonde´ sur l’iden-
tite´. Tous deux reposent sur l’utilisation du couplage de Weil sur une courbe elliptique [Sil86].
Nous discutons ensuite dans quelle mesure ces sche´mas cryptographiques offrent une nouvelle
motivation pour s’inte´resser au calcul de logarithmes discrets sur les corps finis.
Nous faisons ici une description tre`s informelle des protocoles, sans rentrer dans les de´tails
techniques des couplages utilise´s. En effet, le couplage de Weil ne correspond pas exactement a`
nos besoins. Comme tous les calculs sont effectue´s avec des points appartenant au meˆme sous-
groupe cyclique, nous devons avoir e(P, P ) 6= 1, ce qui n’est possible qu’avec une modification
du couplage. Nous n’entrons pas dans ces de´tails, traite´s dans [BF01, DE03].
1.3.1 Le syste`me de chiffrement de Boneh et Franklin
Soit E une courbe elliptique de´finie sur un corps premier Fq. Le couplage de Weil est une
forme biline´aire non de´ge´ne´re´e de E×E dans le groupe multiplicatif d’une extension finie Fqk
de Fq. On le note e(P, Q), ou` P et Q sont deux points de E. Ce couplage ve´rifie la relation
e(aP, bQ) = e(P, Q)ab pour deux entiers a et b quelconques. Reque´rir que le couplage est non
de´ge´ne´re´ signifie que e(P, Q) n’est pas identiquement e´gal a` 1. Bien entendu, on souhaite que
le couplage de Weil soit aise´ment calculable.
Pour de´crire le protocole propose´ par Boneh et Franklin, on se donne deux fonctions de
hachage, l’une note´e H1 : Z → E (on conside`re les identite´s comme e´tant des entiers), et
l’autre H2 : F
∗
qk
→ Z/2wZ, ou` w est le nombre de bits des messages transmis. Les identite´s
d’Alice et Bob sont note´es respectivement IDA et IDB.
Outre la courbe E et les diffe´rentes grandeurs associe´es, ainsi que les fonctions H1 et
H2, les parame`tres du syste`me comprennent deux points P et Q de E. Ces deux points sont
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publiquement connus. Le point Q est fabrique´ sous la forme Q = sP , ou` s est un entier garde´
secret : il n’est connu que de l’autorite´ PKG qui fournit les clefs prive´es.
Trois phases distinctes interviennent dans le sche´ma. Dans la premie`re, Bob obtient sa clef
prive´e de l’autorite´ PKG. Dans la seconde, on de´crit l’algorithme de chiffrement d’un message
envoye´ par Alice a` Bob. Enfin on de´crit comment Bob de´chiffre le message. Nous allons voir
que les deux premie`res phases n’entretiennent aucun lien chronologique obligatoire.
– Pour obtenir sa clef prive´e, Bob en fait la requeˆte aupre`s de l’autorite´ PKG. Cette
autorite´ ve´rifie l’identite´ IDB de Bob et fournit a` Bob sa clef prive´e qui est le point
SB = sH1(IDB).
– Pour envoyer un message a` Bob, Alice a juste besoin de connaˆıtre les parame`tres ge´ne´-
raux du syste`me et l’identite´ IDB de Bob. Notons m le message, forme´ de w bits. Alice
calcule y = e(H1(IDB), Q) ainsi qu’un entier ale´atoire r ∈ Z et transmet le message
chiffre´ forme´ par le couple (U, V ), ou` :
U = rP, V = m⊕H2(yr).
– Pour retrouver m a` partir de U et V , Bob peut utiliser sa clef secre`te SB qui lui a e´te´
fournie par l’autorite´ PKG. En effet, m s’obtient par :
V ⊕H2(e(SB , U)) = m.
On ve´rifie aise´ment que e(SB , U) est effectivement e´gal a` y
r.
Boneh et Franklin de´montrent que la se´curite´ de ce cryptosyste`me repose sur le proble`me
suivant : e´tant donne´ quatre points (P, sP, rP, tP ), calculer e(P, P )rst (on rappelle que le
couplage utilise´ n’est pas exactement le couplage de Weil, mais une version modifie´e garan-
tissant que cette quantite´ est diffe´rente de 1). Ce proble`me est une ge´ne´ralisation biline´aire
du proble`me DH, note´e BDH. Deux possibilite´s de re´soudre ce proble`me apparaissent : on
peut calculer des logarithmes discrets sur la courbe E, ou bien dans F∗
qk
, pour retrouver
individuellement r, s, et t, puis enfin leur produit.
1.3.2 Distribution de clef non-interactive
La cryptographie fonde´e sur l’identite´ ouvre la voie a` une version non interactive du
protocole d’e´change de clefs de Diffie-Hellman, en utilisant les couplages. Nous de´crivons ici
le protocole propose´ par Dupont et Enge [DE03]. Pour obtenir un secret commun, Alice et
Bob, sans discussion pre´alable, calculent les quantite´s :
Alice : S = e(SA, H1(IDB)),
Bob : S = e(H1(IDA), SB).
On constate aise´ment que ces deux quantite´s sont e´gales. On peut prouver [DE03] que comme
le protocole de chiffrement fonde´ sur l’identite´ que l’on vient de pre´senter, ce protocole repose
sur la difficulte´ du proble`me BDH.
1.3.3 Importance du logarithme discret
Pour re´soudre le proble`me BDH, on ne connaˆıt pas d’autre me´thode que la re´solution du
proble`me DL, soit sur la courbe E, soit dans le groupe multiplicatif le corps F∗
qk
. Le parame`tre k
reliant les deux entite´s de´pend de la courbe E. Pour les courbes supersingulie`res, ce parame`tre
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est infe´rieur a` 6. C’est ainsi que la re´duction MOV re´duit le calcul de logarithmes discrets
dans E au calcul de logarithmes discrets dans Fqk . Pour calculer a a` partir de P et aP , on
calcule le logarithme de e(aP, Q) en base e(P, Q), pour un point Q arbitraire.
Les corps finis offrent une moins grande se´curite´ que les courbes elliptiques, a` taille de
clef semblable. Ainsi, le calcul de logarithmes discrets dans le groupe de points d’une courbe
elliptique de´finie sur un corps premier de 160 bits est de difficulte´ a` peu pre`s e´quivalente a` un
calcul de logarithmes discrets dans un corps premier de 1000 bits. Si on se contraint, pour les
cryptosyste`mes utilisant des couplages, au cas des courbes supersingulie`res, on constate que
l’angle d’attaque le plus facile est le corps fini Fqk , puisque k est au plus 6.
Pour cette raison, il est primordial de savoir exactement quelle taille de corps fini offre un
niveau de se´curite´ donne´. En effet, on ne souhaite pas grossir les parame`tres du syste`me sans
fondement. Le de´ploiement de cryptosyste`mes fonde´s sur l’identite´ requiert une e´valuation
pre´cise des niveaux de difficulte´ des calculs de logarithmes discrets dans les corps finis. Bien
qu’il soit possible de s’affranchir de la limite k = 6 en proposant des courbes non supersin-
gulie`res avec un parame`tre k choisi [DEM03], cette e´valuation de difficulte´ reste de premie`re
importance.
Chapitre 2
Logarithme discret et cryptanalyse
2.1 L’algorithme de Pohlig-Hellman
Dans un groupe cyclique fini G de cardinal n, le proble`me du logarithme discret revient




pkii , on sait qu’on a l’isomorphisme de groupes additifs suivants :
Z/nZ ∼= Z/pk11 Z⊕ · · · ⊕Z/pkll Z.
L’algorithme de Pohlig et Hellman [PH78] permet d’exploiter cette de´composition pour
le calcul de logarithmes discrets. On commence par « remonter » sur G la de´composition de
Z/nZ que l’on vient de citer. Cela fait l’objet de l’e´nonce´ suivant.
Proposition 2.1. Soit G un groupe cyclique de cardinal n =
m∏
i=1
pkii , engendre´ par un e´le´ment















Soit gj l’e´le´ment de´fini par gj = g
nj . Le sous-groupe Gj = 〈gj〉 de G est isomorphe a` Z/pkjj Z.





n′j , le sous-groupe G′j = 〈g′j〉 de Gj est isomorphe a` Z/pjZ.
De´monstration. L’ordre de l’e´le´ment g e´tant n par construction, il est clair que gj et g
′
j
sont respectivement d’ordres p
kj
j et pj . On peut mentionner la commutativite´ du diagramme
suivant, ou` les applications sont de´finies par prolongement imme´diat a` partir des de´finitions

















Cette de´composition permet en fait de re´duire le proble`me du logarithme discret dans G
au proble`me du logarithme discret dans les groupes G′j (une premie`re e´tape facile e´tant la
re´duction aux sous-groupes Gj). On e´nonce donc le re´sultat suivant, que l’on de´montre de
manie`re constructive.
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Proposition 2.2. Notons DL(G) la complexite´ du calcul du logarithme discret dans le groupe






j) + ² + (log n)
3
 ,
ou` ² de´signe O(log n) ope´rations dans G (multiplications, inversions).




DL(Gj) + (log n)
3
 .
Soit x ∈ G un e´le´ment dont on souhaite calculer le logarithme en base g. Supposons que l’on
a calcule´ un m-uplet (`1, . . . , `m) tel que `j = loggj (x




xnj = gnj`j ,
gnj logg x = gnj`j ,
nj logg x ≡ nj`j mod n,
logg x ≡ `j mod pkjj .
Par conse´quent, une simple application du the´ore`me chinois permet de recomposer la valeur
de logg x mod n. Une grossie`re majoration de cette e´tape de the´ore`me chinois est la cause de
l’apparition du terme (log n)3.











Nous nous inte´ressons donc au calcul de logarithmes discrets dans Gj . Sans restriction de
ge´ne´ralite´, on peut supposer pour se ramener a` cette situation que n = pk et G′ ∼= Z/pZ. En





on peut calculer aise´ment λ = log x mod p. Il s’ensuit que xg−λ est d’ordre divisant pk−1 = n′.
Soit H le groupe de cardinal n′ constitue´ des tels e´le´ments, engendre´ par h = gp. On a :




En d’autres termes, on a montre´ :
DL(G) ∈ O (DL(G′) + DL(H) + O ((log n)2))+ ²) .
La quantite´ ² dans la formule pre´ce´dente correspond au calcul de xg−λ, qui ne´cessite O(log p)
multiplications dans G.
On conclut par une re´currence sur k. Le re´sultat que l’on cherche a` montrer est vrai pour
k = 1, puisque dans ce cas G = G′, et se de´duit donc de la formule qui pre´ce`de, les termes ²
s’additionnant pour donner effectivement au final un nombre d’ope´rations dans G borne´ par∑
j kj log p = log n. ¥
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Algorithme Pohlig-Hellman
Entre´e : x, e´le´ment du groupe engendre´ par g
Sortie : Le logarithme de x en base g
function PohligHellmanLog(g,x)
// m, pj, kj, nj de´finis comme ci-dessus




for s in [kj..1 by -1] do













return ChineseRemainderTheorem([`j:j in [1..m]],[p
kj
j :j in [1..m]]);
end function;
Programme 2.1: Algorithme de Pohlig-Hellman
Le pseudo-code 2.1 fournit une e´criture en langage Magma de cet algorithme.
L’algorithme de Pohlig-Hellman s’applique au cas ou` l’ordre du groupe dans lequel on
souhaite calculer des logarithmes discrets n’est pas premier. Toutefois, il se peut que cette
re´duction soit de peu d’inte´reˆt, dans la situation ou` le meilleur algorithme pour re´soudre le
logarithme discret sur un sous-groupe n’est pas diffe´rent de celui utilise´ pour la re´solution
du logarithme discret sur le groupe entier. Nous de´taillons maintenant quelques algorithmes
spe´cifiques dans les groupes qui nous inte´ressent.
2.2 Les algorithmes exponentiels
Parmi les algorithmes permettant de re´soudre le proble`me du logarithme discret sur un
groupe fini G de cardinal n, on trouve d’abord les algorithmes exponentiels (en log n), ayant
plus exactement une complexite´ en O(
√
n). Le point inte´ressant est que de tels algorithmes
existent pour n’importe quel groupe G, pourvu qu’il satisfasse aux hypothe`ses minimales
suivantes (ces hypothe`ses correspondent a` la notion de groupe ge´ne´rique, au sens de [Nec94,
Sho97]).
De´finition 2.3 (Groupe ge´ne´rique). Pour un groupe fini G de cardinal n, on fait les
hypothe`ses minimales suivantes. On suppose qu’il existe un entier α > 0 tel que :
– Les e´le´ments de G sont repre´sente´s de fac¸on unique sur O((log n)α) bits.
– Les ope´rations dans le groupe G (multiplication, inversion) se calculent en O((log n)α).
– Le cardinal du groupe G est connu.
Cette hypothe`se n’est pas tout a` fait anodine. Elle est ne´anmoins satisfaite pour l’immense
majorite´ des groupes rencontre´s en cryptologie (a` l’exception possible des groupes de tresses).
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Dans bien des cas la valeur minimale possible de α est diffe´rente dans les deux conditions
mentionne´es ci-dessus, mais pour la pre´sentation que l’on fait ici cela importe peu. Il convient
de noter que dans certains cas, les e´le´ments peuvent eˆtre avantageusement repre´sente´s de
fac¸on non unique, pour eˆtre re´duits tardivement. Quitte a` incorporer cette re´duction dans la
complexite´ des ope´rations de groupe, cette situation est incluse dans notre mode`le.
Nous pre´sentons ici deux me´thodes en temps O(
√
n) pour la re´solution du proble`me du
logarithme discret, et une troisie`me qui pre´sente l’avantage d’eˆtre aise´ment distribuable.
Baby-step / giant-step
L’algorithme dit « baby-step / giant-step » a e´te´ introduit par Shanks en 1971 [Sha71], a`
l’origine pour de´terminer la structure de groupes de classes de corps quadratiques. Il s’ap-
plique tre`s aise´ment au cadre du logarithme discret. L’algorithme fonctionne comme suit,
pour calculer le logarithme en base g de l’e´le´ment x ∈ G.
1. Soit m = d√ne.
2. Soit ai = x (g
−m)i pour i ∈ [[0..m]].
3. Pour j ∈ [[0..m]], si ∃i, ai = gj , retourner mi + j.
Si le groupe G ve´rifie les hypothe`ses e´nonce´es plus haut, alors le tableau des ai occupe une
place me´moire en O(
√
n(log n)α), et le test d’appartenance peut y eˆtre effectue´ par hachage.




L’algorithme connu sous le nom de Pollard rho [Pol75, Pol78], est a` la fois une me´thode de
factorisation (obtenant un facteur p de N en temps
√
p, donc adapte´e pour trouver de petits
facteurs), et une me´thode de calcul de logarithme discret. Nous adoptons ici une description
adapte´e au contexte du logarithme discret.
Supposons comme pre´ce´demment que le groupe G ve´rifie les hypothe`ses donne´es au de´but
de ce chapitre. Notons que l’existence de l’algorithme de Pohlig-Hellman vu en 2.1 nous
permet de nous concentrer sur le cas ou` le cardinal n de G est un nombre premier, ou tout du
moins suppose´ l’eˆtre. Donnons-nous une fonction ale´atoire f de G dans G, qui rende possible
le « suivi » du logarithme discret. Plus exactement, on souhaite appliquer la fonction f a` des






ou` l’expression du couple (a′, b′) en fonction de a et b est connue. Un exemple de telle fonction
sera donne´ plus loin.
L’algorithme utilise les proprie´te´s classiques du graphe d’une fonction ale´atoire f d’un
ensemble fini dans lui-meˆme. Ces proprie´te´s sont obtenues a` l’aide de la conside´ration des
se´ries ge´ne´ratrices exponentielles correspondant aux graphes fonctionnels. Elles sont expose´es
par exemple dans [FO90]. On rappelle ici tre`s rapidement celles qui nous inte´ressent :
Proposition 2.4. Soit E un ensemble fini de cardinal n et f une fonction ale´atoire de E
dans E. Soit Γ le graphe oriente´ ayant pour sommets les e´le´ments de E et pour areˆtes les
(x, f(x)) pour x ∈ E. On a alors, en moyenne :
– La plus grande composante connexe de Γ est de taille O(n).













































Figure 2.2 – Une composante connexe d’un graphe fonctionnel
– Le plus grand cycle du graphe de Γ est de taille O(
√
n).
– La distance maximale d’un sommet a` un cycle est O(
√
n).
L’algorithme calcule des ite´rations de la suite vi = f(vi−1), c’est-a`-dire qu’il effectue un
chemin dans le graphe Γ, a` partir d’un point de de´part donne´. La figure 2.2 donne l’aspect
typique d’un tel chemin, ainsi que des possibles autres parties du graphe qui appartiennent a`
la meˆme composante connexe. On constate que le chemin contient ne´cessairement un cycle.
On obtient le logarithme discret de x si l’on sait mettre en e´vidence la pre´sence d’un cycle.
On utilise pour c¸a l’algorithme classique duˆ a` Floyd (cf [Knu98, 3.1, exercice 6]) :
1. Soit (ui, ai, bi) = (xg
r, 1, r) pour i = 1, 2 et r ale´atoire.
2. Calculer u1 ← f(u1), et calculer le nouveau couple (a1, b1),
u2 ← f(f(u2)), et calculer le nouveau couple (a2, b2).
.
3. Si u1 = u2, retourner
b1−b2
a2−a1 . Sinon reprendre l’e´tape 2. Si a2 − a1 n’est pas inversible
modulo n, alors cela signifie que l’on a identifie´ un facteur de n. On peut donc utiliser
l’algorithme de Pohlig-Hellman vu en 2.1 pour reprendre le calcul modulo chacun des
facteurs, avec une efficacite´ accrue.
Comme on sait que le plus grand cycle du graphe de f est de taille O(
√
n), on est assure´
que le cycle de la suite des vi est de taille au plus O(
√










ux si u ∈ G1,
x2 si u ∈ G2,
gx si u ∈ G3,
ou` (G1, G2, G3) est une partition du groupe G en trois ensembles de taille comparable. Nous
voyons ainsi qu’il est facile d’exprimer (a′, b′) tels que f(xagb) = xa′gb′ .
Pour obtenir de bons re´sultats avec l’algorithme de Pollard rho, il faut que cette fonction
f se rapproche le plus possible du cas moyen (parmi les fonctions de G dans G). En faisant
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quelques hypothe`ses sur f , Sattler et Schnorr [SS85] ont montre´ qu’un tel choix de partitions
en trois sous-ensembles ne fournissait pas un comportement tre`s proche du cas moyen, et qu’il
e´tait pre´fe´rable de partitionner G en un plus grand nombre de sous-ensembles. Expe´rimen-
talement il a e´te´ constate´ dans [Tes01] qu’une partition en vingt sous-ensembles confe´rait a`
la fonction f un comportement statistiquement plus proche d’une fonction ale´atoire, d’ou` un
re´sultat meilleur.
Parallel collision search
Un algorithme cousin de la me´thode rho qui permette une distribution efficace sur de
nombreux nœuds de calcul est l’algorithme de recherche de collisions pre´sente´ dans [vOW99].
On se contente ici d’en faire une description rapide. Cet algorithme a pour fondements les
meˆmes proprie´te´s du graphe de f vue comme fonction ale´atoire. Puisque statistiquement il
existe une composante connexe « ge´ante », on essaie de mettre en e´vidence deux chemins qui
« tombent » sur cette composante connexe en partant de diffe´rents points de de´part. Lorsque
l’on parvient a` rejoindre de tels chemins, on obtient le re´sultat recherche´.
On de´crit ici l’algorithme dans une optique «maˆıtre-esclave ». Le concept nouveau est celui
de point distingue´, introduit a` l’origine dans [QD90], et repris ici. On recherche uniquement
les collisions entre les points distingue´s. La de´finition de ce qui constitue un point distingue´
est arbitraire, elle sert juste a` alle´ger les calculs (on choisit typiquement de de´terminer une
fraction constante des points comme e´tant distingue´s, par exemple au vu de leur e´criture
binaire).
Maˆıtre
1. Soit L = {}.
2. Pour chaque point distingue´ (y, a, b) de´tecte´ par les esclaves, s’il existe un autre triplet
(y′, a′, b′) ∈ L avec y′ = y et a′ 6= a, alors retourner b−b′a′−a . Sinon ajouter (y, a, b) a` L.
Esclaves
1. Soit (a, b) ale´atoire dans (Z/nZ)2, et y = xagb.
2. y ← f(y), et calculer le nouveau couple (a, b).
3. Si y est distingue´, remonter au maˆıtre (sous la forme (y, a, b)).
4. Reprendre a` l’e´tape 2 jusqu’a` la O(
√
n)e`me ite´ration. Ensuite recommencer en 1.
En vertu des meˆmes proprie´te´s du graphe de f que celles e´voque´es pre´ce´demment, on est




Comme on va le voir par la suite, il existe dans certains cas des algorithmes ayant une
complexite´ bien meilleure que ceux mentionne´s ici. Toutefois, on ne fait pratiquement pas
d’hypothe`se ici sur le groupe G ; les restrictions pratiques impose´es par l’e´nonce´ 2.3 sont
insignifiantes. Cela a pour conse´quence que les algorithmes expose´s ici s’appliquent la` ou`
aucune autre me´thode n’est valide. En ve´rite´, ces hypothe`ses sont les hypothe`ses les plus
faibles que l’on peut faire pour qu’un groupe soit utilisable en cryptographie, et dans ce
contexte, Shoup a montre´ dans [Sho97] que les algorithmes pre´sente´s ici e´taient les meilleurs
possibles.
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Ide´alement, bien suˆr, un cryptosyste`me est conc¸u pour e´viter les attaques avance´es telles
que celles qui seront de´crites plus loin. Reste donc, pour effectuer la cryptanalyse de syste`mes
qui parviennent a` e´viter ces attaques, le seul choix des me´thodes en O(
√
n) e´voque´es ici.
Par exemple, Harley a casse´ de nombreux challenges Certicom en utilisant l’algorithme de
recherche de collisions de´crit plus haut [Cer, Har].
Une conse´quence du caracte`re ge´ne´rique des algorithmes de´crits ici est que dans le cas
du logarithme discret, la « force brute » n’est jamais la seule et meilleure attaque contre
un cryptosyste`me. L’emploi d’un algorithme on O(
√
n) comme ici est imme´diatement plus
efficace que O(n).
En outre, en employant l’algorithme de Pohlig-Hellman de´crit en 2.1, on voit que si p est
le plus grand facteur premier de n, une borne supe´rieure sur la complexite´ du logarithme




2.3.1 Pre´sentation des algorithmes de calcul d’index
Les algorithmes sous-exponentiels pour re´soudre le proble`me du logarithme discret appar-
tiennent tous a` la famille des algorithmes dits d’index-calculus. Ces algorithmes reposent sur
l’existence d’e´le´ments friables dans le groupe conside´re´. Cette notion est particulie`rement fa-
cile a` mettre en e´vidence dans le cas des corps finis de caracte´ristique 2, sur lesquels nous allons
nous concentrer. On peut avoir aussi des situations plus ge´ne´rales ou` une notion d’e´le´ment
friable apparaˆıt [EG02].
Par sous-exponentiel , on entend un algorithme dont le temps de calcul a pour expression
LT (α, c), ou T est la taille de l’entre´e. Pour le cas d’un calcul de logarithmes discrets dans un
groupe G de cardinal n, cette taille est log #G, donc on s’inte´resse a` l’expression Llog #G (α, c).
La fonction L qui intervient ici a de´ja` e´te´ de´finie au chapitre pre´ce´dent. Nous rappelons qu’elle
correspond plus exactement a` une classe de fonctions, qui s’e´crit comme suit :




c(1 + o(1)) (log #G)α (log log #G)1−α
))
.
Afin de ne pas alourdir l’expose´ avec des notations superflues, on emploiera la notation L
pour noter les complexite´s rencontre´es, en gardant a` l’esprit qu’il s’agit la` d’une classe de
fonctions.











pour l’algorithme de Coppersmith
et le function field sieve (FFS). D’autres algorithmes sous-exponentiels existent, par exemple






son analogue pour le logarithme discret, de meˆme complexite´. Un algorithme de calcul d’index
existe enfin dans les jacobiennes de courbes hyperelliptiques de genre grand [ADH94, Gau00a],





. Dans presque tous ces cas, on parle de
complexite´ heuristique plutoˆt que prouve´e puisque l’on repose sur des hypothe`ses comme
« cette quantite´ se comporte comme si elle e´tait ale´atoire ». Bien que de telles hypothe`ses
soient corrobore´es par l’expe´rience, on a parfois des difficulte´s a` les prouver en toute rigueur.
L’exposant α qui intervient dans l’e´criture Llog #G (α, c) sert a` moduler entre le polynomial
(α = 0) et l’exponentiel (α = 1). A` ce jour, aucun algorithme sous-exponentiel n’est mentionne´
dans la litte´rature avec une constante α strictement plus petite que 13 .
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2.3.2 Pre´sentation de l’algorithme d’Adleman
Nous nous concentrons de´sormais sur le calcul de logarithmes discrets dans F2n . Par conse´-
quent, nous abandonnons la notation n = #G.
Dans la se´rie d’algorithmes que nous pre´sentons pour calculer des logarithmes discrets sur
F2n , l’algorithme d’Adleman [Adl79] est le plus ancien, et aussi le plus simple. Nous nous
servirons de cet algorithme pour de´gager la trame ge´ne´rale des algorithmes d’index-calculus.
La premie`re taˆche consiste a` mettre en e´vidence une notion de friabilite´ dans F2n . On
souhaite pouvoir dire d’un e´le´ment qu’il est friable s’il se de´compose en « petits » facteurs.
Cela appelle ne´cessairement une ide´e de « taille » des e´le´ments du groupe.
La situation de F2n est particulie`rement simple en ce qui concerne ces notions de taille et
de friabilite´, puisqu’une re´ponse imme´diate nous est donne´e par la factorisation du polynoˆme
de plus petit degre´ parmi les repre´sentants d’un e´le´ment : si ce polynoˆme a tous ses facteurs
de degre´ infe´rieur a` une borne b (par exemple), on dit que l’e´le´ment en question est friable.
Voici quelques exemples. Plac¸ons nous sur F2127 = F2[X]/
(
X127 + X + 1
)
.
– L’e´le´ment X400 du corps admet comme unique repre´sentant de degre´ < 127 le polynoˆme
X22 + X21 + X20 + X19. Ce polynoˆme se factorise en X19(X + 1)3. L’e´le´ment X400 est
donc 1-friable.




2. Donc en vertu de la proprie´te´ A.12, 1/X est un e´le´ment 6-friable.
Comme cela apparaˆıt dans l’exemple, le polynoˆme de de´finition du corps conside´re´ doit
eˆtre fixe´ une fois pour toutes au de´but des calculs. Supposons donc que nous avons fixe´ une
repre´sentation de F2n :
F2n = F2[X]/(f(X)).
L’algorithme proce`de en trois phases conse´cutives.
Phase 1
Le degre´ nous fournissant la notion voulue d’e´le´ments « petits », il faut maintenant choisir1
une borne de friabilite´, note´e b, qui parame`tre la base de facteurs (factor base), note´e B :
B = {pi ∈ F2[X], pi irre´ductible, deg pi 6 b} .
On peut remarquer qu’une valeur approche´e du cardinal de B peut eˆtre obtenue sans peine.
En utilisant la proposition A.15, on a : #B ≈ 2b+1b .
La suite des ope´rations consiste a` engendrer des relations entre les pii (plus exactement,
entre les log pii). Dans le cadre de l’algorithme d’Adleman, on re´pe`te autant que ne´cessaire
l’ope´ration suivante :
– Choisir m au hasard dans [[0 . . . 2n − 1]].
– Calculer Xm mod f . S’il est b-friable, conserver sa factorisation Xm ≡∏i piei mod f .
Nous avons suppose´ implicitement que X est un e´le´ment primitif, c’est-a`-dire que la classe
de X dans F2n est un e´le´ment ge´ne´rateur du groupe multiplicatif. Les logarithmes sont expri-
me´s en base X.
1Ce choix sera de´taille´ lors de l’analyse. Pour l’algorithme d’Adleman, b ∼ √n.
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Phase 2
Si l’ope´ration pre´ce´dente est re´pe´te´e un nombre suffisant de fois, on dispose d’un grand
nombre de relations. Si l’on prend le logarithme de chacune de ces relations, on obtient des




ei log pii mod (2
n − 1).
Ceci fait du vecteur (log pii)i la solution d’un syste`me line´aire de´fini modulo (2
n − 1). Si l’on
dispose de suffisamment de relations (il nous en faut #B ≈ 2b+1b ), ce syste`me line´aire posse`de
avec forte probabilite´ une solution uniquement de´termine´e. Il faut donc le re´soudre.
Phase 3
La dernie`re phase consiste a` obtenir le logarithme discret d’un e´le´ment arbitraire Q de
F2n . Pour cela, on calcule le produit QX
m pour m ale´atoire, jusqu’a` ce que l’on obtienne un
e´le´ment friable. En remplac¸ant les valeurs de´sormais connues des log pii, on de´duit log Q.
2.3.3 Analyse de l’algorithme d’Adleman
Comme l’algorithme d’Adleman apparaˆıtra comme e´tant de complexite´ sous-exponentielle,
on se permet de ne pas prendre en compte les ope´rations de complexite´ polynomiale en la taille
des entre´es. On calcule le terme principal du de´veloppement asymptotique des complexite´s
qui nous inte´ressent. Nous de´finissons la notation
log∼ comme de´signant l’e´quivalence de deux
grandeurs sur une e´chelle logarithmique, c’est-a`-dire :
f
log∼ g de´f⇔ log f ∼ log g,
de´f⇔ (log f − log g) ∈ o(log f).
Cette notation est adapte´e aux grandeurs qui nous inte´ressent, puisque l’on montre que si f
est super-polynomiale en n (i.e. O(log n) ⊂ o(log f)), alors fg ∈ POLY(n) implique f
log∼ g. On
montre aussi que toute fonction f dans la classe de complexite´ Ln (α, c) ve´rifie :
f
log∼ exp (cnα(log n)1−α) .
On peut aussi de´finir la « fonction » L de cette fac¸on.
Dans tous les de´veloppements que nous ferons pour analyser les algorithmes, log de´signe
le logarithme ne´pe´rien et log2 le logarithme en base 2.
Tout d’abord, un ingre´dient essentiel de l’analyse est l’e´valuation de la probabilite´ pour un
polynoˆme d’eˆtre b-friable. Le re´sultat asymptotique suivant a e´te´ obtenu par Odlyzko [Odl85].
Proposition 2.5 (Probabilite´ de friabilite´). La probabilite´ qu’un polynoˆme ale´atoire de
F2[X] de degre´ d soit b-friable, pour b dans la plage [d
1
100 . . . d
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De´monstration. Ce re´sultat est une application de la me´thode du col [FS94]. La de´mons-
tration n’est pas reprise ici. ¥
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Il est aise´, en appliquant la proprie´te´ pre´ce´dente, de voir que la quantite´ de travail (tests
de friabilite´, factorisations) ne´cessaire dans la premie`re phase est (puisque Xm mod f se com-




















tandis que la deuxie`me phase de l’algorithme requiert la re´solution d’un syste`me line´aire.
Nous verrons que les algorithmes d’alge`bre line´aire creuse de´veloppe´s dans la partie II de ce
me´moire permettent de re´soudre un tel syste`me line´aire en temps quadratique, en tirant parti









Nous souhaitons obtenir un temps de calcul minimal pour W1 + W2. Ainsi, on souhaite mi-
nimiser le maximum2 de log W1 et log W2. Cet optimum nous donnera une expression de b
en fonction de n. La fonction log W2 est une fonction croissante de b, pour n fixe´. La fonc-
tion log W1, en revanche, est d’abord de´croissante puis croissante. S’il est possible d’e´galer les
quantite´s log W1 et log W2 dans la plage de valeurs ou` la fonction b est de´croissante, alors on






+ b log 2 ∼ 2b log 2.






On ve´rifie facilement que notre hypothe`se sur la de´croissance de log W1 est satisfaite. La





























2On peut de´montrer en effet que W1 et W2 tendant vers +∞ avec n, si W1 log∼ f et W2 log∼ g, alors
W1 + W2
log∼ max(f, g).
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2.3.4 Ame´liorations de l’algorithme d’Adleman
Le sche´ma simple de l’algorithme d’Adleman ne fournit he´las pas un algorithme tre`s
efficace. Deux ame´liorations inte´ressantes ont e´te´ apporte´es par Blake, Fuji-Hara, Mullin et
Vanstone dans [BFHMV84, BMV85]. Nous les de´crivons ici. Toutes deux visent a` augmenter
la probabilite´ de friabilite´ des paires conside´re´es lors de la premie`re phase, diminuant ainsi le
nombre de tests a` effectuer.
Emploi de l’algorithme d’Euclide
Le polynoˆme Xm mod f que l’on souhaite factoriser dans l’algorithme d’Adleman est, de
degre´ e´gal a` n − 1, ou bien a` peine infe´rieur (le degre´ moyen e´tant n − 2). Nommons ce
polynoˆme A(X). Une ide´e relativement simple pour « de´composer » A en produits d’e´le´ments
de B consiste a` appliquer l’algorithme d’Euclide e´tendu a` A et f pour obtenir une e´quation
de la forme :
AU + fV = W,
AU ≡ W mod f.
Si l’on arreˆte l’algorithme d’Euclide a` la moitie´ des calculs, les polynoˆmes U et W sont de
degre´ 6 n2 .
L’inte´reˆt de cette de´composition est que deux polynoˆmes de degre´ n2 ont une probabilite´



























pifi−eii ≡ Xm mod f,∑
i
(fi − ei) log pii ≡ m mod (2n − 1).
Cette de´composition ne couˆte pas beaucoup, mais fait gagner beaucoup de temps dans le
calcul de relations. Ne´anmoins, son influence sur la complexite´ finale est invisible, puisqu’elle
est dissimule´e dans la composante o(1) de l’exposant. Cela montre combien les complexite´s
sous-exponentielles sont sensibles aux variations, meˆme invisibles, de leurs parame`tres.
E´quations syste´matiques
Les travaux de [BFHMV84, BMV85] e´taient concentre´s sur le cas F2127 . Dans ce cas pre´cis,
une me´thode assez efficace pour fabriquer des relations repose sur le re´sultat suivant :
Proposition 2.6. Soit A un polynoˆme irre´ductible de degre´ k dans F2[X]. Soit B un autre
polynoˆme quelconque. Alors les facteurs irre´ductibles de A(B(X)) sont de degre´ multiple de
k.
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De´monstration. Soit K l’extension de degre´ k de F2 de´finie par A. Soit Ω une cloˆture





P (X) 7−→ P (B(α))
(on parame`tre ici les e´le´ments de K sous la forme P (X), ou` P est un polynoˆme de F2[X]).
Le fait que cette application est injective de´coule pre´cise´ment de l’irre´ductibilite´ de A : si P
et Q sont deux polynoˆmes sur F2 tels que P (B(α)) et Q(B(α)) sont e´gaux, alors le polynoˆme
P − Q a pour racine la racine B(α) de A. Donc P − Q est un multiple de A, donc P (X) et
Q(X) sont e´gaux dans K.
Comme l’injection φ existe, F2(α) admet F2k comme sous-corps, donc le polynoˆme minimal
de α est de degre´ multiple de k. ¥
Partant de ce re´sultat, plac¸ons-nous comme dans l’exemple ci-dessus dans le cas F2127 =
F2[X]/
(
X127 + X + 1
)
(c’est-a`-dire, on prend f(X) = X127 + X + 1). Pour un polynoˆme
irre´ductible A(X) de degre´ k 6 b, on a :
X128 ≡ X2 + X, mod f
A(X128) ≡ A(X2 + X) mod f,
A(X)128 ≡ A(X2 + X) mod f.
Dans cette situation, si le membre de droite de la dernie`re e´quation se factorise en deux
polynoˆmes de degre´ k, on obtient une relation entre trois e´le´ments de la base de facteurs, tous
de degre´ k. Ceci se produit dans la moitie´ des cas. Si A de´crit donc l’ensemble de la base de
facteurs, on obtient ainsi la moitie´ du nombre de relations voulues.
He´las, ce sche´ma se ge´ne´ralise mal. Il est particulie`rement bien adapte´3 au cas de F2127 ,
mais lorsque n n’est pas proche d’une puissance de 2, on n’obtient plus un aussi grand nombre
de relations. Ne´anmoins, c’est l’introduction de conside´rations un peu plus structurelles sur
la caracte´ristique 2, dans la suite des e´quations syste´matiques, qui a conduit a` l’e´laboration
de l’algorithme de Coppersmith.
2.4 L’algorithme de Coppersmith
2.4.1 Pre´sentation
Les deux ame´liorations de l’algorithme d’Adleman que nous venons d’exposer ne modifient
he´las pas profonde´ment les parame`tres de l’expression Ln (α, c). Leur influence se cantonne a`
l’expression o(1) dans cette expression. Coppersmith [Cop84] en revanche, est parvenu a` faire
baisser la complexite´ du calcul de manie`re bien plus fondamentale, amenant ainsi une avance´e
tre`s substantielle pour le calcul de logarithmes discrets dans F2n .
La borne de friabilite´ qui controˆle la taille de la base de facteurs est dans l’algorithme




3 ), et les polynoˆmes a` factoriser sont de degre´
bien moindre. La complexite´ globale de l’algorithme en est ainsi diminue´e. L’algorithme de





pour calculer des logarithmes discrets.
3Pour les meˆmes raisons que celles qui font de F2127 un candidat de choix pour l’implantation. . .
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Polynoˆme de de´finition
Tout d’abord, l’algorithme de Coppersmith requiert que le polynoˆme de de´finition f(X)
employe´ pour l’extension soit de la forme Xn+f1(X), avec f1(X) du plus petit degre´ possible.
Heuristiquement, obtenir f1 de degre´ O(log n) est toujours faisable.
Parame`tres de l’algorithme
Outre le choix du polynoˆme de de´finition, l’algorithme de Coppersmith requiert le choix de
plusieurs parame`tres, b, d, k, et h. Nous verrons en de´tail lors de l’analyse les valeurs asymp-
totiques de ces parame`tres. Nous discuterons aussi l’influence respective de chacun d’entre
eux. Pour l’instant, on se contente de mentionner les contraintes auxquelles ces parame`tres
sont soumis. Le parame`tre b est, comme pre´ce´demment, la borne de friabilite´. Le parame`tre d
est un entier comparable a` b. Le parame`tre k est une puissance de 2 (le plus souvent, k = 4).







L’ide´e de Coppersmith est la suivante. Pour toutes les paires (A, B) de polynoˆmes de
F2[X] premiers entre eux et de degre´ borne´ par d (par la suite, on appellera souvent cet espace
« espace de crible », pour des raisons qui apparaˆıtront claires en 3.3), former les polynoˆmes :
C = AXh + B,
D = Ck mod f = AkXhk−nf1 + Bk.
La dernie`re identite´ tient bien entendu au fait que k est une puissance de 2. Si C et D sont















pifi−keii ≡ 1 mod f,∑
i
(fi − kei) log pii ≡ 0 mod (2n − 1).
Nous obtenons ainsi une me´thode pour fabriquer des relations. Cette me´thode nous offre la
possibilite´, en jouant sur les parame`tres, d’e´quilibrer les degre´s de C et D a` des valeurs peu
e´leve´es. La complexite´ finale en be´ne´ficie grandement, comme on le verra lors de l’analyse de
l’algorithme.
Re´solution du syste`me line´aire
La partie « alge`bre line´aire » ne se diffe´rencie pas particulie`rement dans l’algorithme de
Coppersmith. Nous verrons dans la partie II de ce me´moire comment nous avons traite´ le
proble`me.
Une caracte´ristique particulie`re des matrices qui nous inte´ressent peut de´ja` eˆtre mise en
e´vidence : les coefficients non nuls de la matrice sont re´partis de manie`re tre`s ine´gale dans les
diffe´rentes colonnes, puisque le « poids » des colonnes correspondant aux polynoˆmes de petit
degre´ est beaucoup plus e´leve´. Plus exactement, la colonne « nume´rote´e » par un polynoˆme
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irre´ductible P de degre´ b a pour indice environ 2
b
b , et ses coefficients sont non nuls avec
probabilite´ 2
2b
, le nume´rateur correspondant aux deux polynoˆmes C et D qui sont factorise´s.
A` titre de comparaison, cette re´partition de densite´ est la meˆme que pour l’algorithme du
crible quadratique (le crible quadratique n’est pas de´crit dans ces pages, mais le lecteur pourra
consulter [CP01]) : si x est un nombre premier, alors la colonne d’indice xlog x indique la
pre´sence du facteur x dans la factorisation d’un certain entier. La probabilite´ correspondante
est donc 1x . A` un facteur multiplicatif pre`s, cette densite´ est identique a` celle que l’on a
identifie´e4.
Calcul des logarithmes individuels
Si la seconde phase de l’algorithme ne pre´sente pas de particularite´ majeure dans l’al-
gorithme de Coppersmith par rapport a` ce qui a de´ja` e´te´ expose´, ce n’est pas le cas de la
troisie`me et dernie`re phase. Il convient de de´tailler comment un gain substantiel de com-
plexite´ peut aussi eˆtre obtenu pour le calcul de logarithmes individuels. En effet, il n’est pas
du tout e´vident que la me´thode d’obtention des relations que nous venons de de´crire puisse
se transporter dans cette troisie`me phase. C’est pourtant le cas. La description suivante est
reprise de [Cop84, BMV85].
Une premie`re e´tape est l’obtention des logarithmes de polynoˆmes de taille moyenne. On
parvient a` effectuer ce calcul par un me´canisme de descentes successives. Supposons que
nous souhaitions obtenir le logarithme du polynoˆme Q, de degre´ q. Pour ce faire, notre but
premier est d’obtenir une expression de log Q comme combinaison line´aire de logarithmes
des polynoˆmes de degre´ <
√
bq. Ceci s’obtient similairement aux techniques de´ja` employe´es
pour obtenir des relations. On choisit des parame`tres d′ et k′, dont on pre´cisera la valeur lors
de l’analyse. L’entier k′ est une puissance de 2. On pose h′ = d nk′ e. Conside´rons l’ensemble
des paires (A, B) de degre´ infe´rieur ou e´gal a` d′ telles que C = AXh′ + B est divisible par





+ B, et Q | C
D = Ck
′






Si D et C/Q sont simultane´ment
√



























(fi − k′ei) log pii ≡ k′ log Q mod (2n − 1).
Cette dernie`re expression est suffisante pour de´duire la valeur de log Q. Pour obtenir lors de
l’analyse une complexite´ performante, la « bonne » valeur a` choisir pour d′ est choisie entre
q
2 et q.
4Cette analyse est a` peu pre`s valable quand on examine les colonnes une a` une. Elle est totalement errone´e si
l’on s’inte´resse aux lignes, puisque les probabilite´s de pre´sence des diffe´rents facteurs ne sont pas inde´pendantes.
5Toutefois, pour des raisons d’efficacite´, on pre´fe`re traiter cette ensemble comme un re´seau de l’espace
(F2[X])
2. Ce point sera de´taille´ en 3.6.
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Une fois que nous sommes en mesure de « descendre » du degre´ q au degre´
√
bq, le proce´de´
est simplement de re´pe´ter cette ope´ration jusqu’a` arriver au degre´ b. On peut re´sumer ainsi
l’algorithme pour obtenir le logarithme d’un polynoˆme Q de degre´ arbitraire :
– En utilisant l’algorithme d’Euclide e´tendu (voir page 27), exprimer Q comme quotient
de polynoˆmes de degre´ q 6 n2 .
– Tant que q > b :
– Poser q ← √bq.
– Re´duire a` un produit de polynoˆmes de degre´ 6 q.





. Donc au bout de log n e´tapes
en moyenne, on atteint le degre´ b.
2.4.2 Analyse
Avec la proposition 2.5, on peut estimer la probabilite´ de friabilite´ d’un polynoˆme ale´atoire.
En faisant l’hypothe`se que les polynoˆmes C et D calcule´s dans l’algorithme de Coppersmith
sont ale´atoires et inde´pendants6, il est possible de leur appliquer cette estimation. Partons de
la supposition que le nombre de paires de polynoˆmes (A, B), a` savoir 22d+1, est exactement
suffisant pour produire le nombre de relations recherche´. Le temps de calcul de la premie`re
phase est donc de l’ordre de 22d+1. Comme pour l’algorithme d’Adleman, supposons que la
valeur optimale de b est telle que la premie`re phase est strictement plus couˆteuse pour une
valeur de b plus petite, et la seconde phase strictement plus couˆteuse pour une valeur de b
plus grande. Sous cette hypothe`se (que nous ve´rifierons plus loin), nous devons e´quilibrer les














= 22d+1℘(deg C, b)℘(deg D, b),
2b+1
b
= 22d+1℘(d + h, b)℘(kd, b),
2b
log∼ (℘(d + h, b)℘(kd, b))−1 ,












Le membre de gauche controˆlant la valeur de b, on souhaite minimiser le membre de droite.
E´tant donne´ que h ∼ nk , on a inte´reˆt a` prendre k ∼
√
n













6En fait, cette assertion est fausse, voire grossie`rement fausse. On montre en page 35 de quelle fac¸on D de´vie
nettement du comportement d’un polynoˆme ale´atoire, et il est manifeste que C et D ne sont pas inde´pendants.
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Nous voyons d’ores et de´ja` que notre hypothe`se sur l’e´quilibrage des deux phases est justifie´e :
pour une valeur de b plus faible, la complexite´ de la premie`re phase est accrue. En posant




−→ α = 13 ,
β = 1− β2 −→ β = 23 ,
c log 2 = 2√
c
1−α


















On de´duit de cette valeur les complexite´s des phases 1 et 2 de l’algorithme :
W1








































La complexite´ de la dernie`re phase de l’algorithme s’obtient de manie`re tout a` fait similaire.
La complexite´ de chaque passage du degre´ q au degre´
√
bq (appelons w3(q) ce couˆt) est donne´e
de deux fac¸ons : par le nombre d’essais ne´cessaires, dirige´ par la probabilite´ de friabilite´, et




d′ . Si l’on pose d



























Le nombre de paires disponibles est 22d
′−q−1. Si l’on pose b = xq, on doit donc s’assurer que
l’on a :
(2z − 1)q > √zb,
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(2z − 1) > √zx.
E´tant donne que x 6 1 par construction, la plus petite valeur de z possible est toujours
comprise entre 12 et 1. Dans le cas pessimiste ou` z = 1, on peut borner ainsi la valeur de
log2 w3(q) :
log2 w3(q) ∼ b.
Nous reviendrons plus en de´tail sur la fac¸on dont se comporte z en fonction de x en 3.8.
La complexite´ pre´ce´dente doit eˆtre multiplie´e par le nombre de polynoˆmes a` de´composer
ainsi. Le nombre d’e´tages de de´composition est de l’ordre de grandeur de log n. De plus, on
peut se permettre de majorer grossie`rement le nombre de facteurs supple´mentaires cre´e´s a`














3 , avec la






, on de´duit :




log W3 ∼ b log 2,
































































Cette analyse est valide lorsque l’on est dans le cas optimal ou` k peut eˆtre pris e´gal a` une
puissance de 2. He´las, les puissances de 2 sont rares, et il se peut que la puissance de 2 choisie
soit e´loigne´e de la valeur optimale de k. Le pire cas a` cet e´gard est celui ou` n est tel que la
valeur optimale de k se trouve eˆtre de la forme 2x
√
2. On ne va pas refaire le travail d’analyse
de la complexite´ correspondante, mais on donne juste la conse´quence d’une telle situation :
les constantes dans les expressions de W1, W2, et W3 sont change´es. On se retrouve ainsi avec
(4 log 2)
1






. Nume´riquement, la valeur de 1.35 est transforme´e en
1.405.
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2.4.3 Choix des parame`tres
Les nombreux parame`tres qui apparaissent dans l’algorithme de Coppersmith ont chacun
une grande importance. Bien plus que leur valeur asymptotique, la donne´e essentielle pour
une implantation de l’algorithme passe par une bonne compre´hension des tenants et aboutis-
sants du choix de ces parame`tres. C’est dans cette optique que nous passons ici en revue les
implications des modifications que l’on peut faire sur chacun d’entre eux.
La borne de friabilite´ b
Le parame`tre b est sans doute le parame`tre le plus important dans l’algorithme ; il influe
sur plusieurs points. Tout d’abord, puisque l’on est inte´resse´ par la production de relations
b-friables, il est e´vident que leur probabilite´ d’apparition augmente avec b. La contrepartie
est double : d’abord la phase d’alge`bre line´aire est rendue plus difficile par une valeur plus
grande de b. Ensuite, le nombre de relations a` obtenir croˆıt avec b (il vaut 2
b+1
b ). Ce dernier
effet est susceptible de prendre le pas sur la gain que repre´sente la probabilite´ de friabilite´
accrue, car asymptotiquement, la valeur choisie de b est telle que ces deux effets s’e´quilibrent.
Les pe´nalite´s induites par un accroissement de b peuvent donc eˆtre importantes.
Outre le temps de calcul, la phase d’alge`bre line´aire peut aussi se heurter rapidement a`
des difficulte´s en termes d’espace me´moire. Les facteurs que l’on doit prendre en compte, en
re´sume´, pour le choix de b, sont donc :
– L’influence sur W1 (en the´orie e´quilibre´e, mais le comportement local est incertain).
– L’influence sur W2 (exponentiel en b).
– L’influence sur l’espace me´moire ne´cessaire pour la phase 2.
Le choix de d
Ce parame`tre conditionne le degre´ maximal de A et B. Nous avons vu qu’asymptotique-
ment7, d ≈ b. La taille de l’espace de crible (i.e. l’ensemble des paires (A, B)) de´pend donc
directement de d, et il convient de s’assurer que cet espace de crible est suffisamment grand
pour obtenir le nombre voulu de relations, e´tant donne´e la probabilite´ de friabilite´ a` laquelle
on doit s’attendre8. He´las, lorsque l’on augmente d, les degre´s de C et D augmentent aussi,
ce qui a pour effet de re´duire leur probabilite´ de friabilite´.
A` titre de remarque, il est assez aise´ de constater que les degre´s de C et D sont inchange´s
si l’on donne un valeur un peu plus grande au degre´ maximum de B par rapport a` celui de
A – on de´couple ainsi d en deux parame`tres distincts dA et dB. Un calcul aise´ montre que la
valeur optimale de la diffe´rence entre ces deux parame`tres est :
dB − dA = hk − n + deg f1
k
.
Le choix de k
Le parame`tre k est contraint a` eˆtre une puissance de 2. La valeur employe´e expe´rimen-
talement peut donc eˆtre relativement e´loigne´e de la meilleure valeur asymptotique (qui est
7Cette approximation est valable si l’on conside`re que l’alge`bre line´aire est de complexite´ quadratique. Dans




, ou` ω est l’exposant de la complexite´ de l’alge`bre line´aire (au plus 3
avec le pivot de Gauss).
8En re´alite´, « viser juste » en ce domaine est pratiquement impossible si l’on prend en compte les diffe´rentes
techniques introduites au chapitre 3.










). L’influence ne´faste d’une diffe´rence importante entre k et sa valeur opti-
male se situe bien entendu au niveau de l’e´quilibre entre les degre´s de C et D. Ide´alement,
on a choisi dans l’analyse k de telle sorte que ces degre´s soient e´quilibre´s. S’ils ne le sont pas,
c’est la probabilite´ de friabilite´ qui en souffre.
Lorsque les degre´s de C et D sont non e´quilibre´s, la probabilite´ de friabilite´ la plus faible
est bien suˆr celle du plus gros des polynoˆmes. Il convient donc de tester ce polynoˆme en
premier, pour ne tester le second polynoˆme que sur un faible e´chantillon de l’espace de crible.
Un autre aspect relatif au choix de k est son influence sur le syste`me line´aire qui intervient
dans la phase 2 de l’algorithme. Ses coefficients, de la forme fi − kei, sont statistiquement
plus gros si k augmente. Cet aspect peut se re´ve´ler encombrant, comme on le verra en 5.2.
Il est tout de meˆme important de noter que « k = 4 ». En effet, pour la classe des
proble`mes qui nous inte´ressent, c’est-a`-dire les proble`mes non triviaux (ou` l’emploi d’une
me´thode d’index-calculus est pertinente) mais ou le calcul n’est pas comple`tement hors de
porte´e, 4 est la valeur optimale9. Pour le calcul effectue´ dans F2607 , qui constitue le record
du monde actuel, quelques mesures ont e´te´ effectue´es avec k = 8, mais le re´sultat n’e´tait pas
satisfaisant.
Le choix du polynoˆme de de´finition
Un dernier parame`tre se cache dans le choix du polynoˆme f1. L’algorithme a une sensibilite´
e´vidente vis-a`-vis de deg f1, puisque le degre´ de D vaut kdA + hk − n + deg f1. E´conomiser
un coefficient sur le polynoˆme D n’est pas ne´gligeable, donc l’inte´reˆt d’avoir deg f1 petit est
re´el. Cela laisse peu de choix possible. Ne´anmoins, si l’on se restreint a` une poigne´e de petits
polynoˆmes f1 possibles, quelle heuristique doit-on employer pour choisir f1 ? Dans [GM93],
il est de´montre´ que la pre´sence de facteurs re´pe´te´s de petit degre´ dans la factorisation de f1
a une influence importante. Nous reprenons ici la de´monstration de ce re´sultat, en l’affinant.
Cette discussion est en partie reprise de [GM93].
Le polynoˆme D s’e´crit :
D(X) = A(X)kXhk−nf1(X) + B(X)k.
Pour simplifier l’e´criture des formules, nous allons temporairement noter R = Xhk−nf1 et
U(X) = B(X)A(X) . Nous nous inte´ressons a` la pre´sence e´ventuellement multiple d’un facteur
irre´ductible w dans D. Notons tout d’abord que si la fraction rationnelle U(X) a un poˆle en
une racine de w, alors w | A, donc w - B, donc w - D. On peut donc e´carter cette situation.
Pour que le polynoˆme we divise D (l’exposant e e´tant > 1), on doit avoir :









Le proble`me auquel on doit faire face est donc celui de l’existence de racines k-e`mes modulo
une puissance d’un polynoˆme irre´ductible. Si e = 1, ce proble`me n’en est pas un, car de telles
9a` un tel point que l’auteur de ce manuscrit ne garantit pas qu’une coquille n’ait pas parfois place´ 4 en lieu
et place de k dans ces pages.
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racines existent toujours. De`s que e grandit, la situation se complique. On aimerait trouver
les racines k-e`mes qui nous inte´ressent par un proce´de´ de rele`vement 2-adique, mais he´las
la structure mathe´matique du proble`me rend un tel rele`vement impossible (on est dans un




P mod we 7−→ P k mod we
Il est facile de voir que si e 6 k, cette application n’est pas injective, et les ante´ce´dents d’une
valeur P k sont tous les P + wρ, pour deg ρ < (e− 1) deg w. Deux remarques s’ensuivent :
– Toutes les valeurs ne sont pas atteintes. Il se peut que R n’ait aucune racine k-e`me
modulo we pour 1 < e 6 k. C’est le cas par exemple si n est impair et deg R < 2 deg w,
car on est alors certain que R mod we a un coefficient de degre´ impair non nul (rappelons
que R = Xhk−nf1). Il s’ensuit que le polynoˆme D ne peut pas admettre un facteur re´pe´te´
de degre´ > deg R2 . Cela a tendance a` empeˆcher D d’eˆtre friable.
– S’il se trouve que R admet une racine k-e`me modulo we (en supposant donc que w est
de petit degre´, en vertu de ce qui pre´ce`de), alors de fac¸on automatique on a we | D de`s
que w | D. Cette dernie`re remarque se synthe´tise donc en la proposition qui suit.
Proposition – Heuristique 2.7. La probabilite´ de friabilite´ de D est augmente´e si le po-
lynoˆme R = Xhk−nf1 admet souvent une racine k-e`me modulo une puissance d’un facteur
irre´ductible.
Il est important de remarquer que le crite`re mentionne´ ici est plus fin que celui cite´ dans
[GM93] (qui mentionne seulement we | f1). Ces deux crite`res sont bien suˆr proches, mais pas
e´quivalents. Il est aise´ d’e´valuer dans quelle mesure un polynoˆme f1 re´pond a` ce crite`re ou
non. On peut donner la liste des couples (w, e) de petits polynoˆmes w tels que R admet une
racine k-e`me modulo we, avec e > 1. Plus cette liste est grande, meilleur est le polynoˆme f1.
De´duire exactement le gain que repre´sente le choix d’un polynoˆme f1 particulier sur la
probabilite´ de friabilite´ du polynoˆme D n’est toutefois pas imme´diat, car nous nous sommes
concentre´s ici sur la probabilite´ de divisibilite´ par un facteur w pre´cis. Ces probabilite´s pour
l’ensemble des facteurs w n’e´tant pas du tout inde´pendantes, il n’est pas e´vident d’adopter
un point de vue transverse.
2.5 Le crible de corps de fonctions (FFS)
Nous ne de´taillons pas dans ce me´moire les algorithmes permettant de calculer des lo-
garithmes discrets dans les corps premiers Fp. Notons toutefois que parmi ces algorithmes,
on compte le crible alge´brique [Gor93] (qui a e´te´ adapte´ de la me´thode de factorisation du
meˆme nom [LL93, LLMP93]). En conside´rant un corps de nombres K choisi de telle sorte qu’il
existe une surjection K → Fp, on peut en effet obtenir un algorithme de calcul de logarithmes






Diverses variantes ou cas particuliers de cette approche existent, comme par exemple
l’algorithme de Coppersmith-Odlyzko-Schroeppel [COS86]. Il est possible de les voir sous
un angle unificateur [SWD96]. Ce regard unificateur inclut aussi l’algorithme de Coppersmith
pour F2n , qui apparaˆıt comme un cas particulier de l’algorithme du crible de corps de fonctions,
ou Function Field Sieve (FFS), propose´ en 1994 par Adleman [Adl94]. Nous allons de´crire
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brie`vement l’algorithme FFS. On va voir que le formalisme est proche de celui du crible
alge´brique.
Un avantage du FFS est son caracte`re ge´ne´ral. Il permet de lever de nombreuses restrictions
lie´es a` l’algorithme de Coppersmith. Notamment, il s’applique au cas de la caracte´ristique
diffe´rente de 2. De plus, on dispose avec le FFS d’une souplesse beaucoup plus importante
dans le choix des parame`tres, notamment en ce qui concerne le parame`tre jouant le roˆle du
parame`tre note´ k dans l’algorithme de Coppersmith. La pre´sentation suivante du FFS est
inspire´e de [AH99, JL02]. Dans les notations que nous prenons, nous donnons le meˆme nom
aux variables qui intervenaient de´ja` dans l’algorithme de Coppersmith, puisqu’elles jouent un
roˆle similaire.
Supposons que nous avons choisi une repre´sentation de F2n sous la forme F2[X]/(f(X)).
Il nous faut choisir deux polynoˆmes a` deux variables H(X, Y ) et G(X, Y ) ayant une racine
commune dans F2n , le polynoˆme G e´tant de degre´ 1 en Y . Comme le crible alge´brique, le
FFS est tre`s sensible a` la taille des coefficients des polynoˆmes G et H. On s’attache donc a`
construire de petits polynoˆmes G et H.
Avant meˆme de fixer le polynoˆme de de´finition f , la construction propose´e par [JL02]
consiste a` choisir d’abord le polynoˆme H(X, Y ). Cette construction est motive´e par le fait
que pour la performance de l’algorithme, il est encore plus important de controˆler H que f .
Soit k un entier. Nous donnerons sa valeur asymptotique plus loin (ce parame`tre joue le
meˆme roˆle que dans l’algorithme de Coppersmith, mais ici il n’est pas contraint a` eˆtre une
puissance de 2). Soit H(X, Y ) un polynoˆme de degre´ k en Y , qu’on e´crit :
H(X, Y ) = hk(X)Y
k + · · ·+ h1(X)Y + h0(X).






en Y . On prend G(X, Y ) = µ2(X)Y − µ1(X). Constituons le re´sultant suivant :









k + · · ·+ h1(X)µ1(X)µ2(X)k−1 + h0(X)µ2(X)k.
Si notre choix de µ1 et µ2 est bon, alors ce re´sultant est un polynoˆme de degre´ n irre´ductible.
Le fait que le degre´ soit e´gal a` n est tre`s probable, graˆce au choix fait pour le degre´ des
hi. Pour l’irre´ductibilite´, la probabilite´ est de l’ordre de
1
n . On re´pe`te le choix de µ1 et µ2
jusqu’a` obtenir cette condition, et on pose alors f = ResY (G, H). Notons que pour obtenir






(voire µ2 = 1). De cette fac¸on, la contrainte deg hi = (n mod k) peut eˆtre
relaxe´e, puisqu’en prenant simplement deg hk = (n mod k) et deg hi 6 (k − 1), on obtient le
bon degre´.
La construction analogue pour l’algorithme de Coppersmith consiste a` poser G = Y −Xh,
et H = Y k −Xhk−nf1(X) (le re´sultant est alors e´gal a` Xhk−nf(X), ce qui revient au meˆme).
Une fois que les polynoˆmes G et H ont e´te´ ainsi forme´s, on a alors deux polynoˆmes ayant
une racine commune modulo f(X), a` savoir µ1(X)µ2(X) . On a donc le diagramme commutatif
suivant :
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F2[X][Y ]
F2[X] F2[X][Y ]/H(X, Y )
F2n
mod G mod H
« mod G »« mod H »
Ce diagramme me´rite quelques e´claircissements, car son caracte`re allusif cache plusieurs
points techniques. Nous donnons d’abord ces e´claircissements, avant de de´crire le proce´de´ de
calcul d’index en plus grand de´tail.
Soit φ un e´le´ment de F2[X][Y ], de degre´ 1 en Y . Lorsqu’on conside`re φ « mod G » ou
« mod H », on conside`re en fait φ comme un polynoˆme en une variable Y sur le corps des
fractions rationnelles en X, note´ F2(X).
Du coˆte´ gauche, coˆte´ « rationnel », la quantite´ φ mod G ainsi construite est un polynoˆme en
X. Conside´rer cette quantite´ « mod H » n’a du sens que si l’on conside`re en fait la re´duction




, qui est l’image du coˆte´ rationnel du polynoˆme H.
Du coˆte´ droit, coˆte´ « alge´brique », la premie`re re´duction mod H doit encore eˆtre ope´re´e
sur le polynoˆme φ en tant qu’e´le´ment de F2(X)[Y ]. Cette ope´ration ne se traduit par aucun
calcul, puisque φ est de degre´ 1. On obtient ainsi une fonction φ, appartenant au corps
F2(H) des fonctions sur la courbe d’e´quation H(X, Y ) = 0 sur F2. A` nouveau, lorsqu’on
ope`re la seconde re´duction « mod G » de cette fonction, il faut pour lui donner du sens
conside´rer G diffe´remment : « φ mod G » est plus exactement l’e´valuation de φ sur la place de
H correspondant aux ze´ros de G. De cette fac¸on, le re´sultat est bien de´fini comme un e´le´ment
de F2n .
On peut redonner un diagramme, explicitant ainsi les deux chemins construits, allant de
F2[X][Y ] a` F2n .
φ = AY + B ∈ F2[X][Y ]
Polynoˆme ∈ F2[X]
C = ResY (G, φ)
Fonction sur la courbe H
Norm φ = ResY (H, φ) = D
F2n
Le choix de la base de facteurs dans l’algorithme FFS s’obtient en conside´rant les deux
coˆte´s de la figure, rationnel et alge´brique. On a ainsi deux bases de facteurs. A` gauche, du
cote´ rationnel, on choisit tous les polynoˆmes irre´ductibles de degre´ infe´rieur a` une borne b.
On les note pii. A` droite, du coˆte´ alge´brique, on choisit tous les ide´aux premiers de degre´ 1
de l’ordre maximal de K(H) = F2(X)(Y )/H(X, Y ) dont la norme est de degre´ infe´rieur a` la
meˆme borne b. On les note pi.
On conside`re ensuite de nombreuses expressions de la forme φ = A(X)Y + B(X), ou` A et
B sont soumis aux contraintes deg A 6 dA et deg B 6 dB. On recherche la friabilite´ a` la fois
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du coˆte´ rationnel et du coˆte´ alge´brique. Du coˆte´ rationnel, on souhaite donc avoir la friabilite´
du polynoˆme
C(X) = A(X)µ1(X) + B(X)µ2(X),
et du coˆte´ alge´brique, on veut que la norme de la fonction A(X)Y + B(X) soit friable. Cette
norme s’e´crit :
D(X) = ResY (H(X, Y ), A(X)Y + B(X)).
Bien que cela ne soit pas apparent, si l’on prend pour H l’expression correspondant a` l’al-
gorithme de Coppersmith, alors C(X) et D(X) correspondent bel et bien aux polynoˆmes du
meˆme nom introduits dans l’algorithme de Coppersmith.






j ) mod f,
pour une certaine valeur de γ. En re´alite´, cette relation doit eˆtre examine´e plus en profondeur.
En particulier, elle n’est pas ve´rifie´e si la courbe d’e´quation H posse`de plusieurs places a`
l’infini. Cette obstruction peut eˆtre leve´e en utilisant pour H une courbe Cab, comme cela a e´te´
remarque´ par Matsumoto [Mat99]. Deuxie`mement, si l’on travaille non plus en caracte´ristique
2 mais en caracte´ristique p, alors des unite´s peuvent s’introduire, donc la relation n’est ve´rifie´e
que modulo F∗p. En dehors de ces restrictions, la relation e´nonce´e est ve´rifie´e, en prenant pour
γ le nombre de classes de l’anneau F2(X)[Y ]/H(X, Y ), c’est-a`-dire le nombre de points F2-
rationnels de la courbe H (si celle-ci est de genre 1). Ce nombre est petit. Une exposition
minutieuse de la justification de cette construction alge´brique se trouve dans [AH99].
Nous n’effectuons pas l’analyse du FFS. Elle est semblable a` celle de l’algorithme de
Coppersmith, et les valeurs asymptotiques des parame`tres sont les meˆmes. La seule diffe´rence
se situe au niveau du parame`tre k : celui-ci n’est pas contraint a` eˆtre une puissance de 2, ce
qui signifie que l’on est toujours dans le cas le meilleur pour l’algorithme de Coppersmith. Du
point de vue pratique, malgre´ l’introduction de conside´rations alge´briques abstraites, tous les
calculs peuvent se ramener a` des calculs sur les polynoˆmes.
Nous pouvons remarquer que le crite`re que nous avons de´veloppe´ page 35 pour le choix
du polynoˆme de de´finition dans l’algorithme de Coppersmith peut s’exprimer simplement si
l’on regarde l’algorithme comme un cas particulier du FFS. Nous avons dit que pour le cas de
l’algorithme de Coppersmith, on prenait H = Y k−Xhk−nf1(X), c’est-a`-dire Y k−R(X). Nous
avons e´nonce´ qu’il e´tait souhaitable que f soit choisi de telle sorte que R admette souvent
des racines k-e`mes modulo des puissances de facteurs irre´ductibles. Ce crite`re est peu ou
prou identique a` celui que l’on utilise pour le crible alge´brique, ou` on choisit le polynoˆme de
de´finition de telle sorte que ses racines soient nombreuses modulo de petits nombres premiers
[EH96, EH97].
Chapitre 3
Techniques pour l’algorithme de
Coppersmith
Nous de´veloppons dans ce chapitre les diffe´rentes techniques qui peuvent eˆtre mises en
œuvre pour l’implantation de l’algorithme de Coppersmith. Nous portons l’accent sur notre
record de calcul de logarithmes discrets dans le corps F2607 , a` la lumie`re duquel les apports
des diffe´rentes techniques que nous avons employe´es sont illustre´s.
Les techniques de´crites ici sont multiples. Nous de´crivons surtout des techniques ayant
trait a` la recherche de relations, donc la premie`re phase de l’algorithme, et nous donnons
quelques de´tails sur la troisie`me phase en 3.8. La seconde phase de l’algorithme est un calcul
d’alge`bre line´aire, traite´ dans la partie II de ce me´moire.
On peut mentionner qu’aucune des techniques de´veloppe´es dans ce chapitre n’a une in-
fluence fondamentale sur la complexite´ sous-exponentielle de l’algorithme. En revanche, cer-
taines peuvent avoir une influence sur la composante invisible (cache´e dans le o(1) de l’expres-
sion de la complexite´), mais ne´anmoins polynomiale. Souvent ce sont aussi des conside´rations
pratiques qui apportent des arguments en faveur d’une technique.
3.1 L’emploi de large primes
3.1.1 (Single) large prime variation
Une des premie`res ame´liorations apporte´es aux algorithmes d’index-calculus et aux tech-
niques de combinaisons de relations en ge´ne´ral consiste a` employer des large primes. L’ide´e
sous-jacente est relativement ancienne et remonte aux premiers temps de la factorisation des
entiers par l’algorithme CFRAC [MB75]. Elle a e´te´ re´utilise´e avec succe`s dans le crible quadra-
tique et le crible alge´brique [MB75, Pom82, LM91, DDLM94, LM94, BR96, DL95]. De meˆme,
cette me´thode se transporte sans difficulte´ au cadre des algorithmes de calcul de logarithme
discret comme l’algorithme de Coppersmith. On peut comparer a` cette me´thode l’emploi du
crible par re´seau qui est de´crit en 3.6.
Par large prime on de´signe un cofacteur apparaissant dans une relation « presque friable ».
Supposons par exemple que dans l’algorithme de Coppersmith les factorisations des polynoˆmes









ou` Q est un facteur irre´ductible tel que b < deg Q 6 2b + 1. Le principe de la large prime
variation est d’essayer d’utiliser ces relations « partielles » plutoˆt que de les conside´rer inutiles.
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L’inte´reˆt de la me´thode pre´sente deux facettes. D’abord, pratiquement aucun surcouˆt n’est
impose´ par la conside´ration des relations partielles. En effet, sans rentrer dans le de´tail de
la fac¸on dont les paires (A, B) sont analyse´es (c’est l’objet du reste de ce chapitre), on peut
partir de l’ide´e que les facteurs de degre´ 6 b sont extraits un par un, ou degre´ par degre´.
Avant de pouvoir dire si une relation est friable ou non, on fait le travail qui consiste a`
calculer exactement le cofacteur sans facteur de degre´ 6 b (ou e´ventuellement le degre´ de
ce cofacteur). Un tel cofacteur, si son degre´ est dans [[b + 1 . . . 2b + 1]], est ine´vitablement
irre´ductible. On peut donc conside´rer que le traitement des relations partielles n’occasionne
pas de surcouˆt. Pour pre´ciser cette assertion, on indiquera pour les diffe´rentes techniques de
recherche de relations expose´es dans ce chapitre comment de´tecter un possible cofacteur de
degre´ borne´ par L (large prime bound), ou` L 6 2b + 1.
Par ailleurs, les relations partielles sont rendues utiles par recombinaison. Deux relations
partielles faisant intervenir le meˆme cofacteur Q peuvent eˆtre recombine´es pour obtenir une
« vraie » relation1. L’aspect inte´ressant est que le nombre de recombinaisons possible croˆıt
quadratiquement en le nombre de relations partielles disponibles. C’est un re´sultat qui s’ap-
parente au « paradoxe des anniversaires », que l’on reprend ici.
Proposition 3.1. Si l’on autorise des large primes appartenant a` un ensemble de cardinal
m, l’espe´rance du nombre de recombinaisons possibles a` partir de n relations partielles est n
2
2m
si les diffe´rents large primes ont une probabilite´ d’apparition uniforme. Si leurs probabilite´s
respectives sont p1, . . . , pm, l’espe´rance vaut n
2 S2







De´monstration. On reprend la de´monstration de [Mor93]. Cette de´monstration emploie
des techniques de se´ries ge´ne´ratrices comme de´crites dans [FS93, FS02] ou encore [FO90].
Notons p1, . . . , pm les probabilite´s respectives d’apparition des diffe´rents large primes (pour
fixer les ide´es, on peut prendre les pi e´gaux, mais cela n’est pas ne´cessaire). La somme des pi
vaut 1. On e´crit la se´rie ge´ne´ratrice exponentielle en z et u, ou` l’exposant de z est le nombre de
relations partielles, et l’exposant de u le nombre de large primes distincts apparaissant dans
ces relations. Dans ce contexte, le coefficient du monoˆme en znuk vaut 1n! fois la probabilite´



















(1 + u(epiz − 1)) .
L’espe´rance du nombre de large primes distincts apparaissant parmi les n premie`res relations







Le nombre de recombinaisons possibles Mn a` partir de ces n relations partielles est alors donne´
1Cette relation recombine´e est en revanche deux fois plus « lourde » qu’une relation classique. Nous revien-
drons sur l’influence de ceci sur la phase d’alge`bre line´aire. Cet aspect peut eˆtre visualise´ par la figure 5.1, en
page 89.
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par la relation :











(1 + (epjz − 1)
















(1− (1− pi)n) .
Pour obtenir l’estimation de Mn, on de´veloppe les premiers termes de l’expression (1− pi)n.















Dans cette expression, le terme correctif ² reste petit tant que n est petit devant m. La ve´ri-
fication est pe´nible, mais on peut montrer que dans le cas uniforme, si n 6 m
2
3
2 , alors l’erreur
est borne´e par 1. Cette plage d’approximation couvre largement le domaine d’utilisation vise´.
Si la distribution de probabilite´ est plus de´se´quilibre´e, l’espe´rance Mn est supe´rieure, mais la
pre´cision est moins bonne (et la ve´rification de ce fait est fastidieuse). ¥
3.1.2 Double large prime variation
Une extension possible de la me´thode pre´ce´demment de´crite est la double large prime
variation. Celle-ci autorise l’apparition d’un plus grand nombre de cofacteurs. Par exemple,
on accepte d’avoir un cofacteur dans la factorisation de C et un autre dans la factorisation
de D. On peut aussi autoriser deux cofacteurs a` eˆtre pre´sents « du meˆme coˆte´ », bien que
cela puisse entrer en conflit avec le souci, qui doit eˆtre permanent, de ne pas payer de surcouˆt
pour l’obtention de ces relations partielles (des cas peuvent se pre´senter ou` deux cofacteurs
sont identifiables facilement). Nous de´crivons ici la fac¸on dont les relations sont recombine´es.
Tout d’abord, pre´cisons la terminologie employe´e.
– Par relation ff (de full-full), on de´signe les relations sans aucun large prime. Ces relations
sont rares, et on essaye d’augmenter leur nombre graˆce a` des recombinaisons de relations
partielles.
– Par relation pf, ou fp (de partial-full et full-partial), on de´signe les relations ou` appa-
raissent un seul large prime. La distinction entre pf et fp tient a` la place du large prime,
suivant qu’il apparaˆıt dans la factorisation de C ou de D. Dans le cas de l’algorithme
de Coppersmith, cette distinction n’a pas cours, car on peut «me´langer » sans difficulte´
les large primes « mixtes ».
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– Par relation pp (de partial-partial) on de´signe les relations ayant deux cofacteurs (a
priori les deux cofacteurs apparaissent chacun d’un coˆte´, mais on accepte aussi de
traiter les cas ou` deux cofacteurs sont pre´sents d’un coˆte´, et aucun de l’autre coˆte´).
On peut voir les diffe´rentes relations partielles produites au cours de l’algorithme comme
des areˆtes dans un graphe. Les sommets du graphe sont tous les large primes possibles, plus
le sommet spe´cial note´ 1 auquel sont relie´s les large primes intervenant dans des relations pf






































−→ areˆte Q1–Q2 (relation pp).
Il est possible de recombiner plusieurs relations pp pour produire une relation ff, il faut
pour cela que les areˆtes correspondantes forment un cycle. Toutefois, cette condition n’est
pas suffisante car des multiplicite´s interviennent dans les relations. Conside´rons un cycle en
toute ge´ne´ralite´ : soient k relations R1, . . . , Rk faisant intervenir k large primes Q1, . . . , Qk,
ou` dans Ri interviennent les large primes Qi et Qi+1 (Qk et Q1 pour Rk) avec les multiplicite´s






i fait intervenir les large primes avec les multiplicite´s
suivantes :
Q1 multiplicite´ β1 = α1m1 + αkm
′
k,
Q2 multiplicite´ β2 = α2m2 + α1m
′
1,
Q3 multiplicite´ β3 = α3m3 + α2m
′
2,
. . . . . .
Qk multiplicite´ βk = αkmk + αk−1m′k−1.
On a donc une expression aise´e du vecteur (β1, . . . , βk) :
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Si aucun des large primes Qi n’est le « faux » large prime 1, alors tous les exposants doivent
eˆtre non nuls pour que la relation soit utilisable. Cela n’est possible que si la matrice qui







Comme nous voulons que cette quantite´ s’annule dans Z, on voit que la probabilite´ est faible
compte tenu du fait que dans l’algorithme de Coppersmith, les exposants mi et m
′
i valent
ge´ne´ralement 1 et −k (sans ordre)2. Un tel cycle « ge´ne´rique » est en revanche possible a`
2Il est toutefois possible, si la matrice n’est pas singulie`re, de cre´er a` partir de cette situation une areˆte
1–Q1.
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ge´rer dans le cas des algorithmes de factorisation, ou` les exposants ne sont conside´re´s que
modulo 2. Le produit des relations Ri est alors une relation ff a` cet e´gard.
Fort heureusement, l’aspect ne´gatif de la constatation que nous venons de faire est com-
pense´ par le fait que de tels cycles « ge´ne´riques » n’apparaissent jamais. En effet, le graphe
conside´re´ a un sommet spe´cial, le sommet 1, qui est beaucoup plus « touffu » que les autres
sommets, puisque de tre`s nombreux large primes y sont rattache´s : toutes les relations pf ou
fp correspondent a` une areˆte du type 1–Q, et ces relations sont nombreuses3. Cette donne´e
fait que les cycles ont une probabilite´ extraordinairement plus importante de faire intervenir
le sommet 1 que de l’omettre4. On voit donc qu’a` l’inverse de ce qui se passait pour la single
large prime variation, la conside´ration d’un mode`le uniforme ne suffit pas a` mettre en e´vidence
le bon comportement de ce mode`le a` deux large primes. Dans [FKP89], le cas d’un graphe
ale´atoire ou` les areˆtes ont des probabilite´ d’apparition e´gales est examine´ sous presque tous les
aspects possibles. Parmi les re´sultats obtenus, on apprend que le premier cycle dans le graphe
apparaˆıt a` partir de n/3 relations. Les donne´es expe´rimentales expose´es plus loin montrent
que les phe´nome`nes observe´s nous sont de plusieurs ordres de grandeur plus favorables que
cela. Une e´valuation du nombre de cycles que l’on peut attendre a` partir de n relations n’a
jamais e´te´ mene´e exactement. Il est ge´ne´ralement conjecture´ que cette progression est au
moins cubique, mais il s’agit essentiellement d’une extrapolation expe´rimentale.
Pour de´tecter les cycles dans le graphe constitue´ par les relations partielles, on a employe´
l’algorithme classique union-find [Sed88]. Le graphe (ou` les cycles ne sont justement pas sto-
cke´s) est vu comme une collection d’arbres (c’est-a`-dire une foreˆt). On oriente arbitrairement
les areˆtes lorsqu’elles sont inse´re´es dans le graphe, de telle sorte que chaque sommet a au
plus un parent, et exactement un anceˆtre (e´ventuellement lui-meˆme), se caracte´risant par la
proprie´te´ de ne pas avoir de parent. Les diffe´rents sommets d’une meˆme composante connexe
du graphe ont ainsi le meˆme anceˆtre.
Lors de l’insertion d’une areˆte Q1–Q2, quatre cas peuvent se pre´senter.
– Q1 et Q2 sont des sommets de degre´ 0 dans le graphe : aucune relation ne les fait
intervenir. Dans ce cas, on choisit arbitrairement Q1 ou Q2 comme e´tant le parent de
l’autre. Ainsi, on ajoute au graphe deux sommets, une areˆte, une composante connexe
(dont Q1 est l’anceˆtre, par exemple), et pas de cycle.
– Exactement l’un des sommets (Q2 par exemple) est de degre´ 0. On lui attribue l’autre
(Q1) comme parent. Ce faisant, on ajoute au graphe un sommet et une areˆte.
– Q1 et Q2 sont des sommets de degre´ non nul, mais leurs anceˆtres sont distincts. Ils
appartiennent donc a` deux composantes connexes distinctes, que l’on va relier. Si la
composante connexe comprenant Q1 est la plus lourde des deux (en terme de nombre
de sommets), alors Q1 devient le nouveau parent de Q2. Cela implique de renverser le
sens des areˆtes menant de Q2 a` son anceˆtre. Ainsi l’ancien parent Q2 a de´sormais Q1
comme parent, et caetera. La figure 3.1 illustre cette situation. Dans le cas syme´trique ou`
c’est la composante connexe comprenant Q2 qui est la plus grosse, on effectue l’ope´ration
inverse5. Dans cette situation, on n’ajoute pas de sommet au graphe, on rajoute une
310% des relations pour le calcul effectue´ sur F2607 .
4A` ce sujet, les donne´es expe´rimentales du calcul sur F2607 cite´es plus loin sont e´loquentes : plus de 800 000
cycles obtenus, pas un seul ne comportant pas le sommet 1.
5Ce choix est dirige´ par le souci de maintenir la profondeur moyenne des arbres la plus petite possible.
On pourrait apporter plus de soin a` l’analyse : si pour i = 1, 2 l’arbre ou` est situe´ Qi a ni sommets a` une
profondeur moyenne hi, et que la profondeur de Qi est pi, alors la quantite´ a` minimiser est la profondeur
moyenne re´sultante, a` savoir 1
n1+n2
(n1h1 + n2h2 + (p1 + p2 + 1)ni − pi − hi) si Qi est choisi comme fils de






























Figure 3.1 – Fusion de deux composantes
areˆte, et on retire une composante connexe.
– Q1 et Q2 ont le meˆme anceˆtre. Alors on a de´tecte´ un cycle. La strate´gie employe´e
consiste a` ne rien faire et stocker a` part la relation correspondant a` l’areˆte Q1–Q2, dans
le but de traiter ensemble toutes les relations qui engendrent des cycles.
Nous devons remarquer que dans le cas de la fusion de composantes, on diffe`re du union-
find « standard », comme de´crit par exemple par [Sed88]. L’ope´ration mene´e est repre´sente´e
par la figure 3.1. La raison de cette variation est que l’on tient a` conserver une correspondance
simple entre areˆtes du graphe et relations. De´cre´ter ici que l’anceˆtre de Q2 a pour parent
Q1, ou bien l’anceˆtre de Q1, ne´cessiterait trop de calculs. En particulier, cela ne´cessiterait
la lecture de toutes les relations allant de Q2 a` son anceˆtre, ce qui induirait une pe´nalite´
trop forte en termes d’entre´es-sorties. La contrepartie du choix que nous faisons est que la
profondeur moyenne des sommets dans les arbres associe´s aux composantes connexes est plus
grande qu’avec l’algorithme « standard ». Dans la pratique, cet aspect n’a toutefois pas eu
d’influence notable.
Au fur et a` mesure de l’insertion des areˆtes dans le graphe, on garde donc le compte exact
du nombre de cycles que l’on est en mesure de cre´er. Lorsque l’objectif est atteint, on traite
alors une par une les relations engendrant des cycles. Cela ne´cessite de prendre en conside´-
ration toutes les relations correspondant aux areˆtes des cycles concerne´s. En pratique, on a
toujours le large prime 1 comme anceˆtre commun des sommets conside´re´s, donc l’expression
d’une relation ff ne pose pas de proble`me.
Comme on l’a mentionne´ au fur et a` mesure de la description des diffe´rentes actions
possibles sur le graphe, il est aise´ de maintenir une trace de plusieurs proprie´te´s du graphe,
notamment son nombre de composantes connexes, son nombre d’areˆtes, de sommets, et par
conse´quent de cycles. Avec a` peine plus de soin, on peut aussi garder la trace du poids de la
composante connexe la plus grosse (car on sait dans notre cas de quelle composante connexe
il s’agit), ainsi qu’une majoration de la taille de la seconde plus grosse. Diverses donne´es de
ce type sont rapporte´es concernant le calcul de logarithmes discrets sur F2607 .
l’autre. On voit que c’est ni qui importe le plus.
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3.1.3 Conside´rations d’implantation
Table de hachage
La mise en pratique des me´thodes de large prime variation de´crites ici ne´cessite l’emploi
d’une structure adapte´e. En effet, le nombre de relations a` stocker pour obtenir un grand
nombre de cycles est potentiellement grand. Pour des tailles de proble`mes importantes, on
peut sans he´sitation estimer ce nombre a` plusieurs millions, voire dizaines de millions. Pour
le calcul de logarithme discret sur F2607 [Tho01b, Tho02a], le nombre de relations partielles
a atteint 61 058 174, impliquant 87 073 945 large primes distincts. Nous de´crivons ici quelques
de´tails de notre implantation avec deux large primes. Une contrainte de cette implantation a
e´te´ de ge´rer la recherche de cycles en utilisant au plus 1Go de me´moire vive.
Au fur et a` mesure que les relations sont collecte´es, l’algorithme union-find demande de
conserver de nombreuses traces des donne´es. De toute e´vidence, une trace des large primes
rencontre´s est ne´cessaire, ainsi que les descriptions des areˆtes correspondantes. A` raison d’en-
viron 5 octets ne´cessaires pour identifier un large prime, cela reste traitable. En revanche,
conserver en me´moire toutes les relations ou` ils interviennent est totalement exclu, car une
relation ne´cessite bien vite un stockage de l’ordre d’une centaine d’octets. On voit donc que
pour faire en sorte que cette technique passe a` l’e´chelle, un minimum de soin est ne´cessaire.
Supposons que l’on dispose d’un ensemble de relations partielles (typiquement stocke´es
dans une collection de fichiers, potentiellement en grand nombre). Pour effectuer la recherche
de cycles, deux approches sont possibles : l’approche en une passe, et l’approche en plusieurs
passes.
– La premie`re de ces approches consiste a` lire une fois l’ensemble de toutes les relations,
et a` fournir en sortie l’ensemble des relations recombine´es produites a` partir des cycles.
L’algorithme union-find est employe´ sur la totalite´ des areˆtes. Dans ce sche´ma, on
autorise le programme a` acce´der une seconde fois aux relations qu’il a de´ja` rencontre´es
pour effectuer les recombinaisons possibles a` partir des cycles.
– La seconde approche consiste a` « filtrer » l’ensemble des relations partielles. Dans une
premie`re passe, on identifie quels sont les large primes qui interviennent plus d’une
fois (et qui ont donc une chance d’eˆtre utiles). On e´limine les relations contenant des
large primes « isole´s », et on re´pe`te cette premie`re ope´ration de filtrage. Ensuite on
identifie quels sont les large primes qui interviennent dans des cycles, et dans une der-
nie`re passe on fabrique effectivement les recombinaisons a` partir de ces cycles (plusieurs
passes peuvent eˆtre rajoute´es au fur et a` mesure du proce´de´). Cette approche a e´te´
employe´e dans [Cav00] pour la factorisation d’un module RSA de 512 bits [CDL+00]
et dans les travaux qui ont suivi [CAB00]. Cette approche a l’avantage de n’effectuer
la recherche de cycles par union-find que sur un sous-ensemble des relations, alle´geant
ainsi la consommation en me´moire. La passe ultime de cette me´thode fait donc a priori
le travail minimum. Cependant, le travail de reconstruction des relations ff a` partir des
cycles prend un temps qui est en ge´ne´ral controˆle´ par la vitesse des pe´riphe´riques de
stockage (il est, comme on l’a dit, exclu de conserver toutes les relations en me´moire
centrale). Sur ce point particulier, il y a peu de raisons de penser que l’approche en
plusieurs passes apporte un be´ne´fice.
La me´thode que nous avons mise en œuvre est la me´thode en une passe, bien qu’il nous
soit apparu au fil du temps que les avantages de la seconde approche auraient e´te´ assez
appre´ciables. C’est bien suˆr avec une table de hachage que les areˆtes du graphe sont stocke´es.
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Sommets 87 073 945
Areˆtes (relations) 61 058 174
Relations ff 221 368
Relations pf/fp 6 083 209
Cycles obtenus 856 145
Taille du plus grand cycle (areˆtes) 40
Taille de la composante connexe ge´ante (areˆtes) 22 226 085
Taille de la seconde plus grande composante connexe (majorant) 167
Table 3.2 – Donne´es globales du graphe pour F2607
On choisit une me´thode de nume´rotation des large primes (par exemple en prenant les bits
du polynoˆme) et une me´thode de nume´rotation des relations (par exemple leur position dans
un fichier sur le disque dur). On s’arrange pour qu’un large prime soit nume´rote´ avec 5 octets
au plus, et une relation avec 4 octets au plus.
Choix d’une fonction de hachage
Les sommets constituent le point d’entre´e du graphe. A` chaque sommet est donc associe´
un emplacement dans la table de hachage. Cet emplacement doit eˆtre unique. Si la table de
hachage est vue comme un tableau de listes, on veut une fonction de hachage h telle que
l’information concernant le large prime nume´rote´ L soit dans la liste indexe´e par h(L). La
pre´sence d’une telle information permet de de´terminer si le sommet est de degre´ non nul ou
pas. L’information a` stocker, pour chaque sommet, est une identification de son parent (L′ par
exemple), ainsi que le nume´ro de la relation qui les relie (R). Pour les sommets qui sont des
anceˆtres, on peut choisir de prendre L′ = L. On voit que si l’on place dans la liste indexe´e par
h(L) le triplet (L, L′, R), la consommation me´moire est de 14 octets par sommet au minimum.
Pour e´conomiser de la place me´moire, on a fait le choix de prendre pour h un e´chantillonage
fixe des bits de L. Pour cela, il faut s’assurer que les bits choisis pre´sentent une distribution
suffisamment ale´atoire. Pour des large primes de degre´ allant de 24 a` 36, on a pris une partie
des bits d’indice 1 a` 23 (le bit d’indice 0 valant toujours 1 puisque l’on traite des polynoˆmes
irre´ductibles). Nous n’avons pas constate´ de conse´quence ne´gative de ce choix sur l’uniformite´
du remplissage de la table de hachage. Ce faisant, il est possible de stocker dans la liste indexe´e
par h(L) seulement les bits de L non de´termine´s. Nous avons ainsi e´conomise´ trois octets par
entre´e. En outre, stocker l’indice L′ en entier n’est pas ne´cessaire. Il suffit de stocker h(L′), et
l’indice de l’entre´e concernant L′ dans la liste indexe´e par h(L′). On e´conomise encore ainsi
deux octets par entre´e, pour arriver a` une occupation me´moire par entre´e de neuf octets.
3.1.4 Mesures statistiques
Le graphe constitue´ lors du calcul de logarithmes discrets sur F2607 est de proportions
largement respectables, puisqu’il taquine les cent millions de sommets. Nous avons collecte´
de nombreuses donne´es expe´rimentales sur ce graphe. Les tables 3.2, 3.3, 3.5 consignent les
valeurs finales de ces diffe´rentes quantite´s. L’e´volution chronologique de certaines d’entre elles
est de´taille´e dans des graphiques 3.4 et 3.6.
Les donne´es ge´ne´rales du graphe sont consigne´es dans la table 3.2. On y lit que le nombre
de relations pf et fp s’e´le`ve a` 10% du total, ce qui contribue bien suˆr grandement a` l’attrait
du sommet spe´cial 1 dans le graphe, pour aider a` la production de cycles. Dans la table 3.2, la
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Taille Nombre
2 sommets 154 507
3 sommets 147 122
4 sommets 129 428
5 sommets 107 122
6 sommets 85 558
7 sommets 65 687
8 sommets 48 810
9 sommets 35 956
10 sommets ou plus 81 954
Table 3.3 – Re´partition de la taille des cycles
mention du nombre de relations ff a une valeur essentiellement indicative, puisqu’une relation
ff n’intervient bien suˆr jamais dans le graphe (il s’agit ici des relations ff hors recombinaisons
des cycles).
Les cycles produits au cours de l’expe´rience sont alle´s bien au-dela` du simple cas des
cycles de taille 2 (qui correspond au cas des simples large primes). On voit dans la table 3.3
que ceux-ci repre´sentent moins de 20% du nombre total de cycles. Le be´ne´fice de l’emploi
des doubles large primes est donc tre`s net. La figure 3.4 repre´sente l’e´volution du nombre
de cycles au fur et a` mesure du remplissage du graphe, en fonction du nombre de relations
partielles. Il y apparaˆıt tre`s clairement que l’apport des cycles de taille 2 est bien en dec¸a` de la
contribution des cycles de taille plus importante. Toutefois, ces derniers apparaissent tard. Le
premier cycle de taille 2 est apparu apre`s 200 000 relations partielles, le premier cycle de taille
3 apre`s 1 200 000 relations partielles (de´ja` une quantite´ importante). La contribution des cycles
de taille > 3 a atteint 10% de celle des cycles de taille 2 apre`s 4 650 000 relations partielles,
pour enfin la de´passer apre`s 27 000 000 de relations partielles (ce point peut s’observer sur la
figure 3.4).
Il est difficile sur la figure 3.4 de voir que la courbe des cycles de taille 2 est de nature
quadratique, car elle est largement domine´e par les autres courbes. C’est pourtant le cas.
Si l’on essaie de mesurer expe´rimentalement une interpolation polynomiale de la courbe des
cycles de taille 3 et plus, on arrive a` un exposant 3.
Une autre observation inte´ressante qui peut eˆtre faite sur l’e´volution du graphe est le
comportement des composantes connexes. Il existe une composante connexe « ge´ante » (les
donne´es de la table 3.2 montrent combien le fosse´ est grand entre cette composante et les
autres). Au fur et a` mesure que le graphe se peuple, il y a de plus en plus de composantes
qui viennent s’y fusionner. On peut donc s’inte´resser, pour mettre en valeur ce phe´nome`ne,
a` l’e´volution de la proportion de composantes connexes ayant une taille donne´e. La table 3.5
consigne les valeurs finales de ces proportions.
On a repre´sente´ sur le graphique de la figure 3.6 l’e´volution de la proportion des com-
posantes connexes en fonction de leur taille (en nombre d’areˆtes), normalise´e au maximum.
C’est-a`-dire par exemple que l’on a trace´ la proportion du nombre de composantes connexes
de taille 4 par rapport a` la valeur maximale de 0.88%. On voit sur cette figure que le point
d’« effondrement » du graphe est re´ellement de´passe´ a` partir de 40 millions d’areˆtes envi-
ron, puisque pour toutes les tailles de composantes connexes (jusqu’a` la taille de 11 et plus),
on voit que la proportion est nettement de´croissante (cette constatation inspire bien suˆr un
rapprochement avec les mode`les de percolation).
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Figure 3.4 – E´volution du nombre de cycles
Taille Nombre Proportion Maxi
1 areˆte 22 226 085 36% 93%
2 areˆtes 2 755 157 4.5% 6.1%
3 areˆtes 856 449 1.4% 1.9%
4 areˆtes 385 286 0.63% 0.88%
5 areˆtes 206 514 0.33% 0.48%
6 areˆtes 124 223 0.20% 0.29%
7 areˆtes 81 119 0.13% 0.19%
8 areˆtes 55 325 0.091% 0.13%
9 areˆtes 39 229 0.064% 0.093%
10 areˆtes 29 103 0.048% 0.068%
11 areˆtes ou plus 113 426 0.19% 0.26%
Table 3.5 – Re´partition de la taille des composantes connexes
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Figure 3.6 – Effondrement des composantes connexes (taille 1 . . . 11 et plus)
3.1.5 Alternatives
Apre`s l’emploi d’un large prime, de deux large primes, on est bien suˆr tente´ de ge´ne´raliser
le sche´ma pour prendre en compte un nombre arbitraire (mais qui reste borne´) de large primes.
Cette ide´e a e´te´ mise en œuvre dans [DL95], et surtout dans [Cav00, Cav02], avec le principe
des k-merges : plusieurs relations, en nombre k par exemple, ayant en commun un meˆme
large prime peuvent eˆtre fusionner pour former k − 1 relations ou` ce large prime est absent.
L’adaptation a` notre cadre de ces techniques n’est pas imme´diate : en effet, l’importance des
exposants dans les relations est bien plus grande que pour les relations de factorisation, ou`
ceux-ci sont seulement conside´re´s modulo 2. Il en re´sulte une croissance globale des exposants
des relations, qui doit eˆtre controˆle´e.
3.2 Sans crible : tests de friabilite´
A` l’origine, la me´thode propose´e par Coppersmith, et qui paraˆıt la plus naturelle au vu de
la description de l’algorithme effectue´e au chapitre pre´ce´dent, repose sur un test de friabilite´
efficace. On rappelle l’e´nonce´ de la proposition A.12 :
Proposition. Le polynoˆme Xq
n−X ∈ Fq[X] est le produit de tous les polynoˆmes irre´ductibles
de Fq[X] de degre´ divisant n.
On de´duit, a` partir de cette proprie´te´, un test de friabilite´ facile a` mettre en œuvre. Nous
allons voir que ce test ne fournit pas une re´ponse juste a` 100%, mais qu’il est largement
suffisant.
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+ X) ≡ 0 mod P , alors P est b-friable
sauf si les facteurs de degre´ > b de P sont de multiplicite´ paire.
De´monstration. Partons d’abord du cas ou` P est b-friable. Le polynoˆme P s’e´crit donc∏
i
pieii . Il est e´vident que
∏
i|ei>0
piei−1i divise le polynoˆme de´rive´ P
′. En outre, chacun des pii
est de degre´ 6 b, donc deg pii divise un entier de l’intervalle [[d b2e . . . b]]. Il s’ensuit que le test
est ve´rifie´.
Soit maintenant un polynoˆme P ve´rifiant le test, soit q un facteur irre´ductible de degre´








+ X). Donc le test ne peut eˆtre ve´rifie´ que si qk divise P ′. Il existe
un polynoˆme R premier avec q tel que :
P = qkR,
P ′ = qkR′ + kqk−1q′R,
qk | P ′ ⇔ q|kq′,
qk | P ′ ⇔ k ≡ 0 mod 2.
On a donc obtenu la proprie´te´ recherche´e. ¥
Les « faux te´moins » pour le test pre´ce´dent sont donc rares. On peut en calculer la pro-
portion asymptotique en fonction de b en utilisant des techniques de se´ries ge´ne´ratrices. Une
estimation correcte ne´cessite l’emploi de la me´thode du point col [FS94]. Ce calcul n’est pas
effectue´ ici.
Comme nous le verrons en 3.3, ce test n’est pas le moyen de se´lection le plus employe´,
puisque l’on pre´fe`re largement employer des techniques de crible. Ne´anmoins il conserve son
inte´reˆt en bien des circonstances, car on ne crible pas a` la fois pour le polynoˆme C et le
polynoˆme D.
Effet de l’emploi de large primes
Lorsque l’on souhaite employer des large primes, suivant ce qui a e´te´ de´crit pre´ce´demment
en 3.1, il est ne´cessaire d’adapter le test de friabilite´. Cette adaptation peut se faire a` moindre
couˆt, et c’est bienvenu car dans le cas contraire, l’emploi de large primes pre´senterait un
avantage amoindri (les relations partielles ne seraient pas tout a` fait « gratuites »). Si l’on
note S le polynoˆme introduit dans la proposition ci-dessus, a` savoir :








on peut en fait pre´ciser le re´sultat de la proposition en disant que, hormis dans les cas rares
ou` P a un grand facteur re´pe´te´, le degre´ de pgcd(S, P ) est exactement la contribution des
petits facteurs a` la factorisation de P . Il s’ensuit que si deg P − deg pgcd(S, P ) 6 L, alors le
cofacteur dans la factorisation de P est de degre´ au plus L.
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3.3 Le principe du crible
Le travail a` effectuer lors de la premie`re phase de l’algorithme de Coppersmith consiste
a` examiner un grand nombre de paires (A, B), et de de´terminer parmi ces paires lesquelles
donnent lieu a` des polynoˆmes C et D friables. Puisque la probabilite´ de friabilite´ est tre`s
faible, nous devons tester un tre`s grand nombre de paires, parmi lesquelles seule une infime
proportion est re´ellement inte´ressante. Dans ce contexte, on peut avantageusement mettre en
œuvre une technique de crible. Nous savons que l’e´valuation de la friabilite´ de C permet a`
elle seule d’effectuer un tri drastique parmi les paires6. Le crible permet d’effectuer ce tri a`
moindres frais.
Plutoˆt que d’examiner les diffe´rents polynoˆmes C possibles les uns apre`s les autres, et
d’e´valuer leur friabilite´, c’est-a`-dire la contribution des petits facteurs dans leur factorisation,
le principe du crible est de travailler en premier lieu sur les petits facteurs. Pour un petit
polynoˆme irre´ductible g, on veut identifier les paires (A, B) telles que le polynoˆme C =
AXh + B est divisible par g. Cela revient a` re´soudre tout simplement la congruence :
B ≡ AXh mod g.
Les contraintes spe´cifiques a` notre proble`me sont les suivantes. L’espace des paires (A, B)
est de taille colossale (251 paires pour le cas de F2607). On le conside`re donc par tranches, ou` A
est fixe´. Alors, B est un polynoˆme de degre´ compris entre 0 et dB. L’ensemble des polynoˆmes
B est donc de taille 2dB+1. On conside`re un tableau S de 2dB+1 entiers correspondant a`
ces polynoˆmes (on se permet de noter S[B] l’entre´e correspondant a` B). Les entre´es de ce
tableau sont initialement mises a` ze´ro, et pour chaque polynoˆme irre´ductible g de degre´ 6 b,
on augmente S[B] de la quantite´ deg g pour les polynoˆmes B qui satisfont la congruence
ci-dessus. Ainsi, une fois que ce travail a e´te´ effectue´ pour tous les polynoˆmes de degre´ 6 b
(et leurs puissances), la valeur de S[B] correspond a` la contribution des facteurs de degre´ 6 b
dans la factorisation de C = AXh + B. Si cette contribution atteint deg C = h + deg A, alors
le polynoˆme C est b-friable. Si cette contribution atteint seulement h + deg A−L, ou` L est la
borne maximale autorise´e pour les large primes (cf. 3.1), alors C est « presque friable ».
Effectuer ce travail de crible efficacement ne´cessite de pouvoir identifier facilement toutes
les solutions de la congruence B ≡ AXh mod g. En outre, il est important de pouvoir ite´rer
facilement l’ope´ration S[B] += deg g sur ces solutions. Comme les solutions diffe`rent entre
elles d’un multiple de g, il faut pouvoir parcourir l’ensemble des multiples de g rapidement.
Les solutions a` la congruence qui nous inte´resse forment un sous-espace affine de l’espace des
polynoˆmes de degre´ 6 dB, que l’on voit comme un espace vectoriel de dimension dB + 1 sur
F2. L’espace affine en question est :
B0 + 〈g, Xg, . . . , XdB−deg gg〉F2 , ou` B0 = (AXh mod g).
Pour parcourir efficacement cet espace affine, on veut n’avoir a` effectuer que des additions
polynomiales, jamais des multiplications. La notion de code de Gray permet de parcourir
un espace vectoriel sur F2 en ne faisant qu’une addition de vecteur de base a` chaque e´tape
(on pre´sente en ge´ne´ral le code de Gray comme un parcours des sommets d’un hypercube,
qui n’est rien d’autre qu’un espace vectoriel sur F2). La proposition suivante nous donne le
parcours a` conside´rer.
6Dans notre cas, deg C > deg D. La probabilite´ de friabilite´ de C est donc infe´rieure a` celle de D. Dans le
cas contraire, cribler sur D est plus avantageux. Ce cas sera aborde´ page 54.
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Proposition 3.3. Soit V = 〈e0, . . . , ed−1〉F2 un espace vectoriel de dimension d sur F2. Pour
un entier i, notons `(i) l’indice du premier bit non nul de i (c’est-a`-dire le plus grand entier
k tel que 2k|i). Soit (un)n la suite de´finie par :{
u0= 0,
un= un−1 + e`(n).
Alors {u0, . . . , u2d−1} est l’ensemble des points de V .
De´monstration. La preuve est une re´currence. Pour d = 0 le re´sultat est trivial. Soit
maintenant d > 0. On sait par hypothe`se de re´currence que {u0, . . . , u2d−1} est l’ensemble des
points de 〈e0, . . . , ed−1〉F2 . En outre, on a `(2d) = d, donc u2d = ed +u2d−1. Pour chaque entier
i tel que 0 < i < 2d, on a `(2d + i) = `(i). Par conse´quent, u2d+i − u2d = ui − u0. L’ensemble
des vecteurs {u2d , . . . , u2d+1−1} est donc l’ensemble des points de :
u2d − u0 + 〈e0, . . . , ed−1〉F2 = ed + 〈e0, . . . , ed−1〉F2 .
Le re´sultat s’ensuit. ¥
Un second point important est le couˆt que repre´sente le calcul de la valeur initiale AXh
mod g. Pour des polynoˆmes g de degre´ important, cette re´duction d’un polynoˆme modulo g
est le point de´licat. En particulier, il prend le pas sur le parcours du code de Gray, dont le
couˆt de´croit exponentiellement avec deg g. Ces deux aspects doivent donc eˆtre optimise´s.
Un pseudo-code indiquant comment programmer un tel crible polynomial est donne´ en 3.7.
Du point de vue de l’implantation, l’indexage du tableau S par un polynoˆme ne pose pas de
proble`me. En effet, la repre´sentation la plus e´vidente7 des polynoˆmes sur F2 utilise un bit par
coefficient, et fournit donc imme´diatement la bijection naturelle avec les entiers. Le pseudo-
code fourni conside`re que c’est cette repre´sentation qui est utilise´e, et que les polynoˆmes
traite´s sont de degre´ suffisamment petit pour pouvoir eˆtre repre´sente´s par un mot machine.
Crible sur le polynoˆme D
Dans la description que l’on a faite du crible, rien ne prescrit la forme spe´cifique du
polynoˆme C = AXh + B. Il est possible aussi de cribler sur le polynoˆme D de´fini par D =
AkXhk−nf1 +Bk. Le choix entre ces deux possibilite´s est dicte´ par la recherche d’efficacite´ du
crible. Comme le temps de calcul du crible est presque inde´pendant du nombre de paires qu’il
se´lectionne, on souhaite se placer dans la situation ou` ce nombre de paires friables se´lectionne´es
est le plus faible. Cela nous conduit a` cribler sur le polynoˆme parmi C et D dont le degre´ est
le plus important, puisque c’est avant tout le degre´ qui controˆle la probabilite´ de friabilite´.
Cribler sur D n’est donc avantageux que si celui-ci est degre´ supe´rieur a` deg C, puisqu’alors
le crible ope`re une se´lection plus drastique.
Ide´alement, les polynoˆmes C et D sont de degre´ identique (leur valeur asymptotique
commune est
√
ndA). En re´alite´, ces degre´s ne sont pas e´quilibre´s : la grandeur qui « assure »
cet e´quilibre est le parame`tre k, et comme ce parame`tre est contraint a` eˆtre une puissance
de 2, on est assez e´loigne´ du comportement asymptotique en ce domaine8. Pour la plage de
proble`mes dans laquelle se situe la re´solution de logarithmes discrets dans F2607 , on a k = 4, et
7Cette repre´sentation est celle employe´e par exemple par Magma (en interne) et par les librairies ZEN et
NTL.
8En cela, l’algorithme FFS, qui le`ve cette restriction sur le parame`tre k, pre´sente un avantage certain.
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for(i=0;i<2dB+1;i++) S[i]=0;
for(k=1;k<=b;k++) {
for(g irre´ductible de degre´ k) {
e[0]=g;
for(d=1;d<=dB − k;d++) e[d]=e[d-1]<<1;
B=(AXh mod g); // Initialisation parfois cou^teuse
u=0;
for(i=0;i<2dB−k+1;i++) { // Cette boucle est critique






if (S[i]>=h + deg A− L) {
B=i;
marquer la paire (A, B);
}
}
Programme 3.7: Crible polynomial
on se rapproche du point ou` le choix k = 8 est plus avantageux. Il en re´sulte que le polynoˆme
C est de degre´ conside´rablement plus important que le polynoˆme D (178 contre 112 dans
notre cas). Par conse´quent, cribler sur D n’a pas e´te´ envisage´ pour le calcul de logarithmes
discrets sur F2607 . Toutefois, nous mentionnons ici comment un tel crible peut eˆtre re´alise´.
Lorsque l’on a de´crit le crible sur le polynoˆme C, on a mis en e´vidence l’inte´reˆt de la
congruence B ≡ AXh mod g. La congruence jouant le roˆle analogue lorsque D prend la place
de C est :
Bk ≡ AkXhk−nf1 mod g.
Concentrons-nous sur le cas ou` g est un polynoˆme irre´ductible. En cela, on exclut le cas
ou` g est une puissance d’un polynoˆme irre´ductible9. On peut alors simplifier ainsi l’e´criture
pre´ce´dente :
B ≡ A k
√
Xhk−nf1 mod g.
La grandeur Xh qui intervient lors du crible sur C doit maintenant eˆtre remplace´e par la
grandeur k
√
Xhk−nf1 mod g. Cette grandeur est incontestablement plus complexe, d’autant
plus qu’elle de´pend de g. Toutefois, il est parfaitement envisageable de pre´calculer ces donne´es :
si l’on crible sur un million de polynoˆmes irre´ductibles (c’est une grandeur indicative), le
pre´calcul de ces donne´es repre´sente 4 me´gaoctets, soit peu de choses.
En dehors de cet amendement de l’initialisation du crible, de l’omission « par construc-
tion » des puissances de polynoˆmes irre´ductibles, et bien e´videmment de la borne finale
h+deg A−L qui devient la quantite´ un peu plus complexe qui controˆle deg D, l’algorithmique
ne change pas : la congruence centrale est transcrite de manie`re tre`s similaire.
9Pour les raisons qui ont de´ja` e´te´ expose´es page 35 lors de la discussion sur le choix du polynoˆme, la
conside´ration de telles puissances pour le polynoˆme D est d’un inte´reˆt pratiquement nul.
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Il est enfin possible d’effectuer deux cribles, l’un pour C et l’autre pour D. Cela est
inte´ressant si le crible s’ave`re conside´rablement plus rapide que la factorisation.
3.4 Le crible partiel : e´valuation statistique des contributions
des facteurs
Comme cela est indique´ en commentaire dans le pseudo-code 3.7, le sche´ma de crible
polynomial pre´ce´demment de´crit souffre de deux inconve´nients :
– Lorsque le polynoˆme g est de degre´ trop important, le couˆt d’initialisation (qui implique
une re´duction modulaire) peut s’ave´rer important.
– Lorsque le polynoˆme g est de petit degre´, la boucle qui met a` jour les entre´es du
tableau est tre`s longue. En outre, cette boucle n’acce`de pas a` la me´moire de fac¸on tre`s
ordonne´e. Il en re´sulte une nette chute de performance (due au comportement de la
me´moire cache).
Pour pallier ces inconve´nients, on a employe´ une strate´gie de crible partiel . Cette technique
s’apparente a` des techniques de´ja` employe´es dans les algorithmes de factorisation. Le principe
est d’e´valuer la probabilite´ de friabilite´ a` partir des contributions des facteurs les plus « faciles »
a` traiter. Plus exactement, cela signifie que dans le crible, on omet les polynoˆmes g de petit
et de grand degre´. Pour les deux raisons que l’on a e´voque´es au paragraphe pre´ce´dent, les
polynoˆmes « moyens » sont en effet traite´s plus efficacement. Cette omission de´libe´re´e des
polynoˆmes de petit degre´ dans le crible s’apparente a` la small prime variation employe´e dans
les algorithmes de factorisation.
Bien entendu, si l’on omet certains degre´s, la borne h+deg A−L, appele´e borne de qualifi-
cation, doit eˆtre corrige´e en fonction des facteurs que l’on a omis. Cette borne doit maintenant
refle´ter la contribution statistique des facteurs de degre´ interme´diaire a` la factorisation des
polynoˆmes friables. Les de´savantages que l’on rencontre en omettant ainsi des facteurs appa-
raissent lors du choix de la borne de qualification. Les deux effets suivants interviennent :
– Alors que la contribution globale de tous les polynoˆmes irre´ductibles de degre´ 1 a` b
a` la factorisation d’un polynoˆme b-friable de degre´ d est e´videmment e´gale a` d, la
contribution des polynoˆmes irre´ductibles dont le degre´ est dans un sous-ensemble de
[[1 . . . b]] est plus disperse´e. Pour capturer une proportion raisonnable des polynoˆmes C
friables au cours du crible, on doit donc placer la borne de qualification relativement
bas (d’autant plus bas que l’e´cart-type de la contribution est e´leve´).
– Si la borne de qualification est place´e trop bas, alors de tre`s nombreux polynoˆmes C
sont « qualifie´s ». Par conse´quent, la proportion des polynoˆmes friables parmi ceux-ci
est de plus en plus faible (tendant a` la limite vers la probabilite´ de friabilite´, auquel cas
le crible a un pouvoir de se´lection nul).
Ces deux effets sont clairement antagonistes. Nous allons voir comment il est possible
de les e´quilibrer et de bien choisir la borne de qualification, afin de maintenir le pouvoir de
se´lection du crible. La figure 3.8 consigne quatre exemples de re´sultats obtenus en e´valuant les
deux effets cite´s en fonction du choix de la borne de qualification. Dans chaque cas, on s’est
inte´resse´ a` la 23-friabilite´ d’un polynoˆme ale´atoire10 de degre´ 178. Les mesures sont effectue´es
pour un crible complet d’abord, puis pour trois versions de crible « partiel », ou` l’on a crible´
seulement pour les polynoˆmes irre´ductibles g de degre´ compris entre 10 et 20 pour le deuxie`me
10Par conse´quent, comme le polynoˆme C n’est pas un polynoˆme ale´atoire, ces distributions doivent eˆtre vues
comme essentiellement indicatives.
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graphique, 6 et 22 pour le troisie`me, et 10 et 23 pour le quatrie`me. Les diffe´rentes valeurs
possibles de la borne de qualification sont donne´es en abscisse.
Sur chaque graphique, la partie grise´e repre´sente la proportion des polynoˆmes friables qui
passent le crible. On cherche a` maximiser cette quantite´. Il est clair que si le crible est complet,
alors un polynoˆme friable a une contribution maximale, donc la zone grise´e reste « cale´e » a`
100%. Dans les autres cas, a` cause de la dispersion statistique de la contribution des facteurs
dans la plage se´lectionne´e, il est net que cette zone grise´e de´croˆıt si la borne de qualification
est trop « stricte ». On repre´sente ainsi le premier des effets mentionne´s ci-dessus.
La « qualite´ de se´lection » du crible est la courbe qui se de´tache sur les graphiques. On
souhaite aussi maximiser cette qualite´. Elle indique, en fonction de la borne de qualification
choisie, la proportion des polynoˆmes friables parmi les polynoˆmes « qualifie´s ». On repre´sente
ainsi le second des effets mentionne´s plus haut11. Le comportement de cette courbe varie
peu en fonction des situations : elle doit eˆtre vue comme une re´fe´rence a` associer a` la seconde
donne´e. En effet, la borne de qualification doit eˆtre choisie de telle sorte que les deux quantite´s
e´tudie´es soient grandes. Par exemple, dans le cas du second des graphiques de la figure 3.8,
on ne peut espe´rer raisonnablement « capturer » la moitie´ des paires friables : cela imposerait
une borne de friabilite´ au plus e´gale a` 100, ce qui correspond a` une tre`s mauvaise qualite´ de
se´lection.
Une conclusion synthe´tique de la lecture de la figure 3.8 est que la qualite´ du crible
n’est globalement pas trop affecte´e si l’on omet les facteurs de petit degre´. En revanche,
ne pas cribler pour les facteurs irre´ductibles de degre´ important est un facteur tre`s net de
de´gradation de la qualite´ du crible. Lors du calcul de logarithmes discrets sur F2607 , dont
les graphiques de la figure 3.8 sont extraits, le crible a e´te´ effectue´ pour la plage de degre´
[[10 . . . 23]], correspondant a` la dernie`re des courbes repre´sente´es. Il est net que parmi les
situations repre´sente´es, c’est celle qui offre le meilleur compromis possible.
Obtention des e´valuations statistiques
Les graphiques de la figure 3.8 ont e´te´ obtenus a` l’aide de se´ries ge´ne´ratrices. Si l’on note
Nk le nombre de polynoˆmes irre´ductibles de degre´ k sur F2, la se´rie ge´ne´ratrice des polynoˆmes
unitaires (ou` le coefficient en zn est le nombre de polynoˆmes sur F2 de degre´ n, a` savoir 2
n)










Cette identite´ de´coule des re´sultats e´le´mentaires de [FS93] sur les se´ries ge´ne´ratrices pour
l’e´nume´ration des structures combinatoires. Si l’on souhaite exprimer la se´rie ge´ne´ratrice des
polynoˆmes b-friables, il suffit de restreindre le produit dans le dernier membre de l’e´quation






Plus ge´ne´ralement, on peut e´noncer la proposition suivante (toujours a` partir de re´sultats
e´le´mentaires tels que pre´sente´s dans [FS93]) :
11On remarque que la courbe en question « plafonne » a` partir de la borne de qualification 155. En effet,
155 = 178 − 23 : un polynoˆme de degre´ 178 dont on a identifie´ une partie 23-friable de degre´ > 155 est
ne´cessairement 23-friable.
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Figure 3.8 – E´volution de la qualite´ du crible partiel
Proposition 3.4. Soit R ⊂ [[1 . . . b]].












Alors le coefficient du monoˆme en umzn de fR,b(u, z) (note´ [u
mzn]fR,b(u, z)) est le
nombre de polynoˆmes b-friables de degre´ n dont la contribution des facteurs de degre´
appartenant a` R dans la factorisation est e´gale a` m.
– Soit en outre la se´rie gR(u, z) de´finie par :










Alors [umzn]gR(u, z) est le nombre de polynoˆmes de degre´ n (b-friables ou non) dont la
contribution des facteurs de degre´ appartenant a` R dans la factorisation est e´gale a` m.
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Il s’ensuit que pour une borne de qualification e´gale a` q, le nombre de polynoˆmes b-
friables de degre´ d qui seraient qualifie´s s’ils apparaissaient dans un crible12 est e´gal a` :∑
k>q[z
duk]fR,b(u, z). On peut simplifier un peu cette e´criture, si l’on note h(u) la se´rie
[zd]fR,b(u, z) (en fait h(u) est un polynoˆme en u). Les coefficients de h(u) sont note´s hk =











































Paralle`lement, on montre que le nombre total de polynoˆmes qualifie´s pour une borne de
qualification e´gale a` q, que ces polynoˆmes soient b-friables ou pas, est donne´ par :∑
k>q
[zduk]gR(u, z) = [u
qzd]
(




De ces formules de´rivent les repre´sentations de la figure 3.8. Les grandeurs conside´re´es font
qu’aucun soin particulier n’est ne´cessaire pour l’e´valuation des coefficients des se´ries formelles
mentionne´es, il est donc possible de mener des calculs exacts13 (malgre´ le manque d’inte´reˆt
de la vingtie`me de´cimale). L’emploi de de´veloppements asymptotiques est alors probablement
de peu d’inte´reˆt : leur obtention n’apparaˆıt pas comme e´vidente, et pour les petits degre´s de
polynoˆmes qui nous inte´ressent, il n’est pas impossible que le de´veloppement asymptotique
doive eˆtre pousse´ assez loin pour obtenir une approximation correcte des grandeurs qui nous
inte´ressent.
Ge´ne´ralisations de la me´thode d’e´valuation
Bien que la description qui vient d’eˆtre faite ne tienne pas compte des large primes, ceux-ci
peuvent s’inse´rer aise´ment dans le sche´ma. Les se´ries formelles manipule´es deviennent un peu
plus complique´es. Un autre facteur de complication des e´critures est l’omission du crible sur
les puissances des polynoˆmes irre´ductibles. En effet, le be´ne´fice est la` aussi maigre compare´ au
couˆt. Similairement, on peut faire entrer cette conside´ration en ligne de compte dans l’e´criture
des se´ries formelles.
12Les polynoˆmes de la forme C = AXh + B ne forment bien suˆr qu’un tre`s maigre sous-ensemble de cette
classe de polynoˆmes.
13Le programme Magma, qui ne dispose pas d’algorithmes tre`s avance´s pour la manipulation de se´ries
formelles a` ce jour, a traite´ les graphiques de la figure 3.8 en moins d’une minute.
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3.5 Le groupement de cribles
3.5.1 L’espace de crible ne´cessaire
Un des aspects de la recherche de relations que nous avons durement constate´ par l’expe´-
rience est que les probabilite´s de friabilite´ sont tre`s instables. Bien entendu, des paires (A, B)
de petit degre´ correspondent a` des paires (C, D) de degre´ mode´re´, et donc a` des probabilite´s
de friabilite´ de ces polynoˆmes plus importantes. Le rendement en relations de chaque « pa-
quet » de paires (A, B) de´croˆıt avec l’e´volution du degre´ de A et B. Une e´valuation pre´cise
de l’espace de crible ne´cessaire importe donc des tests sur les diffe´rentes plages de degre´.
He´las, pour rendre la situation encore plus complexe, d’autres facteurs de´ja` e´voque´s in-
terviennent. L’emploi de cribles partiels a pour effet d’augmenter le rendement local pour des
paquets de paires de meˆme degre´, mais cette approche a le de´faut de « consommer » l’espace
de crible plus vite. Pour cette raison, les graphiques de la figure 3.8 attirent l’attention sur la
proportions des polynoˆmes friables qui sont capture´s par le crible. En effet, il ne sert a` rien de
cribler tre`s vite et peu soigneusement une zone ou`, avec du soin, on peut s’attendre a` obtenir
une grande quantite´ de relations.
Un dernier facteur est bien entendu l’emploi de large primes. Il est tre`s difficile de pre´voir
a` quel moment aura lieu l’explosion combinatoire du nombre de cycles du graphe constitue´
par les relations partielles (correspondant a` l’« effondrement » de ce graphe). Par conse´quent,
pre´voir le nombre de relations partielles sur lequel on doit compter pour pouvoir obtenir le
nombre recherche´ de relations recombine´es est extreˆmement ardu.
Pour toutes ces raisons, on peut difficilement espe´rer « viser juste » pour l’espace de crible.
Et dans le calcul de logarithmes discrets sur F2607 qui a e´te´ effectue´ au cours de cette the`se, il
est clair que l’espe´rance initiale e´tait bien optimiste par rapport a` la re´alite´. Nous avons donc
mis en place un sche´ma permettant de concentrer les calculs d’abord sur les zones ou` l’on
espe`re obtenir un plus grand nombre de relations. Le sche´ma consistant a` de´couper l’espace
de crible en tranches de la forme (A,−) ou` A est fixe´ et B varie sur toute la plage de degre´
possible nous est apparu trop restrictif.
Les de´veloppements que nous pre´sentons ici sont donc essentiellement motive´s par des
conside´rations pratiques de gestion du calcul. De telles me´thodes ont aussi e´te´ utilise´es pour
les grands efforts de factorisation, avec le crible alge´brique par exemple.
3.5.2 Distribution du crible en paquets
Un premier de´coupage, dont la raison d’eˆtre est essentiellement une raison de gestion du
calcul pour la distribution, a de´fini une grande quantite´ de sous-taˆches, que l’on a nomme´es
paquets (i.e. paquets de paires a` cribler). Ces paquets sont de´finis par deux parame`tres Af et
Bf repre´sentant les parties fixes des polynoˆmes A et B concerne´s :
paquet(Af , Bf ) ={(A, B) = (AfXδA+1 + Av, BfXδB+1 + Bv),
deg Av 6 δA, deg Bv 6 δB}.
Les parties fixes Af et Bf sont donc des polynoˆmes de degre´s infe´rieurs ou e´gaux a` dA−δA−1
et dB−δB−1, respectivement. A` titre indicatif, on donne les parame`tres choisis pour le calcul
sur F2607 : δA = 6, δB = 24.
Un ordinateur qui prend part au calcul et qui rec¸oit la responsabilite´ de cribler un paquet
peut effectuer ce crible de la fac¸on qui l’arrange le mieux. L’approche simple consiste a` traiter
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se´pare´ment les paires correspondant a` des valeurs diffe´rentes de Av. Avec les valeurs issues
du calcul sur F2607 , cela correspond a` 2
7 = 128 cribles, traitant chacun un espace de 225
polynoˆmes Bv, ce qui ne´cessite 32Mo de me´moire vive. Pour chacun de ces 128 cribles, la
congruence a` re´soudre se modifie par rapport a` celle qui a e´te´ pre´sente´e plus haut, a` cause du
terme Bf . Cette congruence devient :
Bv ≡ AXh + BfXδB+1 mod g, ou` A = AfXδA+1 + Av.
En faisant ainsi, on ne modifie pas profonde´ment le fonctionnement du crible.
3.5.3 Division de la table de crible
On peut trouver, et cela a e´te´ le cas parfois, qu’imposer 32Mo pour la table de crible pour
toutes les machines prenant part au calcul est un peu difficile, surtout si l’on souhaite utiliser
ces machines en concurrence avec les programmes des autres utilisateurs14. A` cet effet, une
variation simple permet de re´soudre la consommation en me´moire : diviser encore la table de
crible, par exemple par 2γ , pour γ un petit entier, en fixant γ bits supple´mentaires dans Bv
(ce qui ame`ne le nombre de sous-cribles a` traiter pour un paquet a` 2δA+1+γ). Ainsi, la taille
de la table de crible est abaisse´e a` 2δB+1−γ , soit dans notre cas 2−γ × 32Mo. Le proble`me
de cette approche est bien suˆr que lorsque l’on diminue autant la table de crible, le couˆt
d’initialisation paye´ pour chacun des polynoˆmes irre´ductibles conside´re´s devient dominant.
L’efficacite´ en souffre durement. En employant des pre´calculs, on parvient a` amoindrir cet
effet ne´faste, mais le re´sultat reste de´cevant.
3.5.4 Amortissement du couˆt d’initialisation
Nous avons souhaite´ modifier le sche´ma pre´ce´dent pour permettre de re´duire le couˆt d’ini-
tialisation. La constatation de de´part est que pour deux valeurs de A qui ne diffe`rent que
de quelques bits, la valeur d’initalisation du crible (note´e B0 lors de la description du crible
polynomial) change peu. Nous allons donc calculer les valeurs d’initialisation du crible pour
plusieurs A possibles : choisissons une certaine quantite´, ², des bits de Av que l’on va laisser
varier au sein de chaque crible (e´tant donne´ que l’on est contraint a` rester dans le meˆme « pa-
quet », on doit avoir ² ≤ δA +1). Ainsi, aux entre´es de la table de crible ne correspondent plus
seulement des valeurs de Bv, mais des couples (α, Bv), ou` α est un polynoˆme de degre´ ²−1. La
paire associe´e au couple (α, Bv) est la paire (A + α, BfX
δB+1 + Bv), ou` A est AfX
δA+1 + Av,
et Av est divisible par X
². Lorsque, dans le crible, on s’inte´resse au facteur irre´ductible g, la
congruence a` re´soudre est alors :
Bv + αX
h ≡ AXh + BfXδB+1 mod g.
Les solutions de cette congruence forment un sous-espace affine S de l’espace vectoriel sur
F2 note´ V = F ⊕G, ou` F et G sont de´finis par :
F = 〈1, X, X2, . . . XδB 〉,
G = 〈Xh, . . . Xh+²−1〉.
14L’ine´vitable disparite´ de l’ensemble des machines utilise´es pour un calcul de cette envergure entraˆıne
ne´cessairement des proble`mes de ce type.








































































Figure 3.9 – Influence de γ et ² sur le temps de crible
On s’attend a` ce que la dimension de l’espace directeur de S soit δB +1+²−deg g. Nous allons
voir que calculer quels sont les points de S peut se faire aise´ment, meˆme lorsque ² croˆıt. Les
ope´rations qui nous sont utiles sont des de´calages arithme´tiques et des ope´rations logiques sur
les bits.





On identifie aise´ment δB + 1 − deg g vecteurs de l’espace directeur S’ de S, qui sont les X ig
pour 0 6 i 6 δB − deg g. On obtient aise´ment ² autres vecteurs, une fois que l’on a calcule´ la
valeur de Xh mod g (et cette valeur est une valeur interme´diaire du calcul de s0) : ce sont les
Xh+i + (Xh+i mod g), pour 0 6 i < ². Ces vecteurs sont faciles a` calculer car le passage de i
a` i + 1 fait simplement intervenir un de´calage arithme´tique, et e´ventuellement une ope´ration
XOR (ou-exclusif).
Le couˆt de l’initialisation du crible en fonction de ² est donc presque invariant avec ². Il
est de l’ordre d’une re´duction modulaire, et quelques ope´rations comparablement triviales.
Ce couˆt est a` comparer aux 2² re´ductions modulaires qui doivent eˆtre effectue´es si l’on fait 2²
cribles distincts.
On peut similairement calculer aise´ment les donne´es d’initialisation du crible lorsque
deg g > δB + 1, mais ce cas est de peu d’inte´reˆt, car le polynoˆme g n’atteint pas de telles
valeurs. La description du proce´de´ ge´ne´ral est faite dans [Tho01b].
3.5.5 Influence combine´e des deux effets
Nous avons montre´ que l’on pouvait « jouer » avec la table de crible de deux fac¸ons. Il est
inte´ressant de voir que la combinaison des deux effets permet des gains de temps. En effet,
l’amortissement du couˆt d’initialisation (en augmentant ²) combine´e a` la re´duction de la table
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de crible (en augmentant γ) re´duit le temps final de calcul. Dans la figure 3.9, l’influence de ces
effets a e´te´ consigne´e, pour les parame`tres de´ja` mentionne´s qui ont e´te´ utilise´s pour le calcul
sur F2607 . Ces mesures ont e´te´ effectue´es sur un Pentium II a` 450MHz. Pour chaque couple de
valeurs (γ, ²), on a mentionne´ le temps d’initialisation du crible et le temps de remplissage de
la table stocke´e en me´moire. La dernie`re donne´e est le temps total (donc a priori la somme
des deux, aux impre´cisions de mesure pre`s). Bien entendu, la taille me´moire de la table de
crible varie en fonction de γ et ² (d’ou` les fle`ches diagonales). Pour pouvoir comparer des
grandeurs similaires, on a donc ramene´ les temps aux temps cumule´s ne´cessaires pour traiter
une taille me´moire (fictive) de 128Mo. Pour les cas ou` γ 6= 0, on a pris en compte le temps
ne´cessaire pour relire les donne´es pre´calcule´es.
3.6 Le crible par re´seau
Une autre technique de recherche de relations consiste a` forcer un facteur irre´ductible Q
dans la factorisation de C (par exemple – on peut aussi prendre D), et cribler sur l’espace des
polynoˆmes (A, B) tels que ce facteur est pre´sent. Pour que cette me´thode pre´sente un inte´reˆt,
il convient de prendre Q en dehors de la base de facteurs. On peut par exemple prendre
un polynoˆme irre´ductible de degre´ b + 1 quelconque. Avant d’aborder les points techniques
lie´s a` cette me´thode, mentionnons ses avantages les plus apparents. Tout d’abord, le fait
de forcer un facteur dans la factorisation d’un des polynoˆmes a un effet imme´diat : c’est
seulement a` la friabilite´ du cofacteur restant que l’on s’attache. Celui-ci est de degre´ moindre,
sa probabilite´ d’eˆtre friable est donc plus importante. Par ailleurs, un second point inte´ressant
de cette me´thode re´side dans le fait que deux choix distincts pour Q ame`nent deux ensembles
de relations totalement disjoints15, et ou` les probabilite´s de friabilite´ sont les meˆmes. Il en
re´sulte, puisque l’on a a priori une tre`s grande liberte´ pour choisir16 le polynoˆme Q, que
l’emploi de cette me´thode ame`ne des probabilite´s de friabilite´ beaucoup plus stables.
Cette me´thode a pris le nom, a` l’origine de special-Q sieving [Odl85, DH84]. Sa difficulte´
principale re´side dans l’expression efficace du nouvel espace de polynoˆmes (A, B). A` cet effet,
l’introduction de re´seaux par Pollard [Pol93] a rendu la me´thode tre`s compe´titive. Depuis lors,
cette me´thode est plus habituellement re´fe´rence´e en tant que lattice sieving . Cette me´thode
est tre`s utilise´e avec le crible alge´brique. Elle a e´te´ employe´e par [JL02] avec l’algorithme FFS,
et peut aussi s’employer avec l’algorithme de Coppersmith.
Nous souhaitons donc, e´tant donne´ un polynoˆme Q, exprimer simplement l’ensemble des
polynoˆmes (A, B) tels que :
AXh + B ≡ 0 mod Q.
Cette congruence est la meˆme que celle que nous avons eu a` re´soudre pour l’introduction du
crible « simple » un peu plus haut, a` la diffe´rence notable pre`s que le polynoˆme Q n’est plus
de´sormais un petit polynoˆme mais un polynoˆme de taille moyenne, et que l’on ne projette pas
d’employer cette congruence de la meˆme fac¸on.
L’espace des paires (A, B) que nous e´tudions est bien entendu un espace vectoriel sur F2.
Mais mieux que cela, si l’on le`ve la condition de degre´ sur A et B, on voit que cet espace est
15Cela reste vrai tant que l’on n’autorise pas de large primes appartenant a` l’ensemble de polynoˆmes dans
lequel Q est choisi.
16Si l’on se restreint aux polynoˆmes de degre´ b + 1 par exemple, ce qui n’a rien de ne´cessaire, on a de´ja` a`
peu pre`s autant de choix possibles pour Q que d’e´le´ments dans la base de facteurs.
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aussi un re´seau de F2[X]
2 (c’est-a`-dire un F2[X]-module de rang maximal dans F2[X]
2). A` ce
titre, ce re´seau a une base naturelle donne´e par :
u = (1, Xh), v = (0, Q).
On veut transposer la terminologie connue pour les re´seaux re´els a` notre situation (ou` F2[X]
joue le roˆle de Z). Pour cela, il faut de´finir une norme sur les polynoˆmes ainsi que sur les
vecteurs de F2[X]
2. La norme choisie est naturellement la norme de Dedekind :
||P || = # (F2[X]/P) = 2deg P .
On munit ensuite F2[X]
2 de la norme L2. Dans ce contexte, les normes des vecteurs u et v
ainsi que le volume du paralle´logramme forme´ par u et v sont donne´s par :
||u|| ≈ 2h,
||v|| = 2deg Q,
||det(u, v)|| = 2deg Q.
Il s’ensuit comme dans le cas re´el que nous avons bien une base du re´seau. Bien entendu, cette
base n’est pas convenable pour effectuer des calculs, car les normes des vecteurs u et v sont
trop importantes. Des combinaisons F2[X]-line´aires petites de u et v donnent en particulier
des polynoˆmes B de grande taille17, ce qui n’est pas souhaitable. Il est important de trouver
une base du re´seau avec des vecteurs plus courts. Ide´alement, on souhaiterait pouvoir trouver
des vecteurs « presque orthogonaux », c’est-a`-dire tels que ||det(u, v)|| soit aussi proche que
possible du produit ||u|| ||v||. Deux vecteurs de norme avoisinant 2 12 deg Q constitueraient donc
une base bien meilleure. L’algorithme classique de re´duction de re´seaux de Gauss en dimension
deux permet de re´soudre ce proble`me. Son adaptation au cas polynomial est aise´e. On la
trouve par exemple dans [JL02]. Le pseudo-code 3.10 illustre le proce´de´, et donne l’ide´e d’une
implantation possible en langage Magma.
En produisant une base courte avec l’algorithme du programme 3.10, on obtient en moyen-
ne deux vecteurs dont les entre´es sont chacune de degre´ 12 deg Q± ², ou` ² est de l’ordre de 1.
Il en re´sulte que les vecteurs de F2[X]
2 (c’est-a`-dire les paires (A, B)) de la forme αu + βv,
pour α et β deux polynoˆmes de degre´ 6 d− 12 deg Q, correspondent a` des vecteurs A et B de
de degre´ 6 d + ². Les diffe´rentes paires (A, B) de degre´ d sont obtenues a` partir d’un espace
de polynoˆmes (α, β) de cardinal 22d+2−deg Q, ce qui est optimal (a` ² pre`s).
3.7 Strate´gies de factorisation des relations
3.7.1 Particularite´s du proble`me pose´
La premie`re e´tape consiste a` se´lectionner les relations qui ont de bonnes chances d’eˆtre
friables, en employant par exemple les techniques de crible de´crites plus haut. Une fois ce
premier tri effectue´, il reste a` factoriser les polynoˆmes ainsi se´lectionne´s. Pour cette e´tape,
il convient de savoir quelle est la quantite´ d’information disponible lorsque l’on doit ainsi
factoriser une paire de polynoˆmes (C, D). Dans le cadre des calculs qui ont e´te´ effectue´s, les
conside´rations suivantes doivent eˆtre prises en compte.
17Bien suˆr, on peut commencer par re´duire u en remplac¸ant Xh par Xh mod Q, mais cela n’est pas suffisant.
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Algorithme GaussReducePoly
Entre´e : Deux vecteurs u et v de F2[X]
2
Sortie : Une base courte du meˆme re´seau
if ||u|| > ||v|| then return GaussReducePoly(v,u); end if;
d1:=Max(Degree(v[1])-Degree(u[1]),0);
d2:=Max(Degree(v[2])-Degree(u[2]),0);
w(1):=<v[1]-X^d1 * u[1],v[2]-X^d1 * u[2]>;
w(2):=<v[1]-X^d2 * u[1],v[2]-X^d2 * u[2]>;
if ||w(1)|| > ||w(2)|| then w:=w(2); else w:=w(1); end if;
if ||w|| < ||v|| then return GaussReducePoly(w,u); end if;
return u,v;
Programme 3.10: Re´duction de re´seaux de F2[X]
2 en dimension 2
– Le polynoˆme C a e´te´ identifie´ comme ayant une probabilite´ de friabilite´ importante18.
En revanche, le polynoˆme D n’a pas de probabilite´ particulie`rement plus e´leve´e que la
moyenne d’eˆtre friable.
– Quand bien meˆme un crible a pu eˆtre effectue´ pour se´lectionner la paire (C, D) en
fonction de la probabilite´ de friabilite´ de C, il est exclu de conserver la liste des fac-
teurs identifie´s du polynoˆme C. Cette donne´e serait trop encombrante, et ralentirait
conside´rablement le crible.
– Les polynoˆmes que l’on cherche a` factoriser sont de degre´ plutoˆt modeste (ce degre´
n’a jamais de´passe´ 200 dans les calculs mene´s), et les facteurs que l’on veut mettre en
e´vidence dans leur factorisation sont petits (quelques dizaines au plus dans le cas ou`
des large primes sont autorise´s).
Afin de minimiser le travail, il est pre´fe´rable dans cette e´tape de factorisation de com-
mencer par les calculs qui ont le plus de chances de ne pas aboutir, afin de n’effectuer que
le minimum de travail inutile. En particulier, comme le polynoˆme D n’a pas e´te´ se´lectionne´
pour eˆtre friable, on peut s’attendre a` ce qu’une partie tre`s importante des paires a` traiter
soit rejete´e au motif que D n’est pas friable. Par conse´quent, la premie`re des choses a` faire
est un test de friabilite´ pour D. Ce test, tel qu’on l’a de´crit en 3.2, est beaucoup plus rapide
qu’une factorisation comple`te du polynoˆme (il n’y a notamment pas de pgcd a` calculer). Une
fois ce test re´ussi, on peut lancer une batterie d’algorithmes de factorisation.
Il est important de noter ici la chose suivante. Compare´ a` l’ensemble colossal de paires
traite´es par un crible (y compris meˆme pour une « tranche » de crible), seul un petit nombre a
priori passe le crible avec succe`s. Parmi celles-ci, les paires ayant un polynoˆme D friable sont
encore moins nombreuses, de telle sorte que ce n’est que tre`s rarement que l’on a recours a`
la factorisation totale. Il s’ensuit que la vitesse de l’algorithme de factorisation employe´ n’est
pas une composante capitale de l’efficacite´ du programme. Ou, plus exactement, c’est une
composante dont l’importance de´croˆıt au fur et a` mesure de l’e´volution de la complexite´ des
proble`mes (qui fait que les paires friables sont de plus en plus rares). Nous avons conside´re´
18Dans le cas ou` le crible a e´te´ effectue´ sur le polynoˆme D, comme de´crit en page 54, la situation est bien
entendu inverse´e.
66 Chapitre 3. Techniques pour l’algorithme de Coppersmith
les algorithmes de´crits dans les paragraphes qui suivent. Le choix entre ces algorithmes s’est
ave´re´ subtil pour des petites tailles de proble`mes ou`, comparativement, un temps important
e´tait passe´ dans la factorisation. Lorsque l’on s’est concentre´ sur F2607 , il est apparu, pour les
raisons que l’on vient d’e´voquer, que cela n’avait plus une tre`s grande influence.
3.7.2 L’algorithme de factorisation de Niederreiter
Pour des polynoˆmes de taille moyenne de´finis sur F2 comme ceux qui nous occupent,
l’algorithme de Niederreiter [Nie93b, Go¨t94] offre un niveau de performances inte´ressant. Il
est assez semblable en structure a` l’algorithme « classique » de Berlekamp de´crit par exemple
dans [Knu98, 4.6.2]. L’algorithme de Niederreiter s’appuie sur le re´sultat suivant :
Proposition 3.5. Soit P ∈ F2[X]. Conside´rons l’e´quation :
(HP )′ = H2.




V ′, ou` V de´crit l’ensemble des diviseurs de P sans facteurs carre´s. En outre,
deux tels polynoˆmes H sont toujours distincts.
De´monstration. La preuve de ce re´sultat est donne´e dans [Nie93a]. Soit H une solution
quelconque de l’e´quation. Notons U = pgcd(P, H), et V et W les deux polynoˆmes tels que
P = UV et H = UW . On a alors :
(UV UW )′ = (UW )2,
V W ′ + V ′W = W 2,
W | V W ′,
Or, comme pgcd(V, W ) = 1 : W | W ′,
d’ou` il de´coule W ′ = 0, et donc : V ′ = W.
Il s’ensuit que U =
P
V
, et donc H est de la forme annonce´e. Comme les polynoˆmes V
et W , c’est-a`-dire V et V ′, sont premiers entre eux, le polynoˆme V est sans facteurs carre´s.
Re´ciproquement, il est aise´ de ve´rifier qu’un polynoˆme H ayant la forme annonce´e satisfait
l’e´quation.












d’ou` on conclut que la correspondance V ↔ H est biunivoque. ¥
Construction d’un syste`me line´aire
On de´duit de la proposition pre´ce´dente le nombre de solutions de l’e´quation diffe´rentielle
conside´re´e. Si P se factorise sous la forme
P = F e11 . . . F
em
m ,
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alors le nombre de polynoˆmes H distincts possibles est 2m. Comme en outre l’espace des solu-
tions de l’e´quation (HP )′ = H2 constitue un sous-espace vectoriel de l’espace des polynoˆmes
sur F2 de degre´ 6 deg P − 1, on conclut que la dimension de cet espace est m. L’algorithme
de Niederreiter proce`de en e´crivant l’e´quation (HP )′ = H2 sous forme d’un syste`me line´aire
homoge`ne de´fini sur F2 et en calculant une base de son espace de solutions.








p1h0 + p0h1 = h0,
p3h0 + p2h1+p1h2 + p0h3 = h1,
. . . =
...
pnhn−1= hn−1.
Ceci revient a` dire que le vecteur h = (h0 . . . hn−1) est solution du syste`me Mh = h, ou`









Du point de vue de la programmation, la mise en place de la matrice M est tre`s facile,
et le calcul d’une base du noyau de M se fait rapidement (on tire parti de la repre´sentation
binaire, de telle sorte que les ope´rations de lignes se rame`nent essentiellement a` des ope´rations
logiques sur les mots machines).
Se´paration des facteurs
Une fois qu’une base de l’espace des polynoˆmes Hi solutions de (HP )
′ = H2 est cre´e´e, il
faut en de´duire la factorisation de P . Pour cela, on doit calculer un certain nombre de pgcd.
Comme c’est une ope´ration qui, en certains cas, peut s’ave´rer assez couˆteuse, on essaie de
restreindre autant que faire se peut le nombre de pgcd a` calculer (ce nombre s’e´le`ve a` m2
si l’on applique l’algorithme tel que de´crit dans [Nie93b] ou [Go¨t94]). Un proce´de´ simple et




. Ce sont les polynoˆmes Vi. Soit la liste L = {Vi}, et I = {}.









W W ∈ L, V - W
}
,
I ′ = I ∪ {V }.
3. Soit V ∈ L de degre´ minimal. Remplacer L par :
L′ = {V } ∪
{






W ∈ L− {V }
}
.
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Si la liste L est alors inchange´e, V est ne´cessairement irre´ductible. Transfe´rer V de L
vers I.
4. Reprendre a` l’e´tape 2.
Il est aise´ de montrer que ce processus termine, en conside´rant par exemple le nombre
total de facteurs irre´ductibles des e´le´ments de la liste L. Par construction, ce nombre est une
quantite´ strictement de´croissante. En outre, comme ce nombre reste a` chaque e´tape borne´
par m, le proce´de´ de´crit prend un temps O(m2) (les ope´rations de gestion de liste e´tant
ne´gligeables19).
La composante particulie`re de la me´thode expose´e plus haut pour trouver les facteurs
irre´ductibles par l’algorithme de Niederreiter est que l’on tire parti de notre capacite´ a` de´tecter
les petits facteurs irre´ductibles. En effet, maintenir une table des polynoˆmes irre´ductibles de
la base de facteurs est facile, et de toute fac¸on ne´cessaire en divers endroits de l’algorithme
de Coppersmith. Et comme les polynoˆmes que l’on a a` factoriser sont par construction riches
en petits facteurs, nous acce´le´rons ainsi le processus de factorisation. Expe´rimentalement, le
nombre de pgcd effectue´s en employant cette me´thode de retrait des facteurs est tre`s faible
(nettement infe´rieur a` m2).
Comparaison avec l’algorithme de Berlekamp
Par rapport a` l’algorithme similaire de Berlekamp, l’algorithme de Niederreiter pre´sente
quelques avantages, mentionne´s dans [Nie93a] :
– L’algorithme ne ne´cessite pas que le polynoˆme P soit sans facteurs carre´s.
– Le couˆt de mise en place de la matrice M est tre`s faible.
– Si le polynoˆme P est creux, la matrice M aussi.
Les deux premiers de ces avantages sont pertinents pour le cadre qui nous concerne. Toutefois,
il existe un inconve´nient tre`s net a` l’algorithme de Niederreiter : les contorsions par lesquelles
on doit passer pour se´parer les facteurs. Mais on vient de voir que cette e´tape peut eˆtre dans
notre cas grandement facilite´e, puisqu’un test d’irre´ductibilite´ pour les polynoˆmes de petit
degre´ peut eˆtre effectue´ tre`s facilement.
3.7.3 La me´thode SFF/DDF/EDF
Lorsque l’on parle de factorisation de polynoˆmes, on ne peut e´viter de mentionner toute
une famille de me´thodes passant successivement par les trois e´tapes suivantes.
SFF Square-free factorization Le polynoˆme est factorise´ en produit de puissances de po-
lynoˆmes sans facteurs carre´s.
DDF Distinct-degree factorization Chaque polynoˆme sans facteurs carre´s est factorise´ en
un produit de polynoˆmes dont tous les facteurs irre´ductibles sont de meˆme degre´.
EDF Equal-degree factorization Chaque polynoˆme dont tous les facteurs irre´ductibles sont
de meˆme degre´ est factorise´ en produit de polynoˆmes irre´ductibles.
Ce sche´ma ge´ne´ral est partage´ par les algorithmes les plus performants connus actuellement
pour la factorisation de polynoˆmes. Il est apparu avec l’algorithme de Cantor-Zassenhaus
[CZ81]. L’e´tape couˆteuse est en ge´ne´ral la DDF. Dans la plupart des algorithmes avance´s,
c’est sur cette e´tape que se concentrent les efforts [vzGP01, vzGG99]. Ainsi, on peut atteindre
19Une implantation re´elle n’emploie que des tableaux.
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une complexite´ quadratique ou meˆme infe´rieure en le degre´ du polynoˆme [vzGS92, Sho90,
Sho95, KS98, vzGG02]. Ces algorithmes sont indiscutablement supe´rieurs aux algorithmes de
Berlekamp et Niederreiter pour des polynoˆmes de grand degre´.
Dans notre cas, le degre´ est relativement faible. Dans les premie`res expe´riences que nous
avons mene´es, il de´passait a` peine la centaine et pour le calcul de logarithmes discrets sur
F2607 que nous avons effectue´, ce degre´ est infe´rieur a` 200. A` titre de comparaison, [vzGG02]
s’inte´resse a` la factorisation de polynoˆmes de degre´ supe´rieur a` 16 384.
Pour les degre´s que nous avons rencontre´s, il est possible que l’algorithme de Shoup par
exemple [Sho90] commence a` se montrer compe´titif. Toutefois a` ce stade, le couˆt de la factori-
sation de polynoˆmes a cesse´ d’eˆtre critique, et nous n’avons pas ressenti la ne´cessite´ d’ame´liorer
encore cette phase, jugeant l’emploi d’un proce´de´ par DDF peu avantageux. On peut donner
plusieurs explications.
Tout d’abord, les ingre´dients essentiels des algorithmes asymptotiquement rapides de fac-
torisation sont la multiplication rapide de matrices d’une part, et de polynoˆmes d’autre part.
Il est clair que les tailles que nous avons eu a` traiter ne sont pas telles que les algorithmes les
plus rapides asymptotiquement se montrent compe´titifs en pratique.
Dans cette meˆme optique, nous nous sommes davantage inte´resse´s a` la minimisation du
nombre exact (et non asymptotique) de pgcd a` effectuer, car ce nombre controˆle une bonne
partie du couˆt de la factorisation. Pour cette raison, l’algorithme de Niederreiter a pre´sente´
dans notre cas le double avantage de ne pas ne´cessiter d’e´tape SFF pre´alable, et de permettre
une re´duction du nombre de pgcd par le proce´de´ de se´paration des facteurs de´crit plus haut.
On peut remarquer ne´anmoins un inte´reˆt spe´cifique de l’utilisation de la DDF dans notre
cas. Pour un polynoˆme P , les quantite´s suivantes sont calcule´es au cours d’une DDF :
















La similitude de ces calculs avec ceux effectue´s lors du test de friabilite´ e´voque´ en 3.2 est bien
suˆr frappante. Si une me´thode par DDF e´tait pertinente pour notre proble`me, et si la taˆche
de factorisation correspondante e´tait d’importance critique (mais on a vu que ce n’e´tait pas
re´ellement le cas), le recyclage partiel d’informations s’ave`rerait vraisemblablement inte´ressant
entre le test de friabilite´ et la DDF.
3.8 De´termination de logarithmes individuels
Nous de´crivons ici les aspects algorithmiques du calcul des logarithmes individuels qui peut
eˆtre mene´ une fois que les logarithmes des e´le´ments de la base de facteurs sont connus. Nous
avons rapidement de´crit page 30 la me´thode employe´e, propose´e par Coppersmith [Cop84].
Nous entrons ici dans les de´tails plus pre´cis, notamment en vue de l’utilisation pratique.
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3.8.1 Complexite´ re´elle et pratique
Nous avons vu page 33 que pour des calculs dans F2n , une fois la base de facteurs obtenue,



















Cette complexite´ est nettement infe´rieure a` la complexite´ des autres e´tapes de l’algo-
rithme. Par conse´quent, les calculs qu’elle ne´cessite sont de bien moindre ampleur que ceux
des deux premie`res phases, ce qui explique qu’on les conside`re comme ne´gligeables lors de
l’e´tablissement de records [Cop84, BMV85, GM93, Tho01b]. Pour le calcul de logarithmes
discrets dans F2607 , la de´termination de logarithmes individuels peut se faire en une heure de
calcul sur une machine du type d’un PC de bureau.
Lorsque l’on cherche a` calculer des logarithmes discrets dans des corps de taille «moyenne »
(F2127 ou F2163 par exemple), le proble`me est diffe´rent. La question n’est plus celle du caracte`re
re´alisable ou non de la cryptanalyse, mais celle de l’utilisabilite´ de ce genre de primitive, par
exemple dans un syste`me de calcul formel comme Magma. Pour l’utilisation en calcul formel,
« faisable » peut dans certains cas signifier un calcul de moins d’une minute. Notre objectif est
de de´tailler, dans la perspective de l’usage pour des corps de taille moyenne, comment ce calcul
peut eˆtre optimise´ (bien que l’on n’e´chappe pas, bien entendu, a` la nature sous-exponentielle
du calcul).
Les diffe´rents de´veloppements que nous donnons ici ont fait (pour certains) et feront l’objet
(pour les autres) d’une incorporation dans le logiciel de calcul formel Magma, destine´e a`
rendre plus efficace cet aspect. Il ne s’agit toutefois que d’un ensemble de pistes.
3.8.2 Nature du proble`me
Le proble`me auquel nous sommes confronte´s peut se re´sumer de la manie`re suivante. Nous
devons, e´tant donne´ un e´le´ment de F2n repre´sente´ par un polynoˆme P , trouver le logarithme
discret de P en base X (si X est primitif). Plus exactement, on souhaite exprimer le logarithme
discret de P sous la forme d’une combinaison line´aire d’un ensemble de logarithmes connus
(les pii sont les e´le´ments de la base de facteurs, a` savoir les polynoˆmes de degre´ 6 b) :
log P ≡
∑
ci log pii mod (2
n − 1).
Pre´senter notre objectif sous cette forme a l’avantage de permettre de travailler simplement
avec la notion de logarithme connu ou inconnu, en faisant abstraction dans un premier temps
des valeurs des log pii : le travail ne commence pas le jour ou` le syste`me line´aire provenant de
la phase de recherche de relations est re´solu. On peut commencer a` chercher une « de´compo-
sition » de P avant.
De´terminer une telle expression ne se fait pas en une seule e´tape. Chercher « brutalement »
a` de´composer PXm, pour m ale´atoire, sous forme d’un produit des pii est l’approche de





: on aurait alors la
de´sagre´able surprise de constater que cette troisie`me phase de l’algorithme devient le facteur
limitant (la borne b e´tant meˆme infe´rieure ici a` sa valeur dans l’algorithme d’Adleman, on






L’approche est plus fine. Elle consiste a` obtenir des de´compositions partielles, sous forme
de combinaisons line´aires de logarithmes de polynoˆmes de degre´s de´croissants. En pre´sentant
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les choses autrement, on peut aussi dire que l’on cherche a` exprimer P comme un produit
d’e´le´ments de plus en plus petits (mais de plus en plus nombreux). La structure de donne´e
principale ainsi manipule´e est donc une liste de polynoˆmes dont le produit (comme e´le´ments
de F2n) est e´gal a` P . Cette liste est munie d’une hauteur : le degre´ maximal des polynoˆmes qui
la composent, et elle a bien entendu sa longueur. Si l’on sait estimer la difficulte´ d’expression
du logarithme d’un polynoˆme dans cette liste, on peut aussi donner un poids a` la liste, en
prenant la somme de ces estimations.
Au fur et a` mesure du calcul, on veut baisser progressivement la hauteur de la liste. Cela
implique de remplacer chacun des e´le´ments de la liste par un produit d’e´le´ments plus petits.
Deux facteurs rendent ce calcul, dans sa globalite´, difficile.
– Si l’on veut aller trop vite vers les petites tailles, alors la probabilite´ de friabilite´ est le
facteur limitant. C’est ce qui se passe avec l’algorithme d’Adleman.
– Si au contraire on descend trop lentement, par exemple si la hauteur descend de un en un,
alors le calcul devient exponentiel, puisque la taille de la liste croˆıt exponentiellement
(chaque membre de la liste e´tant remplace´ par plusieurs membres de taille a` peine
infe´rieure).
Notre objectif est d’e´quilibrer ces deux aspects. Une partie du travail fait ici est une pre´cision
du travail d’analyse de la complexite´ re´alise´ page 32.
3.8.3 Premie`re de´composition : l’algorithme d’Euclide
La premie`re des transformations a` appliquer a` notre liste est celle consistant a` employer
l’algorithme d’Euclide. Plus exactement, prenons m quelconque et utilisons l’algorithme d’Eu-
clide e´tendu (on le de´crira en de´tail en 8.2.2, avec une version sous-quadratique et un exemple




On fait plusieurs essais de de´compositions de cette forme, jusqu’a` en trouver une qui nous
satisfasse. On cherche a` obtenir de cette fac¸on des polynoˆmes P1 et P2 friables, b1-friables
pour eˆtre pre´cis, pour une certaine borne b1. Cette borne conditionne la hauteur de la liste
qui re´sulte.
Comment doit-on choisir b1 ? Si l’on pose b1 =
n
2s , les probabilite´s de friabilite´ sont telles
qu’il faut s’attendre a` essayer s2s de´compositions avant d’en trouver une « bonne ». Nous avons
vu que la complexite´ asymptotique de la troisie`me phase de l’algorithme e´tait en Ln
(
1
3 , c log 2
)
.
Nous allons donc voir comment choisir b1 pour que le temps passe´ dans cette premie`re de´-
composition repre´sente une fraction non nulle du temps total de la troisie`me phase. Ainsi, on
mesure le niveau d’exigence a` avoir sur la hauteur du re´sultat de cette de´composition.
Pour obtenir une complexite´ de la premie`re de´composition en Ln
(
1
3 , c log 2
)
, on prend
pour b1 une fraction de la moyenne ge´ome´trique de b et n, note´e sous la forme ζ
√
nb. En effet,
si l’on reprend les notations de l’analyse faite en 2.4.2, le facteur de travail w03 pour obtenir




































On peut par conse´quent se permettre de prendre ζ de l’ordre de 12c ≈ 0.52. La premie`re






Il se trouve que dans la pratique, on ne choisit pas ne´cessairement ζ = 12c , car l’emploi des
techniques de crible et de special-Q descent de´crites ci-apre`s peut donner des performances
meilleures. Cela est duˆ a` la composante polynomiale non e´crite des complexite´s, ainsi bien
entendu qu’aux facteurs d’implantation.
3.8.4 Seconde de´composition : la descente par special-Q
Nous reprenons ici de fac¸on de´taille´e le processus de refriabilisation esquisse´ pages 30–31.
Ce processus nous fournit un moyen de de´composer un polynoˆme Q de degre´ q en un produit
de polynoˆmes de degre´ plus petit. Ainsi, toujours en ayant en teˆte notre type de donne´es
ge´ne´ral sous forme d’une liste de polynoˆmes, on peut faire de´croˆıtre la hauteur de la liste.
Nous avons pre´sente´ des me´thodes permettant d’obtenir des relations faisant intervenir
Q : elles sont similaires aux me´thodes employe´es lors de la premie`re phase de l’algorithme
pour produire des relations. Plus spe´cifiquement, les me´thodes de crible par re´seau vues en 3.6
sont parfaitement adapte´es, a` la diffe´rence pre`s qu’il faut choisir les parame`tres d′, h′, k′ en
fonction de q. Le parame`tre d′ donne le degre´ maximal des paires (A, B) conside´re´es. Si l’on
veut raisonner en termes de coefficients dans la base du re´seau associe´, ces coefficients ont un
degre´ maximal de d′− q2 , puisque les vecteurs de base du re´seau sont de degre´ q2 en moyenne.
Nous posons d′ = zq. Le choix de k′ et h′ s’en de´duit, puisque l’on prend pour k′ une puissance
de 2 proche de
√
n






. Dans le cas le meilleur, on obtient ainsi une paire (C, D)
e´quilibre´e.
Nous cherchons a` obtenir une relation
√
bq-friable. Nous avons vu que les contraintes pour
qu’une telle relation existe dans le re´seau conside´re´ nous imposaient, pour b = xq, l’e´quation :








(2z − 1) > √zx.
La plus petite valeur de z satisfaisant cette relation s’obtient en re´solvant l’e´quation associe´e,


















Par rapport au choix « simple » z = 1+x2 , qui donne d
′ = 12(q + b) (soit le choix fait par
Coppersmith), l’avantage ici est que z est parfois plus petit. Comme z conditionne la com-







), on obtient un gain dans
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l’exposant. Ce gain est toutefois faible, puisqu’il est de l’ordre de 3% (dans l’exposant) pour
le cas optimal ou` x = bq = 0.43. Le gain n’est pas visible lorsque q est tre`s grand devant b (ce
qui n’arrive pas dans la pratique), ni non plus quand q est tre`s proche de b. Par conse´quent,
les de´compositions les plus difficiles sont celles qui consistent a` passer du degre´ b+1 au degre´
b, avec une complexite´ en Ln
(
1
3 , c log 2
)
.
On peut se demander si le choix de
√
bq peut eˆtre ame´liore´. En ve´rite´, ce n’est pas possible,




bq avec α 6 1, alors le terme z = φ(x) dans l’expression
de la fonction L devient φ(x/α)
α2
, qui est supe´rieur a` φ(x) puisque φ est croissante. Si l’on
recherche une optimisation du meˆme type pour α > 1, alors la contrainte sur α est α 6 1√
x
(car sinon la hauteur de la liste de polynoˆmes ne baisse pas), ce qui implique qu’aucun gain
ne peut eˆtre obtenu au point limite ou` x = 1. Par conse´quent, la complication associe´e n’est
sans doute pas ne´cessaire.
La taille de l’espace de crible a` conside´rer pour chaque pas de refriabilisation est de l’ordre
de 2b, soit a` peu pre`s le cardinal de la base de facteurs. La gestion du calcul ne pose donc pas
de contraintes trop fortes.
Chapitre 4
Record de logarithmes discrets :
F2607
Nous exposons rapidement dans ce chapitre de quelle fac¸on nous sommes parvenus a`
calculer des logarithmes discrets dans F2607 .
4.1 Travaux ante´rieurs
Le travail faisant e´tat de re´fe´rence en la matie`re lorsque l’on a commence´ a` travailler
sur F2607 e´tait celui mene´ par Gordon et McCurley [GM93], il y a dix ans. En utilisant
l’algorithme de Coppersmith, ils sont parvenus a` calculer des logarithmes discrets dans F2401 ,
et ont construit le syste`me line´aire correspondant a` un calcul dans F2503 , sans toutefois pouvoir
le re´soudre1.
A` la toute fin du calcul sur F2607 , Joux et Lercier ont annonce´ avoir calcule´ des logarithmes
discrets dans F2521 [JL01], en utilisant la me´thode du Function field sieve (FFS), que nous
avons de´crite en 2.5. Cette approche est prometteuse, et nous revenons sur les perspectives
qu’elle ouvre en 4.7
4.2 Parame`tres
La premie`re des de´cisions a` prendre pour le de´ploiement d’un calcul d’une telle envergure
est le choix des parame`tres. Nous avons de´taille´ la logique qui dirigeait ces choix en 2.4.3,
page 34. En tout premier lieu, on doit choisir le polynoˆme de de´finition, sous la forme X607 +
f1. Page 35, nous avons explique´ comment le choix de f1 influait sur la performance de
l’algorithme. Apre`s examen des diffe´rentes valeurs possibles pour f1, on a choisi de prendre :
f1 = X
9 + X7 + X6 + X3 + X + 1,
= (X + 1)2(X2 + X + 1)2(X3 + X + 1).
Ce choix s’explique par le fait que ce polynoˆme pre´sente le double avantage d’eˆtre le candidat
de plus petit degre´, et de re´pondre particulie`rement bien au crite`re de´veloppe´ pages 35–36.
Ensuite, nous avons choisi la borne de friabilite´, que nous avons fixe´e a` b = 23. La base de
facteurs B, par conse´quent, est constitue´e de #B = 766 150 polynoˆmes irre´ductibles. Outre
la bonne ade´quation de ce choix avec les e´valuations asymptotiques [Cop84, GM93] (si l’on
pousse le de´veloppement asymptotique de la valeur optimale de b, on obtient 22.5), un point
me´ritant une attention particulie`re ici est la limite de faisabilite´ en ce qui concerne l’alge`bre
line´aire. En effet, on n’aurait pas pu supporter une valeur supe´rieure de b, car cela aurait
1Ce syste`me line´aire, qui est maintenant bien suˆr a` la porte´e des me´thodes que nous exposons dans la
partie II de ce me´moire, n’a jamais e´te´ re´solu par la suite (D. Gordon, communication prive´e, octobre 2000).
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implique´ la gestion d’un syste`me line´aire deux fois plus gros, ce qui apparaissait hors de nos
possibilite´s.
Les parame`tres dA et dB ont e´te´ choisis en conse´quence. Initialement, les premie`res mesures
que nous avons mene´es nous ont laisse´ imaginer que dA = 20 et dB = 24 suffiraient. Mais en
fait, nous avons duˆ re´viser ce choix, et prendre plutoˆt dA = 21 et dB = 28.




, a e´te´ choisi e´gal a` 4. Ce parame`tre est





le quotient de ces deux valeurs est 1.37 (le cas le « pire » e´tant un quotient valant
√
2).
La valeur de h, qui de´coule de celle de k, est 152.
4.3 Techniques de crible
Le choix des parame`tres que l’on vient d’e´voquer conditionne en particulier les degre´s
maximaux des polynoˆmes C et D lors du crible, valant ici 173 et 112 (lorsque A et B sont
de degre´ maximal). Pour obtenir le nombre voulu de relations, a` savoir au moins 766 150,
nous avons utilise´ un crible polynomial tel qu’il a e´te´ de´crit en 3.3. Pour acce´le´rer ce crible,
la technique de crible partiel de´crite en 3.4 a e´te´ employe´e. En accord avec les calculs mene´s
en 3.4, et en particulier les graphiques de la figure 3.8 page 58, nous avons ainsi choisi de
ne conside´rer pour le crible que les facteurs irre´ductibles de degre´ compris dans l’intervalle
[[10 . . . 23]]. L’espace de crible a` examiner, en fonction des degre´s maximaux dA et dB qui ont
e´te´ choisis, compte 251 paires (A, B) (ou encore 250 paires telles que pgcd(A, B) = 1).
Nous avons aussi utilise´ la double large prime variation, telle qu’on l’a de´crite en 3.1.2.
Nous avons donc collecte´ trois types de relations.
– Les relations « comple`tes », ou ff (full-full), ne comportant pas de large prime.
– Les relations pf (partial-full), ou` la factorisation de l’un des polynoˆmes C et D contient
un large prime.
– Les relations pp (partial-partial), ou` deux large primes interviennent, soit dans l’une
des deux factorisations de C ou de D, soit un dans chacune.
Les calculs de recherche de relations ont e´te´ mene´s en grande partie sur les machines du
laboratoire LIX, de la direction des e´tudes de l’E´cole polytechnique, et de l’UMS Medicis.
Cet ensemble compe approximativement une centaine de machines, dont la machine « type »
est un PC de type pentium II a` 450MHz. Ces machines ont e´te´ mises a` contribution pendant
leur « temps libre », c’est-a`-dire lorsqu’aucun autre processus ne tournait sur ces machines. A`
l’issue d’un temps de calcul de 19 000 anne´es MIPS environ2, soit un temps re´el d’environ une
anne´e sur une centaine de machines, le nombre de relations collecte´es s’e´levait a` 61 279 542 en
incluant les diffe´rents types de relations. Plus en de´tail, on avait exactement a` l’issue de ce
calcul 221 368 relations ff, 6 083 209 relations pf, et 61 058 174 relations pp.
Les relations pf et pp ont ensuite e´te´ recombine´es pour produire 856 145 cycles, par le
proce´de´ que l’on a explique´ en 3.1.2, En additionnant ces relations recombine´es aux relations
ff qui e´taient de´ja` disponibles, on a ainsi atteint le total de 1 077 513 relations entre les e´le´ments
2Pour donner une estimation formule´e en des termes plus proches de la re´alite´, 370 000 sous-taˆches ont e´te´
effectue´es, occupant chacune une heure en moyenne sur un PC a` 450MHz. On a donc effectue´ comme calcul :
370 000 ∗ 3 600 ∗ 450
86 400 ∗ 365 ≈ 19 000.
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de la base de facteurs. Les donne´es plus fines sur les diffe´rents cycles produits par la double
large prime variation sont consigne´es dans les tables 3.2 page 48 et 3.3 page 49. On peut
noter que le plus gros des cycles ainsi produits impliquait pas moins de 40 relations partielles,
donnant une relation avec un nombre de termes de´passant 500. En excluant les cas extreˆmes
comme celui-ci, la densite´ moyenne des 766 150 relations les moins « lourdes » s’e´levait a` 67.7
4.4 Alge`bre line´aire
La deuxie`me phase de l’algorithme a consiste´ a` effectuer un calcul d’alge`bre line´aire. Les
algorithmes sous-jacents, ainsi que les de´tails de ce calcul, sont de´veloppe´s dans la partie II
de ce me´moire.
4.5 Logarithmes individuels
Une fois que l’on a obtenu la solution de notre syste`me line´aire, le 18 fe´vrier 2002, on a
pu entamer la fin du calcul.
D’abord, les diffe´rents logarithmes ainsi trouve´s par la re´solution du syste`me line´aire ont
e´te´ substitue´s dans toutes les relations dont nous disposions, pour de´terminer ainsi tous les
logarithmes qui pouvaient l’eˆtre3. De cette fac¸on, 766 009 logarithmes ont e´te´ obtenus, ce qui
signifie que notre impre´cision est tre`s faible : seulement 141 logarithmes ont e´te´ ainsi « oublie´s »
(parce qu’aucune relation ne les faisait intervenir). On a aussi utilise´ le meˆme me´canisme de
substitution dans les relations partielles dont nous disposions, afin de de´terminer autant de
logarithmes que possibles parmi les polynoˆmes de degre´ 24 et 25. On a pu en de´terminer 80%.
Pour de´montrer que nous pouvions calculer, avec les informations dont on disposait, n’im-
porte quel logarithme dans F2607 , on a illustre´ la me´thode sur un e´le´ment « ale´atoire » de
F2607 . On a choisi de prendre l’e´le´ment repre´sente´ par le polynoˆme P , repre´sente´ en binaire
par les octets suivants (le tout premier bit correspondant au terme constant) :
0000000: 54 65 73 20 79 65 75 78 20 73 6f 6e 74 20 73 69
0000010: 20 70 72 6f 66 6f 6e 64 73 20 71 75 27 65 6e 20
0000020: 6d 27 79 20 70 65 6e 63 68 61 6e 74 20 70 6f 75
0000030: 72 20 62 6f 69 72 65 0a 4a 27 61 69 20 76 75 20
0000040: 74 6f 75 73 20 6c 65 73 20 73 6f 6c 65 69 6c 73
0000050: 20 79 20 76 65 6e 69 72 20 73 65 20 6d 69 72 65
0000060: 72 0a
Ces octets correspondent au deux premiers vers du poe`me de L. Aragon, Les yeux d’Elsa :
Tes yeux sont si profonds qu’en m’y penchant pour boire
J’ai vu tous les soleils y venir se mirer
En utilisant les techniques que l’on a de´crites en 3.8, on a pu e´crire le logarithme de P
comme combinaison line´aire de 1010 e´le´ments dont le logarithme e´tait connu (des e´le´ments
de la base de facteurs, ainsi que des e´le´ments de degre´ 24 et 25 dont on avait pu de´terminer le
logarithme). Ce calcul a pris quelques heures sur une machine de type alpha ev67, cadence´e
a` 667MHz. Il nous a permis de de´terminer le logarithme de P , qui vaut :
3Cette substitution est pertinente car au cours de la phase d’alge`bre line´aire, certaines relations n’ont
de´libe´re´ment pas e´te´ conside´re´es (par exemple parce qu’on les a conside´re´es comme trop lourdes).
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log P = 478 911 461 661 946 696 753
672 487 974 955 175 947 078 100 949
897 401 737 706 214 043 974 054 397
090 373 933 613 593 697 064 947 460
160 895 949 314 765 939 949 543 387
334 053 322 259 124 498 269 177 310
650 885 248 209 789 392 038 650 635 mod 2607 − 1.
4.6 Comparaison avec les calculs pre´ce´dents
Il n’est pas aise´ de mener des comparaisons pre´cises des efforts de calcul lors des diffe´rents
records de calcul de logarithmes discrets dans F2n . Nous donnons toutefois un ordre de gran-
deur de la puissance de calcul de´ploye´ par Gordon et McCurley en 1993. Leurs calculs ont
permis d’obtenir suffisamment de relations pour re´soudre des logarithmes discrets dans F2503
(bien que le syste`me line´aire associe´ n’ait jamais e´te´ re´solu ensuite). Ce calcul a ne´cessite´ 88
jours sur les 1 024 processeurs d’une machine de type nCube-2. Chacun de ces processeurs a
une vitesse d’environ 15 MIPS, si on en croit les documentations. On arrive ainsi a` un effort
de calcul d’environ 3 700 anne´es MIPS. C’est donc beaucoup moins que les 19 000 anne´es
MIPS qui nous ont e´te´ ne´cessaires pour mener a` bien le calcul dans F2607 . Toutefois, l’e´cart
entre les deux efforts est largement compense´ par l’e´cart de difficulte´ des deux proble`mes.
Calculer des logarithmes discrets dans F2607 est au moins vingt fois plus dur que dans F2503 .
Ces chiffres montrent que l’importance des ame´liorations the´oriques et pratiques que nous
avons apporte´es au processus de crible sont bien re´elles.
4.7 Tailles pouvant eˆtre atteintes
Le calcul que nous avons mene´ est un calcul de grande envergure. En terme de temps de
calcul, l’effort est deux fois plus important que celui qui a e´te´ ne´cessaire a` la factorisation
de RSA-155. On peut conside´rer que ces travaux repre´sentent la limite des tailles pouvant
aujourd’hui eˆtre atteintes par une approche semblable a` la notre. Nous devons toutefois faire
e´tat de deux points pre´cis.
Tout d’abord, nos travaux ne permettent que partiellement de re´pondre a` la question de
la capacite´ que pourrait avoir une institution gouvernementale pour s’attaquer a` ce genre de
proble`mes. En novembre 2002, le record du plus gros supercalculateur mondial a e´te´ battu
par le constructeur japonais NEC, avec la mise en service du Earth Simulator. La puissance
de calcul d’un tel « monstre » est formidable : 40 te´raflops, soit 40 000 milliards d’instruction
par seconde. Utilisons-la comme ordre de grandeur. En conside´rant que chacun des 5 120 pro-
cesseurs de ce supercalculateur, cadence´s a` 500MHz, a la puissance d’un PC a` 500MHz4, il
faudrait seulement trois jours a` ce supercalculateur pour effectuer les calculs que nous avons
4La puissance annonce´e de chacun de ces 5 120 processeurs est de 8 gigaflops. L’e´quivalent-gigaflop d’un
PC n’e´tant pas une donne´e tre`s claire, notre estimation est peut-eˆtre pessimiste d’un certain facteur, mais la`
n’est pas la question.
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mene´s (en un an). Et le temps pour effectuer l’alge`bre line´aire se compterait vraisemblable-
ment en jours aussi5. Notre calcul peut donc eˆtre dans le domaine de la « routine », pour qui
manipule une telle puissance de calcul. Si, munie d’une telle puissance, une institution veut
calculer des logarithmes discrets, et y passer un peu de temps, elle peut sans doute atteindre
des tailles de l’ordre de F2700 .
Le re´sultat obtenu par Joux et Lercier [JL01], en calculant des logarithmes discrets dans
F2521 , est particulie`rement prometteur. En effet, il de´montre la porte´e pratique de l’algorithme
FFS, qui est apparemment substantiellement plus performant que l’algorithme de Coppers-
mith. Des calculs dans F2607 avec cet algorithme pourraient eˆtre effectue´s avec moins de calculs
que ce que l’on a entrepris. Pour des calculs plus avance´s, c’est certainement l’algorithme FFS
qui devra eˆtre pre´fe´re´ a` l’avenir.
4.8 De la gestion d’un calcul distribue´ : aspects techniques et
sociologiques
4.8.1 Structure de la distribution des taˆches
Parler d’un calcul distribue´ reste un discours vague tant que l’on n’a pas pre´cise´ les ca-
racte´ristiques exactes des calculs mene´s. La premie`re phase de l’algorithme de Coppersmith,
phase de recherche de relations, a e´te´ effectue´e de manie`re distribue´e. Plus exactement, l’es-
pace de crible (gigantesque, puisque 251 paires ont e´te´ examine´es) a e´te´ divise´ en de nombreux
paquets, comme cela a de´ja` e´te´ e´voque´ en 3.5.2. Le nombre de paquets ainsi conside´re´s s’est
e´leve´ a` 219, soit 562 144. L’estimation d’origine e´tait que les quelques 16 384 premiers paquets
suffiraient. Cette estimation e´tait manifestement tre`s largement errone´e, et pour cette raison
on a duˆ e´tendre l’espace de crible plusieurs fois : un coefficient de plus pour B, puis pour A,
etc. . .
Le sche´ma global utilise´ est un sche´ma maˆıtre-esclave. Un serveur central observe et dis-
tribue l’e´volution du calcul sur les diffe´rents esclaves. Un esclave prenant part au calcul rec¸oit,
en guise d’identification du travail qu’il doit accomplir, un nume´ro correspondant au paquet
dont il a la charge. Cette information est donc relativement le´ge`re. Lorsque l’esclave a fini de
cribler le paquet en question (l’ordre de grandeur du calcul pour un paquet est d’environ une
heure sur un PC a` 450MHz), il doit faire savoir au maˆıtre qu’il a fini le calcul, et recevoir en
e´change un nouveau nume´ro de paquet a` cribler. Pour que l’esclave ne perde pas son temps
avant la re´ception de ce nouveau nume´ro, le sche´ma pre´voit qu’un esclave soit en charge de
plusieurs paquets simultane´ment de sorte qu’il puisse toujours de´terminer quel paquet cribler.
Courrier e´lectronique
La premie`re approche envisage´e a e´te´ l’usage du courrier e´lectronique comme moyen de
communication entre le maˆıtre et les esclaves. Cette approche a de´ja` e´te´ employe´e, au moins en
partie, par Lenstra et Manasse [LM90] pour factoriser des nombres de 100 chiffres avec le crible
quadratique. Nous avons donc commence´ par envisager un sche´ma ou` le serveur de courrier
e´lectronique du laboratoire LIX sert de maˆıtre pour le calcul, et rec¸oit les courriers e´lectro-
5Nous verrons dans la partie II que l’alge`bre line´aire ne se distribue pas autant que la recherche de relations.
Aussi, sans avoir expe´rimente´ la crossbar d’un site de calcul, il est difficile de donner une estimation de temps
de calcul a priori.
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niques en provenance des esclaves (nous avons utilise´ pour cela le programme procmail). En
re´ponse aux courriers des esclaves, le maˆıtre doit leur renvoyer des informations.
Un proble`me inhe´rent a` cette me´thode est que l’envoi d’information vers les esclaves a peu
de chance de pouvoir eˆtre re´alise´ par courrier e´lectronique, puisque chaque machine n’est pas
un serveur de courrier e´lectronique. Pour re´soudre cet inconve´nient, on a suppose´ que pour
chaque machine prenant part au calcul, il e´tait possible de trouver un serveur de courrier
e´lectronique quelque part qui partagerait une partition de disque dur avec l’esclave. Sur ce
« serveur secondaire » est alors aussi installe´ un programme procmail qui met a` jour un
fichier lisible par l’esclave.
Cette approche s’est ave´re´e comple`tement impraticable a` l’e´chelle qui nous concernait,
pour plusieurs raisons.
– La ve´tuste´ de l’installation informatique du serveur de courrier e´lectronique principal,
sur lequel des proble`mes permanents de lock ont e´te´ apparents. Il a e´te´ par conse´quent
impossible d’utiliser l’installation de courrier e´lectronique de fac¸on fiable, puisque re´gu-
lie`rement le calcul reprenait au paquet nume´ro 1.
– Communiquer de cette fac¸on avec des machines trop distantes d’un serveur de courrier
e´lectronique s’est ave´re´ difficile, a` nouveau a` cause de proble`mes de lock.
– Les tre`s nombreux courriers e´lectroniques ge´ne´re´s se perdent parfois en route, mais at-
terrissent toujours quelque part, e´ventuellement dans une file d’attente sur une machine
plus ou moins ale´atoire. On a vu arriver ainsi des « trains » de plusieurs milliers de
courriers e´lectroniques perdus avec des mois de retard.
– Une boˆıte de courrier e´lectronique est un instrument de travail sensible, et faire rentrer
ainsi dans le circuit de gestion du courrier des scripts infernaux tendait a` rendre ce
circuit un peu trop fragile (perdre des courriers e´lectroniques n’est pas agre´able).
Cette expe´rience nous a apporte´ divers enseignements.
– La premie`re erreur que l’on a souhaite´ corriger a e´te´ le recours aux partitions de disque
dur partage´es par re´seau. Le syste`me de fichiers NFS associe´ a inde´niablement de nom-
breux avantages, mais aussi des de´fauts6 qui deviennent des cauchemars dans un envi-
ronnement ou les clients et les serveurs constituent un parc de machines comple`tement
he´te´roge`ne. Par conse´quent, le remplacement par une solution utilisant uniquement
l’arborescence de fichiers locale /tmp a e´te´ recherche´.
– L’emploi d’interme´diaires pour la communication avec les esclaves multiplie par trop le
nombre de machines du bon fonctionnement desquelles le re´sultat de´pend.
– Envoyer un courrier e´lectronique n’est pas une ope´ration anodine. Outre l’aspect de´ja`
mentionne´, a` savoir que des courriers peuvent rester bloque´s dans une file d’attente
de manie`re inattendue, la manipulation de programmes fonctionnant par envoi automa-
tique de courriers e´lectroniques est vue comme l’une des plus noires faces du piratage par
certains sites informatiques. Envoyer dix mille courriers de fac¸on automatique, meˆme a`
un rythme relativement peu e´leve´, n’est pas une bonne fac¸on de se faire des amis.
Utilisation d’un serveur autonome
Pour toutes les raisons que l’on vient d’e´voquer, qui ont constitue´ autant d’embuˆches
pour nos premiers essais de calcul distribue´ de logarithmes discrets, on a choisi pour le calcul
6
« There are many infelicities in the protocol underlying NFS », peut-on lire dans plusieurs pages de manuel
dont open(2), sur les distributions Linux. C’est tre`s vrai !
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sur F2607 de partir sur une base plus saine, constitue´e d’un serveur autonome. On a ainsi
programme´ en perl un de´mon simple (tout de meˆme 500 lignes de programme), e´coutant les
connexions re´seau sur un port bien de´termine´. Ce de´mon assume la taˆche de maintenance de
la liste des paquets a` distribuer. Contrairement a` la plupart des de´mons, il ne re´pond pas aux
requeˆtes de manie`re asynchrone mais synchrone. Cela a l’avantage d’e´conduire la plupart des
proble`mes de lock concernant le serveur. C’est par ailleurs la bonne approche a` adopter e´tant
donne´e la trivialite´ des ope´rations a` effectuer (lire ou e´crire une ligne dans un fichier).
Le programme ge`re aussi l’historique du calcul, en maintenant d’une part une liste des
paquets dont le re´sultat a e´te´ calcule´ jusqu’au bout (parce que l’esclave a re´ussi a` informer le
maˆıtre de l’ache`vement de sa taˆche), et surtout d’autre part une liste des paquets « sortis »,
distribue´s a` des esclaves. De cette fac¸on, il est possible de ne pas perdre trop de paquets
« dans la nature » : le serveur conside`re qu’un paquet qui n’a pas e´te´ acheve´ depuis plusieurs
jours peut eˆtre redistribue´.
En dernier lieu, les structures employe´es par le serveur sont tre`s simples (uniquement des
fichiers texte), de telle sorte que des sauvegardes temporaires et des ajustements manuels sont
toujours possibles.
Cette approche a permis a` l’entreprise de calcul distribue´ de logarithmes discrets de passer
a` l’e´chelle. Ne´anmoins, quelques difficulte´s sont apparues. Tout d’abord, le mode`le de com-
munication entre le serveur et les esclaves (par connexion TCP) s’est heurte´ aux politiques
des « pare-feu » (firewall) utilise´es par certains sites. Effectuer une connexion TCP devient
presque, de nos jours, une acte de piratage caracte´rise´. Pour y parvenir malgre´ tout, des
relais (socket bouncer) ont e´te´ installe´s pour servir de proxys aux points strate´giques. Fort
heureusement, cela s’est toujours ave´re´ possible.
Une fonctionnalite´ que notre mini-serveur en perl n’offre pas est la ve´rification active du
fonctionnement des esclaves. Se connecter manuellement ou meˆme de fac¸on semi-automatique
a` 120 machines pour ve´rifier ce qu’elles font n’est pas facile. On aurait souhaite´ faire assumer
cette taˆche par le serveur, ou du moins avoir un regard plus global sur l’avancement ge´ne´ral
du calcul. En termes d’efficacite´, ce le´ger flou s’est traduit par d’assez nombreux paquets
(10%) perdus malgre´ toutes les pre´cautions prises, en partie a` cause des raisons spe´cifiques a`
la gestions des esclaves, que nous de´taillons en 4.8.2.
Outils ge´ne´riques de calcul distribue´
Aujourd’hui, la pierre d’angle de bon nombre de calculs distribue´s est la bibliothe`que
MPI, destine´e aux communications entre processus [MPI]. Cette bibliothe`que a pris le relais
de [PVM]. De nombreux outils d’optimisation et de diagnostics existent pour les applications
utilisant ces bibliothe`ques. Pour les calculs distribue´s que nous avons mene´s, nous avons ne´an-
moins pre´fe´re´ notre approche «maison » a` l’emploi de ces bibliothe`ques. La raison principale
de ce choix est l’importance de la tole´rance aux de´connexions des diffe´rentes machines pre-
nant part au calcul, ainsi que la re´sistance a` l’existence de machines « pare-feu » (firewall)
se´parant les diffe´rents re´seaux utilise´s. Par ailleurs, on a estime´ que le gain e´ventuel repre´sente´
par l’usage de MPI, compare´ a` la place peu critique tenue par les communications dans ce
calcul, ne justifiait pas pleinement l’emploi d’une bibliothe`que exte´rieure.
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4.8.2 Gestion des nœuds de calcul
Dans un calcul distribue´, il faut savoir ge´rer les nœuds de calcul, ici appele´s esclaves. C’est
facile quand le nombre d’esclaves est de l’ordre de la dizaine. Quand il est de l’ordre de la
centaine, la taˆche est plus ardue. Pour s’enque´rir de la bonne sante´ d’une liste de machines,
on peut toujours utiliser une boucle sh :
for i in ‘cat liste_esclaves‘ ; do echo ; echo "$i" ; ssh $i ps xu ; done
He´las, on ne re´sout pas tous les proble`mes de cette fac¸on, pour plusieurs raisons :
– Le cable re´seau d’un esclave particulier peut eˆtre de´branche´ ponctuellement. Cela bloque
la boucle.
– Lancer une telle boucle sur une centaine de machines prend beaucoup de temps.
– Voir si un processus tourne n’est pas tout. On peut avoir, peˆle-meˆle, a` relancer le pro-
gramme sur une machine esclave, a` le stopper, a` transfe´rer des fichiers (re´sultats de
cribles) depuis l’esclave vers une autre machine, enfin a` ve´rifier quels sont les paquets
confie´s par le maˆıtre a` l’esclave, et la cohe´rence de cette liste de paquets avec les listes
ge´re´es par le maˆıtre.
Le produit le plus pre´cieux du calcul est le re´sultat des ope´rations de crible, prenant la
forme de nombreux fichiers (un par paquet), produits par les esclaves. Ces fichiers ne sont pas
ge´re´s de fac¸on automatique, pour e´viter la « perte en ligne ». Ils sont simplement stocke´s par
les esclaves sur l’espace disque local. Pour alle´ger la charge sur le re´seau, on a choisi de placer
ces fichiers dans l’arborescence locale /tmp de chaque esclave. L’inconve´nient de cette approche
est que le re´pertoire /tmp, sur certaines machines, est pe´riodiquement « nettoye´ », ce qui nous
a parfois oblige´ a` avancer artificiellement la date de modification des fichiers concerne´s. La
situation la plus de´sagre´able que l’on a rencontre´e a` cet e´gard est celle de quelques stations
de travail qui s’obstinent a` effacer l’arborescence de /tmp a` chaque re´initialisation.
Notre objectif a e´te´, depuis l’origine, d’utiliser le temps machine disponible, en faisant en
sorte que nos esclaves laissent la priorite´ a` tout autre calcul pouvant avoir lieu sur la machine
concerne´e. Nos programmes ont ainsi toujours e´te´ lance´s avec le niveau de priorite´ Unix 19,
signifiant la priorite´ la plus basse. Dans certains cas, cette approche a tre`s bien fonctionne´,
puisque sur certaines machines7, nos programmes n’ont pas eu l’occasion de cribler un seul
paquet entier en plusieurs semaines (a` un tel point que les paquets en question avaient e´te´
juge´s perdus par le serveur central).
He´las, laisser tourner un processus en « taˆche de fond » de cette fac¸on implique une gestion
sociologique parfois difficile. Les machines sur lesquelles on a voulu utiliser ce syste`me ont e´te´
essentiellement les machines du laboratoire LIX et du cluster Medicis, et des machines de
salles de travaux dirige´s destine´es aux e´le`ves, principalement a` l’E´cole polytechnique, mais
aussi (bien que tre`s marginalement) a` l’E´cole normale supe´rieure de Paris et a` l’University of
Illinois at Chicago.
D’un coˆte´, sur le cluster Medicis, le syste`me a tre`s bien fonctionne´, dans un certain sens,
puisque tous les calculs des autres utilisateurs « passaient devant » nos calculs de logarithmes
discret. Le seul point ne´gatif est que la raison d’eˆtre de la basse priorite´ que nous avons donne´e
a` nos programmes est qu’il s’agit de calculs de longue haleine. Mais souvent, les calculs devant
lesquels nos programmes se sont poliment efface´s e´taient aussi des calculs de longue haleine
(on parle ici de milliers d’heures de calcul). Cet aspect peut paraˆıtre de´courageant. Il n’a he´las
7Il s’agit ici des machines leon du cluster Medicis.
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pas e´te´ possible, d’une manie`re ge´ne´rale, d’apprendre a` tous les gros utilisateurs de temps de
calcul a` avoir la meˆme politesse que nous.
Mais de tre`s loin, la plus grosse difficulte´ dans la gestion d’un calcul distribue´ est la
gestion des utilisateurs « na¨ıfs » (pour ne pas dire plus). Plus exactement, le programme
xload est un frein majeur au de´ploiement d’un calcul distribue´. Car utiliser un ordinateur,
aujourd’hui, ne consiste pas majoritairement a` exe´cuter des programmes sur cet ordinateur.
Et lorsque le syste`me de feneˆtrage standard sur un site donne´ informe l’utilisateur en temps
re´el de l’e´volution de la charge du microprocesseur de la machine, le passage du blanc au
noir de l’icoˆne associe´ est une source d’affolement. C’est ainsi que l’on a pu subir les foudres
d’utilisateurs persuade´s que la pre´sence d’un processus parasite sur « leur » machine e´tait la
cause de leurs difficulte´s a` charger une page web.
C’est aussi d’une fac¸on similaire, dans un registre plus grave, que l’on a pu constater un
comportement inte´ressant de la part de certains utilisateurs qui, pour « nettoyer » l’ordinateur
sur lequel ils souhaitent travailler, commencent par en arracher la prise de courant. Ils semblent
ignorer he´las deux points. Ce n’est d’abord pas le mode d’emploi normal d’un ordinateur (mais
plutoˆt d’un aspirateur, qui fonctionne diffe´remment), et surtout ce genre de pratique se repe`re
assez facilement a` partir des traces ge´ne´re´es par le syste`me.
Devant ce genre de comportement hostile, il est clair que la notion de priorite´ n’est pas suf-
fisante. Pour utiliser une machine sans craindre le de´branchement sauvage, une approche plus
raisonnable aurait pu consister a` stopper agressivement les calculs de`s l’arrive´e du moindre
utilisateur. He´las une telle approche implique une chute conside´rable du rendement des es-
claves, car la pre´sence d’un utilisateur et l’« utilisation », en terme de calcul, de l’ordinateur
en question, ne sont pas des e´ve´nements corre´le´s.
4.8.3 Rassemblement des donne´es
L’ensemble des fichiers de donne´es rassemble´s a` partir du travail des esclaves se compte par
centaines de milliers, pour un encombrement total d’environ 10Go (gigaoctets). Au moment
ou` ce calcul a e´te´ mene´, aucun des disques durs auxquels nous avions acce`s ne permettait de
stocker une telle quantite´ de donne´es. Il a donc fallu les re´partir sur plusieurs disques, et faire
un travail de vases communicants entre ces disques. Ce point aurait pu eˆtre e´vite´ avec l’achat
de quelques disques durs de 40Go.
Deuxie`me partie





5.1 Alge`bre line´aire rapide et alge`bre line´aire creuse
Nous avons acheve´ dans la partie I de ce me´moire la pre´sentation de l’algorithme de
Coppersmith ainsi que de plusieurs algorithmes de calcul d’index. Tous passent par une phase
d’alge`bre line´aire. Le proble`me, plus explicitement, est le suivant : on dispose d’une matrice
singulie`re a` N colonnes, et possiblement un plus grand nombre de lignes. Appelons cette
matrice B. On recherche un e´le´ment du noyau de B, c’est-a`-dire un vecteur w qui soit solution
de l’e´quation
Bw = 0.
Notre proble`me est donc la re´solution de syste`mes line´aires homoge`nes. Il s’agit bien
suˆr d’un sujet sur lequel la litte´rature est tre`s vaste. Il est donc ne´cessaire de cerner un
peu plus pre´cise´ment le proble`me pour de´terminer le champ des algorithmes applicables. La
caracte´ristique principale des syste`mes line´aires que l’on doit re´soudre est qu’ils sont creux.
On entend par la` que ces syste`mes ont peu de coefficients non nuls par ligne (de l’ordre de
grandeur de log N).
5.1.1 Ne´cessite´ d’employer l’algorithmique « creuse »
On peut se demander si cette caracte´ristique impose ou non l’emploi d’une certaine ca-
te´gorie d’algorithme. En effet, des algorithmes efficaces permettent de re´soudre des syste`mes
line´aires sans tenir compte de ce caracte`re creux, notamment en utilisant la me´thode de fac-
torisation re´cursive et l’algorithme de multiplication rapide de Strassen [Str69], de complexite´
O(N2.81). La complexite´ the´orique que l’on peut atteindre pour la re´solution de syste`mes
line´aires par ce type de proce´de´ est relie´e a` la complexite´ de la multiplication de matrices. Si
cette dernie`re est O(Nw), on peut re´soudre des syste`mes line´aires par factorisation re´cursive
en temps O(Nw log N), la meilleure valeur de w connue a` ce jour e´tant 2.376 pour l’algorithme
de Coppersmith-Winograd.
On s’interroge ge´ne´ralement sur la pertinence pratique des algorithmes asymptotiquement
rapides de multiplication de matrices, car la constante du O() est importante. Toutefois, il est
faux de croire que le plus simple de ces algorithmes, l’algorithme de Strassen, est de porte´e
exclusivement the´orique [Knu98, sec. 4.6.4]. Dans le programme Magma, il se re´ve`le meilleur
que l’algorithme classique pour des matrices de taille 32× 32 a` coefficients entiers.
Face a` ces me´thodes « denses », il existe des algorithmes qui tirent parti du caracte`re
creux des matrices traite´es. En terme de complexite´, les algorithmes que l’on verra dans
ce chapitre sont de complexite´ O(γN 2), ou` γ est le nombre moyen de coefficients non nuls
dans les lignes de la matrice M . Il s’agit donc d’une complexite´ bien meilleure que celles des
algorithmes « denses » si γ ∼ log N . En outre, cette complexite´ n’inclut pas de constantes
importantes cache´es dans l’exposant. Enfin et surtout, les algorithmes « creux » conservent le
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caracte`re creux de la matrice d’entre´e. Bien souvent, c’est ce facteur qui est de´terminant, car
la taille des matrices traite´es interdit tout stockage en me´moire sous forme dense. Ces trois
arguments rendent l’algorithmique « creuse » absolument incontournable pour la re´solution
des proble`mes qui nous inte´ressent.
5.1.2 Diffe´rents algorithmes existants
Pour commencer, une litte´rature tre`s abondante et de´ja` relativement ancienne existe dans
le cadre des syste`mes line´aires « nume´riques », c’est-a`-dire de´finis sur R ou C, ou` les matrices
qui interviennent sont souvent tre`s creuses [GL81, GGL93]. He´las, ces travaux reposent sur
des proprie´te´s structurelles des syste`mes conside´re´s, comme la concentration des coefficients
non nuls autour de la diagonale. De tels algorithmes ne peuvent s’appliquer a` notre cas.
Les algorithmes applicables a` notre cas sont de´crits dans ce chapitre. Tous tiennent compte
du caracte`re creux. En revanche, tous ne sont pas des outils indiffe´remment interchangeables,
ayant uniquement vocation a` fournir en sortie le re´sultat final. Par exemple, l’e´limination
structure´e que nous exposons en 5.2 doit eˆtre vue comme une e´tape pre´alable de re´duction
de la matrice. Apre`s cette e´tape, on doit utiliser un algorithme qui effectue la re´solution a`
proprement parler, comme par exemple les autres algorithmes expose´s ici.
Pour repre´senter en me´moire une matrice creuse de fac¸on e´conomique, le choix universel-
lement fait est celui d’une liste des coefficients non nuls. Pour chacun des algorithmes que
nous allons exposer, on peut avoir recours a` des pre´sentations le´ge`rement diffe´rentes, mais le
principe est le meˆme. Bien entendu, lorsque l’on conside`re des matrices sur F2, il suffit de
stocker en me´moire les positions des coefficients non nuls, puisqu’il n’est ne´cessaire de stocker
aucune information concernant la valeur de ces coefficients.
5.2 Pre´conditionnement : l’e´limination structure´e (SGE)
Nous exposons d’abord l’algorithme d’e´limination gaussienne structure´e, ou structured
gaussian elimination (SGE). Cet algorithme est expose´ par exemple dans [LO90, PS92], et
e´tudie´ avec un peu plus de recul dans [BC99]. Son mode de fonctionnement n’est autre que
celui de l’e´limination gaussienne classique, mais avec le souci supple´mentaire de conserver le
caracte`re creux de la matrice. La description d’un tel algorithme est de´licate, car le proce´de´
est tre`s sensible a` des variations mineures de la pre´sentation.
5.2.1 Utilisation des proprie´te´s de structure
Le point de de´part de la SGE est la structure particulie`re des matrices rencontre´es dans les
proble`mes de factorisation et de logarithme discret. Ces matrices ont en effet leurs coefficients
non nuls concentre´s « a` gauche » dans la matrice. La raison de ce phe´nome`ne a e´te´ donne´e
page 29. Un exemple de matrice produite par l’algorithme de Coppersmith est donne´ par
la figure 5.1. L’intensite´ du niveau de gris correspond a` la densite´ des coefficients non nuls,
l’e´chantillonage e´tant fait sur des sous-matrices de taille 2 000 × 2 000. La pre´sence de deux
motifs distincts, mettant en e´vidence des lignes plus lourdes que les autres, est due a` la large
prime variation, de´crite en 3.1.
L’algorithme d’e´limination structure´e utilise le tre`s faible remplissage de la partie droite
de la matrice, en contraste avec la forte densite´ de la partie gauche. Au cours du processus,
on conserve en permanence une information sur le poids des lignes et des colonnes. Le poids
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Figure 5.1 – Un exemple de matrice de logarithme discret
d’une ligne n’est toutefois juge´ qu’au regard d’une partie de la matrice : on ne compte pas les
coefficients qui sont dans la partie gauche de la matrice, que l’on conside`re comme dense de
toute fac¸on. On distingue ainsi les colonnes actives et les colonnes inactives.
Ces pre´liminaires passe´s, nous pouvons maintenant aborder la description du fonctionne-
ment de l’algorithme d’e´limination structure´e.
5.2.2 E´tapes de l’algorithme
Le processus d’e´limination structure´e passe conse´cutivement par les e´tapes e´nume´re´es ci-
dessous. Il est important d’insister sur le fait que le poids d’une ligne est le poids de la partie
active.
E´tape 0. – De´clarer les 1% de colonnes les plus lourdes comme inactives.
E´tape 1. – Oˆter toutes les colonnes de poids 0 : elles n’ont pas d’inte´reˆt pour la re´solution de
notre syste`me, puisqu’elles correspondent a` des vecteurs parasites du noyau de B.
E´tape 2. – Retirer toutes les colonnes de poids 1, en gardant de coˆte´ les lignes correspondantes.
Les coordonne´es correspondantes d’un vecteur du noyau pourront eˆtre de´termine´es a`
l’aide de ces lignes. Re´pe´ter les e´tapes 1 et 2 tant que c’est possible.
E´tape 3. – Retirer arbitrairement une partie des lignes les plus lourdes pour conserver un
certain ratio entre le nombre de lignes et de colonnes. Reprendre a` l’e´tape 1 si des
colonnes de poids 0 ou 1 sont apparues.
E´tape 4. – Choisir les lignes les plus avantageuses comme pivots, pour e´liminer par exemple
les colonnes de poids 2 qui intersectent des lignes de poids 1. Re´pe´ter les e´tapes 1 a` 4
tant que c’est possible.
E´tape 5. – De´clarer de nouvelles colonnes comme inactives, et reprendre a` l’e´tape 1.
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Dans les diffe´rentes e´tapes que l’on vient de mentionner, plusieurs points me´ritent d’eˆtre
pre´cise´s. Tout d’abord, l’e´tape 3 souligne l’inte´reˆt d’avoir comme point de de´part une matrice
avec des lignes surnume´raires. Cela permet e´ventuellement de se de´barrasser au cours du
processus des lignes qui deviennent trop encombrantes. Bien que l’on souhaite ultimement
avoir a` ge´rer une matrice carre´e, il n’est pas judicieux de forcer la matrice a` eˆtre carre´e tout
au long du processus. On se doit de garder une marge de manœuvre, quitte a` faire converger
lentement la forme de la matrice vers une forme carre´e.
5.2.3 Comparaison de l’inte´reˆt des ope´rations
Comment de´termine-t-on les « bonnes » lignes a` choisir pour pivoter dans l’e´tape 4 ? Si
l’on choisit une ligne de poids r pour e´liminer une colonne de poids c, on montre facilement
que le nombre de coefficients que l’on rajoute ainsi dans la matrice est au plus
(c− 1)(r − 1)− (c− 1)− (r − 1)− 1 = (c− 2)(r − 2)− 2.
C’est donc par l’e´valuation de cette quantite´1 que l’on de´termine quelles sont les meilleures
colonnes possibles pour l’e´limination. Tant qu’elle est ne´gative, on est assure´ que l’on re´duit
strictement la difficulte´ de re´solution de notre syste`me line´aire.
Un raffinement de la re`gle qui pre´ce`de consiste a` maintenir dans une table la densite´ des
diffe´rentes colonnes. Si la densite´ de la colonne j est D(j), alors le choix comme pivot d’une
ligne posse´dant un coefficient non nul dans cette colonne y entraˆıne l’apparition de (1−D(j))
coefficients en moyenne par re´plication de la ligne. Si D(j) = 1, la colonne est dense, et
cela explique que l’on ne conside`re que le poids actif des lignes. Si D(j) est proche de 0,
alors l’approximation (c− 1) faite plus haut est fide`le. Toutefois, dans un souci d’accroˆıtre la
pre´cision, il n’est pas couˆteux de conserver une e´valuation de D(j).
Lors de l’e´limination des lignes (e´tape 3), il est pertinent de retirer prioritairement les
lignes qui intersectent de nombreuses colonnes de poids 3, car cela rend possible des ope´rations
d’e´limination dans l’e´tape 4 par la suite.
5.2.4 Lien avec l’e´tape suivante
Lors des diffe´rentes ope´rations effectue´es, le nombre de colonnes de la matrice de´croˆıt,
tandis que le nombre total de coefficients (ou plutoˆt le nombre de coefficients dans les N lignes
les plus le´ge`res, N e´tant le nombre de colonnes) est d’abord de´croissant, puis croissant. Au
dela` de cet extremum, jusqu’a` quel point poursuit-on le processus d’e´limination structure´e ?
Le couˆt de l’algorithme utilise´ apre`s l’e´limination structure´e a une expression connue en
fonction de N et du nombre de coefficients. Pour conserver les notations que l’on a fixe´es et
que l’on continuera a` utiliser, il est e´quivalent de dire que l’on dispose d’une telle expression
en fonction de N et γ (le nombre de coefficients e´tant γN). Si l’on prend l’exemple de la
fonction γN2, qui indique le couˆt des algorithmes creux en ge´ne´ral, ce qui nous inte´resse est
en fait un minimum de γN2 au cours de l’e´volution du processus d’e´limination structure´e.
Une telle approche a e´te´ employe´e dans [WD98], et nous l’avons mise en pratique aussi. Pour
eˆtre exact, le minimum qui nous inte´resse est un minimum global, tandis que ce que l’on est
en mesure d’e´valuer facilement est la pre´sence d’un minimum local. Dans les expe´riences qui
ont e´te´ mene´es, ce point pre´cis ne semble pas avoir introduit de diffe´rence flagrante.
1Pomerance et Smith [PS92] y font re´fe´rence en tant que « re`gle de Markowitz ».
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Il est a` noter que l’on peut faire le choix de traiter la matrice re´sultant de l’e´limination
structure´e par un algorithme « dense » dont le temps de calcul ne de´pend pas de γ. Dans ce cas,
le minimum est obtenu pour N minimal, ce qui revient a` dire que l’on effectue une e´limination
gaussienne simple. Le facteur limitant devient alors celui-la` meˆme qui rend les algorithmes
denses impraticables pour notre proble`me : l’espace me´moire requis pour stocker la matrice.
En effet, en utilisant l’e´limination structure´e en tant qu’e´tape pre´alable a` l’utilisation d’un
algorithme dense, les conside´rations de minimisation du couˆt que l’on vient d’e´voquer font
que l’occupation me´moire reste raisonnable. Si l’on enle`ve ces contraintes, elle peut exploser.
5.2.5 Nature des coefficients
Un point important a` remarquer dans l’e´tude de l’e´limination structure´e est l’importance
de la nature des coefficients. Que le syste`me soit de´fini sur un petit corps comme F2 ou
au contraire sur un corps de grande taille (comme les syste`mes provenant d’algorithmes de
logarithme discret), les coefficients de la matrice B en entre´e sont en ge´ne´ral petits : ils
correspondent typiquement a` des exposants dans une factorisation, donc de l’ordre de grandeur
de log N . On peut conside´rer qu’en entre´e ces coefficients peuvent sans proble`me eˆtre stocke´s
dans un mot machine. Si le corps de base est Fp, et qu’on laisse l’e´limination gaussienne
se de´rouler sans preˆter attention a` la croissance des coefficients, ceux-ci peuvent largement
de´passer la taille d’un mot machine a` la faveur des diffe´rentes additions et multiplications de
lignes de la matrice.
Ceci ouvre deux possibilite´s distinctes : laisser ou pas les coefficients croˆıtre au-dela` de
la taille d’un mot machine. Il s’ave`re que le surcouˆt, a` la fois en me´moire et en temps, d’un
traitement en multipre´cision est totalement prohibitif (aussi bien pour l’e´limination structure´e
que pour l’algorithme utilise´ par la suite). Pour cette raison, on a fait le choix logique de
contraindre les coefficients a` rester de la taille d’un mot machine. Cela signifie qu’au cours de
l’algorithme, une ligne peut devenir « trop lourde » au regard de la taille de ses coefficients et
devenir ainsi inutilisable en tant que pivot pour toute e´limination. Ce phe´nome`ne, pour le cas
qui nous concerne (l’algorithme de Coppersmith pour le calcul de logarithmes discrets), s’est
montre´ tre`s visible puisqu’une bonne proportion (presque la moitie´) des coefficients valent
−k, donc −4 avec les parame`tres choisis. Chaque e´limination implique ainsi un plus grand
nombre de multiplications de lignes que si tous les coefficients valaient ±1.
Notons en outre une seconde conse´quence de cette conside´ration : dans l’e´limination struc-
ture´e, aucune inversion de coefficient n’est effectue´e. En effet, une inversion aurait la faˆcheuse
conse´quence de faire exploser la taille des autres coefficients de la ligne correspondante. En
re´sume´, on constate donc que le mode`le de calcul dans lequel on se place pour l’e´limination
structure´e n’est pas le mode`le alge´brique.
5.2.6 Implantation
L’algorithme d’e´limination structure´e peut se montrer assez couˆteux en me´moire (mais
pas en temps, compare´ aux calculs dans lesquels cette me´thode intervient). Plusieurs moyens
de re´agir pour re´duire la consommation me´moire de l’algorithme peuvent eˆtre e´voque´s.
– Tout d’abord, on peut constater que l’e´limination structure´e e´jecte agressivement des
lignes et des colonnes de la matrice. Certaines d’entre elles conservant un inte´reˆt po-
tentiel, elles peuvent e´ventuellement eˆtre stocke´es sur le disque dur, mais en aucun cas
eˆtre conserve´es en me´moire.
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– Par ailleurs, la partie dense, ou « inactive » de la matrice contient la plupart des coef-
ficients. Il est parfois recommande´ de ne pas effectuer les ope´rations de ligne sur cette
partie, pour ne les effectuer que plus tard. Nous n’avons pas eu besoin de recourir a` ce
proce´de´.
– Si la matrice est repre´sente´e sous forme d’une liste de coefficients non nuls pour chaque
ligne, on ne peut e´viter un acce`s « par colonne », qui permette de localiser les lignes ayant
un coefficient non nul dans une colonne donne´e, pour effectuer les e´liminations voulues.
Des listes de liens croise´s entre les lignes et les colonnes doivent ainsi eˆtre maintenues.
Il est e´vident que l’on doit e´viter de stocker cette information pour les colonnes de la
partie inactive de la matrice.
Le maintien des diverses donne´es quantitatives sur la matrice (poids des lignes et des
colonnes, liste des pivots potentiels, taille des coefficients d’une ligne) repre´sente un surcouˆt
non significatif.
Dans l’implantation que nous avons effectue´e, les e´tapes 3 et 4 de l’algorithme ont e´te´ glo-
balise´es. En conside´rant l’ensemble des actions possibles au cours de ces e´tapes (e´liminations
pures et simples de lignes, ou e´liminations par pivot), on constitue une liste ou` on associe
un « gain » heuristique a` chaque ope´ration. Une des composantes de gain heuristique est
l’influence de l’action programme´e sur le couˆt de l’algorithme utilise´ apre`s la SGE. Mais par
ailleurs, nous avons aussi incorpore´ une heuristique pour favoriser les « catastrophes » au sens
de [PS92]. Ainsi, l’action consistant a` retirer une ligne de la matrice a e´te´ conside´re´e comme
provoquant d’une part le retrait du poids de ses coefficients au poids total de la matrice (rien
d’e´tonnant), et d’autre part l’abaissement du nombre de colonnes pour chacun des coefficients
de la ligne intersectant une colonne de poids 3.
Cette liste d’actions et de leurs gains respectifs une fois constitue´e (on ne s’inte´resse qu’aux
actions avantageuses), on trie la liste, et on effectue les actions les meilleures, a` concurrence,
d’une part, d’un total de 1 000 actions distinctes, et d’autre part, du retrait d’un nombre
donne´ de lignes. Ce nombre a e´te´ fixe´ a` 33% de la diffe´rence entre le nombre de lignes et de
colonnes lorsque le quotient de ces deux derniers de´passe 1.5, et 5% sinon. On n’a toutefois
jamais contraint ainsi le nombre de retraits de lignes a` eˆtre infe´rieur a` 100, pour ne pas ralentir
artificiellement la convergence de l’algorithme. On n’a bien suˆr pas non plus laisse´ le nombre
de lignes devenir infe´rieur a` N .
5.3 Algorithmes pour terminer la re´solution
Apre`s l’e´tape de l’e´limination structure´e, on s’inte´resse aux algorithmes qui permettent
re´ellement de « terminer » le calcul. Nous nous inte´ressons a` deux algorithmes : l’algorithme
de Lanczos et l’algorithme de Wiedemann. Leurs versions « par blocs » seront aussi e´tudie´es.
Les derniers paragraphes de ce pre´sent chapitre sont consacre´s d’abord a` l’introduction de
l’alge`bre line´aire black-box, contexte ge´ne´ral dans lequel on peut raisonnablement bien inclure
les diffe´rents algorithmes e´tudie´s, ainsi qu’a` la description de ce qu’on entend lorsqu’on e´voque
des versions « par blocs » d’algorithmes d’alge`bre line´aire. Nous introduisons aussi brie`vement
l’algorithme de Lanczos. L’algorithme de Wiedemann, qui occupe une place plus centrale dans
ce me´moire, est e´tudie´ au chapitre 6.
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5.3.1 La multiplication matrice × vecteur : alge`bre line´aire black-box
En notant toujours γ le nombre de coefficients non nuls par ligne de la matrice B conside´-
re´e, on peut tirer parti de la faible valeur de γ en n’autorisant qu’un seul emploi de la matrice
B : la multiplication par un vecteur. On exclut toute manipulation a` l’inte´rieur de la matrice
B (a` l’inverse de ce que l’on a pratique´ dans la SGE pre´ce´demment expose´e). On dit alors
que B agit comme une boˆıte noire, comme le repre´sente la figure 5.2.
v Bv
Figure 5.2 – Une boˆıte noire
La the´orie de l’alge`bre line´aire black-box consiste a` reposer exclusivement sur cette ope´-
ration en ignorant tout de la matrice B. Ceci n’impose pas le contexte de l’alge`bre line´aire
creuse : pour qu’une me´thode utilisant ainsi une boˆıte noire de manie`re exclusive soit efficace,
il suffit que le proce´de´ d’e´valuation soit efficace, sans conside´ration du caracte`re creux de sa
repre´sentation matricielle dont on ignore tout si l’on refuse de voir la matrice autrement que
comme une boˆıte noire.
Dans une certaine mesure, les travaux que nous exposons dans cette partie de ce me´moire
peuvent eˆtre vus comme des me´thodes black-box. Toutefois, nous tenons a` remarquer que notre
inte´reˆt n’est pas la` (nous nous contentons de mentionner la terminologie). Tout en n’utilisant
effectivement la matrice B que pour effectuer des produits matrice × vecteur, on se permet des
conside´rations sur sa repre´sentation me´moire, et sur le fait qu’il s’agit d’une matrice creuse.
Ces conside´rations, si elles ne rendent pas notre approche ne´cessairement divergente d’une
approche black-box, sont guide´es par les re´alite´s d’un mode`le qui n’est pas un mode`le tout a`
fait ge´ne´rique. Notre souci d’efficacite´ calculatoire est ainsi comple`tement ancre´ dans la re´alite´
des matrices qui nous concernent.
L’exemple parfait d’algorithme s’inscrivant dans le mode`le de boˆıte noire est l’algorithme
de Wiedemann, que nous de´crirons au chapitre 6. L’algorithme de Lanczos, par lequel nous
allons commencer, ne´cessite l’extension suivante du mode`le : autoriser le calcul du produit
v → BT v. Aussi bien dans la the´orie que dans la pratique, cette ope´ration est effectivement
intimement lie´e au produit v → Bv : si l’on voit la boˆıte noire comme un circuit, la multipli-
cation par la transpose´e s’obtient en « renversant » le circuit. Dans le cas qui nous concerne,
celui des matrices creuses, ce renversement est re´ellement aise´, et la meˆme repre´sentation en
me´moire de la matrice B suffit aux deux ope´rations.
5.3.2 Introduction de blocs
Les algorithmes sur les matrices creuses qui s’inscrivent dans le mode`le de boˆıte noire
peuvent be´ne´ficier d’une fac¸on ge´ne´rique de l’introduction de blocs. Par extension d’un vec-
teur, que l’on voit comme une matrice a` N lignes et une colonne, on appelle bloc de vecteurs
une matrice de taille N × n, ou` n est un petit entier. Une ge´ne´ralisation par blocs d’un al-
gorithme d’alge`bre line´aire consiste, lorsqu’il s’agit d’algorithmes reposant uniquement sur le
produit matrice × vecteur, a` conside´rer maintenant comme primitive la multiplication par un
bloc de vecteurs.
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Pour eˆtre rentable, une telle ge´ne´ralisation doit permettre une re´duction du nombre d’uti-
lisations de la boˆıte noire au cours de l’algorithme, et le calcul du produit matrice × bloc
de vecteurs doit s’effectuer de manie`re efficace. Ide´alement, on voudrait que ce produit s’ef-
fectue en le meˆme temps qu’un simple produit matrice × vecteur. C’est le cas dans les deux
configurations suivantes.
– Si le corps de base est F2, pour effectuer le produit w d’une matrice creuse B par un
vecteur v, il est difficile de s’e´carter du sche´ma suivant :
– w ← 0,
– Pour chaque coefficient non nul Bij de B, wi ← wi ⊕ vj ,
ou`⊕ de´signe l’addition modulo 2 (le « ou exclusif »). Le caracte`re ine´vitable de ce sche´ma
tient au fait que la matrice est creuse. Sur une machine ayant des mots machines de 32
bits, on peut en le meˆme temps effectuer le produit de B par un bloc v de 32 vecteurs :
Si chaque vj est un entier de 32 bits, et qu’il en est de meˆme pour chaque wi, la meˆme
e´criture de la me´thode produit le re´sultat voulu, en interpre´tant ⊕ comme l’ope´ration
logique « ou exclusif » de deux mots machines.
– Si le corps de base est Fq, un proce´de´ identique a` ce que l’on vient de de´crire peut
difficilement eˆtre mis en œuvre, a` moins de disposer d’une architecture spe´cifique. En
revanche, le produit matrice × bloc de vecteurs peut eˆtre facilement re´parti sur plusieurs
processeurs ou plusieurs machines. Si le vecteur v est constitue´ des colonnes v1, . . . , vn
(on rompt avec les notations prises pre´ce´demment), alors les colonnes w1, . . . , wn peuvent
eˆtre calcule´es inde´pendamment puisque wk = Bvk. Ainsi, n machines distinctes peuvent
se partager la taˆche, chacune d’entre elles prenant en charge l’une des colonnes. Un tel
sche´ma est particulie`rement rentable si les produits de blocs de vecteurs peuvent eˆtre
enchaˆıne´s sans globalisation interme´diaire des donne´es : ainsi, on n’a pas de surcouˆt de
communication trop important. Nous verrons que ce re´sultat est atteint par l’algorithme
de Wiedemann par blocs, mais pas par l’algorithme de Lanczos par blocs.
5.3.3 L’algorithme de Lanczos
Nous entamons maintenant la description de quelques algorithmes qui permettent de pro-
duire un vecteur du noyau de la matrice B. Le premier est l’algorithme de Lanczos, qui est en
fait l’adaptation du proce´de´ d’orthogonalisation de Gram-Schmidt. Cet algorithme provient
des me´thodes nume´riques.
L’orthogonalisation de Gram-Schmidt
Le proce´de´ d’orthogonalisation de Gram-Schmidt est une me´thode constructive pour ob-
tenir une base de vecteurs orthogonaux relativement a` une forme biline´aire syme´trique non
de´ge´ne´re´e donne´e. Si la forme biline´aire conside´re´e est de´ge´ne´re´e, alors des vecteurs auto-
orthogonaux sont produits. Le proce´de´ est adapte´ au cas ou` le corps de base K est R ou C.
Nous allons l’appliquer au cadre des corps finis, en soulignant a` quel moment des proble`mes
apparaitront. Nous supposons dans un premier temps que K est R ou C.
Soit A une matrice syme´trique de KN×N . On conside`re la forme biline´aire syme´trique
associe´e a` A sur KN , de´finie par (x, y) → (x|Ay) = xT Ay. Soit (e0, . . . , eN−1) une base
quelconque de KN . Soient w0, . . . , wN−1 les vecteurs de´finis par :
w0 = e0,
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w1 = e1 − (Ae1|Aw0)
(w0|Aw0) w0,
. . .




(wi|Awi)wi, . . .
Il est alors aise´ de montrer que les vecteurs ainsi construits sont orthogonaux, et que w0, . . . , wk
engendrent le meˆme sous-espace vectoriel que e0, . . . , ek. La seule obstruction possible au
proce´de´ est la nullite´ e´ventuelle d’une des formes quadratiques (wi|Awi), qui correspond a`
l’existence d’un vecteur auto-orthogonal pour la forme biline´aire repre´sente´e par A.
Introduction d’espaces de Krylov
Cherchons maintenant a` obtenir un algorithme a` partir de la me´thode pre´ce´demment
expose´e. Pour cela, la matrice B de´finissant notre syste`me line´aire n’e´tant pas syme´trique, on
prend A = BT B. On se place, non pas dans KN , mais dans le sous-espace de Krylov [Kry31]
associe´ a` un vecteur de de´part arbitraire v. Il s’agit du sous-espace vectoriel engendre´ par
les ite´re´s de v par la matrice A. La base choisie pour le sous-espace est donc naturellement
(v, Av, . . . , Akv, . . .). La suite des vecteurs wk est alors :
w0 = v,
w1 = Aw0 − (Aw0|Aw0)
(w0|Aw0) w0,
. . .





Cette dernie`re expression peut se simplifier :










On a pu simplifier l’expression re´currente de wk graˆce aux relations d’orthogonalite´ qu’ils
satisfont, ainsi que l’e´galite´ des sous-espaces vectoriels engendre´s :
〈w0, . . . , wk〉 = 〈v, Av, . . . , Akv〉.
On peut bien suˆr normaliser les vecteurs wk a` chaque e´tape, pour ne pas avoir a` traiter des
produits scalaires inutiles.
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Justification
Quels peuvent eˆtre les proble`mes rencontre´s par la me´thode ? On a vu que le proce´de´
e´chouait lorsqu’il trouvait un vecteur auto-orthogonal. Si x est un tel vecteur, cela signifie
(x|Ax) = (Bx)T (Bx) = 0. Comme le corps de base sur lequel nous travaillons est un corps
fini et non pas R ou C, cela n’implique pas que le vecteur Bx est nul. On peut ne´anmoins
conside´rer que c’est le cas si K est un corps de grande caracte´ristique. On a alors un vecteur
x du noyau de B.
Il se peut maintenant que le vecteur x obtenu soit nul. C’est impossible tant que i n’exce`de
pas la dimension du sous-espace de Krylov dans lequel on travaille, mais par la suite, si A
n’est pas singulie`re sur ce sous-espace, le seul vecteur du noyau qui peut eˆtre obtenu de cette
fac¸on est le vecteur nul.
Ces deux possibilite´s d’e´chec rendent l’algorithme tel qu’il est de´crit ici impraticable pour
les petits corps finis, en particulier F2. Deux approches peuvent eˆtre employe´es pour contrer
cette difficulte´. L’approche propose´e par [LO90] consiste a` travailler sur une extension F2k ,
en prenant pour la matrice A non pas la matrice BT B, mais plutoˆt BT D2B, ou` D est une
matrice diagonale a` coefficients ale´atoires dans F2k . La version par blocs pre´sente´e en 5.3.4 en
est une autre, plus efficace. Par ailleurs, comme mentionne´ dans le paragraphe pre´ce´dent, il
faut s’assurer que l’espace de Krylov choisi est tel que B reste singulie`re dans ce sous-espace.
Les deux approches que l’on vient de citer re´solvent aussi cette difficulte´.
Complexite´
Le calcul de la complexite´ de l’algorithme de Lanczos est plutoˆt aise´. On peut s’attendre
a` ce que la dimension de l’espace de Krylov conside´re´ s’approche de N . On compte donc N
ite´rations de l’algorithme. Le couˆt de chacune des ces ope´rations est de deux multiplications
de la matrice B par un vecteur. Une telle multiplication ne´cessite γN multiplications sca-
laires. A` cela doivent s’ajouter les couˆts des produits scalaires effectue´s, les couˆts e´ventuels
de normalisation, et e´ventuellement les surcouˆts implique´s par les pre´cautions indique´es au
paragraphe pre´ce´dent. Si la valeur de γ est de l’ordre de quelques dizaines, alors les multi-
plications matrice-vecteur repre´sentent la composante dominante de la complexite´. On arrive
au nombre de multiplications scalaires suivant :
(2γ + ²)N2,
ou` ² est introduit pour tenir compte des diffe´rentes ope´rations a priori peu couˆteuses men-
tionne´es ci-dessus.
5.3.4 L’algorithme de Lanczos par blocs
La mise en place d’une version par blocs de l’algorithme de Lanczos a e´te´ effectue´e si-
multane´ment par Coppersmith [Cop93] et Montgomery [Mon95, EH96]. Il meˆle a` la fois
l’introduction de blocs, et une ge´ne´ralisation de la me´thode de lookahead pre´sente´e dans
[PTL85, Lam96], combinant donc des be´ne´fices the´oriques et pratiques. Nous de´crivons ici la
me´thode propose´e par Montgomery. L’algorithme de Lanczos par blocs est he´las intrinse`que-
ment complexe, et pre´sente´ de manie`re ge´ne´ralement peu e´clairante. La pre´sentation qui suit
n’e´chappe pas a` cet aspect « technique ».
Le principe de l’algorithme s’e´nonce relativement aise´ment : plutoˆt que de tenter d’or-
thogonaliser une suite de vecteurs, on fabrique une suite de sous-espaces vectoriels. Dans
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la mesure du possible nous conservons dans notre pre´sentation les notations utilise´es dans
[Mon95, EH96], sans modifier toutefois les notations en vigueur dans ce me´moire. On se
donne une matrice syme´trique A, de taille N × N , de´finie sur un corps K. Un entier n est
introduit, conditionnant la taille des blocs. L’e´tude que l’on me`ne est toujours centre´e sur
la forme biline´aire syme´trique de´finie par A. Toutefois, plutoˆt qu’une base orthogonale pour
cette forme, on construit maintenant une suite de sous-espaces vectoriels Wi, de dimensions
respectives ni, avec ni 6 n. Chacun de ces sous-espaces est repre´sente´ par une base, constitue´e
des colonnes d’une matrice Wi de taille N ×ni. Pour rendre la pre´sentation aussi compre´hen-
sible que possible, on commence par exposer quelques principes ge´ne´raux de fonctionnement
de l’algorithme, avant de de´crire exactement les e´quations qui le re´gissent.
Les matrices Wi sont construites par extraction a` partir de matrices Vi. Les matrices Vi
jouent le roˆle des vecteurs wi dans l’algorithme de Lanczos simple. On construit les matrices
Wi et donc les sous-espaces Wi de telle sorte que les conditions suivantes soient ve´rifie´es :
i ) La forme biline´aire repre´sente´e par A est non de´ge´ne´re´e sur Wi, c’est-a`-dire :
WTi AWi ∈ GLni(K).
ii ) Les Wj sont mutuellement A-orthogonaux :
∀i, j i 6= j ⇒WTj AWi = 0.
iii ) Les Wj « ressemblent » a` une de´composition d’un sous-espace de Krylov, puisque l’on





Nous exprimons le fait que la matrice Wi est extraite de la matrice Vi par l’existence d’une
matrice Si ∈ Kn×ni telle que Wi = ViSi. La matrice Si est une simple matrice d’extraction
de colonnes : elle a exactement une entre´e non nulle, e´gale a` 1, dans chaque colonne, et pas
plus d’une entre´e non nulle par ligne. Ainsi, la ligne k est non nulle si et seulement si la k-e`me
colonne de Vi est « choisie » dans Wi. Ce choix de la matrice Si garantit l’identite´ S
T
i Si = Ini .
La matrice SiS
T
i , par ailleurs, est une matrice diagonale avec exactement ni entre´es non nulles
e´gales a` 1.
Le point de de´part de l’algorithme est une matrice arbitraire V0. L’entier n0 est le rang de
la matrice VT0 AV0 (voir lemme ci-dessous), et la matrice S0 est choisie de fac¸on a` se´lectionner
des indices correspondant a` des colonnes line´airement inde´pendantes de V0. Ce proce´de´, plus
ge´ne´ralement, sera employe´ a` chaque e´tape de l’algorithme pour choisir Wi en fonction de
Vi. Il est justifie´ par le lemme suivant :
Lemme 5.1. Soit Q une matrice syme´trique n× n de rang r. Soient k1, . . . , kr les indices de
r colonnes line´airement inde´pendantes de la matrice Q. Alors le mineur correspondant a` ces
indices est non nul.
De´monstration. Dans cet e´nonce´, le mineur que l’on conside`re est une des entre´es de la




). C’est le de´terminant d’une matrice de la forme ST QS, ou` S est une matrice de taille
n× ni semblables aux matrices Si que l’on a introduites (d’ou` le lien de ce lemme avec notre
proble`me), les lignes non nulles de S e´tant les lignes d’indice k1, . . . , kr.
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On peut supposer sans perte de ge´ne´ralite´ que les r premie`res colonnes de la matrice Q
sont line´airement inde´pendantes : en effet, une permutation des indices mettra « en teˆte » le
mineur qui nous inte´resse (devenant ainsi le mineur principal d’ordre r). On peut alors e´crire





. On a Q21 = Q
T
12. Comme la matrice est de rang
































La matrice Q11 est donc inversible, comme on l’a requis. ¥
Nous appliquons ce lemme pour construire Wi a` partir de Vi. La structure ite´rative de
l’algorithme de Lanczos par blocs apparaˆıt par l’usage d’une re´currence. Pour construire la
matrice Vi+1, on a deux points de de´part : d’une part la matrice AWi, et d’autre part la
matrice Vi elle-meˆme. Ainsi, les vecteurs de Vi qui n’ont pas e´te´ se´lectionne´s dans Wi sont
pris en compte a` l’ite´ration suivante. On a donc une formule du type :
Vi+1 = AWi + Vi − termes correctifs.
Ajouter ainsi la contribution de Vi permet de conserver le rang de la suite des matrices
Vi, qui descendrait a` ze´ro sinon. Il n’est pas ne´cessaire de proce´der ainsi dans le Lanczos
« standard » que nous avons de´crit plus haut, mais c’est en revanche tre`s important ici. Les
termes correctifs qui interviennent permettent d’assurer la condition d’orthogonalite´ suivante,
qui pre´cise la condition ii plus haut :
iv ) ∀j < i + 1, WTj AVi+1 = 0.
Les termes correctifs sont choisis sous la forme d’une combinaison line´aire des matrices Wj .
L’expression de Vi+1 se pre´cise alors sous la forme suivante :




En raisonnant par conditions ne´cessaires, on peut de´river a` partir de la condition iv et de
la condition ii l’expression de Ci+1,j :















Ci+1,j , (condition ii)





WTj A (AWi + Vi) . (condition i)
Essayons de simplifier cette expression de Ci+1,j . Pour les indices j tels que j < i, on a
WTj AVi = 0, par la condition iv. On souhaite annuler le terme W
T
j A
2Wi, ce qui requiert
un peu de travail. Ce terme peut s’e´crire alternativement de la fac¸on suivante, en utilisant

















AWi (j < i),




Il est he´las impossible de simplifier encore ce terme en toute ge´ne´ralite´. Si la matrice Sj+1 est
e´gale a` In, alors Vj+1 = Wj+1, et le terme ci-dessus est nul pour j < i − 1. C’est ce qui se
passe dans l’algorithme de Lanczos simple, ou` l’extraction Sj+1 est toujours comple`te.
Ici, pour obtenir l’annulation du terme VTj+1AWi, on requiert une proprie´te´ plus fine
de l’extraction : les colonnes de Vj+1 n’apparaissant pas dans Wj+1 = Vj+1Sj+1 doivent
« apparaˆıtre » dans Wj+2. Ceci s’exprime par la condition suivante :
v ) ∀i, ImVi ⊂ ImWi + ImWi+1.
Graˆce a` cette condition, on peut garantir que VTj+1AWi = 0 de`s que j < i− 2 (puisque l’on
peut e´crire par exemple Vj+1 = Wj+1T + Wj+2Z). L’expression de re´currence peut alors se
simplifier sous la forme :
Vi+1 = AWi + Vi −WiCi+1,i −Wi−1Ci+1,i−1 −Wi−2Ci+1,i−2.
La profondeur de la re´currence est donc borne´e. Nous pouvons ve´rifier, apre`s notre raison-
nement par conditions ne´cessaires que les e´quations que nous donnons permettent de garantir
les diffe´rentes conditions qui ont e´te´ e´nonce´es, en pre´cisant toutefois deux points.
– Le processus se poursuit tant que VTi AVi ne s’annule pas. Comme dans l’algorithme de
Lanczos simple, cette annulation intervient seulement a` la fin du calcul, et nous permet
d’obtenir un vecteur du noyau de B, cette fois avec une certitude plus grande, puisqu’a`
partir de l’identite´ (BVi)
T (BVi) = 0, on a de bonnes chances de pouvoir de´duire des
vecteurs de KerB.
– La condition v ne peut pas eˆtre garantie automatiquement. A` chaque e´tape, il faut
s’assurer qu’il est possible d’inclure dans Wi+1 une base du sous-espace engendre´ par
les colonnes de Vi omises dans Wi. Ce n’est pas ne´cessairement possible : si les colonnes
correspondantes de VTi AVi sont de´pendantes, l’algorithme e´choue. Dans la pratique,
le nombre de ces colonnes est tre`s petit devant leur nombre de coordonne´es, et dans la
pratique elles sont toujours line´airement inde´pendantes.
Dans le processus que nous venons de de´crire, l’ope´ration la plus couˆteuse qui est effectue´e
a` chaque e´tape est le calcul du produit AWi. Les calculs des matrices Ci+1,j requie`rent
quelques produits scalaires, et des ope´rations sur des matrices n× n. Il en est de meˆme pour
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le choix des matrices d’extraction Si. La composante majeure du couˆt de l’algorithme est donc
l’application re´pe´te´e de la matrice A a` un bloc de vecteurs. Le nombre d’e´tapes ne´cessaires
est Nn−² , ou` n − ² est l’espe´rance de ni. Ici, ² est une constante. Montgomery a de´termine´ la
valeur ² = 0.76.
L’introduction de blocs dans l’algorithme de Lanczos est avantageuse sur F2. En effet,
comme on l’a dit plus haut, cela nous permet d’effectuer 32 ope´rations en une. En outre, si l’on
souhaite utiliser l’algorithme sur Fp, dans la perspective d’une exe´cution paralle`le ou distribue´e
par exemple, il n’est pas possible ici d’« enchaˆıner » les re´currences sans communication entre
les nœuds prenant part au calcul. Nous allons voir que cela rend l’algorithme de Lanczos
par blocs peu attractif pour une utilisation distribue´e, par comparaison avec l’algorithme de
Wiedemann.
5.3.5 Unification des approches « Lanczos » et «Wiedemann »
Nous anticipons ici sur la description que nous allons faire de l’algorithme de Wiedemann
et de sa version par blocs, qui occuperont la partie restante de l’expose´. Il est possible de
mettre en e´vidence une analogie profonde entre les algorithmes de Lanczos et de Wiedemann.
Cette analogie a e´te´ explicite´e par Lambert [Lam96] en prenant comme point de de´part
l’algorithme de Lanczos, et en de´montrant que celui-ci pouvait produire comme sous-produit
le meˆme diviseur du polynoˆme minimal que celui calcule´ dans l’algorithme de Wiedemann.
Dans cette analogie, l’apparition de vecteurs auto-orthogonaux dans l’algorithme de Lanc-
zos est mise en relation directe avec une chute locale de degre´ dans la suite des restes partiels
de l’algorithme d’Euclide, utilise´ dans l’algorithme de Wiedemann. Pour qui utilise dans l’al-
gorithme de Berlekamp-Massey, cette « chute de degre´ » correspond a` un e´cartement ponctuel
des degre´s des candidats ge´ne´rateurs au cours de l’algorithme. Ainsi, rendre cette analogie
comple`tement explicite permet d’obtenir une description de l’algorithme de Lanczos avec
lookahead, en transposant aussi l’effet de ces chutes de degre´.
Nous remarquons, de notre point de vue, que cette analogie est « e´vidente » dans l’autre
sens : l’algorithme de Wiedemann n’est rien d’autre qu’un algorithme de Lanczos « de´plie´ ».
En effet, l’algorithme de Wiedemann se de´coupe en trois phases, comme nous allons le voir
extensivement dans le chapitre suivant :
– Calcul de A(X) =
∑2N
i=0 aiX
i, ou` ai = x
T Biy = xT Bi+1z (x et z sont deux vecteurs, et
y = Bz).
– Calcul de F (X) tel que A(X)F (X) = G(X) + O(X2N ), avec F et G de degre´ 6 N .
– Calcul de w = F̂ (B)z.
La premie`re et la troisie`me de ces phases sont traite´es de manie`re ite´rative, en un temps
identique pour chaque ite´ration (qui se re´sume a` une multiplication d’un certain vecteur par
la matrice B). La phase interme´diaire est re´solue de manie`re ite´rative aussi si on utilise par
exemple l’algorithme de Berlekamp-Massey, mais sa complexite´ globale est quadratique, car
les diffe´rentes ite´rations prennent un temps croissant.
Que se passe-t-il si on souhaite « enchaˆıner » ces diffe´rentes phases ? La connaissance du
re´sultat des premie`res ite´rations de la premie`re phase est suffisante pour entamer la seconde,
et par la suite entamer aussi la troisie`me phase. On obtient ainsi une sorte de « pipeline »
pour l’algorithme de Wiedemann. Il est particulie`rement inte´ressant de remarquer, alors, que
dans l’algorithme de Berlekamp-Massey, le couˆt croissant des ite´rations disparaˆıt, car on a a`
disposition l’ensemble des vecteurs requis (qui contiennent une plus grande information que
les scalaires ai).
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Il est donc possible de fusionner les trois e´tapes de l’algorithme de Wiedemann en un
proce´de´ ite´ratif. Expliciter la bijection serait relativement complexe, et nous ne le faisons
pas ici. En particulier, on retrouverait la proprie´te´ de « lookahead », obligeant a` conserver la
me´moire d’un nombre accru de vecteurs pour pallier aux e´ventuelles annulations (prenant la
forme d’e´cart des degre´s des candidats ge´ne´rateurs dans l’algorithme de Berlekamp-Massey).
Une telle bijection peut aussi eˆtre construite pour les versions par blocs des algorithmes
de Lanczos et Wiedemann, mais la` encore, expliciter une telle correspondance est un travail
d’e´criture peu aise´.
Chapitre 6
Me´thodes utilisant des ge´ne´rateurs
line´aires
6.1 Ge´ne´rateurs line´aires
Les algorithmes de´crits dans ce chapitre font appel a` diverses notions de suites line´airement
engendre´es. Nous e´nonc¸ons ici une de´finition tre`s ge´ne´rale de ce que l’on entendra par suite
line´airement engendre´e, et par ge´ne´rateur line´aire. Cette de´finition se spe´cialise dans la plupart
des cas en la de´finition « intuitive » de ces concepts, a` un renversement pre`s des coefficients
du ge´ne´rateur. Plus exactement, nous proposons ici une distinction entre ge´ne´rateur line´aire
et polynoˆme minimal, lorsque ce dernier est de´fini.
6.1.1 Formalisme
Soit K un corps et R un K-espace vectoriel. On va conside´rer le K-espace vectoriel des
suites a` coefficients dans R, note´ RN. Une suite dans RN est note´e u = (un)n∈N. On associe a`
la suite u une se´rie formelle dans le K[[X]]-module R⊗K K[[X]], en associant chacun des un






Soient maintenant R0 et R1 deux K-espaces vectoriels et une application biline´aire de
R0 × R dans R1. On note cette application biline´aire comme le produit (que l’on ne suppose
pas ne´cessairement commutatif). On de´finit la notion de suite line´airement engendre´e (sur
R0).
De´finition 6.1 (Ge´ne´rateur line´aire). Soit u ∈ RN. On dit que u est line´airement engen-
dre´e (sur R0) par le polynoˆme P ∈ R0 ⊗K K[X] si et seulement si P est non nul et :
P (X)U(X) ∈ R1 ⊗K K[X].
Dans un contexte non commutatif, il convient de distinguer entre ge´ne´rateur line´aire a`
gauche (comme e´nonce´ ci-dessus) et ge´ne´rateur line´aire a` droite. Pour un ge´ne´rateur a` droite,
l’application produit va de R×R0 dans R1.
D’autres de´finitions peuvent amener a` conside´rer le polynoˆme re´ciproque de P comme
ge´ne´rateur. Les diverses formulations sont e´quivalentes. Celle employe´e dans ce me´moire est
la plus pratique pour le de´veloppement des chapitres concerne´s. Cette de´finition appelle la
pre´sentation de quelques exemples.
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6.1.2 Exemples
– Quand on est dans le cas simple ou` R = R0 = R1 = K et que l’on conside`re la
suite de´finie par un = α
n pour α ∈ K, alors u est line´airement engendre´e par P =
1 − αX, puisque P (X)U(X) = 1. P e´tant d’ailleurs inversible dans K[[X]], on peut
e´crire U(X) = 1P (X) .
– Dans le cas un peu similaire ou` R est une alge`bre de type fini non ne´cessairement
commutative sur K (une alge`bre de matrices par exemple, ou bien simplement une
extension de corps), mais R0 = K (et R1 = R), le re´sultat se ge´ne´ralise ainsi :
Proposition 6.2. Soit R une K-alge`bre de type fini. Soit α ∈ R, et µ le polynoˆme
minimal de α sur K. Soit u la suite des puissances de α, un = α
n. La suite u est
line´airement engendre´e par les polynoˆmes P qui sont multiples du polynoˆme re´ciproque
µ̂ de µ.
De´monstration. Pour ve´rifier cette assertion, il suffit d’e´crire le candidat ge´ne´rateur
sous la forme P (X) =
∑deg P
k=0 pkX
k. Le coefficient de degre´ n du produit P (X)U(X)





= αn−deg P P̂ (α).
Cette expression s’annule a` partir du rang n si et seulement si Xn−deg P P̂ (X) est multiple
de µ, ce qui e´quivaut a` P multiple de µ̂ et n > deg µ. ¥
– Un dernier exemple est celui ou` R est un espace de matrices rectangulaires R = Km×n.
On va e´noncer l’existence d’un ge´ne´rateur line´aire a` droite, puisque c’est cette formu-
lation qui sera retenue ensuite. Soit donc R0 = K
n×n, R1 = R, le produit e´tant bien
entendu le produit de matrices. Une suite de matrices a ∈ RN est line´airement engendre´e
par f(X) ∈ R0 ⊗K K[X] = K[X]n×n si et seulement si le produit A(X)f(X) est dans
R1 ⊗K K[X] = K[X]m×n (on a pris la notation A(X) =
∑
n>0 anX
n). Un tel f(X) est
appele´ ge´ne´rateur line´aire matriciel (matrix generating polynomial). Si l’on reprend le
meˆme e´nonce´ avec R0 = K
n et R1 = K
m, on obtient ce que l’on appelle un ge´ne´rateur
line´aire vectoriel (vector generating polynomial).
6.1.3 Degre´
Pour l’e´tude des ge´ne´rateurs line´aires et des polynoˆmes minimaux dans les cas « clas-
siques » qui correspondent au deuxie`me exemple ci-dessus, la notion de degre´ est une notion
importante. Nous en introduisons ici une ge´ne´ralisation aux K[X]-modules que l’on conside`re,
a` savoir les modules R0⊗K K[X] et R1⊗K K[X]. Nous allons voir aussi que cette notion doit
eˆtre assortie d’une grandeur auxiliaire note´e δ, afin de conserver tout le pouvoir d’expression
auquel on est habitue´.
De´finition 6.3. Soit K un corps et M un K[X]-module de type fini. On appelle degre´ d’un
e´le´ment f ∈ M , note´ deg f , la valeur maximale du degre´ des coefficients de l’e´criture de f
dans une base quelconque de M sur K[X].
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Cette de´finition conserve toutes les proprie´te´s du degre´. On a pris soin de pre´ciser que l’on
conside´rait des K[X]-modules de type fini, mais cette pre´cision devra eˆtre entendue comme
implicite dans ce qui suit.
On introduit la notation suivante :
Notation 6.4. Soient f et g deux e´le´ments de K[X]-modules (pas ne´cessairement le meˆme).
On note δ(f, g) la quantite´ max(deg f, 1 + deg g).
Cette notation est particulie`rement destine´e au cas ou` f est un ge´ne´rateur line´aire de la
suite a repre´sente´e par la se´rie formelle A(X), de telle sorte que f(X)A(X) soit de degre´ fini.
On s’inte´resse alors a` la quantite´ δ(f, fA) (abre´ge´e δ(f) lorsque le contexte est clair). Cette
quantite´ permet de comple´ter l’information cache´e par notre de´finition la` ou` interviennent
des polynoˆmes re´ciproques. En effet, le ge´ne´rateur line´aire de la suite des puissances d’un
e´le´ment de polynoˆme minimal P est le polynoˆme re´ciproque P̂ . Mais le passage de P a` P̂
n’est pas univoque (en effet P̂ = X̂P ) : on manque parfois d’information si l’on conside`re
seulement P̂ . En revanche, il est assure´ que δ(P̂ ) = deg P . Cela de´coule de la de´monstration
de la proposition 6.2 vue plus haut. Si P = XkQ, avec Q(0) 6= 0, alors P̂ = Q̂ et ̂̂Q = Q.
Le coefficient de degre´ n de P̂ (X)A(X) est nul si et seulement si Xn−deg bP ̂̂P est multiple de
P = Xk
̂̂
P , c’est-a`-dire si et seulement si n > deg P . Donc δ(P̂ , P̂ (X)A(X)) = deg P .
6.1.4 Minimalite´
Dans le cadre des deux premiers exemples mentionne´s plus haut, on a R0 = K. On peut
alors parler du ge´ne´rateur line´aire, a` savoir le polynoˆme minimal. En effet, il est aise´ de
montrer que les ge´ne´rateurs forment un ide´al de K[X], qui est un anneau principal. On peut
donc en extraire le ge´ne´rateur minimal. Cela nous permet d’e´noncer le re´sultat suivant.
Proposition 6.5. Soit A ∈ K[[X]]. Soit I = (f0) l’ide´al des ge´ne´rateurs line´aires de A. Tout
ge´ne´rateur line´aire f de A s’e´crit sous la forme f = kf0 (avec k ∈ K[X]) et ve´rifie donc :
f0 | f δ(f0) 6 δ(f),
δ(f)− deg f = δ(f0)− deg f0.
Dans le cas ge´ne´ral, l’ensemble des ge´ne´rateurs forme un sous-K[X]-module de R0 ⊗K
K[X]. Ce dernier est un module sur un anneau principal, donc ses sous-modules ont une base.
Ne´anmoins, il n’y a pas de raison de privile´gier un des e´le´ments de cette base par rapport aux
autres. On ne peut donc pas ne´cessairement dans ce cas parler du ge´ne´rateur. Toutefois, dans
le troisie`me exemple mentionne´ plus haut, une telle formulation est justifie´e. En effet, pour
R0 = K
n×n, chaque colonne d’un ge´ne´rateur line´aire peut servir de ge´ne´rateur line´aire sur
Kn. On peut donc dire qu’un ge´ne´rateur line´aire sur Kn×n est minimal si et seulement si ses
colonnes engendrent l’ensemble des ge´ne´rateurs line´aires sur Kn. Un tel ge´ne´rateur line´aire
matriciel minimal est unique, a` l’action pre`s de GL(K[X]n×n) a` gauche. Il est meˆme possible
de construire une forme normale relativement a` cette action.
6.1.5 Descriptions en fractions rationnelles
Dans la suite de ce qui a e´te´ expose´ pre´ce´demment, si R0 est une K-alge`bre, il se peut
que le ge´ne´rateur line´aire P (X) soit inversible dans R0 ⊗K K[[X]] (il suffit pour cela que
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P (0) soit inversible). Un tel ge´ne´rateur P (X) est dit unimodulaire. Dans un tel cas, si l’on
note V (X) = P (X)U(X), on peut e´crire U(X) = P (X)−1V (X). On appelle une telle e´criture
une description en fraction rationnelle (ici a` gauche). On peut similairement de´finir une telle
description a` droite.
6.1.6 Ge´ne´rateur line´aire et polynoˆme minimal
Nous avons e´voque´ a` plusieurs reprises le cas ou` R0 = K. Dans cette situation, il est
parfois plus commode d’employer la terminologie e´quivalente de polynoˆme minimal. Pour une
suite u = (un)n∈N ∈ RN, on note l’ope´rateur de de´calage σ de´fini par σ(u) = (un+1)n∈N.
Sur la se´rie formelle associe´e, σ(U) est la partie entie`re de la se´rie formelle UX . On de´finit le
polynoˆme minimal comme suit :
De´finition 6.6 (Polynoˆme minimal d’une suite). Le polynoˆme minimal de la suite u =
(un)n∈N ∈ RN est le ge´ne´rateur de l’ide´al des polynoˆmes P ∈ K[X] ve´rifiant
P (σ)(u) = 0.
Le polynoˆme minimal est la re´ciproque du ge´ne´rateur line´aire. C’est l’objet de l’e´nonce´
suivant.
Proposition 6.7. Soit u = (un)n∈N ∈ RN une suite, soit f son ge´ne´rateur line´aire minimal







De´monstration. La de´monstration de la proposition 6.2 s’adapte tre`s exactement a` notre
situation et permet d’obtenir le re´sultat. ¥
6.2 L’algorithme de Wiedemann
6.2.1 Pre´sentation et principe
L’algorithme de Wiedemann a e´te´ introduit en 1986 [Wie86]. C’est le premier algorithme
spe´cifiquement conc¸u pour eˆtre applique´ dans le cadre des syste`mes line´aires de´finis sur les
corps finis, a` la diffe´rence de l’algorithme de Lanczos qui a e´te´ adapte´ d’une me´thode nume´-
rique ancienne.
L’algorithme de Wiedemann est un algorithme probabiliste de type Monte-Carlo : avec une
faible probabilite´, il peut ne pas produire de re´sultat correct. Le principe de fonctionnement
de l’algorithme permet de relier cette probabilite´ aux proprie´te´s de re´duction de la matrice
d’entre´e conside´re´e.
Nous nous inte´ressons toujours a` la re´solution du syste`me line´aire homoge`ne Bw = 0, ou`
B est singulie`re de taille N ×N de´finie sur un corps fini K, posse´dant γ coefficients non-nuls
par ligne.
Comme la matrice B est singulie`re, X divise son polynoˆme minimal µ. Il existe donc un
polynoˆme µ′ et un entier k tels que µ = Xk+1µ′, k > 0 et µ′(0) 6= 0. Dans ce cas, on a la
proposition suivante.
6.2. L’algorithme de Wiedemann 107
Proposition 6.8. Soit k+1 la valuation en X du polynoˆme minimal µ, et µ = Xk+1µ′. Avec
probabilite´ 1 − 1/qm0 , ou` m0 est la multiplicite´ de la valeur propre 0 de B, un vecteur x de
KN est tel que µ′(B)(x) 6= 0. On peut obtenir a` partir d’un tel vecteur un vecteur de KerB.
De´monstration. Notons E = KerBk+1 le sous-espace caracte´ristique associe´ a` la valeur
propre 0, et F un supple´mentaire de E dans KN stable par B. Comme µ′(0) 6= 0, l’endomor-
phisme µ′(B) est nul sur F , et inversible sur E. Il s’ensuit que µ′(B)x = 0 si et seulement si
x ∈ F . La dimension de E e´tant m0, on a la probabilite´ annonce´e.
Soit maintenant un x tel que y = µ′(B)x 6= 0. On sait que Bk+1y = 0. Donc il existe un
entier j ∈ [[0 . . . k]] tel que Bjy 6= 0, et Bj+1y = 0. Le vecteur Bjy est donc un vecteur non
nul de KerB. ¥
L’algorithme de Wiedemann utilise cette dernie`re proprie´te´, d’abord en calculant µ (ou
plus exactement un diviseur de µ, souvent e´gal a` µ lui-meˆme), puis en de´duisant un vecteur
de KerB.
On s’inte´resse au sous-espace vectoriel des ite´re´s par B d’un vecteur ale´atoire y (appele´
sous-espace de Krylov [Kry31]). Ce sous-espace est un sous-espace stable par B. Il est donc
possible de de´finir le polynoˆme minimal de B sur ce sous-espace. On le note µy. Ce polynoˆme
est aussi, en accord avec la de´finition 6.6, le polynoˆme minimal de la suite des B iy. C’est a
priori un diviseur de µ. La proposition 6.8 nous indique qu’avec probabilite´ 1− 1/qm0 , on a
X | µy.
Cela nous laisse entrevoir la possibilite´ de calculer µy par le biais d’un calcul de ge´ne´rateur
line´aire. Mais pour rendre ce calcul faisable efficacement, on est amene´ a` conside´rer non pas
une suite de vecteurs, mais la suite constitue´e des scalaires :
ak = x
T Bky,
ou` x est un second vecteur ale´atoire. Ces coefficients ak peuvent eˆtre aise´ment calcule´s par
ite´ration des ope´rations v ← Bv, ak ← xT v. Cette suite admet un polynoˆme minimal (au
sens de la de´finition 6.6) que nous noterons µx,y.
Nous verrons au chapitre 8 que pour la suite des ak, a` coefficients dans un corps fini,
repre´sente´e par la se´rie A(X) ∈ K[[X]], des algorithmes comme l’algorithme de Berlekamp-
Massey permettent de calculer le ge´ne´rateur line´aire F minimal a` partir de 2δ(F ) termes de la
suite et en temps O(δ(F )2) (on a note´ δ(F ) = δ(F, AF ), ou` δ est conforme a` la de´finition 6.4).
En vertu de la proposition 6.7, ce ge´ne´rateur line´aire minimal est relie´ au polynoˆme µx,y :
si l’on note ` = δ(F ) − deg F , le polynoˆme X `F̂ est e´gal a` µx,y et divise donc µy, et µ. En
particulier, on a ` 6 k + 1 et F̂ | µ′.
Si on a la chance d’avoir X`F̂ = µ, alors on choisit un vecteur ale´atoire v. Le vecteur F̂ (B)v
permet, selon la proposition 6.8, de de´river un vecteur non nul du noyau avec forte probabilite´.
Le calcul de F̂ (B)v s’effectue encore une fois par re´pe´tition du produit matrice-vecteur (on
peut e´valuer l’expression polynomiale avec un sche´ma du type Ho¨rner).
6.2.2 Re´cupe´ration des e´checs et implantation
Nous disposons maintenant des outils essentiels pour de´crire l’implantation de l’algorithme
de Wiedemann. Toutefois, pour pre´voir les cas ou` l’on n’obtient pas X `F̂ = µ, mais plutoˆt
une divisibilite´ stricte, il faut s’inte´resser a` la possibilite´ de re´utiliser l’information obtenue
par le calcul de X`F̂ . Il se trouve que l’algorithme s’en accommode tre`s bien.
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Algorithme Plain-Wiedemann
Entre´e : Une matrice B ∈ KN×N singulie`re.
Un couple (λ, ν) tel que X - ν et Xλν | µ.
Sortie : Un e´le´ment de KerB.
{
x, z=vecteurs ale´atoires dans KN;
z=ν(B)z; y = Bλz; v = y;
for(k=0;k<2(N − deg ν);k++) { a[k]=xT v; v=Bv; }
F=(ge´ne´rateur line´aire des ai); /* tel que X - F */
`=δ(F )− deg F;
v=0;
for(k=0;k<=deg F;k++) { /* On calcule v = F̂ (B)z */
v = Bv;
v = v + Fkz;
}
if (v!=0) for(k=0;k<λ + `;k++) {
u = Bv;
if (u==0) return v;
v = u;
}
return PlainWiedemann(B,λ + `,νF̂); /* Improbable */
}
Programme 6.1: Algorithme de Wiedemann
En effet, supposons qu’a` l’entre´e de l’algorithme on dispose, outre la matrice B, d’une
information partielle sur son polynoˆme minimal. On pre´sente cette information sous la forme
d’un couple (λ, ν) tel que X - ν et Xλν | µ. Alors, le vecteur y a` partir duquel est construite
la suite des ak n’est pas construit au hasard : on le choisit sous la forme B
λz, ou` z = ν(B)u
et u est un vecteur ale´atoire. Il est alors clair que le polynoˆme minimal P = X `F̂ de la suite
des ak est un diviseur (peut-eˆtre strict) du quotient
µ
Xλν
. Par conse´quent, on a :
νF̂ | µ′ et λ + ` 6 k + 1.
Puisque deg F̂ 6 (N − deg ν), le ge´ne´rateur line´aire F peut eˆtre calcule´ a` partir de seulement
2(N−deg ν) coefficients de la suite des ak. Par ailleurs, on peut de´duire de l’identite´ pre´ce´dente
que le vecteur v = F̂ (B)z est un bon candidat pour utiliser la proposition 6.8. Si d’aventure il
n’e´tait pas possible de de´duire un vecteur non nul du noyau a` partir de v, on peut recommencer
la proce´dure avec l’information augmente´e (λ + `, νF̂ ).
De cette fac¸on, on a transforme´ la description «Monte-Carlo » de l’algorithme de Wiede-
mann, effectue´e plus haut, en une version « Las-Vegas ». Il n’y a a` cela rien d’extraordinaire,
si ce n’est que l’on recycle une quantite´ importante d’information lors des re´pe´titions de la
proce´dure. Initialement, on commence l’algorithme avec (λ, ν) = (1, 1).
La description ci-dessus permet d’e´tablir le pseudo-code 6.1. Il apparaˆıt clairement dans
ce programme que B n’intervient pas autrement que sous forme de boˆıte noire.
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6.2.3 Justification
Il convient d’expliquer dans quelle mesure le commentaire apparaissant dans le program-
me 6.1 sur la faible probabilite´ des appels re´cursifs est justifie´.
Deux situations distinctes peuvent amener a` un appel re´cursif. La premie`re est que le
vecteur v soit non nul, mais que le vecteur Bλ+`v calcule´ par la dernie`re boucle du programme
ne soit pas non plus le vecteur nul. Ainsi, on n’est pas capable d’obtenir un e´le´ment du noyau.
Cela n’est possible que si le polynoˆme X`F̂ calcule´, aussi note´ µx,y, n’est qu’un diviseur strict
de µy. Dans ce cas, meˆme si l’on a x
T B`F̂ (B)y = 0, on n’a pas B`F̂ (B)y = Bλ+`(F̂ ν)(B)u = 0.
Nous de´taillons plus loin la probabilite´ d’avoir µx,y 6= µy.
La seconde possibilite´ d’obtenir une re´cursion de l’algorithme est la situation ou` le vecteur
v = F̂ (B)z calcule´ est nul. Clairement, cette situation exclut la pre´ce´dente. On montre le
re´sultat suivant.
Proposition 6.9. Supposons Bλ+`v = 0. Alors v = 0⇔ u ∈ Kerµ′(B).
De´monstration. Reprenons la de´composition KN = E⊕F introduite dans la de´monstration
de la proposition 6.8, ou` E est le sous-espace caracte´ritique de B associe´ a` la valeur propre 0
(donc E = KerBk+1), et F un supple´mentaire stable. Comme (F̂ ν)(B) est inversible sur E,
si v = (F̂ ν)(B)u = 0 alors u appartient a` F = Kerµ′(B).
Re´ciproquement, si u ∈ F , alors µu | µ′. Comme Bλ+`(F̂ ν)(B)u = 0, on a aussi µu |
(Xλ+`F̂ ν). La combinaison de ces deux proprie´te´s implique µu | (F̂ ν), donc v = (F̂ ν)(B)u =
0. ¥
En appliquant cette proprie´te´ conjointement avec la proposition 6.8, il ressort que la
probabilite´ de re´cursion due a` v = 0 est 1− 1qm0 .
Quelle est la probabilite´ d’avoir µx,y 6= µy ? Elle peut eˆtre calcule´e exactement. Pour
chaque facteur irre´ductible φ du polynoˆme caracte´ristique de la matrice B, on appelle sous-
espace caracte´ristique ge´ne´ralise´ de B le sous-espace vectoriel Kerφ(B)∞ (il suffit de prendre
comme puissance la multiplicite´ de φ dans la factorisation du polynoˆme caracte´ristique de B).
On note cφ deg φ la dimension de ce sous-espace. On a alors :
The´ore`me 6.10. La probabilite´ pour que deux vecteurs x et y de KN soient tels qu’on ait










De´monstration. Pour de´montrer ce the´ore`me, on a recours aux proprie´te´s de re´duction de
la matrice B. Commenc¸ons par justifier cette assertion, en montrant que l’on peut se ramener
au cas ou` le polynoˆme caracte´ristique de B est une puissance d’un polynoˆme irre´ductible. En
effet, si l’on e´crit KN comme somme directe des sous-espaces caracte´ristiques ge´ne´ralise´s Ci,









ou` les vecteurs x et y ont e´te´ de´compose´s conforme´ment a` la somme directe
⊕
Ci. On associe




yi un polynoˆme minimal respectif µ
(i)
x,y. On sait par construction
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que ces polynoˆmes sont premiers entre eux, car les Ci sont les sous-espaces caracte´ristiques
ge´ne´ralise´s. Il s’ensuit que le polynoˆme minimal µx,y est le ppcm des µ
(i)
x,y et donc que µx,y = µy
si et seulement si l’e´galite´ est ve´rifie´e localement pour tout i. Il s’ensuit que si la proprie´te´
de probabilite´ que l’on cherche a` montrer est vraie localement, elle est vraie globalement. La
re´ciproque est e´vidente.
Montrons maintenant que l’on peut se contenter d’e´tudier le cas ou` deg φ = 1. Supposons
que deg φ > 1. Soit L le corps de rupture de φ, λ une racine de φ dans L et σ l’endomor-
phisme de Frobenius dans L, ge´ne´rateur du groupe de Galois de L sur Fq. Le sous-espace
caracte´ristique C ⊗Fq L associe´ a` φ dans L se de´compose sous la forme d’une somme directe
de deg φ sous-espaces caracte´ristiques Γ, Γσ, . . . , Γσ
deg φ−1
, ou` l’action de B restreinte a` Γ est
λid. Il existe un Fq-isomoprhisme de C dans Γ, note´ γ, tel qu’un vecteur y de C s’e´crive sous
la forme
y = γ(y) + γ(y)σ + · · ·+ γ(y)σdeg φ−1 .














Comme les (X − λσi) sont premiers entre eux, le polynoˆme minimal de cette somme est le
ppcm des polynoˆmes minimaux. Cela implique que µx,y = µy si et seulement si x et y sont
tels que dans l’espace Γ, on a l’e´galite´ (car alors elle se transmet aux conjugue´s). Ce lemme
implique qu’il est suffisant de s’inte´resser au cas ou` deg φ = 1 (on rappelle que γ est un
isomorphisme).
Pour finir de spe´cifier notre cas d’e´tude, il est clair qu’e´tudier la valeur propre λ = 0 suffit
a` traiter le cas ge´ne´ral, quitte a` changer la base de K[X] en conside´rant les puissances de
X − λ.
Soit donc B une matrice nilpotente, dans un espace de dimension N . La suite des noyaux
ite´re´s Ki = KerB
i est croissante, concave, et stationnaire. Si l’on note di = dim Ki−dim Ki−1,
on peut e´crire la de´composition suivante de KN , ou` Ki est somme directe de i sous-espaces de
tailles respectives d1, . . . , di. Dans cette e´criture, on peut lire les blocs de Jordan ge´ne´ralise´s
(sous-espaces stables maximaux) sur les lignes, puisque B agit comme le de´calage vers la
gauche sur cette figure.
Ki
Blocs de Jordan
Nous cherchons a` savoir avec quelle probabilite´ on a µx,y = µy. Les choix possibles pour les
coordonne´es des vecteurs x et y sont au nombre total de q2N (ou` q, au besoin, est remplace´ par
le cardinal d’une extension). Parmi ces choix, ceux ou` y est nul sont vite tranche´s puisqu’alors,
on a µx,y = µy = 1. Ces choix sont au nombre de q
N . Pour les qN−1 autres valeurs possibles de
y, combien de valeurs de x sont telles qu’on a l’e´galite´ ? Il est facile de re´pondre a` cette question.
E´crivons Xk = µy. Le vecteur B
k−1y est alors un vecteur non nul, avec un certain nombre de
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coordonne´es non nulles inde´pendantes (elles sont extraites des coordonne´es de y). Le produit
scalaire xT Bk−1y s’e´crit comme une forme line´aire en les coordonne´es correspondantes du
vecteur x. Cette forme line´aire prend uniforme´ment toutes les valeurs possibles dans Fq et





























Ce re´sultat correspond exactement a` la proprie´te´ que l’on veut montrer, en tenant compte en
outre des cas ou` Fq est remplace´ par une extension finie. ¥
En combinant les re´sultats de la proposition 6.9 et du the´ore`me 6.10, on peut donner
exactement la probabilite´ de succe`s de l’algorithme de Wiedemann, sans tenir compte des
re´cursions. Le cas de la valeur propre 0 doit eˆtre traite´ a` part. On a m0 = cX par de´finition et
en vertu de la proposition 6.9, la probabilite´ ℘ que l’on vient de calculer est remplace´e dans






. La probabilite´ de succe`s « du premier coup »




















: en effet, si l’on a
µx,y 6= µy sur le sous-espace caracte´ristique associe´ a` la valeur propre 0, ce n’est pas tre`s
grave : il est possible de continuer a` calculer certaines ite´rations de B pour obtenir le vecteur
nul. Le nombre d’ite´rations que l’on doit ainsi « rajouter » est borne´ par N − δ(Fν).
Ce re´sultat donne exactement la probabilite´ de succe`s de la version « Monte-Carlo » de
l’algorithme. Pour statuer sur le nombre de re´cursions ne´cessaires a` l’algorithme « Las-Vegas »,
ou encore sur le nombre de re´cursions ne´cessaires pour calculer µB, il faut des re´sultats plus
pre´cis. Une amorce d’une telle pre´cision des re´sultats peut se trouver dans [BGL03].
6.3 L’algorithme de Wiedemann par blocs
Nous avons pre´sente´ l’algorithme de Wiedemann pour la re´solution de syste`mes line´aires
sur les corps finis. Cet algorithme pre´sente l’inconve´nient d’eˆtre trop se´quentiel, dans le sens
ou` les coefficients ai = x
T Biy ne peuvent, par construction, eˆtre calcule´s que un a` un au cours
de l’algorithme. On aimerait mettre en place une version par blocs de cet algorithme, pour
be´ne´ficier des avantages e´nonce´s en 5.3.2. Cette version par blocs pre´sente l’avantage que la
probabilite´ de succe`s est augmente´e, a` l’instar de ce qui se passe avec l’algorithme de Lanczos.
6.3.1 Introduction de blocs de vecteurs
Pour obtenir une version par blocs de l’algorithme de Wiedemann, on remplace les vecteurs
x et z par deux blocs de vecteurs. Ces blocs sont choisis de tailles respectives m et n, ou` m et
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n sont deux entiers arbitraires. Bien suˆr, plusieurs changements se de´duisent. En particulier,
la suite des ak, tout en gardant la meˆme formulation :
ak = x
T Bky,




k. Elle appartient de´sormais a` K[[X]]m×n.
En formulant ainsi la ge´ne´ralisation de l’algorithme, on voit que la formulation adopte´e
plus haut pour l’algorithme de Wiedemann ne peut pas tout a` fait se transposer. Pour re-
prendre les notations employe´es dans la section 6.1 et particulie`rement en 6.1.6, conside´rer
R0 = K afin de pouvoir utiliser la proposition 6.7 nous force a` nous placer dans un contexte
ou` les be´ne´fices de la version par blocs n’apparaissent pas : on ne voit pas comment faire
moins de produits matrice × bloc de vecteurs que l’on fait de produits matrice × vecteur
dans l’algorithme de Wiedemann.
Nous allons voir pourtant, en de´taillant quels sont les outils dont nous aurons besoin pour
mener le calcul, que ce nombre de produits peut eˆtre re´duit par l’usage de blocs. En effet,
seul le calcul des L premiers coefficients de A nous est utile, L valant Nm +
N
n + O(1). Ainsi,
nous pouvons be´ne´ficier de tous les avantages e´voque´s en 5.3.2. Le temps de calcul peut eˆtre
re´duit, en effectuant 32 produits simultane´ment lorsque le corps de base est F2, ou bien en
distribuant le calcul lorsque le corps de base est Fp.
6.3.2 La notion de ge´ne´rateur line´aire a` utiliser
Afin de mettre en e´vidence que seulement L coefficients de A(X) sont utiles, nous de-
vons nous placer dans le contexte des ge´ne´rateurs line´aires vectoriels matriciels, tel qu’on
les a de´finis page 104. La quantite´ que nous souhaitons obtenir est un vecteur a` coefficients
polynomiaux, note´ F (X) ∈ K[X]n×1, ve´rifiant :
A(X)F (X) = G(X) ∈ K[X]m×1.
En accord avec le formalisme qui a e´te´ mis en place en 6.1, ce vecteur F (X) est un ge´ne´rateur
line´aire vectoriel. Il est trivial de constater que de cette fac¸on, prendre m = n = 1 nous fait
retomber sur l’algorithme de Wiedemann tel que de´crit pre´ce´demment.
Hypothe`ses a` ve´rifier
La fac¸on dont un tel ge´ne´rateur line´aire vectoriel peut eˆtre calcule´ est l’objet du chapitre 8
de ce me´moire. Pour l’instant, nous n’entrons pas dans le de´tail de ce calcul, que l’on consi-
de`re comme un outil. La proposition 8.7 et le the´ore`me 8.6 fixent les hypothe`ses que nous
devons remplir. On peut re´sumer celles-ci en l’e´nonce´ suivant, qui sera de´montre´ de manie`re
constructive au chapitre 8.
Proposition. Soit A ∈ K[[X]]m×n. On suppose qu’il existe une description en fraction ra-
tionnelle a` gauche D−1(X)N(X) (cf page 105), avec δ(D) = d. Soit s le plus petit entier tel
que les colonnes de a0, . . . , as−1 engendrent Km.





premiers coefficients de A(X) (i.e. A mod XL),
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Dans la proposition suivante, seule l’existence de la description en fraction rationnelle est
suppose´e. Les matrices N et D ne sont pas suppose´es connues.
Nous devons de´terminer, dans le cas de l’algorithme de Wiedemann par blocs, quelles
sont les valeurs des parame`tres s et d que l’on peut s’attendre a` rencontrer. Ces parame`tres
conditionnent la valeur de L, qu’on a e´voque´e comme e´tant e´gale a` Nn +
N
m + O(1). Les
discussions que nous me`nerons concernant ces parame`tres introduisent implicitement autant
d’hypothe`ses, sur lesquelles nous reviendrons en 6.3.5.
Valeur de s





. En effet, l’ensemble des vecteurs colonnes des s






le rang de cette famille de vecteurs atteigne m. Hormis dans les cas de´ge´ne´re´s, on a e´galite´.
Le parame`tre s est de toute fac¸on aise´ment calculable. Il est a` noter que si aucune valeur de
s ne convient, alors le rang de l’ensemble des colonnes de A(X) est strictement infe´rieur a`
m. Dans ce cas, un autre choix de x convient probablement. On rappelle que x est le bloc de
vecteurs choisi ale´atoirement pour formes les coefficients ak = x
T Bky.
Valeur de d
Nous montrons que l’on peut prendre pour d le plus petit entier tel que l’espace engendre´
par les colonnes des matrices x, . . . , (BT )d−1x est maximal. En effet, si tel est le cas, chacune
des colonnes de la matrice (BT )dx peut s’exprimer comme combinaison line´aire des (BT )ixj













Cette matrice nous permet d’e´crire de fac¸on synthe´tique l’identite´ pre´ce´dente :





















On peut refaire ces calculs en multipliant par n’importe quelle puissance de BT a` gauche. Cela
implique que tous les termes de degre´ > d du produit ci-dessus sont nuls. Par multiplication
par y a` gauche, puis par transposition, on de´duit que (Im −ΩT )A est dans K[X]m×n, et que
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son degre´ est strictement infe´rieur a` d. Comme D = Im−ΩT est unimodulaire (car Ω(0) = 0),
on a bien une description en fraction rationnelle a` gauche, ve´rifiant δ(D) 6 d.
La valeur que l’on a prise pour d fait que l’on peut s’attendre a` avoir d ≈ ⌈Nm⌉.
Si l’on applique ces valeurs « typiques » de s et d, Le nombre de termes de A a` conside´rer
est :





















, soit a` peu pre`s Nn .
6.3.3 Obtention d’un vecteur du noyau
Dans le cadre de l’algorithme de Wiedemann, nous avons calcule´ le ge´ne´rateur line´aire de
la suite des ak et forme´ ensuite le vecteur F̂ (B)z, en espe´rant en de´duire un vecteur du noyau
de B. Avec l’introduction de ge´ne´rateurs line´aires vectoriels, la nature de F̂ rend de´sormais
impossible la prise en compte de cette quantite´, mais l’esprit reste le meˆme. On calcule le





Ce vecteur est bel et bien une ge´ne´ralisation de la quantite´ F̂ (B)z dans l’algorithme de
Wiedemann sans blocs. A` l’instar de ce qui se passait pre´ce´demment, v nous permet d’obtenir
un e´le´ment du noyau de F (pourvu que l’on ait v 6= 0). Pour cela, nous reque´rons une proprie´te´
supple´mentaire du bloc de vecteurs x. Le coefficient de degre´ k du produit A(X)F (X), pour
k > deg F , vaut :








= xT Bk−deg F+λv.
Par construction, ce coefficient est nul pour k > δ(F ). Si l’on note donc comme on l’a fait
pour l’algorithme de Wiedemann ` = δ(F ) − deg F , le vecteur B`+λv est orthogonal a` tous
les vecteurs de la forme (BT )ixj . Si ces vecteurs engendrent K
N , cela implique B`+λv = 0.
6.3.4 Structure de l’implantation
Le programme 6.2 donne un exemple d’implantation de l’algorithme de Wiedemann par
blocs. Un tel programme ressemble assez a` la fac¸on dont une implantation pourrait eˆtre
re´alise´e sur F2. Si le corps de base est Fq, on a dit que notre inte´reˆt e´tait la paralle´lisation
ou la distribution, donc le programme 6.2 qui ne rentre pas dans ces conside´rations doit eˆtre
regarde´ uniquement en tant que trame ge´ne´rale.
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Algorithme Block-Wiedemann
Entre´e : Une matrice B ∈ KN×N singulie`re.
Deux parame`tres de blocs m et n.
Sortie : Un e´le´ment de KerB.
{
x=matrice ale´atoire dans KN×m; z=matrice ale´atoire dans KN×n;
y = Bz; v = y;
for(k=0;k<Nm +
N
n + O(1);k++) { a[k]=x
T v; v=Bv; }




v = v + z[X i]F;
}
if (v!=0) for(k=0;k<1 + `;k++) {
u = Bv;
if (u==0) return v;
v = u;
}
return FAILED; /* Improbable */
}
Programme 6.2: Algorithme de Wiedemann par blocs
6.3.5 Correction de BW
La pre´sentation des valeurs attendues des parame`tres s et d, ainsi que la justification de
l’existence d’un vecteur du noyau laisse quelques zones d’incertitude. Nous devons les lever
pour garantir que l’algorithme tel qu’on le pre´sente dans le programme 6.2 produit un re´sultat
non trivial.




Bkyj , j ∈ [[1 . . . n]], k ∈ [[0 . . . r − 1]]
}〉
, et Ky(B) = Ky(B)(∞).
– Kx(BT )(r) =
〈{
(BT )kxi, i ∈ [[1 . . .m]], k ∈ [[0 . . . r − 1]]
}〉
, et Kx(BT ) = Kx(BT )(∞).
Nous avons fait les hypothe`ses suivantes :
– dim
〈{




xT v, v ∈ Ky(B)
}〉
= m.
– dimKx(BT ) = dimKx(BT )(d) (de´finition de d), et d ≈ Nm .
–
{
w ∈ Kz(B) ∀u ∈ Kx(BT ), uT v = 0
}
= {0} (pour Bl+λv = 0).
Par ailleurs, nous n’avons pas donne´ de condition permettant de garantir que le vecteur v
produit est non nul.
Remarquons que la dernie`re des conditions que l’on vient d’e´nume´rer est plus subtile que la
simple assertion dimKx(BT ) = N . En effet, nous pouvons nous satisfaire de cette formulation
plus pre´cise. Pour faire l’analogie avec l’algorithme de Wiedemann simple, la supposition e´tait
bel et bien µx,y = µy et non pas
〈
x, BT x, . . .
〉
= KN , qui est une assertion plus forte. Dans
[BGL03], ce dernier cas est traite´, mais il ne correspond pas pre´cise´ment a` notre situation.
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Les diffe´rentes hypothe`ses que nous avons faites sont garanties par les analyses re´alise´es par
Kaltofen [Kal95] et Villard [Vil97]. Ces re´sultats montrent que l’on peut effectivement attendre
un re´sultat non trivial de l’algorithme de Wiedemann par blocs dans les cas suivants :
– Si la caracte´ristique du corps est grande (par rapport a` N).
– Si la matrice B n’est pas trop particulie`re. On demande par la` que la matrice B n’ait
pas un nombre anormalement e´leve´ de valeurs propres avec de fortes multiplicite´s.
Par ailleurs, il ressort des preuves de ces re´sultats que l’introduction de blocs permet, en
de´finitive, d’augmenter la probabilite´ de succe`s de l’algorithme.
6.3.6 Complexite´ de BW
Nous donnons maintenant une premie`re e´valuation de la complexite´ de l’algorithme de
Wiedemann par blocs. Une e´tude plus approfondie de cette complexite´ sera mene´e en 8.7, une
fois que nous aurons de´veloppe´ les algorithmes permettant le calcul du ge´ne´rateur line´aire
vectoriel F .
On distingue trois e´tapes dans l’algorithme de Wiedemann par blocs, que l’on note BW1,
BW2, BW3.
BW1 est le calcul de la matrice A =
∑
(xT Biy)X i.
BW2 est le calcul du ge´ne´rateur line´aire matriciel F .
BW3 est le calcul du vecteur v a` partir duquel on compte obtenir un vecteur du noyau, v
e´tant donne´ par la formule v =
deg F∑
i=0
Bdeg F−iz[X i]F .
Nous souhaitons donner une expression de la complexite´ faisant ressortir les motivations de
l’introduction de blocs dans l’algorithme. Celles-ci ont e´te´ introduites en 5.3.2. On s’inte´resse
donc au nombre d’application de la boˆıte noire «matrice × bloc de vecteurs », en conside´rant
le couˆt de celle-ci e´gal a` celui du produit matrice × vecteur. Implicitement, on e´value donc la
complexite´ paralle`le de l’algorithme lorsque le corps de base est Fp. Notons que la complexite´
en communication de l’algorithme est nulle (en omettant l’initialisation).
Nous e´valuons la complexite´ des e´tapes BW1 et BW3 lorsque le corps de base est Fp (pour
le cas de F2, cette approche doit eˆtre modifie´e, car on se concentre uniquement ici sur les
multiplications). Pour cela, nous introduisons deux constantes, M0 et M1, de´finies comme
suit.
– M0 de´signe le temps pour multiplier un e´le´ment de Fp par un coefficient de la matrice
(qui n’est pas ne´cessairement un e´le´ment ale´atoire de Fp).
– M1 de´signe le temps pour multiplier deux e´le´ments de Fp.
Souvent, les coefficients de la matrice sont petits, comme on l’a vu en 5.2.1 et 5.2.5. On doit
donc conside´rer par exemple qu’un coefficient de la matrice occupe un seul mot machine,
c’est-a`-dire qu’il peut eˆtre repre´sente´ par un entier dans l’intervalle [[−231, 231 − 1]]. Dans ce
cas, on a typiquement M0 ¿ M1.
Proposition 6.12. Sur le corps de base Fp, en utilisant n machines, la complexite´ paralle`le
des e´tapes BW1 et BW3 est donne´e par :
BW1 (γM0 + mM1)
m+n
mn N





De´monstration. Le nombre de termes de A qui doivent eˆtre calcule´s est L = Nm +
N
n +O(1).
Pour chacun de ces termes, le couˆt est celui d’une application de la boˆıte noire (γN multipli-
cations par des coefficients de la matrice), ainsi que le calcul d’un produit scalaire, soit mN
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multiplications d’e´le´ments de Fp (cf remarque 6.13). En additionnant ces deux composantes,
on obtient le couˆt paralle`le annonce´.
Par ailleurs, l’e´tape BW3 requiert δ(F ) applications de la boˆıte noire. La valeur de δ(F )
est de l’ordre de Nn , comme mentionne´ en 6.3.2. Par conse´quent, on obtient le couˆt paralle`le
annonce´ pour l’e´tape BW3. ¥




si l’on choisit pour les colonnes de x des vecteurs de la base canonique. Ainsi le couˆt du calcul
des produits scalaires devient ne´gligeable. Toutefois, une telle manipulation a pour effet que
l’on ne peut plus reposer sur les the´ore`mes assurant la validite´ de l’algorithme, puisqu’alors
le bloc de vecteurs x n’est plus un vecteur ale´atoire.
Le calcul du ge´ne´rateur line´aire F a un couˆt borne´ par O(N 2), et nous allons meˆme voir
au chapitre 8 une fac¸on d’effectuer ce calcul en temps sous-quadratique. Par conse´quent la
complexite´ globale de l’algorithme de Wiedemann par blocs est O(N 2).
Chapitre 7
Sche´mas d’implantation pour un
passage a` l’e´chelle
L’algorithme de Wiedemann par blocs nous a permis de re´soudre un syste`me line´aire de
tre`s grande taille, a` savoir 480 108× 480 108, de´fini sur le corps F2607−1, qui n’est pas un petit
corps. Ce calcul a pris trois semaines sur un cluster de six machines de type alpha 4×ev67,
cadence´es a` 667 MHz. En 1997, Kaltofen et Lobo e´taient parvenus, avec cet algorithme, a`
re´soudre un syste`me de´fini sur F2, de taille 570 000× 570 000, en utilisant deux machines de
type sparc 20 cadence´es a` 107 MHz.
De tels re´sultats ne´cessitent d’aller au-dela` de la pre´sentation acade´mique de l’algorithme.
Il est ne´cessaire de de´penser de l’e´nergie pour obtenir un bon niveau de paralle´lisation et pour
mener a` bout le calcul de grande envergure que cela repre´sente.
Nous de´crivons ici l’ossature du programme que nous avons de´veloppe´ pour effectuer des
calculs avec l’algorithme de Wiedemann par blocs, sans parler pour l’instant de la phase de
calcul de ge´ne´rateurs line´aires qui fait l’objet du chapitre 8. Nous nous concentrons sur le cas
des corps premiers, car c’est un syste`me de´fini sur un corps premier que nous avons re´solu.
Ce sont donc les spe´cificite´s du cadre de travail associe´ aux corps premiers qui ont guide´ nos
choix.
7.1 A` grande e´chelle : distribution du calcul
7.1.1 E´tape BW1
L’algorithme de Wiedemann par blocs. se preˆte bien a` la distribution sur un re´seau de
machines. En effet, comme on l’a dit lors de la premie`re e´vocation des algorithmes par blocs
en 5.3.2, le produit matrice × bloc de vecteurs peut eˆtre effectue´ sur n machines distinctes
(si n est la taille du bloc de vecteurs y). Cette ope´ration joue un roˆle central pour le calcul





k ou` ak = x
T Bky.
L’aspect le plus important pour la phase BW1 est qu’entre deux ope´rations v ← Bv succes-
sives, aucune communication entre les n machines n’est ne´cessaire. Aussi n machines disposant
chacune d’une copie locale de B et de x, ainsi que de la j-e`me colonne de y note´e yj peuvent
effectuer concurentiellement les ope´rations suivantes :
– v ← yj ,
– Pour k allant de 0 a` L :
– (ak)j ← xT v,
– v ← Bv,
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– Retourner A(X)j (i.e. la j-e`me colonne de A(X)).
Cette capacite´ a` distribuer un calcul d’alge`bre line´aire est extreˆmement difficile a` at-
teindre, et l’algorithme de Wiedemann par blocs est le seul algorithme a` y parvenir aussi bien
(l’algorithme de Lanczos par blocs ne´cessite des communications interme´diaires a` l’inte´rieur
de la boucle). La distribution est toutefois incomple`te puisque le calcul de ge´ne´rateur line´aire
reste de nature comple`tement se´quentielle. La dernie`re phase consistant a` calculer un vecteur
du noyau se distribue de manie`re identique a` ce que l’on vient d’e´voquer pour la premie`re
phase.
Pour e´noncer de fac¸on sommaire la taˆche que doit accomplir chacune des machines prenant
part au calcul, on choisit la formulation suivante :
Entre´e : Un vecteur v et un indice k0.
Sortie : Dans un fichier, tous les xT Bk−k0v, pour k = k0, . . . , L.
Le principe est de faire en sorte que toute l’information utile soit disponible sous forme
de fichiers. Nous verrons que la tole´rance aux pannes en est facilite´e.
Une fois tous ces fichiers constitue´s, ils sont rassemble´s pour calculer le ge´ne´rateur line´aire.
Hormis les transferts de fichiers pour l’initialisation et pour la re´cupe´ration du re´sultat du
calcul, aucune communication n’a lieu entre les machines. Ceci entraˆıne deux be´ne´fices tre`s
importants :
– Le calcul sur des machines distinctes, non ne´cessairement connecte´es par un re´seau a`
haut de´bit, est rendu possible.
– Le travail peut se faire de manie`re de´synchronise´e. Cela permet de mettre a` profit des
machines de puissances diverses. En effet, si par exemple deux machines de puissance
diffe´rente ont ensemble deux colonnes a` traiter, le temps de calcul optimal est obtenu en
e´changeant les taˆches a` mi-parcours. Cela est possible avec l’algorithme de Wiedemann
par blocs. D’un point de vue pratique, la description sommaire faite ci-dessus correspond
bien a` ce sche´ma.
Lorsque l’on s’inte´resse a` la re´solution de syste`mes line´aires sur F2, la distribution du
calcul n’est pas notre objectif prioritaire puisque le be´ne´fice est surtout la capacite´ a` effectuer
32 ope´rations en une. On peut toutefois envisager de choisir n = 64 et de distribuer le calcul
sur deux machines, comme cela a e´te´ fait dans [KL99].
7.1.2 E´tape BW2
Nous n’avons pas encore de´taille´ les algorithmes utilise´s pour calculer le ge´ne´rateur line´aire
vectoriel de la suite repre´sente´e par A(X). Nous rappelons que ce ge´ne´rateur ve´rifie la relation :
A(X)F (X) ∈ K[X]m×1.
Les algorithmes pour calculer F seront de´taille´s au chapitre 8. Nous verrons qu’ils ne sont pas
distribuables. Aussi, l’e´tape BW2 impose de rassembler au pre´alable les diffe´rentes colonnes
de A(X) sur une seule machine. Une fois le ge´ne´rateur line´aire vectoriel calcule´, on re´partit a`
nouveau les colonnes de F sur plusieurs machines, pour entamer la phase BW3.
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7.1.3 E´tape BW3





Au cours de l’e´tape BW1, on calcule des vecteurs de la forme Bky. Ces vecteurs s’e´crivent
aussi Bk+1z. On ne peut les stocker sur le disque dur, car cela repre´senterait un stockage
trop important. Toutefois, il est regrettable de constater que ces meˆmes vecteurs sont alors
recalcule´s pendant la phase BW3.
Afin de rendre possible une distribution accrue du calcul lors de la phase BW3, il est
possible de sauvegarder sur le disque dur quelques-uns de ces vecteurs. Ainsi, si l’on sauvegarde
les colonnes des blocs y, BL/8y, . . . , B3L/8y, il est possible de distribuer la phase BW3 sur 4n
machines au lieu de n.
7.2 A` petite e´chelle : paralle´lisation
Bien que nous n’ayons pas encore aborde´ la question du calcul de ge´ne´rateur line´aire, on
imagine bien que c’est la` que se situe le contrecoup du gain repre´sente´ par m et n sur la
premie`re et la troisie`me phase de l’algorithme. La valeur optimale des parame`tres de bloc m
et n sera discute´e en 8.7. On verra alors que la valeur optimale de n n’est pas appele´e a` eˆtre
tre`s grande. Pour fixer les ide´es, disons que la valeur optimale de n ne de´passe pas 10.
Pour la re´solution de syste`me line´aire qui a motive´ notre travail sur l’algorithme de Wie-
demann par blocs, les n machines les plus puissantes auxquelles nous avons eu acce`s e´taient
toutes des machines multiprocesseurs (architecture de type SMP). Pour re´duire autant que
possible le temps de calcul de l’algorithme de Wiedemann par blocs, nous avons souhaite´
paralle´liser le calcul sur les diffe´rents processeurs de chaque nœud. Il convient de noter que le
nombre de processeurs va ici de 2 a` 8 et que la paralle´lisation sur 8 processeurs est quelque
chose de tre`s aise´ compare´ a` la paralle´lisation sur 256 processeurs ou plus faite dans [GM93]
par exemple. L’approche que nous proposons pour la paralle´lisation est simplissime, mais son
champ d’application ne va pas au-dela` des machines SMP a` une dizaine de processeurs au
maximum.
7.2.1 Produit matrice × vecteur : re´partition sur plusieurs processeurs
Nous nous inte´ressons au travail a` effectuer sur chacune des machines prenant part au
calcul, c’est-a`-dire au produit matrice × vecteur. Supposons que le nombre de processeurs





Un produit matrice × vecteur parcourt donc toute la matrice B. Pour re´partir ce travail
sur T processeurs, on peut choisir de re´partir des tranches de la matrice B aux diffe´rents
processeurs, soit par lignes, soit par colonnes. Ces choix sont distincts :




Figure 7.1 – Segmentation de la matrice B pour la paralle´lisation
– Si chaque processeur dispose d’un paquet de lignes, alors les processeurs lisent concu-
rentiellement les valeurs des vj , au gre´ des coefficients non nuls, et chacun e´crit sur une
partie des coordonne´es wi qui lui est propre : seul le processeur en charge de la ligne i
modifie la valeur de wi.
– Si chaque processeur dispose d’un paquet de colonnes, c’est l’inverse qui se passe : la
lecture des coefficients vj est comple`tement se´pare´e sur les diffe´rents processeurs : seul
le processeur en charge de la colonne j acce`de a` la valeur de vj . En revanche, tous les
processeurs contribuent a` chacune des coordonne´es wi.
A` nos yeux, la seconde de ces possibilite´s entraˆıne trop d’inconve´nients. Le premier d’entre
eux est le fait que la contribution aux wi, qui est une e´criture, est globale. Bien suˆr, il est
possible que chaque processeur calcule sa contribution au vecteur w et que ces contributions
soient ajoute´es ensuite, mais cela induit une complication du sche´ma, notamment en ce qui
concerne la synchronisation. Par ailleurs, nous allons voir que l’e´quilibrage des taˆches est plus
ardu dans ce contexte.
Nous avons donc choisi le premier sche´ma. Chaque processeur se voit distribuer un paquet








⌋ − 1. On re´alise ainsi une segmentation de la matrice qui
est repre´sente´e par la figure 7.1.
Les ope´rations effectue´es par le processeur pt sont les suivantes. Notons que la re´duction
des coefficients modulo le nombre premier p est faite tardivement.
















⌋− 1, et pour chaque Bi,j non nul :
wi ← wi + Bi,jvj .








wi ← wi mod p.
7.2.2 Synchronisation des processeurs
L’implantation de ce calcul multiprocesseurs a e´te´ effectue´e en langage C, en utilisant les
threads POSIX [But97]. Cette approche de « bas niveau » a e´te´ pre´fe´re´e a` l’emploi d’une
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Algorithme Multithread-ApplyBlackBox
Entre´e : Une matrice B, un vecteur de de´part v et un indice k0, tels que v = B
k0y.
Sortie : Dans un fichier, les xT Bky, pour k = k0, . . . , L
for(k=k0;k<L;)
{
/* A` ce point on a: v = Bky, pour la tranche locale de v */
src_vec=v; dst_vec=w;
dst_area=pointeur vers la bonne tranche du vecteur w;
set_zero(dst_area);
multiply(B,dst_area,src_vec);





/* A` ce point on a: w = Bky, pour la tranche locale de w */
src_vec=w; dst_vec=v;
dst_area=pointeur vers la bonne tranche du vecteur v;
set_zero(dst_area);
multiply(B,dst_area,src_vec);





Programme 7.2: Implantation multithread du produit matrice × vecteur
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bibliothe`que comme MPI [MPI], dans le but de pouvoir traiter avec le maximum de finesse le
cœur du proble`me, a` savoir la gestion des points de synchronisation.
Le mode`le d’exe´cution est un mode`le SIMD, ou` chaque processus, ou thread, est une
instance distincte du programme, posse´dant une pile propre, mais partageant les variables
globales. Le calcul impose des points de synchronisation entre les processeurs. Pour obtenir
le meilleur niveau de performances possibles, ce nombre de points de synchronisation doit
eˆtre minimal. Le programme 7.2 reproduit, de manie`re un peu simplifie´e, l’implantation qui
a e´te´ re´alise´e. La figure 7.3 repre´sente de manie`re sche´matique l’organisation du calcul pour
l’exemple de deux processeurs. Quelques pre´cisions s’imposent.
– Les appels a` la fonction barrier_wait sont les points de synchronisation des threads.
Un exemple de programmation d’une telle fonction est donne´ dans [But97], en partant
des primitives de base de la libraire de threads POSIX, les mutexes (pour mutually
exclusive).
– Comme on l’a mentionne´, la pile et donc toutes les variables locales du programme,
sont spe´cifiques a` chaque thread. En particulier, il est absolument capital que l’indice
de boucle i soit une variable locale.
– La fonction save_dot_products calcule les produits scalaires avec les colonnes du bloc
de vecteurs x. A` cet effet, on peut supposer que l’ensemble du vecteur calcule´ est ne´ces-
saire. Toutefois, pour rendre le calcul plus efficace, on a choisi de prendre pour x un bloc
de vecteurs appartenant a` la base canonique. Ainsi, le calcul des produits scalaires n’est
que la lecture d’une coordonne´e. Si l’on est dans le cas ou` le nombre m de colonnes de
x est un multiple du nombre k de processeurs utilise´s, on peut meˆme faire en sorte que
les produits scalaires puissent eˆtre calcule´s avec uniquement la tranche propre a` chaque
thread du programme.
– Ce n’est pas dans un but cosme´tique que la boucle du programme 7.2 a e´te´ de´roule´e
pour contenir deux ite´rations. Cela permet d’e´viter les e´changes de vecteurs et e´conomise
un point de synchronisation. C’est donc un point fondamental pour obtenir de bonnes
performances, puisque l’on utilise un seul point de synchronisation, soit deux fois moins
que dans l’implantation qui avait e´te´ re´alise´e par Kaltofen et Lobo [KL99].
7.2.3 Mise au point de la synchronisation
Cet aspect « paralle`le » du calcul a ne´cessite´ un travail important, inhe´rent a` la mise au
point d’algorithmes fonctionnant en paralle`le sur plusieurs processeurs. Comme on l’a souligne´,
il n’e´tait pas question d’avoir de trop nombreux points de synchronisation dans la boucle du
programme. On estime avoir rempli correctement cet objectif, puisque le nombre de points de
synchronisation que l’on utilise est minimal (un seul). On pourrait donner quelques exemples
d’implantations de Multithread-ApplyBlackBox qui ne marchent pas, pour comparer avec le
programme 7.2, ou bien donner tous les de´tails de l’implantation re´elle, qui reprend l’ite´ration
courante si elle e´choue, mais une telle exposition pre´senterait certainement quelques longueurs,
et serait sans doute peu e´clairante. Nous nous contentons d’insister sur quelques exemples de
difficulte´s.
En examinant le programme 7.2, on peut ainis remarquer que le positionnement de la
re´duction modulaire (la fonction reduce_modp) des coefficients ne s’effectue pas du tout au
hasard. L’appel a` cette fonction peut avoir lieu a` aucun autre moment de l’ite´ration. En effet, si
celui-ci est effectue´ simultane´ment avec le calcul des produits scalaires (save_dot_products),







. . . . . .
w ← 0
lignes 1 . . . L/2
w ← 0
lignes L/2 . . . L
w ← Bv
lignes 1 . . . L/2
w ← Bv
lignes L/2 . . . L
wi ← wi mod p
i = 1 . . . L/2
wi ← wi mod p
i = L/2 . . . L
Synchronisation
xTj w →disque
j = 1 . . . m/2
xTj w →disque
j = m/2 . . . m
v ← 0
lignes 1 . . . L/2
v ← 0
lignes L/2 . . . L
. . . . . .
Figure 7.3 – Organisation du calcul pour Multithread-ApplyBlackBox
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on court au de´sastre (ce n’est pourtant pas e´vident) : on est face a` une race condition 1. En
effet, si un thread est plus rapide que les autres et passe a` l’e´tape suivante, multiply, pendant
qu’un autre est en train de mettre a` jour le vecteur w (destination de l’ite´ration courante, et
donc source de l’ite´ration suivante), le comportement du programme est diffe´rent de ce a` quoi
on s’attend.
Ainsi, toutes les ope´rations dans le programme 7.2 doivent ne´cessairement eˆtre soigneuse-
ment ordonne´es, car sinon on court le risque d’avoir un comportement non de´terministe du
programme. Et ce risque est bien re´el !
7.2.4 E´quilibrage
Le programme 7.2 contient des points de synchronisation. Les threads ont donc tendance a`
attendre le thread le plus lent. Il faut donc e´viter toute raison structurelle pouvant faire qu’un
thread soit plus lent que les autres. Or le temps d’exe´cution d’une ite´ration par un thread est
proportionnel au nombre de coefficients non nuls dans la tranche concerne´e de la matrice B.
Nous devons donc e´quilibrer ces tranches.
Si l’on observe la figure 5.1 page 89, on voit que les matrices que nous avons eu a` traiter
n’ont pas leurs coefficients re´partis de fac¸on uniforme. En particulier, ces coefficients ne sont
pas du tout re´partis uniforme´ment sur les colonnes, ce qui aurait rendu un bon e´quilibrage
particulie`rement difficile si l’on avait choisi de de´couper selon les colonnes. L’observation de la
figure 5.1 montre toutefois que les lignes de la matrice ne sont pas non plus particulie`rement
e´quilibre´es. Nous avons donc e´crit un petit programme qui permute les lignes de telle sorte que
le re´sultat soit e´quilibre´, que l’on souhaite paralle´liser le travail sur 2, 4, 6, 8 ou 16 processeurs.
Le principe en est tre`s simple. Si κ est le ppcm des nombres de processeurs envisage´s pour
la re´partition, on maintient κ listes de lignes. Ensuite, on inse`re une a` une les lignes de la
matrice, en prenant toujours la ligne de poids maximal dans la matrice, pour l’ajouter dans
celle des κ listes dont le poids global est le plus faible. On concate`ne enfin nos κ listes pour
constituer la permutation des lignes a` appliquer.
Une me´thode plus simple d’e´quilibrage, que l’on peut appeler « e´quilibrage du pauvre »,
est l’e´quilibrage par saturation. Sur une machine avec 4 processeurs, si on lance 16 threads,
on peut espe´rer ne pas avoir trop d’e´cart entre les temps de calculs des diffe´rents processeurs.
Cette fac¸on d’e´quilibrer les calculs est mauvaise car elle impose une pression nettement plus
importante sur le syste`me2 et ses re´sultats sont tre`s me´diocres par rapport a` la me´thode
pre´ce´demment cite´e.
7.2.5 Portabilite´, performance
Les threads POSIX constituent une interface raisonnablement stable pour une interaction
avec le syste`me d’exploitation qui est ine´vitablement complexe. Le programme re´alise´ fonc-
tionne sans modification sur les syste`mes Linux et Tru64 Unix. La documentation pre´cise
des diffe´rents comportements a` attendre s’est ave´re´e tre`s utile. Toutefois, arriver au pro-
gramme 7.2, qui marche correctement, en utilisant seulement un point de synchronisation par
ite´ration, n’a pas e´te´ facile ([KL99] utilise deux points de synchronisation par ite´ration, par
exemple).
1La traduction franc¸aise n’est pas e´vocatrice. . .
2En surchargeant ainsi une machine de type PC a` 8 processeurs, on a obtenu de manie`re de´terministe un
plantage du syste`me.
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Dans tous les tests que nous avons mene´s, sur des machines tre`s diverses, avec un nombre
de processeurs allant jusqu’a` 8, le facteur d’acce´le´ration obtenu par l’utilisation de threads s’est
ave´re´ eˆtre presque exactement le nombre de processeurs utilise´s. Tout au plus a-t-on de´plore´
une perte de l’ordre de 5%. Par ce bon comportement, on doit comprendre que notre chance
a e´te´ le fait de ne devoir paralle´liser que sur un petit nombre de processeurs. Tous les essais
de paralle´lisation a` plus grande e´chelle, sur des machines massivement paralle`les, montrent
que les choses sont beaucoup plus difficiles lorsque l’on cherche a` utiliser concurentiellement
un nombre de processeurs de l’ordre de 256 ou plus.
7.3 Tole´rance aux pannes, re´cupe´ration
Notre mode de gestion des taˆches a` effectuer sur les diffe´rentes machines (qui sont parfois
assaillies par d’autres utilisateurs) n’est pas sophistique´. Par exemple, aucune conside´ration
de migration automatique de travail n’a e´te´ envisage´e. Le syste`me de gestion des taˆches
employe´ pourrait s’appeler « kill -9 ». La raison en est simple : comme nous le verrons au
chapitre 9, la disparition des processus est une chose a` laquelle il faut s’attendre lors de calculs
tre`s gourmands en ressources syste`me. Aussi, il est ne´cessaire d’incorporer dans le programme
un me´canisme garantissant la sauvegarde des e´tats interme´diaires du calcul.
L’approche adopte´e est simple. Toutes les 100 ite´rations, par exemple, on sauve le vecteur
v sur le disque dur, en remplac¸ant e´ventuellement l’ancienne sauvegarde pour e´conomiser de
la place (on peut aussi choisir de garder certains des vecteurs v pour pouvoir distribuer plus
amplement la troisie`me phase). Ainsi, chaque nouveau processus lance´ teste l’existence d’un
fichier de sauvegarde du vecteur v et a donc la possibilite´ de reprendre les calculs a` partir de
ce point.
Un exercice plus de´licat est la gestion des erreurs de calcul. Si jamais un bit du calcul de
B3457y est faux, il est clair que peu d’ite´rations plus tard, tous les bits sont faux, et le calcul
perdu. Il est ne´cessaire d’e´viter cela et surtout de pouvoir le de´tecter.
Pour cela, nous avons de´termine´ au de´but du calcul deux vecteurs α et β, relie´s par
β = BT α, et ayant chacun des coefficients petits et non-nuls. Cela nous a e´te´ possible graˆce
a` la petite taille des coefficients contenus dans les matrices traite´es. A` chaque ite´ration, pour
ve´rifier w = Bv, on a ve´rifie´ αT w = βT v. Nous avons pu ainsi de´tecter les erreurs avec une
bonne probabilite´.
L’introduction de cette ve´rification dans la boucle du programme 7.2 est de´licate. Il nous
faut, avant le i++ et apre`s le point de synchronisation, revenir si besoin a` l’e´tape src_vec=v ;
dst_vec=w ;. On souhaite e´viter l’introduction d’un point de synchronisation supple´mentaire.
Pour cela, les modifications suivantes doivent eˆtre apporte´es. On n’inclut pas ici le code de la
fonction barrier_wait(), disponible avec l’ouvrage [But97].
– Avant le point de synchronisation, chaque thread calcule sa propre contribution aux
produits βT v et αT w. Ce calcul peut eˆtre effectue´ concurentiellement par les diffe´rents
threads.
– A` l’entre´e dans la fonction barrier_wait() (qui doit donc eˆtre modifie´e en conse´-
quence), chaque thread profite de l’instant ou` il dispose d’un lock exclusif (c’est-a`-dire
qu’il est « tranquille ») pour ajouter ces contributions a` un compteur.
– Le dernier3 des threads a` rejoindre ce point de synchronisation ve´rifie l’e´galite´ des deux
3A` l’entre´e du point de synchronisation, pour qu’un thread teste de fac¸on suˆre qu’il est le dernier a` entrer,
il faut re´fle´chir !
128 Chapitre 7. Implantation de BW
compteurs en question pendant qu’il dispose du lock. Une fois cette e´galite´ teste´e, il met
a` jour un indicateur binaire selon qu’elle est vraie ou fausse.
– Tous les threads, en sortie du point de synchronisation, testent cet indicateur binaire,
et recalculent le cas e´che´ant l’ite´ration.
Chapitre 8
Calcul sous-quadratique de
ge´ne´rateurs line´aires pour des
se´quences de matrices
8.1 Pre´sentation du proble`me
Soit une matrice m×n a` coefficients dans les se´ries formelles sur un corps fini K. On note
A(X) ∈ K[[X]]m×n. Comme on l’a vu en 6.3.2, c’est un objet de ce type qui est produit dans
la premie`re phase de l’algorithme de Wiedemann par blocs. Cet objet est indiffe´remment
vu comme une matrice de se´ries formelles, comme une se´rie formelle de matrices, ou enfin
comme une suite de matrices. Nous avons de´ja` mis en e´vidence que la grandeur associe´e qui
nous inte´resse est un ge´ne´rateur line´aire de A sur K[X]n, tel que de´fini par l’e´nonce´ 6.1, et
pre´cise´ par l’exemple en page 104 (au sens de la terminologie mise en place lors de cette
discussion, on s’inte´resse plus exactement a` un ge´ne´rateur line´aire vectoriel). L’e´quation que
doit satisfaire un tel ge´ne´rateur F (X) ∈ K[X]n est tout simplement :
AF ∈ K[X]m.
Cette e´quation, lorsque les entiers m et n sont e´gaux a` 1, peut eˆtre re´solue simplement
avec efficacite´. Si le ge´ne´rateur line´aire recherche´ F est de degre´ 6 N , on va montrer que
l’algorithme de Berlekamp-Massey [Ber68, Mas69] permet de calculer F a` partir d’au plus
2N coefficients de A (vu comme une suite – on a donc besoin de 2N matrices m× n, soit 2N
scalaires puisque l’on est dans le cas m = n = 1). Nous verrons aussi que l’algorithme d’Euclide
e´tendu re´sout ce proble`me. En fait, les deux algorithmes peuvent, dans le cas scalaire, eˆtre vus
sous un angle unificateur (il suffit de prendre la re´ciproque des polynoˆmes concerne´s [Dor87]).
La complexite´ de l’algorithme de Berlekamp-Massey est quadratique en N , tout comme
celle de l’algorithme d’Euclide si on l’applique « na¨ıvement ». Il existe des ame´liorations sous-
quadratiques de l’algorithme d’Euclide ([GY79] notamment, qui reprend la pre´sentation de
l’algorithme HGCD de [AHU74]). On sait donc traiter le cas scalaire du calcul de ge´ne´rateur
line´aire de manie`re tout a` fait satisfaisante et efficace. E´tant donne´e l’ubiquite´ de ce proble`me,
c’est un constat rassurant.
Pour traiter le cas matriciel, plusieurs algorithmes existent, dont certains sont de com-
plexite´ sous-quadratique. Il est possible de formuler de manie`re assez ge´ne´rale le proble`me
que nous souhaitons re´soudre. Il s’agit du calcul de ge´ne´rateurs line´aires matriciels de taille
n × r (avec bien suˆr r < n) pour une suite de matrices m × n. Nous ne pre´tendons traiter
efficacement que le cas r = 1.
Un panel d’algorithmes traitant ce proble`me sont recense´s dans [Kal95, Vil97]. Le premier
travail mentionne´ a` ce sujet est [Ris72], qui re´sout le proble`me de la re´alisation minimale par-
tielle, important en the´orie du controˆle. Un autre algorithme d’origine « nume´rique » est duˆ a`
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[BA80, Mor80]. Coppersmith [Cop94] a propose´ une ge´ne´ralisation matricielle de l’algorithme
de Berlekamp-Massey, permettant de traiter le cas particulier de r = 1, qui est le cas que l’on
souhaite re´soudre ici. L’algorithme qu’il obtient a une complexite´ O((m + n)N 2), et utilise
L = Nm +
N
n + O(1) coefficients de A. Nous de´crivons cet algorithme en 8.4.
Beckermann et Labahn ont pre´sente´ dans [BL94] un algorithme tre`s ge´ne´rique « power
Hermite-Pade´ solver » traitant le cas de r quelconque, sans aucune supposition de re´gularite´
de la matrice d’entre´e A(X), et de complexite´ sous-quadratique O((m + n)2mk log2 k) pour
calculer un ge´ne´rateur de degre´ k.
Pour des calculs a` grande e´chelle [Lob95, KL99, Pen98], seuls les algorithmes de Cop-
persmith et de Beckermann et Labahn semblent avoir e´te´ conside´re´s. L’algorithme de [BA80,
Mor80], ne´cessitant une randomisation de l’entre´e, n’a apparemment pas e´te´ employe´. Il est
fort regrettable de constater que l’algorithme de Beckermann et Labahn n’a e´te´ implante´ que
dans sa version quadratique par [Pen98]. Dans tous les cas, la performance de l’algorithme de
Coppersmith a e´te´ juge´e satisfaisante voire supe´rieure aux alternatives. Une des raisons pour
cela peut eˆtre l’absence de coefficient multiplicatif important cache´ par le O() : nous verrons
en 8.4.6 que le nombre exact de multiplications requises est 12(m+n)(nk)
2 pour le calcul d’un
ge´ne´rateur line´aire de degre´ k.
Pour les proble`mes que nous avons eu a` re´soudre, a` savoir de tre`s gros syste`mes line´aires
sur Fp, l’algorithme de Coppersmith [Cop94] ne nous a pas paru satisfaisant. Nous avons, pour
pallier cet inconve´nient, fourni une version sous-quadratique de l’algorithme de Coppersmith,
en s’inspirant a` la fois de l’ame´lioration sous-quadratique de l’algorithme d’Euclide et de
la dualite´ entre l’algorithme d’Euclide et l’algorithme de Berlekamp-Massey. La difficulte´
majeure du passage au cadre matriciel est la gestion de la non-maximalite´ ponctuelle du rang
de certaines quantite´s. E´crire un algorithme d’Euclide dans ce contexte est un exercice bien
de´licat, et c’est pour cette raison que nous avons pre´fe´re´ faire ce « de´tour » par l’algorithme
de Berlekamp-Massey, qui a rendu la pre´sentation plus claire a` notre sens. Ce travail, de´taille´
ici, a fait l’objet des publications [Tho01a] et [Tho02b].
L’algorithme que nous proposons conserve les avantages de l’algorithme de Coppersmith :
pas de randomisation et peu de constantes cache´es, puisque nous avons pu mener le compte du
nombre de multiplications requises. Si on s’aventure au jeu de la comparaison des complexite´s,
l’algorithme que nous proposons a une complexite´ de O( (m+n)
3
m k log
2 k+(m+n)3k log k), ce qui
est meilleur que la complexite´ de l’algorithme de Beckermann et Labahn, O((m+n)2mk log2 k).
Pour ces raisons, on peut supposer que l’algorithme que nous proposons est plus rapide.
Toutefois, l’e´le´ment primordial de cette diffe´renciation des complexite´s tient a` la modification
profonde introduite par l’utilisation de la transforme´e de Fourier dans notre algorithme :
pour multiplier des matrices de polynoˆmes, on parvient a` de´coupler la partie couˆteuse de la
multiplication d’une part, et la complexite´ du produit de matrices d’autre part, puisqu’on
fait (m + n)2 calculs de transforme´es de Fourier discre`tes, et (m + n)3 convolutions. Il est
envisageable d’obtenir un apport du meˆme type par un examen de l’algorithme de Beckermann
et Labahn. Par ailleurs, il est tre`s vraisemblable que ces deux algorithmes puissent eˆtre compris
dans une the´orie unifie´e1, au prix de quelques suppositions sur le caracte`re ge´ne´rique de
l’entre´e que nous e´nonc¸ons en 8.3.
L’algorithme obtenu a e´te´ implante´, et son efficacite´ en pratique a e´te´ de´montre´e par le
calcul d’un ge´ne´rateur line´aire de taille 4 × 4 et de degre´ 121 152, le corps de base e´tant le
1Dans le cadre du projet Linbox, une implantation de l’algorithme de Beckermann et Labahn est en cours,
donc une comparaison est possible a` moyen terme (G. Villard, communication prive´e, Janvier 2003).
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corps premier F2607−1. Dans une seconde expe´rience, on a aussi calcule´ un ge´ne´rateur line´aire
8× 8 de degre´ 60 014 sur le meˆme corps.
8.2 Algorithmes classiques
8.2.1 L’algorithme classique de Berlekamp-Massey dans le cas scalaire
Pour pouvoir plus aise´ment comprendre le fonctionnement des algorithmes matriciels ex-
pose´s dans ce chapitre, nous allons commencer par reprendre l’exposition de l’algorithme de
Berlekamp-Massey en adoptant de´libe´re´ment un point de vue qui se ge´ne´ralise sans peine au
cas matriciel que nous traiterons par la suite.
L’algorithme de Berlekamp-Massey calcule le ge´ne´rateur line´aire F (X) de A(X) par ap-
proximations successives. Deux « candidats ge´ne´rateurs » f1(X) et f2(X) sont maintenus a`
chaque e´tape du calcul. A` chacun de ces candidats ge´ne´rateurs fj est associe´ un second membre
gj , et un terme d’erreur ej , de telle sorte que l’e´quation suivante soit ve´rifie´e a` l’ite´ration t de
l’algorithme :
Afj = gj + X
tej .
Pour chacun des candidats ge´ne´rateurs, on maintient aussi la quantite´ δj qui est un majo-
rant de max(deg fj , 1+deg gj) (cette dernie`re quantite´ a aussi e´te´ note´e δ(fj , gj) en 6.4). Pour






Pour l’initialisation de l’algorithme de Berlekamp-Massey, on fait intervenir la valuation
de la se´rie A, que l’on note s− 1. Les valeurs initiales sont alors :
t = s, f1 = 1, δ1 = s,
f2 = X, δ2 = 1.
Pour passer de l’e´tape t a` l’e´tape t + 1 dans l’algorithme, il faut parvenir a` e´liminer les
coefficients de degre´ 0 dans les ej . E´tant donne´ le choix que nous avons fait en fonction de
la valuation de A, on peut constater que le coefficient e2(0) est non nul, donc pour l’e´tape
de de´part, les ej(0) ne sont pas tous deux nuls. Nous allons voir que ces coefficients vont
conserver cette proprie´te´.
E´volution
On souhaite passer de t a` t + 1 en n’augmentant
∑
δj que de 1. Sans perte de ge´ne´ralite´,
on peut supposer que δ1 6 δ2. Deux cas distincts peuvent se pre´senter. Si e1(0) 6= 0, alors on
remplace f2 par la quantite´ f2 − λf1, ou` λ = e2(0)e1(0) . Ce nouveau polynoˆme f2 est tel que e2(0)
(i.e. le coefficient de degre´ t de Af2) est de´sormais nul. On ne fait rien dans l’autre cas. Sans
modifier les δj , on a donc annule´ l’un des coefficients, et l’on sait par hypothe`se que l’autre
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coefficient est non nul. Les coefficients des produits Afj s’organisent de´sormais sous la forme











Supposons que l’on est dans le cas repre´sente´ ci-dessus, c’est-a`-dire e2(0) = 0 et e1(0) 6= 0,
on remplace maintenant f1 par Xf1, et δ1 par δ1 + 1. Les nouveaux polynoˆmes f1 et f2 sont
des approximations convenables pour l’ite´ration t + 1. De plus, la nouvelle valeur de e1(0) est
la meˆme que l’ancienne (une fois que l’on a incre´mente´ t), donc il reste vrai que les ej(0) ne
sont pas tous deux nuls : on reste bien dans le cas ge´ne´rique.
Terminaison
Au fur et a` mesure des e´tapes de ce proce´de´, si l’on note δ la moyenne des δj , la diffe´rence t−
δ croˆıt (elle croˆıt d’ 12 a` chaque e´tape). Supposons que l’on connaˆıt l’existence d’un ge´ne´rateur
line´aire de degre´ 6 N (en fait ce n’est pas exactement le degre´ qui nous inte´resse). Alors,
lorsque t − δ > N , il existe un j tel que t − δj > N , et la proposition suivante nous montre
que le polynoˆme fj correspondant est un ge´ne´rateur line´aire.
The´ore`me 8.1. Soit A ∈ K[[X]], admettant un ge´ne´rateur line´aire Φ (inconnu) tel que :
δ(Φ, ΦA) 6 N.
Soit F ∈ K[X], G ∈ K[X], E ∈ K[[X]], et t un entier tels que :
AF = G + XtE.
Si t− δ(F, G) > N , alors E = 0.
De´monstration. Il suffit de multiplier l’expression AF par Φ. On obtient :
ΦAF = (ΦA)F = ΦG + X tΦE.
E´tant donne´e l’information disponible sur les degre´s, on a :
deg ΦA < N, deg F 6 δ(F, G)6 t−N ⇒ deg (ΦA)F < t,
deg Φ6 N, deg G < t−N ⇒ deg ΦG < t.
Il s’ensuit que ΦE = 0, donc E = 0. ¥
Par conse´quent, le pseudo-code 8.1 fournit un exemple d’implantation de l’algorithme de
Berlekamp-Massey, par exemple en langage Magma. Notons que dans cette implantation, on
ne conside`re que les coefficients constants des se´ries e1 et e2, puisque ce sont les grandeurs
inte´ressantes.
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Algorithme BerlekampMasseyScalar
Entre´e : Une se´rie A ∈ K[[X]], et N une borne sur δ(Φ, ΦA) pour un ge´ne´rateur.
Sortie : Un ge´ne´rateur line´aire F de A, et une borne sur δ(F, AF )
f1:=1; f2:=X; t:=Valuation(A)+1; δ1=t; δ2:=1;
²1:=Coefficient en X
t de Af1; // correspond a` e1(0)
²2:=Coefficient en X
t de Af2; // correspond a` e2(0)
while t− δ1+δ22 < N do
if δ1 6 δ2 then
if ²1 6= 0 then
f1:=X * f1;
f2:=f2 − ²2²1 f1;
²2:=Coefficient en X
t+1 de Af2;
δ1:=δ1+1; // ²1 ne change pas




δ2:=δ2+1; // f1, ²2 ne changent pas
end if;
else




if t− δ1 > N then return f1,δ1; else return f2,δ2; end if;
Programme 8.1: Algorithme de Berlekamp-Massey
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Correction du re´sultat
Il reste a` prouver que l’algorithme de Berlekamp-Massey fournit une solution non triviale :
en effet, si le ge´ne´rateur line´aire F rendu est nul, il est de peu d’utilite´. Nous donnons une
preuve qui est en fait une spe´cialisation de celle que l’on utilisera plus tard dans le cas matriciel.







A` l’initialisation de l’algorithme, on a par construction f1 = 1, f2 = X, et e2(0) 6= 0. Par
conse´quent, (det h)(0) = e2(0) 6= 0. Par ailleurs, le passage de l’e´tape t a` l’e´tape t + 1 se
transcrit, pour la matrice h, par la formule suivante (a` permutation pre`s des lignes et des

















Donc la valeur de det h est inchange´e au cours de l’algorithme. Ceci de´montre que l’algorithme
produit ne´cessairement un re´sultat non trivial, car si f1 = 0 a` l’e´tape t, cela impliquerait qu’il
existe une colonne nulle dans h(t), ce qui est exclu.
8.2.2 L’algorithme d’Euclide (e´tendu)
Lien avec le proble`me, et notations
Le calcul d’un ge´ne´rateur line´aire peut aussi se faire en employant l’algorithme d’Euclide
e´tendu aux polynoˆmes U = X2N et V = A mod X2N . Cet algorithme bien connu proce`de en
e´crivant une suite d’e´quations :
U(X)Pi(X) + V (X)Qi(X) = Ri(X),
ou` l’on part de (P0, Q0, R0) = (1, 0, U) et (P1, Q1, R1) = (0, 1, V ). Le passage a` l’e´tape i + 1
se fait par division euclidienne de Ri−1 par Ri (on note Γi le quotient). On obtient ainsi :
Ri+1 = Ri−1 − ΓiRi,
Pi+1 = Pi−1 − ΓiPi,
Qi+1 = Qi−1 − ΓiQi.
De telle sorte que : UPi+1 + V Qi+1 = Ri+1.
En examinant les degre´s des polynoˆmes concerne´s, on arrive facilement aux identite´s :
deg Γi = deg Ri−1 − deg Ri,
deg Pi+1 = deg Pi + deg Γi, (sauf pour i = 1)
deg Qi+1 = deg Qi + deg Γi.
On en de´duit les deux invariants suivants :
∀i > 1 deg Pi+1 + deg Ri = deg V,
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∀i > 0 deg Qi+1 + deg Ri= deg U,





Pour cette valeur, on de´duit en utilisant l’invariant que deg Ri <
deg U
2 . Si l’on spe´cialise ce
re´sultat aux valeurs qui nous inte´ressent, arreˆter ainsi le processus de l’algorithme d’Euclide
au milieu de son chemin permet de mettre en e´vidence deux polynoˆmes Q et R tels que :
AQ = R mod X2N ,
deg Q 6 N,
deg R < N.
Cette proprie´te´, si l’on sait qu’il existe un ge´ne´rateur Φ (inconnu) tel que δ(Φ, ΦA) 6 N , nous
permet de conclure en vertu du the´ore`me 8.1 que AQ = R (sans modulo), et donc que le
polynoˆme Q est un ge´ne´rateur line´aire pour A, ve´rifiant en outre δ(Q, AQ) 6 N . On a donc
de´montre´ :
Proposition 8.2. Soit A ∈ K[[X]], posse´dant un ge´ne´rateur Φ (inconnu) tel que δ(Φ, ΦA) 6
N . L’algorithme d’Euclide e´tendu applique´ a` X2N et A produit, si on l’arreˆte au milieu, un
ge´ne´rateur line´aire Q de A, ve´rifiant δ(Q, AQ) 6 N .
Une acce´le´ration sous-quadratique de l’algorithme d’Euclide
Arreˆter l’algorithme d’Euclide « au milieu » comme nous le faisons ici est en fait le cas le
mieux adapte´ a` une ame´lioration de la complexite´. L’algorithme HGCD propose´ dans [AHU74]
et reformule´ dans [GY79] permet de re´duire cette complexite´ de O(N 2) a` O(N log2 N).
Pour la mise en place d’un algorithme sous-quadratique, on a besoin d’introduire encore
quelques notations qui n’alle`gent bien suˆr pas l’exposition, mais sont ne´cessaires. En effet, les
degre´s des polynoˆmes Ri au cours des e´tapes de l’algorithme sont variables. Le degre´ de Ri est
note´ ri. Il peut descendre « plus vite que pre´vu ». Pour mesurer cette descente, on introduit
la notation suivante :
Notation 8.3. Soient U(X) et V (X) deux polynoˆmes, avec deg V < deg U . Soit s ∈ R+.
Avec les notations pre´ce´demment expose´es, on note `(s) l’unique indice tel que :
r`(s) > s > r`(s)+1.
On a ainsi par construction `(deg U) = 0. En dehors de cette donne´e, tout ce que l’on peut
dire de `(s) est que c’est une fonction de´croissante, et aussi que `(dse) = `(s) (cette relation se
ve´rifie facilement). Pour tout le raisonnement qui suit, on va fixer l’hypothe`se deg V < deg U .
Comme on l’a vu pre´ce´demment, c’est la quantite´ Γi qui permet de calculer Pi+1, Qi+1,
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Mi(X) = Mi−1(X)Ti(X),
ou` l’on a pris les notations convenables pour Mi(X) et Ti(X). Il est important de remarquer





Nous allons baptiser Πi,j(X) la matrice Ti+1(X) . . . Tj(X) (en prenant la convention Πi,i = I2).
Cette matrice ve´rifie la proprie´te´ Mj = MiΠi,j . En outre, en vertu de la forme connue de M0,







Utilisation d’une information incomple`te
Le point-clef de l’algorithme est la possibilite´ d’utiliser une information incomple`te sur
Ri−1 et Ri pour calculer Γi. En effet, seuls les ri−1 − ri + 1 coefficients de teˆte de ces deux
polynoˆmes sont ne´cessaires. En fonction du nombre de coefficients connus de U et V , on peut
de´terminer combien de matrices Ti(X) peuvent eˆtre calcule´es.
Proposition 8.4. Si U et V sont connus a` partir du coefficient de degre´ m (inclus) avec





, ou` l’on a note´
n = deg U .
Ce re´sultat est un re´sultat pauvre dans le cas ou` m = 0 (la partie « seulement si » est bien
suˆr incorrecte). Nous de´montrons qu’il est optimal pour m > 0.
De´monstration. Pour commencer, nous de´terminons combien de coefficients sont connus
dans l’expression de Ri. Comme on sait que deg Γi = ri−1 − ri, l’expression connue de R2 en
fonction de R1 = V et R0 = U nous donne que R2 est connu a` partir du coefficient de degre´
m + r0 − r1 = m + n− r1. Une re´currence triviale permet d’obtenir, pour i > 1 :
Ri est connu a` partir du coefficient de degre´ m + n− ri−1 inclus.
Par ailleurs, nous souhaitons calculer des matrices Π, c’est-a`-dire avoir la possibilite´ de de´-
terminer les quotients Γi. On a vu que seuls les ri−1 − ri + 1 coefficients de teˆte importaient.
Le coefficient de plus bas degre´ dans Ri intervenant dans la de´termination de Γi est donc le
coefficient de degre´ ri − (ri−1 − ri) = 2ri − ri−1. Il convient, avec les contraintes de pre´cision
qui ont e´te´ e´nonce´es, que ce coefficient soit connu pour que l’on puisse de´terminer Γi. On en
de´duit donc :
Γi est uniquement de´termine´ ssi : ri − (ri−1 − ri) > m + n− ri−1,
i.e. 2ri > m + n.
Notons s = n+m2 . Nous devons de´montrer d’abord que Π0,`(s) est uniquement de´termine´, et
ensuite que Γ`(s)+1 ne peut pas l’eˆtre. On peut statuer sur la possibilite´ de de´terminer Π0,`(s)
en conside´rant seulement Γ`(s), puisque ri est une grandeur de´croissante. On a, pour i = `(s) :




2ri > n + m.
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Pour l’impossibilite´ de de´terminer Γ`(s)+1, on fait un raisonnement similaire, en utilisant la
de´finition de `(s) (on a toujours i = `(s)) :
ri+1 < s,
2ri+1 < m + n.
Il s’ensuit que la condition ne´cessaire pour la de´terminabilite´ de Γi e´nonce´e plus haut n’est
pas remplie. ¥
Il est aise´ de de´duire le corollaire suivant, avec lequel nous nous rapprochons de la mise
en place de l’algorithme sous-quadratique recherche´.
Corollaire 8.5. Soient U et V deux polynoˆmes (toujours avec deg U > deg V ). Soient deux
entiers m et s dans [[0 . . .deg U ]], et s > 0. Si l’ine´galite´ s > n+m2 est ve´rifie´e, alors :
Π0,`(s)(U, V ) = Π0,`(s−m)(U div Xm, V div Xm).
A` partir de cette proposition, on de´duit un algorithme re´cursif pour re´aliser le calcul qui
nous inte´resse. La conception d’un algorithme exact dans ce cas n’est pas une mince affaire :
[AHU74] donne un algorithme incorrect, et l’algorithme pre´sente´ par [GY79] est d’une e´le´gance
discutable. Nous pre´sentons ici un algorithme qui a l’avantage de mieux se comporter vis-a`-vis
de l’e´quilibrage des re´cursions. Cela est obtenu au prix de quelques contorsions.
Nous supposons, en entre´e de notre algorithme, que nous disposons d’un couple de poly-
noˆmes (U, V ) qui ont e´te´ obtenus sous la forme d’un couple R`(z), R`(z)+1. En d’autres termes,
on sait que deg U > z > deg V . Le cas « typique » que l’on utilise en pratique est bien suˆr celui
ou` z = deg U , mais nous allons voir que d’autres valeurs de z sont aussi utilise´es au cours des
re´cursions. En sortie, l’algorithme renvoie la matrice Π0,`(s)(U, V ), ou` s est un entier tel que
s > n2 , toujours en notant n = deg U (on rappelle que par construction de `(s), on a toujours
`(dse) = `(s)). Il se de´compose en plusieurs e´tapes comme suit :
– Si s > deg V , retourner I2.







– Calculer re´cursivement Π0,`( z+s
2
)(U, V ). Cette matrice s’obtient en utilisant le corol-
laire 8.5 vu pre´ce´demment. Pour l’employer, on prend la plus grande valeur de m pos-
sible, c’est-a`-dire s− (n− z). L’identite´ que l’on utilise est donc :
Π0,`( z+s
2
)(U, V ) = Π0,`( z+s
2
−m)(U div X
m, V div Xm).
– En de´duire U ′ = R`( z+s
2
) et V
′ = R`( z+s
2
)+1, par le calcul du produit matriciel :
M`( z+s
2
) = M0Π0,`( z+s
2
)(U, V ).









– Calculer re´cursivement Π`( z+s
2
),`(s)(U, V ) = Π0,`(s)(U
′, V ′). Comme pre´ce´demment, on
utilise le corollaire 8.5 pour re´duire le degre´ des polynoˆmes conside´re´s. La plus grande
valeur possible de m est 2s− deg U ′. On utilise l’identite´ :
Π0,`(s)(U
′, V ′) = Π0,`(s−m)(U ′ div Xm, V ′ div Xm).
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Algorithme PartialGCD
Entre´e : Deux polynoˆmes U, V dans K[X],
deux entiers z et s tels que deg U > z > deg V et s > deg U2
Sortie : La matrice Π0,`(s)(U, V )
function PartialGCD(U,V,z,s)
KP:=Parent(U); X:=KP.1; n:=Degree(U);
assert (z le n) and (z gt Degree(V)) and (s ge n/2);
if s gt Degree(V) then
return IdentityMatrix(KP,2);
elif s eq Degree(V) then
return Matrix(2,2,[KP|0,1,1,-(U div V)]);
end if;
m:=s-(n-z);
pi_left:=PartialGCD(U div X^m, V div X^m, z-m, Ceiling((z+s)/2)-m);
next:=Vector([U,V])*pi_left; nU:=next[1]; nV:=next[2];
m:=2*s-Degree(nU);
pi_right:=PartialGCD(nU div X^m, nV div X^m, Ceiling((z+s)/2)-m,s-m);
return pi_left * pi_right;
end function;
Programme 8.2: Algorithme partial-gcd sous-quadratique
– Retourner Π0,`(s)(U, V ) qui est le produit des deux matrices calcule´es lors des appels
re´cursifs.
Le programme 8.2 est une implantation fide`le de cet algorithme en langage Magma. Cet
algorithme fournit le re´sultat correct, y compris lorsque z 6= n. On n’a pas effectue´ de mesures
quant au comportement asymptotique effectif de cette implantation. Ce n’est pas notre objet
(nous ne pre´sentons ici qu’un mode`le).
Ge´ne´ralisation du champ d’application
Il convient de noter que l’algorithme que l’on vient de de´crire se ge´ne´ralise aise´ment pour
calculer n’importe quelle matrice Π0,`(s) sans la contrainte s ≥ n2 . Il suffit d’appliquer le
meˆme proce´de´ que dans [GY79] : on calcule Π0,`(n/2), puis Π0,`(n/4), Π0,`(n/8), et ainsi de
suite. Toutefois, nous ne de´taillons pas cette ope´ration car elle sort de notre cadre d’inte´reˆt.
Complexite´ du calcul de ge´ne´rateur line´aire
Nous voulons exprimer la complexite´ du calcul du ge´ne´rateur line´aire pour une suite,
repre´sente´e par une se´rie A(X). Avec les notations pre´ce´demment e´tablies, ce ge´ne´rateur,
pourvu que l’on sache qu’un ge´ne´rateur Φ existe avec δ(Φ) 6 N , est obtenu en calculant
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la matrice Π0,`(N)(X
2N , A mod X2N ). La complexite´ de ce calcul s’e´value donc de la meˆme
manie`re que la complexite´ du calcul de Π0,`(n/2)(U, V ) d’une manie`re ge´ne´rale (ou` n = deg U).
Ce couˆt est solution de l’e´quation :
C(n) = 2C(n/2) + cM(n).
Dans cette e´quation, c est une constante, et M(n) est le couˆt de la multiplication de deux
polynoˆmes de degre´ n. On obtient imme´diatement C(n) ∈ O(M(n) log n). Si l’on prend pour
M(n) la complexite´ obtenue par l’usage de la FFT, on a le re´sultat asymptotique :
C(n) ∈ O(n log2 n).
Notons l’importance prise dans cette analyse par l’usage d’un algorithme rapide de multipli-
cation comme la FFT. Il est essentiel pour la qualite´ du re´sultat et ce n’est pas un hasard. Le
travail que l’on a fourni a consiste´ explicitement a` « tailler » le proble`me de telle sorte que l’on
puisse utiliser des algorithmes de multiplication rapide sur des gros polynoˆmes, plutoˆt que de
faire beaucoup de multiplications tre`s de´se´quilibre´es comme c’est le cas dans la pre´sentation
e´le´mentaire de l’algorithme.
8.3 Cas matriciel : hypothe`ses de ge´ne´ricite´
Nous nous concentrons maintenant plus explicitement sur le cas du calcul de ge´ne´rateurs
line´aires matriciels. Notre approche consiste a` pre´senter la ge´ne´ralisation de l’algorithme de
Berlekamp-Massey mise au point par Coppersmith, et a` lui apporter une acce´le´ration sous-
quadratique comme on a vu que cela pouvait se faire pour l’algorithme d’Euclide. Un sous-
produit du re´sultat est une ame´lioration sous-quadratique de l’algorithme de Berlekamp-
Massey scalaire, sans passer par l’algorithme d’Euclide.
Nous allons nous inte´resser au calcul de ge´ne´rateurs line´aires, au sens de la de´finition 6.1
et de l’exemple en page 104. Pour une suite de matrices de taille m × n, c’est-a`-dire en
prenant la notation sous forme de se´ries, pour A(X) ∈ K[[X]]m×n, on veut calculer des
ge´ne´rateurs line´aires vectoriels a` droite, en d’autres termes des e´le´ments de K[X]n×1. On fera
quelques bre`ves excursions pour l’examen du calcul de ge´ne´rateurs line´aires matriciels (donc
des e´le´ments de K[X]n×n), ce qui nous ame`ne a` formuler plus ge´ne´ralement notre inte´reˆt pour
le proble`me suivant :
Proble`me : Soient m, n, r entiers et A ∈ K[[X]]m×n. Calculer F ∈ K[X]n×r tel que :
A(X)F (X) = G(X) ∈ K[X]m×r.
Comme on l’a vu pour l’algorithme de Berlekamp-Massey scalaire, on a besoin d’un re´-
sultat pour prouver que la sortie de l’algorithme est bien un ge´ne´rateur line´aire. C’est l’objet
du the´ore`me 8.1 dans le cas scalaire. On lui donne ici une extension matricielle qui nous
montre que l’introduction de la non-commutativite´ ame`ne une dimension frappante : l’hypo-
the`se naturelle de ce the´ore`me n’est plus une hypothe`se d’existence d’un ge´ne´rateur line´aire
comparable a` celui que l’on cherche, mais l’existence d’un ge´ne´rateur line´aire de l’autre coˆte´2.
2Ces quantite´s sont relie´es dans les situations non de´ge´ne´re´es. On va voir d’ailleurs que les algorithmes
pre´sente´s ici en fournissent une preuve constructive.
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The´ore`me 8.6. Soit A ∈ K[[X]]m×n, et r un entier. On suppose que A dispose d’une des-
cription en fraction rationnelle a` gauche, c’est-a`-dire qu’il existe deux matrices polynomiales
N(X) et D(X), de tailles respectives m × n et n × n, avec D unimodulaire, telles que A =
D−1N . Soient maintenant trois matrices polynomiales F (X) ∈ K[X]n×r, G(X) ∈ K[X]m×r,
E(X) ∈ K[[X]]m×r, et un entier t ve´rifiant :
AF = G + XtE,
On a alors :
t− δ(F, G) > δ(D, N)⇒ E = 0.
De´monstration. La preuve est une ge´ne´ralisation facile de la preuve du the´ore`me 8.1. Il
suffit de multiplier le produit AF par la matrice D a` gauche. On obtient alors :
DAF = NF = DG + X tDE.
En raisonnant sur les degre´s comme dans le cas scalaire, on obtient :
deg N < d, deg F 6 t− d⇒ deg NF < t,
deg D 6 d, deg G < t− d⇒ deg DG < t,
Il s’ensuit que le produit DE est ine´vitablement nul. Comme la matrice D est inversible, cela
implique la nullite´ de E. ¥
Pour utiliser le the´ore`me 8.6 dans notre exposition, nous supposons que la matrice A
peut eˆtre e´crite sous la forme D−1N . Comme cela est visible dans la preuve du the´ore`me, la
quantite´ δ(D, N) est importante, nous allons donc la baptiser d. Il est important de noter que
le calcul des matrices polynomiales N et D n’a pas besoin d’eˆtre mene´. Leur seule existence
est suffisante.
On fait une seconde supposition sur les colonnes de la matrice A. Nous appelons s le plus
petit indice tel que les colonnes des matrices (scalaires) [X0]A, . . . [Xs−1]A engendrent l’espace
Km×1 entier, en supposant donc implicitement qu’un tel indice s existe3. Si ce n’est pas le
cas, alors l’ensemble des colonnes des coefficients de A forme un sous-espace vectoriel strict.
On peut donc combiner certaines lignes de A pour faire apparaˆıtre une ligne nulle dans A. En
oˆtant cette ligne et en diminuant m, on peut donc se ramener au cas ge´ne´rique.
En fonction des deux grandeurs s et d que l’on vient d’introduire, les deux algorithmes
que nous pre´sentons maintenant (l’algorithme de Coppersmith et notre ame´lioration sous-
quadratique) fournissent, en suivant le meˆme sche´ma de calcul, une preuve de l’assertion qui
suit.
Proposition 8.7. Un ge´ne´rateur line´aire a` droite F ∈ K[X]n×1 pour A peut eˆtre calcule´ de
manie`re de´terministe en utilisant uniquement les L premiers coefficients de A (c’est-a`-dire A
mod XL), ou` :







Le ge´ne´rateur line´aire F calcule´ ve´rifie :






3Cet entier s joue le meˆme roˆle que l’entier s introduit dans le cas scalaire qui valait 1 + v, v e´tant la
valuation de A.
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8.4 L’algorithme propose´ par Coppersmith
Nous commenc¸ons par exposer la ge´ne´ralisation de l’algorithme de Berlekamp-Massey au
cas matriciel propose´e par Coppersmith [Cop94] lorsqu’il a de´crit l’algorithme de Wiedemann
par blocs. Cet algorithme, si on l’applique dans le cas m = n = 1, est tre`s exactement
l’algorithme de Berlekamp-Massey tel qu’on l’a de´crit en 8.2.1. On suit donc le fil de la
description qui en a e´te´ faite.
8.4.1 Sche´ma
Comme dans le cas de l’algorithme de Berlekamp-Massey scalaire, on travaille par approxi-
mations successives. La diffe´rence est ici que le nombre de « candidats ge´ne´rateurs » passe de
2 a` m + n. A` chacun de ces candidats ge´ne´rateurs fj , on associe un second membre gj , un
terme d’erreur ej , et un entier δj . Les quantite´s traite´es sont donc :
f1(X), . . . , fm+n(X) ∈ K[X]n,
g1(X), . . . , gm+n(X) ∈ K[X]m,
e1(X), . . . , em+n(X) ∈ K[X]m,
δ1, . . . , δm+n ∈ N ∪ {−∞}.





∆ ∈ (N ∪ {−∞})m+n .
Pour chacun des fj , c’est-a`-dire pour chacune des colonnes des matrices pre´ce´dentes (l’in-
dice j est employe´ au cours de cette description pour de´signer une colonne), l’e´quation suivante
est ve´rifie´e. Elle joue le meˆme roˆle central que dans le cas scalaire :
∀j, Afj = gj + Xtej , (C1)
δ(fj , gj) 6 δj .
Une autre condition va nous donner le lien entre les diffe´rentes e´tapes du processus.
rg (e(0)) = m. (C2)
Comme dans le cas scalaire, et dans le but d’utiliser de fac¸on similaire le the´ore`me 8.6, on
va chercher a` « e´loigner » l’erreur autant que possible au fur et a` mesure du processus. Pour
cela, on avance de l’e´tape t a` t + 1 de telle sorte que la moyenne des coefficients δj avance de
strictement moins que 1 (on va voir que l’incre´ment est mm+n).
Les quantite´s que nous traitons au cours de l’algorithme e´voluent d’e´tape en e´tape. Aussi,
pour distinguer la valeur de fj entre les diffe´rentes e´tapes, on utilise la notation f
(t)
j , et plus
ge´ne´ralement l’exposant (t), pour distinguer les valeurs associe´es a` l’e´tape t de l’algorithme.
On omettra souvent cette pre´cision lorsque le contexte le permet.
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8.4.2 Initialisation
Pour commencer, on de´taille la fac¸on dont on initialise le processus. Cette initialisation
doit eˆtre effectue´e avec soin car elle conditionne la correction de l’algorithme. L’initialisation
que nous proposons est une ge´ne´ralisation de celle propose´e en 8.2.1.
La donne´e de de´part est l’entier s, de´fini tel que les colonnes des s matrices [X0]A jusqu’a`
[Xs−1]A engendrent l’espace Km×1. De ces colonnes on peut extraire une base de Km×1. On
le fait en choisissant m vecteurs r1, . . . , rm appartenant a` la base canonique de K
n×1, ainsi





k ∈ [[1, m]] constituent une base (un couple (ik, rk) identifie ainsi dans quel coefficient et dans
quelle colonne on choisit un vecteur).
L’indice de de´part est s (comme c’e´tait de´ja` le cas pour Berlekamp-Massey scalaire4). La
matrice f (s) est initialise´e comme suit. Pour les n premie`res colonnes, on choisit la matrice
identite´ In. Les m colonnes restantes sont choisies comme e´tant les X




s−i1r1 · · · Xs−imrm
)
.
On prend s comme valeur initiale commune des δj . De cette fac¸on, la condition (C1) est
valide pour chaque colonne (puisque pour tout j, on a δj = s, il n’y a pas de contrainte sur
la de´termination de gj et ej).
La condition (C2) sur le rang de la matrice e(0) est une conse´quence facile du choix des
ik et des rk : si l’on note β(X) la matrice m × m forme´e par les m dernie`res colonnes de
e(s)(X) = A(X)f (s)(X) div Xs, on voit que le choix des ik et des rk fait que les colonnes de
β(0) sont les vecteurs vk, qui forment une base de K
m×1. La matrice β(0) est donc de rang
maximal m. Il en est alors de meˆme pour la matrice e(s)(0).
Pour permettre par la suite de prouver que l’algorithme fournit un re´sultat non trivial, on
ge´ne´ralise la preuve faite dans le cas scalaire en 8.2.1. On conside`re la matrice h(X) de taille
(m + n)× (m + n) obtenue en concate´nant verticalement les matrices f et e. Initialement, la




s−i1r1 · · · Xs−imrm
... β(X)
 .
Comme ik < s pour tout k, il est facile de voir que la partie en haut a` droite de h
(s)(0)
est nulle. On peut donc facilement calculer le de´terminant de la matrice h(s), qui est :
det h(s)(0) = det β(0) 6= 0.
La matrice h(s)(X) est donc unimodulaire, c’est-a`-dire inversible dans K[[X]](m+n)×(m+n),
puisque son de´terminant est une unite´ dans K[[X]]. Cette information nous sera utile ulte´-
rieurement.
8.4.3 Description de l’ite´ration
On souhaite passer de l’e´tape t a` l’e´tape t + 1. Examinons la re´partition des coefficients
non nuls des produits A(X)fj(X). Ces produits sont au nombre de m + n, ils constituent les
4Le choix de s comme nom de variable correspond a` start.
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colonnes de la matrice Af . En conside´rant de telles colonnes comme des polynoˆmes ayant des
vecteurs comme coefficients, on reprend des sche´mas semblables a` ceux qui avaient e´te´ faits
dans le cas scalaire. Sur chaque ligne, on repre´sente les coefficients non nuls de A(X)fj(X), en
marquant une case d’un point. La k-e`me case d’une ligne est vide (ou marque´e 0) si l’on sait
par construction que le coefficient correspondant [Xk]Afj est le vecteur nul. Pour prendre un















On a marque´ certaines cases par  pour le cas spe´cifique du coefficient de degre´ t. En
vertu de la condition (C2), on sait que la matrice e(0) est de rang m.
On souhaite annuler les coefficients de degre´ t. Cela doit eˆtre fait sans modifier profonde´-
ment les valeurs des δj . Le proce´de´ employe´ est en fait une sorte d’e´limination gaussienne. La
matrice dont on veut annuler les coefficients est [X t]Af , c’est-a`-dire e(0). On sait que cette
matrice, de taille m× (m + n), est de rang m. On s’autorise les ope´rations suivantes, de´finies
invariablement sur les colonnes de e(0), e(X), ou` f(X). Comme ce sont des ope´rations sur
les colonnes, elles reviennent toujours a` la multiplication a` droite par une certaine matrice
carre´e.
– E´changer deux colonnes.
– Ajouter un multiple de la colonne j1 a` la colonne j2 pourvu que l’on ait δj1 6 δj2 .
– Multiplier une colonne par X (cette ope´ration doit eˆtre vue du point de vue polynomial).
Ces ope´rations correspondent respectivement a` la multiplication a` droite par une matrice de
permutation, par une matrice de transvection, et dans le dernier cas par une matrice diagonale
(avec des 1 partout et un X pour l’un des coefficients). Dans les deux premiers cas, il s’agit
de matrices unimodulaires (le de´terminant vaut 1), et dans le dernier cas le de´terminant vaut
X.
Ces ope´rations sont suffisantes. On commence par re´ordonner les colonnes par ordre des
δj croissants. On fait ensuite une e´limination gaussienne sur les colonnes de la matrice, en
additionnant uniquement des colonnes a` des colonnes d’indice plus e´leve´. Cela a pour effet
de conserver seulement m colonnes non nulles dans la matrice e(0), puisque le rang de cette
matrice est m. Pour les indices correspondant aux colonnes que l’on a ainsi annule´es, l’e´quation
(C1) est maintenant ve´rifie´e sans modification pour l’e´tape t+1. Les indices δj correspondant
a` ces colonnes sont inchange´s. Sur notre repre´sentation graphique des coefficients non nuls,
le processus d’e´limination gaussienne a produit des 0 pour certains coefficients, sans autre
modification (hormis la permutation des fj qui correspond au tri des δj).














Pour garder les choses ordonne´es, on se permet une nouvelle permutation des indices des
colonnes, de manie`re a` avoir des colonnes nulles pour les n premiers indices, de 1 a` n, et
les m autres colonnes ensuite. L’ensemble des ope´rations effectue´es jusqu’a` pre´sent (le tri et
l’e´limination gaussienne) rentrent dans le cadre des deux premie`res ope´rations que nous nous
sommes autorise´es. Elles peuvent eˆtre synthe´tise´es, ensemble, par la multiplication a` droite
par une matrice que l’on nomme τ (t). Cette matrice est un produit de matrices de permutation
et de matrices de transvection. C’est donc une matrice scalaire de de´terminant 1.
L’e´tape qui suit consiste a` se de´barrasser des colonnes restantes dans la matrice e(0). Ces
colonnes sont repre´sente´es par les losanges sur la figure qui pre´ce`de. On sait que la sous-
matrice de e(0) forme´e par ces m colonnes est de rang maximal m, par construction. On
fait comme on a de´ja` fait pour Berlekamp-Massey scalaire : on « pousse » ces colonnes en
multipliant les fj correspondants par X, c’est-a`-dire la troisie`me des ope´rations mentionne´es
plus haut. Cela a pour effet de de´caler d’un coefficient les repre´sentations graphiques qui
nous servent de support. Les coefficients δj correspondants sont alors incre´mente´s de 1. Cette
e´tape correspond a` la multiplication a` droite par la matrice D = diag(1, . . . , 1, X, . . . , X) ou`





































Nous avons maintenant une situation qui correspond parfaitement a` ce que l’on doit avoir
a` l’e´tape t+1 pour satisfaire la condition (C1). Par ailleurs, les losanges ont e´te´ conserve´s sur
le dessin. Ils repre´sentent des colonnes qui, mises ensemble, ont un rang maximal. Il s’ensuit
que la condition (C2) est elle aussi ve´rifie´e, la nouvelle matrice e(t+1) s’e´crivant :




Cette formulation de la nouvelle valeur de e en fonction de l’ancienne ainsi que des matrices
τ (t) et D n’est pas spe´cifique, et s’obtient de manie`re identique pour les autres grandeurs que
sont fj , gj , et δj . Si l’on adopte la notation P
(t) = τ (t)D, on vient en fait de fournir une
preuve constructive du re´sultat suivant. La proce´dure correspondante est consigne´e dans le
programme 8.3, en langage Magma, de telle sorte que l’on espe`re le re´sultat compre´hensible
et relativement complet.
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The´ore`me 8.8. Si les conditions (C1) et (C2) sont ve´rifie´es a` l’e´tape t, il existe un algorithme
qui, en fonction de e(t)(0) et ∆(t), produit une matrice τ (t) telle que (en notant P (t) = τ (t)D) :




∆(t+1) = ∆(t)P (t), h(t+1) = D−1h(t)τ (t)D,
ou` l’on entend le produit ∆(t)P (t) au sens des lois d’anneau (max, +) sur N ∪ {−∞}. Ces








Ce the´ore`me implique en particulier que le de´terminant de la matrice h(t) est constant et
donc en particulier que cette matrice reste unimodulaire.
De´monstration. On a de´ja` de´montre´ tout le cheminement inclus dans cet e´nonce´. Il convient
de commenter brie`vement la notation ∆(t)P (t). On munit l’ensemble N∪{−∞} des lois d’an-
neau (max, +). Ainsi, l’ope´rateur deg est un morphisme d’anneaux de K[X] vers N ∪ {−∞}.
C’est en ce sens que doit eˆtre entendu le produit de matrices en question. Il est facile de
ve´rifier que cette expression de ∆(t+1) est correcte.
L’expression de h(t+1) se de´duit de celle de f (t+1) et de e(t+1). ¥
8.4.4 Terminaison
De´crire l’algorithme de Coppersmith une fois que l’on a obtenu le the´ore`me 8.8 se fait sans
difficulte´ : on ite`re l’algorithme ComputePMatrix1 du programme 8.3 jusqu’a` obtention d’un
ge´ne´rateur. Il est aise´ de constater que l’on peut se contenter, pour les donne´es de l’algorithme,
de ne maintenir que les matrices e(0) et f (ainsi bien suˆr que les coefficients δj). On discute
maintenant a` quel moment et pourquoi un ge´ne´rateur est obtenu.
La valeur moyenne δ des coefficients δj , comme on l’avait annonce´, augmente d’exactement
m
m+n lorsque t augmente de 1. C’est une conse´quence du the´ore`me 8.8. Nous pouvons donc
exprimer la moyenne de la diffe´rence t− δ.
t− δ = t− (s + (t− s) m
m + n
) = (t− s) n
m + n
.





, on applique l’e´galite´ qui pre´ce`de, et on trouve :
t− δ > d.
Par conse´quent, pour au moins un indice j, on a t− δj > d. Cette condition, en vertu du
the´ore`me 8.6, implique que ej est nul, donc que fj est un ge´ne´rateur line´aire vectoriel, c’est-
a`-dire ce que l’on cherche. On prouve aise´ment qu’il ne s’agit pas d’un ge´ne´rateur trivial, car
cela provoquerait la nullite´ d’une colonne de la matrice h(X). Or on sait que cette matrice
est constamment unimodulaire, donc elle ne peut avoir une colonne nulle.
Une autre fac¸on plus terre-a`-terre de ve´rifier si l’on a un ge´ne´rateur est la suivante. Si fj
est un ge´ne´rateur a` partir de l’e´tape t, alors, dans toutes les e´tapes suivantes, la colonne j de
la matrice e(0) est nulle en entre´e de l’algorithme ComputePMatrix1. Si une telle situation se
re´pe`te plusieurs fois, on peut parier que l’on a un ge´ne´rateur.
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Algorithme ComputePMatrix1 « 1 » car on avance d’une e´tape
Entre´e : Un couple E==(e, ∆), avec:
e une matrice de taille m× (m + n) (la matrice e(0)).
∆ un vecteur de m + n entiers.
Sortie : P telle que de´finie par 8.8.
function ComputePMatrix1(E)
e:=E[1]; delta:=E[2]; m:=Nrows(e); n:=Ncols(e)-m; assert #delta eq m+n;
KP:=CoefficientRing(e); X:=KP.1;
// Tri.
sorted:=[c[2] : c in Sort([<delta[i],i> : i in [1..m+n]])];
P:=Matrix(m+n,m+n,[<sorted[i],i,KP!1> : i in [1..m+n]]);
e*:=P;
// E´limination gaussienne
busy:=[false : i in [1..m+n]];
for i in [1..m] do
pivots:=[j : j in [1..m+n] | e[i][j] ne 0 and not busy[j]];
if IsEmpty(pivots) then continue; end if;
j:=pivots[1]; Remove(~pivots,1); busy[j]:=true;
for k in pivots do
c:= - e[i][k] / e[i][j]; AddColumn(~e,c,j,k); AddColumn(~P,c,j,k);
end for;
end for;
// Ici, on ne retrie pas.
for j in [j : j in [1..m+n] | busy[j]] do MultiplyColumn(~P,X,j); end for;
return P;
end function;
Programme 8.3: Calcul de P (t)
Il reste a` conclure la preuve de la proposition 8.7 page 140. On doit montrer que δ(fj , gj)





. Il faut donc examiner δ, et tenter
d’obtenir la bonne borne supe´rieure.










































8.4.5 Obtention d’une description en fractions rationnelles
Tel que nous avons de´crit l’algorithme, le re´sultat obtenu est manifestement un ge´ne´ra-
teur line´aire vectoriel. On peut attendre un peu mieux que ce simple ge´ne´rateur dans le cas
8.4. L’algorithme propose´ par Coppersmith 147
« ge´ne´rique », ou` l’on choisit d’exclure les cas particuliers.
Si, au cours de l’e´volution de l’algorithme, tout se passe « comme pre´vu », les entiers δj
augmentent de concert, et sont tous concentre´s autour de leur valeur moyenne. En effet, si
δj < δ apre`s l’ite´ration t, il y a de fortes chances pour que la colonne j serve de pivot dans
l’e´limination gaussienne a` l’e´tape t + 1, ce qui provoque une incre´mentation de δj .
Cette situation se maintient tant qu’aucun des δj ne devient infe´rieur a` la borne t − d.
Lorsque c’est le cas, la colonne j se stabilise, car elle a converge´ vers un ge´ne´rateur line´aire, en
vertu du the´ore`me 8.8 : la colonne correspondante de la matrice e(X) devient nulle, et donc
la colonne j ne sert plus a` aucun moment de pivot et ne rec¸oit plus aucun ajout d’une autre
colonne. Si l’e´volution des autres coefficients δj continue conforme´ment au comportement
moyen, on de´montre sans peine qu’une ite´ration plus tard, il y a exactement n colonnes pour
lesquelles δj 6 t− d. Les fj correspondants sont tous des ge´ne´rateurs line´aires vectoriels.
Nous montrons que dans cette situation, les ge´ne´rateurs vectoriels forment ensemble un
ge´ne´rateur line´aire matriciel unimodulaire qui nous donne donc une description en fraction
rationnelle a` droite pour la se´rie A. Pour obtenir cette proprie´te´, examinons la matrice h(t).
En permutant les colonnes de fac¸on approprie´e, on peut nommer f+(X) la sous-matrice de
taille n × n constitue´e des n ge´ne´rateurs line´aires vectoriels (les fj). On place cette matrice





Comme les colonnes de f+(X) sont des ge´ne´rateurs line´aires vectoriels, on de´duit que e+(X) =
0. Ensuite, on sait que la matrice e−(X) a pour terme constant une matrice de rang m, en
vertu de la condition (C2). La matrice e−(X) est donc unimodulaire. C’est aussi le cas de
h(t)(X), donc f+(X) posse`de aussi cette proprie´te´. La matrice f+(X) est donc effectivement
un ge´ne´rateur line´aire matriciel unimodulaire.
Si l’on peut montrer que « si tout se passe bien », suffisamment de colonnes ve´rifient
δj 6 t − d a` partir d’une certaine ite´ration, la composante re´ellement inte´ressante est le
moment ou` cela intervient. Dans tous les cas, si on laisse t augmenter suffisamment, il est
certain que n colonnes ve´rifient cette identite´. Mais on est he´las incapable d’obtenir une borne
correcte sur le moment ou` une telle situation est atteinte. La meilleure borne que l’on peut
montrer est s + (1 + m)d. Et dans des cas tre`s particuliers (tre`s e´loigne´s du cas ge´ne´rique),





qui est l’ite´ration a` partir de
laquelle on peut garantir que l’on dispose d’un ge´ne´rateur line´aire vectoriel.
8.4.6 Complexite´
E´valuons la complexite´ de l’algorithme. A` chaque e´tape t, les ope´rations suivantes sont
effectue´es.
– Calcul de la matrice e(t)(0) = [Xt](Af (t)).
– Application de l’algorithme ComputePMatrix1.
– Multiplication de f (t) par la matrice P ainsi calcule´e.
On peut remarquer que les coefficients des m colonnes de la matrice e(0) qui ont servi de
pivot pour l’e´limination gaussienne re´apparaissent automatiquement a` l’e´tape t + 1. Seules
n colonnes doivent donc eˆtre calcule´es. Le degre´ moyen des colonnes de f est donne´ par
δ qui vaut t mm+n (asymptotiquement). Le nombre de multiplications dans le corps de base
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ne´cessaires pour calculer la matrice e(t)(0), en tenant compte de l’information qui peut eˆtre








L’algorithme ComputeMatrix1 prend un temps qui ne varie pas, du moins tel qu’on l’a de´-
crit. Toutefois, pour calculer f (t)P (t) efficacement, on le calcule au cours de la construction
de la matrice P (qui ne devient plus qu’un sous-produit de l’algorithme). Le nombre de
multiplications a` effectuer est gouverne´ par le nombre de multiplications par des matrices
de transvection (les additions de multiples de colonnes). Cela ame`ne, compte tenu du degre´
moyen de f , t mm+nmn multiplications dans le corps de base.
La valeur maximale de t e´tant m+nn d, on de´duit que le nombre de multiplications requises
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8.5 Une version sous-quadratique
Nous de´crivons maintenant comment les diffe´rents e´le´ments pre´sente´s peuvent eˆtre ras-
semble´s pour former une ge´ne´ralisation matricielle de l’algorithme de Berlekamp-Massey qui
ait une complexite´ sous-quadratique. La complexite´ de l’algorithme que nous pre´sentons est
en O(N log2 N). Une e´valuation exacte du nombre d’ope´rations requises est plus de´licate, mais
ne´anmoins re´alise´e (en 8.5.3).
8.5.1 Structure re´cursive
On peut de´gager un trait essentiel de la version sous-quadratique de l’algorithme d’Euclide
e´tendu qui a e´te´ pre´sente´e en 8.2.2. En effet, une structure re´cursive a e´te´ adopte´e, de telle
sorte que des donne´es de taille re´duite soient ge´re´es dans les pas re´cursifs, et qu’elles soient
compose´es ulte´rieurement. Une telle approche permet de tirer parti des algorithmes rapides
de multiplication de polynoˆmes (sans lesquels l’effort serait vain). Par ailleurs, la clef de vouˆte
de cet algorithme est la possibilite´ d’utiliser une information re´duite pour calculer une partie
des donne´es : c’est ce qui rend les pas re´cursifs possibles.
Nous adoptons ici une strate´gie identique. Nous montrons dans quelle mesure une in-
formation partielle nous permet d’« avancer », et nous mettons ensuite en place une struc-
ture re´cursive. La pre´sentation que nous avons faite de l’algorithme de Berlekamp-Massey
matriciel propose´ par Coppersmith nous fournit de´ja` toute l’ossature d’une telle de´marche.
Les notations et donne´es sont les meˆmes dans l’algorithme que nous pre´sentons. Le principe
d’« approximations successives » reste valide, bien que la notion d’« e´tape » de l’algorithme
doive surtout eˆtre comprise comme une re´fe´rence a` l’algorithme ite´ratif. Nous commenc¸ons
par mettre en place le re´sultat sur l’utilite´ des informations partielles. La donne´e qui nous
importe est la suivante :
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De´finition 8.9. On appelle k-contexte une paire E = (e(X), ∆) correspondant a` une e´tape
de l’algorithme, comme explique´ en 8.4.1, et ou` seulement k coefficients de la matrice e(X)
sont connus (e est une classe modulo Xk).
Cette notion nous permet de ge´ne´raliser ainsi le the´ore`me 8.8.
The´ore`me 8.10. Un k-contexte E correspondant a` l’e´tape t de l’algorithme permet de de´ter-
miner de manie`re unique les matrices P (t), . . . , P (t+k−1).
De´monstration. On de´montre le re´sultat par re´currence sur k. Pour le cas ou` k = 1,
l’e´nonce´ co¨ıncide avec le the´ore`me 8.8. Dans le cas ou` k > 1, on peut utiliser le the´ore`me 8.8
qui nous donne a` tout le moins la matrice P (t). On connaˆıt aussi les expressions suivantes :




∆(t+1) = ∆(t)P (t).
De ces relations, on conclut aise´ment que (e(t+1), ∆(t+1)) forme un (k − 1)-contexte. Par
application de l’hypothe`se de re´currence, le re´sultat voulu se de´duit. ¥
Ce re´sultat occupe une place centrale dans l’algorithme que l’on de´crit. Il permet en
particulier de justifier la notation suivante.
De´finition 8.11. Soit E un k-contexte (k est un entier positif). Supposons que E corresponde
a` l’e´tape t de l’algorithme. Soient a et b deux entiers tels que 0 6 a 6 b 6 k. On note pi
(a,b)
E




(t+a) . . . P (t+b−1).
Dans le cas ou` a = b, la matrice pi
(b,b)
E est l’identite´.
Cette de´finition nous permet d’e´noncer la proposition suivante qui est un corollaire im-
me´diat du the´ore`me 8.10.
Corollaire 8.12. Soit t une e´tape de l’algorithme. Soient f (t), g(t), e(t), ∆(t), et h(t) les
donne´es correspondantes, et E(t) = (e(t), ∆(t)) un k-contexte associe´ (pour un entier k > 0).
On a :
f (t+k) = f (t)pi
(0,k)
E(t)
, g(t+k) = g(t)pi
(0,k)
E(t)








, h(t+k) = D−kh(t)pi(0,k)
E(t)
.
Notre examen du fonctionnement de l’algorithme quadratique pre´sente´ en 8.4 montre que





Cette matrice est bien de´finie car on peut faire aise´ment de E(s) un (L− s)-contexte : il suffit
de calculer. Nous montrons pourquoi c’est cette quantite´ qui est importante. Par de´finition
de la matrice pi, et par application de l’e´nonce´ qui pre´ce`de, on a en particulier :
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On a choisi L pour qu’un ge´ne´rateur line´aire vectoriel se trouve parmi les colonnes de f (L) (et
meˆme possiblement plusieurs ge´ne´rateurs, donnant une description en fraction rationnelle).
Ce point a e´te´ de´montre´ en 8.4.4. Il nous est possible d’identifier quels sont ces ge´ne´rateurs
par la nullite´ des colonnes correspondantes de la matrice e(L). Donc, une fois les donne´es
d’initialisation calcule´es (f (s), e(s), et ∆(s), les deux derniers formant E(s)), la matrice pi
(0,L−s)
E(s)
est une donne´e suffisante pour finir le calcul.
Notre algorithme calcule cette matrice re´cursivement, en utilisant seulement E (s) comme
donne´e. Nous pouvons donner le mode de fonctionnement de la proce´dure re´cursive qui, e´tant
donne´ un b-contexte E = (e, ∆), calcule la matrice pi
(0,b)
E .
– Si b vaut 1, on calcule pi
(0,1)
E = P par l’algorithme ComputePMatrix1.
– Dans le cas ge´ne´ral, on forme pour commencer le b b2c-contexte EL obtenu par restriction :










re´cursivement. Cette matrice, par de´finition,









E , on calcule EM = E
(t+b b
2














Par application du the´ore`me 8.10 et de son corollaire, on a que EM forme ainsi un
d b2e-contexte.












– On calcule pi
(0,b)












Un exemple d’implantation en Magma de cet algorithme est donne´ par le programme 8.4.
Cet exemple ne tient pas compte de la possibilite´ d’utiliser la transforme´e de Fourier.
8.5.2 Usage de la transforme´e de Fourier
Deux ope´rations dans l’algorithme pre´ce´dent sont couˆteuses. Il s’agit du calcul des produits
epiL et piLpiR. Ces matrices ont toutes des degre´s assez grands (proportionnels a` b). Les produits
peuvent donc eˆtre calcule´s avantageusement en utilisant la transforme´e de Fourier rapide
(FFT).
On rappelle brie`vement le mode d’ope´ration de la FFT. Un expose´ plus complet se trouve
par exemple dans [vzGG99, chap. 8]. On s’inte´resse a` la multiplication de deux polynoˆmes
de degre´ N . Pour pouvoir utiliser la FFT dans sa version la plus simple, on a besoin de
supposer que le corps de base K contienne des racines 2d-e`mes de l’unite´, pour 2d > 2N .
Il est possible de se placer dans une extension K ′ (au prix de l’augmentation du couˆt des
ope´rations, notamment des multiplications). L’ope´ration de multiplication s’effectue alors en
trois e´tapes. Appelons P et Q les deux polynoˆmes que l’on cherche a` multiplier, et w une
racine 2d-e`me de l’unite´, pour d = 2 + blog Nc. Par log, on note le logarithme en base 2. On
parle de FFT d’ordre d.
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Algorithme ComputePMatrixRec
Entre´e : Un b-contexte E = (e, ∆).




if b eq 0 then return Im+n; end if;
if b eq 1 then return ComputePMatrix1(<e,∆>); end if;
c:=b div 2;
EL:=<e mod X^c,∆>; /* Un b b2c-contexte */
piL:=ComputePMatrixRec(EL,c);





Programme 8.4: Algorithme re´cursif pour calculer les matrices pi.
– On commence par le calcul des transforme´es de Fourier discre`tes (DFT) de chacune des
entre´es. Chacune de ces ope´rations ne´cessite d2d−1 ≈ 12N log N multiplications. La DFT
du polynoˆme P s’e´crit comme le 2d-uplet :
P̂ = (P (1), P (w), . . . , P (w2
d−1)).
– La convolution, c’est-a`-dire le produit terme a` terme des deux DFTs P̂ et Q̂, est forme´e
au prix de 2d ≈ N multiplications. Ce produit terme a` terme est le 2d-uplet :
P̂ Q̂ = (P (1)Q(1), P (w)Q(w), . . . , P (w2
d−1)Q(w2
d−1)) = P̂Q.
– On calcule PQ a` partir de P̂Q par une ope´ration semblable au calcul de la DFT : c’est
une DFT inverse, ou IDFT, qui ne´cessite d2d−1 ≈ 12N log N multiplications. L’ope´ration
IDFT donne une re´ponse de´finie modulo X2
d − 1 (cela tient bien suˆr au choix de w), ce
qui explique la contrainte 2d > 2N
Remarques
Ce sche´ma ame`ne plusieurs remarques. Toutes sont pertinentes dans notre situation.
Connaissance partielle du re´sultat
Tout d’abord l’entier d, qui parame`tre le nombre de points utilise´s pour le calcul de la
DFT, est essentiellement conditionne´ par le nombre de coefficients inconnus du re´sultat. En
effet, d’une manie`re ge´ne´rale, s’il existe deux fractions rationnelles Φ et Ψ telles que le re´sultat
R s’e´crive R = Ψ(X, Φ(X, P, Q)) ou` la complexite´ de l’e´valuation des fractions rationnelles
est inde´pendante de d, c’est le degre´ de Φ(X, P, Q) qui importe. On illustre cette ide´e par un
exemple. Si l’on sait que le produit des polynoˆmes P et Q vaut 1 + XaS(X), on pose :
Φ(X, P, Q) =
PQ− 1
Xa
, Ψ(X, S) = 1 + XaS.
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Il est aise´ de remplacer l’e´tape de convolution par le calcul du 2d-uplet suivant :(






Chacune des e´valuations couˆte un nombre constant de multiplications car les puissances de
w sont pre´calcule´es (on peut conside´rer que la DFT de Xa est « a` porte´e de la main »). Donc
l’e´tape de convolution garde la meˆme complexite´ line´aire en N . Il est ensuite suffisant de
s’assurer que 2d > deg S pour avoir une de´termination unique de S par la DFT inverse. Cette
formalisation pourrait eˆtre pousse´e plus loin, mais l’exemple que nous donnons correspond a`
nos besoins.
Une autre manie`re de traiter le cas particulier que nous avons pris en exemple est d’utiliser
les algorithmes de middle-product comme dans [HQZ03].
Adaptation au produit de matrices
Un point primordial est la fac¸on dont ce proce´de´ « e´valuation-convolution-interpolation »
s’adapte au cas du produit de matrices de polynoˆmes. En effet, pour calculer le produit de
deux matrices de taille p× p et de degre´ N par exemple, on doit :
– calculer toutes les DFTs : p2N log N multiplications.
– calculer les convolutions : p3N multiplications.
– calculer les IDFTs : 12p
2N log N multiplications.
Ainsi, on de´couple les deux composantes importantes. Si l’on tente d’exprimer la complexite´
alge´brique du produit de matrices, on arrive a` p3M(N), et ici on fait mieux que spe´cifier
M(N) = N log N . Le produit de matrices polynomiales est donc un exemple de contexte ou`
l’emploi de la transforme´e de Fourier permet de modifier l’algorithme en profondeur.
Extensions du corps de base
On a parle´ de description « simple » de la FFT, en reque´rant l’existence de racines 2d-
e`mes de l’unite´ dans le corps de base. Si ce n’est pas le cas, on peut avoir a` se placer sur
une extension alge´brique pour obtenir ces racines, ce qui est praticable lorsque le degre´ de
cette extension est mode´re´. Dans ce cas, on peut remarquer que plusieurs DFTs peuvent eˆtre
calcule´es en une. On illustre ce propos en montrant comment, dans le cas d’une extension
K ′ = K(
√−1) de degre´ 2, deux DFTs peuvent eˆtre regroupe´es. D’une manie`re ge´ne´rale, pour
une extension de degre´ k, ou` k est une puissance de 2, on peut regrouper k DFTs en une.
Pour notre exemple, notons i =
√−1. Pour calculer simultane´ment P̂ et Q̂, on calcule la DFT
de P + iQ. Comme la conjugaison complexe permute les racines de l’unite´, on connaˆıt pour
chaque puissance wj de w les valeurs de (P + iQ)(wj) et (P + iQ)(wj). Il est trivial d’en
de´duire P (wj) et les autres valeurs qui nous inte´ressent.
Usage de la FFT entie`re
Par le proce´de´ que l’on vient de de´crire, on amoindrit la pe´nalite´ que repre´sente le passage
dans une extension alge´brique. Toutefois, un gain nettement plus inte´ressant peut eˆtre fait en
se plac¸ant tout simplement sur les entiers. L’algorithme de multiplication rapide de Scho¨nhage-
Strassen [SS71], de´crit dans [vzGG99] et implante´ par exemple par [Zim98], fonctionne selon
le meˆme sche´ma que celui que l’on vient d’exposer. Pour multiplier deux entiers de N bits,
sa complexite´ est O(N log N log log N). La composante log log N ne doit pas eˆtre vue comme
un inconve´nient de cette me´thode, puisque log log est une fonction tre`s faiblement croissante.
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Bien au contraire, elle est en fait la marque de ce qui fait l’avantage de l’algorithme. Sans
rentrer dans les de´tails de son fonctionnement, remarquons que dans la description faite au
paragraphe pre´ce´dent, l’arithme´tique sur les coefficients du polynoˆme se fait a` une taille fige´e.
Et il se peut que ce ne soit ni une taille vraiment facile, ni une taille ou` une algorithmique
rapide peut fonctionner avantageusement. Sur les entiers, l’algorithme de Scho¨nhage-Strassen





bits. Les multiplications de ces blocs (multiplications entie`res) sont effectue´es selon le meˆme
proce´de´ (c’est-a`-dire qu’au second niveau de la re´cursion on a des blocs de 4
√
N bits). Ce
de´coupage « variable » est en fait bien plus avantageux (et est la cause du log log N).
Bien entendu, il n’est pas parfaitement clair que multiplier des polynoˆmes sur des corps
finis puisse se faire en ayant recours a` la multiplication d’entiers. C’est une application de la
technique dite pack and pad , attribue´e a` Kronecker. Pour simplifier, supposons que K est le




ou` l’on prend pour pi l’unique repre´sentant dans [[0 . . . `− 1]]. Soit f l’entier dlog((N + 1)`2)e.














Notre choix de f fait que les coefficients de cette somme restent borne´s par 2f . Par re´duction
modulo `, on retrouve donc les termes
∑
i+j=k piqj qui sont les coefficients du produit des
polynoˆmes P et Q. Ainsi, la multiplication entie`re par FFT permet de multiplier des objets
dans des structures varie´es5. Cette me´thode de pack and pad est tre`s efficace car la constitution
de P peut se faire tre`s rapidement. Bien suˆr, les donne´es sont grossies, mais seulement d’un
facteur 2 + log Nlog ` . Si ` est grand, ce n’est donc pas plus couˆteux que le fait de prendre une
extension alge´brique lorsque c’est ne´cessaire (et dans les faits, c’est plus efficace). Si ` est tre`s
petit, d’autres techniques peuvent eˆtre utilise´es [vzGG96].
Il est important de noter que l’usage de la FFT entie`re n’empeˆche pas de be´ne´ficier de la
remarque faite plus haut sur l’adaptation du sche´ma e´valuation-convolution-interpolation au
produit de matrices6.
Adaptation a` l’algorithme
Nous voulons examiner, dans l’algorithme 8.4, comment les produits epiL et piLpiR peuvent
eˆtre effectue´s en utilisant la FFT. Nous resterons dans le cadre de la FFT polynomiale, une
analyse similaire pouvant eˆtre mene´e si l’on utilise la FFT entie`re. Les dimensions des objets
concerne´s sont donne´es par la table 8.5 et exprime´es en utilisant l’abre´viation φ = mm+n . On
ne´glige les termes d’influence minimale (les parties entie`res disparaissent, par exemple).
5Voire tre`s varie´es. Cf [GG01] pour une multiplication de polynoˆmes sur des se´ries sur une extension non
ramifie´e d’un corps p-adique, par FFT entie`re.
6Il est ne´anmoins regrettable qu’aucune librairie multipre´cision ne fournisse un acce`s spe´cifique a` ces trois
fonctions distinctes. Il se peut toutefois que ce soit le cas de la librairie GMP a` moyen terme (P. Zimmermann,
communication prive´e, janvier 2003).
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Matrice Taille degre´
e m× (m + n) b
piL (m + n)× (m + n) φ b2
piR (m + n)× (m + n) φ b2




piLpiR (m + n)× (m + n) φb
Table 8.5 – Donne´es du calcul re´cursif des matrices pi
Donne´es Ope´ration Ordre Complexite´
e→ ê DFT log ((1 + φ)b) 1
2
m(m + n)(1 + φ)b log ((1 + φ)b)
piL → piL DFT log ((1 + φ)b) 1
2
(m + n)2(1 + φ)b log ((1 + φ)b)
êR → eR IDFT log ((1 + φ)b) 1
2
m(m + n)(1 + φ)b log ((1 + φ)b)
piR → piR DFT log (2φb) 1
2
(m + n)22φb log (2φb)
pi → pi IDFT log (2φb) 1
2
(m + n)22φb log (2φb)
Table 8.6 – Ordres maximaux des DFTs pour le calcul re´cursif des matrices pi
On commence par le cas le plus simple, celui du produit piLpiR. E´tant donne´ le degre´ du
produit, on a besoin d’une FFT d’ordre d, ou 2d > φb, donc d > log(φb). Pour calculer la
matrice eR = epiL div X
b b
2
c, il faut une FFT d’ordre d, ou` 2d est strictement supe´rieur au
nombre de coefficients inconnus du produit. Cela impose :
















Pour obtenir des bornes supe´rieures sur les ordres des DFTs, on est oblige´ de multiplier par
deux les bornes infe´rieures qui viennent d’eˆtre choisies. On peut re´sumer les ordres ne´ces-
saires pour les ope´rations de DFTs et IDFTs, ainsi que les nombres de multiplications qui en
de´coulent. Les informations correspondantes sont consigne´es dans la table 8.6.
8.5.3 Complexite´
Nous disposons maintenant de l’information ne´cessaire pour e´valuer la complexite´ de l’al-
gorithme re´cursif propose´ pour le calcul de ge´ne´rateurs line´aires vectoriels. Cette complexite´
passe d’abord par le calcul du couˆt de chaque re´cursion. Notons C(b) le nombre de multi-
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plications ne´cessaires pour calculer pi
(0,b)
E (ainsi, cette analyse est essentiellement pertinente
lorsque le corps de base est grand). On de´montre le re´sultat suivant.
The´ore`me 8.13. Le nombre de multiplications requises par l’algorithme ComputePMatrixRec





















ou` l’on de´finit c(φ) = φ2 + 3.5φ + 0.5.
De´monstration. Le couˆt en dehors des re´cursions est l’addition des complexite´s mention-
ne´es dans les cinq lignes de la table 8.6, ainsi que du couˆt des convolutions. On ne´glige tous
les termes dont la contribution rentre dans la composante O((m+n)2b). Tout d’abord, le couˆt
des DFTs et IDFTs est :










(m + n)24φb log b
)
,
= (m + n)2c(φ)b log b, comme annonce´.
Quant au couˆt des convolutions, il s’obtient de fac¸on similaire, en lisant les tables 8.5 et 8.6.
CONV = m(m + n)2(1 + φ)b + (m + n)32φb,
= m(m + n)2(3 + φ)b.
L’e´quation de couˆt annonce´ est donc correcte. ¥
En utilisant ce the´ore`me, on de´duit la complexite´ du calcul d’un ge´ne´rateur line´aire vec-
toriel en fonction du parame`tre d :









d log2 d + O
(m
n
(m + n)3d log d
)
.
Si l’on souhaite exprimer la complexite´ en fonction du degre´ du ge´ne´rateur line´aire calcule´




k log2 k + O
(
(m + n)3k log d
)
.
8.6 Performance de l’algorithme re´cursif
8.6.1 Implantation
Comme c’est souvent le cas avec les algorithmes ayant une structure re´cursive, il est
pre´fe´rable de ne pas descendre re´cursivement jusqu’aux sous-proble`mes de taille minimale, car
l’approche re´cursive engendre pour ces tailles un surcouˆt relativement important. C’est le cas
de l’algorithme que nous avons pre´sente´. En-dessous d’une certaine valeur du parame`tre b qui
mesure directement la taille de l’entre´e, la performance est meilleure si l’on utilise l’algorithme
ComputePMatrix1 de fac¸on ite´rative, comme dans l’algorithme quadratique de´crit en 8.4. Un
tel algorithme, baptise´ opportune´ment ComputePMatrix k pour avancer de k e´tapes a` partir
d’un k-contexte, est re´sume´ par les ope´rations suivantes (le k-contexte en entre´e est note´
E = (e, ∆)).
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K L m n Coppersmith algorithme re´cursif Threshold
F2127−1 1, 000 4 4 35s 36s 958
10, 000 1h01mn 14mn
100, 000 ≈ 4d 6h10mn
F2607−1 1, 000 4 4 112s 118s 923
10, 000 3h03mn 45mn
100, 000 ≈ 12d 19h34mn
242, 304 ≈ 75d 47h48mn
F2607−1 10, 000 10 20 ≈ 5d 1h57mn 880
F21279−1 1, 000 4 4 267s 292s 916
10, 000 7h15mn 1h50mn
100, 000 ≈ 30d 47h38mn
Table 8.7 – Temps de calcul de ge´ne´rateurs line´aires
– Poser pi = idm+n.
– Pour i allant de 0 a` k − 1 :
– Calculer P=ComputePMatrix1([X i]epi, ∆).
– Poser pi = piP , ∆ = ∆P .
– Retourner pi.
Il est clair que les deux premie`res lignes du programme 8.4 peuvent alors eˆtre remplace´es par
la ligne :
if b le T then return ComputePMatrix_k(<e,∆>,b) ; end if ;
La borne T (threshold) doit ici eˆtre choisie de manie`re optimale. Les mesures expe´rimentales
qui suivent donnent la valeur de cette borne.
8.6.2 Mesures expe´rimentales
Notre inte´reˆt pour le calcul de ge´ne´rateurs line´aires provient a` l’origine de l’algorithme
de Wiedemann par blocs. Nous avons mesure´ les performances de notre calcul de ge´ne´ra-
teurs line´aires sur diverses tailles de donne´es, provenant toutes de notre implantation de cet
algorithme. On a toujours choisi Fp pour le corps de base, en prenant pour p un nombre
premier de Mersenne. Cela a l’avantage de rendre l’utilisation de la FFT possible dans une
extension de degre´ 2. Toutefois, les quelques mesures qui ont e´te´ mene´es semblent montrer
qu’une implantation reposant sur la FFT entie`re, de´crite page 152, permettrait d’obtenir des
performances meilleures. La table 8.7 consigne les diffe´rents temps obtenus par l’algorithme,
ainsi que les valeurs des thresholds qui ont e´te´ mesure´es (ces valeurs de´pendent grandement
de l’implantation, elles sont donc purement indicatives).
8.7 Influence sur l’algorithme de Wiedemann par blocs
8.7.1 Parame`tres optimaux
Nous avons vu en 6.3.6 des e´le´ments de de´part pour l’e´valuation du couˆt de l’algorithme
de Wiedemann par blocs. Le chaˆınon manquant dans cette analyse e´tait le couˆt du calcul
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du ge´ne´rateur line´aire vectoriel, que nous avons justement de´termine´ dans ce chapitre, pour
divers algorithmes. Nous rassemblons maintenant les diffe´rentes composantes.
Pour l’algorithme de Wiedemann par blocs, la matrice B sur laquelle nous nous concen-
trons est de taille N × N , et compte en moyenne γ coefficients non nuls dans chaque ligne.
Comme cela a e´te´ fait en 6.3.6, on va noter M1 le couˆt d’une multiplication de deux e´le´ments
de Fp et de´tailler uniquement dans le cas de Fp quelles sont les complexite´s finales obtenues
en fonction de m et n. On en de´duit les valeurs optimales de ces deux parame`tres. Le calcul
de ge´ne´rateur line´aire intervient au cœur de l’algorithme de Wiedemann par blocs, comme la
phase que l’on a baptise´e BW2. Le calcul exact que l’on doit mener est celui d’un ge´ne´rateur
line´aire vectoriel pour une suite de matrices m× n, ou` les parame`tres s et d sont donne´s par












Proposition 8.14. Dans l’algorithme de Wiedemann par blocs, le couˆt de l’e´tape BW2 est








2 N +O(N log N) en utilisant notre algorithme (cf 8.5), sous l’hypo-
the`se que m et n sont en O(log N).
Ces expressions de´coulent des pre´sentations qui ont e´te´ faites des algorithmes en 8.4 et 8.5.
Notons qu’a` l’inverse des complexite´s qui ont e´te´ donne´es pour les e´tapes BW1 et BW3 en 6.3.6,
nous ne parlons pas ici de complexite´ paralle`le, puisqu’il n’a pas e´te´ question de paralle´liser
aucun des algorithmes mentionne´s ici.
Nous de´duisons maintenant des formules pour les valeurs optimales de m et n. Nous
supposons pour cela que n machines sont toujours disponibles, de telle sorte que les e´tapes
BW1 et BW3 peuvent eˆtre effectue´es en paralle`le. Rappelons les expressions qui ont e´te´ donne´es








The´ore`me 8.15. Si l’algorithme de Coppersmith (cf 8.4) est employe´ pour l’e´tape BW2, alors





, et mopt = 0.7nopt.
Dans ce cas, le temps total est




De´monstration. Nous avons tous les e´le´ments pour calculer l’expression W = BW1+BW2+
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K N m, n BW1 Coppersmith algo. re´cursif BW3 Threshold
F32479 10, 000 2 4h01mn 1h12mn 1h57mn
(γ ∼ 35) 4 2h02mn 2h02mn 1h04mn
8 1h05mn 4h06mn 34mn
20, 000 2 29h05mn 4h38mn 14h30mn
(γ ∼ 65) 4 14h44mn 8h15mn 7h17mn
8 8h07mn 16h29mn 3h48mn
F65537 10, 000 2 1h16mn 52mn 3mn50s 38mn 147
(γ ∼ 35) 4 38mn 1h27mn 7mn47s 19mn 132
8 19mn 2h20mn 18mn56s 10mn 74
20, 000 2 8h58mn 3h07mn 8mn45s 4h31mn 161
(γ ∼ 65) 4 4h41mn 5h10mn 18mn32s 2h22mn 132
8 2h19mn 9h12mn 52mn01s 1h10mn 80
Table 8.8 – Comparaison avec les re´sultats de [Lob95]













Nous devons donc minimiser φ+1φ(1−φ) , ce qui impose φ =
√
2 − 1. En incorporant cette valeur
de φ, on obtient les valeurs annonce´es. ¥
The´ore`me 8.16. Si l’algorithme de´crit en 8.5 est employe´ pour l’e´tape BW2, alors le temps






, et mopt = 0.5nopt.






De´monstration. Le raisonnement est identique. On e´crit W :








φ(1− φ)2 nN log
2 N.
Ensuite, on obtient le minimum pour φ ≈ 0.3, ce qui correspond aux valeurs annonce´es. ¥
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8.7.2 Comparaison avec d’autres implantations
On trouve peu d’expe´riences mene´es avec l’algorithme de Wiedemann par blocs dans la
litte´rature. Les seuls re´sultats d’expe´riences sur des corps autres que F2 dont nous ayons
la connaissance sont ceux de la the`se de Lobo [Lob95]. Nous avons tente´ de reproduire les
conditions d’expe´rience pour voir comment les imple´mentations se comparaient. Les micro-
processeurs utilise´s par Lobo e´taient de type sparc a` 107MHz. Nous avons de´niche´ quelques
microprocesseurs sparc a` 143MHz, a` partir desquels on a mene´ la comparaison. Dans le ta-
bleau 8.8, les temps de calcul sur le corps de base F32479 sont ceux de [Lob95], et nos temps
de calculs sont ceux obtenus sur F65537.
A` la lecture du tableau 8.8, on constate que le rapport des temps de calculs correspond a`
celui des fre´quences des microprocesseurs pour le cas de l’e´tape BW2, mais qu’il nous est en
revanche tre`s favorable pour les e´tapes BW1 et BW3. On peut avancer plusieurs explications
pour cette disparite´, qui est assez surprenante. Bien suˆr, les implantations sont totalement
diffe´rentes, et cette diffe´rence peut induire un e´cart important. En ce qui concerne les phases
BW1 et BW3, on peut noter aussi que l’influence de la me´moire cache est tre`s importante,
et nous ne disposons pas de caracte´ristiques de ce niveau de pre´cision concernant le mate´riel
utilise´ dans [Lob95]. En dernier lieu, il n’est pas exclu qu’une erreur se soit glisse´e dans la
mention de la densite´ γ concernant les expe´riences de [Lob95].
Chapitre 9
Alge`bre line´aire « extreˆme »
Nous de´crivons dans ce chapitre les donne´es de la re´solution de syste`me line´aire qui est
intervenue dans notre calcul de logarithmes discrets dans F2607 . Ce syste`me est de grande
taille : 1 077 513 e´quations, 766 150 inconnues, sur le corps de base Z/(2607 − 1)Z. Nous avons
utilise´ pour le re´soudre l’algorithme de Wiedemann par blocs.
9.1 E´limination structure´e
Le premier traitement que nous avons applique´ a` notre syste`me line´aire est une premie`re
passe d’e´limination structure´e. Comme cela a e´te´ de´crit en 5.2, nous avons tire´ parti a` cet
effet des lignes surnume´raires dont nous disposions, pour pouvoir e´jecter au fur et a` mesure
de l’algorithme les lignes devenant trop lourdes. Comme l’exce`s de lignes sur le syste`me initial
s’e´levait a` 40%, notre marge de manœuvre e´tait confortable.
Le nombre initial de coefficients non nuls parmi les 766 150 lignes les moins lourdes (c’est
cette grandeur qu’il faut retenir) s’e´levait a` 50 millions environ, soit un nombre moyen de
coefficients non nuls e´gal a` 67.7. Nous avons suivi les e´tapes du processus d’e´limination struc-
ture´e, telles qu’elles ont e´te´ de´crites en 5.2.2. Le point d’arreˆt de l’e´limination structure´e a
e´te´ chois de fac¸on a` minimiser les formules de´veloppe´es en 8.7 pour le couˆt de l’algorithme de
Wiedemann par blocs.
A` l’issue de l’e´limination structure´e, qui n’a ne´cessite´ que quelques heures de calcul sur
une machine de type alpha ev67 a` 667MHz, nous avons obtenu un syste`me plus petit que le
syste`me d’origine, de taille 480 108× 480 108. L’e´limination structure´e a bien fait son travail,
puisqu’elle a permis cette re´duction sans augmentation du nombre de coefficients : ce nombre
est reste´ a` 50 millions, correspondant a` une densite´ moyenne des lignes de 104.8 coefficients.
9.2 Calcul de la suite A(X)
Il a fallu ensuite se lancer dans l’algorithme de Wiedemann par blocs, le premier choix
a` faire e´tant bien entendu celui des parame`tres m et n. Nous avons choisi m = n = 8. On
peut remarquer que ce choix n’est pas en accord avec les formules donne´es en 8.7 pour les
valeurs optimales. Nous avons choisi n = 8 car nous pensions avoir acce`s a` 8 machines pour
nos calculs. Il ne s’agissait la` que d’une estimation, car les machines auxquelles nous avons eu
acce`s e´taient de nature tre`s he´te´roge`ne, et leur accessibilite´ n’e´tait pas une donne´e certaine
(les machines du cluster Medicis, en particulier, sont ge´ne´ralement tre`s charge´es). La valeur
de m = 8 a ensuite e´te´ choisie en conse´quence, car nos mesures semblaient indiquer qu’en
toute e´tat de cause, l’e´tape BW2 ne serait pas limitante (ce qui a e´te´ confirme´).
En fonction de ces choix, nous avons ensuite duˆ « pre´parer » le calcul. Cela a implique´
deux manipulations. Premie`rement, on a remplace´ la matrice B par une matrice ΣB, Σ e´tant
une matrice de permutation, dans le but d’e´quilibrer les lignes de la matrice, en vue d’un
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usage sur des machines multiprocesseurs. Le proce´de´ employe´ pour construire ΣB a e´te´ de´crit
brie`vement en 7.2.4. Par ailleurs, nous avons mentionne´ en 7.3 que pour eˆtre en mesure
de de´tecter les erreurs pouvant intervenir lors du produit matrice × vecteur, nous devions
construire deux vecteurs α et β relie´s par β = BT α. C’est a` ce stade du calcul que α et β
sont construits. Notre matrice ayant des coefficients tre`s petits, il nous a e´te´ facile d’obtenir
de petits vecteurs α et β.
Le nombre de produits matrice × vecteur a` effectuer dans la phase BW1 s’e´le`ve a` 120 032
pour chacune des colonnes de A(X). Des machines tre`s diverses ont e´te´ utilise´es pour ce calcul.
Ces machines ont e´te´ mises a` disposition par les institutions suivantes.
– LIX, E´cole polytechnique.
– MEDICIS, E´cole polytechnique.
– Compaq Computer Corporation (Testdrive program), Boston, USA.
La machine « moyenne » que nous avons utilise´e pour la phase BW1 est celle qui a le plus
contribue´ aux calculs (il s’agit d’une machine du LIX), de type Compaq DS20E, a` 2 micropro-
cesseurs alpha ev67 a` 667MHz. Sur cette machine, le temps d’un produit matrice × vecteur
est de 15 secondes. Si l’on exprime le temps de la phase BW1 en fonction de cette donne´e, sur
un parc fictif de 8 machines identiques, on arrive donc a` un temps de calcul de 20 jours. Le
temps de calcul re´el de la phase BW1 a e´te´ un peu supe´rieur a` un mois, en raison des charges
importantes des autres machines qui ont pris part au calcul.
9.3 Obtention du ge´ne´rateur line´aire
Le calcul de ge´ne´rateur line´aire a e´te´ effectue´ sur la machine alpha DS20E du LIX, dont
on vient de parler. Ce calcul a demande´ six jours de travail, en n’utilisant qu’un seul des deux
processeurs1, en utilisant l’algorithme sous-quadratique que nous avons de´veloppe´ et pre´sente´
dans le chapitre 8. Le degre´ du ge´ne´rateur line´aire que l’on a ainsi obtenu est de 60 013.
La structure re´cursive de l’algorithme sous-quadratique du chapitre 8 a fonctionne´ a` plein
re´gime. En effet, le threshold entre l’algorithme quadratique et l’algorithme re´cursif se situe au
degre´ 600. Le degre´ de A(X) e´tant 120 032, on comprend que le gain repre´sente´ par l’utilisation
de l’algorithme re´cursif est e´norme. Neuf niveaux de re´cursion ont e´te´ ainsi utilise´s. Le niveau
infe´rieur repre´sentant tous les calculs de matrices pi
(0,b)
E (cf 8.5) pour b =
120 032
28
= 468 (par la
me´thode quadratique). Additionne´s, ces calcul « en-bas » de l’arbre de re´cursion repre´sentent
un quart du temps de calcul final. Les huit niveaux re´cursifs « au-dessus » se partagent presque
a` parts e´gales le temps restant. Pour eˆtre exact, le niveau re´cursif le plus bas repre´sente 11%
du temps de calcul restant, contre 14% pour le niveau re´cursif au sommet de l’arbre.
La consommation en me´moire de l’algorithme re´cursif s’est ave´re´e importante, car les
transforme´es de Fourier ont duˆ eˆtre stocke´es a` l’avance (l’implantation exacte du program-
me 8.4 de´truit la matrice e). Cela n’a toutefois pas pose´ de proble`me, car il a suffi d’ajouter
a` la machine la quantite´ ade´quate de me´moire virtuelle (20Go tout de meˆme), ge´re´e sans
aucune difficulte´ par le syste`me (sur une machine ayant 4Go de me´moire physique re´elle) :
jamais l’e´change de donne´es avec le disque dur n’a limite´ les performances du programme.
1On aurait aussi pu tirer parti des fonctionnalite´s multiprocesseur pour acce´le´rer le calcul, mais cela n’est
pas apparu ne´cessaire.
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9.4 Obtention d’un vecteur du noyau
La dernie`re e´tape, BW3, est tre`s semblable a` la premie`re. Elle a e´te´ de´crite en 6.3.3. Pour
cette e´tape, on a utilise´ une modification du programme utilise´ pour l’e´tape BW1, ce qui
nous a permis de be´ne´ficier a` nouveau des fonctionnalite´s multiprocesseur des machines. Pour
acce´le´rer encore ce calcul, nous avons conserve´ quelques-uns des vecteurs B iy calcule´s lors de
la phase BW1 : ces vecteurs ont pu eˆtre re´utilise´s pour calculer des portions de l’expression





Pour finir les calculs, nous avons eu acce`s aux machines du centre de calcul IDRIS, a`
Orsay. Plus exactement, l’installation que nous avons utilise´e est un cluster de six machines
de type Compaq ES40, e´quipe´es de 4 processeurs ev67 a` 833MHz. En utilisant ces machines,
nous avons pu achever le calcul en six jours.
9.5 Obstacles rencontre´s : technique et sociologie
9.5.1 Mise en place d’un calcul d’alge`bre line´aire, paralle`le et distribue´
Pour la re´solution de syste`mes line´aires par l’algorithme de Wiedemann par blocs, on a
utilise´ une approche partiellement distribue´e. En comparaison avec la distribution « a` grande
e´chelle » que nous avons duˆ effectuer pour la recherche de relations, l’approche ici e´tait plus
simple par deux aspects. Tout d’abord, le nombre d’esclaves a` ge´rer est beaucoup plus faible
(au maximum, on a utilise´ huit machines simultane´ment), et surtout ces machines n’entre-
tiennent aucune communication une fois passe´ le stade d’initialisation.
Nous avons pre´sente´ au chapitre 7 notre implantation multithread de la multiplication
matrice × vecteur. Cela a repre´sente´ un travail de de´veloppement important, car la mise au
point du programme 7.2 page 123 n’est pas une entreprise facile. Nous avons rencontre´, au
cours de ce travail, diverses difficulte´s, les premie`res d’entre elles e´tant toutes les difficulte´s
inhe´rentes a` la programmation multithread.
Comme cela a e´te´ mentionne´ en 9.2, le nombre d’ite´rations effectue´es dans la phase BW1
de l’algorithme de Wiedemann par blocs a de´passe´ la centaine de milliers. La matrice B
occupant 400Mo de me´moire vive, cela implique qu’une grande quantite´ de donne´e transite
par les microprocesseurs prenant part au calcul, dans un contexte ou` les machines utilise´es le
sont « a` plein re´gime ». Une conse´quence de cette lourde charge impose´e sur les machines a
e´te´ l’apparition d’erreurs de calcul, qui ont justifie´ le processus de ve´rification de´crit en 7.3.
Cette me´thode a servi de diagnostic de qualite´ de barettes me´moire pour certaines machines
du cluster Medicis.
Par ailleurs, la forte sollicitation du mate´riel que repre´sente un calcul multithread comme
celui que nous avons mene´ a e´te´ la source de nombreux « plantages », tantoˆt par manque
de fiabilite´ du mate´riel, tantoˆt aussi par effroi de la personne en charge de l’adiminstration
des machines en question. Pour ces raisons, on a du prendre comme hypothe`se de de´part
que les processus lance´s pouvaient eˆtre stoppe´s a` tout moment, et me´ritaient une certaine
surveillance. En cela, on a constate´ que la distribution de taˆches lourdes comme celles-ci e´tait
plus dure a` mener que la distribution de taˆches « le´ge`res » comme les programmes de recherche
de relations pour le calcul de logarithmes discrets, e´voque´s au chapitre 4.
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Enfin, le faible couˆt en communications implique´ par l’emploi de l’algorithme de Wiede-
mann par blocs s’est montre´ indispensable. En effet, meˆme maigres, les communications ont
repre´sente´ un point d’achoppement : le calcul d’alge`bre line´aire a e´te´ mene´ sur diffe´rents sites,
sans connexion re´seau privile´gie´e. Nous avons donc duˆ faire transiter des fichiers par le re´seau,
provoquant une charge importante sur cette infrastructure. C’est ainsi que l’on a sature´ la
liaison exte´rieure de l’E´cole polytechnique. Une quantite´ de communication plus grande aurait
a` coup suˆr rendu les proble`mes de ce type encore plus aigus.
9.5.2 Mode d’emploi ou de non-emploi d’un centre de calcul
Au cours des calculs que nous avons mene´s, plusieurs types de ressources informatiques
ont e´te´ mises a` contribution. Le cas dont la gestion est de loin la plus simple est celui des
machines du laboratoire LIX (une machine alpha DS20E ev67 a` 667MHz, et une grappe de
calcul de 13 PCs Pentium II a` 450MHz). En effet, avoir le controˆle total de ces machines,
ainsi que la quasi-exclusivite´ de leur acce`s, nous a permis d’en tirer un tre`s bon niveau de
performance. Ainsi, les 13 « petits » PCs de la grappe de calcul du laboratoire ont contribue´
tre`s largement a` l’effort de crible, car ils y ont travaille´ « a` 100% » pendant l’essentiel de la
dure´e du calcul. Du strict point de vue de la puissance brute, aussi bien que du nombre de
machines, cette ressource n’est pourtant pas la plus puissante de celles auxquelles nous avons
eu acce`s. Mais comme nous en avons fait mention, la « gestion » des utilisateurs a parfois
rendu le calcul difficile le cas e´che´ant.
Des ressources plus « organise´es » ont aussi e´te´ utilise´es, comme le centre de calcul Medi-
cis a` l’E´cole polytechnique, le programme TestDrive propose´ par Compaq (de´sormais HP),
ainsi que le centre de calcul IDRIS du CNRS, a` Orsay. L’emploi de ces centres de calcul a
signifie´ quelques contraintes. Plusieurs contorsions ont e´te´ ne´cessaires pour se de´faire de ces
contraintes (et ainsi pouvoir travailler).
Nous illustrons ces contorsions par un exemple de´taille´, relatant comment nous avons
pu nous affranchir d’une restriction rencontre´e sur le nombre de processeurs simultane´ment
utilise´s par une taˆche. Comment une telle restriction peut-elle eˆtre mise en place ? Cela paraˆıt
peu e´vident. En effet, les syste`mes Unix offrent la possibilite´ de limiter l’usage de certaines
ressources par un programme au travers de l’interface setrlimit/getrlimit. Ces ressources
sont par exemple le temps maximal d’exe´cution d’un programme, ou son utilisation me´moire
maximale. Il n’est fait aucune mention dans les syste`mes Unix actuels d’une limitation possible
du nombre de processeurs simultane´ment utilise´s. En outre, une telle limitation ne´cessiterait
une de´finition tre`s pre´cise : veut-on limiter le nombre de programmes travaillant de manie`re
distribue´e, veut-on limiter le nombre de threads utilise´s, ou les deux ?
Connaissant ces difficulte´s qui empeˆchent l’e´tablissement radical d’une telle limite on a
suppose´ (et la supposition e´tait juste) qu’elle e´tait mise en place de manie`re bien plus « artisa-
nale ». Les programmes e´tant lance´s via un programme de soumission (c’est-a`-dire en batch),
c’est ce programme de soumission qui tout simplement compte le nombre de ses fils, au sens
de la hie´rarchie des processus Unix. Cette approche est totalement inadapte´e a` l’emploi de
threads : limiter par exemple a` quatre le nombre de processeurs « simultane´ment utilise´s »
revient a` interdire l’usage de plus de deux threads. En effet, l’implantation sous Linux des
threads POSIX cre´e un processus par thread 2, et deux autres processus viennent s’ajouter
2On traite ici de l’implantation LinuxThreads duˆe a` X. Leroy. Cette implantation a e´te´ la premie`re a` eˆtre
mise en place pour les syste`mes Linux. Elle de´vie marginalement de la spe´cification POSIX pre´cise´ment en
ce point, puisque plusieurs processus sont cre´e´s pour les diffe´rents threads. Cette implantation semble eˆtre en
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pour la gestion des communications entre les threads. Cette approche impose donc une limite
bien trop forte. Elle est en outre assez proche de l’inutile puisqu’on peut e´liminer la restriction
aise´ment. Il suffit de « faire croire » au programme de soumission que la taˆche finit imme´dia-
tement, en ayant entre temps essaime´ quelques processus fils qui se seront de´tache´s de leur
processus pe`re normal, ceci en utilisant l’appel syste`me setsid : on cre´e ainsi des processus








chdir "$dir" or die "Can’t chdir to $dir: $!";
defined(my $pid = fork) or die "Can’t fork: $!";
exit if $pid;
open STDOUT, ">$output" or die "Can’t write to $output: $!";
setsid() or die "Can’t detach: $!";
open STDERR, ">&STDOUT" or die "Can’t dup stdout: $!";
open STDIN, "</dev/null" or die "Can’t dup stdin: $!";
exec @ARGV;
Programme 9.1: Le programme daemon.pl
Nous avons rencontre´ d’autres restrictions, comme par exemple des restrictions sur le
temps de calcul maximal. C’est la` qu’on apprend qu’un programme n’a « pas le droit » de
travailler plus de dix heures3. Notre programme re´sistant aise´ment a` ce genre d’interruption,
il a fallu, pour une semaine de calcul, mettre en se´quence une quinzaine d’invocations de notre
programme, a` l’inte´rieur d’un script shell.
De telles contorsions nous ont toujours semble´ contre-productives. Elles atteignent rare-
ment le but souhaite´, mais elles rendent l’utilisation des ressources de calcul ardue, et c’est
regrettable. Dans cet esprit, nous ne dirons jamais assez combien la puissance du cluster
vedia du centre de calcul IDRIS nous paraˆıt se´duisante : six machines quadri-processeur
alpha EV67 cadence´s a` 833MHz. Une telle installation est bien adapte´e a` l’exe´cution d’un
programme comme le noˆtre. He´las, pour obtenir le re´sultat final, nous avons du faire face a` des
restrictions comme celles que nous venons d’e´voquer, si bel et si bien que notre programme
cours de remplacement au sein de la librairie standard C glibc par l’implantation NPTL (Native Posix Threads
Library), duˆe a` U. Drepper. L’implantation NPTL semble obe´ir strictement a` la norme, et les de´veloppements
que nous mentionnons ici ne s’y appliquent pas ne´cessairement.
3Et surtout, un programme tournant aussi longtemps n’a le droit d’« utiliser », au sens vu plus haut, qu’un
seul processeur ! Graˆce a` notre lanceur en perl, on satisfait heureusement cette contrainte.
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Rappels sur les corps finis
Nous rappelons dans ce chapitre les e´le´ments essentiels de la the´orie des corps finis, dont
on a fait implicitement usage dans une bonne partie de ce me´moire (notamment la premie`re
partie). Ces rappels sont allusifs. Pour une pre´sentation plus comple`te, on pourra consulter
les ouvrages de re´fe´rence sur le sujet tels que [LN83] ou [Ber68].
A.1 Caracte´ristique, cardinal
Les premiers pas de l’e´tablissement de la the´orie concernent la de´termination des cardinaux
possibles des corps finis.
De´finition A.1 (Caracte´ristique). On appelle caracte´ristique d’un anneau R l’entier c tel




n 7−→ 1R + · · ·+ 1R︸ ︷︷ ︸
n fois
Si l’anneau R est fini, c est ne´cessairement non-nul. On montre tre`s aise´ment que si R
est inte`gre, c est ne´cessairement un nombre premier. Ces deux remarques s’appliquent bien
entendu aux corps finis. On obtient donc la proprie´te´ suivante :
Proposition A.2. Un corps fini K a pour caracte´ristique un nombre premier p. Il contient
en conse´quence un sous-corps isomorphe a` Fp
de´f
= Z/pZ. Le corps K peut eˆtre vu comme un
espace vectoriel sur Fp. Son cardinal est une puissance de p.
De´monstration. La premie`re assertion de´coule de la factorisation du morphisme κ, et de
la de´finition d’un sous-corps. Le sous-corps Fp ainsi mis en e´vidence est appele´ sous-corps
premier de K. Le corps K est d’ailleurs appele´ premier s’il est e´gal a` son sous-corps premier.
Ensuite, la proprie´te´ du cardinal est une conse´quence. ¥
On peut aussi e´tudier les cardinaux des extensions de corps finis.
Notation A.3. Soit L une extension finie d’un corps K. On note [L : K] la dimension de L
en tant que K-espace vectoriel.
Proposition A.4. Soit K–L–M une tour d’extensions finies. On a :
[M : K] = [M : L][L : K].
De´monstration. On construit une base ad hoc de M en tant que K-espace vectoriel, pour
arriver a` l’e´galite´. ¥
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Cette proprie´te´ implique que pour deux corps finis K et L tels que K ⊂ L, si le cardinal
de L s’e´crit pn, alors celui de K s’e´crit pd, avec d divisant n.
Dans ce qui pre´ce`de, on n’a pas fait d’hypothe`se sur la commutativite´ de K. La structure
d’espace vectoriel sur Fp peut donc eˆtre non commutative. Ne´anmoins, cela n’est que the´o-
rique, puisqu’un the´ore`me duˆ a` Wedderburn montre que seul le cas commutatif me´rite d’eˆtre
traite´.
The´ore`me A.5 (Wedderburn). Tout corps fini est commutatif.
La preuve de ce the´ore`me n’est pas reproduite ici.
On a de´sormais un ensemble de conditions ne´cessaires concernant les corps finis. On va
montrer maintenant que pour chaque puissance d’un nombre premier de la forme q = pn, on
peut construire un corps de cardinal q.
A.2 Construction des corps finis
Un corps de cardinal premier e´tant e´gal a` son sous-corps premier, il s’ensuit que tous les
corps de cardinal premier p sont isomorphes a` Fp. Pour construire des corps non premiers, on
a recours au proce´de´ suivant.
Proposition A.6. Soit p un nombre premier. Soit P un polynoˆme irre´ductible de Fp[X].
Alors l’anneau quotient K = Fp[X]/(P ) peut eˆtre muni d’une structure de corps commutatif,
de cardinal pdeg P .
De´monstration. Nous devons ve´rifier qu’il est possible d’inverser les e´le´ments non nuls de
K. Soit donc A un polynoˆme non multiple de P . Le polynoˆme P e´tant irre´ductible, alors A
et P sont premiers entre eux. On peut donc e´crire une relation de Be´zout entre A et P , qui
donne deux polynoˆmes U et V tels que AU + PV = 1. Alors, la classe de U modulo P est un
inverse de A.
Pour obtenir le cardinal de K, on remarque qu’une base de K sur Fp en tant qu’espace
vectoriel est (1, X, X2, . . . , Xdeg P−1). ¥
On montrera plus loin que tous les corps finis se construisent ainsi a` isomorphisme pre`s,
et que la structure d’un corps de´pend en fait uniquement de son cardinal. On se permettra
alors de faire re´fe´rence a` Fq comme e´tant l’unique structure de corps fini de cardinal q, a`
isomorphisme pre`s.
A.3 Le groupe multiplicatif
Nous arrivons a` la proprie´te´ essentielle de structure des groupes multiplicatifs des corps
finis. Cette proprie´te´ est vraie en toute ge´ne´ralite´, meˆme en dehors du cadre des corps finis
ou commutatifs.
Proposition A.7. Tout sous-groupe fini du groupe multiplicatif d’un corps est cyclique.
De´monstration. Soit K le corps conside´re´, soit G un sous-groupe fini de K∗, et n son
cardinal. Pour tout x ∈ G, xn = 1. Donc un e´le´ment de G a ne´cessairement un ordre qui
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divise n. On va classer les e´le´ments de G selon leur ordre. Soit f(d) le nombre d’e´le´ments de
G ayant pour ordre exactement d, pour d un diviseur quelconque de n.










ϕ(d)− f(d) = 0.
Soit d un diviseur de n tel que f(d) 6= 0. Il existe donc un e´le´ment α de K∗ d’ordre exactement
d. Par conse´quent, les e´le´ments 1, α, . . . , αd−1 sont distinctes et constituent les d racines du
polynoˆme Xd− 1 dans K (ce sont ne´cessairement les seules car K est un corps). Les e´le´ments
d’ordre d dans K sont donc les puissances de α d’ordre d, c’est-a`-dire les αk avec (k, d) = 1.
On a donc f(d) = ϕ(d) de`s que f(d) 6= 0.
Comme les termes de la somme
∑
d|n ϕ(d) − f(d) sont tous positifs, on en de´duit que
∀d | n, f(d) = φ(d). Comme ϕ(n) est non nul, il existe un e´le´ment g, d’ordre n dans G. Cela
revient a` dire que G est cyclique, engendre´ par g. ¥
Pour un corps fini, une autre fac¸on d’e´noncer le re´sultat qui pre´ce`de est de dire que K∗ est
isomorphe a` Z/(q − 1)Z. Rendre explicite cet isomorphisme revient, e´tant donne´ le choix d’un
ge´ne´rateur g, a` savoir donner pour un e´le´ment x ∈ K∗, un entier k tel que gk = x. L’entier k
est le logarithme de x en base g. Calculer de tels logarithmes est le proble`me, souvent difficile,
sur lequel porte la premie`re partie de ce me´moire.
A.4 Proprie´te´s des corps finis
Une proprie´te´ incontournable des corps finis est l’existence de l’automorphisme de Frobe-
nius :
Proposition A.8.
1. Soit K un corps fini de cardinal q = pd. Soit x ∈ K. Alors xq = x.
2. Soit L une extension de degre´ n de K. L’application σ :
{
L −→ L
x 7−→ xq est un auto-
morphisme de corps fixant K. De plus, σn = idL.
De´monstration. La premie`re assertion est triviale pour x = 0. Pour un x non nul, donc
e´le´ment du groupe K∗ des e´le´ments inversibles de K, on a x#K∗ = 1. Comme #K∗ = q − 1,
on de´duit le re´sultat en multipliant par x.
Pour la seconde assertion, comme p = 0 dans K, on utilise le de´veloppement par la





pour 0 < i < q,
on a l’additivite´ de σ. De plus σ(ab) = σ(a)σ(b), et au vu de la premie`re assertion, k ∈ K
implique σ(k) = k. Comme σ est injectif (c’est un morphisme de corps non nul), c’est un
automorphisme. Enfin, en appliquant toujours la premie`re assertion a` L, on a σn = idL. ¥
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Cette proprie´te´ nous suffit pour montrer que deux corps finis de meˆme cardinal sont
ne´cessairement isomorphes.
Lemme A.9. Soit K une extension de degre´ n d’un corps F de cardinal q. Alors il existe un
polynoˆme P tel que K est isomorphe a` F [X]/(P ).
Ce lemme montre que la construction des corps finis par extension polynomiale est ge´ne´-
rique.
De´monstration. Soit g un ge´ne´rateur du groupe multiplicatif K∗. Le corps K est alors e´gal
a` F (g) qui est isomorphe a` F [X]/(P ), ou` P est le polynoˆme minimal de g sur F . ¥
The´ore`me A.10. Soient K et L deux extensions finies de degre´ n d’un meˆme corps F de
cardinal q. Alors K et L sont isomorphes.
De´monstration. Appliquons le lemme. Soient PK et PL deux polynoˆmes tels que K et L
soient respectivement isomorphes aux quotients F [X]/(PK) et F [X]/(PL). Tous les e´le´ments
de K et L ve´rifient xq
n
= x. Les polynoˆmes PK et PL sont donc des diviseurs de X
qn −X (on
applique cette identite´ a` la classe de X dans l’anneau quotient). En outre, comme les e´le´ments
de K sont en nombre qn, le polynoˆme Xq
n −X est scinde´ dans K (il a qn racines distinctes).
En particulier, le polynoˆme PL qui en est un diviseur a une racine dans K. Soit h une telle
racine. Le polynoˆme PL e´tant irre´ductible, PL est le polynoˆme minimal de h. Nommons g
la classe de X dans le quotient F [X]/(PL). Comme g et h ont le meˆme polynoˆme minimal,





i 7−→ ∑ aihi
Il s’ensuit que L et K sont isomorphes. ¥
Il est maintenant le´gitime de parler du corps fini a` q e´le´ments.
Notation A.11. Pour q une puissance d’un nombre premier, on note Fq le corps fini a` q
e´le´ments, unique a` isomorphisme pre`s.
La proprie´te´ suivante est importante lorsque l’on s’inte´resse a` la factorisation de polynoˆmes
sur Fq :
Proposition A.12. Le polynoˆme Xq
n − X ∈ Fq[X] est le produit de tous les polynoˆmes
irre´ductibles de Fq[X] de degre´ divisant n.
De´monstration. Soit P un diviseur irre´ductible de Xq
n −X, de degre´ k. Comme Xqn −X
est scinde´ dans L = Fqn , P a une racine α dans L. Il existe donc un sous-corps E = Fq(α)
dans L. On a donc [L : Fq] = [L : E][E : Fq], donc k = [E : Fq] divise n = [L : Fq].
La re´ciproque reprend une ide´e de´ja` utilise´e plus haut. Soit P un polynoˆme irre´ductible
de Fq de degre´ k divisant n. Soit E l’extension de Fq de´finie par P , et α une racine de P dans
E. Comme E est de cardinal qk, on a αq
k
= α. Mais comme k divise n, cela implique que
αq
n
= α. Le polynoˆme Xq
n −X est donc un multiple de P . ¥
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A.5 Nombre de polynoˆmes irre´ductibles sur Fq
On peut s’inte´resser au nombre de polynoˆmes irre´ductibles ayant un degre´ donne´ sur Fq.
On a besoin pour cela d’introduire la fonction de Mo¨bius, et la formule d’inversion du meˆme
nom.
De´finition A.13 (Fonction de Mo¨bius). On note µ l’application telle que µ(n) = (−1)r si
n peut s’e´crire comme produit de r nombres premiers distincts, et µ(n) = 0 sinon. La fonction
µ est appele´e fonction de Mo¨bius.
Cette fonction ve´rifie la proprie´te´ suivante.
Proposition A.14.
1. ∀m, n ∈ N∗, m et n premiers entre eux⇒ µ(mn) = µ(m)µ(n).
2. Si f et g sont deux fonctions de N∗ dans C telles que :




alors g s’obtient a` partir de f par la formule suivante :








La ve´rification de cette proposition n’est pas effectue´e ici. La formule donne´e pour g(n)
s’appelle formule d’inversion de Mo¨bius. On peut l’utiliser pour obtenir l’expression du nombre
de polynoˆmes irre´ductibles de degre´ n sur Fq.
Proposition A.15. Soit I(q, n) le nombre de polynoˆmes irre´ductibles de degre´ n sur Fq, pour




dI(q, d) = qn.









De´monstration. On obtient la premie`re assertion a` partir de la proprie´te´ A.12. Il suffit de
compter le degre´ du polynoˆme Xq
n −X de deux fac¸ons distinctes. Pour obtenir la deuxie`me
proprie´te´, on applique la formule d’inversion de Mo¨bius. ¥
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Re´sume´
Le calcul de logarithmes discrets est un proble`me central en cryptologie. Lorsqu’un algo-
rithme sous-exponentiel pour re´soudre ce proble`me existe, le cryptosyste`me concerne´ n’est pas
ne´cessairement conside´re´ comme disqualifie´, et il convient d’actualiser avec soin l’e´tat de l’art
de la cryptanalyse. Les travaux de ce me´moire s’inscrivent dans cette optique. Nous de´crivons
en particulier comment nous avons atteint un record de calculs de logarithmes discrets: F2607 .
Dans une premie`re partie, nous exposons les diffe´rentes ame´liorations que nous avons ap-
porte´es a` l’algorithme de Coppersmith pour le calcul de logarithmes discrets en caracte´ristique
2. Ces ame´liorations ont rendu possible le record que nous avons atteint. La porte´e de ce calcul
de´passe le simple cadre des corps finis, a` cause de l’existence de la re´duction MOV d’une part,
et de la re´cente introduction des cryptosyste`mes fonde´s sur l’identite´.
On s’inte´resse plus en de´tail, dans une seconde partie du me´moire, au proble`me classique
de la re´solution d’un syste`me line´aire creux de´fini sur un corps fini, porte´ aux limites de ce
que la technologie (the´orique et pratique) permet. Nous montrons comment une ame´lioration
substantielle de l’algorithme de Wiedemann par blocs a rendu celui-ci compe´titif pour la
re´solution d’un grand syste`me line´aire creux sur Fp.
Une partie de ce me´moire est consacre´e au point de vue de l’expe´rimentateur, grand
utilisateur de moyens de calcul, de la surcharge de travail humain que cela impose, et des
constatations que cette position ame`ne.
Abstract
Computing discrete logarithms is a fundamental task for public key cryptanalysis. The
mere existence of a subexponential algorithm for this purpose is not sufficient to definitely rule
on the security level provided by some cryptosystem. Assessing state-of-the-art cryptanalysis
calls for a thorough evaluation process. This dissertation contributes to such an evaluation.
In particular, a record computation for discrete logarithms over F2607 is described.
The first part of this thesis focuses on our study and use of Coppersmith’s algorithm
for computing discrete logarithms in finite fields of characteristic two. We brought several
improvements to this algorithm, which made the record computation feasible. The relevance
of such a computation extends beyond the realm of finite fields, because of the existence of the
MOV reduction on the one hand, and the recently introduced identity-based cryptography on
the other hand.
The second part of this work addresses the classical problem of solving large sparse linear
systems over finite fields, using the full power of existing algorithms and hardware in order
to solve the largest possible linear systems. Specifically, we show how the block Wiedemann
algorithm can be substantially improved in order to become very competitive for solving large
sparse linear systems over Fp.
Practical considerations on the achievement of the computations implied by this work
are also discussed. These computations involved large resources, and required an important
management work on the human side. Driving such tasks also yields some observations.
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