ABSTRACT: Three-dimensional simulations of estuarine circulation in the New York Harbor complex, Long Island Sound, and the New York Bight have been conducted using the Estuarine, Coastal and Ocean Model (ECOM) within the framework of a single grid system. The model grid is curvilinear and orthogonal, with resolution from 100 m in rivers to about 50 km in the bight. The model forcing functions consist of (1) meteorological data; (2) water level elevation and temperature and salinity fields along the open boundary; and (3) freshwater inflows from 30 rivers, 110 wastewater treatment plants, and 268 point sources from combined sewer overflows and surface runoffs. Because the goal of this study is to maximize, to the extent possible, the predictive skill of the modeling system, the motivation for and a detailed description of the construction of these boundary forcing functions are presented. Two 12-month periods are considered: (1) October 1988 to September 1989 for model calibration; and (2) October 1994 to September 1995 for model validation. For model calibration, the results are compared with water levels at 14 stations, currents at six stations, and temperature and salinity at 35 stations. Model validation is accomplished using data from an extensive hydrodynamic monitoring program. Mean errors in predicted elevations and currents are less than 10% and 15%, respectively. Correlation coefficients for salinity and temperature are as high as 0.86 and 1.0, respectively. The level of skill shown by these statistical measures suggests that the model is capable of describing the entire spectrum of time scales for the computed quantities, from the semidiurnal to the annual scales.
INTRODUCTION
Hydrodynamic and water quality investigations of New York Harbor, Long Island Sound, and New York Bight have attracted the attention of citizens concerned with environmental quality and federal, state, and local authorities. It is in part prompted by concern over water quality management, and in part due to the desire to better understand the estuarine circulation and mixing produced by wind, tidal forcing, and freshwater inflows in the presence of varying topography. Numerous papers and reports have been published on the tides, currents, hydrography, and hydrology of this area. Jay and Bowman (1975) have reviewed the hydrodynamics and water quality of this region from 1848 to the early 1970s. A comprehensive discussion on the circulation in the New York Bight and surrounding coastal waters can be found in Beardsley and Boicourt (1981) . Field experiments (Beardsley et al. 1985; Brown et al. 1985; Joyce 1985; Chapman et al. 1986 ) have added a wealth of information on the circulation patterns. Based upon these field experiments, the characteristic feature of the circulation in the New York Bight is a southwestward mean flow along the shelf of roughly 2-10 cm и s Ϫ1 with a mean transport of the order of 250,000 m 3 и s
Ϫ1
. A large number of numerical model studies of the New York Bight have been reported. Diagnostic studies of the mean barotropic and baroclinic circulation in the New York Bight have been conducted by Han et al. (1980) and Dieterle (1983, 1987) . Simulation of the long-term mean circulation in the Middle Atlantic Bight has been reported by Blumberg and Mellor (1980) . Their main conclusion was that the presence of the Gulf Stream is an important factor for the circulation along the continental shelf in the New York Bight. Blumberg and Galperin (1990) and Long Island Sound. Buoyancy and wind induced circulations in the New York Bight have also been analyzed by Oey et al. (1995) . In these studies, climatological forcing functions were used to understand the main features of the mean circulation pattern.
Recently, Scheffner et al. (1994) have reported the development of a coupled three-dimensional model of New York Bight, Long Island Sound, and New York Bay. Model calibration and validation were performed for short periods (a few months) using limited data sets. Discrepancies between the model and data (for currents, salinity, and temperature) are quite high. Oey et al. (1985) have reported a numerical model of New York Harbor, comparing model results with short-term data for model calibration. Blumberg and Prichard (1997) have concentrated on the East River, which connects New York Harbor to Long Island Sound, in an attempt to estimate mass transports through the system. Numerical models of Long Island Sound, a comparison of model results with data, and analyses of the residual circulation can be found in Schmalz et al. (1994) . In these studies, only parts of New York Harbor, Long Island Sound, and New York Bight are considered. Consequently, interactions between the interconnected water bodies became difficult to analyze.
In the present study, a three-dimensional hydrodynamic model of the New York Harbor, Long Island Sound, and the New York Bight is presented within the framework of a single model. Figs. 1(a) and 1(b) show the model domain and the horizontal, orthogonal curvilinear grid system employed in the current study. The model is driven by water level, meteorological forcing, spatially and temporally varying surface heat flux, and freshwater fluxes from 30 rivers, 110 wastewater treatment plants, and 268 point sources of combined sewer overflows and storm runoffs. Salinity and temperature boundary conditions are, however, partially derived from climatological data. Two 12-month modeling periods, October 1988 to September 1989 and October 1994 to September 1995, are considered. Model skill assessment for the two significantly different hydrologic years consists of comparing water levels at 19 stations, currents at 12 locations, and salinity and temperature at 37 locations distributed throughout the model domain. Performance of the model is also quantified in terms of root-mean square (RMS) errors and correlation coefficients following suggestions of the ASCE Task Committee (1988). Considerable effort has been devoted to developing model 800 / JOURNAL OF HYDRAULIC ENGINEERING / AUGUST 1999 System   FIG. 1(b) . Model Grid of Hudson River, East River, New York Bay, Raritan Bay, and Apex of New York Bight forcing functions and assessing model skill, because a goal of the present study is to as accurately as possible predict the hydrodynamic behavior of the system. The study indicates that accurate estimation of relevant sources of freshwater significantly enhances the ability of the model to predict salinity.
FIG. 1(a). Model Domain and Orthogonal Curvilinear Coordinate
The present study is one of the first attempts to model such a complex estuarine system and the contiguous continental shelf as a coupled hydrodynamic and thermodynamic system over annual cycles. Calibration and validation of large-scale hydrodynamic models over annual cycles are rare. An example of a similar attempt for a much smaller system, the Chesapeake Bay, is given in Johnson et al. (1993) . In the context of hydraulic engineering, most of the three-dimensional models incorporating second-order turbulent closure schemes have been applied to small-scale problems (Cokljat and Younis 1995; Ouillon and Dartus 1997; Sinha et al. 1998 ) for investigating local phenomena.
MODEL DESCRIPTION
The hydrodynamic model used in the present study is a three-dimensional, time-dependent model developed by Mellor (1980, 1987) . This model, called Estuarine, Coastal and Ocean Model (ECOM), has a long history of successful applications to oceanic, coastal, and estuarine waters. Some recent applications of the model include the Chesapeake Bay (Blumberg and Goodrich 1990) , New York Bight (Blumberg and Galperin 1990), Delaware Bay and Delaware River (Galperin and Mellor 1990) , Gulf Stream region (Ezer and Mellor 1992) , Massachusetts Bay (Blumberg et al. 1993) , Georges Bank (Chen and Beardsley 1995) , and the Oregon continental shelf (Allen et al. 1995) .
The numerical model solves a coupled system of differential, prognostic equations describing conservation of mass, momentum, heat, and salt. The governing equations in terms of velocity U i = (U, V, W ), temperature T, and salinity S are Mellor 1980, 1987) as follows:
The hydrostatic approximation yields
where (x, y, t) = water level; P = pressure; f = Coriolis parameter; o = reference density; and = density, which is a function of S and T, as defined in Fofonoff (1962) .
The vertical mixing coefficients K M and K H in (2)-(4) are calculated using the Mellor and Yamada (1982) turbulence closure scheme, as modified by Galperin et al. (1988) and Blumberg et al. (1992) . The terms (F U , F V ), F T , and F S are related to small-scale mixing processes not directly resolved by the model. They are parameterized as horizontal diffusion in terms of the Smagorinsky (1963) horizontal diffusion formulation. This parameterization contains two coefficients, A M for F U and F V , and A H for F T and F S , which are functions of an adjustable parameter C S . An additional adjustable parameter is the bottom frictional drag coefficient, C D , relating bottom stress to bottom velocity. Recently, Davis et al. (1997) have reviewed the developments of turbulence closure schemes in the context of hydrodynamic models.
Eqs.
(1)-(4) are transformed to an orthogonal curvilinear coordinate system in the horizontal plane. They are further transformed to a bottom and free surface following the coordinate system in the vertical plane. The model recognizes fast, barotropic external waves and slow, baroclinic internal waves, and solves corresponding barotropic and baroclinic equations with different time steps. Further details of the numerical model can be found in Mellor (1980, 1987) .
The model domain and the orthogonal curvilinear grid system used in the present study are shown in Figs. 1(a) and 1(b) . The grid consists of 49 ϫ 84 segments in the horizontal plane, and 11 levels in the vertical plane. The model domain encompasses New York Bight from Cape May, N.J. to Nantucket Shoals off the coast of Massachusetts, Long Island Sound, New York Harbor, and the adjoining rivers in New York and New Jersey, as shown in Fig. 1(a) . The model grid of the Hudson River extends to the dam at Troy, N.Y. The open boundary follows the 100 m isobath along the continental shelf break. The resolution of the computational grid varies from 100 m in the rivers to about 50 km in the New York Bight. The depth of the water column varies from approximately 150 m to less than 2 m. A computational time step of 50 s was used for the external mode, while the internal mode used 500 s.
MODEL FORCING FUNCTIONS
In the last two decades, significant progress has been made in three-dimensional, time-dependent, numerical modeling of geophysical systems. Models such as ECOM have combined sophisticated physics with highly accurate numerical procedures. Therefore, in many cases, specification of proper boundary conditions determines the success of the model application. This is especially true when data for boundary conditions are not directly available. At present, there is no uniform practice in specifying necessary and sufficient boundary conditions for hydrodynamic models. Therefore, the ASCE Task Committee (Wang et al. 1990) suggested that all ''boundary conditions be accurately stated with their associated assumptions. '' In this section, boundary conditions and model forcing functions for the simulation periods of October 1988 to September 1989 and October 1994 to September 1995 are presented. The first modeling period was selected for model calibration using data available from a previous study (''Newtown'' 1995) . In the latter simulation period, a field program was conducted so that the hydrodynamic model could be throughly validated.
Elevation Boundary Condition
Measured elevation data are not available for specifying boundary conditions in this model domain. Therefore, as an approximation, the sea surface elevation (x b , t), where x b and t are open ocean boundary and time, respectively, is assumed to be composed of three parts. The first part drives the longterm circulation (geostrophic currents) due to the cross-shelf climatological slope [ G (x b , t)], the second part deals with the tidal fluctuations [ T (x b , t)], and the third part represents subtidal (meteorological) forcing [ M (t)]. The resulting water level is expressed as
The effect of the cross-shelf elevation gradient imposed at the shelf break by the large-scale offshore circulation has been studied by Hopkins and Dieterle (1983) . They found that the elevation gradient across the shelf affects the total transport through the cross-shelf boundaries. For a typical summertime period, a gradient of 13 cm across a Narragansett Bay shelfbreak section and an 11 cm gradient across a Cape May shelfbreak section could produce the observed summer along-shelf flux of water. Following their findings, Blumberg and Galperin (1990) used the same boundary elevation for analyzing summer circulations in the New York Bight. These gradients have been adopted in the present study.
The astronomical tide, T (x, t), due to the eight primary harmonic constituents (M 2 , S 2 , N 2 , K 2 , O 1 , P 1 , and Q 1 ) was obtained from a global model of ocean tides, TPX0.2, developed by Oregon State University (Egbert et al. 1994) . This model covers the globe on a 512 ϫ 256 grid.
Most of the previous models of New York Bight have been driven by either cross-shelf slopes (Blumberg and Galperin 1990) or astronomical tides (Scheffner et al. 1994; Oey et al. 1995) only. In the present study, the influence of the offshore meteorological conditions is also incorporated into the boundary condition. Wong (1990) has analyzed variations of subtidal water levels in the Long Island Sound, including Montauk and Sandy Hook (Fig. 2 shows locations of these stations). An analysis similar to that of Wong (1990) for data at Montauk, Sandy Hook, Atlantic City, and Cape May indicates that the response of the water surface to meteorological forcing is essentially in phase throughout the New York Bight and the adjacent estuarine waters. The differences in amplitude and phase at different locations, due to the local bathymetry and coastline, are small. Therefore, in the current study the meteorological component of the water level, M (t), is expressed as
M S H where ␣ = additional calibration parameter; and SH (t) is taken as the 34-h low-passed water level at Sandy Hook. The parameter ␣ is expected to have a value less than one because the amplitude of the wave is amplified by shoaling and shallow water effects as it propagates over the continental shelf toward the coastline.
Salinity and Temperature Boundary Conditions
For 1988-89, temperature and salinity boundary conditions were extracted from the climatological data set constructed by Levitus (1984) . This data set contains gridded monthly data at 1Њ latitude-longitude intervals. At each point, data are tabulated at 19 levels from 0 to 1,000 m. Climatological data, of course, do not represent true monthly variations of temperature and salinity for a particular simulation period. Therefore, boundary conditions based on the work of Levitus (1984) were adjusted so that computed temperature and salinity approximately matched the observed 1988-89 monthly mean temperature and salinity data in Long Island Sound and New York Harbor. The boundary condition adjustments are
where S L and T L = climatological salinity and temperature in ppt and ЊC from Levitus (1984) . During 1994-95, salinity and temperature data were collected at three moorings along the open boundary of the model. However, these data contain gaps that were filled with the climatological data (Levitus 1984) . The reconstructed data were smoothed to remove any discontinuity between the measured and climatological data.
Meteorological Forcing Function
Two major boundary forcing functions applied at the water surface are the heat flux and the wind stress. The heat flux computation requires the specification of the air temperature, relative humidity, barometric pressure, wind speed, shortwave solar radiation, and cloud cover (Rosati and Miyakoda 1988) . Hourly meteorological data for these quantities were obtained from the National Oceanic and Atmospheric Administration (NOAA) at Central Park, N.Y. and a buoy (AL5N6) at the apex of New York Bight. Data from Central Park were used for the heat flux computation. The wind stress computed from buoy wind speed and direction was applied only to New York Bight and Long Island Sound. In the rest of the domain the wind stress resulting from data recorded at Central Park was used. The wind speed at the offshore buoy is, in general, higher. The ratio of yearly mean wind speed at the buoy to Central Park is 1. 75. For 1988-89 and 1994-95 , the yearly mean shortwave solar radiation is 158 and 148 W и m
Ϫ2
, respectively. Therefore, the 1988-89 simulation period was a relatively warmer year.
Freshwater Inflow
Freshwater inflows from 30 rivers and tributaries are considered in the modeling framework. Daily discharge data were compiled from U.S. Geological Survey (USGS) surface water records for New York, New Jersey, and Connecticut. The annual mean flows from all of the rivers are 1,420 and 870 m 3 и s Ϫ1 for the simulation periods 1988-89 and 1994-95, respectively. Thus, in 1994-95, the freshwater inflow into the model domain is approximately 40% smaller. The Connecticut River has the highest discharge, followed by the Hudson River. The mean flow of the Hudson is about 65% that of the Connecticut River. Temperature specified for the river inflows is based on historical data analyzed by Ashizawa and Cole (1994) . Riverine water temperature for both of the simulation periods varied from 1ЊC to 25ЊC.
Two other sources of freshwater are from wastewater treatment plants and storm-water runoffs. Effluents from 110 wastewater treatment plants are included in the model. Temperature and discharge data were obtained from the Interstate Sanitation Commission. The total effluent from the treatment plants is 114 m 3 и s Ϫ1 , and temperature varied from 11ЊC to 12ЊC. Surface runoffs, including combined sewer overflows, from catchments adjacent to the model domain were computed through the use of the Storm-Water Management Model (SWMM). These point sources of freshwater were distributed over 268 computational cells. These runoffs are highly transient, and are a function of rainfall intensity. Temperature for these runoffs is taken as that of the river inflows.
INITIAL CONDITIONS
To start the computations, it is necessary to specify initial conditions for elevation, velocity, salinity, and temperature. Three-dimensional initial conditions for salinity and temperature were constructed from climatological data of Levitus (1984) , which are tabulated on a 1Њ square grid. They were supplemented by field measurements in 1994-95. For both of the simulation periods, initial water surface was assumed horizontal, and velocity components were set to zero through the model domain. To remove the effects of approximate initial conditions, the model was run for one year, and model results were compared with measurements in the second year of computations.
MODEL SKILL ASSESSMENT
An extensive set of data for the 1988-89 simulation period were available (''Newtown'' 1995) for model calibration. These data were collected from agencies, including the NOAA and the Department of Environmental Protection of New York, New Jersey, and Connecticut. As part of the present study, a year-long field program from October 1994 to September 1995
FIG. 2. Locations of Tide Gauges

FIG. 3. Comparison of Instantaneous Water Levels in April 1995
was conducted. A total of 16 stations in the New York Harbor, Long Island Sound, and New York Bight were instrumented. A description of the Acoustic Doppler Current Profiler (ADCP) deployments and data collection procedure can be found in Coomes (1996) .
The model was calibrated by adjusting (1) the inverse shoaling coefficient, ␣, defined by (7); (2) the subgrid scale horizontal mixing coefficient, C S , defined by Smagorinsky's horizontal diffusion parameterization in (2)-(4); and (3) the bottom frictional drag coefficient, C D . These coefficients are adjusted to reproduce measured tidal elevations, currents, salinity, and temperature in 1988-89. Initial runs were made using ␣ = 1.0, 0.75, 0.50, and 0.25. Comparisons of 34-h lowpassed water levels suggest that ␣ = 0.50 provides the best match between the model and data at all of the tide gauges. With this value of ␣, additional model runs were made for different values of C S and C D .
During the calibration process, it was observed that the model consistently overestimated monthly mean salinity and temperature in the Long Island Sound and New York Harbor. Various reasons for the discrepancy were investigated. Finally, it was concluded that the climatological data (Levitus 1984) were too different from the actual salinity and temperature conditions in the New York Bight during 1988-89. Therefore, Because of the large number of locations where data were available for model calibration and validation, only some representative visual comparisons of the model results with data are presented in this section. However, overall agreement between the model and data is based on all data, and it is presented in tabular form in terms of RMS errors and correlation coefficients.
Water Levels
The locations of 19 tide gauges in the model domain are shown in Fig. 2. Fig. 3 compares instantaneous water levels at Sandy Hook, Willets Point, and Montauk for the month of April in 1995. Comparisons at other locations for both of the simulation periods are similar. The results indicate that the model slightly underestimates amplitudes at Cape May, Atlantic City, and Willets Point, and there is a phase shift of about 1 h at Montauk. This phase shift is present in both of the simulation periods. It is probably the result of the tide gauge at Montauk being located in an embayment, which is not included in the model. Otherwise, the agreement between the model and data is very good. The tidal ranges between the spring and neap tidal cycle, and times of high and low waters are very well reproduced. The amplification of the tidal range in Long Island Sound, from approximately 0.80 m at Montauk to 2.5 at Willets Point, is very well reproduced. Except at Montauk, phase differences between the model and data are negligible.
Statistical evaluation of the model performance for the instantaneous water level is presented in A comparison of 34-h low-passed water levels at Sandy Hook, Willets Point, and Montauk for the model calibration period, when the appropriate value of ␣ was determined, is presented in Fig. 4 . At the NOAA tide gauges that contain long-term continuous data, RMS errors and correlation coefficients are presented for subtidal (34-h and five-day lowpassed) water level variations in Table 2 . For these subtidal frequencies, the correlation coefficients vary from 0.79 to 0.95. At these frequencies, the phase shift between the model and data at Montauk becomes less significant, resulting in a higher correlation coefficient. The mean correlation coefficients are 0.87 and 0.89 for the 34-h and five-day low-passed water levels, respectively. The corresponding RMS errors are 8.0 cm and 6.2 cm. A part of the error in the computed instantaneous and subtidal elevations is obviously the result of approximations made in the formulation of the elevation boundary condition [ (7)].
Errors in the computed amplitudes and phases of the M 2 tidal constituent at 25 locations are compared in Table 3. The  table includes (Moody et al. 1984) . In the study area, the M 2 is the dominant tidal constituent, and its amplitude is computed to within 10 cm. Excluding Montauk, maximum phase errors for the M 2 are less than 20Њ. The errors in the computed amplitude and phase for the other constituents are higher. However, their magnitudes, when compared with M 2 , are relatively small, resulting in very good agreement between the model and data, as shown in Figs. 3 and 4 and Tables 1 and  2 .
Current Velocities
The locations of ADCPs and current meter moorings are shown in Fig. 5 . Note that there are two ADCP stations de-
FIG. 4. Comparisons of 34 h Low-Passed Water Levels from June 1 to July 30, 1989 TABLE 3. Comparison of M 2 Elevation Tidal Constituents
Latitude (north)
Longitude (west)
Observed
Calculated Amplitude (cm)
Phase (؇)
1 Cape May  74Њ87Ј  38Њ88Ј  69  245  59  234  2  Atlantic City  74Њ55Ј  39Њ51Ј  58  211  60  221  3  Sandy Hook  74Њ30Ј  40Њ70Ј  68  223  63  216  4  The Battery  74Њ31Ј  40Њ72Ј  66  235  62  231  5  Montauk  71Њ87Ј  41Њ32Ј  29  263  32  204  6  Willets Point  73Њ76Ј  40Њ77Ј  112  332  102  342  7  Bergen Point  74Њ38Ј  40Њ68Ј  73  237  65  230  8  Bridgeport  73Њ40Ј  41Њ40Ј  96  325  88  334  9  New London  72Њ35Ј  41Њ51Ј  36  274  33  275  10  Staten Island  74Њ33Ј  40Њ66Ј  65  229  64  245  11  Gowanus Bay  74Њ31Ј  40Њ69Ј  69  234  65  252  12  Lincoln Tunnel  74Њ30Ј  40Њ76Ј  56  254  59  263  13  GWB  73Њ87Ј  40Њ80Ј  58  265  54  277  14  Yonkers  73Њ83Ј  40Њ87Ј  53  277  56  302  15  Dobbs Ferry  73Њ82Ј  41Њ34Ј  54  292  58  312  16  West Point  73Њ87Ј  41Њ53Ј  43  327  52  312  17  Jones Inlet  73Њ63Ј  40Њ65Ј  53  220  59  202  18  Shark River  74Њ31Ј  40Њ41Ј  47  281  56  235  19  Harlem River  74Њ84Ј  40Њ82Ј  49  276  53  264  20  Picket  40Њ43Ј  71Њ19Ј  44  349  35  327  21  LT5  40Њ12Ј  72Њ00Ј  46  349  39  321  22  MESA10  40Њ00Ј  73Њ14Ј  55  351  52  320  23  AMBROSE  40Њ28Ј  73Њ50Ј  65  353  61  321  24  LT2  39Њ24Ј  73Њ44Ј  54  353  51  326  25  MD  38Њ59Ј  74Њ02Ј  52  354  54  339 noted by NC. Short-term data at two ADCPs (SC and one of the NCs) were available for 1989. The rest of the ADCPs (NC, RH, and HR) were installed during the 1994-95 period. At the ADCP stations, currents were reported at a large number of vertical bins (Coomes 1996) . To limit the presentation, results are presented for near-surface, middepth, and near-bottom bins. Current meter velocities are compared at their depths of deployment. The computed velocity is compared with ADCP data at College Point, N.Y. for the month of July 1995 in Fig. 6 . Comparisons of data versus the model at other ADCP stations are very similar. At CP and HR, the model underestimates the near-bottom velocity significantly, which is the result of using a higher C D in the East River. 
FIG. 7. Comparisons of Currents at Mooring F in June 1995
and the correlation coefficients are higher than 0.94. The overall agreement between the model and data is very good. During 1994-95, near-surface and near-bottom currents at three moorings, shown in Fig. 5 , were available. In Fig. 7 , computed velocities for the month of April of 1995 are compared with data at mooring E in the New York Bight. Agreement between the model and data in the New York Bight at all of the moorings is considerably lower than that obtained for ADCP current measurements in the New York Harbor. However, the model reproduces the overall trends in the data.
RMS errors and correlation coefficients at the mooring stations are presented in Table 5 .
The table indicates that RMS errors are less than 20% of the velocity range. Correlation coefficients vary from 0.03 for the U component of velocity at the deep location at mooring F to 0.72 for the V component at shallow mooring F. The correlation coefficients are, in general, higher for near-surface velocities. The lowest correlation is at mooring F, located just outside the mouth of the Shark River. The model does not include the Shark River in the computational domain. Only its discharge is included as a point source of freshwater. Therefore, the oscillatory flow field in the east-west direction in the vicinity of Shark River is not simulated well by the model. The model, however, does a much better job in the north-south direction at mooring F. At mooring H, where velocities are significantly higher than those at moorings E and F, correlation coefficients are also considerably higher. The same is true for moorings in the New York Harbor.
A comparison of 34-h low-passed currents at three different levels is shown in Fig. 8 . Though the model reproduces most of the subtidal variabilities, their amplitudes are underestimated and there are significant phase differences. Computed currents toward New York Harbor (negative currents) are considerably weaker than those suggested by the data. Compared with data of Blumberg and Prichard (1997) , the deterioration of the results is due to approximations made in specifying elevation boundary conditions, and the simplified geometrical representation of the Upper East River using only three computational cells.
Energy spectra (in variance-preserving form) for currents and elevation at the SC station are compared in Fig. 9 . The current spectra are presented for near-surface, middepth, and near-bottom bins. Both the data and the model indicate that the prominent peaks in the energy spectra occur at the M 2 and K 1 periods. Energy contained in the M 2 frequency is significantly higher than in other frequencies. The figures indicate that the model reproduces the variations in energy spectra very well for frequencies greater than 0.6 cycles per day (cpd). At lower frequencies, the model underestimates energy, resulting in the smaller subtidal velocity of Fig. 8 .
Salinity and Temperature
The model was calibrated by comparing computed nearsurface and near-bottom salinity, and temperature at 35 stations in 1988-89. These stations are distributed throughout the model domain. Data density was fairly high at 10 stations in the Hudson River, New York Harbor, and Lower East River in the summer of 1989. Daily near-surface data were available at four locations (The Battery, Willets Point, Bridgeport, and Montauk). At the rest of the locations, data mostly consisted of weekly and biweekly samples during the entire simulation period. Model results were compared with data at 27 locations for model validation. This included approximately hourly nearsurface and near-bottom data at four moorings in the New York Bight and Long Island Sound. Fig. 5 shows the mooring locations along with the monitoring stations used for the model and data comparisons presented in this paper.
Comparisons of instantaneous salinity at stations N3 in the Hudson River, E2 in the Lower East River, E7 in the Upper East River, and H3 in the Harlem River from June 1, 1989 to July 30, 1989 are presented in Fig. 10 . The variations in subtidal salinity (34-h low-passed) at these locations over the complete simulation period are shown in Fig. 11 . These figures indicate that the model simulates the surface and bottom salinity very well. The vertical salinity stratification and its temporal variations in the Hudson River, due to spring and neap tidal cycles, are well reproduced. The well-mixed water columns of the Lower East River and the seasonal stratification found in the Upper East River are also correctly simulated by the model. The range of salinity variations in the Harlem River is significantly higher than in the East River. Unlike the Hudson River, the Harlem River remains well mixed throughout the spring-neap tidal cycles. Comparisons of salinity at all of Semidiurnal and diurnal variations in temperature as much smaller than those for salinity. Therefore, Fig. 12 compares the subtidal variations of temperature over an annual cycle at mooring stations E, F, G, and H. The corresponding variations in temperature at stations N3, E2, E7, and H3 are shown in Fig. 13 . The model overestimates temperature in Long Island Sound and New York Bight from the latter half of January to early March, as indicated at moorings F, G, and H in Fig. 13 and station E7 in Fig. 13 . The situation is quite similar for the 1988-89 simulation period. However, in the New York Harbor area, the computed temperatures are within the variability of the data, as indicated by mode versus data comparisons at stations N3, E2, and H3 in Fig. 13 . Sensitivity analysis indicates that lowering the offshore boundary temperature does not significantly improve the computed results in Long Island Sound and New York Bight temperature and data was considered reasonable, and further refinement was not warranted.
Because of the large number of salinity and temperature stations involved in the current study, the model's skill for bottom and surface salinity and temperature is presented in Figs. 14 and 15 , respectively. The results are aggregated into subregions in the model domain. These subdivisions are (1) the Hudson River north of The Battery; (2) the East River; (3) the New York Bay; (4) the Kill area including Newark Bay; (5) Long Island Sound; and (6) the New York Bight. As the number of data points at moorings is large, only 12 h mean values are plotted and analyzed. Fig. 14 indicates that for surface and bottom salinity, the lowest correlation is 0.58. It occurs in the East River. In the Hudson River, where the tidal variations in salinity are large, the correlation between the data and the model exceeds 0.80. The correlation between the model and data for temperature varies from 0.77 in the East River to almost 1.0 in Long Island Sound. Except for the surface temperature in the East River, the correlation at all of the regions exceeds 0.90.
SENSITIVITY ANALYSIS
The forcing functions developed in the present study are based on a large number of assumptions and approximations.
FIG. 13. Comparisons of Subtidal Surface and Bottom Temperature Variations in New York Harbor for 1994-95
The effects of these assumptions and approximations were analyzed while calibrating the model. In this section, effects of using daily mean, monthly mean, and yearly mean freshwater inflows from the Hudson River and Connecticut River on the computed salinity are discussed. Most of the previous studies of the New York Bight and New York Harbor (Oey et al. 1985; Blumberg and Galperin 1990; Oey et al. 1995) have used these approximations to simplify their model applications. The Hudson and Connecticut Rivers contribute about 65% of total freshwater inflows from 30 rivers and tributaries included in the current study.
Computed surface and bottom salinities in May 1989 at station N3 in the Hudson River for three different temporal distributions of freshwater inflows are compared in Fig. 16 . These discharge distributions are (1) daily mean flows from 30 rivers and tributaries; (2) historical monthly mean flows from the Hudson and Connecticut Rivers only; and (3) the same as in case 2, but using historical annual mean flows. Moreover, following previous studies on New York Harbor, New York Bight, and Long Island Sound, point sources of surface runoffs are also neglected in cases 2 and 3. The historical monthly and annual mean values were determined from USGS data from 1946 to 1996 for the Hudson River and from 1928 to 1996 for the Connecticut River.
The figure indicates that both surface and bottom salinity distributions are significantly different for the three river inflow conditions. The difference between salinity distributions resulting from monthly and annual mean flows is relatively smaller. Compared with daily discharge, the maximum increase in salinity for using monthly and annual discharges is 12 and 16 ppt, respectively. The corresponding increase for bottom salinity is 12 and 13 ppt, respectively. The latter river inflow conditions result in significantly higher salinity in the New York Harbor, Long Island Sound, and the apex of New York Bight.
The correlations between the model and salinity data for the three discharge conditions for 1988-89 are shown in Table 6 . In the table, New York Bight is not included, as sufficient data were not available. Note that correlation coefficients shown in Fig. 14 and Table 6 are not identical, as the figure is based on all available data for 1988-89 and 1994-95, whereas Table 6 is based on data for 1988-89 only. The use of monthly discharge lowers the correlation between the model and data by 0.02-0.40. For annual mean flow, correlation coefficients deteriorate by 0.11-0.44. For monthly mean flow, the largest decrease in correlation coefficients occurs in Long Island Sound. However, for annual mean flow, the largest decrease occurs in the New York Bay. Degradation in correlation for surface salinity is higher than the correlation for bottom salinity. This analysis clearly illustrates the need for accurate and detailed information about forcing functions to achieve the objectives of developing hydrodynamic models.
RESIDUAL CIRCULATION IN NEW YORK HARBOR
Residual circulation in New York Harbor is one of the important factors responsible for the transport and distribution of pollutants from various sources located along the Hudson River, East River, and Long Island Sound (Blumberg and Prichard 1997) . Therefore, an objective of the present study was to analyze residual circulations at different time scales, indicating whether pollutants could be transported to Long Island Sound or to New York Harbor, and how these pollutants are flushed into the New York Bight.
Residual circulations in the model domain, including New York Harbor, Long Island Sound, and the New York Bight, were analyzed at time scales ranging from tidal and meteorological (4-10 days) to monthly, seasonal, and annual. The annual mean distribution of fluxes through key locations in New York Harbor from the 1988-89 simulation period is shown in Fig. 17 . At each section, the net flow is split into upper layer (Q u respectively. Along the reach of the Hudson River shown in Fig. 17 , the ratio Q u /Q l changed by a factor of three in 1988-89. In 1994-95, a period of relatively low flow, Q u /Q l at the Narrows and Sandy Hook-Rockaway transect was approximately the same (1.6 and 1.4, respectively). However, at West Point the ratio decreased to 2.5, indicating higher vertical stratification and salinity intrusion in the Hudson River.
SUMMARY AND CONCLUSIONS
A three-dimensional hydrodynamic model of the New York Bight, Long Island Sound, and New York Harbor has been presented within the framework of a single grid system. The study utilizes ECOM, a three-dimensional hydrodynamic model developed by Mellor (1980, 1987) , for simulating water level, velocity, salinity, and temperature. ECOM has a long history of successful applications to many coastal and estuarine systems. For such models, specification of boundary forcing functions greatly influences the success of the model application. Therefore, a detailed description of derived boundary conditions-elevations, salinity, temperature, surface heat flux, freshwater inflows from rivers, wastewater treatment plants, and surface runoff-has been presented. Sensitivity analyses indicate the need for accurate and detailed information on boundary conditions. Otherwise, computed hydrodynamic parameters will be significantly different from the field condition. For example, if monthly mean freshwater inflows from rivers are used as boundary conditions, correlations between the computed salinity and data can be reduced by 0.40. Numerical experiments indicate that accurate estimations of all sources of freshwater significantly improve the simulation accuracy of the model.
The model was calibrated by comparing water levels at 14 locations, current velocities at six locations, and salinity and temperature at 35 locations over a period of one year from October 1988 to September 1989. A hydrologically different simulation period, October 1994 to September 1995, was used for model validation. Compared with 1988-89, the latter period is relatively colder, with 10 W/m 2 lower yearly mean shortwave solar radiation, and significantly drier, with only 66% of inflows from rivers. The model was validated against elevation data at 13 locations, current data at five locations, and salinity and temperature data at 27 locations.
The model skill assessment has been quantified in terms of RMS errors and correlation coefficients. At most of the locations, errors in computed water levels are less than 10% of the local tidal range, and correlations between the data and model exceed 0.95. The M 2 amplitudes and phases at 24 locations are predicted within 10 cm and 20Њ, respectively. In the New York Harbor, currents are computed within 15% of observations. Though the model reproduces the overall trends in observed velocities in the New York Bight, the correlation between the model and data is lower. The performance of the model in predicting salinity and temperature is very encouraging. The model reproduces not only stratification and destratification over the spring and neap tidal cycles, but also the simultaneous existence of stratified, well-mixed, and partially well-mixed conditions in different regions in the model domain. Correlation coefficients for different subregions of the model domain vary from 0.58 to 0.86 for salinity and from 0.77 to almost 1.0 for temperature.
Two 12-month simulations indicate that the model is capable of describing the entire spectrum of time scales of the computed quantities, including the semidiurnal tidal scale, diurnal scale, meteorological scale (a few days), spring and neap tidal scale (15 days), and monthly, seasonal, and annual scales. An analysis of the annual mean residual circulation pattern in the New York Harbor has been presented. Therefore, the model is expected to be a useful tool for water quality modeling and water resources management of the modeled region. The paper attempts to rectify the lack of information on constructing open boundary conditions for hydrodynamic models (Wang et al. 1990) and statistical evaluation of model performance (ASCE Task Committee 1988) in most of the published papers and reports.
