A lognormal model for the response times of a person on a set of test items is investigated. The model has a parameter structure analogous to the twoparameter logistic response models in item response theory, with a parameter for the speed of each person as well as parameters for the time intensity and discriminating power of each item. It is shown how these parameters can be estimated by a Markov chain Monte Carlo method (Gibbs sampler). The method was used to analyze response times for the adaptive version of a test from the Armed Services Vocational Aptitude Battery. The same data set was used to test the validity of the model against a normal model using posterior predictive checks on the response times. The lognormal model showed an excellent fit to the data, whereas the normal model seemed unable to allow for a characteristic skewness of the response time distributions. The addition of an equality constraint on the discrimination parameters led only to a slight loss of fit. The potential use of the model for improving the daily practice of testing is indicated.
It has long been known that response times on test items are an important source of information on the person's behavior, but we had to wait for the advent of computer-based testing to make the recording of response times a routine part of test administration. Now that testing is widely computerized, the question of how to model response times has become urgent.
The current literature on test theory shows two fundamentally different approaches to modeling response times. One approach is to model these times in the framework of an item response theory (IRT) model for the response variables for the same items. Examples of this approach are found in Roskam (1997) , Thissen (1983) , van Breukelen (1989) , and Verhelst, Verstraalen, and Jansen (1997) . In the other approach, response times are modeled independently of the response variables for the items. Examples of this approach are found in Maris (1993) , Scheiblechner (1979) , Schnipke and Scrams (1997) , van der Linden, Scrams, and Schnipke (1999) , and van der Linden and van Krimpen-Stoop (2003) . A review of both types of models is offered in Schnipke and Scrams (2002) .
Typical of IRT models is that they describe the distribution of response variables using person and item parameters. Let U ij be the response variable for person j and item i, with U ij = 1 denoting a correct and U ij = 0 and incorrect response. One of the mainstream IRT models is the three-parameter logistic (3PL) model: with being the logistic function. In this model, parameter θ ∈ (−∞, ∞) represents the ability, proficiency, or skill of the person, and parameters b i ∈ (−∞, ∞), a i > 0, and c i ∈ [0, 1] are interpreted as the difficulty, discriminating power of item i, and guessing probability for item i (Lord, 1980) . Other IRT models have a more complicated parameter structure to deal with multidimensional abilities, other item properties, and/or variation in the conditions under which the test is administered.
The reason why in the first approach response times are modeled in the framework of an IRT model is an assumed interaction between the parameters that govern the distributions of the person's response times and his or her response variables for the items. For one thing, it has been felt that response-time modeling should be based on the speed-accuracy trade-off that has been the focus of much of the more psychological literature on response times (e.g., Luce, 1983, sect. 2.2.7) . This is done by adopting an IRT ability parameter in the response-time model. Moreover, it is often assumed that more difficult items require more time to be solved. This assumption seems to involve the necessity of an item difficulty parameter in the response-time model. Thissen (1983) was one of the first to model response time using such assumptions. His model is a lognormal model for the distribution of the response time on an item with a parameter structure that, in addition to new person and item parameters with a time interpretation, contains a regression term on the parameter structure a i (θ − b i ) in the response model in Equations 1 and 2. As a result, it reflects two different trade-offs, one between the item parameters in the model and the other between the person parameters. Roskam's (1987) model is also of the regression type; basically, it is the Rasch model with a term added to its parameter structure that regresses the probability of a correct response directly on the observed response time. In a later version, Roskam (1997) mixes this model over a Weibull distribution for the response time. The same type of mixture model is proposed in Verhelst, Verstraalen, and Jansen (1997) . Their model is a logistic model with both an ability and a speed parameter for each person. The model follows from the assumption of an extreme-value distribution mixed over a gamma distribution for the response time.
In the second approach, response time distributions are modeled without any parametric relation to the distribution of the response variables on the items. One of the earliest models in this tradition was the exponential model by Scheiblechner (1979 Scheiblechner ( , 1985 . His model assumes the exponential density for response time t ij of person j on item i, that is, the density f(t ij ) = λ exp[−λt ij ], with a parameterization of the mean/scale parameter λ > 0 as These parameters are interpreted as time parameters for person j and item i, respectively. This model, which was proposed independently by Oosterloo (1975) , seems to be inspired by Rasch's (1960) Poisson model for response counts on a time-limit test. The exponential distribution is known to hold for the waiting times for responses in a Poisson process, and Rasch's and Scheiblechner's model have identical parameterization. Scheiblechner extended the model with a linear decomposition of the item parameters, ⑀ i , into parameters for basic determinants of response times by the item and showed how to estimate the model and test its fit to response data using conditional maximum likelihood theory.
A comparable approach with a gamma distribution for the response time is followed in Maris (1993) . The gamma distribution is a two-parameter generalization of the exponential distribution. Maris introduced a linear structure for both the item and person parameter and used these to model different types of underlying psychological processes.
A lognormal model with a linear composition of its mean parameter into a general-level, person, and item component was proposed in Schnipke and Scrams (1997) . The same model was used to correct adaptive testing for differential speededness in van der Linden, Scrams, and Schnipke (1999) and to check adaptive tests for aberrances in person behavior in van der Linden and van Krimpen-Stoop (2003) . This model shares its distributional assumption with Thissen's (1983) model but has response-time parameters only. This article is based on a third approach, in which the response and responsetime distributions are assumed to be determined by distinct parameters with statistical relations to be captured by a second level of modeling (van der Linden, submitted) . For example, at the level of a fixed person the basic assumption is that the person operates at constant ability and speed. His or her choice of ability and speed level is not free but constrained by a speed-accuracy trade-off. But once the choice is made, the only thing that counts for the response-time distributions is the person's speed, and the response times become conditionally independent given speed. However, for a population of persons, ability and speed are expected to be statistically dependent, and we need a second-level population model to represent the dependency.
The goal of the current research was to find an acceptable model for the response time distribution of a fixed person. If such a model is found, it can be used as a plug-in model in a hierarchical approach to the modeling of responses and response times. If no interest exists in the relation between IRT and time parameters at population level, it can also be used as a stand-alone model for analyzing response times on a test. Examples of both types of applications are discussed later in this article.
Our candidate model is a lognormal model, that is, a normal density for the logarithm of the response time. This choice of the lognormal family was mainly motivated by a good fit of its distributions to actual responses times in studies reported in Schnipke and Scrams (1997) , Thissen (1983) , and van der Linden, Scrams, and Schnipke (1999) . The model, however, has a different parameter structure than in these references. Also, we model the variance of the distribution as an itemdependent parameter. As explained below, the new structure helps us entertain an interesting analogy with the structure of the logistic model in Equation 2.
We show how the parameters in the model can be estimated using a Markov chain Monte Carlo (MCMC) approach with the Gibbs sampler. The full conditional distributions needed for the sampler follow from an adjustment of the standard Bayesian treatment of a normal model for identically distributed variables with a normal-gamma prior to the case of variables depending on item and person parameters in this article. Also, we indicate how the results from the Gibbs sampler can be used to evaluate the fit of the lognormal model. The procedures are demonstrated in an empirical study in which the fit of the lognormal model is compared to a few alternatives.
Lognormal Model
The model is for the case of a fixed person operating at speed τ on a test with items i = 1, . . . , n. It is assumed that response time t i of this person on item i is the realization of a random variable T i . This assumption of randomness is common in the literature on response times. It rests on experimental observations that human behavior on tasks replicated under identical conditions shows variation. The belief that this assumption also holds for response times on test items, which often cannot be replicated, generalizes these observations. We discuss the structure of the model, and postpone its motivation to a subsequent section.
The model posits a normal density for the distribution of the logresponse time, ln T i , which can be written as:
The mean of the distribution, µ i = β i − τ > 0, β i ∈ (−∞, ∞) and τ ∈ (−∞, ∞), has a structure that reminds us of the one for the mean in the exponential model above. The only difference is the change of sign of τ, which enables us to interpret this The relation between t i and its mean τ − β i is modified by a factor α i > 0, which is the reciprocal of the standard deviation of the normal distribution. This parameter can be interpreted as a discrimination parameter. A larger value for α i means less dispersion for the log response time distribution on item i for the persons, and, hence, better discrimination by the item between distributions of persons with different levels of speed.
Identifiability
Because of the presence of β i − τ, the model in Equation 4 is not yet identified; for any value of ⑀, their distributions remain the same under the transformations β i − ⑀ and τ j − ⑀. To establish identifiability, we suggest imposing the following constraint on the set of values τ j for the speed parameter in the calibration sample when estimating the item parameters:
Observe that β i − τ j = µ ij implies If the constraint in Equation 5 is used, it follows that that is, the average item parameter β i is equated to the average expected logtime over the persons and items in the data set. As a consequence, the values for the person parameter, τ j , are deviations from this average. The constraint in Equation 5 also helps us to select favorable priors in our Bayesian treatment of the parameter estimation problem below, as well as favorable starting values for the Gibbs sampler we use.
Motivation of the Model
It is our goal to find a flexible model that can be fitted to response time data with satisfactory results for different item types used in computer-based testing. The ( ) same idea of curve fitting is the main motivation for the use of the 3PL model in Equations 1 and 2, which has a record of successful applications in numerous testing programs. Therefore, it is encouraging, but certainly no guarantee for success, that the proposed lognormal model in this article bears a close analogy to the two-parameter logistic (2PL) response model, that is, the model in Equations 1 and 2 with c i = 0 for all i. First, despite the different nature of the binary response variable U ij and the continuous response-time variable T ij , both models impose a similar structure on the means of these variables, with person parameters (θ j and τ j ) and primary item parameters (b i and β i ) operating in opposite direction. (It is somewhat unusual to view the 2PL model as a model for the mean of a response variable, but the probability Pr{U ij = 1} modeled by it is the mean of response variable U ij .)
Second, both models have the same discrimination parameter moderating or reinforcing the joint effects of an item and person parameter. For the lognormal model, the interpretation of α i as a discrimination parameter follows from the fact that if α i increases, the distributions of time (on the log scale) for any two values for the speed parameter τ 0 < β i and τ 1 > β i show less overlap. Hence, the interpretation of α i as a parameter for the discriminating power of the item with respect to any two persons operating at these two speed levels. Parameter a i in the logistic function in Equation 2 has an analogous interpretation: larger values for a i result in less overlap between the distributions of the response variables for any two values for the ability parameter θ 0 < b i and θ 1 > b i . This analogy is illustrated in Figure 1 .
Furthermore, it should be noted that the lognormal model does not need a guessing parameter, such as c i in the 3PL model in Equation 1. For response times, a lower asymptote does not make any sense; response time has a natural lower limit at zero, which is approached if the person's speed increases and/or the item becomes less time intensive. Hence, the lower tails of response-time distributions should not be constrained by any parameter.
In the empirical study below, we also evaluated the impact of the constraints on the empirical fit of the lognormal model. The fit of the data to these constraints helps us to ascertain whether the two-parameter version of the lognormal model is necessary or, analogous to the Rasch or 1PL model in IRT, a reduction to a oneparameter version is possible. If so, this constraint conveniently reduces the number of parameters in the hierarchical model for speed and accuracy in van der Linden (submitted). The parameter structure of the lognormal model in this article has been chosen to represent the basic dynamics of the interaction between a person and a test item only. Of course, many more factors do have an impact on response time, but, invoking a central limit theorem, the joint effect of them is assumed to be captured by the assumption of a member of the normal family for the logtime distribution.
The models based on the exponential and gamma distribution discussed earlier follow from more stringent assumptions on the problem-solving process underlying a person's response to an item. Comparable types of assumptions were used to derive the models that treated response times in an IRT framework discussed earlier in this article. The power of these models is also their weakness. If the problemsolving process actually happens to meet their stringent assumptions, such models cannot be beaten. If it does not, they are bound to fail. The specificity of these models is also reflected by the shape of their distributions. For example, the exponential model always has a (single) mode at t ij = 0. This feature does not seem realistic for response time distributions in computer-based testing. Likewise, gamma distributions have a dependent mean and variance; if either increases, so does the other. The same holds for the Weibull distribution adopted in the model by Roskam (1997) . It is hard to understand why this feature should always be necessary for a density to fit response times on test items. 
Normal Model
A normal model is defined over the entire real continuum, whereas response time is a nonnegative variable. It is for this reason that a normal model for the log response time makes sense. However, absence of the log transformation does not necessarily result in serious misfit of the normal distribution to actual response times, provided they are not too low. In the empirical example later in this article, we study the lognormal model in Equation 4 against its normal analog with the same type of parameterization:
A practical advantage of the normal model is that its parameters can be interpreted in terms of the original units in which the response times t i were measured (e.g., seconds). For larger response times, the choice between the two models, therefore, may be one between loss of fit and more convenient parameter interpretation.
The normal model in Equation 9 can be reparameterized to become an instance of a unidimensional model for continuous item responses introduced in Mellenbergh (1994) .
Parameter Estimation
Our method of estimating the parameters in the models in Equations 4 and 9 is Bayesian with an MCMC method (Gibbs sampler) to explore the posterior distribution of the parameters. For each person j and item i, the vector of log response times is denoted as t j = (ln t 1j , . . . , ln t nj ) and t i = (ln t i1 , . . . , ln t iN ), respectively. In addition, we use t = (ln t ij ) to denote the matrix of log response times. Finally, we summarize all person and item parameters as vectors = (τ 1 , . . . , τ N ), ␣ = (α 1 , . . . , α n ), and ␤ = (β 1 , . . . , β n ). If the parameters in the normal model in Equation 9 are estimated, the log transformation is simply omitted.
We assume response-time variables that are independent between persons as well as between items given a person ("local independence"). For the standard case of independent normal variables with identical distributions, it is convenient to assume a joint prior specified as a marginal inverse chi-square prior for the variance and a normal prior for the mean given the variance. This normal inverse chisquare prior is the conjugate of the normal model (e.g., Gelman et al., 1995, sect. 3.3; Novick & Jackson, 1974, sect. 7.6 ). For the reciprocal of the variance parameter, the normal-gamma family is the conjugate. The models in this article, however, are for (nonidentical) normal variables, with parameters indexed by item and persons. Therefore, we have to adjust the approach.
Prior Distributions
We assume independent priors for all parameters, except those for α i and β i , which are for the same item. It is shown how a combination of normal and gamma represents our prior guess of the value of this parameter, and ν expresses the strength of our belief in this guess. Likewise, in the conditional prior of β i given α i , parameter µ β is our prior guess of the value of β i and α i 2 κ presents the strength of our belief. Observe that this strength is measured as the reciprocal of the variance of the sampling distribution of κ "prior observations" that are on the same scale as the logresponse times.
Posterior Distribution
It follows that the joint posterior distribution has density
Gibbs Sampler
The Gibbs sampler (Gelfand & Smith, 1990) can be used to approximate this posterior distribution by sampling successively from the conditional distributions of one parameter given the previously drawn values for all others. We alternate sampling between the blocks of person parameters τ j and item parameters (α i , β i ).
At step k, the conditional posterior distributions have the following forms:
1. If we fix the item parameters to known values α i = α
reduces to the product of posterior distributions for the case of normal data with known variance but unknown means, with a common normal prior for the means. Because the prior is conjugate, the posterior distributions are also normal. More specifically, defining β i −ln t ij , i = 1, . . . , n, as our data for person j, the posterior of τ j is for normal data with unknown mean τ j and variance equal to α −2 i . From the standard theory for this case (e.g., Gelman, Carlin, Stern, ( ) 
Implementation of the Gibbs Sampler
The Gibbs sampler cycles between the two sets of conditional posterior distributions in the preceding section. It is continued until it stabilizes, and a prespecified number of additional draws, K, has been obtained for each parameter. The K draws can be used to calculate such quantities as the posterior means and standard deviations as well as to perform the posterior checks on the fit of the model to the items and persons discussed below.
To keep the model identifiable, after each iteration the draws for the parameters τ j are rescaled using the constraint in 
where and
Goodness of Fit
To evaluate the fit of the model to response-time data, we propose to check Bayesian residuals for the persons and items. These residuals are calculated using the posterior predictive densities. For person j and item i the posterior predictive density is defined as the density of a predicted value for variable ln T ij given the current observed data t = (t ij ). This density is the model distribution in Equation 4 averaged over the joint posterior of the item and person parameters:
This density can be approximated using the draws from the posterior distribution of the parameters in the Gibbs samples. Let k = 1, . . . , K be the individual draws after its stabilization. The density in Equation 30 is approximated by Typically, in a posterior predictive check we want to evaluate the probability of the actual observation ln t ij under this predictive density. For example, if we want to know the left-sided probability of exceedance for observed response time ln t ij , the interest is in This probability can be approximated as where Φ( ⅐ ) is the normal distribution function. The right-sided probabilities can be approximated in a comparable way. 
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Probabilities to close to zero or one are indicative of unusual times under the model. Aggregations of the results of these checks over items and persons gives us an impression of the fit of the model to individual items and persons.
It is possible to test the lognormal and normal models against each other or against the versions with the constraints in Equation 8 using the ratio of their marginal likelihoods (Bayes factors) (Gelman et al., 1995, Sect. 6.5 ). The models have the proper marginal distribution of ln t ij required for this test. But in the empirical example in the next section, we found a more qualitative comparison of the patterns of values for Equation 32 between the models more informative.
Empirical Example
The models in this article were used to analyze a data set from a CAT version of the Arithmetic Reasoning test from the Armed Services Vocational Aptitude Test Battery (ASVAB). The item pool consisted of 186 items, and the length of this test was equal to 15 items. We analyzed the log response times for a random sample of 2,000 persons from the original data set of 38,357 persons. The same data set was used in Schnipke and Scrams (1997) to assess the fit of a normal and lognormal distribution to the response times for a population of test takers. All analyses were repeated four times: for the lognormal model in Equation 4, the normal model in Equation 9, and for the versions of the two models with the constraints in Equation 8.
The posterior distributions for the item and person parameters were approximated using the Gibbs sampler described earlier. To use a meaningful unit, we present the values for the parameters of the prior distributions chosen in this study for the normal model with time measured in seconds; the parameters for the lognormal model in Equation 4 follow upon log transformation of the times. The common prior for the person parameters τ j was chosen to be the normal distribution in Equation 10 with µ τ = 0 and σ τ = 1,000. This choice of mean and standard deviation was motivated by the identifiability constraint on the τ j parameters in Equation 5 and our wish to use a low-informative prior. For the same reasons, the common prior for the item parameters β i was the normal distribution in Equation 12 with µ β set equal to the average response time in the sample, t _ = 73.1, and k = 1. The common gamma prior for the parameters α 2 i was chosen to have parameters λ = 1,222 (which was half the variance of the response times in the sample) and ν = 1.
The Gibbs sampler was initialized using the starting values for the parameters in Equations 22-24. We used 1,500 iterations for stabilization of the sampler. Traceplots showed that the parameters were stable after this number. The calculation of the posterior quantities in the next sections were based on K = 4,500 additional iterations.
Description of Sample
To perform the analyses with a reasonable amount of data for each item and person, the following sample was taken from the data set. First, we removed all items with an exposure rate smaller than 0.15. The resulting number of items was equal to 48. Because of the removal of items, not all persons in the reduced data matrix produced answers to 15 items. We first selected all persons from the data set who did answer 15 items; next we selected all persons who answered 14 items, and then complemented the sample to 2,000 persons by drawing the remaining number randomly from the subset that answered 13 items. An analysis of the sample revealed one person who answered a total of 15 items but spent only 12.6 s on the first item and less than 2 s on all other items. It was obvious that this person had responded to the items rather haphazardly. Therefore, we replaced this person by another random draw from the data set among those who answered 13 items. The structure of the sample is summarized in Tables 1 and 2 .
The length of the test implied a limited number of items per person, but the number of persons per item was more than enough to guarantee stable item parameter estimates. The minimum number of persons per item was equal to 61 for item 16; the maximum number was 1,085 for item 20.
The distribution of the response times in the sample is summarized in the scatterplots in Figure 2 . The upper panel shows the scatter of the means and standard deviations of the response times for the items, the lower panel for the persons. More specific information is given in Figure 3 , which shows the sample distributions of 194 van der Linden the response times of the persons on Items 3 and 13. These items were selected because their distributions were typical of the data set. Observe that both distributions are skewed to the right. This feature seems to hint at a comparable characteristic for the response time distribution for the fixed person-item combination modeled in this article. However, this conclusion cannot be based on Figure 3 only; the two distributions in this figure are the result of mixing the person-item distributions over the values of the speed parameter τ for the persons who took them. Figure 4 gives scatterplots of the distribution of the expected a posterior (EAP) estimates of the item discrimination (α i ) and intensity (β i ) parameters for the four models in this article. For the normal model, the plot shows a negative correlation between the estimates. This trend is entirely attributable to the floor effect induced by the time scale. The log transformation effectively removes the trend. The common values for the discrimination parameter in the versions of the two models with the equality constraints in Equation 8 were equal to α = 1.875 (logresponse time) and α = 0.022 (time in seconds). The presence of this constraint did not have much effect on the distribution of the estimates of β i .
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Parameter Estimates
The estimates of α i in the normal model, which are the reciprocals of the standard deviations of the person-item distribution of times in seconds, were generally low. This feature is a consequence of the choice of unit. Measuring time in larger units than seconds would have given larger values for α i . The current range of the estimates of α i was [0.014, 0.039], which corresponds to standard deviations between 25.6 and 71.4 s. However, the estimates of α i on the logtime scale have a much larger unit; in fact, their numerical values happened to be close to those typically obtained for the discrimination parameters in the 3PL model with the customary norming of the mean and standard deviation of the ability estimates equal to zero and one, respectively. The distributions of the estimates of the speed parameters τ j for the sample are shown in Figure 5 . On the original time scale, the distributions were skewed to the left; application of the log transformation gave them a more symmetric shape. Also, the equality constraints on the values of α i did not seem to have much impact on these estimates either. 
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Model Fit
To assess the overall fit of the four versions of the model, we used the distribution of the cumulative posterior predictive probabilities in Equation 32 at the observed response times for all 27,029 item-person combinations in the sample. In Figure 6 , for each of the four models, the cumulative distribution of these probabilities over all item-person combinations is plotted. From the well-known theorem on probability integral transformations (e.g., Casella & Berger, 1990 , theorem 2.1.4), it follows that perfect fit is obtained for curves that are equal to the identity line. This result was approximated for the two lognormal models. For the two normal models, the shapes of the curves revealed a systematic skewness (= underrepresentation of observations in the lower tail and overrepresentation in the upper tail). Again, the presence of the equality constraint on the parameters α i did not have much effect. Because the lognormal model showed far better fit, we continue our report of the analyses for this model only.
The fit of the individual items was assessed repeating the preceding procedure for each individual item with the distribution of the cumulative probabilities over the persons to whom it was administered. with the best and the worst fit found for this data set. Even for the worst item, the fit still seems satisfactory for most practical purposes. The test length in this data set was too small to use the same procedure for checking the fit of the persons. Instead, we counted the number of times the persons in the sample had an observed response time smaller or larger than a given percentile in the lower and upper tails of their predictive distributions, respectively. The proportions of times a certain count occurred in the sample was compared with the expected proportion calculated under the binomial distribution. For example, among the persons who took 15 items, we expect a proportion of ( Tables 3  and 4 , respectively. The main conclusion from these tables is that the number of misfitting persons is generally somewhat lower than expected on the basis of chance only. For each of the three test lengths, the proportion of persons with no response times more extreme than the 5th or 10th percentiles in the left tail and the 95th and 90th percentile in the right tail was larger than expected, whereas the proportions with one or more response times was smaller than expected. The differences were systematically Note. In the column headings, 0, 1, 2, and ≥3 represent the number of items.
smaller for the version of the model with the equality constraint on the discrimination parameters. The reason for this slight overfit is not entirely clear. It may merely be the case that the actual response time distributions for some of the persons who took the ASVAB had slightly thinner tails than the lognormal distribution.
Discussion
The lognormal model in this article was clearly superior to the alternative of a normal model. Our expectation that because the response times were generally large (e.g., see Figure 3 ), the presence of a natural zero might not hamper the fit of a normal model too much turned out to be optimistic. Apparently, for a typical operational adaptive test, we need a lognormal model to allow for the skewness of the response-time distributions.
The Bayesian treatment of the statistical aspects of the model involved a convenient application of the Gibbs sampler and a set of rather straightforward procedures for checking the fit of the model based on the posterior predictive distributions of the person-item combinations. For the data set used in the empirical study, the running time on a PC with 1.50GHz, 256MB RAM Pentium 4 processor was approximately 1 hr for 1,000 iterations of the Gibbs sampler. Because the running time is linear in the number of persons and items, it is easy to project the total amount of time needed to estimate the parameters for a given data set. In computer-based testing, response times are recorded automatically during the pretesting of the items. Therefore, it is simple to add the estimation of the item parameters in the model in this article to the current practice of item calibration.
In the introduction to this article, we made a distinction between stand-alone applications of the response-time model and applications that require embedding of it in a hierarchical framework. An example of the former is the issue of speededness in test design, which so far has been handled mostly intuitively. As soon as we have estimates of the parameters in the response-time model for a pool of items, we are able to assemble tests from it with an expected time required to complete the test not larger than the amount of time available. The identifiability constraint in Equation 5 involves an average value for the speed parameter equal to zero for the population from which the calibration sample is taken. It follows that if the total time for the test, t tot , has been chosen well for this population, the items in the test should be selected such that For adaptive tests, the problem of differential speededness arises easily because different test takers get different items. These tests can be made equally (un)speeded by imposing a constraint of this type on the selection of the items using the shadowtest approach (for examples, see van der Linden, 2005, Sect. 9.5) .
If the items have been calibrated, it becomes easy to score the test takers for their speed. The ML estimate of the speed parameter in the model is 
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This estimate corrects the logresponse times by the person for the time intensity of the items. It can be used, for example, to compare the speed at which persons operate across tests with different items. If the test has to be prepared for a subpopulation of test takers who need accommodation, estimates of the speed of a typical candidate can be used to establish the total time t tot for any test for which the item parameters α i and β i are known. Also, if the interest is in detecting aberrant response behavior on tests, the estimate in Equation 34 can be used to check the pattern of actual response times on the test for aberrances (for a Bayesian check, see van der Linden and van Krimpen-Stoop, 2003) .
If the model is embedded in a hierarchical framework with a regular IRT model as a second first-level model, it becomes possible to introduce response time as a covariate in IRT item calibration. The framework allows us to estimate the population distribution of the item parameters in the two models, which can be used to derive empirical priors for the more difficult to estimate IRT parameters from the response times in the calibration sample. Alternatively, response times can be used to accelerate the increase in precision of the updates of the ability estimates in adaptive testing, and, hence, improve item selection.
In fact, it seems possible to improve any of our current testing routines using response times as an additional source of information. Research is already in progress for several of such potential improvements.
