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Abstract: In this paper we illustrate techniques for digitized waveform signal processing of fast
timing detectors. In the example discussed here, timing analysis of SiPM signals in the presence
of high Dark Count Rates, a large data set of digitized waveforms is used to develop an optimal
strategy relevant to the electronics front end design.
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1 Introduction
In an earlier note[1] we discussed techniques for signal processing from detectors whose data is
presented in the form of discrete time samples.
In collider experiments operating with bunched beams such data naturally occur when data are
pipelined in digital form to enable a delayed L1 trigger. In the case of calorimeter data (eg ATLAS
LAr EM Barrel) 5 or so samples may be available in the output stream permitting a subsequent
optimization of the signal processing (eg. favoring energy rather than time resolution [2]).
As the Large Hadron Collider luminosity continues to climb beyond the original design value,
the events captured in a single frame (ie bunch crossing) contain a random overlap of physics
objects from interactions captured in the same frame with increasing probability. This pileup
induced background can be mitigated by proper association of these objects with their reconstructed
interaction points- in both space and time-[3][4]. Since the time frame of an LHC bunch crossing is
of order 170 picoseconds rms, the Phase II upgrades are targeting particle time resolutions of order
10s of picoseconds(ps).
R&D on detectors and electronics to achieve this goal has benefitted from the availability of
oscilloscopes and dedicated waveform digitizers that can capture data at ∼ 20 GSa/s or greater
permitting the evaluation of different signal processing algorithms tailored to the actual device and
conditions under test. Rather than committing to a given timing circuit for detector development
as was usually the case in the past, this approach can be useful in developing different algorithms
before committing to a particular ASIC design, for example. In the following we illustrate this
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approach for the case of Geiger Mode avalanche photodetectors (aka SiPM) which will be affected
during their use at High Luminosity LHC by the high integrated radiation field (eg. ∼ 1013 neq/cm2
in the below example) with a consequent increase in dark count rate (DCR) of several orders of
magnitude.
2 Optimal Filter
The particular use case we have in mind is the CMS MIP Timing Detector barrel, wherein SiPMs
will be coupled to thin ( 3 mm) LYSO bars to detect the light signal produced by a relativistic
charged particle traversing the bar. The readout electronics must produce a time of arrival (TOA)
signal which compensates for the variable pulse amplitude. This so-called walk compensation is
already familiar in SiPM applications (eg in medical imaging) where DCR is not an issue. We
may then ask how best to maintain SiPM time resolution in the presence of DCR. Does optimal
processing change as a function of DCR noise rate? For example, is there a single optimal bandpass
selection over a large range of DCR rate?
The background count rate effectively introduces an instability of the baseline (in proportion
to the SiPM recovery time) ahead of the leading edge of the signal to be timed. While there are
a number of techniques to accomplish baseline restoration, the most common is to sample the
baseline just ahead of the signal and subtract this value from subsequent samples. Normally this is
equivalent to a high pass filter since the baseline jitter is dominated by lower frequencies than those
characteristic of our signal ( ∼ 300MHz in the example discussed below).
The actual baseline restoration algorithm introduced below is accomplished by summing the
SiPM signal with a delayed (δt) and inverted copy as in eqn 4.1. The conclusion of the study
presented below is that this DCR noise filter algorithm effectively reduces the impact of DCR on the
time resolution (by roughly a factor of 2 in our example) with little sensitivity to the value of δt used
in the filter. On the other hand the optimal timing threshold does vary and should be configurable
over the expected range of DCR level.
3 Method
Measurements were performed in a dark room (LHCb fiber lab) with an LED head -model PLS-8-
2-635(497 nm)- driven by a PicoQuant Model PDL800 laser driver. An LED (DC operation peak
emission 470 nm) attached to a variable current source placed near the SiPM under test was used
to vary artificially the dark count rate in the case of un-irradiated SiPMs.
We found that the minimum time jitter (so small that no correction is applied for it) relative
to the trigger was obtained when using the PicoQuant internal trigger, which for the measurements
reported here had a trigger rate of 1 MHz/32=31.25 kHz. For the bulk of these measurements the
SiPMwas operated at 2 V overvoltage and had an internal gain of 1.8×105. Based on the known gain
we could cross-reference the expected mean light intensity (ie the mean number of photoelectrons,
< Npe >) per pulse to the SiPM bias current. Alternatively the same could be done for the dark
count rate as we increased the ambient light and hence the bias current (since the cross-talk was of
order few percent so 1 dark count=1 photoelectron).
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Figure 1. Early version of the setup with bare TIA amplifier and SiPM positioned below LED head. For the
bulk of measurements the SiPM was temperature stabilized with a heat sink/fan.
The spec for the PicoQuant LED head lists a light pulse time spread 350 ps (rms) but we have
not yet measured directly the photon time distribution within the pulse.
While this time distribution is obviously not the same as the LYSO output signal produced by
charged particles in the MIP timing detector, it is nevertheless a useful model for determining the
functional form of the DCR resolution term. This model also could be easily used to confirm the
simulations currently used for estimating the LYSO layer timing.
The actual setup is shown in Figure 1. In this photo an HPK S12572 - 015 SiPM is mounted
on a discrete transimpedance amplifier (designed to have similar impedance and bandwidth as the
planned ASIC to be used in CMS) board. For most of the data discussed in this report the amplifier
was housed in an aluminum box where its 300 mW heat was dissipated by placing the aluminum
box in good thermal contact with a fan cooled large aluminum plate. The ambient temperature was
measured at all times to be between 20-21 ◦C. When operating the SiPM with 40 GHz DCR it will
dissipate about 70 mW of self heating at 2 V overvoltage. To keep the temperature of the SiPM
to within 1-2 ◦C of 20 degrees the SiPM itself was housed in a 5x5 mm ceramic package that was
put in good thermal contact with the aluminum box by using a 0.5 mm adhesive gap filler with a
thermal conductivity of 1 W/mK.
4 Signal Processing
Both trigger (output from PicoQuant) and SiPM waveforms were recorded on a Lecroy-Teledyne
digital scope with 1 GHz analog bandwidth and a sampling frequency of 20 GSa/s. Since the area
around building 4 at CERN has a high level of (GSM?) noise, it was useful to develop a digital
bandpass filter to pre-process the waveforms [1]. A 500 MHz low pass filter was effective in
eliminating this RF noise without any degradation of the signal. The effect of this filter is shown in
Figure 2.
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Figure 2. Typical waveforms at a mean signal level of ∼ 8 photoelectrons (volts, nanoseconds). In the right
hand plot the signals are preprocessed with a 500MHz digital low pass filter which effectively eliminates the
∼ 800MHz ambient RF noise from the environment.
Figure 3. An example of the power spectra for the baseline/random triggers showing the prominent RF
pickup around 800 MHz, the same spectrum shown for laser triggers in the signal region and finally for the
signal region after performing the subtraction in eqn.1. Note that the 500 MHz low pass filter is not applied
for this figure.
In order to mitigate the timing degradation due to dark count noise it is planned for the next
iteration of the TOFHIR ASIC[5] to implement an active high frequency baseline restoration which
produces a corrected signal:
h f (t) = f (t) − f (t + δt) (4.1)
where δt of ∼0.5 nanoseconds(ns) is likely the optimal choice.
In contrast to the digital low pass filter discussed above, this correction essentially introduces
a hi-pass filter. The combined effect of the two filters is illustrated in Figure 3 where we display the
baseline noise absent a laser signal, the original signal and the signal after applying eqn. 4.1.
Since one aim of this note is to evaluate the effectiveness of the TOFHIR signal processing
with bench data, we report throughout time resolutions obtained using f(t)- ie the raw scope signals
cleaned up with the 500 MHz low pass filter- and also that obtained from hf(t) - as defined in eqn
4.1.
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Figure 4. Original calibration set for signal amplitude vs. Number of photoelectrons.
We use throughout the value of δt= 0.5 ns. In a section below we return to the optimal choice
of δt.
4.1 Signal time-of-arrival extraction
When we report time resolution in the following we are referring to the jitter in time-of-arrival
(TOA) relative to the PicoQuant trigger time. The TOA is extracted from the waveforms in a given
data set using a time over a threshold which is determined to be a fixed fraction of the signal peak
amplitude (Constant Fraction timing). This procedure eliminates the usual “walk correction". The
interpolation between sample points is obtained from a local polynomial fit.
In the case of hf[t] timing, the waveforms are scaled according to the original f[t]- ie relative
to the peak value of f[t] for that event.
For the results reported here we scan for the optimum value of Constant Fraction threshold
and always report the best result. The optimum threshold varies rapidly with the dark count rate
for the unsubtracted waveforms, f[t] , and is typically around 10% or less of the peak value. But
as the dark count rate increases it rapidly approaches 50% or so. As expected for the subtracted
waveforms, hf[t] , the location of the optimal threshold is less sensitive to the dark count rate, since
the procedure of eqn 4.1 is suppressing the effect of noise.
5 Calibration of the number of photoelectrons-Npe
Referring to Figure 2, it is straightforward to resolve bands corresponding to the number of photo-
electrons in a particular event when Npe is small. The cleanness of this interpretation is illustrated
in Figure 4, where we have sorted events according to the pulse area rather than peak amplitude.
For higher light levels there are obvious checks on the extrapolation from the few photoelectron
calibration, the above mentioned calibration from the known SiPM gain and trigger repetition rate
to the SiPM bias current. Because we operated the SiPM at a low 2 V over voltage the Excess
Noise Factor is small and the ratio- rms divided by the Mean- of the Poisson distribution in pulse
amplitude also confirms the calibration. We estimate that this procedure yields an uncertainty in
Npe of 5% or better.
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Figure 5. Stochastic term- ie the time resolution absent dark counts. The yellow and blue points were taken
at the end and beginning of this series of measurements, respectively.
6 Stochastic term
Having calibrated the signal amplitude per photoelectron we then vary the light pulse amplitude
using the PicoQuant controls and analyze the waveform data for time resolution according to the
above procedure. We identify this component of the time resolution (absent dark count noise) as
the “stochastic term", shown in Figure 5. The best fit to these data yields:
σtstochastic =
0.27√
Npe
ns (6.1)
This form for the stochastic term is derived from Constant Fraction timing on full waveforms-
f[t]. The corresponding fit for the stochastic term differs insignificantly from this form when using
the subtracted waveform- hf[t]. So we use this form for both cases.
The stochastic term is usually measured for each data set but in certain cases, ie for highly
irradiated SiPMs, it had to be obtained from the above fit.
7 Dark Count Rate contribution to time resolution
To simulate the DCR in non-irradiated SiPMs we varied the current through the DC powered
external 470 nm LED directly illuminating the SiPM cells uniformly. The increasing voltage drop
over the resistance (2.28 kΩ) in series with the SiPM vs. higher DCR was compensated so that all
measurements were taken at (2.0 ± 0.1) V over voltage.
Figure 6 shows the bias curves after voltage compensation for different DCR between 0 and 40
GHz. The fact that the curves are parallel shows a minimum of self heating that would otherwise
lower the gain due to breakdown voltage shift. In addition we used a SiPM irradiated at a dose was
2 × 1012 n/cm2 1 Mev equivalent. This corresponds to about 5 × 1013 n/cm2 at -30 degC which
is similar to 2-3 years of operation in the real detector. In the case of a real irradiated SiPM the
internal SiPMDCR generation will increase a factor of 1.85 per 10 ◦C, yielding a slight non parallel
behavior in the current vs over voltage plot vs the artificial generated DCR obtained using the LED.
We calculate that the deviation of the current by 8% at 2 V corresponds to a 1.3 deg C of SiPM self
heating in our setup.
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Figure 6. I-V curves corresponding to different running conditions (ie DCR ).
In the following we plot both the time resolution obtained from constant fraction timing on f[t]
(upper points) and the corresponding values for hf[t] (lower points). The plots themselves illustrate
the
√
DCR dependence of the time resolution for a given signal level. Comparing the best fits in
Figures 7 and 8, we roughly confirm the N−1pe dependence on signal level of the DCR term. However
for a more quantitive comparison we refer to the table below. We find that the hf[t] algorithm of eqn.
1 does indeed reduce the DCR term for our data by roughly a factor of 2. In both algorithms the
DCR term is also roughly proportional to N−1pe but the agreement is only at the 15% level whereas
we expect the error on Npe to be of order 5%. It is not clear whether this discrepancy is significant.
Npe coeff. of
√
DCR, f[t] fit coeff. of
√
DCR, hf[t] fit
148 32.06 16.7
390 14.33 7.26
ratio 2.24 2.30 390/148=2.64
As a cross-check on this functional form we approximate the conclusions of the above table
with a functional form corresponding to the best fit for row 2 (ie Npe=390):
σtDCR = 14.3 or 7.26 ×
390
Npe
ps − f[t] or hf[t] (7.1)
We have compared this form as an extrapolation to the measured time jitter for our 34.7 GHz
DCR data to the data where we used a SiPM irradiated up to a level of 2 × 1012neq/cm2 and and
obtained good agreement in both cases. An overall summary is plotted on a linear scale in Figure 9.
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Figure 7. Data with Signal Amplitude of 148 photoelectrons mean. Points and fits correspond to the timing
algorithms, with the lower points utilizing the subtracted waveform hf[t].
Figure 8. Data with Signal Amplitude of 390 photoelectrons mean. Points and fits correspond to the timing
algorithms, with the lower points utilizing the subtracted waveform hf[t]
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Figure 9. Plot extended to include 40GHz (actually 34.7 GHz) using Npe dependence of eqn 7.1.
Figure 10. A scan of hf[t] with dt=0.25 to 1.0 nanoseconds for irradiated SiPM (DCR 20 GHz) shows
insignificant variation of resolution for dt in this range. The horizontal scale is in nanoseconds and the
vertical is the amplitude (in volts) of the residual signal.
8 Optimization of δt- delay in the hf[t] algorithm
Lastly we return to the topic of possible optimization of the shift, δt, working with a representative,
real case of the irradiated SiPM data. In Figure 10 we take a sample event and display the waveforms
for 3 different values of dt (0.25, 0.5, 1.0 ns). The analyses for these data were repeated, while
varying δt over this range. The resulting best fit time jitter measurements were consistent to the
level of our method.
We conclude that, at least for this representative case, the time resolution is not very sensitive
to the value of δt.
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