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~:efjj#r<nrrm mI r PROFESSIONAL NOTES 
Being Efficient with Bandwidth 
By Lieutenant Commander Steve Debich, Lieutenant Bruce Hill, 
Captain Scot Miller (Retired), U.S. Navy, and Dr. Don Brutzman 
Naval information dominance hinges on three fundamental capabilities: assured command and control (C2), batllespace awareness, and integrated fires. None of these are possible without 
effective communications links. Net-
works-and more specifically, the infor-
mation flowing through them-are now a 
center of gravity for the Fleet.! Maritime 
tactics and operational plans rely on levels 
within a system, but not across the breadth 
of different systems. When many such 
stovepipes contend for access to the same 
ship-to-shore transport path, even the largest 
SATCOM channels can become congested. 
technologies and methods would need 
improvement, or an additional antenna 
could be installed. Both approaches 
illustrate significant engineering and 
financial constraints associated with 
increasing bandwidth, particularly in the 
shipboard environment. 
SATCOM connections are often depicted 
as lightning bolts connecting deployed 
units with relay systems. These lightning 
bolts convey the impression that data are 
instantaneously transmitted from unit A 
to unit B through an optimally placed 
satellite node. Unfortunately SATCOM 
of synchronization only possible through Future assured C2 requires interoperability transmissions are far from instantaneous: 
They incur significant 
delays in comparison to 
terrestrial communications 
paths. The combined delay 
is known as latency. 
A satellite communication (SAlCOM) system stands watch in Wahiawa, Hawaii. While SAlCOM is how the Navy 
typically transmits and receives high-bandwidth data, lower-bandwidth options should also be explored. 
Latency is an accumulated 
series of delays that can 
occur in each step of the 
communications path 
between the sender and 
receiver. Such delays occur 
as part of propagation delay 
during signal transmission, 
network processing and 
interface delays, varying 
methods for buffering and 
queuing, and cumulative 
router and switch delays.3 
Latency from the perspective 
of network traffic is the 
delay from the time of the 
start of packet transmission 
at the sender host to the 
high-bandwidth communications. Satel-
lite communication (SATCOM) is the 
Fleet's primary path for high-bandwidth 
C2. However, afloat units may be denied 
access due to equipment failure, technical 
problems, weather phenomenon, or enemy 
actions, forcing reliance on lower-band-
width alternatives. 
For afloat units, bandwidth has become 
a critical but painfully finite resource that 
must be conserved. SATCOM carries data 
from a large number of disparate systems 
often referred to as "stovepipes." These 
systems vary in function from tactical to 
administrative, and the data formats for 
each application vary greatly. The result is 
communications only occurring vertically 
76 • July 2014 
between stovepipes and better prioritization 
of network traffic. 
Before identifying the solution, we 
must understand the factors that impose 
constraints on the transmission path: 
bandwidth, latency, and throughput. 
Bandwidth: Not The Same As 
"Throughput" 
Bandwidth is literally the "width" 
of the frequency band used to carry a 
data signal. It is more often described 
as the transmission capacity of the 
communications medium, measured in 
terms of bits per second.2 To increase 
the capacity of an electromagnetic 
communications channel, modulation 
time of the end of packet 
reception at the receiver host 
Unfortunately latency has significant 
effects on throughput. This is due in 
part to the degradation experienced by 
the primary networking protocol TCP 
when operating over a high latency 
network.4 SATCOM channels routinely 
operate with latency between 500 to 800 
milliseconds. Response "waiting time" is 
a particular problem for communications 
protocols like TCP that includes frequent 
acknowledgement among participants. 
Increased latency ultimately results in 
decreased throughput. 
Throughput is the rate at which new 
data-actual information-is transferred 
through a system. Like bandwidth, it is 
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measured in bits per second and can be 
considered the actual effective capacity 
of a channel or the "rate of successful 
message delivery" being achieved. A 
common misconception is that bandwidth 
and throughput are synonymous. 
Numerous additional constraints can limit 
the amount of data that can be transferred 
between two points, such as the overhead 
of communication protocols and latency 
delays, which may keep a channel idle. 
Thus bandwidth indicates the maximum 
possible data-transfer capacity, while 
throughput is what capacity actually 
occurs. Throughput is often significantly 
lower than the communications channel's 
bandwidth capacity. Ultimately round-
trip-time dominates performance more 
than bandwidth does.5 
Common Practice: SATCOM 
For Navy ships at sea, the only access 
to high bandwidth is through SATCOM 
systems. In our increasingly connected 
world, the value placed on access to 
high bandwidth continues to rise. As 
bandwidth increases, the amount of data 
that can be transferred between two 
points also increases. As bandwidth is 
increased, additional capacity is quickly 
consumed by ever-more sophisticated 
sensors, unmanned vehicles, and other 
network-centric dependencies. 6 Most 
high-bandwidth paths utilize the super-
and extremely-high frequency (SHFIEHF) 
spectrum for SATCOM communications. 
Though data and voice circuits exist in 
other portions of the spectrum, SHF and 
EHF carry the brunt of Navy traffic, with 
SHF (C/KuIX band) ultimately providing 
the biggest "pipe" for data flows. 
In the past, the solution to demand for 
increasing data transfer was to increase 
bandwidth, and thereby capacity. As the 
DoD throttles back spending, many areas 
must become more efficient in order to 
accomplish defense missions. Similar 
approaches for efficiency must be applied 
with respect to communication systems. 
The amount of information to be shared 
is not expected to decrease. Because 
constraints on SATCOM bandwidth 
make even marginal increases a costly 
venture, the Navy must explore new 
tactics. Perhaps solutions lie not in the 
channel itself, but in the format of data 
transmitted. What if we can convey the 
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same information using just a fraction of 
the original zeros and ones, while at the 
same time connecting stovepipes through 
data interoperability? 
XML: The Language of 
Interoperability 
Interoperability is essential to the 
key information dominance capabilities. 
Shipboard computers must talk to each 
other, computers from other service 
branches, and computers from partner 
nations. To facilitate interoperability, 
an open-standards approach is critical. 
The Department of the Navy's chief 
information officer has designated the 
extensible markup language (XML) as 
the data-definition language of choice for 
information standardization, and for good 
reason: It is the de facto standard format 
for systems talking across the web.7 By 
design, XML adds structure to data, which 
in tum facilitates validation of correctness 
and system interoperability. XML is the 
lingua franca of the world's computers. 
Though XML is a path to both technical 
and semantic interoperability, it has an 
Achilles heel: It was never intended 
to be compact. 8 In terrestrial networks 
with low latency contributing to massive 
throughput, this is usually unimportant. For 
the Navy, however, large messages mean 
slower connections and less information 
to forward-deployed units relying on 
SATCOM. Transmitting large messages 
also draws more power, so XML isn't ideal 
for mobile or unmanned devices running 
on batteries. Viewed in this light, XML is 
less attractive, but it doesn't have to be that 
way. Recent advances in data compression 
are providing new design options. 
Shrinking Data, Broadening the Web 
In 2004, the World Wide Web 
Consortium began to address this issue, 
and in 2014 released the Efficient 
XML Interchange (EXI) Format 
Recommendation.9 EXI is an alternate 
encoding of XML data that leverages 
the inherent structure of XML to 
tightly compress it. Since it is designed 
specifically for XML, the results are 
superior to generic compression methods. 
In some cases, EXI compression results in 
files that are less than 10 percent the size 
of the original XML file.1O Perhaps even 
more surprising is that EXI decompresses 
faster, using fewer computations and 
therefore drawing less power than plain 
text-based ZIP and GZIP compression. 
Given that XML enables interoperabil-
ity, and that EXI shrinks it, Fleet commu-
nications architects and program managers 
should be interestedY Systems could po-
tentially convert and transmit information 
in XML format, and with EXI they could 
send more information in less time. By in-
corporating EXI, web-based architectures 
such as CANES and C4I systems using 
service-oriented architectures may be vi-
able over constrained SATCOM links. Un-
manned systems and remote sensors might 
use EXI to conserve batteries on extended 
missions. A single file cut to a tenth of its 
original size is useful in itself, but the ag-
gregate impact over thousands of nodes in 
a cloud, each sending thousands of files, 
could be immense. 
Other impacts pertain as well. For 
example, encryption is usually considered 
independent of compression. However, 
by randomizing a bit stream, encryption 
scrambles the structure necessary for 
effective compression. That means 
encrypted streams cannot be compressed. 
Compression must occur before encryption 
when transmitting, and decompression 
after decryption on the receiving end. 
This principle is so important that the 
order should be checked for all Navy 
communications channels. 
Since message size is just one of many 
factors in network throughput, EXI is 
not a silver-bullet for Navy bandwidth 
woes, but it certainly can't hurt. It is not 
mutually exclusive of other attempts to 
address the issue. Navy communications 
designers need not choose between 
a new SATCOM constellation and 
EXI, or between commercial network 
accelerators and EXI; they can have both. 
Considering that EXI is open standard, 
supports interoperability, and shrinks 
data the Navy is already sending over 
its networks, there is little to lose and 
much to gain. The Navy can be more 
efficient with a precious afloat resource: 
bandwidth. 
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A Time to Innovate, A Time to Steal 
By Lieutenant Scott Cheney-Peters, U.S. Navy Reserve 
At a meeting of the Disruptive Thinkers 
group in the summer of 2013, attendees 
were asked to name the most innovative 
military leader they knew. I have to admit, 
I was stumped. Others produced tales 
of front-line leaders developing creative 
solutions to near-insurmountable obstacles. 
The only answer I could immediately 
conjure was Lieutenant Commander 
Thomas Dodge, Kelsey Grammar's 
submarine commander in the movie Down 
Periscope, who, among other exploits, 
disguised his World War II-era diesel 
electric boat as a fishing vessel-complete 
with drunken strains of "Louie, Louie"-to 
avoid detection by a Navy patrol. 
My inability to name a real-life Lieutenant 
Commander Dodge wasn't because I have 
known no great leaders. In my naval 
service I have encountered outstanding 
leaders-male and female, officer and 
enlisted-but no particularly innovative 
ones. This apparent disconnect is all the 
more perplexing given the recent emphasis 
on developing a culture of innovation in the 
Navy. The truth is a good leader does not 
need to be innovative, and an innovative 
leader is not necessarily a good one. 
It is important to define "innovative" 
as a leadership trait. An innovative leader 
develops new methods and solutions to 
tasks and problems. This is an admirable 
characteristic, and one the Navy needs 
within its ranks. However, the Navy is 
best served when the burden of innovation 
does not fall to the leaders of its front-line 
operational units. Quite simply, the time 
and energy they spend developing original 
solutions to problems would be wasted if 
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an effective answer already exists. Instead, 
the Navy should encourage these leaders 
to "steal" what works best until something 
better-and proven-comes along. 
Good Leaders Innovate; Great 
Leaders Steal 
A leader adept at stealing requires 
an awareness of existing solutions, 
receptiveness to others' ideas, and the 
humility to adopt methods that are not 
one's own. The aim is to reduce duplication 
and extra work-not only for leaders, but 
also for those they lead. From shipboard 
instructions to training-team scenarios, 
great leaders know how to copy what 
works and are willing to do so, liberally 
dispensing credit as they go. They also 
require keen judgment: to determine the 
methods worth taking, to identify those 
most applicable to the situation at hand, 
and to know when to ditch the stolen goods 
for something better. 
At the same time, no two situations, 
and therefore no two problem sets, are 
identical. Nor can any method or solution, 
such as a ship'S force protection plan, 
hope to cover every conceivable scenario. 
To deal with a steady stream of new 
situations, it would appear at first glance 
that good leaders must be innovative. 
For example, a unique pier set-up might 
prevent the deployment of jersey barriers 
as required by the force protection plan. 
When such a seemingly original situation 
is broken down into its fundamental parts, 
however, few truly new elements emerge. 
While the force protection plan as written 
might not incorporate the pier set-up, 
adhering to the force protection principle 
of distance suggests implementing 
something else to separate the ship from 
potential threats. 
Here again a great front-line leader acts 
as a thief, aware of others' "jewels"-
existing solutions and approaches to 
this more generic problem of creating 
separation-and intelligent enough to 
know which to grab in the circumstances. 
Granted, an innovative operational leader 
might come up with an interesting 
approach to the composite issue, and 
the trait would indeed be useful for truly 
new and unanticipated needs. In the 
great majority of situations, however, the 
operational leader is better off copying 
another's work because it is already 
known to be effective, or applying proven 
principles to address the component parts 
of a problem. 
In the midst of the response to 
November 2013's super typhoon Haiyan/ 
Yolanda, the U.S. Navy faced the 
challenge of quickly and simultaneously 
filling mUltiple water containers. Hull 
maintenance technicians (HTs) on board 
the USS George Washington (CVN-73) 
used their ingenuity to devise a system 
they called "the Octopus" by welding 
together water distribution piping that 
could fill up to eight containers at once 
with fresh water. Upon completion it 
was flown to a shore location to aid in 
assistance efforts. I 
This story was heralded as a model of 
Fleet innovation on the fly, yet observers 
noted that a similar need and set of solutions 
arose during previous U.S. Navy disaster-
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