Reliability enhancement of power distribution system has attained much significance in the present competitive electricity market. Accordingly, methodologies to assess and improve distribution system reliability are also gaining much importance. This study proposes oppositional differential search (ODS) algorithm to solve reliability optimisation problem of radial distribution system. The objective of this study is to obtain the optimum number, size and location of distributed generation as well as optimal number and location of remote control switch simultaneously in radial distribution system in order to improve system reliability at a compromised cost. A multi-objective function has been formulated here. Differential search (DS) algorithm imitates the seasonal migration behaviour of an organism in search of efficiency of food areas. Opposition-based DS (ODS) algorithm has been used here to improve the quality of solution in minimum time. The proposed opposition-based DS (ODS) algorithm utilises opposition-based learning for Superorganism initialisation and also for iteration wise update operation. Simulation results obtained by ODS algorithm have been compared with that of DS algorithm and differential evolutionary algorithm. Simulation results reveal that ODS algorithm provides considerably superior performance, in terms of quality of solution obtained and computational efficiency.
Introduction
The deregulation of power system and opening up of competitive power market has led to increased demand for uninterrupted quality power. Distribution system has the greatest contribution to the interruption of supply to a consumer [1] . Hence, improving distribution system reliability is key consideration of power system operation. Improvement of reliability involves some preventive and corrective measures and hence, always incurs additional cost. So, the reliability enhancement methods are to be adopted keeping in view the cost involved in the process. Failure rate, repair time and restoration time are some important parameters that characterise reliability. Lowering the values of one or more of the above parameters can improve reliability to a significant extent. The present authors have adopted optimal placement of distributed generation (DG) and remote control switch (RCS) in the radial distribution network in order to improve reliability. DGs are small-scale generation located at the distribution site itself and supplying power locally. RCSs are devices which can connect or isolate a section of a network. Suitable locations of DGs and RCSs in a network may reduce the time to restore power and thus improve reliability. However, installation, operation and maintenance of DG and RCS have their own cost. Hence, a compromise is required, to find optimal allocation of RCSs and DGs. During adopting the present work, a number of literatures related to the present work have been reviewed. Some of these are briefly discussed here.
An artificial intelligence technique with multi-agent system has been adopted by Bouhouras et al. [2] for performing a cost/worth assessment of reliability improvement in distribution networks. Switch allocation problems have been a matter of research interest since decades and many works have been carried out [3] [4] [5] . With the recent trend of automation, RCSs are attaining importance in reliability improvement studies. Some studies have been performed in order to develop strategies for RCS without covering allocation of switches [6, 7] . Allocation of RCS has been considered in various studies [8] [9] [10] [11] . Viotto Romero et al. [12] proposed a dedicated Taboo search algorithm for optimal switch allocation for automatic load transfer in distribution systems. Abiri-Jahromi et al. [13] adopted mixed integer linear programming for optimal placement of sectionalising switches. An iterated sample construction with path relinking method has been adopted by Benavides et al. [14] and applied to switch allocation in electrical distribution networks. Assis et al. [15] proposed an optimisation methodology to allocate switches on radially operated distribution networks considering sectionalising and tie switches of different capacities, with manual or automatic operation schemes. Many studies have focused on network reconfiguration [16] [17] [18] [19] [20] . Kavousi-Fard and Akbari-Zadeh [21] proposed a multi-objective improved shuffled frog leaping algorithm for network reconfiguration in order to optimise reliability indices and active power loss. An artificial immune systems optimisation has been utilised by Alonso et al. [22] for multi-objective distribution system reconfiguration. Zou et al. [23] utilised methods including feeder reconfiguration, recloser installation, recloser replacement and DG installation to minimise system average interruption duration index (SAIDI), an important reliability index. Zidan and Sadani [24] studied the effect of network configuration on maximum loadability and maximum allowable DG penetration in distribution systems. Elsaiah et al. [25] applied an intelligent particle swarm optimisation (PSO)-based method for feeder reconfiguration to improve reliability. Ali et al. [26] studied the effect of loading pattern on the performance of reconfigured distribution system. Samui et al. [27] presented a direct approach to optimal feeder routing problem. Kavousi-Fard et al. [28] adopted distribution feeder reconfiguration as a reinforcement strategy to enhance the reliability of the distribution systems; and also proposed a new modified optimisation method based on harmony search algorithm. Many studies have been carried out including DG in the distribution system. Brown et al. [29] used sequential feeder method and a multiobjective genetic algorithm (GA) together to solve the optimisation of feeder addition problem in an islanded distribution system with DGs. Abdi and Afshar [30] proposed a multi-objective methodology for optimal distributed generation allocation and sizing in distribution system using a hybrid method based on improved PSO and Monte Carlo simulation. Arya et al. [31] used differential evolutionary (DE) algorithm for optimising failure rate and repair time of distribution system having DG in standby mode. Mirjalili et al. [32] proposed a new method for loss reduction based on simultaneous DG placement and network reconfiguration. Raoofat [33] adopted a GA-based method to allocate DGs and RCSs simultaneously with a view to improve reliability and reduce energy loss considering multilevel load. Zidan et al. [34] applied a GA-based method to study the effect of load model on distributed generation allocation and feeders' reconfiguration in unbalanced distribution systems.
Civicioglu [35] introduced a new algorithm named differential search (DS) algorithm which has proved to provide superior solutions compared to other algorithms when applied to benchmark functions. One important characteristic of DS algorithm is its ability to involve more than one individual simultaneously to update the solution sets at a particular iteration, unlike many other algorithms. This improves the exploration ability of DS algorithm. Also, DS algorithm has no inclination to search the optimum solution always in the periphery of present best solution. This helps to balance its exploitation ability. The number of control parameters in DS algorithm is only two, which makes the parameter tuning process much simple. All these characteristics make DS algorithm superior compared to many other optimisation techniques to solve complex multi-modal optimisation problems.
Opposition-based learning (OBL) was introduced by Tizhoosh [36] . Ventresca and Tizhoosh [37] first applied OBL to improve learning and back propagation in neural networks. Since then, it has been applied to many evolutionary algorithms (EAs) such as PSO by Wang et al. [38] , DE by Rahnnamayan et al. [39] , and ant colony optimisation by Mailisia [40] . The basic principle of OBL is to exploit opposite numbers to approach the solution. The inventors of OBL claim that a number's opposite is probably closer than a random number to a solution. Thus, by comparing a number to its opposite, a smaller search space is needed to converge to the solution. Ergezer et al. [41] proved that a quasi-opposite number is usually closer than a random number to the solution. In fact, it has also been proved that a quasi-opposite number is usually closer than an opposite number to the solution. Furthermore, a new opposition method named quasi-reflection has been introduced [41] which is proved to have the highest expected probability of being closer to the problem solution among all OBL methods. The improved computational efficiency of quasi-reflection-based learning concept has motivated the present authors to incorporate this concept in DS algorithm and develop oppositional DS (ODS) algorithm to accelerate the convergence speed of DS algorithm to a larger extent by comparing the fitness of a solution estimate to its opposite and keeping the fitter one in the randomly selected Superorganism set.
In some of the previous works as regard of optimal placement of RCSs or DGs, the number of RCS and DG has been taken as fixed. Moreover, in many of the works, either an optimal allocation of RCS or that of DG has been considered. There are comparatively a less number of literatures where both optimal RCS and DG allocation have been taken into account simultaneously taking multiobjective problem formulation. In this paper, a multi-objective function has been formulated considering both number and position of RCS and number, position and size of DG as unknown variables. The outcome of the proposed technique has been compared with that of DS and DE algorithms.
Section 2 of this paper provides a brief description of the significance of DG and RCS in radial distribution system and its impact on the reliability parameters. Section 3 describes the mathematical formulation of the problem. Section 4 presents the DS algorithm. Section 5 explains OBL and the steps involved to solve the present problem using ODS algorithm. Results of simulation are presented and discussed in Section 6. The conclusion is drawn in Section 7.
RCS and DG in context to reliability

RCS in radial distribution network and reliability indices
RCS has proved to be very useful with the recent trends of automation of distribution networks, since its switching time is very less. RCS may be sectionalising-switch (normally closed) or tie-switch (normally open). The RCS considered for installation in the present work is normally closed type. In radial network, RCS can be operated to isolate a faulty section from the rest of the network. The location of RCS can contribute significantly to enhance the reliability of a network.
The basic reliability indices that are frequently used are failure rate, repair time, restoration time and outage duration. Failure rate denotes the frequency of occurrence of failure. Repair time represents the time required to repair a faulty section after a fault occurs. Restoration time represents the time required to restore service by switching operation after an interruption occurs. Outage duration denotes the total time of outage and is given either by the product of failure rate and repair time or by the product of failure rate and restoration time, as applicable.
Although RCS does not affect the failure rate, it can have a notable impact on the outage duration. Optimal placement of RCSs can remarkably reduce the outage duration and thus enhance the reliability. If there is a fault located downstream to the load point (bus), and if there is no RCS in between the fault and the load point (bus) of concern, time to resume power to the load point will be equal to the time needed to repair the fault, i.e. repair time. On the other hand, an RCS in between the load point of concern and the fault location (downstream to the load point), can reduce this time to the operating time of the RCS, i.e. restoration time, since the opening of RCS will isolate the faulty segment from the healthy portion and power can be restored to the healthy portion.
Since these indices do not take into account the number of customers and connected load, therefore the severity of the fault is not revealed by these indices. To get a clear picture of the fault severity, customer oriented indices are derived from the basic indices. The most frequently used customer oriented indices are system average interruption frequency index (SAIFI), SAIDI, customer average interruption duration index (CAIDI), expected energy not supplied (EENS) and so on. SAIFI is the ratio of the total number of customer interruptions to the total number of customers served. The ratio of the sum of customer interruption durations to the total number of customers is known as SAIDI. CAIDI represents the ratio of the sum of customer interruption durations to the total number of customer interruptions. EENS is the expected energy not supplied, generally expressed on per year basis. In order to reflect the severity or significance of a system outage, the indices such as SAIFI, SAIDI, CAIDI and EENS are very much helpful.
Among several customer oriented indices, EENS is the index of concern in this work which is given by
l i 0 and rep i 0 denote the failure rate and repair time of the i 0 th distributor segment, respectively, n j 0 denotes the total number of segments where fault has occurred and power can be resumed to load connected to the jth bus only after repairing of the fault. l i 1 and res i 1 denote the failure rate and switching time or restoration time of the i 1 th distributor segment, respectively, and n j 1 denotes the total number of segments where fault has occurred and power can be restored to the load of the jth bus through switching operation before repairing of the fault. U j denotes the annual outage duration for load connected to the jth bus and L j is the average load connected at the jth bus.
Distributed generation
With the introduction of DG in the distribution network, the so long passive distribution network becomes an active network. Hence, the characteristics of the distribution network undergo remarkable changes. DG may act as a supplementary source of power. In case of any unavailability of power from the source end, power may be supplied from the DG, which in turn increases the system reliability. Without DG in the distribution system, when interruption of power occurs in a load point due to a fault in the upstream of the load, time to resume power to that load would definitely be equal to the time needed to repair the fault, i.e. repair time.
Presence of DG in the distribution system may change the scenario after fulfilment of the following conditions: Under these circumstances, the time required to resume power to that load point may be equal to the restoration time, subject to the availability of power from DG. Here, EENS calculation can be done using (1) and (2).
Problem formulation
The objective of this paper is to obtain the optimum number, size and location of DG as well as optimal number and location of RCS simultaneously in radial distribution system. A multi-objective formulation is developed with a view to find a compromised solution which improves the reliability (by reducing equivalent cost of EENS) and simultaneously reduces the cost associated with RCSs and DGs. The objective function to reduce EENS is given by
where EENS j corresponds to the EENS of the load of the jth bus, n bus stands for the total number of buses in the network, C 1 stands for per unit cost of EENS ($/kWh) and CPV 1 is the cumulative present value (CPV) of EENS. The CPV method converts all costs and benefits during the lifecycle of any equipment/device into the first year of operation. Thus, it helps to evaluate the total costs and benefits during the economic lifecycle of the equipments [33] . EENS is calculated using (1) and (2). Variables l i 0 , re p i 0 , n j 0 , l i 1 , res i 1 and n j 1 of (2) depend upon the number of RCSs (n RCS ), position of RCS (RCS pos ), number of DGs (n DG ), position of DG (DG pos ) and size of DG (DG size ). Hence, n RCS , RCS pos , n DG , DG pos and DG size are the decision variables. CPV 1 is calculated as follows
where
where EL is the economic life time of the equipments, I inf is the inflation rate, I int is the interest rate and LG is the load growth rate.
The objective function to reduce RCS cost is represented as
where n RCS denotes the total number of RCSs present in the system. C i stands for the installation cost and C m stands for the maintenance cost of each RCS. CPV 2 is the CPV of operation and maintenance cost of the equipments (applicable to both RCS and DG) which is expressed as follows
The objective function to reduce DG cost is presented as
where DG size j 1 denotes the size of DG placed at the j 1 th bus, j 1 denotes a bus with DG installed and n DG denotes the total number of DGs present in the system. C ins stands for the installation cost and C o stands for the operation and maintenance cost of DG per unit size.
The overall normalised objective function to represent multiobjective formulation is expressed as
where w 1 , w 2 and w 3 are weightage values assigned to the individual objectives, in between 0 and 1, such that w 1 + w 2 + w 3 = 1, in order to find the best compromising solution. F 1min , F 2min , F 3min are the minimum values of three objective functions when minimised individually. F 1max is the maximum value of the EENS cost, when no RCS or DG is present in the network. F 2max and F 3max are the maximum values of the two objective functions, when RCSs and DGs are present in all positions, respectively. The objective functions are to be solved subject to the following constraints
(v) 0 ≤ DG pos (j) ≤ 1; j = 1, 2, 3, . . . , n bus (15) where DG min and DG max represent the minimum and maximum limits on the size of DG, repectively. RCSmax _no denotes the maximum number of RCSs that may be installed in the network considering one RCS at each segment. DG max_no denotes the maximum number of DGs that may be installed in the system considering one DG at each bus. RCS pos and DG pos are the discrete variables, i.e. RCS pos and DG pos can have discrete values of either 0 or 1. 0 represents no RCS in a distribution segment of the network and 1 represents the presence of RCS in a distribution segment of the network. Similarly, for DG position, 0 represents no DG and 1 represents the presence of DG in a bus. n s denotes the total number of distribution segments in a network. The number of variables for DG size will be same as the total number of variables for DG pos . The total number of 1s present in the RCS pos variable will give the number of RCSs (n RCS ) of the network. Similarly, total number of 1s present in the DG pos variable will give the number of DGs (n DG ) of the network. These constraints are valid for all the objective functions (3), (6), (9) and (10) mentioned above.
DS algorithm
The DS algorithm simulates the Brownian-like random-walk movement used by an organism to migrate [35] . With the periodical climatic changes, many organisms exhibit seasonal migration behaviour where they migrate from one habitat to a more efficient one with respect to capacity and efficiency of food areas. In the course of migration, the species undergoing migration forms a Superorganism comprising a large number of individuals. The Superorganism as a whole changes its position towards more fruitful areas. Each set of Superorganism (i.e. X i , i = 1, 2, 3, …, N) contains D number of elements (X ij , j = 1, 2, 3, . . . , D), where D is the number of unknown variables of the problem and N denotes the number of Superorganism sets. Initial position of each member of Superorganism set is given by
where up j and low j are the upper and lower limits of search space, respectively. Therefore, Superorganism may be defined as
The Superorganism sets migrate towards global minimum and during this process the elements of Superorganism sets search for some randomly selected positions suitable for temporary stop over, known as Stopoversite. It is calculated using the following formula
where donor is the target towards which randomly selected individuals of Superorganism move. Donor is created by random shuffling of Superorganism i.e. [X random-shuffling(i) ]. The extent to which the change in position of the individuals occurs, is controlled by a scale value, which is calculated by
where randg is a random number generated using gamma distribution; rand 1 , rand 2 and rand 3 are three random numbers generated in the range of [0, 1] using uniform distribution. If position of individual elements of a Superorganism set at Stopoversite, is proved to be better than the previous position, the Superorganism set that made such discovery, immediately settles to the new position and continue its migration from that position onward.
The individual elements of a Superorganism set that participate in the search process are selected by a random process. If any element goes beyond the limits of search space, that particular element is randomly shifted to another position using the following equation
The DS algorithm has only two control parameters. To get optimum solution using DS algorithm, it is necessary to get proper values of parameters p 1 and p 2 . p 1 and p 2 are expressed as p 1 = c 1 × rand and p 2 = c 2 × rand, where c 1 and c 2 are control parameters. The software code of the DS algorithm can be found in [42] .
5 Oppositional-based learning OBL was developed by Tizhoosh [36] to improve computational efficiency and accelerate the convergence rate of various optimisation techniques. OBL considers current population as well as its opposite population at the same time. Many researchers successfully applied this learning process to different soft computing techniques [43] [44] [45] [46] .
Here, opposite and quasi-opposite numbers have been defined in one-dimensional space. These definitions can easily be extended to higher dimensions.
If x be any real number between [qa, qb], its opposite number x o can be defined as
If x be any real number between [qa, qb], its quasi-opposite point, x qo can be defined as
where qc is the centre of the interval [qa, qb] and can be calculated as (qa + qb)/2 and rand(qc, x o ) is a random number uniformly distributed between qc and x o . The same logic may be applied to reflect the quasi-opposite point x qo , and thus to obtain its quasi-reflected point x qr . If x be any real number between [qa, qb], the quasi-reflected point, x qr is defined as
where rand(qc, x) is a random number uniformly distributed between qc and x.
Pseudocode of ODS algorithm
See Fig. 1 . The basic flowchart of ODS algorithm is given in Fig. 2 .
Steps of ODS algorithm as applied to the present problem
The sequential steps of the ODS algorithm applied to find optimum number and location of RCS of a radial distribution system are as follows: Required:
N: the size of Superorganism, where i = {1, 2, 3, …, N} D: the dimension of the problem G: the number of maximum iterations
Step 1: Read input data: L i , rep i , res i , l i , the ODS algorithm parameters like control parameters c 1 and c 2 and so on.
Step 2: Initialise the value of w 1 = 0 and w 2 = 0, where w 1 , w 2 are weightage factors.
Step 3: Initialise each Superorganism set using (16) , where up j and low j are the upper and lower limits of the variables as explained in (11)-(15) of Section 3.
Step 4: Create quasi-reflected Superorganism (QRS) set using (22) after satisfying all the constraints of upper and lower limits as in Step 3.
Step 5: Evaluate the objective functions F 1 , F 2 and F 3 for each Superorganism set and QRS set using (3), (6) and (9), respectively. For the multi-objective function, evaluate the overall objective function for each set of initially generated Superorganism and QRS using (10).
Step 6: Set a new Superorganism size (N ) by comparing each objective function value using (3), (6) and (9) for the three singleobjective functions and using (10) for the multi-objective functions, for Superorganism set and QRS set.
Step 7: For cycle 1: G Step 8: Calculate Stopoversite and update Stopoversite by a random process, details of which is given in Fig. 2 .
Step 9: If Stopoversite crosses the limits, set Stopoversite = rand (up j − low j ) + low j , where up j and low j are the upper and lower limits on the variables as given in (11)-(15) of Section 3.
Step 10: Evaluate objective functions of Stopoversite, F Stopoversite using F 1 , F 2 and F 3 as given by (3), (6) and (9) for the single objectives and using (10) for the multi-objective formulation, as performed in Step 5.
Step 11: Replace objective functions of Superorganism i , F Superorganism i , by objective functions of Stopoversite i , F Stopoversite i , if objective function value of Stopoversite i is less than that of Superorganism i .
Step 12: Replace Superorganism i by Stopoversite i Stopoversite i if objective function value of Stopoversite i is less than that of Superorganism i .
Step 13: Select a new parameter 'jumping rate' (J r ) within [0, 1]. Form QRS set from the newly developed Superorganism set as generated in the previous steps using Steps 37-42 of Section 5.1. Check constraints of upper bound and lower bound of newly created QOS. The constraints of upper bound and lower bound must be satisfied.
Step 14: Calculate objective functions F 1 , F 2 and F 3 for each Superorganism set and QRS set using (3), (6) and (9), respectively. For the multi-objective function, evaluate the overall objective function for each set of initially generated Superorganism and QRS using (10).
Step 15: Set a new Superorganism size (N ) by comparing objective function value for Superorganism set and QRS set.
Step 16: Store the best objective function value among all the Superorganism sets.
Step 17: If maximum iteration G is reached, go to Step 18, else go to Step 8.
Step 18: In case of the multi-objective problem, increment the values of w 1 and w 2 in the steps of 0.1 in such a way that for each value of w 1 , w 2 should change its value from 0 to 1. w 3 is selected for each case by subtracting the sum of w 1 and w 2 from 1, provided w 3 remains positive . Perform steps 3-17 until the value of w 1 reaches 1.
Step 19: Best compromised solutionthe algorithm described above generates the non-dominated set of solutions known as Pareto-optimal solutions. The decision-maker (power system operator) may have imprecise or fuzzy goals for each objective function. To aid the operator in selecting an operating point from the obtained set of Pareto-optimal solutions, the fuzzy logic theory is applied to each objective function to obtain a fuzzy membership function as given below [47] 
The best non-dominated objective function can be found when magnitude of µ k as derived from the following equation is a maximum, where the normalised sum of objective function values for all objectives is the highest
where Q denotes the total number of individual objective functions in (10) , M is the number of non-dominated solutions. After completion of the process, the best solution of the problem is obtained.
Results and discussions
The ODS algorithm has been implemented on a test system and its performance has been compared with DS algorithm and DE to verify its feasibility for solving distribution system reliability optimisation problems. The algorithms have been coded in MATLAB software (version 7.10.0) on a processor of specification Intel (R) Core (TM) i7-2600 CPU 3.40 GHz with 2 GB RAM.
Description of the test system
The technique has been implemented on a 33-bus test system as shown in Fig. 3 , where there is a circuit breaker at the beginning of the network and fuses at the starting point of each lateral branch. The RCSs are placed at the beginning of any distribution segment. Numbering of distribution segments is done in the following manner: distribution segment preceding bus 2 is numbered as distribution segment 1, preceding bus 3 is numbered as distribution segment 2 and so on. RCSs are numbered same as the distribution segment number on which they are located. DGs are numbered according to the bus number at which they are located. Failure rate, repair time and restoration time of distribution segments and the loads have been assumed as in [33] . Three different load levels are assumed as shown in Table 1 . In the present work, the EENS has been calculated for all those load levels over a total period of 8760 h. Per kilowatt (kW) cost of EENS is taken as 8$ for all the load levels. The installation cost and maintenance cost per year of one RCS is 18 000$ and 2000$, respectively. The interest rate, inflation rate and load growth rate are 0.05, 0.08 and 0.05, respectively. Economic life time of the equipments is taken as 15 years. The data mentioned above are based on [33] . The DG size ranges between 0 and 1000 kW. The installation cost and operation & maintenance cost per year of DG have been taken as 600 and 300 $/kW, respectively. It is assumed that DG can supply power to a load point only if it is capable to meet the whole demand of that load point. Also, the DG supplies power in a direction downstream to its location after fulfilling the need (if any) of the load point at which it is located. It can supply power to upstream loads only after fulfilling the needs of all the load points located downstream.
6.2 Comparative study 6.2.1 Solution quality: Table 2 presents the best results for minimising EENS cost as applied to the 33-bus system. The results show that EENS cost and corresponding RCS cost obtained by ODS, DS and DE are same, but the DG cost is more in case of the DE and DS algorithm compared to that obtained by the ODS algorithm. Hence, the total cost obtained by the ODS algorithm is less. Table 3 gives a comparison of solutions and Fig. 4 shows the convergence characteristics for minimising EENS cost. The Table 8 presents the results obtained for the multiobjective formulation. It may be seen from the results that both RCS cost and DG cost obtained is less, but the EENS cost obtained is more using ODS algorithm than using DS algorithm. However, the total cost is notably less using ODS algorithm. As compared to DE also, the total cost obtained by ODS algorithm is remarkably less. The corresponding SAIDI values for the configurations are also obtained. It may be observed that the when EENS cost is less, SAIDI is less and when EENS cost is more, SAIDI is also more. This is because of both EENS and SAIDI depend on the outage duration of the load points. A comparison of solutions showing minimum, maximum and average values for the multiobjective formulation obtained by the different algorithms is presented in Table 9 . Figs. 7-9 give the Pareto-optimal front for the multi-objective problem obtained using DE, DS and ODS algorithms, respectively. It may be seen from the results of multi-objective formulation, although the EENS cost is more than that obtained by singleobjective function of minimising EENS cost, but the RCS cost and DG cost is much less than the corresponding RCS cost and DG cost obtained during the single-objective function of EENS cost minimisation. This makes the solution more feasible by lowering the total cost to a remarkable extent. Minimisation of EENS cost lowers the EENS cost to 904 878$, but the total cost becomes 52 274 978$. Whereas, in the multi-objective formulation, the total cost reduces to 32 342 350$, but the EENS cost increases to 2 660 300$. Therefore, a reduction of 19 932 628$ total cost can be achieved by multi-objective formulation. As it has already been proved that minimising RCS cost, DG cost or EENS cost individually may increase the corresponding cost of the others to a large extent, hence, the multi-objective function can prove to be more realistic as it provides a compromised solution.
Computational efficiency:
Time taken by ODS algorithm to reach the best solution for three different single-objective formulations are 12.0312, 6.9823 and 8.0721 s. For same objective functions, time required by DS algorithm to reach best solution is 13.1250, 7.0031 and 9.7132 s, respectively. Time taken by DE to reach the minimum solution is even more than that taken by both ODS and DS. These are presented in Tables 3, 5 and 7. The results prove superior computational efficiency of ODS algorithm.
Robustness:
Performance of any stochastic algorithm cannot be judged by the results of a single run. A number of trial runs are required to have a useful conclusion about the performance of the algorithm. As ODS algorithm is a stochastic optimisation technique, randomness is obvious and many trials should be made to reach the optimum result. In this study, 50 trial runs have been carried out to obtain each result. An algorithm is said to be robust, if it gives consistent results during these trial runs. The results of Table 3 prove ODS algorithm to be better in terms of robustness as compared to DE and equally robust as compared to DS. In case of RCS cost minimisation and DG cost minimisation as provided in Tables 5 and 7 , respectively, the algorithms exhibit similar performance in terms of robustness. However, ODS outperforms DS and DE in terms of simulation time. Table 9 shows that, for the multi-objective formulation, the average value of objective function obtained by ODS algorithm is close to the minimum value to a greater extent as compared to the average and 0  7028500  3,5,6,7,8,10,11,12,13,16,19,20,21,22,23,26,28,31,32  1041400  8069900  DS  0  -0  6999200  3, 6, 7, 11, 14, 15, 16, 20, 22, 23, 24, 27, 28, 29, 32  822162  7821362  ODS  0  -0  6768300  2,3 ,4,5,9, 12, 13, 15, 17, 20, 21, 23, 24, 25, 27, 28, 29, 31, 32 1041400 7809700 minimum values of DS algorithm and DE. This proves ODS to be better in terms of robustness. Therefore, the above results establish the enhanced consistency of DS algorithm to achieve superior quality solutions, in a computationally efficient and robust way.
Parameter tuning
To get optimum solution using ODS algorithm, it is necessary to get proper values of jumping rate J r , along with parameters c 1 and c 2 . Moreover, the value of the cost function may vary with the Superorganism size also. For different values of these parameters, the minimum value of cost function is evaluated for the multi-objective function. For a single value of one parameter, other parameters have been varied for their all possible combinations. However, presenting all the results in a tabular form will occupy a huge space. Hence, a brief summarised result is provided in Table 10 .
Too large or small values of Superorganism size may not be capable to get the minimum value of cost. For each Superorganism size of 20, 50, 100 and 200; 50 trials have been run. After a rigorous tuning procedure, it has been found that the best value of objective function is obtained with c 1 = 0.3 and c 2 = 0.3 and J r = 0.3 with a Superorganism size 50. For Superorganism size more than 50, there is no improvement in the result. Moreover, beyond Superorganism size of 50, Fig. 7 Pareto-optimal front for multi-objective problem obtained by DE simulation time also increases. The variation of results obtained by ODS algorithm with variation in Superorganism size is shown in Table 11 .
Conclusion
In this paper, ODS algorithm has been successfully implemented to find optimum number and location of RCS and optimum number, location and size of DG in a radial distribution network. Analyses of all the results reveal that the performance of ODS algorithm in all respect is better in comparison with the DS and DE algorithms. Thus, it may be concluded that ODS algorithm may act as an efficient tool to solve this type of reliability optimisation problems. In the present work, the RCSs and DGs are assumed as 100% reliable.
In future extension of this work, the uncertainty of the proper functioning of RCSs and DGs may be introduced, to make the work more realistic.
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