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Abstract
Optical data storage has reached a point where it is no longer possible to increase
the storage capacity of an optical disk by conventional means. The work presented
here, however, proves experimentally the validity of a novel solution to increase the
capacity of an optical disk. Polarisation is used to store information multiplexed
into shape–birefringent pits. A high numerical aperture scanning confocal micro-
scope capable of measuring the Mu¨ller matrix of a sample is built to measure and
characterise the polarisation properties of such pits. A number of results found dur-
ing the development of the apparatus are given. Novel contributions are shown in
the areas of imaging, the theory of coherence and polarisation, polarisation imag-
ing, linear algebra, polarisation confocal microscopy, and optical data storage. It is
shown that the storage capacity of any existent non–volumetric optical technology
can be increased by 7.16 times, at least.
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Introduction
Storing data is probably the most important factor for a culture and their knowledge
to survive throughout history. Take for example the Egyptian culture whose legacy
is largely intact as opposed to the Mayan culture whose records where destroyed
during the Spanish conquest. It does not matter if the data is stored in stone,
paper, optical disks, magnetic disks or solid state circuits, there is a need for the
human race to conserve and transmit their knowledge.
A major breakthrough in the history of data storage occurred during the 1950’s.
In this decade the compact disk (CD) and the hard drive were invented. It was not
until the 80’s, however, when the boom of both technologies took place. By then
the hard drive could store up to 10 Mb. The CD on the other hand was already
storing 650Mb. This led to the thought that light could be the ultimate resource
for data storage.
The overwhelming success of the CD was due to the availability of lasers and
better objective lenses. The key for its success, however, was the relatively low cost
and size compared to the hard drive. Nowadays the story is different. The optical
disk industry has reached a point where it is impractical to increase storage capacity
by conventional means, i.e. increasing the numerical aperture (NA) of the objective
lens and decreasing the wavelength of light. Further decreasing of the wavelength
would require the use of CaF lenses which could increase the production costs. The
only possible way to increase the NA further is by means of employing an immersion
technique[1] which can lead to difficult technical challenges. Assuming the technical
difficulties can be solved, it is the price of an optical disk that makes the technology
available to most of the world. The cost of a Gb of optical storage is currently 5
pence as opposed to the 2 per Gb paid for magnetic storage. Even if the production
costs are maintained at its current level, it might not be possible for optical storage
17
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to survive the technological race against magnetic or solid state storage. That is only
if the current storage increase method is not discontinued. A change of paradigm is
needed for optical data storage to survive. Only then an affordable solution to store
data can exist.
The paradigm proposed to promote the survival of the optical disk is the use of
the polarisation of light to multiplex and store information. With this approach it
is possible to significantly increase the capacity while maintaining the same storage
area. The theory behind polarisation encoding method was developed during and
after the SLAM project[2, 3], and a patent has been filed[4]. Experimental work
however is needed to corroborate the theory.
The objective of this research is to prove experimentally if polarisation can be
used to store information in a high numerical aperture regime and to what extent.
The areas explored to reach this objective are polarimetry[5] and scanning confocal
microscopy[6].
The work presented in this thesis results from the development process of a polar-
isation sensitive confocal microscope and the craving for understanding of polarisa-
tion and its interaction with matter. The work is both experimental and theoretical.
Within the theoretical work it is possible to find sections that follow rigorous pro-
cedures and others using intuitive thoughts. Novel contributions given in this thesis
are in the areas of imaging, the theory of coherence and polarisation, polarisation
imaging, linear algebra, polarisation confocal microscopy, and optical data storage.
Chapter 1 provides the insight necessary to understand light as an electromag-
netic field and scanning confocal imaging. The concepts of EM field, and polarisation
are explained including the basic concepts regarding imaging from a vectorial point
of view. Vectorial ray tracing is introduced, and confocal microscopy is then ex-
plained. As part of the contribution of this work a difference between spatial and
spectral resolution in confocal imaging is given.
The objective of chapter 2 is to introduce a formulation to understand light from
a stochastic point of view. The chapter includes an overview of the time variations
in a scalar and vectorial fields. A solution to the ongoing issue of coherence versus
polarisation is also proposed here. The chapter is divided into two parts. The first
part introduces the electric coherency matrix, the mutual coherency matrix and the
18
polarisation matrix. The second part describes the concepts of temporal and spatial
degree of polarisation, depolarisation, and introduces a novel metric to account for
spatial variations in the polarisation.
Chapter 3 reviews the notation used in this work for the measurement of po-
larisation and introduces the theory of the measurement itself. The first section
introduces the Stokes vector, the Poincare´ sphere, and the Mu¨ller matrix. The sec-
ond section focuses on division of amplitude polarimetry (DOAP). The latter section
also includes an overview of the condition number of a matrix, and a technique to
improve it in the context of DOAP.
Chapter 4 is devoted to the combination of high numerical aperture confocal
microscopy and polarimetry. It discusses the advantages and constraints of the
resulting technique. The role of the confocal detector is reviewed, and the imaging
parameters that can be used with this apparatus are introduced. The polarisation
point spread function of the system is outlined, and an illumination engineering
method is developed to exploit geometrical and physical properties of objects.
Chapter 5 presents the layout of the experimental system. Individual parts of
the system are addressed here in three main sections: scanning, imaging, and polar-
isation optics. The objective lens used in the system is described and characterised
by means of interferometry. A measurement of the axial and transverse PSF of the
system is shown and analysed. A description of the polarisation state generator
(PSG) and the polarisation state analyser (PSA) is given, and the device used for
scanning is described together with its calibration.
The aim in chapter 6 is to explain the calibration of a confocal polarisation mi-
croscope, in particular the polarisation sensitive part of the apparatus. Three cal-
ibration procedures which derive from the Eigenvalue Calibration Method (ECM)
are considered here. These are a two-step, a three-step, and the double pass cali-
bration. A measurement of the polarisation properties of the confocal polarisation
microscope are shown for different pinhole sizes.
The research culminates in chapter 7 with the answers to the questions that mo-
tivated the objective of building a state-of-the-art confocal polarisation microscope.
It explains the background and the principle behind multiplexed optical data stor-
age (MODS). Mu¨ller matrix images of the prototype and the method to retrieve the
19
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data are given.
The conclusion regarding MODS is that a polarisation sensitive disk could store
7.1 times more information than any of the existing non volumetric optical tech-
nologies.
20
Chapter 1
Imaging
The objective of this chapter is to provide the insight necessary to understand light
as an electromagnetic field and scanning confocal imaging. The concepts of field,
polarisation, and ellipse of polarisation are explained. Basic concepts and definitions
regarding imaging from a vectorial point of view are given. Vectorial ray tracing is
introduced to aid the description of high numerical aperture optical system. Scan-
ning confocal microscopy is then explained and a comparison with conventional
microscopy is given. The novel contribution of this chapter is the difference between
spatial and spectral resolution in confocal imaging. Also as a novel contribution at
the end of the chapter a method to retrieve the longitudinal component of the field
is given.
Most of the concepts introduced in this chapter serve as a basis for a more in-
depth understanding. Subsequent chapters address more in detail concepts such as
scanning confocal imaging and polarisation.
1.1 Heuristic description of a radiating field
To understand light as an electromagnetic wave take for example an oscillating
dipole[7] in vacuum. The oscillations produced by the particle correspond to a
wave radiating in space. Characterised by the strength and direction of the dipole,
these waves can be represented by two vector valued functions ~B and ~E termed the
magnetic and the electric vector, respectively. These functions are also known as
field quantities since both can be defined throughout space. A dipole is composed
21
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of a negative and a positive electric pole, which together create an electric potential
difference. This means that when the poles are moved apart or close to each other
a free electric current density ~J is created. The electric current in turn induces a
circulation of the magnetic field, i.e. ∇× ~B, according to
∇× ~B = ~J + 0∂
~E
∂t
, (1.1)
where 0 denotes the vacuum permeability
1. If now the movement of the poles is
changing in time, i.e. ∂ ~E/∂t 6= 0, the magnetic field starts to vibrate inducing an
oscillating electric field described by
∇× ~E = −µ0∂
~B
∂t
, (1.2)
where µ0 represents the vacuum permittivity
2. The vibrations of the electric field
create in turn a vibrating magnetic field that oscillates in time. The oscillation of
the magnetic field induces an oscillation of the electric field, and the process repeats
itself creating an electromagnetic wave radiating in (r; t) = (x, y, z; t). Any point
P(r, t) in space away from the source has in consequence an associated electric and
a corresponding magnetic field changing in time or changing in space for a specific
time.
The direction in which the energy of the electromagnetic field propagates is
known as energy flow. This flow can be described in a dynamic field by the Poynting
vector[8] defined as
~s = ~E × ~B. (1.3)
Here × denotes cross-product and c is the speed of light. A particular case where
the energy flow coincides with the direction of propagation of a transversal field is
in free space. It is also in this case where it is convenient to introduce the concepts
of polarisation and the ellipse of polarisation.
10 = 8.8542× 10−7 F/m
2µ0 = 4pi × 10−7 H/m
22
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1.2 Ellipse of polarisation
Polarisation is a property of light on which the work presented in this thesis is based.
This property can be defined as the trajectory drawn in space by the end point of the
electric vector field. To describe polarisation however, it is convenient to introduce
a pictorial representation known as the ellipse of polarisation. In this representation
the oscillations of the field are projected to a plane perpendicular to the direction
of propagation.
The ellipse of polarisation is introduced next using the solutions of the vectorial
wave equations. The electric and magnetic wave equations are first introduced using
the assumptions of free space propagation. The equivalence of the solutions of these
equations to describe polarisation in free space is given, and then the ellipse of
polarisation is defined.
The vectorial wave equations are derived using equations (1.1), (1.2),
∇ · ~E = ρ
0
, (1.4)
and
∇ · ~B = 0 (1.5)
when both the total charge density ρ and ~J equal zero. The resulting equations are
∇2 ~E − 1
c2
∂2 ~E
∂t2
= 0, (1.6)
∇2 ~B − 1
c2
∂2 ~B
∂t2
= 0. (1.7)
The most fundamental solutions to equations (1.6) and (1.7) are transverse plane
waves whose x, y, z components are in general
Ei = ai cos[ϕi(r)− ωt], (1.8a)
Bi = bi cos[ψi(r)− ωt]. (1.8b)
Each component represents the ith projection of the vibrations of the field in the
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respective i = x, y, z axis. The real numbers ai and bi represent the amplitude
of each component. The frequency of the vibrations of the light known as angular
frequency is denoted by ω. The light is refered to as monochromatic when it contains
a single frequency. When a small range of frequencies is present the light is termed
quasimonochromatic. In this case ω is given by the centre or mean average frequency
and denoted instead by ω¯. The light is termed polychromatic when it contains a large
range of frequencies. In this thesis however, the treatment is assumed to be with
quasimonochromatic light. The spatially dependant function ϕi(r) represents the
initial conditions of the field that define the geometry and direction of its wavefront3.
This function can be written as
ϕi(r) = k ~n(r) · r + δi(r) (1.9)
for i = x, y, z, where k = 2pi/λ is the number of oscillations per period, or
equivalently the number of wavelengths λ in a period. This number k is known as
the wavenumber, and ~k = k ~n(r) is termed the wavevector. Here ~n(r) is a vector
parallel to the direction of propagation, i.e. normal to the wavefront, and δi(r)
defines the relative phase between the components. Note that position vectors are
shown in lowercase and boldface, and vector functions are denoted by an arrow
on top of the corresponding symbol. This is to distinguish vector functions from
vectors.
In the case of free space propagation, using equation (1.8a) is equivalent to using
equation (1.8b) when describing polarisation since ~n(r) ·~a = 0 and ~n(r) ·~b = 0. This
means that both ~E and ~B are perpendicular to the direction of propagation ~n. It
follows in addition from equations (1.1) and (1.2) that ~E and ~B are orthogonal to
each other given that
~B = ~n(r)× ~E. (1.10)
Consequently both vectors are suitable for defining the polarisation of the field in
free space. The electric field however is the one commonly measured and hence used.
Note that equation (1.9) represents the relation between the scalar and the vec-
torial nature of the light, i.e. between wavefront and polarisation. According to this
3Surface given by the collection of all points with position vector r oscillating at equal phase[9]
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equation the vibrations of the electric field in free space are always tangential to
the wavefront. To then describe uniquely the polarisation of a field using the ellipse
of polarisation, the vibrations must be projected always to a plane perpendicular
to the direction of propagation. A simple case is for example an homogenously po-
larised plane wave. In this case ~k ·r is constant, and it is only necessary to know the
direction of propagation from one point in the field to extrapolate the projection.
Consider a polarised field formed of a single plane wave to introduce the ellipse
of polarisation. Equation (1.8a) is rewritten for convenience in complex notation as
Ei = Aie
ıδi (1.11)
where Ai = ai e
ı(~k·r−ωt) for i = x, y, z. The ellipse of polarisation can then be defined
using the ellipsometric parameters  and θ given by[10]
sin(2) =
2AxAy sin(ϕy − ϕx)
A2x + A
2
y
, (1.12)
where −pi/4 ≤  ≤ pi/4, and
tan(2θ) =
2AxAy cos(ϕy − ϕx)
A2x − A2y
(1.13)
with −pi/2 ≤ θ ≤ pi/2. An arbitrary representation of the ellipse of polarisation
is given in figure (1.1). As presented in this figure θ represents the azimuth angle
of the polarisation. That is to say the angle between the major axis of the ellipse
and a reference axis which in this case is the horizontal axis. The ellipticity of the
ellipse is given by . When  = 0 the light is linearly polarised, and when  = pi/4 it
is circularly polarised. In the case of the intermediate values the light is said to be
elliptically polarised.
Using the ellipse of polarisation to describe the polarisation state of a compli-
cated field can be misleading. Particularly in the case of a 3D field or when the field
contains a transversally inhomogeneous polarisation distribution. It is important
to understand that the oscillations are occurring in a point of the electric field and
not necessarily in an area. The plane wave representation is only to aid the under-
standing. The concept of the ellipse of polarisation can be generalised to any given
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Figure 1.1: Polarisation ellipse.
wavefront using for example the notion of angular spectrum decomposition4[11]. A
general expression however of the electric field can be simply written as
~E =

Axe
ıδx
Aye
ıδy
Aze
ıδz
 , (1.14)
where any spatial dependance is implicit, and Ai = ai(r) exp
ıϕi(r)−ıωt for i = x, y, z.
For example a widely used field throughout this thesis is the far field produced
by an electric dipole given by[9]
~Ed(r) =
1
r3
r× (r× ~p), (1.15)
where ~p = (px, py, pz) is a vector with the moment of the dipole as components.
Such a field is useful in this thesis because of the applications in imaging systems of
high numerical aperture.
4The components of a field are decomposed in a sum of weighted plane waves with a given
polarisation state
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1.3 High NA imaging
The objective of having introduced light as an EM field is to understand high numer-
ical aperture (NA) systems. In these systems where the light is focused or collected
at large angles, it is necessary to consider the vectorial nature of the light[9]. The
explicit definition of NA is given by
NA = n sinα, (1.16)
where α is the limiting convergence semiangle of the light, and n is the refractive
index in which the lens is embedded.
Scalar theory can be used to describe systems of low NA, but when the NA is
large it is necessary to take into account the polarisation of the light. In high NA
systems the transmittance of the lenses depends on the state of polarisation of the
light. Rigourous electromagnetic theory is commonly used to model for example the
propagation of a field through a high NA imaging system. In this research however,
it is more convenient to use a method termed vectorial ray tracing. This is because
there is no need to calculate the local interactions within an object with the light.
The method is introduced here with the aim of providing the tools to understand
later basic high numerical aperture (NA) imaging.
x
y
ϑ
Eo
E1
φ
High NA objective lens
BFP
High NA objective lens
BFP
E3
Figure 1.2: High NA 4–f system
Vectorial ray tracing is a method based on coordinate transformations and the
use of Fresnel coefficients. To introduce this method consider the 4-f system depicted
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in figure (1.2) by parts. In the first part a collimated and polarised beam is focused
by a high NA lens. In the second part the diverging field is collected also by a high
NA lens.
To introduce the first part of vectorial ray tracing let ~E0 be a collimated and
polarised beam incident onto a lens. The field at the focal plane is given by[12]
~E1 = R(−φ)FtL(ϑ)R(φ) ~E0, (1.17)
where
R(φ) =

cosφ sinφ 0
− sinφ cosφ 0
0 0 1
 , (1.18)
L(ϑ) =

cosϑ 0 sinϑ
0 1 0
− sinϑ 0 cosϑ
 , (1.19)
and,
Ft =

t⊥ 0 0
0 t‖ 0
0 0 t⊥
 . (1.20)
As depicted in figure (1.3) φ and ϑ define a spherical coordinate system5. The
Fresnel transmission coefficients t of the surface are given as usual by[13]
t⊥ =
2 sinϑt cosϑi
sin(ϑi + ϑt)
(1.21a)
t‖ =
2 sinϑt cosϑi
sin(ϑi + ϑt) cos(ϑi − ϑt) , (1.21b)
where ‖ refers to the parallel and ⊥ to the perpendicular component of the field in
respect to the surface in which the field is incident. Here ϑi is the angle of incidence
and ϑt is the angle of transmission. Both angles are given with respect to the
normal of the surface of incidence. It is possible to relate these angles using Snell’s
5Normally the convention is to use θ instead of ϑ in this case. The change is due to the
convention of using θ to denote a polarisation parameter later introduced and used extensively
throughout this work.
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law ni sinϑi = nt sinϑt. The refractive index of the medium of incidence is denoted
by ni, and nt is the refractive index of the medium of transmission.
x
z
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ϑ
Eo
E1
φ
High NA objective lens
BFP
Figure 1.3: Focusing in a high NA system
The matrices in equations (1.18), (1.19), and (1.20) are known as the generalised
Jones matrices. The matrix R(φ) in equation (1.17) represents a rotation of the
coordinate system of the field with the z axis as pivot. The rotation aligns the
frame of reference of the vibrations of electric field to the meridional planes6 of the
system. If the input beam is for example vertically polarised, after the rotation the
beam appears to be radially polarised. It is then possible to apply the transformation
L(ϑ) induced by the lens and the Fresnel coefficients F. In this case L(ϑ) focuses
the light. The initial coordinate system is then restored by applying R(−φ).
The field in the focus interacts with a given object which re-emits a possibly
modified field. The interaction can be described for example by the Green’s tensor
method, where the object is modelled as a three dimensional collection of dipoles
with a given refractive index. Roughly speaking, in this method the field produced
by each dipole due to the incident field and the neighbouring dipoles is calculated at a
given surface, the outcome is a new electromagnetic field ~E2. A detailed description
of the Green’s tensor method falls beyond the scope of this thesis, but a good
review can be found in [14]. The complex amplitude, state of polarisation and state
of coherence of the re-emitted field thus depend on the geometrical configuration of
the object and refractive indices.
6Any plane along the optical axis which contains a ray
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Figure 1.4: Collection of light in a high NA system
In the second part of vectorial ray tracing the re-emitted field ~E2 is collected by
an objective lens. The field at the back focal plane (BFP) of the lens is given by[15]
~E3 = R(−φ)L(−ϑ)FtR(φ) ~E2. (1.22)
Note that the collector lens and the high NA lens are assumed to be identical.
To summarise, a polarised plane wave is focused upon an object using a high
NA lens, the scattered light from the object is then collected and collimated by an
identical high NA lens. The output field from the imaging system can thus be given
by
~E3 = R(−φ)L(−ϑ)FtR(φ)NR(−φ)L(ϑ)FtR(φ) ~E0, (1.23)
where ~E0 is the field input to the system, and N is a matrix describing an object
assumed to be non depolarising.
At this point different detection methods can be used such as interferometry[16],
polarisation imaging[17, 18] or scanning confocal imaging[19] among others. This
research is based in fact on the combination of polarisation imaging and scanning
confocal imaging. The latter is introduced next and chapter 4 deals with polarisation
imaging.
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1.4 Scanning confocal imaging
Confocal imaging[6, 15, 20] is a tomographic technique7 where an image is con-
structed point by point by scanning. As shown in figure (1.5) the particular char-
acteristic of a scanning confocal microscope is that the light is emitted by a point
source and detected by a point detector. In this system the plane of the source and
the detection plane are conjugate planes to the focal plane of the high NA lens.
BFP
x
y
ϑ
Eo
E1
φ
High NA lens
BFP
E3
High NA lensS
ourc
e
Dete
ctor
Low NA lens
Low NA lens
Figure 1.5: Complete confocal imaging system (not to scale)
The device used for detection in confocal imaging can be chosen depending on
the experimental requirements. It is possible to use for example a photodetector
after a pinhole or after an optical fibre. Both devices act as a three dimensional
spatial filter, where the portion of the light measured depends on the size of the
detector. In the case of a small pinhole, the difference between these devices is
their polarisation maintaining properties. The pinhole acts as an antenna coupling
and emitting particular polarisation states. The optical fibre also couples particular
polarisation states, but in general the states are not maintained after delivery. Even
if the fibre is calibrated, the temperature and stress dependance complicates the
usage in polarisation sensitive applications. For the same reason the detection device
chosen in this research is a pinhole followed by a photodetector.
In the type of confocal microscope introduced here (point detector) the detection
is a coherent process[12] and hence sensitive to the phase. In contrast with the
microscopes using an extended detector, the detector integrates incoherently the
field. During coherent detection different parts of the field are added coherently by
7Imaging by sectioning
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the lens and then integrated by the photodetector. As a result the device takes into
account the interference effects happening at the detection plane. Mathematically
the coherent detection is expressed as
Iconfocal =
∣∣∣∣∫ 2pi
0
∫ R
0
~E4(r
′, φ′)SDr′dr′dφ′
∣∣∣∣2 , (1.24)
and the detection using an extended detector is given by
Iconventional =
∫ 2pi
0
∫ R
0
∣∣∣ ~E4(r′, φ′)∣∣∣2 SDr′dr′dφ′, (1.25)
where r and φ are the dimensions of the detector, SD represents the sensitivity of the
detector and ~E4(r
′, φ′) represents the field at the detection plane. Note how in the
first case the field is first integrated and then the phase information disappears. The
phase plays an important role as opposed to the second case where the phase is not
used. The interactions at the detector are in consequence of great importance when
using a phase sensitive confocal microscope. As seen next the concepts of spatial
frequency and spatial resolution are for example no longer equivalent. The contri-
bution of the longitudinal component to the field also disappears during confocal
detection.
1.4.1 Spatial and spatial frequency resolution
Resolution refers here to the ability of an optical system to distinguish in an image
different features of an object. Within resolution it is possible to define spatial res-
olution and spatial frequency resolution. There is no need to distinguish between
these two types of resolution in wide−field microscopy. In scanning confocal mi-
croscopy, however, this distinction is one of the main properties of this imaging
technique.
In scanning confocal imaging the frequency content in an image depends on the
NA as in wide−field imaging. The capability however of distinguishing different
features within the object changes. In scanning confocal imaging the spatial resolu-
tion depends on the geometrical properties of the object and on optical properties
such as birrefringence. This is due to the fact that scanning confocal microscopes
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are coherent imaging systems[11]. Take for example two objects spaced one Airy
unit. These objects can be resolved if an optical path difference corresponding to
a phase of pi exists among them. In fact the objects can still be resolved if the
distance between them is less than one Airy unit. On the other hand, the features
in the objects corresponding to high spatial frequencies are lost due the low-pass
filtering nature of the lens. This relation is shown next using the transfer function
of a confocal imaging system and the Rayleigh criterion.
Spatial frequency resolution refers here to the ability of a system to image the
spatial frequency content of an object[21]. A measure of this ability is given for ex-
ample by the Amplitude Transfer Function (ATF). This is a function that describes
the frequency response of a low NA diffraction−limited coherent system. The anal-
ogous function more suitable for high NA systems is known as the 3D Coherent
Transfer function (CTF)[22]. Both ATF and CTF describe the frequency response
of the system using a single function. It is known however that the irradiance distri-
bution in the focal plane of a high NA lens depends on the polarisation of the light,
e.g. the geometry of the distribution formed when focusing circularly polarised light
is different from focusing linearly polarised light[9]. This means that the spatial fre-
quency resolution should depend on the polarisation state of the illumination. The
High NA Transfer Function (HTF) introduced in this work is derived analogously
to the ATF.
The ATF of a scanning confocal imaging system can be obtained by convolving
the pupil function8 of the objective lens and the pupil function of the collector lens[6].
For simplicity assume however that the pupil function of both lenses have the same
function A(r). If A(r) is known, the ATF can then be described by
ATF(ρ) =
∣∣∣∣∫ A(r− ρ)A(r)dr∣∣∣∣ . (1.26)
In high NA imaging however, the effective pupil function depends on the polarisation
state used for illumination. To then find the HTF of the confocal system, it is thus
necessary to first define a polarisation state, find the pupil function of the lens, and
then obtain the HTF with the autoconvolution of the resulting pupil function. Note
8Function that describes the transmittance of a lens
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however that due to the vectorial nature of the problem each component of the field
has a pupil function. The function A(r) is thus written as ~A(r) = [Ax(r), Ay(r)]
HTF HTF HTF
Figure 1.6: Spatial frequency response of a high NA imaging system to a dipole emitting
horizontally polarised light. Top: HTF obtained from the total field(left), from the x
component(centre) and from y (right). Bottom: the respective cross sections, and a
comparison with the scalar case(left)
In this work the collimated far field produced by an electric dipole is considered
to be the pupil function of the lens. To define ~A(r), the field is first found in the far
field using equation (1.15), and then equation (1.22) is used to describe the colli-
mation property of the lens. The total HTF then follows from the autoconvolution
of |Ax(r)| + |Ay(r)|. The HTF of the vertical component is given by the autocon-
volution of |Ay(r)|, and the HTF of the horizontal component is obtained with the
autoconvolution of |Ax(r)|.
Figure (1.6) shows the HTF of a scanning confocal microscope when using ver-
tically polarised illumination. The top row in this figure shows the total HTF of
the field in the left, the centre plot depicts the HTF of the horizontal component,
and the HTF of the vertical component is shown in the right hand side plot. The
bottom row depicts the horizontal and vertical profiles of the respective HTFs, and
a comparison between the total HTF and the scalar result. It can be seen that even
though the cutoff frequency is the same in both components, the high frequencies
are attenuated more in the vertical direction. In the case however of using circularly
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polarised illumination the attenuation is symmetric as shown in figure (1.7).
HTF HTF HTF
Figure 1.7: Spatial frequency response of a high NA imaging system to a dipole emitting
circularly polarised light. Top: HTF obtained from the total field(left), from the x compo-
nent(centre) and from y(right). Bottom: the respective cross sections, and a comparison
with the scalar case(left).
The Fourier transform of the HTF is termed as the Dipole Spread Function
(DSF) of the system. Analogously to the Point Spread Function (PSF), this function
represents the response of the system to a dipole field. Figure (1.8) shows for example
the DSF of the confocal system when using vertically polarised illumination. The
top row in this figure is obtained by Fourier transforming the equivalent columns
from figure (1.6). The bottom row depicts the horizontal and vertical profiles of the
respective DSFs.
In systems that use incoherent detection the spatial resolution follows from the
PSF of the system. In analogy with low NA systems, this is because spatial resolu-
tion is usually defined by the Rayleigh criterion[21] which in turn is related to the
PSF. The criterion states that two points can be distinguished if they are placed at
a distance greater or equal than
σ =
1.22λ
NA
, (1.27)
where the coefficient 1.22 is obtained from the first zero of a Bessel function, i.e. the
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DSF DSFDSF
Figure 1.8: Impulse response of a high NA imaging system to a horizontally polarised
dipole. Top: DSF obtained from the magnitude of the field(left), from the x compo-
nent(centre) and from the y component(right). Bottom: the respective cross sections, and
a comparison with the scalar case(left).
PSF of a lens.
In the coherent detection the spatial resolution depends on the phase difference
between the objects to be resolved. To show this dependance consider two dipoles
located at r = −d and r = d. The resulting irradiance from the coherent addition
at the image plane can be written as
I =
∣∣∣N ~E ? δ(r− d) + ~E ? δ(r + d)∣∣∣2 , (1.28)
where the field ~E of both dipoles is assumed to be the same, and N = eiφN represents
a possible phase difference. The term ~E ? δ(r± d) represents the convolution of ~E
with a Dirac delta[23] centred at ±d = (xd, yd, zd). Expanding equation (1.28) yields
I =
Incoherent︷ ︸︸ ︷∣∣∣ ~E ? δ(r− d)∣∣∣2 + ∣∣∣ ~E ? δ(r + d)∣∣∣2
+ N ~E ? δ(r− d)
[
~E ? δ(r + d)
]+
+ ~E ? δ(r + d)
[
N ~E ? δ(r− d)
]+
︸ ︷︷ ︸
Interference
(1.29)
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where + denotes transpose conjugate. Note that this expression can be divided in
two parts. Two of the terms represent the incoherent addition of the fields and
the other two represent an interference effect. Also note that a coherent system is
equivalent to an incoherent one when
N ~E ? δ(r− d)
[
~E ? δ(r + d)
]+
+ ~E ? δ(r + d)
[
N ~E ? δ(r− d)
]+
= 0, (1.30a)
or similarly[24] when
2 ~E+(r− d) ~E(r + d) cos(φN) = 0. (1.31)
The phase shift thus needed for a coherent system to produce an image as an inco-
herent one is
φN =
pi
2
. (1.32)
Figure (1.9) shows three cases computed using equation (1.28). The left plot
in this figure represents the case when the dipoles are in phase, the centre plot is
created with the pi/2 phase shift, and depicts the Rayleigh criteria, and the right
hand side plot represents the case when the dipoles have opposite phase, i.e. pi.
 
 Sum
E2
E1
In phase Out of phase Opposite phase
π/2=  Incoherent case
Figure 1.9: Coherent two point resolution
When comparing incoherent and coherent detection, it is possible to say that the
latter has lower resolution when the phase difference lies in the range
0 < φN <
pi
2
. (1.33)
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To investigate the rest of the range it is convenient to replace ~E by a scalar function
U(r′). Take for example[21]
U(r′) =
J1(|r′|)
|r′| , (1.34)
where J1(|r′|) is the Bessel function of first order and first kind and r′ = (x, y, 0).
Substituting equations (1.32) and (1.34) in (1.28) yields
I =
∣∣∣∣J1(|d + r′|)|d + r′| − J1(|d− r′|)|d− r′|
∣∣∣∣2 . (1.35)
Note that equation (1.35) and equation (1.28) are equivalent when in the latter
φN = pi. Also note from equation (1.35) that the destructive interference occurs at
r = 0 regardless of the distance d between the sources. As shown in figure (1.10)
however, the peak value of I certainly decreases when d is decreased. This figure
shows the measured irradiances along the centre of the distribution (right axis) in
function of the distance between the sources (left axis). In theory it is possible to
differentiate between both distributions despite the value of d. In practice the noise
in the system limits the spatial resolution of the system.
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Figure 1.10: Resultant irradiance from the superposition of two Bessel functions with
opposite phase. The plot shows cross sections of the observation plane while the distance
between these functions is changed.
It is possible to conclude that the spatial resolution of a scanning confocal micro-
scope depends on the optical properties of the object to be imaged. The resolution
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in the spatial frequency domain depends on both the optical system and on the state
of polarisation emitted by the object to be images. A different consequence but still
feature of coherent detection is the cancellation of the longitudinal component of
the field. The next section expands more on the subject and proposes a method to
retrieve the lost component.
1.4.2 The longitudinal component of a dipole
The work in this section was published in [25]. The ideas and results were generated
jointly with Matthew R. Foreman.
Start by considering a fluorescent molecule as an electric dipole emitter with
moment p = (px, py, pz). A high numerical aperture (NA) lens is used to collect
and collimate the far-field radiation pattern. The lens is assumed to be ideal and
immersed in a medium of the same refractive index as that containing the dipole.
This constitutes a special case, however a fuller treatment in which the dipole field
propagates through dielectric interfaces (e.g. a coverglass-immersion fluid interface)
does not alter the symmetry of the problem [26] and hence the following discussion
is unchanged.
Vectorial ray tracing can be used to find the electric field Ebf in the back focal
plane of the collector lens by using generalised Jones matrices. This yields [27]
~Ebf =
1
2
√
cosϑ

pxa
x
1 − pyay − 2pzaz1
pya
x
2 − pxay − 2pzaz2
0
 (1.36)
where
ax1 = (1 + cosϑ)− (1− cosϑ) cos 2φ
ax2 = (1 + cosϑ) + (1− cosϑ) cos 2φ
ay = (1− cosϑ) sin 2φ
az1 = 2 sinϑ cosφ
az2 = 2 sinϑ sinφ (1.37)
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The
√
cosϑ factor is required to ensure energy conservation [28].
Equation (1.36) shows that it is possible to consider the field in the back focal
plane as having contributions from three independent electric dipoles aligned with
the coordinate axes. The field distributions associated with each of these dipoles
are shown in figure (1.11).
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Figure 1.11: Field distributions for Ex (top) and Ey (bottom) in the back focal plane
of a collecting lens (NA = 0.966) arising from orthogonal electric dipoles orientated along
the x, y and z coordinate axes respectively (left to right).
Refocusing of the collected beam by a second lens corresponds to a coherent inte-
gration over the back focal plane. The symmetry of the distributions in figure (1.11)
immediately shows that points in the integration plane will either cancel pairwise
or superpose constructively. The resulting field at the focus thus takes the form
~Ef ∝ (px, py, 0) where the z component is negligible since the light is refocused with
a low NA lens. This can also be shown rigorously by integration of equation (1.36).
Refocusing by a high NA lens, as described by the Debye-Wolf diffraction integral
[29], gives a similar result whereby ~Ef ∝ (K1px, K1py, K2pz) at the focus where K1
and K2 are constants and K2/K1  1 [27].
This result encapsulates the difficulty in determining the pz component of a
dipole, however also suggests a means by which it can be overcome. A significant
pz dependence can be introduced into the “image” of the dipole by breaking the
symmetry of the distributions in the back focal plane of the collector lens. This
could be done, for example, by apodisation or phase modification of the beam. The
latter is considered since it does not inherently reduce the optical throughput of
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the system, which is a major issue in single molecule experiments [30]. The optical
setup shown in figure (1.12) is proposed as a means to detect the full 3D orientation
of an electric dipole in real time.
L1 L2
Dipole
BS
Light
WP
D1
D2
D3
Phase plate
Pinhole
Pinhole
Figure 1.12: Proposed optical setup for determination of the full three-dimensional
orientation of an electric dipole.
Light collected from the dipole is incident into a beam splitter from which one
of the output beams is further passed through a Wollaston prism (WP) which splits
the field into its constituent x and y components. The other portion of light output
from the beam splitter is passed through a phase mask which imposes a pi phase
delay to the beam in the 1st and 4th quadrants with respect to the beam in the 2nd
and 3rd quadrants so as to break the symmetry as discussed above. The mask shown
in figure (1.13) has an amplitude transmittance function of
T (x, y) =
 −1 for x ≥ 0+1 for x < 0 (1.38)
In its simplest form this could be implemented using a glass block of appropriate
thickness placed across one half of the beam.
Finally the field in each arm is refocused onto point detectors (such as avalanche
photodiodes) D1, D2 and D3, so that detection is field sensitive yielding measure-
ments of Cx|px|2, Cy|py|2 and Cz|pz|2 respectively. It is reasonable to assume that
Cx = Cy since the two detection arms are identical albeit for a 90
◦ rotation in the
state of polarisation. Note that introduction of an additional arm with a polariser
at 45◦ to the x axis allows the angular ambiguity as to which quadrant the dipole
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lies in to be removed, although the light incident on each detector is reduced. Fur-
thermore the magnitude of the dipole components for a general dipole will depend
on the excitation field which then has consequences for the SNR in each detector.
The illumination must hence be matched to the specific detection needs.
For orientational measurements it is only necessary to work with the ratios be-
tween the detector signals. The value of the constant C = Cx/Cz must be found
by means of a calibration scan of a free dipole, which can be physically realised
using point scatterers [31]. Note that C is dependent on the splitting ratio of the
beam splitter and can hence be controlled to some extent, but does cause a trade-off
of SNR between different detector arms. Since the scatterer re-radiates as a dipole
with an effective moment peff ∝ ~Eill the three detector signals will theoretically map
the focused field distribution, which can be calculated exactly using the Debye-Wolf
integral. It is then a simple matter to determine the constant of proportionality.
This method hence also provides a means to measure the longitudinal component
of an electric field distribution.
Of importance in any practical implementation of the proposed detection scheme
are the alignment tolerances of the phase mask. Both rotational and translational
misalignments of the mask are considered as depicted in figure (1.13) since any mis-
alignment can be treated as a combination of both. A rotational misalignment by
x
y
T = 1 T = -1
x
y
T = 1 T = -1
x
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a) b) c)
Figure 1.13: a) Proposed phase mask b) Rotational misalignment c) Translational mis-
alignment.
an angle γ modifies the transmittance function, however assuming a symmetric pupil
(which is normally the case) integration over the field does not yield any dependence
on γ. The detector signals are thus insensitive to pure rotational misalignments, a
property which can again be attributed to the symmetrical nature of the back focal
plane field distributions.
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Translational misalignments of the mask do however have a detrimental effect on
the detector signals. A horizontal shift of ∆x modifies the transmittance function
to
T (x, y) =
 −1 for x ≥ ∆x+1 for x < ∆x (1.39)
which in general causes a mixing of the px and py signals into D3. Figure (1.14)
shows the degree to which this affects the system, as found by numerical simulations
and as parameterised by the extinction ratios between the measured signal in D3
for a pure x and pure y dipole (denoted Dx3 and D
y
3 respectively) relative to that for
a pure z dipole (Dz3).
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Figure 1.14: a) Extinction ratios as a function of mask misalignment (bottom-left axes)
and spectral bandwidth (top-right axes). b) SNR for finite detector sizes.
Hitherto discussion has been limited to monochromatic light of wavelength λ.
This is however an unrealistic assumption since fluorescent molecules emit a spec-
trum S(λ) of wavelengths of bandwidth ∆λ. A non-zero bandwidth will have conse-
quences with regard to the glass slab used to impose the pi phase delay since it can
only be designed to operate perfectly at a single wavelength. The signal recorded in
each detector can be calculated using
Dtotν =
∫ λmin+∆λ
λmin
S(λ)Dν(λ)dλ ν = 1, 2, 3 (1.40)
where Dν(λ) is the detector reading for light of wavelength λ in the presence of
a phase plate designed for operation at λ0 and λmin is the lower bound on the
spectrum.
Results from numerical simulations assuming a Lorentzian spectrum profile cen-
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tered on λ0 = 450nm are shown in figure (1.14a). Other spectral profiles give similar
results. Only the extinction ratios for D3 are shown since no variation is seen in
D1 and D2. Note that the px and py signals mix into the D3 signal and become
double that of the pz measurement for a bandwidth of ∼ 100nm. Although typical
fluorophores have bandwidths of approximately 30nm this mixing effect can limit
the performance of the setup. Use of broadband waveplates to implement the phase
mask can however greatly improve the situation.
As a final consideration the previous assertion of point detectors is relaxed. In
general D1 and D2 operate as confocal microscopes with finite sized pinholes illumi-
nated with x and y polarised light respectively, an analysis of which can be found
in [12]. Thus here only measuring a pure pz dipole is considered. It is found that
the SNR arising in this case is worse than for measuring pure px and py dipoles and
is hence the limiting case.
Finite sized detectors record the integrated intensity of the focused light distri-
bution over their extent, however when imaging a dipole the off-axis intensity is de-
pendent on all three dipole components [27]. For a dipole with moment p = (0, 0, 1)
parasitic signals are thus introduced into D1 and D2. Treating these signals as noise
the SNR can be defined as 10 log10 (D
z
3/2D
z
1), the behaviour of which is shown in fig-
ure (1.14b) along with that of the extinction ratio Dz1/D
z
3 = D
z
2/D
z
3. Typical values
of the SNR in single molecule experiments are ∼ 15dB [30]. As such figure (1.14b)
shows that the effect of a finite detector size becomes more dominant once the radius
of the detector is approximately half the size of the Airy disc. Detectors smaller
than this are thus preferable.
An alternative to retrieve the pz component of a dipole is to use a radial polarisa-
tion converter and a Wollaston prism instead of the step−phase plate. Introducing
an optical path difference of pi across the field before focusing produces a purely pz
contribution along the optical axis. If now a field with dominant longitudinal com-
ponent can be produced using either a radial polarisation converter[32] or a dipole
with moment placed along the optical axis, both cases could generate a pz depen-
dance on the field. Analogous to how a retarder transforms elliptically polarised
light into linear, the possibility of using a radial polarisation converter to transform
the longitudinal component to transversal is investigated here.
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The retrieval of the pz component can be shown using vectorial ray tracing.
The field produced by a dipole is collimated, passed through a radial polarisation
converter and then analysed using a Wollaston prism. The collimated field of a
dipole can be found using equation (1.22) with ~E2 = r × (r × ~p), and the radial
polarisation converter can be represented using the matrix R(φ) given in equation
(1.18). Multiplying the matrix with the collimated field yields
~E3 =
1√
cosϑ

pz sinϑ− cosϑ(px cosφ+ py sinφ)
px sinφ− py cosφ
0
 . (1.41)
To then analyse the Ex and Ey components the field is passed through a Wollas-
ton prism. Two beams emerge from the prism and each beam is measured by a
photodetector. Given that the irradiance in each detector is given by
Ix =
pi2
4
(
p2x + p
2
y + 2p
2
z
)
, (1.42a)
Iy =
pi2
2
(
p2x + p
2
y
)
, (1.42b)
the |pz| component of the dipole can thus be found by
|pz| = 1
pi
√
2Ix − Iy. (1.43)
Note that the method has several advantages. The light efficiency of the method
is in theory 100%. The losses that can be found in practice are the back reflections of
the optics. Also note that the measurement yields the magnitude of pz independently
of the ellipticity present in the beam.
In summary it was found that by breaking the symmetry of the back focal plane
field distributions from an imaged electric dipole it is possible to determine the
longitudinal component of its dipole moment. More specifically a scheme whereby
one half of the collected beam is subject to a pi phase delay has been presented.
Potential sources of error for experimental implementations have also been discussed.
Future work in this field is to include experimental verification of the principles of
operation of the method. Finally note that the discussed technique works equally
45
Chapter 1: Imaging
well when imaging the electric field of magnetic dipoles.
1.5 Conclusion
The concepts of polarisation and the ellipse of polarisation were given after introduc-
ing light an electromagnetic field. Vectorial ray tracing was also explained with the
aim of understanding basic high NA imaging, and scanning confocal imaging was in-
troduced together with an explanation of the type of detection and consequences. In
the case of coherent detection the spatial and spectral resolution are not equivalent
concepts. The resolution in the spatial frequency domain depends on the imaging
system and on the state of polarisation emitted by the object. The spatial resolution
depends on both the imaging system and on the optical properties of the object. It
was also concluded that in confocal imaging the aforementioned resolution concepts
can be equivalent if the optical path difference between two objects is pi/2.
An efficient method to measure the longitudinal component of the field was also
introduced. The measurement however is left as future work. The next chapter
addresses more in detail the concepts of polarisation and coherence of a field. An
insight to the difference between degree of polarisation and coherence is given.
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Polarisation and coherence
The objective of this chapter is to introduce a formulation that can describe the
polarisation of a beam and its statistics. The chapter includes an overview of the
scalar and vectorial variations of a field. In fact, this chapter proposes a solution to
the coherence versus polarisation ongoing issue in the literature.
The chapter is divided in two parts. The first part of the chapter introduces
a formalism that accounts for fluctuations in the beam, i.e. the electric coherency
matrix, the mutual coherency matrix and the polarisation matrix. The second part
then focuses closely on quantifying the fluctuations in a field, and introduces a novel
metric to account for spatial depolarisation effects.
2.1 Fluctuations of light
Most electromagnetic fields found in practice are neither steady nor spatially homo-
geneous. Take for example, the type of illumination used in this work, a field emitted
by a “Coherent Cube diode laser”1. The polarisation of this field is fluctuating in
time, the beam’s cross section contains a polarisation distribution, the wavefront is
highly distorted and the field has a finite bandwidth. This means that the phase and
the state of polarisation of the propagating field are changing in time and in space.
Depending now on the nature of the variations, the changes are considered to be
part of the coherence or the polarisation properties of the beam. More specifically, a
beam is partially polarised when the chances of measuring a particular polarisation
1As in the brand and make
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state can be described by a probability distribution. In the extreme case when every
polarisation state is equally probable to be present in the beam the light is termed
unpolarised. Analogously, a beam is partially coherent when the wavefront is fluctu-
ating with a given probability distribution or, in the extreme case, incoherent when
it is not possible to determine an average wavefront. In any case, both coherence
and polarisation effects can be considered using a single matrix known as the electric
coherency matrix. This matrix is a temporal version of a matrix first introduced in
1930 by Wiener[33] in the frequency domain. Both the electric coherency matrix
and Wiener’s matrix can describe partially coherent and partially polarised fields,
however, only the electric coherency matrix is considered in this research.
As shown by Gil[34], the electric coherency matrix can describe a two or a three
dimensional field. For simplicity however, only the derivation of the 2D description
is given here; the 3D case can be derived if necessary following the same operations
as the 2D case. First consider an arbitrary electric field given by
~E(r, t) =
 Ax(r, t)eıδx(r,t)
Ay(r, t)e
ıδy(r,t)
 . (2.1)
The field is then evaluated at (r1, t) and directly multiplied
2 by the Hermitian ad-
joint of the field itself evaluated at (r2, t − τ), where r1 and r2 are two arbitrarily
chosen points in space and τ is a time delay. The result of this multiplication is
then averaged yielding the 2× 2 Hermitian matrix known as the electric coherency
matrix 3. The latter can be written explicitly as
Γ(r1, r2, τ) = 〈 ~E(r1, t)⊗ ~E(r2, t− τ)†〉 (2.2a)
=
 〈Ex(r1, t)E∗x(r2, t− τ)〉 〈Ex(r1, t)E∗y(r2, t− τ)〉
〈Ey(r1, t)E∗x(r2, t− τ)〉 〈Ey(r1, t)E∗y(r2, t− τ)〉
 .(2.2b)
The symbols † and ∗ denote the Hermitian adjoint and complex conjugate opera-
tions respectively, ⊗ represents the Kronecker[35, 36, 37] or direct product and the
brackets denote average. This average is defined depending on the statistics of the
2Kronecker product
3This matrix is also known in the literature as the mutual coherency matrix
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fluctuations. If the fluctuations are ergodic and they occur in a time interval much
shorter than the integration time of the measurement, the average can be defined
as a time average.
Particular attention is now given to two special cases of the electric coherency
matrix: the self coherency matrix and the polarisation matrix. The first is used
to investigate the relation between coherence and polarisation, and the polarisa-
tion matrix is used to describe partially polarised light. Additionally, a notation
more suitable for the laboratory is derived later in section 3.1 using the polarisation
matrix.
The self coherency matrix is nothing more than the electric coherency matrix
evaluated at a single point r1 = r2 = r,
Γ(r, r, τ) =
 〈Ex(r, t)E∗x(r, t− τ)〉 〈Ex(r, t)E∗y(r, t− τ)〉
〈Ey(r, t)E∗x(r, t− τ)〉 〈Ey(r, t)E∗y(r, t− τ)〉
 , (2.3)
and it represents the correlation of the field with itself at two instants. This matrix
Γ(r, r, τ) is then evaluated at τ = 0 yielding
Γ(r, r, 0) =
 〈A2x〉 〈AxAyeı∆xy〉
〈AyAxeı∆yx〉 〈A2y〉
 , (2.4)
where ∆jk = δj − δk is the relative phase difference between j, k = x, y. The matrix
in equation (2.4) was originally introduced by Fano in 1954 using the name of the
density matrix[38]. A few years later Wolf[39, 40], Parrent and Roman[41], and
Barakat[42] started to develop the theory of partial polarisation and called Γ(r, r, 0)
the coherency matrix. To avoid confusion however, Γ(r, r, 0) is nowadays known
as the polarisation matrix. The matrix Γ(r, r, 0) is widely used in the literature to
study the theory of partially polarised light[43], and it represents the correlation of
the field with itself.
In this work, the polarisation matrix is used to understand the temporal and
spatial polarisation variations of a beam. The temporal fluctuations are an exten-
sively studied subject in the literature, however, the spatial variations are not. The
latter in fact have triggered an ongoing discussion in the literature regarding the
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spatial distribution of polarisation in a beam and its coherence. The next section
elaborates on this discussion and proposes a solution by introducing a novel metric.
2.2 Degree of polarisation and degree of coher-
ence
It is possible to find nowadays a disagreement in the literature regarding polarisation
and coherence. The scientific community has not yet agreed if coherence is a scalar
or a vectorial property of the light. Take for example the case of a monochromatic
and spatially inhomogeneous polarised field emitted by a significantly small source.
Since a fully coherent field means a perfectly correlated field[21], it is not clear if
this example should be considered as partially coherent or not. From a scalar point
of view, such field is considered fully coherent since its phase is correlated in time
and space. From a vectorial point of view however, the field is considered partially
coherent since it has a polarisation distribution. Indeed it is possible to regard
the polarisation properties of the beam as a coherence effect, yet in this research
it is considered as inconvenient. Given that the scalar properties of a beam are
in general independent of the vectorial properties[8], it is more convenient to leave
the term coherence for scalar effects and create a new metric to account for spatial
variations in the polarisation. Only in this context it is possible to ensure that a
metric to solely quantify each one of the contributions to the fluctuations of a beam
exists. Given that it is possible to identify four contributions: scalar temporal, scalar
spatial, vectorial temporal and vectorial spatial, hence four metrics are necessary to
complete the theory of polarisation and coherence. The degree of temporal coherence
(DOTC)[43] measures the fluctuations of the beam due to the spectral content of
the beam itself. The degree of spatial coherence (DOSC)[43] quantifies the variations
throughout the wavefront of the beam. The temporal fluctuations in the polarisation
are being measured by the degree of polarisation and the spatial variations are
quantified by the degree of spatial polarisation.
As one of the contributions of this work the degree of spatial polarisation is
introduced here. To avoid confusion the degree of polarisation is renamed here as the
degree of temporal polarisation and in fact generalised here to any dimensions. Before
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expanding further on both of the polarisation metrics, the well known coherence
metrics, i.e. the DOTC and the DOSC are introduced next. The aim is to illustrate
the implications that the polarisation has on coherence, and hence justify the need
for the new metric. Ideally the four previously mentioned metrics will complete the
theory of polarisation and coherence.
2.2.1 Degree of temporal and spatial coherence
Degree of coherence (DOC) is commonly defined as the fringe visibility in an in-
terferometric experiment[43]. This metric is commonly used to quantify the degree
of correlation within the field. In particular when the DOC is termed spatial, the
correlation refers to the transverse direction of the beam. The degree of spatial
coherence (DOSC) can be measured using for example the two pinhole version of
the Young’s experiment[16] shown in figure (2.1). Alternatively when the DOC is
termed temporal, the correlation is in the longitudinal direction of the beam. In this
case the degree of temporal coherence (DOTC) can be measured using for example a
Michelson’s interferometer[44]. As opposed to the DOSC, the DOTC is a spatially
independent metric. The DOTC is actually a correlation between the field and a
delayed copy of itself.
Both the DOTC and the DOSC are derived next using the Young’s experiment
and a Michelson’s interferometer, respectively. The derivation is first from a scalar
point of view and then from a vectorial point of view.
r
r1
r2
d2
d1
z
U
A
Figure 2.1: Young interferometer
Consider first the scalar derivation of the degree of spatial coherence. Assuming
a scalar wave U incident upon the pinholes located at r1 and r2, the measured
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interference at the screen A of figure (2.1) is then described by
I(ρ, t) = |K1U(r1, t) +K2U(r2, t− τ)|2 (2.5a)
= |K1U(r1, t)|2 + |K2U(r2, t− τ)|2 +
+2|K1K2|Re[U(r1, t)U∗(r2, t− τ)]. (2.5b)
Here ρ is a coordinate vector defined in screen A. Note that the pattern depends
on the optical path differences τ = t2− t1, where the time is related to the distance
by t1 = d1/c and t2 = d2/c; here c is the speed of light. The complex constant
Kj ≈ −ı/(λ¯rj)pj is known as the propagation factor of each pinhole j = 1, 2, where
λ¯ is the mean wavelength and pj is the area of each pinhole. Additionally, the
constants Kj derived in reference [9] from the Huygens-Fresnel principle have the
property
Ij(ρ) = |Kj|2I(rj), for j = 1, 2. (2.6)
Assuming now that the fluctuations of the light are ergodic and shorter than the
integration time of the measurement, it is possible to define a time average. Given
a probability density function f(U, t), a time average is defined as
I(ρ) = 〈I(ρ, t)〉 =
∫
U(ρ, t)U∗(ρ, t)f(U, t)dt. (2.7)
Equation (2.6) is then used to write (2.5) in terms of ρ, and the result is time
averaged yielding,
I(ρ) = I1(ρ) + I2(ρ) + 2
√
I1(ρ)I2(ρ) Re
{
Γ(r1, r2, τ)√
I(r1)I(r2)
}
, (2.8)
where
Γ(r1, r2, τ) = 〈U(r1, t)U∗(r2, t− τ)〉 (2.9)
is known as the mutual coherence function[39]; this function defines a measure of
the correlation between two points in terms of their optical path difference. When
the mutual coherence function is normalised by the square root of the intensity at
each point,
√
I(r1)I(r2) =
√
Γ(r1, r1, 0)Γ(r2, r2, 0), it yields the spatial degree of
52
2.2 Degree of polarisation and degree of coherence
coherence4
γ(r1, r2, τ) =
Γ(r1, r2, τ)√
Γ(r1, r1, 0)Γ(r2, r2, 0)
. (2.10)
Finally, in order to make the relationship between degree of coherence and fringe
visibility clear let
γ(r1, r2, τ) = |γ(r1, r2, τ)|e−ı[2piν¯τ−ϕ(r1,r2,τ)], (2.11)
where ν¯ is the mean frequency and ϕ is a phase given by the imaginary part of Γ.
The substitution of equation (2.11) into (2.8) yields
I(ρ) = I1(ρ) + I2(ρ) + 2
√
I1(ρ)I2(ρ) |γ(r1, r2, τ)| cos[2piν¯τ − α(r1, r2, τ)], (2.12)
and since fringe visibility is defined as[44]
V = Imax(ρ)− Imin(ρ)
Imax(ρ) + Imin(ρ)
, (2.13)
it follows that
V = 2
√
I1(ρ)I2(ρ)
I1(ρ) + I2(ρ)
|γ(r1, r2, τ)|. (2.14)
It is possible to conclude from equation (2.14), that the DOSC is proportional to
the fringe visibility. In the special case when I1(ρ) = I2(ρ), then V = |γ(r1, r2, τ)|.
Point 
source
Mirro
r
Delaymirror
t/2
Beamsplitter r
U
A
Figure 2.2: Michelson interferometer
Regarding the derivation of the degree of temporal coherence (still from a scalar
point of view), the steps to derive the DOSC are strictly followed. In this case
4This metric is also known as the complex degree of mutual coherence.
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however, the interference pattern is formed by the wave U(r, t) and its time delayed
copy U(r, t− τ). This interference can be achieved using for example the Michelson
interferometer in figure (2.2). After derivation, the degree of temporal coherence5 is
given by
γ(r, r, τ) =
Γ(r, r, τ)
|Γ(r, r, 0)| . (2.15)
where
Γ(r, r, τ) = 〈U(r, t)U∗(r, t− τ)〉 (2.16)
is the self coherence function.
It is possible to conclude from equations (2.9) and (2.16), that the visibility of
the fringes V in either experiment depends on how well correlated the wavefronts
are. In the case of Young’s interferometer, γ(r1, r2, τ) is a metric of the correlation in
the transverse direction of the beam i.e. spatial coherence, while for the Michelson
interferometer, γ(r, r, τ) is a measure of the correlation in the longitudinal direction
of the beam, i.e. temporal coherence. As it was shown by Fresnel[45] however, the
fringe visibility also depends on the state of polarisation of each wave; specifically
on the dot product between the polarisation states that are being correlated.
To show this polarisation dependance, let ~E(r1, t) and ~E(r2, t − τ) be a pair of
arbitrary polarised electric fields emergent from the pinholes placed at r1 and r2 in
figure (2.1). The irradiance pattern produced by the superposition of ~E(r1, t) and
~E(r2, t− τ) at the point ρ can be described by
I(ρ) = I1(ρ) + I2(ρ) + 2
√
I1(ρ)I2(ρ) Re {µ(r1, r2, τ)} , (2.17)
where Ii(ρ) = 〈 ~E†(ri, t) · ~E(ri, t)〉 is the contribution to the irradiance from the ith
pinhole at the screen and
µ(r1, r2, τ) =
Tr [Γ(r1, r2, τ)]√
Tr [Γ(r1, r1, 0)]
√
Tr [Γ(r2, r2, 0)]
(2.18)
is the vectorial equivalent of the scalar degree of spatial coherence; equation (2.10).
Note for future reference that in equation (2.18), the matrix Γ(r1, r2, τ) is the electric
coherency matrix.
5This metric is also known as the complex degree of self coherence.
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Analogous to the derivation of equation (2.12), equation (2.17) can be written
in a more intuitive manner as
I(ρ) = I1(ρ) + I2(ρ) + 2
√
I1(ρ)I2(ρ) |µ(r1, r2, τ)| cos[2piν¯τ − ϕ(r1, r2, τ)], (2.19)
which shows that the fringe visibility V ∝ |µ(r1, r2, τ)|, and hence proportional to
the vector dot product of the two interfering fields. It then follows that by replacing
~E(r2, t−τ) with ~E(r, t−τ) and ~E(r1, t) with ~E(r, t), equation (2.18) can be written
as
µ(r, r, τ) =
Tr[Γ(r, r, τ)]
|Tr [Γ(r, r, 0)]| , (2.20)
and hence the same conclusion applies to the degree of temporal coherence.
From the preceding discussion, it is possible to conclude that the fringe visibility
depends on both the scalar and the vectorial variations of a beam. It appears that
a beam can only be categorised as fully coherent if it is also homogenously polarised
in time and in space. That is if the fringe visibility is considered as a metric to
quantify the degree of correlation. In general however, the phase and frequency
content of a beam are independent of the polarisation[46]. It is thus possible to split
the concepts of coherence and polarisation. For scalar problems, the DOTC and the
DOSC can be estimated using equations (2.15) and (2.10) respectively. For vectorial
problems however, the polarisation of the beam should be homogenised6 before using
equations (2.18) and (2.20) to estimate the DOSC and the DOTC respectively. The
term coherence is thus assigned to only scalar effects ensuring that a measure to
quantify purely wavefront fluctuations exists. However, the fact of homogenising
the polarisation creates a gap in the theory of polarisation and coherence. The
spatial variations in the polarisation of the beam are not being considered. To then
fill the gap in the theory, it is necessary to create a metric to account for the spatial
variations, i.e. the degree of spatial polarisation.
The degrees of temporal and spatial polarisation are explained next. Both con-
cepts are introduced by deriving their mathematical expressions in a novel way.
6Make spatially and temporally invariant
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2.2.2 Degree of temporal polarisation
First consider the case of the degree of temporal polarisation (DOTP). This metric is
equivalent to the widely known degree of polarisation (DOP). The DOTP however,
is derived here in a more intuitive and general way. The derivation follows the
conceptual definition of the DOP.
Since the degree of polarisation is defined as the ratio between the irradiance
of the polarised part of a beam and its total irradiance[10], the derivation of the
DOTP is designed as a two-step thought experiment. First a spatially inhomoge-
neous perfect analyser is used to extinguish the polarised part of the beam and the
throughput irradiance is measured. The analyser is then removed and the irradiance
is again measured. The ratio of these two irradiance measurements yield the DOTP.
To derive the DOTP let Γ(rj, rj, 0) describe a partially polarised
7 field formed
of j homogeneously polarised patches. Since depolarisation is a linear effect [34]
Γj = Γ(rj, rj, 0) may be expressed as the linear combination of an unpolarised field
Γu and a fully polarised one Γpj as
Γj = Γ
p
j + Γ
u
j . (2.21)
The argument is dropped for convenience. Here Γuj = αI, where α is a complex num-
ber and I is the identity matrix. Given that the matrix Γpj is Hermitian symmetric,
it has at least one none zero eigenvalue[47].
The field is now propagated through a non depolarising optical element described
by a Jones matrix Gj (see appendix A). Equation (A.3) is Kronecker-multiplied by
its Hermitian adjoint and the result is time averaged[10],
〈 ~Eout ⊗ ~E†out〉 = 〈Gj ~Ein ⊗ ~E†in G†j〉, (2.22)
yielding
Γoutj = Gj Γj G
†
j, (2.23)
where Gj is an arbitrary Jones matrix. Equation (2.23) describes the propagation of
7It is meant by partially polarised a field that has possibly inhomogeneous polarisation structure
in the transverse spatial dimensions and, at any point along the transverse spatial extent of the
beam, a polarisation that has random time-evolution.
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partially polarised light through non-depolarising media, and the trace of the output
matrix represents the throughput irradiance. Equation (2.21) is then substituted
into (2.23), and the trace is taken of both sides of the resulting expression giving
Tr
[
Gj Γj G
†
j
]
= Tr
[
GjΓ
p
jG
†
j
]
+ Tr
[
GjΓ
u
jG
†
j
]
. (2.24)
Note that the additive property8 of the trace was used here to split the terms on the
right hand side. Once the irradiance expression is derived, equation (2.24), the next
step is to choose Gj so the polarised part of the beam is completely extinguished,
as discussed before. To accomplish this the eigenvectors X˜j in the eigensystem of
Gj
Gj = X˜jΦ˜jX˜
†
j (2.25)
are chosen to be the same as in the eigensystem of Γpj
Γpj = X˜jΛ
p
jX˜
†
j, (2.26)
and the eigenvalues are chosen to be related by
Φ˜j =
√
λ˜pjI− Λ˜
p
j , (2.27)
where λ˜pj = λ
p
j/Tr
[
Γpj
]
with λpj the non-zero eigenvalue of Γ
p
j and Λ˜
p
j is a diagonal
matrix containing λ˜pj as the only non-zero element
9. The matrix Φ˜j is also diagonal
and contains the eigenvalues of Gj, and I is the identity matrix.
Equations (2.25-2.27) are then substituted in (2.24), and the resulting expression
is rearranged using the multiplicative property10 of the trace. The result of this is
8Tr [A + B] = Tr [A] + Tr [B]
9Since G˜ is by definition dimensionless, it is necessary for Φ˜j and X˜j , to also be dimensionless.
10Tr [AB] = Tr [BA]
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given by
Tr
[
GjΓjG
†
j
]
= Tr
[
ΓpjG
†
jGj
]
+ Tr
[
ΓujG
†
jGj
]
(2.28a)
= Tr
[
ΓpjX˜j|Φ˜j|2X˜†j
]
+ Tr
[
Γuj X˜j|Φ˜j|2X˜†j
]
(2.28b)
= Tr
[
Λpj(λ˜
p
jI−Λpj)
]
+ αTr
[
I(λ˜pjI−Λpj)
]
(2.28c)
= αλ˜pj(Tr [I]− 1), (2.28d)
or equivalently
Tr
[
Gj Γj G
†
j
]
=
λ˜pjTr
[
Γuj
]
q
(2.29)
where
q =
Tr [I]
Tr [I]− 1 . (2.30)
Substituting now equation (2.29) into the trace of equation (2.21) yields
Tr
[
Γpj
]
= Tr [Γj]− q
λ˜pj
Tr
[
Gj Γj G
†
j
]
. (2.31)
Equation (2.31) is the irradiance of the polarised part of the field. If Gj was known
this equation would conclude the first stage of the derivation. In general however
this is not the case. A closer look at the eigensystems shows how the matrix Gj can
be chosen.
To choose Gj let
Γj = X˜
′
jΛjX˜
′†
j (2.32)
be the eigensystem of Γj. Since equation (2.21) can be written, using the respective,
eigensystems as
X˜′jΛjX˜
′†
j = X˜jΛ
p
jX˜
†
j + αI (2.33a)
= X˜j(Λ
p
j + αI)X˜
†
j, (2.33b)
the result implies that the eigenvectors of the polarised part are the same as the
eigenvectors of the total field. Equations (2.25) and (2.32) are first substituted in
the second term of the right hand side of equation (2.31) and then setting X˜′j = X˜j
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yields
Tr
[
Γpj
]
= Tr [Γj]− q
λ˜pj
Tr
[
Λj(λ˜
p
jI−Λpj)
]
. (2.34)
Note that (λ˜pjI−Λpj) is a diagonal matrix of ones and a zero. It then follows that the
term Tr
[
Λj(λ˜
p
jI−Λpj)
]
yields the sum of the diagonal elements of Λj but without
one element. Equation (2.34) can be written in consequence as
Tr
[
Γpj
]
= Tr [Γj]− q(Tr [Λj]− λj), (2.35)
where λj is one of the eigenvalues of Γj. In order to find which eigenvalue is λj,
equation (2.33) is taken one step further. That is
Λj = Λ
p
j + αI. (2.36)
This equation implies that the largest eigenvalue of Γj is always λ
p
j + α. Equations
(2.32) and (2.36) are then substituted in equation (2.35) yielding
Tr
[
Γpj
]
= Tr [Γj]− q(Tr [Λj]− λj) (2.37a)
λpj = Tr
[
Λpj
]
+ αTr [I]− qTr [Λpj]− qαTr [I] + qλj (2.37b)
0 = qλj − qλpj − (q − 1)αTr [I] (2.37c)
λj = λ
p
j + α. (2.37d)
It is now possible to conclude that λj is always the largest eigenvalue of Γj.
Since all the required variables are now known, the first stage of the derivation
concludes with equation (2.35), namely the irradiance measurement of the polarised
part. The next step is to write the conventional definition of the degree of polarisa-
tion explicitly as
P t = Tr
[
Γpj
]
Tr [Γj]
. (2.38)
It then follows that the substitution of equation (2.35) in (2.38) yields the final
expression of the degree of temporal polarisation,
P tj = 1−
q(Tr [Γj]− λj)
Tr [Γj]
, q =
Tr [I]
Tr [I]− 1 , (2.39)
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It can be shown by expanding the previous equation in terms of the eigenvalues of
Γj that
0 ≤ P tj ≤ 1. (2.40)
In the case when P tj = 1 the beam is fully temporally polarised (α = 0), and when
P tj = 0 the beam is temporally unpolarised (λpj = 0).
Note that equation (2.39) can be applied to a field of any dimensions as long as
the field is described by a polarisation matrix of rank two. Also note that since the
trace of a matrix is invariant to rotation[47], P tj is invariant to co-ordinate rotation.
P tj can be integrated over a detected area to obtain a single number.
2.2.3 Degree of spatial polarisation
The degree of spatial polarisation (DOSP) is derived from a slightly different pro-
cedure than the derivation of the DOTP. In this case the polarised part of the field
is examined locally a spatially homogeneous analyser. The throughput irradiance
is then divided by the total intensity of the polarised part yielding the DOSP. The
result of the derivation is a general and spatially dependant expression to describe
the DOSP; general in the sense that it includes temporal effects. If assuming no
temporal effects, the general expression can then be simplified leading to a spatial-
only expression that is function of a particular case of the DOSC (see section 2.2.1).
The general and the spatial-only expressions of the DOSP are derived thoroughly
next.
To derive the DOSP consider the polarisation matrix Γ(rj, rj, 0) = Γj of a field
having j homogeneously polarised patches, where again
Γj = Γ
p
j + Γ
u
j . (2.41)
The jth patch of the polarised part of the field is then examined using the spatially
homogeneous analyser Gi. The polarised part of the field is given by
Γpj = X˜jΛ
p
jX˜
†
j (2.42)
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and the analyser is defined as
Gi = X˜iΦiX˜
†
i , (2.43)
where Xi are the eigenvectors from the ith patch in the polarised part of the field
and Φi is a diagonal matrix containing the eigenvalues Gi. Given now that the
resulting irradiance from propagating Γpj through Gi is given by
Ipi,j = Tr
[
GiΓ
p
jG
†
i
]
, (2.44)
it then follows that to extinguish Γpj when i = j, the eigenvalues of Gi must be
defined equivalently to equation (2.27) as
Φ˜i =
√
λ˜pi I− Λ˜
p
i . (2.45)
The next step is to write the polarimetric measurement, i.e. equation (2.44), in
terms of known quantities. First equations (2.43) and (2.45) are substituted in
(2.44) giving
Ipi,j = Tr
[
ΓpjX˜i(λ˜
p
i I− Λ˜
p
i )X˜
†
i
]
(2.46a)
= λ˜piTr
[
Γpj
]− Tr [ΓpjX˜iΛ˜pi X˜†i] (2.46b)
= Tr
[
Γ˜
p
i
]
Tr
[
Γpj
]− Tr [Γpj Γ˜pi ]. (2.46c)
The definition of Γuj = αjI and equation (2.41) are then used to expand the previous
equation yielding
Ipi,j = Tr [Γi]Tr [Γj]− Tr [ΓiΓj]− αj(d− 1)Tr [Γi]−
−αi(d− 1)Tr [Γj] + (d2 − d)αiαj (2.47a)
= {Tr [Γi]− αi(d− 1)} {Tr [Γj]− αj(d− 1)}+
+αiαj(d− 1)− Tr [ΓiΓj], (2.47b)
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where d = Tr [I]. Equation (2.47b) can be simplified using the identities
Tr [Γj]− λj = αj(d− 1), (2.48)
Tr [ΛiΛj] = λiλj + αiαj(d− 1). (2.49)
The equivalence of these can be proved with equation (2.36). Substituting then
equation (2.48) in (2.47b) and then using (2.49) finally yields
Ipi,j = Tr [ΛiΛj]− Tr [ΓiΓj]. (2.50)
Equation (2.50) represents the polarimetric measurement as a function of the
general fields Γi, Γj and their corresponding eigenvalues Λi and Λj.
Note that equation (2.50) reveals a new way of measuring partially polarised
fields. Since equation (2.50) and equation (2.44) are equivalent, equation (2.50)
also represents the irradiance of a field’s polarised part resulting from a polarimet-
ric measurement. The relevance of equation (2.50) becomes apparent in the next
chapter when introducing an experimental founded formulism.
The next step is to normalise equation (2.50) to obtain the expression of the de-
gree of spatial polarisation. It is important however to note that despite the general
form of equation (2.50), the measurement does not depend on the unpolarised part11
and hence the normalisation is not trivial. In this case it is necessary to divide the
measurement by the irradiance of the polarised part of the field at each i, j patch.
It is then possible to write the degree of spatial polarisation as
Psi,j =
Tr [ΛiΛj]− Tr [ΓiΓj]
Tr [Γpi ]Tr
[
Γpj
] . (2.51)
The substitution of equation (2.35) in the previous equation yields
Psi,j =
Tr [ΛiΛj]− Tr [ΓiΓj]
(Tr [Γi](1− q) + qλi) (Tr [Γj](1− q) + qλj) , (2.52)
11This is true given that equations (2.44) and (2.50) are equivalent. The apparent temporal
dependance disappears in the substraction of the right hand side . This can also be proved by
substituting equation (2.41) in (2.50)
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or instead substituting equation (2.39) yields
Psi,j =
Tr [ΛiΛj]− Tr [ΓiΓj]
P tiP tjTr [Γi]Tr [Γj]
, (2.53)
where P ti and P tj are the degree of temporal polarisation for each point i, j.
It is then possible to conclude that equation (2.53) is a metric that quantifies the
similarity between the polarisation states present in an arbitrarily polarised field.
Equation (2.53) even takes into account the contributions of temporal effects. Given
that a temporally unpolarised field is also spatially unpolarised, equation (2.53) is
undefined when P t = 0.
Note that for a fully temporally polarised beam (P ti = P tj = 1), equation (2.53)
is equivalent to
Psi,j = 1−
Tr [Γi,j]
2
Tr [Γi]Tr [Γj]
. (2.54)
In conventional notation, the degree of spatial polarisation of a fully temporally
polarised beam is then given by
Ps(ri, rj, 0) = 1− Tr [Γ(ri, rj, 0)]
2
Tr [Γ(ri, ri, 0)]Tr [Γ(rj, rj, 0)]
, (2.55)
or since only spatial effects are being considered
Tr[Γ(ri, rj, τ)] = | ~E†(ri, t) · ~E(rj, t− τ)| (2.56)
for t = 0, and hence equation (2.55) can be rewritten as
Ps(ri, rj, 0) = 1− |
~E†(ri, t) · ~E(rj, t)|2
| ~E(ri, t)|2| ~E(rj, t)|2
(2.57a)
= 1− cos2 θi,j, (2.57b)
where θi,j is the angle between the polarisation states i, j. It thus follows that
0 ≤ Ps ≤ 1. (2.58)
As opposed to the DOTP, here Ps = 0 when the beam is fully spatially polarised,
and Ps = 1 when it is spatially unpolarised.
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As a concluding remark, note the similarity between equation (2.55) and the
degree of spatial coherence given by equation (2.18). Squaring equation (2.18) and
substituting it in (2.55) for τ = 0 yields
Ps(ri, rj, 0) = 1− µ2(ri, rj, 0). (2.59)
The previous equation then suggests that the DOSP can also be measured using a
two pinhole interferometer.
In summary, the DOTC, the DOSC, the DOTP and the DOSP were derived
here with the aim of unifying the theory of polarisation and coherence. The DOTC
and the DOSC estimate the temporal and spatial scalar contributions to the fluctu-
ations of a beam, and the DOTP and the DOSP estimate the temporal and spatial
polarisation contributions. Only in this context it is possible to solely quantify the
fluctuations of a beam due to its frequency content (DOTC) and phase variations
(DOSC). The temporal and spatial variations of the polarisation are then quantified
using the DOTP and the DOSP, respectively.
2.3 Conclusions
This chapter has introduced the electric coherency matrix, the self coherency matrix
and the polarisation matrix. After introducing these matrices, particular attention
was paid to the degree of coherence and the degree of polarisation of a beam. A
possible solution to conclude the ongoing discussion in the literature regarding po-
larisation and coherence was given. It was first proposed that the term “coherence”
should refer only to the scalar properties of a beam; any spatial variations of the
polarisation across the beam should be homogenised before measuring coherence.
Only in this context is possible to guarantee that a measure exists to solely quan-
tify temporal and spatial wavefront fluctuations. A novel metric to account for
the spatial variations of the polarisation was introduced. This metric was termed
the degree of spatial polarisation, and the quantity commonly known as the degree
of polarisation was termed the degree of temporal polarisation. Additionally, the
mathematical expression of the latter was derived in a novel way. It was shown that
the resulting formula of the DOTP is independent of the dimensions of the field and
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co-ordinate rotations.
The formulae given in this chapter account for a good theoretical introduction
to polarimetry. In fact, these formulae are used to derive a formalism more suit-
able for the laboratory in the next chapter. A formalism capable of describing the
interactions of partially polarised light and depolarising objects is given next.
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Polarimetry
This chapter reviews the notation used in this work for the measurement of po-
larisation and introduces the theory of the measurement itself. The first section
introduces the Stokes vector, the Poincare´ sphere and the Mu¨ller matrix. The sec-
ond section focuses on a technique to measure polarisation known as division of
amplitude polarimetry (DOAP). The second section also includes an overview of
the condition number of a matrix, and a technique to improve it in the context of
DOAP.
3.1 Mu¨ller–Stokes formalism
Mu¨ller and Stokes have developed a formalism that can account for depolarisation
effects in both an object and a beam. The formalism is based on a 4 × 4 matrix
termed the Mu¨ller matrix, and a 4× 1 vector called the Stokes vector. The Mu¨ller
matrix represents the polarisation changes induced by an object, and the Stokes
vector describes the state of polarisation of the light. Both the Stokes vector and
the Mu¨ller matrix are introduced next in that order.
3.1.1 Stokes vector
As shown by Fano[38], the elements of a Stokes vector ~S can be found using the
polarisation matrix Γ introduced in section 2.1. If Γ is decomposed as a linear
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combination of Hermitian trace–orthogonal matrices
Γ =
1
2
3∑
j=0
sjσj, (3.1)
then the j = 0, 1, 2, 3 elements of ~S are given by the coefficients sj and σj represents
the Pauli matrices and the identity matrix, denoted as
σ0 =
 1 0
0 1
 , σ1 =
 1 0
0 −1
 ,
σ2 =
 0 1
1 0
 , σ3 =
 0 −ı
ı 0
 .
(3.2)
If now the coefficients are written as sj = Tr [Γσj], it then follows that
~S =

s0
s1
s2
s3
 =

γ11 + γ22
γ11 − γ22
γ12 + γ21
−ı(γ12 − γ21)
 =

〈A2x + A2y〉
〈A2x − A2y〉
〈AxAy cos(∆yx)〉
〈AxAy sin(∆yx)〉
 , (3.3)
where γij are the i, j = 1, 2 elements of Γ (see section 3.1). Equation (3.3) represents
the Stokes vector as it was once written by Jones[48], but originally derived by
Stokes[49] in 1852 in a different yet equivalent notation. By writing the electric field
as[10]
Axe
ıδx = I0(cos θ cos − ı sin θ sin ), (3.4a)
Aye
ıδy = I0(sin θ cos + ı cos θ sin ), (3.4b)
the Stokes vector derived by Stokes himself is given by
s0
s1
s2
s3
 = I0

1
P t cos(2θ) cos(2)
P t sin(2θ) cos(2)
P t sin(2)
 , (3.5)
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where P t is the degree of temporal polarisation introduced in section 3.2.2 and is
equivalent to
P t =
√
s21 + s
2
2 + s
2
3
s0
. (3.6)
The symbols θ and  are the ellipsometric parameters shown in figure (3.1), where 
describes the ellipticity of the polarisation ellipse and θ is the angle of the major axis
of the ellipse to a reference axis. Both quantities play an important role throughout
this work.
The Stokes vector can be equivalently derived using the polarisation matrix and a
set of irradiance measurements. The element s0 is given by the total irradiance of the
field. The rest of the elements are found by quantifying the irradiance contribution
of 6 different polarisation states to the field Γ. The element s1 is found using a
horizontal (h) and a linear vertical (v) analyser. The element s2 is found using
a linear analyser placed at pi/4 and at −pi/4 with respect to the horizontal axis.
Finally s3 is found using a right (r) and a left (l) circular analyser. It then follows
from section 3.2.4, that Equation (2.50)1 can be used to write the Stokes vector as
s0
s1
s2
s3
 =

I
Ix − Iy
I−pi
4
− Ipi
4
Il − Ir
 =

Tr [Γ]
Tr [ΓvΓ]− Tr [ΓhΓ]
Tr
[
Γ−pi
4
Γ
]− Tr [Γpi
4
Γ
]
Tr [ΓlΓ]− Tr [ΓrΓ]
 , (3.7)
The ith matrix Γi is constructed using the eigenvectors of the Jones matrix represent-
ing the horizontal, vertical, pi/4, −pi/4, left and right circular analysers, respectively.
Another tool of great use in this work is a sphere of unit radius known as the
Poincare´ sphere[50]. This sphere, shown in figure (3.1), is used to graphically repre-
sent a Stokes vector. If ~S is a state of polarisation normalised by the total irradiance,
it follows from equation (3.5) that the s1, s2 and s3 components of ~S can be used to
define a point within the sphere representing ~S. Equivalently 2θ, 2 and P can also
be used to plot ~S within the sphere. In this case 2θ is the angle along the equator,
2 is the azimuthal angle, and P is the distance to the centre of the sphere. For
example, right and left circular polarisation states ( = ±pi/4) lie respectively on
1Ip(i) = Tr
[
Λ(i)Λ
]− Tr [Γ(i)Γ].
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Figure 3.1: Ellipse of polarisation and the Poincare´ sphere.
the top and bottom zenith, and all the linear states ( = 0) lie on the equator; the
rest of the surface of the sphere represents elliptical states. The origin represents
unpolarised light, i.e. P t = 0, fully polarised states lie on the surface of the sphere,
i.e P t = 1, and partially polarised states are represented by the inside of the sphere.
Note that the magnitude of the irradiance is lost in the Poincare´ representation.
Tyo[51] proposed an alternative graphical representation using a conical figure to
include the irradiance. Nowadays however, it is more convenient to plot ~S on the
Poincare´ sphere with a marker2 instead of a point and assign a colour scale to it
according to the value of s0.
3.1.2 Mu¨ller matrix
The polarisation interaction between an electromagnetic field and a potentially de-
polarising object can be characterised by
~Sout = M~Sin, (3.8)
where M is a real positive definitive 4×4 matrix known as a Mu¨ller matrix. M con-
tains all the 2D information of how a polarisation element changes a given incident
2For example a circle or an asterisk
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polarisation state ~Sin to an output state ~Sout. A non–depolarising Mu¨ller matrix
can be written in general as
M = R(ϑ)

1 − cos 2Ψ 0 0
− cos 2Ψ 1 0 0
0 0 sin 2Ψ cos ∆ sin 2Ψ sin ∆
0 0 − sin 2Ψ sin ∆ sin 2Ψ cos ∆
R(−ϑ), (3.9)
where Ψ and ∆ are known as the ellipsometric parameters[10] and commonly termed
diattenuation and retardance, respectively. The tangent of Ψ gives the ratio of the
attenuation between the amplitudes of the s– and p–polarisations, and ∆ represents
the phase difference induced between the s– and p–polarisations. The matrix R(ϑ)
is a 4× 4 rotation matrix given by
R(ϑ) =

1 0 0 0
0 cos 2ϑ sin 2ϑ 0
0 − sin 2ϑ cos 2ϑ 0
0 0 0 1
 , (3.10)
where ϑ is the angle of rotation in respect to a reference axis. Any depolarisation
effects can be considered in the formulation by multiplying equation (3.9) with the
Mu¨ller matrix of a depolariser as shown next.
Depending on the nature of the induced polarisation changes, a polarisation ele-
ment can be found in the form of a pure retarder, a pure diattenuator, a depolariser
or in a combination of these three. A composite Mu¨ller matrix can be found by
multiplying the individual matrices in the inverse order at which light is passing
through. Mu¨ller matrices however, are not easy to interpret. Lu and Chipman
have developed a Mu¨ller matrix interpretation method based on polar decomposi-
tion3[52] to solve this problem. The following list summarises the decomposition
while introducing the polarisation elements listed above.
Diattenuator. This element shows a preferential transmission or reflection to a
given polarisation state. The eigenvector of a diattenuator matrix MD corresponding
3Decomposition of a matrix into the product of an unitary matrix and a positive–semidefinite
Hermitian matrix
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to the largest eigenvalue is known as the diattenuation vector ~D. The latter can
also be found as
~D =
1
m00

m01
m02
m03
 , (3.11)
where mij is the ijth element of M for i, j = 0 . . . 3. A diattenuator also has an
intrinsic property known as polarisance. This is the ability to polarise unpolarised
light. The polarisance vector ~P is represented by
~P =
1
m00

m10
m20
m30
 . (3.12)
Both ~P and ~D can be plotted on the Poincare´ sphere, and their magnitudes give
a measure of the polarisance and the diattenuation present in the element. When
| ~D| = 1, the diattenuator matrix is given by
MD = m00
 1 ~DT
~P ~P ~DT
 , (3.13)
otherwise,
MD = m00
 1 ~DT
~P 0
 , (3.14)
where 0 is a 3× 3 matrix of zeroes.
Depolariser. This is an element with the property of modifying the degree of
polarisation in a beam. This property is found in inhomogeneous refractive index
materials, time changing processes with intervals shorter than the integration time,
scatterers, and appears when electronic noise is present in the measurement. The
Mu¨ller matrix of a depolariser is extracted from an arbitrary Mu¨ller matrix M using
the 3× 3 submatrix m′ given by
MM−1D = M
′ =
 1 . . .
... m′
 , (3.15)
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where the submatrix m′ is then decomposed using singular value decomposition
(SVD) as
m′ =
√
λ1~v1~u
T
1 +
√
λ2~v2~u
T
2 +
√
λ3~v3~u
T
3 , (3.16)
where ~vi and ~ui are the i = 1, 2, 3 orthogonal vectors resultant from the SVD, and
λi are the i = 1, 2, 3 eigenvalues of m
′(m′)T . The depolariser matrix is given by
M∆ =
 1 ~0T
~P∆ m∆
 , (3.17)
where ~0 is a 3× 1 vector of zeroes and
m∆ = ±(
√
λ1~v1~v
T
1 +
√
λ2~v2~v
T
2 +
√
λ3~v3~v
T
3 ). (3.18)
The sign is chosen according to the sign of the determinant of m′. In equation (3.17)
~P∆ =
~P −m ~D
1−D2 , (3.19)
where m is the bottom right 3× 3 submatrix of the original Mu¨ller matrix M.
Retarder. This element introduces a phase shift among the components. The
Mu¨ller matrix of a retarder MR, corresponds to a rotation of the Stokes vector in the
Poincare´ sphere. The two real eigenvectors of MR are known as the fast and slow
axis of the optical element. The extraction of a retarder matrix from an arbitrary
Mu¨ller matrix M depends on the number of non zero eigenvalues of m′; that is
equation (3.16). When all eigenvalues are zero the retarder matrix is the identity
matrix. When two of the eigenvalues are zero the retardance is given by
R = cos−1 ~v · ~u, (3.20)
and the fast axis is calculated from
~R =
~v × ~u
|~v × ~u| , (3.21)
where ~v and ~u are the resultant vectors from the SVD of m′ that correspond to the
non–zero eigenvalues. In the case when only one eigenvalue is zero the retardance
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and the elements ai of the fast axis are given respectively by
R = cos−1(
Tr [mR]
2
− 1
2
), (3.22)
and
ai =
1
2 sin(R)
3∑
j,k=1
ijk(mR)j+1,k+1, (3.23)
where ijk is the Levi–Civita` permutation symbol, and
mR = ~v1~u
T
1 + ~u2~v
T
2 +
~v1 × ~v2
|~v1 × ~v2|
(~u1 × ~u2)T
|~u1 × ~u2| . (3.24)
The vectors ~v1, ~v2, ~u1 and ~u2 are the resultant vectors from the SVD of m
′ that
correspond to the non–zero eigenvalues. Finally when all the eigenvalues of m′ are
non–zero
mR = ±(~v1~uT1 + ~u2~vT2 + ~u3~vT3 ), (3.25)
and the sign is chosen the same way as equation (3.18). In this case equations (3.22)
and (3.23) are used to find the retardance and the fast axis, respectively.
Having understood what Mu¨ller matrices and Stoke vectors are, it is possible to
proceed to the introduction of the notation used later in the experiments. The next
section presents polarimetry using basic matrix algebra.
3.2 Mu¨ller–Stokes polarimetry
Polarimetry refers to the measurement of the polarisation of an electromagnetic
field. In particular the measurement is called Stokes polarimetry (SP) or Stokesme-
try when one measures a single polarisation state. When measuring the polarisa-
tion properties of an object, the measurement is called Mu¨ller matrix polarimetry
(MMP). Figure (6.1) shows the block diagram of a typical setup capable of per-
forming either of the measurements. The setup is formed by a polarisation state
generator (PSG), an object described by M, a polarisation state analyser (PSA)
and a detection module D.
Polarimetry can be expressed as a matrix algebra problem[47]. By having control
over both the input polarisation states and the output irradiance readings, it is
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PSG Object PSA Detectors 
W M T D
Figure 3.2: Block diagram of a polarimeter.
possible to create an overdetermined system of linear equations. In the case of MMP,
since the system of equations has 16 unknowns, at least four polarisation states have
to be input to the system and an equivalent set of detected irradiances has to be
read out. For SP however, given that the system of equations has 4 unknowns, only
one polarisation state is input to the setup and a single set of detected irradiances is
read out. The number of unknowns can be further reduced to the number of Stokes
elements required, but in this work only complete polarimetry4 is considered.
The input is controlled by the polarisation state generator (PSG), and the output
by the polarisation state analyser (PSA). If n is the required number of polarisation
states, the PSG is denoted by
W = (~S1, . . . , ~Sn), (3.26)
where ~Sn is the Stokes vector representing the nth polarisation state generated. With
regards to the PSA, the chosen method to analyse the polarisation is a technique
known as division–of–amplitude polarimetry (DOAP) (see for example [53]). In this
technique, the beam to be analysed is split in at least 4 paths5, where each path
has a different polarisation analyser6 followed by a photodetector. The irradiances
measured in the photodetectors are then related to a Stokes vector by a non–singular
real matrix T, known as the instrument matrix. The matrix T corresponds in fact
to a linear mapping between the polarisation space P and the irradiance space I.
It thus follows that T can be constructed from the first row of the Mu¨ller matrices
representing each analyser path. If q is the number of analyser paths, the PSA is
then denoted by a q × 4 matrix T.
In short, the PSG generates a number of polarisation states which are possi-
bly modified by a Mu¨ller matrix M and then transformed by T into irradiances.
4The measurement of all the elements of the Stokes vector.
5Condition for complete polarimetry
6In general, an ellipsometric surface followed by a polariser
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Mathematically this is expressed as
D = TMW, (3.27)
where D is a q × n matrix formed by the q detected irradiances that correspond
to the n generated polarisation states. For example in the case of a Stokes vector
measurement, D is a q × 1 matrix vector. When T and W are known, the Mu¨ller
matrix is given by
M = T+DW+, (3.28)
where + denotes pseudoinverse7 since T and W are not in general square matrices.
If only T is known, it is not possible to measure M. It is possible however to find
a Stokes vector ~Sout. Assuming ~Sout results from
~Sout = M~Sin, (3.29)
equation (3.27) is written as
D = TM~Sin (3.30)
and hence
~Sout = T
+D. (3.31)
The matter of finding experimentally T and W is addressed in chapter 6. It is
necessary to first design and optimise theoretically both T and W. For this purpose
the analyser paths and generated polarisation states have to be chosen in such a
way that equation (3.27) is well–conditioned. As shown next, the error propagation
due to the matrix inversions in equations (3.28) and (3.31) is dependent on the
conditioning of the system.
3.2.1 Matrix conditioning
For a system of linear equations to be well–conditioned it must comply with the
following requirements[54],
• A solution to the system exists.
7Generalisation of the matrix inverse operation[52]
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• The solution is unique.
• The solution depends continuously on the data, in some reasonable topology.
However these requirements can be objectively assessed using the condition number
κ defined[55, 56] as
κ(A) = ||A||2 · ||A+||2, (3.32)
where A is an arbitrary matrix and in this work || ||2 denotes the spectral norm[47],
i.e.
||A||2 =
√
λmax, (3.33)
λmax being the largest eigenvalue of A
†A.
There is a method to visualise the conditioning of both T and W. The rows of
T and the columns of W, are plotted as vectors in a Poincare´ sphere each. The
end–point of the vectors ideally should fall as far apart as possible from each other,
i.e. as orthogonal as possible[57].
In order to investigate now the implications of κ in a polarimetric measurement,
consider a Stokes vector measurement,
~D = T~S. (3.34)
If T is known, equation (3.34) is a system of linear equations with 4 unknowns. To
assess the confidence in the solution of such a system, a perturbation is introduced
to the Stokes vector. Letting ∆~S be a deviation from ~S, equation (3.34) can be
written using the Cauchy–Schwarz inequality8 as
( ~D) ≤ κ(T)(~S), (3.35)
where  is the relative error defined as[58, 59]
(~S) =
||∆~S − ~S||
||~S|| , (3.36)
8
∣∣〈x, y〉∣∣ ≤ ‖x‖ ‖y‖
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and || || denotes the L2–norm. It thus follows from equation (3.35) that the relative
error in ~D is upper bounded by the error in ~S magnified κ times. Consequently,
the error magnification reduces the confidence of the measurement and also the
significant digits that can be trusted. A quantification of the latter is given by [60]
( ~D) ≤ 1
2
10−ξ. (3.37)
where ξ are the trustworthy significant digits. It is possible to say that equa-
tion (3.37) is a metric to quantify the resolution of the system to different po-
larisation states. Given in addition that the signal to noise ratio (SNR) in a system
is the inverse of the relative error, equation (3.35) can be written equivalently as
SNR~S ≤ κ(T)SNR ~D. (3.38)
For a given SNR ~D, the SNR in
~S is bounded by κ(T)SNR ~D.
In summary, a small relative error (high SNR) in the PSG and a PSA with
small condition number, results in a measurement with more trustworthy significant
digits. As shown by Savenkov[61], in the case of polarimetry and under the L2 norm
definition the theoretical minimum of κ(T) is
√
3. It thus follows that
ξ ≤ log
√
3 + log (~S)
log 5
. (3.39)
Another parameter that could be taken into account is ς. This parameter appears
when the Cauchy–Schwarz inequality is converted to an equality as,
||T−1 ~D|| = ς||T−1|| || ~D||. (3.40)
It is then possible to derive an analogous equation to (3.35) as
||∆~S − ~S||
||~S|| ≤ ς
−1 ||∆ ~D − ~D||
|| ~D|| . (3.41)
If ς is near unity, ~S is insensitive to perturbations regardless of the value of κ.
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The SNR and κ are set by the electronics and T, respectively. The condition
number however, can still be improved by balancing the columns and rows of the
instrument matrix. This improvement can be shown assuming that the instrument
matrix can be written as
T = TgainTpol, (3.42)
where Tgain is a diagonal matrix with the gain of the detectors, and Tpol is an
instrument matrix. The substitution of the previous equation in (3.33) yields
||T|| · ||T−1|| = ||TgainTpol|| · ||(TgainTpol)−1||. (3.43)
Using the Cauchy–Schwartz inequality, it is then possible to write
||T|| · ||T−1|| ≤ ||Tgain|| · ||Tpol|| · ||T−1pol|| · ||T−1gain||, (3.44)
or equivalently
κ(T) ≤ κ(Tgain) · κ(Tpol). (3.45)
It thus follows that if Tpol has already been optimised, the condition number of
T then depends entirely on Tgain. That means that the condition number can be
improved by changing the gain in the detectors. To find now the optimal gain the
Van der Sluis equalising theorem[60, 62] is used. First let
BC = diag(||T(:, j)||)−1 (3.46)
and
BR = diag(||T(i, :)||)−1 (3.47)
be diagonal matrices. In equation (3.46), the elements on the diagonal correspond
to the norm of the respective row of T, and in equation (3.47) the diagonal elements
are given by the norm of the column of T. The Van der Sluis theorem states that
there is a pair of diagonal matrices BR and BC that can lower the condition number
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of T. This is written explicitly as
κ(BRT) ≤
√
n ·min
B
[κ(BT)], (3.48)
κ(TBC) ≤
√
n ·min
B
[κ(TB)], (3.49)
where minB[κ( )] refers to the smallest condition number achieved by any diagonal
matrix B ∈ Rn×n.
A couple of examples are now given in order to demonstrate the improvement of
κ. Consider the experimental instrument matrix
T1 =

0.4825 −0.4771 0.0859 0.0851
0.5175 0.4771 −0.0859 −0.0880
0.2531 −0.0085 0.2364 0.0446
0.2543 −0.0637 −0.0194 −0.2493
 κ(T1) = 4.35.
Applying Van der Sluis’ theorem by steps, first balancing only with BR yields
BRT1 =

0.7001 −0.6922 0.1246 0.1235
0.7242 0.6677 −0.1202 −0.1232
0.7246 −0.0244 0.6768 0.1276
0.7019 −0.1758 −0.0537 −0.6881
 κ(BRT1) = 3.7919,
or only balancing with BC gives
T1BC =

0.6082 −0.7039 0.3221 0.3025
0.6523 0.7039 −0.3221 −0.3129
0.3191 −0.0126 0.8872 0.1585
0.3205 −0.0940 −0.0729 −0.8863
 κ(T1BC) = 2.1855,
and finally balancing with both yields
BRT1BC =

0.8825 −1.0213 0.4674 0.4389
0.9129 0.9852 −0.4508 −0.4379
0.9134 −0.0360 2.5397 0.4537
0.8848 −0.2594 −0.2013 −2.4465
 κ(BRT1BC) = 2.8659,
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Clearly balancing with BC improves κ by more than half.
As a second example, consider the theoretical instrument matrix of a broadband
polarimeter
T2 =

1 −0.5774 0.8165 0
1 −0.5774 −0.8165 0
1 0.5774 0 0.8165
1 0.5774 0 −0.8165
 , κ(T2) = 1.7321.
Repeating the previous procedure, balancing T2 with BR results in
BRT2 =

0.7071 −0.4082 0.5773 0
0.7071 −0.4082 −0.57730
0.7071 0.4082 0 0.5773
0.7071 0.4082 0 −0.5773
 , κ(BRT2) = 1.7321,
or with BC gives
T2BC =

0.5000 −0.5000 0.7071 0
0.5000 −0.5000 −0.7071 0
0.5000 0.5000 0 0.7071
0.5000 0.5000 0 −0.7071
 , κ(T2BC) = 1.0000,
and finally with both yields
BRT2BC =

0.3536 −0.3536 0.5000 0
0.3536 −0.3536 −0.5000 0
0.3536 0.3536 0 0.5000
0.3536 0.3536 0 −0.5000
 , κ(BRT2BC) = 1.0000.
The previous results show how it is possible to lower the theoretical limit of κ
for a polarimeter. If this was the case, the relative error of the measurement would
not depend on the instrument itself anymore, but only on the SNR of the detection
and hence on the smallest element of BC . This conclusion however, is only true if
it is actually possible to implement BC and BR in the measurement.
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Left multiplying T with BR is equivalent in the laboratory to modify the gain
in the detectors or to throw away light. Both cases however, can increase the
inherent noise of the measurement. It is thus recommended to do a noise analysis
before implementing the method. The fact of right multiplying T with a diagonal
matrix was not found here to be possible. Mathematically the matrix T cannot
be multiplied before its inversion due to the matrix order in equation (3.34), and
experimentally it was not possible to find a suitable optical element that could
perform such balancing.
3.3 Conclusion
This chapter has reviewed the concepts of the Stokes vector, the Poincare´ sphere
and the Mu¨ller matrix. Additionally the Lu–Chipman decomposition method was
described while introducing the Mu¨ller matrices of a diattenuator, a retarder and a
depolariser. To describe the measurement of Stokes vectors and Mu¨ller matrices, the
chapter introduced a particular case of Mu¨ller-Stokes polarimetry, namely division
of amplitude polarimetry.
The combination of polarimetry and confocal microscopy results in confocal mi-
cropolarimetry, i.e. the measurement of polarisation in a high numerical aperture
space. The next chapter introduces and explains the basic properties of this rela-
tively new technology.
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Polarisation imaging
This chapter is devoted to the merger of high NA confocal microscopy and polarime-
try. The resulting technique is termed here confocal micropolarimetry. The chapter
goes through the advantages and constraints of the system in a rigourous and an
intuitive manner. The role of the confocal detector is reviewed and the imaging
parameters that can be used with this apparatus are introduced. The theoretical
polarisation PSF of the system is shown and an illumination engineering method is
developed to exploit geometrical and physical properties of objects.
4.1 Confocal micropolarimetry
Confocal micropolarimetry is a combination of scanning confocal microscopy[6] and
polarimetry. It was seen in section 3.2 that polarimetry is a measurement method
where a single polarisation state is assigned to a homogenous field, i.e. plane waves.
As also seen in section 3.2, confocal microscopy is a technique in which an image
is created point by point by scanning. These two techniques combined create a
method that images the state of polarisation of the light. Work has been done
in this area[63, 64, 65], however, the research reported in this thesis presents an
experimental setup capable of taking polarimetric images in three dimensions with
nanometre resolution for the first time.
The complete experimental setup is shown in figure (5.1). In this setup the light
emitted by the laser passes through a polarisation state generator (PSG) to then
be split 50 : 50 and focused onto a pinhole. After passing through the pinhole the
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Figure 4.1: Experimental setup
light is collimated, and then focused onto a sample by a high NA lens. In the return
path the light is focused again onto the pinhole, the so–called confocal plane, where
a portion of the light is filtered out and the rest is collimated to reach a polarisation
state analyser (PSA). The light is then split into four analyser paths (see section
3.2) and finally spatially and temporally integrated by the photodetectors. By either
stage– or beam–scanning the sample, the recorded irradiances in the PSA are related
to the stored x, y, z positions yielding a 3D polarisation image of the sample.
An important characteristic of confocal micropolarimetry is the spatial filtering
property of the system. The pinhole filters the unwanted polarisation features in a
beam that appear due to refraction. Take for example the case when the rays within
a beam are incident at an angle greater than ≈ 10◦ onto an air–glass interface of
refractive index 1.5. In this case the polarisation across the beam starts being
affected by the Fresnel coefficients of the interface, especially the polarisation of the
marginal rays. A ray incident at 10◦ is equivalent to a lens of 0.17 NA. If the optical
elements in the setup are not polarisation corrected1[66] and the NA is greater than
0.18, one possible way to eliminate the unwanted rays is using confocal detection.
If a system is polarisation corrected[66], the pinhole still plays an important role.
When a beam is collimated by a high NA lens the polarisation components of the
field are mixed[12] according to the matrices given in section 1.3. This mixing results
1The Fresnel coefficients of the optical element are ≈ 0
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Figure 4.2: Polarisation distribution at the back focal plane of a lens with NA = 1.
in a field with a polarisation distribution as shown in figure (4.2). The colour scale
depicts irradiance, the ellipses picture the state of polarisation and the magnitude
of the major axis of the ellipses corresponds to the magnitude of the field at that
ellipse. In this example the figure shows the field at the back focal plane of an
objective lens of NA= 1 resulting from collimating the field of a dipole excited with
a polarisation state of θ = pi/4 and  = −pi/12. Note how the polarisation across the
beam is different from the input apart from the centre of the distribution, and how
both the magnitude of the field and the irradiance changes. This occurs because the
collimation of a beam is equivalent to an azimuthal projection2 of the field.
Figure 4.3: Polarisation distribution at the confocal plane.
If the field in figure (4.2) is focused, the resulting field is shown in figure (4.3). In
this figure the gray scale represents the irradiance in a logarithmic scale, the ellipses
depict again the state of polarisation and the magnitude of the major axis of the
2Projection from 3D to 2D in which the azimuth of all points are shown correctly with respect
to the centre.
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ellipses is proportional to the magnitude of the field. Note that the focused field also
contains a polarisation distribution. Depending on the size of the pinhole, a portion
of the distribution passes through it to then be analysed by the PSA. This suggest
that the polarisation measurement can be affected by the size of the pinhole.
4.1.1 Pinhole size dependance
In theory it is possible to assume that the pinhole in the imaging system is infinites-
imally small and thus analyse the field point by point. In practice however, the
pinhole is finite in size. A finite part of the field passes through the pinhole to then
be detected incoherently by the PSA. Even though the field at the pinhole can be
detected coherently (see section 1.4), the light is analysed incoherently after the
pinhole. Consequently the measurement of a fully temporally polarised beam may
result as temporally unpolarised if the beam has a spatial polarisation distribution
(see section 2.2.3). If for example half of the throughput field is fully vertically
polarised and the other half is fully horizontally polarised, the field appears to be
temporally unpolarised.
Assuming polarisation corrected optics, the aim is now to characterise the size
dependance of the polarisation imaging system on the confocal detector. This is
done by defining the extinction ratio and the degree of purity.
Extinction ratio
The extinction ratio is a metric commonly defined as the ratio between the total
irradiance of the field and the irradiance resulting from a spatially homogeneous
analyser. This metric is a special case of the degree of spatial polarisation since it
analyses a single polarisation state (as opposed to all of them, see section 2.2.3).
Practically speaking the extinction ratio quantifies the influence of spatial polarisa-
tion variations on the degree of temporal polarisation.
Figure (4.4) shows the extinction ratio for different pinhole sizes when imaging
an excited free dipole3. The dipole is excited by a polarisation state of azimuth angle
θ = pi/4 and ellipticity  = −pi/12 (see figure 4.3). It can be seen from figure (4.4)
that the extinction ratio improves as the size of the pinhole decreases.
3Dipole whose moment aligns to the incident field
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Figure 4.4: Extinction ratio for different pinhole sizes resulting from the image of a
dipole
Figure 4.5: Extinction ratio (colour scale) for different polarisation illuminations and for
a pinhole of one Airy unit in size.
To further study the system, figure (4.5) shows the extinction ratio for the system
when the size of the pinhole is kept constant at one Airy unit (A.U.) and the input
polarisation is changed. The ellipticity () and the azimuth angle (θ) of the input
states are represented by the vertical and horizontal axes, respectively. Note that
this figure represents an unwrapped version of the Poincare´ sphere.
It can be concluded from figure (4.5) that a pinhole of 1 A.U. has a greater effect
on linearly polarised light than to circular. The reason for this is clarified later in
section 4.2.2 after showing the Mu¨ller matrix corresponding to a dipole.
Degree of purity
The degree of purity is a novel metric introduced here to account for the difference
between an expected and a measured polarisation state. This metric quantifies the
influence of spatial polarisation variations in the measurement of a Stokes vector.
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Since a polarisation state can be defined by the ellipticity () and the azimuth angle
(θ), two expressions are used to quantify the degree of purity. By using the law
of cosines, the azimuthal degree of purity (ADOP) ∆θ and the elliptical degree of
purity (EDOP) ∆ are defined as
∆θ =
√
1− cos(θin − θout) (4.1a)
∆ =
√
1− cos(in − out), (4.1b)
where θin and in are the ellipsometric parameters of the input polarisation state of
the system, and θout and out are those of the measured polarisation state. When
both ∆θ and ∆ are zero, the spatial polarisation variations of the field do not affect
the measurement of a polarisation state.
Figure 4.6: Degree of purity due to an excited dipole for different pinhole size
Figure (4.6) shows the ADOP and the EDOP corresponding to the image of a
dipole when using pinholes of different sizes. The dipole is excited by a polarisation
state of θ = pi/4 and  = −pi/12. Interestingly in this particular case, the EDOP
(blue) changes slightly while the ADOP (green) stays constant at zero. The greatest
value of the EDOP corresponds to 0.5◦. This relatively small influence on the
measurement appears to be general. Figure (4.7) shows once more the EDOP (left)
and the ADOP (right), but for a pinhole of 1 Airy in size and now varying the
input polarisation. The vertical axis in both plots represents the elevation from
the equator of the Poincare´ sphere and both of the horizontal axes represent the
equator.
The plots in figure (4.7) show that a confocal imaging system of NA= 1 and
with a pinhole of one A.U. practically maintains the polarisation state of a field.
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Figure 4.7: Elliptical purity (left) and azimuthal purity (right) for different polarisation
illuminations and a pinhole of one Airy unit in diameter.
This conclusion remains true for an optical system using an ideal lens and imaging a
dipole. Even though a polarisation distribution exists at the pinhole, see figure (4.3),
the irradiance modulation is such that the centre of the distribution has a bigger
weight in the integration than the edges where the spatial variations are greater.
The extinction ratio and the degree of purity complement each other. Indeed
both metrics quantify the influence of spatial polarisation variations in a polarisa-
tion sensitive system, yet on different grounds. The extinction ratio describes the
influence of spatial variations on the degree of temporal polarisation and hence it
describes the amount of depolarisation present in the field. The degree of purity
describes the influence on the remaining two parameters needed to define a Stokes
vector, that is to say θ and .
Figure 4.8: Polarisation distribution at the pinhole produced by two dipoles.
For a greater insight into the role of the pinhole consider two dipoles located
in the same plane and placed one A.U. apart. It is assumed that one dipole emits
a field as if it was excited by a polarisation state of θ = pi/4 and  = −pi/12
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and the other dipole by θ = −pi/4 and  = pi/12. This can be done for example
having two molecules fixed at the given azimuth angles, showing the necessary form
birefringence4 and excited by circularly polarised light. The polarisation distribution
produced at the pinhole when imaging these dipoles is shown in figure (4.8). Note
that the azimuthal angle varies slowly from pi/4 to −pi/4 along the x axis.
The EDOP and ADOP are calculated next from the image obtained by scanning
the dipoles along the x axis at y = 0. The EDOP (left) and ADOP (right) are
shown in figure (4.9) for different pinholes sizes. In both plots the horizontal axis
represents a line scan and the vertical axis represents various pinhole sizes. Note
that due to the asymmetry of the polarisation distribution in this example (see
figure 4.8), both the EDOP and the ADOP change significantly when increasing the
size of the pinhole.
Figure 4.9: Elliptical and azimuthal degree of purity when two dipoles are scanned along
the x axis and y = 0 with different pinholes sizes
It is possible to say that due to the small changes in both EDOP and ADOP for
the single dipole, neither the imaging system nor the pinhole affect significantly a
polarisation imaging measurement. The object to be imaged is what underlines the
importance of the pinhole in high NA imaging polarimetry.
The next section gives an overview of the imaging parameters used in the rest
of this work, namely Stokes and Lu–Chipman parameters. The aim of introducing
these parameters is to further characterise the system and for the interpretation of
experimental results in the following chapters.
4Induced retardance to a field due to the geometrical shape of the object
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4.2 Imaging techniques
In this research polarisation imaging is divided in two techniques: Stokes imaging
and Mu¨ller imaging. The latter images the polarisation properties of an object[67]
and Stokes imaging provides information of the state of polarisation of a beam[68].
As it is seen next both techniques yield a number of images with different meaning.
4.2.1 Stokes imaging
In Stokes imaging a single polarisation state is input to the system and a single
set of irradiances is being measured (see section 3.2). The set of irradiances is
subsequently transformed via the instrument matrix into a Stokes vector. A stoke
image can then be formed by plotting the recorded irradiances against the scan-
ning position r. Since a given polarisation state ~S can be fully characterised by
the parameters s1, P t, θ and , the same parameters can be used to interpret the
information contained in ~S. The depolarised parts of the image are given by P t(r),
θ(r) represents the azimuth angle of the polarisation, (r) the ellipticity and s1(r)
is the total irradiance of the field. Although the rest of the elements in ~S are not
used in this work, for completeness note that s1, s2 and s3 can be used to represent
the amount of light horizontally–vertically, −45◦ and +45◦ and left–right circularly
polarised, respectively (see section 3.1.1).
Figure 4.10: Stokes parameters extracted from the Stokes image of two dipoles
To interpret a Stokes image consider the example of two dipoles placed one A.U.
apart and with white noise in the detectors5. The left dipole is excited by a field
having a polarisation state defined by θ = −pi/4 and  = pi/12 and the right one
5The noise was added to show a non zero plot of Pt
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by θ = pi/4 and  = −pi/12. The noise was set at 10% of the greatest detected
irradiance. The resulting polarisation distribution is the same as in figure (4.8).
Figure (4.10) shows the ellipticity (left), azimuth angle (centre) and P t (right) from
the confocal image of the two dipoles using a point detector. These plots show the
influence of detector noise over the measurement and the changes in the ellipticity
and the azimuth angle of the polarisation of the beam.
Figure 4.11: Stokes parameters taken from the Stokes image when two dipoles are
scanned along the x axis with different pinholes sizes
The influence of the pinhole size on the Stokes parameters is shown in fig-
ure (4.11). These plots are calculated from the Stokes images that result from
scanning the dipoles along the x axis and changing the size of the pinhole. Note
that as the size of the pinhole increases the values of the Stokes parameters change.
When the pinhole is 3 A.U. in size, the system cannot resolve the difference between
the Stokes parameters at each dipole. Since the plot of depolarisation is calculated
from the degree of temporal polarisation, this plot should remain constant as the
size of pinhole increases; however, because the pinhole sets the useful area of the
detectors (see section 1.4), all polarisation states within this area are added inco-
herently. The result is a beam that appears to be temporally depolarised and thus
may measure as temporal depolarisation (see section 2.2.3 and 4.1.1).
For future work the measured Stokes parameters can be investigated as a function
of the distance between the dipoles and the noise in the detectors. This could lead
to establishing a relationship between polarisation and the spatial resolution of the
dipoles.
4.2.2 Mu¨ller imaging
In Mu¨ller imaging an object is illuminated by at least four polarisation states. By
knowing the illumination states and the instrument matrix it is possible to transform
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the detected irradiances into a Mu¨ller matrix (see section 3.2). Plotting the scanning
position against the measured Mu¨ller matrix yields a Mu¨ller image.
Mu¨ller matrices are sometimes difficult to interpret. One way to gain basic un-
derstanding of Mu¨ller matrices is by multiplying the matrix by a known Stokes
vector. For example, if the matrix is multiplied by a Stokes vector representing
unpolarised light, i.e. (1, 0, 0, 0)T, the result is the left column of the Mu¨ller matrix.
It thus follows that the element m11 represents the irradiance distribution at the
confocal plane produced by a given object when illuminated with unpolarised light.
In the case of imaging a free dipole the element m11 represents the unpolarised PSF
of the system. Additional information can be obtained by analysing the parame-
ters acquired from the Lu–Chipman decomposition (see section 3.1.2) of the Mu¨ller
matrix.
Figure 4.12: Mu¨ller matrix of two fixed dipoles placed one Airy unit apart.
The parameters used in this work to interpret a Mu¨ller image are the retardance,
polarisance, diattenuation and depolarisation resulting from the LC decomposition.
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These are the so–called LC parameters. In order to introduce these parameters
intuitively consider the two dipole configuration of the previous example, but now
without noise6. Figure (4.12) shows the Mu¨ller matrix obtained when using a point
detector to image the dipoles, and the LC parameters are plotted in figure (4.13). To
interpret the latter it is important to remember that the LC parameters are obtained
from the magnitude of the corresponding vectors normalised by the total irradiance
(see section 3.1.2). Because the dipoles are fixed, they fully polarise unpolarised
Figure 4.13: Distribution of the Lu–Chipman parameters obtained from the Mu¨ller
matrix due to two fixed dipoles placed one Airy unit apart.
light. For this reason the polarisance (top left) is unity everywhere. The mixing
of the fields emitted by the dipoles results in both an induced retardance (bottom
right) and a varying diattenuation (top right). The variation in the depolarisation
plot (bottom left) is due to the field distribution of a high NA focused beam. When
illuminating with x polarised light, the y and z component are non–zero (see sec-
tion 1.2). In the portions in figure (4.13) where diattenuation is unity and retardance
is non–zero the dipoles behave as an elliptical perfect polariser. Given in addition
6Two dipoles are fixed one Airy unit apart in the object plane. The left dipole emits a field as
if it was excited by a field having a polarisation state θ = −pi/4 and  = pi/12 and the right one
by θ = pi/4 and  = −pi/12.
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that polarisance is unity everywhere, at the points where diattenuation is less than
one the dipoles behave as depolariser polariser[69]. This means the dipoles are in
this case perfect polarisers but imperfect analysers. Since the emitted field from
these portions is fully polarised, it is not possible to specify the polarisation state
of the incident field.
Figure 4.14: Retardance (yellow) and diattenuator (green) vectors calculated from the
Mu¨ller matrix of two fixed dipoles.
In order to visualise which incident polarisation states are being diattenuated
or retarded, the diattenuation and retardance vectors are plotted in the Poincare´
sphere in figure (4.14). This figure shows in green the diattenuator axis from each
pixel in the image and the fast axis of the retardance is shown in yellow. The blue
features are for reference only.
In order to gain an understanding of confocal polarisation imaging systems, it
is instructive to study a dipole placed in the focal region of the high NA lens. The
dipole is assumed to be induced by the incident electric field and has to rotate
before it re–emits. The Mu¨ller matrix due to the free dipole found by using a
point detector and four different polarisation illuminations is shown in figure (4.15).
Using this matrix it is possible to study how the imaging system responds to a
given polarisation state[67]. Figure (4.16) shows the LC parameters of the free
dipole. The preferential transmission or reflection of the system to a given incident
polarisation state is shown by the diattenuation plot (top right). Since the Mu¨ller
matrix of a free dipole has orthogonal eigenvectors, this plot can be calculated
directly from
| ~D|dipole = |
~E(θ, )|2 − | ~E(θ ± pi/4, )|2
| ~E(θ, )|2 + | ~E(θ ± pi/4, )|2 . (4.2)
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Figure 4.15: Mu¨ller matrix due to a free dipole.
The plot of the polarisance (top left) was also found in [70] using the polarisation
matrix (see section 2.1). Given that the polarisance and the diattenuation show the
same distribution, the optical system is in general a linear analyser–polariser. This
is the reason why a preferential influence exists in the extinction ratio to linearly
polarised light as shown in section 4.1.1. Note that the centre of both the diatten-
uation and polarisance is zero, and hence at this point the imaging system has no
effect on the polarisation. The depolarisation distribution (bottom left) reveals that
the system does not introduce temporal polarisation effects. The retardance plot
(bottom right) shows the pi phase shift corresponding to the minima of the Airy
pattern.
The use of Stokes or Mu¨ller imaging depends on the application and the experi-
mental resources. The Lu–Chipman parameters represent the polarisation response
of an object to a plane wave illumination. In order to consider different types of
illumination such as spherical waves, it is necessary to rely on Stokes imaging en-
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Figure 4.16: Lu–Chipman parameters calculated from the Mu¨ller matrix due to a free
dipole.
tirely. However the two techniques combined can yield better imaging results such
as higher spatial resolution, contrast and even filtering. The next section explains
a method to choose the polarisation state of the illumination that can improve the
imaging.
4.3 Illumination engineering
Due to the polarisation dependance of both physical and geometrical properties, a
given object responds differently to different polarisation illuminations. Take for
example a dipole fixed horizontally in respect to the reference axis. This dipole can
only couple and re–emit the horizontal component of the illumination. The aim
of this section is to introduce a method to exploit this polarisation dependance by
engineering the polarisation state of the illumination. In principle the method can
be expanded to consider a structured illumination. In this work however a single
polarisation state is considered for simplicity. The method consists of first finding
the polarisation properties of a given object and using these properties to then define
a metric in the context of set theory.
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To find the polarisation properties of an object the Mu¨ller matrix of the object
itself is measured and decomposed using the Lu–Chipman method. The decomposi-
tion yields the retarder and diattenuator Mu¨ller matrices of each pixel in the image,
from which the respective eigenpolarisations can be extracted. Let ~V pj and
~Upj be
the eigenpolarisations that correspond to the property p = retarder, diattenuator
of the pixel j. These eigenpolarisations can then be used to define a family of sets
as
Spj = {~S(θ, ) : ~ST (θ, ) · ~V pj = qj(θ, ) and ~ST (θ, ) · ~Upj = qj(θ, )}, (4.3)
where ~S(θ, ) represents the polarisation state of the illumination and qj(θ, ) is a
metric that can be chosen depending on the relation between eigenpolarisations and
eigentransmittances7. For example setting the value of an eigentransmittance to
zero, means that the corresponding eigenpolarisation is not transmitted at all. The
state ~S(θ, ) can thus be found by specifying qj(θ, ). A particular case of interest
to the optical data storage application in this work is when q(θ, ) = 0. In this
case the dot product between the polarisation state of the illumination ~S and the
eigenpolarisations of the object is zero. This means that the family Spj contains all
the ~S that suffer the greatest change after interacting with the jth portion of the
object.
Figure 4.17: Venn diagrams representing equation (4.4).
7Transmittance value of an eigenpolarisation. This value is given by the eigenvalue correspond-
ing to the eigenvector that describes such eigenpolarisation
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Having found Spj , the aim now is to find the polarisation states that all the S
p
j
have in common to construct8
Ip = Sp1 ∩ Sp2 ∩ . . . ∩ Spj ∩ . . . ∩ Spn (4.4)
for n pixels and each polarisation property p. The set Ip contains the polarisation
states that have the greatest common influence throughout the whole image of the
given object. The previously mentioned idea is depicted in figure (4.17) using Venn
diagrams. In the case of q(θ, ) = 0, it follows that the Mu¨ller matrices of the j
pixels map all the ~S in Ip an equal distance within the Poincare´ sphere. This means
that the resultant ~Sj from ~Sj = Mj ~S are transformed an equal amount by all the
pixels. To illustrate the previous statement take for example a linear polariser, i.e.
a Glan–Thompson polariser. Since the eigenpolarisations of this polariser are two
orthogonal Stokes vectors representing linearly polarised light, Ip then contains both
right and left circular polarisation states. If any of the ~S in Ip is multiplied by the
Mu¨ller matrix of the polariser, the resultant Stokes vector always lies on the equator
of the Poincare´ sphere. Please note that when choosing q(θ, ) = 0 the unpolarised
state is always contained in Ip despite of the object. Also note that the user can
choose as well the ~S contained in the intersection between Iretarder and Idiattenuator.
The ideas described in this section become more obvious in chapter 8, when
engineering the illumination for the multiplexed optical data storage disk prototype.
4.4 Conclusions
This chapter has reviewed basic characteristics of confocal micropolarimetry such
as resolution, extinction ratio, degree of purity and the theoretical polarisation PSF
of the system. The chapter also explained Stokes and Mu¨ller imaging, illumination
engineering, and the role of the confocal detector.
Due to small changes in both EDOP and ADOP for a single dipole, it is possible
to conclude that neither the imaging system nor the pinhole affect significantly the
acquisition of the polarisation images. The importance of the pinhole in high NA
imaging polarimetry arises due to the object. If the imaging system is polarisation
8The symbol ∩ denotes intersection.
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corrected, the role of the pinhole is to set the spatial resolution of the system. For
systems not corrected and having a lens with an NA greater than 0.17, confocal
imaging is the only reliable method to image the polarisation; providing the pinhole
size is chosen appropriately. From the results given throughout this chapter, it
appears that a pinhole of 1 Airy units in diameter yields acceptable results.
For finite sized pinholes, it was seen that the measured degree of polarisation
is non–zero due to both temporal and spatial effects. Since the field is integrated
spatially by the photodetectors in the PSA, any existent spatial distribution of
polarisation in the beam affects the measurement of the degree of polarisation. A
fully temporally polarised beam can thus appear as partially polarised.
From the calculated PSF matrix of the system (Mu¨ller matrix due to a free
dipole), it is possible to conclude that a confocal micropolarimeter behaves as a
linear analyser–polariser. The imaging system does not depolarise temporally but
it does spatially. The only retardance introduced by the system corresponds to the
pi phase shift of the Airy pattern. The experimental proof of the latter is considered
as future work.
Before proceeding to the results it is necessary to characterise and calibrate
certain parts of the optical system. The next chapter deals with the characterisation
of the objective lens and the scanning stage, and introduces the polarisation state
analyser and the polarisation state generator. The calibration of the polarimetric
part of the system is given in the subsequent chapter.
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This chapter presents the layout of the experimental system. Individual parts of the
system are also addressed here in three main sections; namely scanning, imaging
optics, and polarisation optics.
Regarding the imaging optics, the objective lens is described and characterised
by means of interferometry. In addition, a measurement of the axial and transversal
PSF of the system is shown and analysed. The introduction to the polarimetric
part consists of the description of the polarisation state generator (PSG) and the
polarisation state analyser (PSA). The device used for scanning is described here
together with its calibration.
5.1 Experimental layout
Figure (5.1) shows the schematic of the confocal polarisation microscope built for
this research. The light source is a highly distorted laser beam produced by a
405±3nm Nichia laser diode (Coherent: Cube Laser). The beam is shaped using
a single mode optical fibre (Point Source: KineFLEX). After the fibre, the beam
is 0.7mm in diameter and aberration corrected. The beam passes through a Glan-
Thompson polariser and then through a pair of electro-optical modulators (EOMs)
manufactured by Leysop. The polariser sets the reference frame of the system, and
the EOMs change the state of polarisation of the beam. After the EOMs, the light
is split 50/50 by a custom made non-polarising beamsplitter (NPBS) from Lambda
Photometrics. Half of the light is incident on a detector for monitoring purposes
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GT - Glan-Thompson
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SF- Spatial filter
SP- Sheet polariser
WP - Wollaston prism
Figure 5.1: Experimental setup
and the other half is focused (f = 30mm) to a pinhole. The light transmitted by
the pinhole is collimated (f = 150mm) and passes through relay optics to then reach
an objective lens of NA 0.95 (Zeiss: Epiplan-Apochromat). The purpose of the
relay optics is to image the back focal plane of the objective lens into both the
CCD camera and the diaphragm shown in the figure. The diaphragm is used to
reduce the NA of the objective lens, and the camera forms part of a Twyman-Green
interferometer that characterises the aberrations present in the objective lens. The
reference path of the interferometer is created by a 70/30 NPBS1. The light reflected
from the sample is collected by the high NA objective lens, returns through the relay
optics to then reach the pinhole. A portion of the light is filtered by the pinhole and
then collimated to finally enter the polarimeter.
A more detailed introduction of individual elements of the setup is given in the
sections to follow.
1Transmission/reflection percentage.
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5.2 Scanning
In confocal microscopy the image of an object can be formed by either scanning
the beam across the object using a mirror or by scanning the object across a fixed
beam using a stage. Nonetheless, being optical data storage the original motivation
of this research, it was desired that the system resembles as much as possible a
disk read-out system2. The chosen scanning unit was a 3D nanopositioning stage
(PIMars: P-563 stage).
The chosen stage has 3 channels x, y, z; the z axis being the optical axis. Each
axis has a 300µm range of movement. The stage is driven by varying the voltage
in each channel between 0V and 10V , and the actual position is monitored using
capacitive sensors integrated in the stage. The position is both controlled and mon-
itored by a National Instrument card. According to the manufacturer of the card
the noise in the input and the readout signal is equivalent to ±4nm. The resonance
frequencies of the x, y, z axes loaded with 200mg are 106Hz, 109Hz and 140Hz, re-
spectively. These frequencies correspond to the frequency of the ripples created in
the scanner when driven by a step pulse of 1V amplitude.
During scanning tests it was found that the stage depends on the load, and on
the frequency and the amplitude of the driving waveform. The stage was also found
to low-pass filter and delay the throughput signal. As explained next however, these
features were accounted for with the characterisation of the stage.
5.2.1 Pre-shaping
The response of the stage was characterised by a method called pre-shaping. In this
method the driving waveform is shaped in such a way that the readout signal has
the same shape as a desired waveform. If for example the x axis is driven with a
triangle waveform and the stage moves sinusoidally, the driving signal is shaped so
the stage movements follow the triangle waveform.
The pre-shaping is carried out using the “instant” transfer function of the stage
as follows. Let A(v, t) to describe a given waveform and B(v, t) the response of the
stage to A(v, t), where v is the driving voltage of the stage. The transfer function
2For example a CD player
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that characterises this particular response is then given by
HB(v, ω) = B(v, ω)A(v, ω) , (5.1)
where A(v, ω) and B(v, ω) are the time Fourier transforms of A(v, t) and B(v, t),
respectively. Assuming now that C(v, t) is the waveform that forces the stage to
follow A(v, t), it is possible to write
A(v, ω) = HB(v, ω)C(v, ω) (5.2)
being C(v, ω) the time Fourier transform of C(v, t). It then follows that the pre-
shaped signal is given by
C(v, t) = F−1
{
A2(v, ω)
B(v, ω)
}
, (5.3)
where F−1 denotes inverse Fourier transform.
Figure 5.2: Top: Desired waveform and response of the stage. Centre: Shaped waveform.
Bottom: comparison between the shaped waveform and the desired waveform
Figure (5.2) shows an example of the pre-shaping method. The top plot is a
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comparison between the desired waveform (yellow) and the response of the stage
to such a waveform (red), the centre plot is the waveform computed from equation
(5.3), and the bottom plot is a comparison between the new output waveform (red)
and the desired waveform (white).
After characterisation the stage is able to scan any 3D functional path with a
standard deviation of 5nm. However this accuracy is achieved when scanning with
a triangle waveform low-pass filtered at 10Hz and driven at 2Hz. As the frequency
content, the amplitude, and the driving frequency of the waveform increases, the
accuracy at the crests and troughs decreases due to a non linear response of the
stage. The characterisation of non linearities in the stage is left as future work.
The pre-shaping method explained above was implemented in a LabVIEW pro-
gram written to control the experiment. The next section explains more about this
program and how an image is being acquired.
5.3 LabVIEW software
Most of the components in the setup are controlled by a program written in Lab-
VIEW. The program reads out the measured irradiances by the PSA, sets the volt-
age input to the Pockel’s cells, and controls the stage (including the pre-shaping
method). Within the control of the stage the user can choose between a 1D, 2D or
3D scan.
During an image acquisition the software drives simultaneously all three axes
with the given pre-shaped waveforms. In a 2D scan for example, the x axis is
scanned with a ramp while the y axis is scanned with a triangular waveform and
the z axis is kept constant. As a result of this simultaneous driving the image is
stored in a vector, where each element of the vector has an assigned x, y, z position.
The confocal imaged is then formed by plotting the image vector against the x, y, z
waveforms. In the case of Stokes imaging four vector images are stored, i.e. one per
detector. For Mu¨ller matrix imaging sixteen images are stored, i.e. one per input
polarisation and per detector.
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5.4 Imaging optics
The objective lens used in this research is an EC Epiplan-Apochromat 100x/0.95
HD DIC M27 objective manufactured by Zeiss. The lens was corrected by the manu-
facturer for 405nm wavelength illumination and optimised for polarisation imaging.
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# Polynomial Name
notsiP10
1 ρcosθ H tilt
2 ρ sin θ V tilt
3 2ρ2 − 1 Defocus
4 ρ2 cos 2θ H astigmatism 3rd order
5 ρ2 sin 2θ V astigmatism 3rd order
6 ρ (− 2 + 3ρ2) cos θ H coma 3rd order
7 ρ (− 2 + 3ρ2) sin θ V coma 3rd order
8 1− 6ρ2 + 6ρ4 Spherical 3rd order
9 ρ3 cos 3θ H trifoil
10 ρ3 sin 3θ V trifoil
11 ρ2 (− 3 + 4ρ2) cos 2θ H astigmatism 5th order
12 ρ2 (− 3 + 4ρ2) sin 2θ V astigmatism 5th order
13 ρ (3 − 12ρ2 + 10ρ4) cos θ H coma 5th order
14 ρ (3 − 12ρ2 + 10ρ4) sin θ V coma 5th order
15 12ρ2 − 30ρ4 + 20ρ6 − 1 Spherical 5th order
Figure 5.3: Zernike coefficients of the aberrations present in the objective lens (left), and
the corresponding Zernike polynomials (right). H stands for horizontal and V for vertical.
The aberrations in the objective lens were measured using a Twyman-Green
interferometer and a flat mirror. Ideally a spherical mirror should be use when mea-
suring the aberrations of a lens[16]; however, it was not possible to find a parabolic
mirror of NA≥ 0.95. As a consequence only the even aberrations should be con-
sidered as correct. The measurement consisted of maximising the amount of light
passing through the pinhole by adjusting the axial position of the lens in respect
to the flat mirror. This in consequence yielded the right amount of defocus that
would correct for spherical aberration if present. The interference pattern produced
by the light reflected from the mirror and the light from the reference path was
then recorded using a CCD camera. The pattern was processed by a wavefront
analysis software developed by Rami Saab and Arthur van de Nes. In this software
the pattern is Fourier−transformed, the first diffraction order is filtered and then
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inverse−Fourier−transformed. The result of this process is a wrapped wavefront
that is unwrapped and fitted to Zernike polynomials. Figure (5.3) shows the mea-
sured coefficients of the first 15 polynomials and their names. The coefficients were
normalised to the wavelength. It is possible to see from this figure that the greatest
aberration in the objective lens is 0.095 wavelengths of horizontal astigmatism.
5.4.1 Point spread function of the system
The measurement of the PSF of the system consisted on measuring the Mu¨ller
matrix of a 20nm gold bead. A microscope slide was impregnated with a solution
of HCl and gold particles diluted in water to 0.1 mol. The slide was in contact with
the resulting solution and then rinsed with water to remove any loose beads.
Figure 5.4: Confocal signal from a low reflecting surface
Figure (5.4) shows the Mu¨ller matrix of the transverse PSF, and figure (5.5) is
the Mu¨ller matrix of the axial PSF of the system. The axial and the transversal
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resolution according to the Rayleigh criteria3 are 437nm and 352nm, respectively. A
PSF with similar characteristics can be created with an objective lens of 0.71 NA.
Figure 5.5: Confocal signal from a low reflecting surface
Due to the noise present in figure (5.4), it is not possible to draw reliable con-
clusions regarding the polarisation characteristics of the gold bead. A measurement
of a larger bead which in principle should reflect more light is left as future work.
Figure (5.5) shows a different axial PSF than the conventional measurement where
only a central and side lobes can be seen. This is due to the interactions of the light
between the bead and the coverslip where the bead is deposited.
Note that the measurement of the 20nm bead pushes the capabilities of the
experimental system to the limit. A pinhole of 1/3 of the Airy disk was used for this
measurement, and the greatest amount of light entering the PSA was approximately
645 nanowatts. Since the responsivity of the photodiodes used is approximately 0.15
amps per watt, this means that each detector was generating less than 100 nanoamps
in the best case scenario. The light levels were measured using a calibrated Newport
powermeter from the laboratory of Dr. Carl Paterson.
3The beam diameter at 80% of the total irradiance
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5.5 Polarisation optics
5.5.1 Broadband polarimeter
The PSA used in this work is the broadband polarimeter (BBP) introduced by
Compain and Drevillon[71]. Figure (5.6) shows the schematic of the BBP designed
for 405nm wavelength. The beam is incident to the top face of the prism at 78.4◦
and split into two paths. The reflected portion is diattenuated by the surface of
the glass and passes through a Wollaston prism with fast axis at 45◦. The beam
is further split by the Wollaston prism into two and the irradiance of each beam is
measured using a photodiode. The transmitted portion is also diattenuated by both
the entrance and exit surfaces and retarded pi/2 by two total internal reflections.
The transmitted beam is further split by a Wollaston prism with fast axis at −45◦,
and the resulting beams are finally measured individually using a photodiode. Note
that since each one of the four paths have different polarisation properties, they all
act as different analysers.
Figure 5.6: Schematic of the broadband polarimeter
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When a beam with a given polarisation state passes through the polarimeter, the
four detectors yield a unique set of readings (for a noise free system). Given now
that changing the state of polarisation changes linearly the detected irradiances,
it is possible to find a linear transformation between Stokes vectors and measured
irradiances. This transformation is represented in this case by the 4× 4 instrument
matrix4.
The BBP was designed and optimised using the condition number5 κ of the
instrument matrix. The Mu¨ller matrix of each analyser path is first found by mul-
tiplying the Mu¨ller matrix of an ellipsometric surface and the matrix of a polariser.
The Mu¨ller matrices of the reflected paths have the Fresnel reflection coefficients
as parameters. The polariser is set at 45◦ for one of the paths and at −45◦ in the
other path. Given now that only irradiances are being detected, all the first rows of
each matrix are stacked to construct a parameterised instrument matrix T. By then
using an algorithm coded in Matlab, the condition number of T is minimized by
changing the given parameters. Once the optimum condition number is obtained,
the code yields a set of Fresnel coefficients that can be used to find the optimum
angle of incidence and the angle of the total internal reflection. The remaining ge-
ometrical parameters of the prism follows from these two angles and the size of the
beam. The resulting instrument matrix from this optimisation is given by
Ttheory =

0.9681 0.5524 0.7951 0
0.9681 0.5524 −0.7951 0
1 −0.6111 0.0009 0.7915
1 −0.6111 −0.0009 −0.7915

with κ = 1.761; being
√
3 the optimum possible[57].
The BBP polarimeter is fixed on the “auto−aligning” mount shown in figure
(5.7). This mount was designed with the aim of facilitating the experimental opti-
misation of the angle of incidence. When moving the micrometer the prism pivots
around the point where the light is incident on the prism, and at the same time the
Wollaston prisms move following the trajectory of the light. The BBP prism was
4See section 3.2 for a more general description of instrument matrices
5See section 3.2.1 for condition number
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Figure 5.7: The polarimeter
polished by James Stone from N−LAF34 glass, the electronics were built by Brian
Burrows and the mechanics constructed by Simon Johnson.
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Figure 5.8: Angle (left) and wavelength (right) dependance of the condition number
The wavelength dependance of κ is shown in the right hand side plot of figure
(5.8), and the angular dependance is given in the left hand side plot. As it can be
seen from the latter the optimum condition number is in practice higher than the
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expected one. This is because the instrument matrix in reality is
Texperiment =

0.9524 0.5979 0.7625 0.0301
0.8630 0.4577 −0.7277 −0.0292
0.9113 −0.5172 0.0093 0.7341
1 −0.6260 −0.0238 −0.7688

with κ = 1.86. The difference between theory and practice is due to the entrance
and exit faces not being parallel to each other. This feature helped to deviate the
parasitic reflection from the exit surface.
5.5.2 Pockel’s cells
Pockel’s cells proved to be the most appropriate PSG when using a 405nm laser illu-
mination6. Formed by a lithium niobate crystal placed between a pair of electrodes,
these cells act as a variable retarder since the birrefringence of the crystal varies
proportionally to the voltage applied. If two of these cells are placed in an appropri-
ate configuration, it is possible to produce a set of four optimum polarisation states
needed for polarimetry (see section 3.2). Similarly to [5], the cells were placed with
their fast axis at 27.4◦ and 72.3◦ from the reference axis7, and the polarisation states
generated were the resulting states from the four possible retardance permutations
of 7pi/4 and 3pi/4 radians. The voltages corresponding to these retardances were
found by pre-calibrating the cells.
The Pockel’s cells are pre-calibrated using Malus’ law and a pair of Glan-Thompson
polarisers. Each one of the cells is first placed individually with its fast axis at 45◦
between crossed polarisers, and the applied voltage to the cell is then varied linearly
across a full range, i.e. −2V to +2V . By varying the applied voltage, the amount
of light that passes through the second polariser changes according to
I(v) = Io cos δ(v), (5.4)
where Io is the amplitude, and δ(v) is the retardance induced by the Pockel’s cells in
6A pair of liquid crystals where burnt by the laser
7Set by the angular position of the first polariser
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function of the applied voltage v. Once the transmitted irradiance I(v) is measured
as a function of the voltage, the required retardance and hence the voltages can be
found by solving Eq. (5.4) for δ(v). In practice however the Pockel’s cells respond
non-linearly to the applied voltage. The set of voltages found during pre-calibration
were used only as a reference and then optimised after calibrating for polarisation.
The condition number obtained was 1.739.
The matrices that actually represent the PSA and the PSG were found experi-
mentally by calibrating the system for polarisation. As it is seen in the next chapter,
the calibration of polarisation features in the system played an important role during
this research.
5.6 Conclusion
Individual parts and the layout of the system were introduced in this chapter. An
interferometric characterisation of the objective lens was given together with the
measurement of the axial and transversal PSF of the system. The scanning device
was introduced and a calibration procedure was shown. Regarding the polarimetric
part of the system the PSA and the PSG were explained in detail.
The robustness of the experimental setup was also quantified in this chapter.
It was shown that it is possible to perform a stage scan with a precision of ±5nm
by pre-shaping the driving waveform. It was also mentioned that the measured
axial and transversal resolutions are 437nm and 352nm, respectively. Regarding the
polarimetric part of the system it was possible to reach a condition number of 1.739
for the PSG and of 1.86 for the PSA, where
√
3 is the best possible. Finally from
the measurement of the 20nm gold bead, it was proved that it is still possible to
comment on the resolution of the system despite of the ∼ 645 nanowatts entering
the PSA.
The next chapter deals with the calibration of the polarimetric part of the system.
Since the system is formed by optical elements that can change the polarisation of
the light in an unknown way, it is necessary to account for this.
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Calibration
The objective of this chapter is to explain the calibration of a confocal polarisation
microscope, in particular the polarisation sensitive part of the apparatus. Polarisa-
tion sensitive systems such as Mu¨ller matrix polarimeters are commonly calibrated
using the Eigenvalue Calibration Method (ECM)[72]. Due however to the layout
of the experimental setup, three calibration procedures which derive from the ECM
are considered here. These are a two-step, a three-step, and the double pass cali-
bration from reference [64]. The user can choose any of these calibration procedures
depending on the polarisation properties of the system to be calibrated.
The double pass, the two-, and the three-step calibration procedures are ex-
plained here after introducing the ECM. To validate the use of the three-step cali-
bration method, the polarisation properties of the confocal polarisation microscope
are measured for different pinhole sizes. The parameters from the Lu-Chipmann
decomposition discussed in section 3.1.2 are used to quantify these properties.
6.1 Unveiling the ECM
The eigenvalue calibration method (ECM) was originally introduced by Compain
and Drevillon [72] in 1999. Their motivation was to calibrate efficiently a polarime-
ter. During the course of almost 20 years several methods were introduced for exam-
ple by Azzam [73, 74], Sabatke [57] and Brudzewski [68]. All with the disadvantage
of requiring a priori information of the system such as the generated polarisation
states or at least the angular position of the polarisation optics. The ECM on the
115
Chapter 6: Calibration
other hand proved to be more general and reliable.
PSG Sample PSA Detectors
DW M Ti i
Figure 6.1: Block diagram of Mu¨ller matrix polarimetry
The ECM is an ingenious method based on control theory and linear algebra. The
objective of the method is to find W, T and M in the linear system of figure (6.1)
when only D is known. To do this the polarisation element M used as calibration
sample is changed until the system of equations is overdetermined and the solution
is unique. To reach a solution nevertheless, three assumptions need to be made: the
noise in the system is negligible, any polarisers used as calibration samples must
be perfect, and in general the calibration samples used must have a given Mu¨ller
matrix. The reason for these assumptions becomes more obvious when introducing
the method in more detail.
6.1.1 The Heart of the Method
The Mu¨ller matrix polarimeter depicted in figure (6.1) can be mathematically ex-
pressed as
Di = TMiW, (6.1)
where Mi is the Mu¨ller matrix of the ith polarisation element used as a calibration
sample, Di is in general a q × n matrix with irradiance readings as entries, T is
the q × 4 matrix known as instrument matrix, and W is a 4× n matrix formed by
n generated Stokes vectors. For simplicity however, it is assumed that q = 4 and
n = 4. If equation (6.1) is left multiplied by the inverse of the measurement of air,
i.e.
D−1air = (TMiW)
−1 = (TW)−1, (6.2)
one obtains
Ci = D
−1
airDi = W
−1MiW, (6.3)
where Ci and Mi are similar matrices. This means that Ci and Mi have the same
characteristic polynomial, and hence the same eigenvalues[47]. Given now that Mi
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can be written in general as (see section 3.1.2)
Mi = R(θ)

1 − cos 2Ψi 0 0
− cos 2Ψi 1 0 0
0 0 sin 2Ψi cos ∆i sin 2Ψi sin ∆i
0 0 − sin 2Ψi sin ∆i sin 2Ψi cos ∆i
R(−θ),
(6.4)
and that the eigenvalues of Mi are given by
µ1 = 2τ sin
2(Ψi), µ2 = 2τ cos
2(Ψi),
µ3 = τ sin(2Ψi) exp(i∆i), µ4 = τ sin(2Ψi) exp(−i∆i),
it is thus possible to partly reconstruct Mi from the eigenvalues of Ci. As it is seen
later, to fully reconstruct Mi the angle θ is found by optimising the solution of the
system of equations. Note that it is only possible to write equation (6.2) with the
assumption that the Mu¨ller matrix of air is the identity matrix. It is here where
noise can become an issue. With the assumption of a noise free system, the problem
is now simplified to finding W from equation (6.3), and then using equation (6.2)
to find T.
6.1.2 Solving a particular case of the Sylvester equation
Multiplying equation (6.3) by W on both sides and rearranging yields
MiW −WCi = 0, (6.5)
which is a particular case of the Sylvester equation MW −WC + K = 0 when K =
0. The Sylvester equation is used in control theory [75], neural networks [76] and
in optics for wavefront reconstruction [77]. A more complete literature review can
be found in reference [78]. Common methods to solve equation (6.5) are by means
of Schur decomposition with backward substitution [79], by diagonalisation[80], and
by column stacking. The ECM uses the last two methods in the following way.
To solve equation (6.5) using the diagonalisation and the column stacking method,
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it is necessary to first introduce the vec operator[81]. This is an operator that stacks
the columns of a n×m matrix to form a 1× n ∗m vector, and it has the property
vec(JKF) = (FT ⊗ J)vec(K), (6.6)
where J, F, and K are arbitrary matrices, T represents transpose, and ⊗ denotes
Kronecker product[35, 36, 37]. It is possible to use equation (6.6) to rewrite equa-
tion (6.5) as[82]
(I⊗Mi −CTi ⊗ I) vec(W) = 0 (6.7)
Hi vec(W) = 0, (6.8)
where I is the 4 × 4 identity matrix and Hi is a 16 × 16 matrix. It then follows as
shown in Appendix (B) that if Hi is Hermitian, W exists in the eigenspace of Hi.
However, given that in general Hi is not Hermitian, to satisfy this condition it is
necessary to multiply by HTi on both sides of equation (6.8) yielding
HTi Hi vec(W) = 0. (6.9)
In addition given that W can be anywhere in the 16× 16−dimensional eigenspace
of HTi Hi, the next step to solve equation (6.9) is to use the null space method[83].
In this method n measurements are taken with different polarisation elements as
calibration samples. An analogous equation to equation (6.9) is written for each
measurement and then linearly combined to form
L vec(W) = 0, (6.10)
where
L = HT1 H1 + . . .+ H
T
nHn. (6.11)
As also shown in Appendix (B), it then follows that if the n calibration samples are
chosen appropriately, W is in fact the eigenvector of L corresponding to the null
eigenvalue of L itself. The matrix L however must have only one null eigenvalue
to ensure that the solution is unique. If for example two eigenvalues of L are
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zero, vec(W) lies in a 16−dimensional hyperplane defined by the two eigenvectors
corresponding to the null eigenvalues. If three eigenvalues are zero, then vec(W)
lies in a 16−dimensional hypervolume and so forth.
To ensure that W is the unique solution of equation (B.7), it is needed to choose
n calibration samples that reduce the dimension of the null space of L to one1. In
theory[72] it is possible to use a perfect polariser as long as θ 6= 0 or θ 6= pi/2 and
an ellipsometric surface with Φ 6= 0 or pi/4 and ∆ 6= 0 or pi. Given now that the
use of these two polarisation elements as calibration samples ensures that only one
eigenvalue of L is zero, it then follows that the angles θi of these elements can be
found by minimizing
 =
√
λ16
λ15
. (6.12)
That is the ratio of the smallest over the second smallest eigenvalue. This min-
imization however, only yields the relative angular orientation of the polarisation
elements. Since the eigenvalues of a matrix are invariant to rotation, it is possible to
write M′i = R(θ
′)MiR(−θ′) for the n calibration elements and still obtain the same
eigenvalues but a different W. In consequence the frame of reference must be set
by the user. This is done by fixing the angular orientation of one the polarisation
elements. To avoid experimental errors the frame of reference should be given by
the angular position of the first polariser after the source. Once W is found, T is
finally obtained from
T = DairW
−1 = (TW)W−1. (6.13)
Note that equation (6.12) is a metric that quantifies the error in the calibration.
The main sources of error are imperfections in the polarisation elements, laser noise,
and electronic noise. A statistical comparison of different measurements of Dair can
quantify the contribution of the laser and electronic noise to .
The ECM as described so far can be used to calibrate a setup laid out in a trans-
mission configuration. To calibrate the setup built for this research (see section 5.1),
it is necessary to complement the calibration with a few more measurements as ex-
plained next.
1The number of solutions is given by the dimension of the null space of the problem[83], see
Appendix (B).
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6.2 Calibration of the system
Due to the layout of the setup, see figure (5.1), three calibration procedures are
considered. These are a two-step, a three-step, and a double pass calibration[64]. A
brief introduction to these procedures is given next, and a more detailed description
is given in the corresponding sections.
The experimental setup used in this research can be depicted by its block diagram
shown in figure (6.2). In this figure the bold letters represent the Mu¨ller matrix of
each unit: N represents the confocal microscope, formed by the imaging optics F
(including the pinhole) and a flat mirror E as sample; B is the Mu¨ller matrix of the
beamsplitter, and Q represents the setup excluding the PSA T and the PSG W.
PSG
Mirror
W
TD B F E
PSA
N
Q
Imaging OpticsDetectors Beamsplitter
SLaser
Two-step
Three-step
Double pass
Figure 6.2: Simplified schematic of the confocal polarisation microscope.
The two-step calibration process yields W, T, and Q. This means that during
a scan the polarisation is effectively being measured between the beamsplitter and
the PSA, i.e. where the red arrow is pointing in figure (6.2).
The double pass procedure yields W, T, B, and F as long as it is assumed that
E is a perfect mirror. The polarisation can effectively be measured during a scan
either between the relay optics and the mirror, i.e. at the object plane, or between
the beamsplitter and the relay optics.
The three-step procedure is a combination of the two-step, the double pass cal-
ibration, and a fitting algorithm. This procedure yields W, T, B, and N and it is
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also possible to obtain F and E. The polarisation can thus be measured during a
scan in the same locations as the double pass procedure.
Regardless of the method used, the position in the setup where the polarisation is
effectively being measured depends on where the calibration samples are placed. Due
however to the field interactions at the pinhole (see section 1.4.1), it is imperative
to calibrate the system at the image plane. The field distribution at the pinhole
depends on the spatial variations of phase, amplitude, and polarisation at the back
focal plane of the confocal lens. If a spatially homogenous calibration sample is used
here, the field distribution at the pinhole is affected. The spatial imperfections in the
imaging system can be classified as either phase[16] or polarisation aberrations[17],
which should be corrected locally using for example an imaging polarimeter with a
CCD camera, a wavefront sensor, and a spatial light modulator. The image plane is
located at the pinhole and hence is inaccessible in practice. If the pinhole however
is sufficiently small, the calibration samples can be placed between the pinhole and
the beamsplitter (green arrow).
6.2.1 Two-step calibration
The two-step calibration is suitable for cases when Q only shows retardance and
when one is solely interested in the relative polarisation properties of the sample.
As long as Q does not show diattenuation or depolarisation, the information in
the polarisation is mapped by the retardance in Q and not lost. The efficiency
of this method can be assessed by doing a Lu-Chipman decomposition on Q after
calibration. It is not possible to use the two-step process if the resulting polarisance,
diattenuation, and depolarisation are high.
This calibration is a two step process. First W and the product TQ are obtained
by calibrating with the polarisation elements Mi placed between the PSG and the
beamsplitter. Note that it is not yet possible to obtain T alone since Dair = TQW.
In the second step of the calibration the polarisation elements are placed between
the PSA and the beamsplitter. This step yields T and the product QW. The
Mu¨ller matrix of the system Q then follows from T−1TQ1 or Q2WW
−1. In theory
Q = Q1 = Q2 regardless of the chosen product, however, due to electronic noise
they are not in practice. The norm of the difference between Q1 and Q2 can thus be
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used as an error estimator. It is important to mention that the sample that defines
the reference axis must be the same in both steps.
The efficiency of the calibration procedure explained above was assessed using a
flat mirror in the object plane of the high NA objective lens. The chosen polarisation
elements for the calibration were[5] a polariser at = 0◦, one at ≈ 90◦, and a quarter
waveplate at ≈ 30◦. The pinhole used was filtering 2/3 of the Airy disc. The
measured Q showed a retardance of λ/24, polarisance and diattenuation of 0.015,
and 0.008 of depolarisation. The relative error in Q was 8.5×10−4 which corresponds
to the order of magnitude of the electronic noise.
6.2.2 Double pass calibration
The double pass calibration[64] is a variant of the ECM introduced for systems where
the light passes twice through a polarisation element Mi. To use this calibration
it is necessary to assume that the light passing back through Mi is reflected by
a perfect mirror at normal incidence, and that the behaviour of the polarisation
elements is independent of the direction of propagation of the light. The validity of
these assumptions can be assessed using an algebraic procedure as explained later.
PSG
Forward
ASPelpmaS 
Detectors
W B M M BF Tg g b b
Backward
  Sample
System    Forward
Beamsplitter
   Backward
Beamsplitter
Di i i
Figure 6.3: Block diagram representing the path of the light in the confocal polarisation
microscope built for this research
In systems such as the one depicted in figure (6.2) light passes twice through
the same polarisation element Mi, and in consequence equation (6.1) is no longer
of the same form. Adapting figure (6.2) to figure (6.3) and following the direction
of propagation, it can be seen that equation (6.1) is replaced by
Di = T B
b Mbi N M
f
i B
f W, (6.14)
where f and b denote the forward and backward direction of propagation, respec-
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tively. The analogous equation to equation (6.3) is
Cdpi = W
−1(Bf )−1KBfW, (6.15)
where K = N−1Mbi NM
f
i . Note from equation (6.15) that C and K are similar
matrices, however, K and Mbi are not. The latter means that the eigenvalues of
K are no longer independent of the angular orientation of Mi. Unless M
b
i and N
commute, it is not possible to find Mi and hence H can not be reconstructed.
To find W using equation (6.15) let one assume that N = E, where E represents
a perfect mirror at normal incidence given by
E =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 . (6.16)
Also assume that the polarisation elements used for calibration are independent of
the propagation direction. The latter assumption means that the Mu¨ller matrices
of each polarisation element can be written as
Mfi = R(θ)MiR(−θ), (6.17)
and
Mbi = R(−θ)MiR(θ) (6.18)
Substituting equations (6.16), (6.17) and (6.18) into equation (6.15) yields
Cdpi = W
−1(Bf )−1R(−θ)MiMiR(θ)BfW, (6.19)
if E is chosen to commute to the left, or
Cdp
′
i = W
−1(Bf )−1E−1R(θ)MiMiR(−θ)EBfW, (6.20)
if E is chosen to commute to the right. In both cases it is possible to reconstruct H
and solve the problem using the null space method described in section (6.1.1).
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The choice of the direction of commutation depends on the angular position
of the polarisation elements. If the elements are placed at θ, E commutes to the
left. For E to commute to the right the polarisation elements are still placed at θ,
but the data is processed as if the element was placed at −θ. In the first case the
calibration yields BfW and TBgi . In the second case however, the calibration yields
TBgiE and B
fW. In theory both cases should yield the same matrices unless the
assumptions were invalid. It is thus possible to verify the validity of the assumptions
by comparing TBgiE and TB
g
i for example.
Two cases were used to test the double pass calibration method. One case
consisted of the calibration of the system using a flat mirror but removing the
pinhole and the objective lens. In this case the assumptions mentioned above were
valid. The relative error between the matrices obtained from the left and right
commutation is 1.2×10−4. The second test consisted of calibrating the system with
a flat mirror but with the objective lens in place and a pinhole of 2/3 of the Airy
disc. In this case the relative error was 0.03. Even though the first case showed
satisfactory results, it is not always possible to guarantee that the path of the light
is the same with and without the pinhole and the objective lens. The results from
the second case were unsatisfactory, however, these results can be improved with
the three-step calibration process.
6.2.3 Three-step calibration
The three-step calibration method can be used if the behaviour of the polarisation
elements Mi depends on the direction of propagation of the light and even if the
mirror is not perfect. This calibration method is a combination of the double pass
calibration, the two-step method and a fitting algorithm. The aim is to find T, W,
the polarisation elements Mfi and M
b
i used as calibration samples, B
f , Bb, and N.
The calibration procedure is as follows. First a set of measurements are taken
placing the n calibration samples in three different places of the setup: between the
PSG and the beamsplitter, between the beamsplitter and the PSA, and between
the beamsplitter and the pinhole. Since the first two positions correspond to where
the measurements of the two-step calibration are taken, it is possible to obtain the
Mu¨ller matrices of the calibration samples in both directions Mfi and M
b
i , T, W,
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and Q. Note that Q = BbNBf and can be written using equation (6.6) as
vec(Q) = B vec(N), (6.21)
where B = (Bf )T ⊗Bb. The measurements taken between the beamsplitter and the
pinhole correspond to the double pass method, and these are given by
Di = T B
b Mbi N M
f
i B
f W. (6.22)
By now multiplying by the inverse of T and W, equation (6.22) can be simplified
to
Ji = T
−1DiW−1 = Bb Mbi N M
f
i B
f . (6.23)
Equation (6.6) is again used together with the multiplicative property2 of the Kro-
necker product to write equation (6.23) as
vec(Ji) =
[
(Bf )T ⊗Bb] [(Mfi )T ⊗Mbi]vec(N). (6.24)
The linear combination of the n measurements can thus be given by
H = B (I + . . .+Mi + . . .+Mn) vec(N), (6.25)
whereMi = (Mfi )T⊗Mbi , and the 16×16 identity matrix from the measurement of
air is represented by I. Note the correspondence between equations (6.21) and (6.25).
The remaining matrices Bf , Bb, and N can be found from these two equations us-
ing a Levenberg-Marquardt algorithm[84]. Dr. van de Nes developed this algorithm
which was capable of solving equations (6.21) and (6.25) using 4×4 random matrices
as entries with an accuracy comparable with the electronic noise of the experiment.
The three-step calibration method was tested using four polarisation elements as
calibration samples. These where a polariser at 0◦, one at ≈ 90◦, a quarter waveplate
at ≈ 30◦, and a λ/8 waveplate at ≈ 30◦. The relative error between the measured
Q and the retrieved product BbNBf was 6.5× 10−6.
To approve the reliability of the three-step method it is necessary to carry out
2AB⊗CD = (A⊗C)(B⊗D)
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further experiments. For example using an object whose Mu¨ller matrix is known
instead of a flat mirror. Later in chapter 7 the Mu¨ller matrix of the MODS3 pits is
compared to an FDTD4 simulation. For a purely empirical demonstration, the next
section shows the dependance of the polarisation in the system due to the size of
the pinhole.
6.3 Pinhole polarisation dependance
The polarisation dependance of the pinhole was measured to corroborate the cali-
bration of the system when using the three-step method. With a flat mirror in the
object plane of the objective lens, the Mu¨ller matrix N was measured for different
sizes of the pinhole. Figure (6.4) shows the results from the polar decomposition of
the different N measured. The top left and right plots show the polarisation and
diattenuation, respectively. The bottom left and right plots show the retardance
and the depolarisation, respectively.
Figure 6.4: Parameters from the polar decomposition of the confocal signal produced by
a mirror for different pinhole diameters
It is possible to see from figure (6.4) that apart from the depolarisation, the trend
3Multiplexed optical data storage
4Finite Difference Time Domain
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of the plots show that as the pinhole is smaller, the measurement is more of a perfect
mirror. Given that the level of light decreases as the size of the pinhole decreases,
the contribution of the noise to the measurement increases and the depolarisation
thus increases.
6.4 Conclusion
It was seen in this chapter that it is possible to calibrate a confocal polarisation mi-
croscope in reflection configuration. The calibration can be performed using any of
the three methods introduced which derive from the eigenvalue calibration method
(ECM). As it was seen the choice of the method depends on the polarisation prop-
erties of the system.
The two-step method is ideal for systems that only show retardance and if the
user is solely interested in the relative polarisation properties of the sample. This
method can be used for systems configured in reflection or in transmission.
The double pass calibration can be used for systems where the light passes twice
through the calibration samples Mi, i.e. systems in reflection configuration. To use
this calibration it is necessary to assume that the light passing back through Mi
was reflected by a perfect mirror at normal incidence. It is also necessary to assume
that the behaviour of the polarisation elements is independent of the direction of
propagation of the light.
The three-step calibration method can be used if the behaviour of the polarisation
elements Mi depends on the direction of propagation of the light and even if the
mirror is not perfect. This calibration method is a combination of the double pass
calibration, the two-step method and a Levenberg-Marquardt fitting algorithm.
It was also mentioned that regardless of the chosen calibration method, it is
imperative to calibrate the system at the image plane. This is due to the interactions
of the field happening at the pinhole. The spatial imperfections in the imaging
system classify as either phase or polarisation aberrations, and these aberrations
should be corrected locally using for example an imaging polarimeter with a CCD
camera, a wavefront sensor, and a spatial light modulator.
Finally the three-step method was corroborated by measuring the Mu¨ller matrix
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of the imaging system. The results showed that the calibration method is acceptable.
The optical data storage results are given in the next chapter. That is the climax
of the thesis.
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MODS
The research culminates in this chapter. The answers to the questions that moti-
vated the building of a state-of-the-art confocal polarisation microscope are given
next. Is it possible to increase the current optical storage capacity? Can one store
information using the polarisation of the light? If so what storage increase one can
expect? The short answer to these questions is yes, yes, and at least 7.16 times more
than any existing non-volumetric optical technology.
The following pages explain the background and the principle behind the storage
method termed MODS (multiplexed optical data storage). Mu¨ller matrix images of
the prototype and the method to retrieve the data are given. The method is reviewed
for three different incident polarisation states.
The first optical data storage (ODS) device was commercially introduced in a
large scale in 1982 even though it was patented much earlier in 1952[85]. The CD–
ROM was the first non–volumetric optical device capable of storing up to 640Mb
of information. Later on in 1995 the single layer DVD was introduced increasing
the storage capacity to 4.7Gb. The dual layer version came later with 8.5Gb of
storage space[86, 87, 88, 89, 90]. Nowadays it is possible to find a double sided and
dual layer DVD that can store 15.9Gb. Despite of this significant increase of storage
capacity two new technologies were introduced during 2007. Those were the Blu-ray
Disc (BD) with a capacity of 25Gb and the now superseded HD-DVD with 15Gb.
The evolution of the optical disk has been possible mainly thanks to three break-
throughs in engineering. These are the improved design and manufacturing tech-
niques of higher NA objective lenses, the availability of low cost lasers with a shorter
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wavelength, and the scope of writing/reading media. Since a disk read-out system is
a diffraction limited system, the storage capacity was increased by increasing the NA
of the objective lens and decreasing the wavelength. Encoding also played an impor-
tant role in the storage increase. The technology however seems to have reached a
point where storing more information in the same physical space is no longer possi-
ble, at least by using conventional methods and without sacrificing costs. Decreasing
the wavelength furthermore requires the use of CaF lenses which increases the pro-
duction costs. Increasing the NA even more requires an immersion technique[1],
which can yield potentially difficult technical challenges. For example, an air gap
between the objective lens and the cover layer of 30nm would need to be maintained
with an accuracy of ±3nm. Temperature changes would be enough to destabilise
the system. A different approach is needed to overcome these technical issues.

m
m
Figure 7.1: Confocal image of the tracks in a DVD
New ideas were developed in the beginning of the millennium with the aim of
increasing the storage capacity of the optical disk. The SLAM project (Super Laser
Array Memory)[2] was initiated in 2001 with the objective of finding methods to
multiplex information. Instead of storing the information in pits and lands as in
figure (7.1), i.e. 0 and 1, the aim was to introduce a range of logical levels. With
this approach it is possible to increase the storage capacity and keep the same storage
area. The number of data bits that can be stored in a pit follows the relationship
Log2(n), where n are the available levels. If for example 64 levels are available, then
every pit can store 6 bits of information. The storage capacity is thus increased 6
times.
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Different ideas were considered in the SLAM project[91]. These were plasmon
resonance encoding using metallic nanoparticles, phase singularity encoding from
trenches and ridges, encoding via polarisation conversion from a reflective step,
helical structure encoding, and gray scale encoding using an asymmetric pit. In
most of these approaches several disadvantages were found such as high production
cost, complexity and high sensitivity. The most convenient method identified was
polarisation conversion. This method consisted of using a shaped pit that would
exhibit form birefringence1
Figure 7.2: MODS Pits
The features considered in this work for data storage are the rectangular pits
shown in figure (7.2). These pits were engraved by Dr Attila To´th2 in a silicon
substrate using electron beam milling. The picture was taken by Dr To´th using an
scanning electron microscope. Each groove is 50nm wide, 200nm long, λ/4 deep,
and 200nm apart. The corresponding angular orientations given in degrees and with
respect to the horizontal axis are
50, 63, 71, 82, 58, 66, 88, 54, 81, 60, 86, 70,
70, 66, 67, 79, 51, 89, 53, 60, 81, 68, 56, 85,
75, 87, 50, 57, 77, 79, 69, 51, 72, 60, 76, 70.
The angles range from 50◦ to 89◦ and where chosen with the objective of maximising
cross-talk.
The motivation for the rectangular shape originates from studying the behaviour
1Property of an object of changing the state of polarisation of the light depending on the
geometry of the object.
2Research Institute for Technical Physics and Materials Science, Budapest, Hungary
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Figure 7.3: Stokes parameters measured when illuminating the engraved pits with lin-
early polarised light
of nanorods. It has been shown[92] that only the electric field perpendicular to the
rod is coupled and re-emitted. This means that if the state of polarisation of the
re-emitted field can be related to the orientation of the rod, information can then be
stored using the angle at which the rod is placed. The practical realisation and use
of nanorods in optical data storage is not feasible. This is true despite the recent
publication [93] which claimed that such a solution is feasible. As stated before,
the SLAM project considered this solution about 8 years prior to the publication of
[93] and concluded that mass manufacturing of a disk containing nanorods would
not be possible. A subsequent patent by some of the original researchers of SLAM
considered the construction of WORM or WMRM disks using nanorods embedded
in gel. It was suggested that a laser beam would melt and liquefy the gel and
another separate beam would then trap and rotate the nanorods into the required
orientation. However, the solution turned out not to be feasible.
It was found that it is possible to retrieve the angular position of the pits from
the azimuthal angle of the re-emitted field. The dynamic range however depended
on the polarisation state of the illumination. Take for example figure (7.3) and fig-
ure (7.4). The first one shows the Stokes parameters measured when illuminating
the pits with linearly polarised light and the second one when using circularly po-
larised illumination. Note the improvement of the spatial resolution in azimuth and
132
Airy Pinhole
Figure 7.4: Stokes parameters measured when illuminating the engraved pits with cir-
cularly polarised light
ellipticity plots compared to the irradiance. It is possible to see from these figures
that the gray scale modulation in the plots depends on the state of polarisation
of the illumination. In the case of linearly polarised illumination the irradiance,
azimuth angle, and ellipticity plots show modulation while the depolarisation does
not. When using circularly polarised illumination the modulation appears mostly in
the azimuth angle and depolarisation plots. In both cases however it is possible to
measure the angle of the pits. Figure (7.5) shows a line scan of the azimuthal plots
when using linearly (left) and circularly (right) polarised illumination. The blue and
red markers show the experimental and expected values, respectively. The coinci-
dence is remarkable. Note however that the angular range of the azimuthal plot is
smaller when using the linearly polarised illumination. The greatest deviation of the
linearly polarised case is r = 1.03
◦ but the dynamic range of the measurement is
Dr = 11.3
◦. This means that in the case of having pits engraved at an angle between
0◦ and 180◦, it is possible to resolve 50 levels which is equivalent to an increase of
5.65 times. This increase can be found explicitly from
Increase = log
(
180◦ ×Dr
39◦ × r
)
, (7.1)
where the 39◦ is the angular range at which the pits were engraved.
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Linearly polarised illumination Circularly polarised illumination
Figure 7.5: Linescans of the polarisation images obtained when illuminating the pits
with linearly (left column) and circularly (right column) polarised illumination. Each row
corresponds to a rows in figure (7.2) and each marker to a pit.
In the case of circularly polarised light the dynamic range is 22.1◦ and the error
is 1.22◦. This is equivalent to 84 levels and an increase of 6.39 times. The error is
greater in pits which are not perfect rectangles but rhomboids. The direct relation-
ship between the measured range of azimuth angles and the polarisation state of the
illumination is left as future work. The circularly polarised illumination nevertheless
corresponds to one of the states that yield the greatest storage increase.
A set of optimum polarisation states that yield the greatest increase in data
storage can be found by using the illumination engineering method explained in
section (4.3). In this method the aim is to find the set of polarisation states that
are equally transformed by all the pixels of the image. To do so the Mu¨ller matrix
of the pits is measured, decomposed, and analysed.
The Mu¨ller matrix of the engraved pits is shown in figure (7.6). This measure-
ment was taken with a pinhole of 1/3 of the Airy disk. The fact that elements off
the diagonal are non zero suggests that the pits modify the state of polarisation of
the light to a certain extent. To identify and quantify these changes it is convenient
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Figure 7.6: Mu¨ller matrix of the MODS pits
to decompose the Mu¨ller matrix into a retarder, a diattenuator, and a depolariser
matrix and find the magnitude of each.
The Mu¨ller matrix decomposition considered here is the one proposed by Lu and
Chipman (see section 3.1.2). Figure (7.7) shows the magnitude of the retardance (top
left), depolarisation (bottom right), polarisance (bottom left), and diattenuation
(top right) obtained from the decomposition. It can be seen that the pits polarise
and diattenuate up to 50% of the light, depolarise 10%, and induce, at most, a
retardance of λ/20. This means that the pits predominantly influence the degree of
polarisation and the reflection of a certain component of the field.
Note from figure (7.7) the coincidence between polarisance and diattenuation.
This is a typical behaviour of an imperfect analyser-polariser. By plotting the di-
attenuator and the polarisance vectors in the Poincare´ sphere, it is possible to see
which type of analyser-polariser the pits are. Figure (7.8) shows the Poincare´ repre-
sentation of the polarisance (left) and diattenuation (centre) vectors, and for sake of
completeness the fast axis of the retarder matrix (right). Each marker in these plots
represents the end point of the previously mentioned vectors from a pixel in the
image. The colour represents the different orientations at which the pits were mea-
sured. The red markers denote the polarisation properties of the pits when placed
perpendicular to the reference axis3. The green ones were obtained after rotating
the entire set of pits approximately 45◦. Blue and black represent a rotation of 90◦
3Axis set by the first polariser
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Figure 7.7: Magnitude of the retardance (top left), depolarisation (bottom right), po-
larisance (bottom left), and diattenuation (top right) induced by the MODS Pits to the
state of polarisation of the illumination
and 135◦, respectively. It is possible to conclude that the pits behave in general as
an elliptical polariser-analyser, and they span a range of 180◦. The markers however
are closer to the equator than to the zenith of the Poincare´ sphere. This suggest
that the pits affect more the azimuth angle of the polarisation illumination than the
ellipticity.
Figure 7.8: Poincare´ sphere representation of the polarisance vector (left), diattenuator
vector (centre), and fast axis (right) corresponding to each pixel of the image
Figure (7.8) also represents the eigenvectors of the respective Mu¨ller matrices.
It thus follows from the illumination engineering method (see section 4.3) that right
and left circularly polarised states form part of the optimum set. Given now that
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by definition the null vector is contained in a set of this nature, unpolarised light is
also considered as an optimum polarisation state for illumination.
Degree of polarisation
Airy
Pinhole
Figure 7.9: Stokes parameters measured when illuminating the pits with unpolarised
light
The possibility of using unpolarised illumination for data storage is investigated
next. The use of this type of illumination can reduce the costs of an optical disk
drive and avoid the use of lasers. Figure (7.9) shows the Stokes parameters measured
when illuminating the pits with unpolarised light. Note how the spatial resolution of
the depolarisation plot is dramatically increased. The line scans obtained from the
azimuth angle resulting from unpolarised illumination is shown in the left hand side
of figure (7.10). The right hand side shows the line scans from the azimuth angle
extracted from the diattenuation vector of the Mu¨ller matrix. In both cases the
range is 36.3◦, and the greatest deviation is 1.17◦. This corresponds to an increase
of 7.16 times since the number of available levels is 143.
The difference in the spatial resolution between the irradiance plots and the rest
of the plots is due to the type of detection. Take again the example from section
4.1.1. Two dipoles positioned one Airy unit apart and emitting different fields. As it
was shown in figure (4.8) the irradiance is homogeneous to a certain extent along the
horizontal axis, however, the polarisation changes significantly along the same axis.
The resolution increment then follows from the fact that the microscope can measure
the state of polarisation of the field and measure in consequence these changes.
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Diattenuation vector Unpolarised illumination
Figure 7.10: Left: Linescans obtained from the image representing the azimuth angle
of the polarisance vector. Right: Linescans obtained from the image representing the
azimuth angle of the diattenuation vector
The difference in the angular range obtained with unpolarised and with polarised
light is due to the degree of polarisation and the type of detection. The polarisation
resolution of the system decreases as two dipoles emitting different polarisation
states are brought together. This only happens when the re-emission process is fully
polarised. In the case of unpolarised light the field of the dipoles add up in phase
and in intensity, however, the contribution between the phase of the fields of the
dipoles averages to zero over time. Note in addition that the actual angular range
of the pits is 39◦ and the measured one is 36.15◦. It appears intuitively that the size
of the pinhole is the reason for this difference. A concise investigation using finite
difference time domain (FDTD) simulations is left as future work.
Apart from the illumination it was also necessary to investigate common readout
errors such as tracking, and windowing. The tracking error quantifies the freedom
in the system of not reading out the data from the exact centre of the pit. The
windowing error is defined in case the user needs to set an integration time during
scanning. Figure (7.11) shows the storage increase as a function of the tracking
error for circularly polarised (right) and unpolarised (left) illumination. These plots
138
Figure 7.11: Storage capacity as a function of the tracking error when illuminating with
circularly polarised light (right), and with unpolarised light (left).
where obtained by displacing the readout signal from the centre of the pits and using
the largest standard deviation obtained to compute the new storage increase. The
vertical and horizontal axis represents such displacement in micrometers.
Figure 7.12: Storage capacity as a function of the windowing error obtained when illumi-
nating with circularly polarised light(blue), and with unpolarised light (red). The vertical
axis represents the storage increase, and the horizontal axis denotes half of the length of
the window
The storage capacity as a function of the windowing error is shown in fig-
ure (7.12). This error was calculated by increasing the range of integrated points
along the readout direction. For example in a window of 20nm the data obtained
from the points within 10nm before and 10nm after the centre of the pit is integrated.
The graph represents the storage increase obtained for different lengths of windows.
It is possible to see that in the case of unpolarised illumination (red) the storage
capacity increases to 7.18 when the window is 60nm long. This is an interesting fact
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since the width of the pit is 50nm. The blue line represents the windowing error
obtained with circularly polarised illumination.
It is possible to conclude that the polarisation encoding technology introduced
in this chapter is promising. Up to 160Gb of information can be stored in a single
layer and single sided disk when using circularly polarised light. In the case of using
unpolarised light the storage capacity can be up to 179Gb. The use of unpolarised
light in addition does not require the use of lasers which in principle could reduce the
cost of disk read out systems. It is worth mentioning that the polarisation encoding
technology is compatible with existing binary formats, even if the NA is further
increased and the wavelength decreased. In fact the technology increases the signal
to noise ratio of conventional binary formats. This can be seen from the fact that
the polarisation images shown here have a greater spatial resolution and dynamic
range than the irradiance images. The increase of the resolution and the range is
even greater in the depolarisation plots when using unpolarised illumination.
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Conclusion
The main focus of this research was to build a confocal polarisation microscope
that could reveal if it is possible to utilise multiplexed information in optical data
storage using the polarisation of the light. The development and construction of the
microscope resulted in a number of interesting findings that were discussed in this
thesis.
Multiplexed optical data storage was shown to be a viable alternative for the
next generation of optical data storage. It is possible with this technology to store
up to 7.16 times more information than any other non-volumetric solutions. Taking
the Bluray for example, the storage capacity of a single layer and single sided disk
can reach up to 179Gb if unpolarised light is used. If circularly polarised light is
used, the storage capacity can reach 160Gb.
An efficient method to measure the longitudinal component of a dipole field in
the image plane were proposed. It was found that by breaking the symmetry of the
back focal plane field distributions resulting from an electric dipole it is possible to
determine the longitudinal component of the dipole moment. Future work is planned
to include experimental verification of the principles of operation of the method.
A transfer function was introduced with the aim of explaining the propagation
of spatial frequencies through a high NA system. This function termed HTF showed
that the resolution in the spatial frequency domain depends strongly on the state
of polarisation emitted by the imaged object. The HTF can explain resolution in
function of the magnitude of the field. The concept of polarisation resolution still
remains undefined in a rigorous way. It was shown however, that it is possible to
observe in the polarisation images shown in chapter 8 a greater spatial resolution and
dynamic range than in the irradiance images. It was also shown that the resolution
and the range is even greater in the depolarisation plots when using unpolarised
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light for illumination.
The concept of degree of purity was introduced in order to understand the con-
cept of resolution in the polarisation domain. The understanding was aided by the
investigation of the extinction ratio for different polarisation states. It was concluded
that neither the imaging system nor the pinhole affect significantly the acquisition
of the polarisation images of a single dipole. A pinhole of 1 Airy units in diameter
yields acceptable results. The importance of the pinhole in high NA imaging po-
larimetry arises when imaging more complex objects. It was seen that in the case
of finite pinhole the measured degree of polarisation is non-zero due to both tem-
poral and spatial effects. A fully temporally polarised beam can appear as partially
polarised if the beam contains a spatial polarisation distribution.
A possible solution to conclude the ongoing discussion in the literature regarding
polarisation and partial coherence was given. It was proposed that the term “coher-
ence” should refer only to the scalar properties of a beam. Only in this context it is
possible to guarantee that a measure exists to solely quantify temporal and spatial
wavefront fluctuations. A novel metric to account for the spatial variations of the
polarisation was introduced. This metric was termed the degree of spatial polarisa-
tion. The quantity commonly known as the degree of polarisation was termed the
degree of temporal polarisation and derived in a novel way.
From the calculated PSF matrix of the system (Mu¨ller matrix due to a free
dipole), it is possible to conclude that a confocal micropolarimeter behaves as a
linear analyser-polariser. The imaging system does not depolarise temporally but it
does spatially. The only retardance introduced by the system corresponds to the pi
phase shift of the Airy pattern. The experimental proof of the latter is considered
as future work.
Three algorithms derived from the eigenvalue calibration method were introduced
to calibrate the microscope. Those were a two–step, double–pass, and three–step
method. It was seen that the choice of the method depends on the polarisation
properties of the system. The two–step method is ideal if one is solely interested
in the relative polarisation properties of the sample and for systems that only show
retardance. This method can be used for systems configured in reflection or in
transmission. The double pass calibration can be used for systems where the light
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passes twice through the calibration samples Mi, i.e. systems in reflection config-
uration. To use this calibration it is necessary to assume that the light passing
back through Mi was reflected by a perfect mirror at normal incidence. It is also
necessary to assume that the behaviour of the polarisation elements is independent
of the direction of propagation of the light. The three-step calibration method can
be used if the behaviour of the polarisation elements Mi depends on the direction
of propagation of the light and even if the mirror is not perfect. This calibration
method is a combination of the double pass calibration, the two-step method and a
Levenberg-Marquardt fitting algorithm. It is imperative to calibrate the system at
the image plane, e.g. after the pinhole.
Optical and mechanical parts of the system were introduced individually. An
interferometric characterisation of the objective lens was given. It was shown that
it is possible to perform a stage scan with a precision of ±5nm by pre-shaping the
driving waveform. It was also mentioned that the measured axial and transversal
resolutions are 437nm and 352nm respectively. Regarding the polarimetric part of
the system it was possible to reach a condition number of 1.739 for the PSG and of
1.86 for the PSA.
The idea of using a Mu¨ller matrix polarimetry to read out the information from
an optical disk is nowadays unpractical. However using a Wollaston prism to read
out the data is ideal as a first step. As future work, it is possible to investigate
the influence of the geometry of the pit to the ellipticity of the illuminating field,
and then use a complete polarimeter. Adding a new variable would increase further
the storage capacity of the optical disk. It is also possible to investigate the use of
the degree of polarisation and the irradiance. A total of four independent variables
could then be used to store information. If one day Mu¨ller matrix polarimetry
proves more practical, it could be possible to use the eight independent variables of
a Mu¨ller matrix to store information. It is worth considering the latter as future
work since the idea of having only eight levels in eight variables would result in 24
times more storage. The read out of data from a write once disk is also left as future
work.
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Appendix A
Jones calculus
The Jones calculus was first derived by Clark Jones[94] in 1941. Nowadays it is an
important theoretical tool in polarisation optics. This calculus describes the inter-
action of fully polarised monochromatic light with non depolarising media. This
appendix introduces Jones vectors and basic Jones matrices. An extensive intro-
duction of the subject can be found in reference[10].
A Jones vector is nothing more than a simplified description of the electric vector
introduced in chapter 1. Assuming that ~E(r, t) is a collimated beam propagating
parallel to the z axis, i.e. Az(r, t)e
ıδz(r,t) = 0, the electric field can be written as
~E(r, t) =
 Ax(r, t)eıδx(r,t)
Ay(r, t)e
ıδy(r,t)
 . (A.1)
Here Ai is the complex amplitude of the ith component and δi the relative phase
of the i = x, y component. When such a field is incident upon a non depolarising
object its state of polarisation is modified according to[10]
Eoutx = g11E
in
x + g12E
in
y , (A.2a)
Eouty = g21E
in
x + g22E
in
y , (A.2b)
where Eini = A
in
i e
ıδini and Eouti = A
out
i e
ıδouti are the i = x, y components of the input
and the output field, respectively. Equations (A.2) can be written equivalently as
~Eout = G ~Ein, (A.3)
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where the matrix G is known as a Jones matrix. This matrix represents the instan-
taneous or time invariant polarisation changes induced by a given optical element.
For the purposes of this work, the matrix G is written explicitly[10] in terms of its
eigenpolarisations1, and eigentransmittances2 as
G = (χ1 − χ2)−1e−(αo+ıδo)
 ψ2χ1 − ψ1χ2 ψ1 − ψ2
−χ1χ2(ψ1 − ψ2) ψ1χ1 − ψ2χ2
 , (A.4)
where αo and δo represent the polarisation independent attenuation and global phase,
respectively. The eigentransmittances are denoted by ψ1,2 and the eigenpolarisations
by (1, χ1) and (1, χ2). In the case of a Cartesian coordinate system the eigensystem
takes the following explicit form
χ1,2 =
tan θ1,2 + ı tan 1,2
1− ı tan θ1,2 tan 1,2 , (A.5a)
ψ1 = e
(α+ıδ), (A.5b)
ψ2 = ψ
−1
1 . (A.5c)
Here θ1,2 and 1,2 are the ellipsometric parameters
3 corresponding to the eigenpolar-
isations given by (1, χ1) and (1, χ2), respectively. The relative attenuation between
the eigenpolarisations is given by α, and δ represents the relative phase difference.
A polarisation sensitive element is thus considered to be a “pure” diattenuator when
δ = 0 or a “pure” retarder when α = 0. The following list summarises the main
properties of these two typical polarisation elements.
Diattenuator. This polarisation element is also known as a polariser. It has the
capability of absorbing partially or totally a component of the field. The
absorbtion is termed diattenuation and defined as
D =
| |λ1|2 − |λ2|2|
|λ1|2 + |λ2|2 , 0 ≤ D ≤ 1, (A.6)
were λ1 and λ2 are the eigenvalues of the Jones matrix of the diattenuator.
1The states of polarisation that will remain in the same state at the output yet attenuated by
a constant factor
2Transmission coefficient corresponding to an eigenpolarisation
3Introduced earlier in chapter 2
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Diattenuation appears in reflections and transmissions at oblique incidence,
dichroic materials and wave guiding. The Jones matrix of a diattenuator is
Hermitian, and the eigenvector of the matrix corresponding to the largest
eigenvalue is called the diattenuator vector. The latter defines the diattenua-
tion axis.
Retarder. Element with the ability to introduce a phase shift between the compo-
nents of the electric field without significant attenuation. Retardance is usually
achieved by birefringence, the Faraday effect, wave guiding or total internal re-
flection. The Jones matrix of a retarder is unitary4 and its eigenvectors define
the fast and slow axes of the optical element.
In general either of these pure elements are said to be linear, circular or elliptical
depending on the geometrical shape described by their eigenpolarisations. Pure
elements in addition can be used to build more complex elements. If for example a
system is formed by a variable retarder followed by a perfect polariser, a composite
matrix is found by multiplying the individual matrices in the reverse order as the
light is propagating through. The polarisation element of this particular example
is known as an elliptical perfect analyser; this element has the ability to extinguish
completely an elliptical polarisation state.
By using Jones calculus, it is now possible to determine the polarisation proper-
ties of a fully polarised beam and non depolarising elements. However, due to the
lack of statistical information in the calculus, neither the Jones vectors nor the Jones
matrices can describe temporal or spatial fluctuations in the field. For example the
Jones calculus cannot describe the case of a field reflected from an optically varying
material, i.e. an inhomogeneous material. To describe this case (often found in this
work), it is necessary to consider the statistics of the beam and the inhomogeneities
of the material as shown in chapters 2 and 3, respectively.
4Matrix whose inverse is equal to its conjugate transpose
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Appendix B
ECM proofs
This appendix contains the proofs to various lemas of the Eigenvalue Calibration
Method. The aim is to aid in the understanding of how to find W from H = 0,
where H = M⊗ I− I⊗CT (see chapter 6).
It is proven first that W exists in the eigensystem of H. When W is written
as a 1 × 16 vector it is in fact the eigenvector of H that corresponds to the null
eigenvalue. It is then shown that W can be written as a 1×16 vector if at least C is
Hermitian. The vector form of W is in fact constructed by the Kronecker product
of one eigenvector of M with one of the eigenvectors of C. The last proof shows
that a system of equations with a null space of dimension one and containing W in
its eigensystem can be constructed with H.
Lemma The matrix W written as a 1×16 vector is the eigenvector that corresponds
to the null eigenvalue of H[95].
Proof Let X = {xT1 , ...,xTm} be the eigenvectors of M with corresponding eigen-
values µ1, ..., µm, and Y = {yT1 , ...,yTm} be the eigenvectors of C with corre-
sponding eigenvalues κ1, ..., κm. Since H = M⊗ I− I⊗CT, it then follows
that[37]
(M⊗ I− I⊗CT)(x⊗ y) = (Mx⊗ y)− (x⊗CTy) (B.1)
= (µx⊗ y)− (x⊗ κy)
= (µ− κ)(x⊗ y).
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Therefore the non trivial solution is given when (µ− κ) is zero.
Lemma The matrix W can be written as (x⊗ y) if C is Hermitian.
Proof Note that M and C are similar matrices and assume that at least C is Her-
mitian. Let M = XΛX−1 and C = YΛY−1 be the spectral decomposition of
M and C, respectively. The matrix Λ is diagonal and contains the eigenvalues
of M and C. Rewriting C = W−1MW as
YΛY−1 = W−1XΛX−1W (B.2)
follows that
W = XY−1. (B.3)
By then writing equation (B.3) in terms of Kronecker products as
vec(W) = (X⊗Y−1T)vec(I), (B.4)
and since the eigenvectors of a Hermitian matrix are orthogonal, i.e. Y−1 = YT,
then
vec(W) = (X⊗Y)vec(I),
= (x⊗ y).
Lemma A linear system of equations denoted by L can be constructed to contain
W as the unique solution.
Proof Note that the 16 eigenvalues of H are given by the possible combinations of
µ1..4 − κ1..4. The number of times that µ − κ = 0 appears can thus be given
by[72]
ℵ =
∑
i=1..4
α2, (B.5)
where α is the multiplicity of each eigenvalue, and ℵ represents the dimension
of the null space of H. Consider now n different measurements denoted by
CMi = W
−1MiW, (B.6)
158
for i = 1, ..., n. It is then possible to produce n different HMi and write
L = HTM1HM1 + ...+ H
T
MnHMn . (B.7)
It then follows from equation (B.1) that W is now in the eigensystem of L,
and that the dimension of the null space of L can be reduced to one as long
as W and Mi does not commute.
In summary to find W it is necessary to construct a system of equations L
whose null space has dimension one. The eigenvector of L corresponding to
the null eigenvalue is in fact vec(W).
159
Chapter B: ECM proofs
160
