Purpose -The purpose of this paper is to present an adaptive numerical algorithm for forward kinematics analysis of general Stewart platform. Design/methodology/approach -Unlike the convention of developing a set of kinematic equations and then solving them, an alternative numerical algorithm is proposed in which the principal components of link lengths are used as a bridge to analyze the forward kinematics of a Stewart platform. The values of link lengths are firstly transformed to the values of principal components through principal component analysis. Then, the computation of the values of positional variables is transformed to a two-dimensional nonlinear minimization problem by using the relationships between principal components and positional variables. A hybrid Nelder Mead-particle swarm optimizer (NM-PSO) algorithm and a modified NM algorithm are used to solve the two-dimensional nonlinear minimization problem. Findings -Simulation experiments have been conducted to validate the numerical algorithm and experimental results show that the numerical algorithm is valid and can achieve good accuracy and high efficiency. Originality/value -This paper proposes an adaptive numerical algorithm for forward kinematics analysis of general Stewart platform.
I. Introduction
Because of its advantages of high stiffness, accuracy and payloads, six degree-of-freedom (DOF) Stewart platform has been received extensive attentions. The forward kinematics analysis of the Stewart platform is generally considered to be complicated. It involves a set of highly coupled nonlinear equations that in general there is no closed form and usually no unique solution for it. Approaches for solving forward kinematics of Stewart platform fall into two categories: analytical and numerical methods.
The analytical method include closed-form solution (Lu and Xiong, 1999; Sreenivasan et al., 1994) and polynomial method Shim, 2001, 2003; Zhu and Pan, 2007) . Polynomial method formulates kinematics constraints of the Stewart platform into a number of nonlinear polynomial equations, and then applies different variable elimination methods to derive a resultant univariate polynomial equation. By solving this polynomial equation, all configurations of the Stewart platform can be found and singularities can be identified. The numerical method includes direct numerical iterations which basically solve the constraint equations by iterative root finders or optimization techniques (Arshad et al., 2005; Li and Yan, 2007; Wang, 2007; Parikh and Lam, 2005; Ren et al., 2006) , continuation method (Mu and Kazerounian, 2002; Dong and Zhang, 2001; Chen and Yan, 1997; Liu and Yang, 1996) , neural networks (Parikh and Lam, 2008; Durali and Shameli, 2004; Sadjadian and Taghirid, 2005; Yurt et al., 2007) , genetic algorithm (GA) (Liu et al., 2006) , and interval analysis (Merlet, 2004; Shen and Wu, 2004) . Each of these methods has advantages and limitations compared with the others. The closed-form solutions only exist for very simple structures. Although polynomial method may provide all the solutions, The current issue and full text archive of this journal is available at www.emeraldinsight.com/0143-991X.htm they are usually in higher orders and difficult to solve. Numerical method is easy for modeling, but may encounter convergent problems.
In this paper, the principal components of link lengths are used as a bridge to solve the problem. The value of link lengths is first transformed to the value of principal components through principal components analysis. Then a numerical algorithm computes the value of positional variables using the value of principal components and the relationships between principal components and positional variables. These positional variables are a set of variables representing the position and orientation of the Stewart platform.
In this study, Section II illustrates the geometrical model of the Stewart platform. Section III describes how to compute the principal components of link lengths and analyze the relationships between principal components and positional variables. Section IV presents the numerical algorithm which is used to obtain the value of positional variables. Section V analyses efficiency and accuracy of the algorithm. The conclusion makes up Section VI.
II. Geometrical model of the six-DOF Stewart platform

A. Transformation of coordinate systems
To make the analysis easy, the transformation of coordinate systems, as shown in Figure 1 , is used. Given an original coordinate system Oxyz, and a new coordinate system Ox 0 y 0 z 0 , they share the same coordinate origin O. For any a point M, its coordinate is ðx; y; zÞ in coordinate system Oxyz and ðx 0 ; y 0 ; z 0 Þ in coordinate system Ox 0 y 0 z 0 , respectively. Thus, they satisfy an equation:
ðx; y; zÞ
where R is called the transformation matrix from coordinate system Oxyz to Ox 0 y 0 z 0 . The transformation matrix R may be represented uniformly by three angles u; c; andw which are defined as follows. u is an angle between the positive direction of z-axis and the positive direction of z 0 -axis. OM is the projection of the positive direction of z 0 -axis in x À y; plane. c is an angle from the positive direction of x-axis to OM.
In the view of the positive direction of z-axis, c is counterclockwise. ON is an intersection line between the x,y-plane and the x 0 y 0 plane. The positive direction of ON satisfy the condition: the rotation from the positive direction of z-axis to the positive direction of z 0 -axis is counterclockwise in the view of the positive direction of ON . a is an angle from the positive direction of x-axis to the positive direction of ON . b is an angle from the positive direction of x 0 -axis to the positive direction of ON . a and b are counterclockwise in the views of positive direction of z-axis and z 0 -axis, respectively. w ¼ a 2 b. The matrix R can be derived easily, the transposed matrix of R is given by equation (2) 
B. Geometrical model
As shown in Figure 2 , the Stewart platform studied in this paper consists of two platforms and six links. For the convenience of forward kinematics calculations, three coordinate frames have been set up for the Stewart platform. The B-frame ðx; y; zÞ is fixed at the center O of the base platform with the z-axis directed vertically out of the plane. The T-frame ðx 0 ; y 0 ; z 0 Þ is fixed at the center O 0 of the mobile platform with the z 0 -axis directed vertically out of the plane. An extensible virtual bar is connected between the two centers, and the bar is denoted as the M-bar. Thus, another coordinate frame, the M-frame ðx 00 ; y 00 ; z 00 Þ, is also introduced. The origin of M-frame is at O and the z 00 -axis is in the centerline of M-bar. The x 00 -axis and y 00 -axis of M-frame satisfy the following condition: the transformation angle w 
M-frame
The base platform
(as defined in Section II-A) from B-to M-frame is zero. So, a set of variables ða 1 ; a 2 ; a 3 ; a 4 ; a 5 ; l m Þ is used as positional variables to express the position and orientation of the mobile platform relative to the base platform. l m is the length of the M-bar; ða 1 ; a 2 Þ denote the transformation angles ðu; cÞ from B-frame ðx; y; zÞ to M-frame ðx 00 ; y 00 ; z 00 Þ ; ða 3 ; a 4 ; a 5 Þ denote the transformation angles ðu; c; wÞ from M 0 -frame to T-frame, where M 0 -frame is translated from M-frame by moving the origin of M-frame to the origin of T-frame.
The forward kinematics problem is to determine the positional variables of the mobile platform according to the link lengths. The positional variables of the mobile platform may be calculated by solving the following equation:
Þ T denote coordinates of the joints of the ith link on the base and mobile platform, respectively, (i ¼ 1,2, . . . ,6).
The requirement of this study is that the mobile platform can make turning in any direction, but the degree of turning is not more than p/2 during one step of movement. So, the geometric parameters of the Stewart platform in this study are as follows: C. Singularity analysis One of the limitations of Stewart platform is that they may lead to singular configurations in which the stiffness of mechanism is lost. This property has attracted the attention of several researchers and is a crucial issue in a context of analysis and design. Following the formalism proposed in Gosselin and Angeles (1990) , singularity occurs when the Jacobian matrix J of Stewart platform is singular, i.e. when:
The Jacobian matrix J defines the relationship between the velocity of links in joint space and the velocity of moving platform in workspace and may be determined by differentiating of equation (3) 
The purpose of singularity analysis in this paper is to confirm whether any singular points are included in a particular range of positional variables. So, the singularity may be analyzed by minimizing the objective function f(x), which is defined as follows:
where:
If the solution of minimization problem (6) is zero, there is at least one singular point, otherwise, the Stewart platform used in this paper is singularity-free in range D of positional variables. Hybrid Nelder Mead-particle swarm optimizer (NM-PSO) algorithm is used to solve the minimization problem (6) and the solution is 3.057 £ 10 7 , so the Stewart platform is singularity-free in range D of positional variables. The detailed description of Hybrid NM-PSO algorithm is in Section IV-D D. Outlines of proposed algorithm As shown in Figure 3 , the forward kinematics of a Stewart platform is to find a unknown function ½a 1 ; a 2 ; a 3 ; a 4 ; a 5 ; l m ¼ Fðl 1 ; l 2 ; l 3 ; l 1 ; l 2 ; l 3 Þ by using the inverse function F 21 ð · Þ. However, the function Fð · Þ is difficult to express in a general closed-form. Even if there is the general closed-form expression of the function F( · ), it would be too complex to be used. a 3 ; a 4 ; a 5 ; l m Þ, which may provide enough information to establish a numerical algorithm of function Hð · Þ, could be identified by using function F 21 +G, a numerical algorithm of function Fð · Þ can be obtained by combining function Gð · Þ and the numerical algorithm of function Hð · Þ. So, the key problem is to find such a transformation Gð · Þ. Fortunately, principal component analysis, which has in practice been used to reduce the dimensionality of problems or transform correlated coordinates into significant and uncorrelated ones, may be used to do this. In fact, the principal components of link lengths are a set of variables that needs to be found. This paper focuses on two problems, one is to find principal components
Þ and analyze the relationship between ðY 1 ; Y 2 ; Y 3 ; Y 4 ; Y 5 ; Y 6 Þ and ða 1 ; a 2 ; a 3 ; a 4 ; a 5 ; l m Þ, the other is to establish a numerical algorithm of function Hð · Þ by using the obtained relationship. In the numerical algorithm, the computation of ða 1 ; a 2 ; a 3 ; a 4 Þ is a difficulty, which is transformed to be a two-dimensional nonlinear minimization problem. Details to solve the two problems are described in Sections III and IV, respectively.
III. Prinicipal component analysis CA based relationship analysis for Stewart platform
In this section, the principal components of link lengths will be computed and the relationship between the principal components and the positional variables also will be analyzed.
A. Data sample Let us denote by {Q i ¼ ða i1 ; a i2 ; a i3 ; a i4 ; a i5 ; l im Þji ¼ 1; 2; . . . ; m} a sample data set of positional variables. It is usually considered that the greater the sample number, the easier it is to illustrate the relationships. However, the bigger size of sample data set will require more time and computer memory to process. Based upon the practical need, the given values of the positional variables are: : ð7Þ Every row in the matrix P corresponds to a sample and the jth column corresponds to a data set of link length l j in different samples (j ¼ 1; 2; . . . ; 6). Thus, the scatter matrix may be obtained as follows:
After the computation, the eigenvalues and corresponding eigenvectors of scatter matrix are obtained and listed in Table I . Each eigenvalue and its corresponding eigenvector correspond to one principal component. So, the principal components of link lengths are: 
Function (9) is just the function Gð · Þ in Figure 3 . For each given sample data {Q i ji ¼ 1; 2; . . . ; m} of positional variables, the corresponding sample data
; Y 6 Þ may be computed by using F 21 +G. Analysis for identifying the relationships between the positional variables and the principal components will be described in next section.
C. The relationships between the principal components and the positional variables In the previous sections, the data set {Q i ji ¼ 1; 2; . . . ; m} is the sample data set of the positional variables, and the data set {Y i ji ¼ 1; 2; . . . ; m} is the data set of the principal components corresponding to {Q i ji ¼ 1; 2; . . . ; m}. The relationship analysis is based on the sample data {Q i ji ¼ 1; 2; . . . ; m} and {Y i ji ¼ 1; 2; . . . ; m}. 
Pair-to-pair relationships analysis
The relationship between ða 3 ; a 4 Þ and ðY 4 ; Y 5 Þ is analyzed, which will be used in the numerical algorithm later. Other pair-to-pair relationships between ða 3 ; a 4 Þ and ðY 2 ; Y 3 Þ, ða 1 ; a 2 Þ and ðY 2 ; Y 3 Þ, ða 1 ; a 2 Þ and ðY 4 ; Y 5 Þ are similar to the relationship between ða 3 ; a 4 Þ and ðY 4 ; Y 5 Þ. To illustrate the relationship more clearly, the sample data distribution in the plane ðY 4 ; Y 5 Þ is plotted in Figure 7 , which includes data sets as follows: If a 1 -0 and a 3 ¼ p=12, the center of the corresponding circle is moved on to another point, instead of being at the origin of the plane ðY 4 ; Y 5 Þ. It is noticed that the shapes of these closed curves are almost similar, although there are some differences between them.
IV. Numerical algorithm
In the above sections, the relationships between the principal components and the positional variables have been identified. Based on these relationships, the principal components may be used to determine the value of the positional variables. A numerical algorithm, which searches the positional variables value corresponding to the given principal components value, is proposed in this section.
A. The framework of numerical algorithm By using the two one-to-one relationships, l m and a 5 may be determined by Y 1 and Y 6 , if the other five among the positional variables can be known. It is also known that the value of a 1 , a 2 , a 3 , and a 4 may be determined by Y 1 , Y 2 , Y 3 , and Y 4 , if l m and a 5 can be known. Thus, the numerical algorithm consists of three searching steps as shown in the flow diagram in Figure 8 . Positional variables are firstly 
After obtained the value of positional variables, the corresponding value of principal components may be obtained by using function F 21 +G. The algorithm decides its searching directions based on the difference between the obtained value of principal components and the given value of principal components. Three searching steps are conducted until the error of all principal components is smaller than the given critical value. If the difference between the given value of principal components and the obtained value of principal components is greater than the corresponding critical value, the value of positional variables obtained in the current searching loop will be used as a new initial value for the next searching loop. Every searching step has its own critical value. Once a searching step finishes, the searched result will meet its own accuracy requirement. So, only the errors of Y 1 and Y 6 needed to be checked at the end of every searching loop. According to the relationship between the principal components and the positional variables, the allowable error of positional variables may be transformed to critical value of the principal components. In this study, it is supposed that the allowable error of positional variables ða 1 ; a 2 ; a 3 ; a 4 ; a 5 ; l m Þ is ð1 1 ; 1 2 ; 1 3 ; 1 4 ; 1 5 ; 1 lm Þ and the given value of principal components is ðY 10 ; Y 20 ; Y 30 ; Y 40 ; Y 50 ; Y 60 Þ. According to regression functions described above, the critical values of Y 1 and Y 6 may be given as follows: jY 10 2 Y 1 j , 1 lm , jY 60 2 Y 6 j , 441 5 .
B. Searching for the value of l m
The following properties may be obtained by analyzing the relationship between Y 1 and l m :
. Y 1 is mainly related to the positional variable l m and increases with the increment of the variable l m . In addition, equation (10) can be obtained by using equations (3) and (9):
Principal component Y 1 can be calculated by using equation (10) Figure 9 . Once an initial interval ½l mI ; l mU is given, the above process will conduct until the value jl mU 2 l mI j is smaller than the allowable error 1 lm . The regression function can be used to set the initial interval, so that the initial interval may be much closer to l m0 than random selection.
C. Searching for the value of a 5
The algorithm for searching for the value of a 5 is almost the same as the algorithm of searching for the value of l m . So it will not be repeated here.
D. Searching for the value of (a 1 ,a 2 ,a 3 ,a 4 ) Equation (11) may be obtained by using equations (3) and (9): Search for the value of (a 1 , a 2 , a 3 , a 4 )
Error < critical values
where: So, a real-valued function of ða 1 ; a 2 Þ may be defined:
According to the definition of g and the range of ða 1 ; a 2 Þ, it is known that ða 10 ; a 20 Þ is the zero point of g, and ða 30 ; a 40 Þ is the value of ða 3 ; a 4 Þ corresponding to ða 10 ; a 20 Þ. Therefore, the main problems are to search ða 3 ; a 4 Þ and to solve the zero point of g. The following sections will deal with these two problems.
2. Searching for ða 3 ; a 4 Þ If ða 1 ; a 2 ; a 50 ; l m0 Þ are given, based on the relationship between ðY 4 ; Y 5 Þ and ða 3 ; a 4 Þ, it is known that the variable a 3 increases with the increment of r 45 and the data points corresponding to the same value of a 4 are almost in a line in the plane ðY 4 ; Y 5 Þ. Also, the variable a 4 increases with the increment of polar angle u 45 . If a 3 is fixed, the value of a 4 can be obtained by using an algorithm similar to the algorithm in section B. The flow diagrams of the algorithm of searching for ða 3 ; a 4 Þ are shown in Figures 10 and 11. 3. Solving the zero point of function gða 1 ; a 2 Þ Solving the zero point of function gða 1 ; a 2 Þ is a low-dimensional nonlinear minimization problem which can be stated as:
where g is the real valued continuous function obtained previously. Recently, there has been a growing interest in solving global optimization problem using metaheuristics hybridized with direct search methods, especially with Nelder-Mead algorithm which probably is the most popular direct search method. Paper by Shang et al. (2001) presents some alternatives of combining existing local and global methods as cooperative solvers for constraint problems. Paper by Hedar and Fukushima (2006) proposes a continuous Tabu search called directed Tabu search method. Paper by Fan et al. (2006) integrates Nelder-Mead (NM) method with GA and particle swarm optimization (PSO), respectively. In this paper, a hybrid NM-PSO algorithm and a modified NM algorithm are used. In the first loop of the main algorithm as shown in Figure 8 , the hybrid NM-PSO algorithm is used to obtain an approximate solution of ða 1 ; a 2 ; a 3 ; a 4 Þ and, in the other loops, the modified NM algorithm is used to obtain a solution of ða 1 ; a 2 ; a 3 ; a 4 Þ satisfying the critical values. Hybrid NM-PSO algorithm. The NM method (Nelder and Mead, 1965 ) is a popular direct searching method for minimizing unconstrained real functions. It is based on the comparison of function values at the n þ 1 vertices x i ði ¼ 0; 1; . . . ; nÞ of a simplex. The simplex vertices are changed through reflection, expansion and contraction operations in order to find an improving point. PSO is one of the latest meta-heuristic techniques developed by Kennedy and Eberhart (1995) . PSO concept is based on a metaphor of social interaction such as bird flocking and fish schooling. In PSO algorithm, the potential solutions called "particles" fly around in the multidimensional Figure 9 The flow diagram of the algorithm for searching l m0 search space and the positions of individual particles are adjusted according to their own flying experience. In the first loop of main algorithm, an approximate minimum value of function gða 1 ; a 2 Þ is obtained by using the hybrid NM-PSO algorithm proposed by Fan et al. (2006) . They integrate NM method with PSO to locate the global optimal solution for the nonlinear continuous variable functions. The hybrid NM-PSO algorithm is outlined as follows:
Initialization. Generate a population of size 3N þ 1 when solving a N-dimensional problem: Loop 1 Evaluation and ranking. Evaluate the fitness of each particle. Rank them based on the fitness. 2 Modified simplex. Apply a simplex operator to the top N þ 1 particles and replace the N þ 1th particle with the update. 3 Apply modified PSO operator updating 2N particles with worst fitness. 4 If a termination condition is met, then output result.
End loop
The population size of this hybrid NM-PSO approach is set to seven in this study. A total of seven particles are sorted by the values of g and the particle with the smallest value is the global best particle. The top three particles are then fed into the NM algorithm to improve the third particle and the worst four particles are adjusted by the modified PSO method. The procedure of the modified PSO algorithm mainly consists of selection, mutation, and velocity update.
The searching process of the hybrid NM-PSO algorithm continues until a convergence stopping criterion is satisfied. Here, the criterion is that the value of the best particle is less than a fixed threshold 1.
Modified NM algorithm. It is assumed that an approximate solution has been obtained by hybrid NM-PSO algorithm in the first loop. The task of modified NM algorithm is to find a solution that meets the allowable errors of the positional variables according to the approximate solutions in other loops. The improvements of the modified NM are summarized as follows: 1 Initialization and boundary. A simplex of size l is initialized at x 0 based on the rule (Luresen and Riche, 2004 ):
where e i are the unit base vectors and:
The original Nelder-Mead algorithm is conceived for unbounded domain problems. With bounded variables, the points can leave the domain after either the reflection or the expansion operation. It is straightforward to account for variables bounds by projection: are the bounds in the ith direction. 2 Termination condition. According to the definition of function g, if the value of the best vertex is less than a threshold 1, the search should be finished. The threshold 1 can be obtained by using the relationship of ðY 2 ; Y 3 Þ and ða 1 ; a 2 Þ. It is supposed that ða 1 ; a 2 Þ is the best vertex. ða 3 ; a 4 Þ is the value of ða 3 ; a 4 Þ corresponding to ða 1 ; a 2 Þ. Let O : ðY 2c ; Y 3c Þ ¼ ð f 2 ð0; 0; a 3 ; a 4 ; a 50 ; l m0 Þ; f 3 ð0; 0; a 3 ; a 4 ; a 50 ; l m0 ÞÞ; A : ðY 2e ; Y 3e Þ ¼ ðf 2 ða 1 ; a 2 ; a 3 ; a 4 ; a 50 ; l m0 Þ; f 3 ða 1 ; a 2 ; a 3 ; a 4 ; a 50 ; l m0 ÞÞ; B : ðY 20 ; Y 30 Þ /AOB can be seen as the error of a 2 and:
may be seen as the error of a 1 , so: are the bounds of three vertexes in the ith direction, and 1 1 , 1 2 are the allowable errors of the positional variables a 1 , a 2 , respectively. If the simplex is small, k random trial points around the center of the simplex are generated by using x i ¼ x center þ Nð0; sÞ ði ¼ 1; . . . ; kÞ, where x center is the center of the simplex, s ¼ h1 i , h is a coefficient. Calculating the best trial point x best , if the value of x best is larger than the value of x center or kx center 2 x best k is smaller than the allowable errors of the positional Figure 10 The flow diagram of the algorithm for searching ða 3 ; a 4 Þ variables ða 1 ; a 2 Þ, x center can be seen as the solution. Otherwise, x best replaces the coarsest vertex and constructs new simplex.
The simplex is flat if jg H 2 g L j , 1 f , where g H and g L are the values of the worst vertex and the best vertex of the simplex, and 1 f is the tolerance value. If the simplex is flat, a new simplex is generated by using the center of old simplex and size l f .
The simplex is degenerated if it has collapsed into a line. If the simplex is degenerated, a new simplex is generated by using the best vertex of old simplex and size l d . The flow diagram of the algorithm is shown in Figure 12 .
V. Simulation experiment
A. Simulation
In the simulation experiment, a data set including 2,000 values of positional variables ða 1 ; a 2 ; a 3 ; a 4 ; a 5 ; l m Þ is generated randomly. The corresponding values of link lengths ðl 1 ; l 2 ; l 3 ; l 4 ; l 5 ; l 6 Þ are directly calculated by using the data set of ða 1 ; a 2 ; a 3 ; a 4 ; a 5 ; l m Þ. Then, the values of link lengths ðl 1 ; l 2 ; l 3 ; l 4 ; l 5 ; l 6 Þ are used as the input data and the proposed numerical algorithm is applied to come back to the original values of positional variables. The reason for coming back to the original values of positional variables is that no multiple solutions have been found in the range of positional variables given in the paper, and it is assumed that there is a unique solution in this range. Tables II and III indicate that the proposed algorithm is of high accuracy and adaptive. The proposed algorithm is an adaptive numerical algorithm of the forward kinematics of six-DOF Stewart platform, and its termination condition is the critical value of positional variables ða 1 ; a 2 ; a 3 ; a 4 ; a 5 ; l m Þ, which may be any values in practice. The other published numerical algorithms usually are not adaptive, their termination conditions mainly include the error of link lengths (Wang's (2007) algorithm, Hybrid immune genetic algorithm (IGA) (Liu et al., 2006) and iterative times (P.J. Parikh's algorithm (Parikh and Lam, 2005) , Iterative artificial neural network (ANN) (Parikh and Lam, 2008) ). Although it is claimed that these algorithms may converge to a high accuracy, in practice it is difficult to ascertain iterative times or critical value of the error of link lengths that is proportional to the desired accuracy of positional variables ða 1 ; a 2 ; a 3 ; a 4 ; a 5 ; l m Þ and it always leads that many data values cannot meet the desired accuracy in a specified termination condition. The percentage of data values that converge to the acceptable solution in a specified termination condition is also very important. It is shown in Table II that the percentage of data values converged to the acceptable solution is at least 96.9 percent by using the algorithm proposed in this study, Notes: MAE, mean absolute error; ME maximum absolute error which is higher than the percentage of Iterative ANN (Parikh and Lam, 2008 ) which claims about 85.55 percent of data values may converge to the accuracy in a specified iterative times. The proposed algorithm in this study is also of high accuracy comparing with other published numerical algorithm. In order to perform an objective comparison, the proposed algorithm is applied to a Stewart platform adapting geometric parameters used by those published algorithm. The results are listed in columns 2 and 3 of Table IV . The termination condition of the proposed algorithm is a 1 ; a 2 ; a 3 ; a 4 ; a 5 , 0:00003; l m , 0:0005. As shown in Table IV , for the orientation variables, the proposed algorithm achieved over 20 times accuracy improvement; While for the positional variables, the proposed algorithm is also of high accuracy. To validate the efficiency of the proposed algorithm, it is run on a computer having the same configuration as that of Y. Wang's algorithm and can achieve the accuracy as shown in Table IV in less than 30 s, while Wang's algorithm takes about 3 min to obtain its result.
B. Discussion
The proposed algorithm may be applied to a six-DOF Stewart platform which has other geometric parameters but no singular points and multiple solutions. In the simulation experiment, the proposed algorithm has been applied to three Stewart platforms with different geometric parameters. When the radii of two platforms and the coordinates of the joints are changed, the relationships between principal components and positional variables do not change, and the proposed algorithm is also stable and robust except that the accuracy may be different.
In this paper, a particular range of positional variables is discussed. If the range of positional variables is extended to the whole value, the problem will become multiple solutions and more complex. The following discussion illustrates the relationships between principal components and positional variables when the range of positional variables is extended to the whole value. It is obvious that if a 1 is extended from ½0; p=2 to ½0; p , the movement range of the mobile platform is also extended from above the base platform to both above and below the base platform and the number of solutions will be doubled too. Hence, the range of a 1 is ½0; p=2 in the following discussion. It is found that the general relationship between principal components and positional variables is the same as discussed in Section III-C. That is, l m ; a 5 are mainly related to Y 1 ; Y 6 , respectively. a 1 ; a 2 ; a 3 ; a 4 are mainly related to Y 2 ; Y 3 ; Y 4 ; Y 5 . The detail is as follows:
. When the range of l m is extended, Y 1 is also mainly related to l m and increases with the increase of l m .
. When the range of a 5 is extended to ½2p; p , Y 6 is also mainly related to a 5 and the relationship is like sine curve, a given value of Y 6 corresponds to two different values of a 5 .
. When the range of a 1 is extended to ½0; p=2, the relationships between ða 1 ; a 2 Þ and ðY 2 ; Y 3 Þ, ða 1 ; a 2 Þ and ðY 4 ; Y 5 Þ are not changed.
. When the range of a 3 is extended to ½0; p=2, the relationships between ða 3 ; a 4 Þ and ðY 2 ; Y 3 Þ, ða 3 ; a 4 Þ and ðY 4 ; Y 5 Þ are not changed.
. When the range of a 3 is ½p=2; p , the relationships between ða 3 ; a 4 Þ and ðY 2 ; Y 3 Þ, ða 3 ; a 4 Þ and ðY 4 ; Y 5 Þ are the same as the situation of a 3 [ ½0; p=2. Thus, any a given point in the plane ðY 2 ; Y 3 Þ corresponds to two different values of ða 3 ; a 4 Þ when a 3 is extended to ½0; p .
The analysis above shows that there may be eight solutions for the whole range for any given six-DOF Stewart platform. The proposed numerical algorithm may be applied to find all eight solutions after further modifications.
Conclusions
A six-DOF Stewart platform has been analyzed by using the principal component analysis. The analytical result was used to build up an adaptive numerical algorithm to compute the forward kinematics problem of Stewart platform. In the numerical algorithm, the computation of ða 1 ; a 2 ; a 3 ; a 4 Þ is a difficulty, which is transformed to be a two-dimensional nonlinear minimization problem. Then, a hybrid NM-PSO algorithm and a modified NM algorithm are used to solve the two-dimensional nonlinear minimization problem in this study. The numerical algorithm shows its high accuracy and efficiency for the forward kinematics problem through simulation experiments. However, the results presented in this paper are mainly for a particular range of position and orientation of the platform. If the range of position and orientation of the platform is extended, the forward kinematics analysis will become multiple solutions and more complicated. The relationships between principal components and positional variables when the range of positional variables is extended to the whole value are discussed in Section V-B. Since the discussion of the problem of multiple solutions is not the main purpose of this paper, some further research is still required: the further analysis of the relationship between principal components and positional variables when the range of positional variables is whole value can enhance the understanding the properties of Stewart platform; the numerical algorithm for multiple solutions has great potential to be improved. (Parikh and Lam, 2008) MAE is about 0.25 mm, 0.018 MAE is 0.012 mm, 0.000348 Iterative times Hybrid IGA (Liu et al., 2006) MAE is about 0.02 mm, 0.028 MAE is 0.01 mm, 0.000468 Error of link lengths Wang's (2007) algorithm MAE is to the order of 0.1 mm, 0.018 MAE is 0.01 mm, 0.000368 Error of link lengths
