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Abstract
We develop a unifying method to obtain the interior and boundary estimates for the weak solution of a
nonlinear elliptic partial differential equation of p-Laplacian type with BMO coefficients in a δ-Reifenberg
flat domain. Our results greatly improve the known results for such equations.
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1. Introduction
In this paper we study the global estimates for weak solutions of a nonlinear elliptic equation
with discontinuous coefficients in irregular domains.
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168 S.-S. Byun et al. / Journal of Functional Analysis 250 (2007) 167–196Let Ω be an open, bounded domain in Rn and suppose 1 <p < ∞. We consider the following
p-Laplacian type equations:
div
(
(A∇u · ∇u)p−22 A∇u)= div(|f|p−2f) in Ω. (1.1)
Here f ∈ Lq(Ω) is a given vector field for some p  q < ∞, and A = [aij (x)]n×n is a symmetric
matrix with measurable coefficients satisfying the uniform ellipticity condition
λ|ξ |2 A(x)ξ · ξ Λ|ξ |2 (1.2)
for all ξ ∈Rn and almost every x ∈ Ω , where λ and Λ are positive constants.
Equation (1.1) arises naturally in many different contexts. It is the Euler–Lagrange equation
for the variational integral
1
p
∫
Ω
(A∇u · ∇u)p2 dx −
∫
Ω
|f|p−2f · ∇udx.
In the case p = n with f = 0, Eq. (1.1) plays a key role in theory of quasiconformal mappings
(see [12]).
We are interested in studying how the regularity of f is reflected to the solutions under minimal
assumptions on the matrix of coefficient A and the smoothness requirement on the domain Ω .
To introduce the main result we need to establish some notations. By a ball Bρ(y) ⊂ Rn,
centered at the point y ∈Rn, with radius ρ > 0, we mean a set
Bρ(y) =
{
x ∈Rn: |x − y| < ρ}.
The integral average on a bounded subset E of Rn of an integral function f ∈ L1(E) is defined
by
f E =
∫
–
E
f (x)dx = 1|E|
∫
E
f (x)dx.
The main assumption on A is that it is in the John–Nirenberg space BMO (see [14]) of the
functions of bounded mean oscillation with small BMO semi-norms. More precisely, we have
the following assumption.
Definition 1.1. We say that the coefficients matrix A is (δ,R)-vanishing if
sup
0<ρR
sup
y∈Rn
∫
–
Bρ(y)
∣∣A(x)−ABρ(y)∣∣dx  δ. (1.3)
Recently elliptic/parabolic problems with discontinuous coefficients of VMO/BMO type have
been extensively studied for related regularity theory (see [1–3,6–8,16–19,22,23,29]). We would
like to point out that a function in VMO satisfies the small BMO condition described above;
needless to say, if a function satisfies the VMO condition, then it does the small BMO condition.
Thus our results reported here will improve those obtained under the VMO condition.
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small BMO condition (1.3), is larger than the class of functions satisfying the VMO condition
(see [26]). For example, one take functions which allow a small jumping at a finite number of
points x. Of course such functions do not satisfy the VMO condition, while they do the small
BMO condition (1.3).
Our geometric setting for the domain is stated as the following.
Definition 1.3. We say that Ω is (δ,R)-Reifenberg flat if for every x ∈ ∂Ω and every ρ ∈ (0,R],
there exists a coordinate system {y1, . . . , yn}, which can depend on ρ and x so that x = 0 in this
coordinate system and that
Bρ(0)∩ {yn > ρδ} ⊂ Bρ(0)∩Ω ⊂ Bρ(0)∩ {yn > −ρδ}.
A Reifenberg flat domain was introduced by Reifenberg in the paper [24] where the author
showed that it is locally a topological disk if δ is sufficiently small. Reifenberg flat domains
might be fractals which exhibits self-similarity across all scales. A good example of Reifenberg
flat domains is a flat version of the well-known Van Koch snowflake when the angle of the
spike with respect to the horizontal one is sufficiently small (see [29]). They exhibit minimal
geometric properties for some natural properties in geometric analysis to hold (see [11,15–17,
24]). The boundary of a Reifenberg domain is like a coastline or a crystal grain boundary.
Remark 1.4. In the definitions above we mean δ to be a small positive constant while one can
assume R = 1, or R = 48 later in this paper, by a scaling.
As usual, solutions of (1.1) are taken in a weak sense. We use the following classical definition
of a weak solution.
Definition 1.5. The Sobolev space W 1,p0 (Ω) consists of all functions u ∈ W 1,p(Ω) whose zero
extension from Ω to Rn are in W 1,p(Rn). Then we say that u ∈ W 1,p(Ω) is a weak solution of
(1.1) if we have
∫
Ω
(A∇u · ∇u)p−22 A∇u · ∇ϕ dx =
∫
Ω
|f|p−2f · ∇ϕ dx
for all ϕ ∈ W 1,p0 (Ω). Furthermore we say a weak solution u has zero Dirichlet boundary condi-
tion if u ∈ W 1,p0 (Ω).
Remark 1.6. We would like to point out that our definition of W 1,p0 (Ω) is equivalent to the
classical one, the closure of C∞0 (Ω) in W 1,p(Ω).
For the classical case q = p, we have
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Then there exists a unique weak solution u ∈ W 1,p0 (Ω) of (1.1) with the estimate∫
Ω
|∇u|p dx  C
∫
Ω
|f|p dx,
where the constant C is independent of u and f.
Proof. We consider the variational functional
I [w] = 1
p
∫
Ω
(A∇w · ∇w)p2 dx −
∫
Ω
|f|p−2f · ∇wdx
in Sobolev space W 1,p0 (Ω). Then by the classical theory on the calculus of variations, one can
show the existence and uniqueness of minimizer of I [·] over W 1,p0 (Ω), and the minimizer is the
weak solution of (1.1). If we put ϕ = u in the integral identity in Definition 1.5, we have∫
Ω
(A∇u · ∇u)p−22 A∇u · ∇udx =
∫
Ω
|f|p−2f · ∇udx.
Using uniform ellipticity condition (1.2) and Young’s inequality with τ , we deduce
λ
p
2
∫
Ω
|∇u|p dx  τ
∫
Ω
|∇u|p dx +C(τ)
∫
Ω
|f|p dx.
We select τ small enough to have the desired estimate. This finishes the proof. 
In this paper, we will show that the gradient of the weak solution for Eq. (1.1) preserves the
same higher integrability as the vector field f under an appropriate condition on A and a very
general geometric condition on Ω . More precisely, we will show that
f ∈ Lq(Ω) ⇒ ∇u ∈ Lq(Ω)
provided A is (δ,R)-vanishing and Ω (δ,R)-Reifenberg flat for each q  p. The case q = p
follows from Lemma 1.7. So hereafter we only consider the case q > p. We now state the main
result of the present article.
Theorem 1.8. Let q > p be a real number. Then there is a small number δ = δ(λ,Λ,p,n) > 0
so that for all A with A (δ,R)-vanishing, for all Ω with Ω (δ,R)-Reifenberg flat, and for all f
with f ∈ Lq(Ω;Rn), the weak solution u ∈ W 1,p0 (Ω) of (1.1) actually belongs to u ∈ W 1,q0 (Ω)
with the estimate ∫
Ω
|∇u|q dx  C
∫
Ω
|f|q dx,
where the constant C is independent of u and f.
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nonzero boundary condition that can be extended to a W 1,q function in Ω . We may use the same
method and refer to [19] to deal with this general case.
When p = 2, Eq. (1.1) is a linear elliptic one. In this case, Di Fazio in [6] proved a global
W 1,q(Ω), 1 < q < ∞ estimate provided the coefficients are bounded functions of vanishing
mean oscillation (VMO) and the domain is C1,1. We refer to [8,23] for very interesting works
concerning VMO coefficients in this direction. The argument in [6] is based on explicit represen-
tation formulas involving singular integral operators and commutators, and works only for the
linear equations in this direction. Recently the authors in [2] obtained the same result as in [6] un-
der much weaker assumptions, which are that the coefficients have a suitable smallness condition
in BMO space and the domain is sufficiently flat in the Reifenberg sense. The approach relies
on weak compactness, the Hardy–Littlewood maximal function, the Vitali covering lemma, good
Λ-inequalities, and energy estimates.
When p 	= 2, Eq. (1.1) is a highly nonlinear elliptic equation. In this case when the matrix A is
the unitary matrix, the related interior estimates have been obtained by DiBenedetto and Manfredi
in [10], and by Iwaniec in [13]. Their methods are based on maximal function inequalities and
the regularity theory for the p-harmonic equations in [9,20,28,30]. An interior regularity result
for more general p-Laplacian operator was obtained by Caffarelli and Peral in [5]. To apply
their result to Eq. (1.1), one has to assume that the matrix A is sufficiently close to the unitary
matrix in the L∞ sense. Their approach is based on the maximal function and the Calderón–
Zygmund decomposition. When A is of VMO class and Ω is of C1,α , 0 < α  1, the interior
and boundary estimates have been obtained by Kinnunen and Zhou in [18,19], where they found
a local version for the sharp maximal functions to prove the interior estimates, and employed the
flattening argument to obtain the boundary estimates.
In this paper by combining the approaches used in [2] and [18], we will develop a unifying
method to obtain the interior and boundary estimates for the nonlinear case that p 	= 2. This new
method is much simpler than the approach in [18] since only maximal functions instead of sharp
maximal functions are involved. This method is more flexible to deal with the irregular domains
than the flattening argument since the latter always requires some differentiability conditions on
the boundaries of the domains. The main difficulty in our work comes from the nonlinearity of
Eq. (1.1), which causes the counterparts in nonlinear case for the obvious conclusions in linear
case to be hard to prove. Although we use similar functional framework and analytic procedure
as in [2], more complicated analysis has to be carefully carried out with great patience.
This could be an intriguing development since the present tools are quite flexible and suitable
for both linear and nonlinear problems. In particular, these techniques can be used in many other
situations like sub-elliptic and parabolic operators. In a forthcoming paper we will extend the
present result to a parabolic setting.
This paper is organized as follows. We recall in Section 2 some preliminary tools and known
results. In Section 3 we discuss interior estimates. Section 4 is devoted to boundary estimates.
Finally in Section 5 we give our proof of Theorem 1.8.
2. Preliminary tools
We will combine compactness method, the classical Hardy–Littlewood maximal function, the
Vitali covering lemma and standard arguments of measure theory.
Our compactness method is based on the following lemma.
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embedded in Lp(Ω) for all 1 <p < ∞.
We use a maximal function operator.
Definition 2.2. The Hardy–Littlewood maximal functionMf of a locally integrable function f
is a function such that
(Mf )(x) = sup
ρ>0
∫
–
Bρ(x)
∣∣f (y)∣∣dy.
If f is not defined outside Ω ,
MΩf =M(χΩf ),
where χ is the usual characteristic function.
The basic properties for the Hardy–Littlewood maximal function are the followings.
Lemma 2.3. (See [27].)
(1) (Strong p–p estimate.) If f ∈ Lp(Rn) with 1 < p ∞, thenMf ∈ Lp(Rn) and
1
C
‖f ‖Lp  ‖Mf ‖Lp  C‖f ‖Lp . (2.1)
(2) (Weak 1–1 estimate.) If f ∈ L1(Rn), then∣∣{x ∈Rn: (Mf )(x) > t}∣∣ C
t
∫ ∣∣f (x)∣∣dx. (2.2)
We will make essential use of the following argument. We would like to point out that a similar
one was proved by Safonov in the paper [25] for proving Harnack’s inequality although not on
Reifenberg domains.
Lemma 2.4. (See [2].) Assume that C and D are measurable sets, C ⊂ D ⊂ Ω with Ω (δ,1)-
Reifenberg flat, and that there exists an  > 0 such that |C| < |B1| and that for all x ∈ Ω and
for all r ∈ (0,1] with |C ∩Br(x)| |Br(x)| we have Br(x)∩Ω ⊂ D. Then,
|C| [10/(1 − δ)]n|D|.
We use the following standard arguments of measure theory.
Lemma 2.5. (See [4].) Suppose that f is a nonnegative and measurable function in Rn. Suppose
further that f has a compact support in a bounded subset E of Rn. Let θ > 0 and m > 1 be
constants. Then for 0 <p < ∞ we have
f ∈ Lp(E) ⇔ S =
∑
mkp
∣∣{x ∈ E: f (x) > θmk}∣∣< ∞k1
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1
C
S  ‖f ‖p
Lp(E)
C
(|E| + S),
where C > 0 is a constant depending only on θ , m, and p.
3. Interior W 1,q estimates
In this section we will obtain interior W 1,q , q  p, estimates for the problem (1.1). As an-
nounced in Introduction, the coefficients matrix A is assumed to be (δ,R)-vanishing. This section
will be mainly devoted to get the following theorem which will be a main point for interior esti-
mates.
Theorem 3.1. Let u ∈ W 1,p(Ω) be a weak solution of (1.1) and Br(y) a ball with center y ∈ Ω
and radius r ∈ (0,1] with B6r (y) ⊂ Ω . Then there is a constant N1 > 0 so that for any  > 0,
there exists a small δ = δ() > 0 such that if A is (δ,6)-vanishing and∣∣{x ∈ Ω: M(|∇u|p)(x) > Np1 }∩Br(y)∣∣ ∣∣Br(y)∣∣,
then we have
Br(y) ⊂
{
x ∈ Ω: M(|∇u|p)> 1}∪ {x ∈ Ω: M(|f|p)> δp}.
This section will be mainly devoted to get the above theorem. Throughout this section based
on a scaling argument we assume that R is a positive constant with
1R  6
and that
B6 = B6(0) ⊂ Ω.
We want to find local estimates of weak solutions of (1.1) from well-known C0,1 regularity
results for the following reference equations:
div
(
(ABR∇v · ∇v)
p−2
2 ABR∇v
)= 0 in BR, (3.1)
where ABR is the integral average of A over BR , as was notated in Introduction.
Let us start with the following definition of a weak solution.
Definition 3.2. We say that v ∈ W 1,p(BR) is a weak solution of (3.1) if we have∫
BR
(ABR∇v · ∇v)
p−2
2 ABR∇v · ∇ϕ dx = 0
for all ϕ ∈ W 1,p(BR).0
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obtain the main result, Theorem 1.8, for the classical case q = p.
Lemma 3.3. Assume that u ∈ W 1,p(Ω) is a weak solution of (1.1). Then we have∫
B2
|φ|p|∇u|p dx  C
( ∫
B2
|φ|p|f|p dx +
∫
B2
|∇φ|p|u|p dx
)
for all φ ∈ C∞0 (B2).
Proof. See the proof of Lemma 4.3. 
We will use the following approximation lemma whose proof is based on Minty–Browder
method (see [31]).
Lemma 3.4. For any  > 0, there exists a small δ = δ() > 0 such that if u ∈ W 1,p(Ω) is a weak
solution of (1.1), with ∫
–
B4
|A−AB4 |dx  δ (3.2)
and ∫
–
B4
|∇u|p dx  1,
∫
–
B4
|f|p dx  δp, (3.3)
then there exists a weak solution v ∈ W 1,p(B4) of (3.1) such that∫
B4
|u− v|p dx  p. (3.4)
Proof. We prove this lemma by contradiction. If not, then there would exist 0 > 0, {Ak}∞k=1,
{uk}∞k=1, {fk}∞k=1 such that uk ∈ W 1,p(Ω) is a weak solution of
div
(
(Ak∇uk · ∇uk) p−22 Ak∇uk
)= div(|fk|p−2fk), (3.5)
with ∫
–
B4
|Ak −AkB4 |dx 
1
k
(3.6)
and ∫
– |∇uk|p dx  1,
∫
– |fk|p dx  1
kp
, (3.7)B4 B4
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|uk − vk|p dx > p0 (3.8)
for any weak solution vk ∈ W 1,p(B4) of
div
(
(AkB4∇vk · ∇vk)
p−2
2 AkB4∇vk
)= 0. (3.9)
Without loss of generality, we assume that uk = 0 since uk − uk is still a weak solution of
(3.5), which also satisfies (3.7).
Using (3.7) and Poincaré’s inequality, we find {uk}∞k=1 is bounded in W 1,p(B4) and extract a
subsequence, which we still denote by {uk}, such that{
uk ⇀ u∞ weakly in W 1,p(B4),
uk → u∞ in Lp(B4)
(3.10)
for some u∞ ∈ W 1,p(B4).
Recalling that Ak is uniformly elliptic we see {AkB4}∞k=1 is bounded in Rn
2
. Thus there is a
subsequence, which we denote by {Ak}, such that
Ak → A∞ in Rn2 (3.11)
for some constant matrix A∞. Then it follows from (3.6) and A ∈ L∞ that
Ak → A∞ in L
p
p−1 (B4). (3.12)
We now claim that u∞ ∈ W 1,p(B4) is a weak solution of
div
(
(A∞∇u∞ · ∇u∞) p−22 A∞∇u∞
)= 0. (3.13)
Indeed, if ϕ ∈ W 1,p0 (B4), it follows from (3.5) and Definition 1.5 that∫
B4
(Ak∇uk · ∇uk) p−22 Ak∇uk · ∇ϕ dx =
∫
B4
|fk|p−2fk · ∇ϕ dx. (3.14)
Since |∇uk|p−2∇uk is bounded in L
p
p−1 (B4), and Ak is uniformly elliptic and uniformly
bounded, there exist a vector-valued function ξ ∈ L pp−1 (B4;Rn) and a subsequence of {(Ak∇uk ·
∇uk) p−22 Ak∇uk}, which we still denote by the same, such that
(Ak∇uk · ∇uk) p−22 Ak∇uk ⇀ ξ weakly in L
p
p−1 (B4). (3.15)
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B4
ξ · ∇ϕ dx = 0. (3.16)
By approximation we may replace ϕ by u∞ϕ in (3.16) to find that∫
B4
(ξ · ∇ϕ)u∞ dx = −
∫
B4
(ξ · ∇u∞)ϕ dx. (3.17)
To finish our claim (3.13), we need only to show that
ξ = (A∞∇u∞ · ∇u∞) p−22 A∞∇u∞ a.e. in B4. (3.18)
Recalling an elementary inequality
(
(Aks · s) p−22 Aks − (Akt · t) p−22 Akt
) · (s − t) 0
for all s, t ∈Rn, we have that∫
B4
(
(Ak∇uk · ∇uk) p−22 Ak∇uk − (Ak∇h · ∇h)p−22 Ak∇h
) · (∇(uk − h))φ dx  0
for every h ∈ W 1,p(B4) and every nonnegative φ ∈ C∞0 (B4), which implies that∫
B4
(
(Ak∇uk · ∇uk) p2 φ − (Ak∇h · ∇h)p−22 (Ak∇h · ∇uk)φ
− (Ak∇uk · ∇uk) p−22 (Ak∇uk · ∇h)φ + (Ak∇h · ∇h)p2 φ
)
dx  0.
Now notice that if we replace the test function ukφ with ϕ in (3.14), then∫
B4
(Ak∇uk · ∇uk) p2 φ dx
= −
∫
B4
(
(Ak∇uk · ∇uk) p−22 Ak∇uk
) · ∇φuk dx
+
∫
B4
|fk|p−2(fk · ∇uk)φ dx +
∫
B4
|fk|p−2(fk · ∇φ)uk dx,
to observe that
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B4
(
(Ak∇uk · ∇uk) p−22 Ak∇uk
) · ∇φuk dx
+
∫
B4
|fk|p−2(fk · ∇uk)φ dx +
∫
B4
|fk|p−2(fk · ∇φ)uk dx
−
∫
B4
(Ak∇h · ∇h)p−22 (Ak∇h · ∇uk)φ dx
−
∫
B4
(Ak∇uk · ∇uk) p−22 (Ak∇uk · ∇h)φ dx
+
∫
B4
(Ak∇h · ∇h)p2 φ dx  0.
We use (3.15) and recall (3.7), (3.19) and (3.12) to find, upon passing to limits in the identity
above, that ∫
B4
(−(ξ · ∇φ)u∞ − (A∞∇h · ∇h)p−22 (A∞∇h · ∇u∞)φ
− ξ · ∇hφ + (A∞∇h · ∇h)p2 φ
)
dx  0.
Applying (3.17) with φ replacing ϕ, we have∫
B4
(
(ξ · ∇u∞)φ − (A∞∇h · ∇h)p−22 (A∞∇h · ∇u∞)φ
− ξ · ∇hφ + (A∞∇h · ∇h)p2 φ
)
dx  0,
which implies that∫
B4
(
ξ − (A∞∇h · ∇h)p−22 A∞∇h
) · (∇u∞ − ∇h)φ dx  0.
Next we choose h = u∞ − τw for any τ > 0, w ∈ W 1,p(B4) in the above inequality to have∫
B4
(
ξ − (A∞∇(u∞ − τw) · ∇(u∞ − τw)) p−22 A∞∇(u∞ − τw)) · (∇w)φ dx  0.
Passing to limits as τ → 0 and using Lebesgue’s dominated convergence theorem, we obtain∫ (
ξ − (A∞∇u∞ · ∇u∞) p−22 A∞∇u∞
) · (∇w)φ dx  0
B4
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for −w, it follows that∫
B4
(
ξ − (A∞∇u∞ · ∇u∞) p−22 A∞∇u∞
) · (∇w)φ dx = 0
for every w ∈ W 1,p(B4) and every nonnegative φ ∈ C∞0 (B4), which implies that (3.18) is true.
Therefore our claim (3.13) is proved.
Now we consider the weak solution vk ∈ W 1,p(B4) of (3.9) with vk − uk ∈ W 1,p0 (B4). We
choose the test function vk −uk in (3.9), and use Poincaré’s inequality to find {vk}∞k=1 is bounded
in W 1,p(B4) and extract a subsequence, which we still denote by {vk}, such that{
vk ⇀ v∞ weakly in W 1,p(B4),
vk → v∞ in Lp(B4)
(3.19)
for some v∞ ∈ W 1,p(B4). Using again the same observation it follows from (3.7) and (3.11) that
div
(
(A∞∇v∞ · ∇v∞) p−22 A∞∇v∞
)= 0 in B4
is also the limiting equation of PDE (3.9). Thus u∞, v∞ are both solutions of PDE (3.13). In the
meanwhile, vk − uk ∈ W 1,p0 (B4) implies that v∞ − u∞ ∈ W 1,p0 (B4). Therefore it follows from
the uniqueness of the weak solution for PDE (3.13) that v∞ = u∞. Finally we let k → ∞ in (3.8)
to reach a contradiction. 
With the same conditions and notations as those in Lemma 3.4 we have the following estimate.
Corollary 3.5. ∫
B2
∣∣∇(u− v)∣∣p dx  p.
Proof. We apply Lemma 3.4, with η > 0 replacing  and δ(η) replacing δ() to find∫
B4
|u− v|pdx  ηp.
Using then the definition of weak solutions (see Definitions 1.5 and 3.2), we have∫
B4
(A∇u · ∇u)p−22 A∇u · ∇ϕ dx =
∫
B4
|f|p−2f · ∇ϕ dx (3.20)
and ∫
(AB4∇v · ∇v)
p−2
2 AB4∇v · ∇ϕ dx = 0B4
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0 φ  1, sptφ ⊂ B3 and φ = 1 on B2.
Now note that the function φp(u − v) belongs to W 1,p0 (B4), and then substitute ϕ = φp(u − v)
into (3.20), to find in almost exactly the same way as we will do in the proof of Corollary 4.5 that∫
B2
∣∣∇(u− v)∣∣p dx  C(δ + ηp).
Hence we are done by selecting η and δ satisfying
C
(
δ + ηp)= p. 
Lemma 3.6. There is a constant N1 > 0 so that for any  > 0, there exists a small δ = δ() > 0
such that if u ∈ W 1,p(Ω) is a weak solution of (1.1) in Ω ⊃ B6, with A (δ,6)-vanishing and
B1 ∩
{
x: M(|∇u|p)(x) 1}∩ {x: M(|f|p)(x) δp} 	= ∅, (3.21)
then we have ∣∣{x: M(|∇u|p)(x) > Np1 }∩B1∣∣< |B1|.
Proof. From (3.21), there exists an x0 ∈ B1 such that∫
–
Bρ(x0)
|∇u|p dx  1 and
∫
–
Bρ(x0)
|f|p dx  δp
for each 0 < ρ < dist(x0, ∂Ω).
Since B4 ⊂ B5(x0), we observe that∫
–
B4(0)
|f|p dx  (5/4)n
∫
–
B5(x0)
|f|p dx  (5/4)nδp
and that ∫
–
B4
|∇u|p dx  (5/4)n.
Now apply Corollary 3.5 to problem (1.1), with (4/5) np u replacing u and (4/5) np f replacing f,
to obtain that for any η > 0 there exist a small δ = δ(η) > 0 and a weak solution v ∈ W 1,p(B4)
of (3.1) such that ∫ ∣∣∇(u− v)∣∣p dx  ηp, (3.22)B2
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–
B4
|f|p dx  δp and
∫
–
B4
|A−AB4 |dx  δ.
As in the proof of Lemma 4.6, we can claim{
x ∈ B1: M
(|∇u|p)>Np1 }⊂ {x ∈ B1: MB4(∣∣∇(u− v)∣∣p)>Np0 },
where Np1 = max{2p+1Np0 ,2n}. Using a weak (1,1) estimate (see Lemma 2.3) and (3.22), we
deduce ∣∣{x ∈ B1: M(|∇u|p)>Np1 }∣∣ ∣∣{x ∈ B1: MB4(∣∣∇(u− v)∣∣p)>Np0 }∣∣
 C
N
p
0
∫
B2
∣∣∇(u− v)∣∣p dx
 C
N
p
0
ηp
= |B1|,
by taking δ = δ(η) > 0 satisfying the last identity above. This completes the proof. 
Now one can get Theorem 3.1 as an immediate consequence from Lemma 3.6 and the scaling
argument.
4. Nonlinear elliptic equations in Reifenberg domains
In this work we consider{
div
(
(A∇u · ∇u)p−22 A∇u)= div(|f|p−2f) in Ω,
u = 0 on ∂Ω.
(4.1)
We recall here from Introduction that the matrix of coefficients A = [aij ] is measurable, symmet-
ric, uniformly bounded and uniformly elliptic. The main assumption on A is that it is of BMO
space with small BMO semi-norms. The boundary ∂Ω is assumed to be (δ,R)-Reifenberg flat.
We write for each ρ > 0
Ωρ = Bρ ∩Ω, B+ρ = Bρ ∩ {xn > 0}
and
∂wΩρ = Bρ ∩ ∂Ω, Tρ = Bρ ∩ {xn = 0}.
Based on a scaling hereafter we assume that
1R  48 (4.2)
S.-S. Byun et al. / Journal of Functional Analysis 250 (2007) 167–196 181and localize our interest into the case that for each ρ with 1 ρ  48,
Bρ ∩ {xn > −ρδ} ⊃ Ωρ ⊃ B+ρ , (4.3)
where δ > 0 is small and determined later.
To study the smoothness of weak solutions up to the boundary, we consider the following
reference problems on the flat boundary:{
div
(
(A˜∇v · ∇v)p−22 A˜∇v)= 0 in B+R ,
v = 0 on TR,
(4.4)
where A˜ is a constant matrix of coefficients satisfying that
‖AB+R − A˜‖∞ is small enough.
Definition 4.1. v ∈ W 1,p(B+R ) is a weak solution of (4.4) if its zero extension to BR is in
W 1,p(BR) and if we have ∫
B+R
(A˜∇v · ∇v)p−22 A˜∇v · ∇ϕ dx = 0
for all ϕ ∈ W 1,p0 (B+R ).
Remark 4.2. (See [19,21].) We will only use the C0,1 gradient estimates for Eq. (4.4) with
constant coefficients on the flat boundaries though we have better gradient estimates. If v ∈
W 1,p(B+4 ) is a weak solution of (4.4) and we extend the v from B+4 to Ω4 by the zero extension,
then ∇v ∈ L∞(Ω3;Rn).
Recalling Ω1 = B1(0) ∩ Ω and noting (4.2) and (4.3), we have the following Lp energy
estimate.
Lemma 4.3. Assume that u ∈ W 1,p0 (Ω) is the weak solution of (1.1). Then we have∫
Ω1
|φ|p|∇u|p dx  C
( ∫
Ω1
|φ|p|f|p dx +
∫
Ω1
|∇φ|p|u|p dx
)
(4.5)
for all φ ∈ C∞0 (B1).
Proof. We observe φpu ∈ W 1,p0 (Ω) and use Definition 1.5 to discover∫
(A∇u · ∇u)p−22 A∇u · ∇(φpu)dx = ∫ |f|p−2f · ∇(φpu)dxΩ1 Ω1
182 S.-S. Byun et al. / Journal of Functional Analysis 250 (2007) 167–196and write the resulting expression as
I1 = I2 + I3 + I4,
where
I1 =
∫
Ω1
φp(A∇u · ∇u)p2 dx,
I2 =
∫
Ω1
pφp−1u|f|p−2f · ∇φ dx,
I3 =
∫
Ω1
φp|f|p−2f · ∇udx,
I4 = −
∫
Ω1
pφp−1u(A∇u · ∇u)p−22 (A∇u · ∇φ)dx.
Estimate of I1. In view of the uniform ellipticity condition we have
I1 =
∫
Ω1
φp(A∇u · ∇u)p2 dx  λp2
∫
Ω1
φp|∇u|p dx.
Estimate of I2. From Young’s inequality with τ we observe
I2 =
∫
Ω1
pφp−1u|f|p−2f · ∇φ dx
 p
∫
Ω1
(|φ||f|)p−1(|u||∇φ|)dx
 τ
∫
Ω1
|φ|p|f|p dx +C(τ)
∫
Ω1
|∇φ|p|u|p dx.
Estimate of I3. From Young’s inequality with τ we observe
I3 =
∫
Ω1
φp|f|p−2f · ∇udx

∫
Ω1
(|φ||f|)p−1(|φ||∇u|)dx
 τ
∫
|φ|p|∇u|p dx +C(τ)
∫
|φ|p|f|p dx.Ω1 Ω1
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with τ that
I4 = −
∫
Ω1
pφp−1u(A∇u · ∇u)p−22 (A∇u · ∇φ)dx
 C
∫
Ω1
(|φ||∇u|)p−1(|u||∇φ|)dx
 τ
∫
Ω1
|φ|p|∇u|p dx +C(τ)
∫
Ω1
|u|p|∇φ|p dx.
Now we combine the estimates I1, I2, I3 and I4 to discover
λ
p
2
∫
Ω1
φp|∇u|p dx 
∫
Ω1
[
3τ
(|φ|p|∇u|p)+C(τ)(|u|p|∇φ|p + |φ|p|f|p)]dx.
We finally choose small enough τ > 0 to obtain the estimate (4.5). 
Lemma 4.4. For any  > 0, there exists a small δ = δ() > 0 such that if u ∈ W 1,p0 (Ω) is a weak
solution of (4.1), with
B4 ∩ {xn > −4δ} ⊃ Ω4 ⊃ B+4 , (4.6)∫
–
B+4
|A−AB+4 |dx  δ, (4.7)
∫
–
Ω4
|∇u|p dx  1 and
∫
–
Ω4
|f|p dx  δp, (4.8)
then there exist a constant matrix A˜ with ‖AB+4 − A˜‖∞   and a corresponding weak solution
v ∈ W 1,p(B+4 ) of (4.4) such that ∫
B+4
|u− v|p dx  p. (4.9)
Proof. We argue by contradiction. If not, there would exist 0 > 0, {Ak}∞k=1, {uk}∞k=1, {fk}∞k=1,
and {Ωk}∞k=1 such that uk ∈ W 1,p0 (Ωk) is a weak solution of{
div
(
(Ak∇uk · ∇uk) p−22 Ak∇uk
)= div(|fk|p−2fk) in Ωk,
uk = 0 on ∂wΩk,
(4.10)
with
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{
xn > −4
k
}
⊃ Ωk ⊃ B+4 , (4.11)∫
–
B+4
|Ak −AkB+4 |dx 
1
k
, (4.12)
∫
–
Ωk4
|∇uk|p dx  1 and
∫
–
Ωk4
|fk|p dx  1
kp
. (4.13)
But we have ∫
B+4
|uk − v|p dx > p0 (4.14)
for any constant matrix A˜ with ‖AkB+4 − A˜‖∞  0 and for any corresponding weak solution
v ∈ W 1,p(B+4 ) of (4.4).
Now we extend uk by zero to B4 and denote it by uk also. By the definition of W 1,p0 (Ω),
we have uk ∈ W 1,p(B4) and by Poincaré’s inequality, we have ‖uk‖W 1,p(B4)  C. Consequently
there exists a subsequence, which we still denote by {uk}, and u∞ ∈ W 1,p(B+4 ) such that{
uk ⇀ u∞ weakly in W 1,p
(
B+4
)
,
uk → u∞ in Lp
(
B+4
)
.
(4.15)
Hence it follows from (4.11) that u∞ = 0 on T4.
Since {AkB+4 }
∞
k=1 is uniformly bounded in Rn
2
, there exists a subsequence, which we still
denote by {Ak}, such that
Ak → A∞ in Rn2
for some constant matrix A∞. Consequently (4.12) and the fact that A ∈ L∞ imply
Ak → A∞ in L
p
p−1
(
B+4
)
. (4.16)
Now we recall (4.10)–(4.13), use (4.15)–(4.16) and let k → ∞ in (4.10) as in the proof
Lemma 3.4, one can show that u∞ ∈ W 1,p(B+4 ) is a weak solution of{
div
(
(A∞∇u∞ · ∇u∞) p−22 A∞∇u∞
)= 0 in B+4 ,
u∞ = 0 on T4.
Taking A˜ = A∞, v = u∞ and sending k → ∞, we finally reach a contradiction to (4.14),
which finishes our proof. 
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Let us extend the v from B+4 to Ω4 by the zero extension. Then we have∫
Ω2
∣∣∇(u− v)∣∣p dx  p. (4.17)
Proof. Applying Lemma 4.4 with η replacing , where η > 0 is to be selected, we deduce there
exists a small δ = δ(η) such that ∫
B+4
|u− v|p dx  ηp. (4.18)
Now we write A˜ = [a˜ij ]. Then it is straightforward to check that v ∈ W 1,p(Ω4) is a weak
solution of ⎧⎨⎩div
(
(A˜∇v˜ · ∇v)p−22 A˜∇v)= − ∂g
∂xn
in Ω4,
v = 0 on ∂wΩ4,
(4.19)
where
g(x) = χ{xn<0}(x)
(
a˜nn
[
vxn(x
′,0)
]2) p−22 a˜nnvxn(x′,0) (x = (x′, xn) ∈ Ω4). (4.20)
Now recalling Definition 1.5 and 4.1, we have∫
Ω4
(A∇u · ∇u)p−22 A∇u · ∇ϕ dx =
∫
Ω4
|f|p−2f · ∇ϕ dx, (4.21)
and ∫
Ω4
(A˜∇v · ∇v)p−22 A˜∇v · ∇ϕ dx = −
∫
Ω4
gϕxn dx (4.22)
for each ϕ ∈ W 1,p0 (Ω4).
Now choose any standard cut-off function φ ∈ C∞ satisfying
0 φ  1, sptφ ⊂ B3 and φ = 1 on B2. (4.23)
Since φp(u − v) ∈ W 1,p0 (Ω4), we therefore substitute ϕ = φp(u − v) into the identities (4.21)
and (4.22), and write the resulting expression after simple computations as
I1 = I2 + I3 + I4 + I5 + I6 + I7,
where
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∫
Ω4
φp
(
(A∇u · ∇u)p−22 A∇u− (A∇v · ∇v)p−22 A∇v) · (∇u− ∇v)dx,
I2 = −p
∫
Ω4
φp−1(u− v)(A∇u · ∇u)p−22 A∇u · ∇φ dx,
I3 = p
∫
Ω4
φp−1(u− v)(A∇v · ∇v)p−22 A∇v · ∇φ dx,
I4 =
∫
Ω4
(
φp−1(u− v)|f|p−2f · ∇φ + φp|f|p−2f · ∇(u− v))dx,
I5 =
∫
Ω4
(a˜nn)
p
2 |g|p−2g(pφp−1φxn(u− v)+ φp(u− v)xn)dx,
I6 =
∫
Ω4
(
(A∇v · ∇v)p−22 A∇v − (A˜∇v · ∇v)p−22 A˜∇v) · (φp∇(u− v))dx,
I7 = p
∫
Ω4
(
(A∇v · ∇v)p−22 A∇v − (A˜∇v · ∇v)p−22 A˜∇v) · (φp−1(u− v)∇φ)dx.
Estimate of I1. We divide it into two cases.
Case 1. p  2. Using the elementary inequality
(
(As · s) p−22 As − (At · t) p−22 At) · (s − t) C|s − t |p
for every s, t ∈Rn, we have
I1 C
∫
Ω4
∣∣φ∇(u− v)∣∣p dx.
Case 2. 1 <p < 2. Using the elementary inequality
|s − t |p  C(p)τ p−2p (|s|p−2s − |t |p−2t) · (s − t)+ τ |t |p
for every s, t ∈Rn and for every τ ∈ (0,1], we have
I1 + τ
∫
Ω4
φp|∇v|p dx  C(τ)
∫
Ω4
∣∣φ∇(u− v)∣∣p dx.
Estimate of I2. Since A ∈ L∞, we readily check from the uniform ellipticity condition and
Young’s inequality with τ
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∫
Ω4
(|φ||∇u|)p−1(|u− v||∇φ|)dx
 τ
∫
Ω4
|φ|p|∇u|p dx +C(τ)
∫
Ω4
|u− v|p|∇φ|p dx.
Estimate of I3. Similarly to the estimate of I2, we have
I3  τ
∫
Ω4
|φ|p|∇v|p dx +C(τ)
∫
Ω4
|u− v|p|∇φ|p dx.
Estimate of I4. From Young’s inequality with τ we observe
I4 C
∫
Ω4
(|φ||f|)p−1(|u− v||∇φ|)+ (|φ||f|)p−1(|φ|∣∣∇(u− v)∣∣)dx
 τ
∫
Ω4
|∇φ|p|u− v|p dx +C(τ)
∫
Ω4
|φ|p|f|p dx + τ
∫
Ω4
∣∣φ∇(u− v)∣∣p dx.
Estimate of I5. Similarly to the estimate of I4, we have
I5  τ
∫
Ω4
|∇φ|p|u− v|p dx +C(τ)
∫
Ω4
|φ|p|g|p dx + τ
∫
Ω4
∣∣φ∇(u− v)∣∣p dx.
Estimate of I6. Using the elementary inequality
∣∣(Aξ · ξ) p−22 Aξ − (A˜ξ · ξ) p−22 A˜ξ ∣∣ C(p,Λ)|A− A˜||ξ |p−1
for every ξ, η ∈Rn and from Young’s inequality with τ , we have
I6 C
∫
Ω4
(|A− A˜|(|φ||∇v|)p−1)∣∣φ∇(u− v)∣∣dx
 τ
∫
Ω4
∣∣φ∇(u− v)∣∣p dx +C(τ)∫
Ω4
|A− A˜| pp−1 |φ∇v|p dx
 τ
∫
Ω4
∣∣φ∇(u− v)∣∣p dx +C(τ)∫
Ω4
|A− A˜|dx,
the last inequality following from A ∈ L∞, the interior W 1,∞ regularity for v (see Remark 4.2)
and (4.23).
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I7  C
∫
Ω4
(|A− A˜|(|φ||∇v|)p−1)∣∣(u− v)∇φ∣∣dx
 τ
∫
Ω4
|u− v|p|∇φ|p dx +C(τ)
∫
Ω4
|A− A˜| pp−1 |φ∇v|p dx
 τ
∫
Ω4
|∇φ|p|u− v|p dx +C(τ)
∫
Ω4
|A− A˜|dx.
Using (4.23) and combining all the estimates I1–I7, we have
C
∫
Ω4
∣∣φ∇(u− v)∣∣p dx
 C · τ
∫
Ω4
∣∣φ∇(u− v)∣∣p dx + τ ∫
Ω4
(|∇u|p + |∇v|p)dx
+C(τ)
∫
Ω4
|u− v|p dx +C(τ)
∫
Ω4
|f|p dx +C(τ)
∫
Ω4
|g|p dx
+C(τ)
∫
Ω4
|A− A˜|dx.
We recall (4.7) and (4.8) and select a constant τ > 0 so small with 0 < τ  δ that∫
Ω4
∣∣φ∇(u− v)∣∣p dx  Cδ +C ∫
Ω4
(|u− v|p + |g|p)dx. (4.24)
In view of (4.6) and (4.18), we have
∫
Ω4
|u− v|p dx =
∫
Ω4\B+4
|u|p dx +
∫
B+4
|u− v|p dx

( ∫
Ω4\B+4
|u| npn−p dx
) n−p
n
( ∫
Ω4\B+4
1dx
) p
n + ηp
 C
(
δ
p
n + ηp),
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u is of class C1−
n
p or BMO. In this case the integration of |u|p over a small strip Ω4 \ B+4 is
controlled by |Ω4 \B+4 |. Thus∫
Ω4
|u− v|p dx  C(δ pn + ηp)C(δ 1n + ηp). (4.25)
Recalling (4.20), and using Remark 4.2 and (4.6), we have∫
Ω4
|g|p dx  C
∫
Ω4\B+4
∣∣vxn(x′,0)∣∣p dx  Cδ. (4.26)
We finally use (4.20) and combine (4.24) to (4.26) to discover∫
Ω2
∣∣∇(u− v)∣∣p dx C(δ + δ 1n + ηp) C(δ 1n + ηp)= p,
by selecting η and δ satisfying the last identity above. This completes the proof. 
Lemma 4.6. There is a constant N1 > 0 so that for any  > 0, there exists a small δ = δ() > 0
such that if u ∈ W 1,p0 (Ω) is the weak solution of (4.1), with A (δ,6)-vanishing,
B6 ∩ {xn > −6δ} ⊃ Ω6 ⊃ B+6 , (4.27)
and
Ω1 ∩
{
x: M(|∇u|p)(x) 1}∩ {x: M(|f|p)(x) δp} 	= ∅, (4.28)
then we have ∣∣{x ∈ Ω: M(|∇u|p)(x) > Np1 }∩B1∣∣< |B1|. (4.29)
Proof. In view of (4.28), there exists an x0 ∈ Ω1 = Ω ∩B1(0) such that∫
–
Bρ(x0)
χΩ |∇u|p dx  1 and
∫
–
Bρ(x0)
χΩ |f|p dx  δp (4.30)
for all ρ > 0. We note first B+4 ⊂ Ω4(0) ⊂ Ω5(x0). Then it follows from (4.30) that∫
– |f|p dx  |B5||B+4 |
∫
– |f|p dx  2(5/4)n
∫
– |f|p dx  2(5/4)nδp.Ω4(0) B5(x0) B5(x0)
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–
Ω4(0)
|∇u|p dx  2(5/4)n.
Applying Corollary 4.5 to the problem (4.1), with [2(5/4)n] 1p u replacing u and [2(5/4)n] 1p f
replacing f, we deduce that for any η > 0, there exist a small δ(η) and a corresponding weak
solution v ∈ W 1,p(Ω4) of (4.4) such that∫
Ω2
∣∣∇(u− v)∣∣p dx  ηp, (4.31)
provided ∫
–
Ω4
|f|p dx  δp,
∫
–
B+4
|A−AB+4 |dx  δ,
and
B4 ∩ {xn > −4δ} ⊃ Ω4 ⊃ B+4 .
By the W 1,∞ interior regularity for v (see Remark 4.2), we know that there exists a constant
N0 such that
‖∇v‖p
L∞(Ω3) N
p
0 . (4.32)
Here we point out that the bound N0 for |∇u| depends only on the ellipticity constants λ, Λ and
the dimension n. It is also invariant under a scaling. Thus we can control the constant N0. Denote
by N1 the constant Np1 = max{2p+1Np0 ,2n}. We claim{
x ∈ Ω1: M
(|∇u|p > Np1 )}⊂ {x ∈ Ω1: MΩ4(∣∣∇(u− v)∣∣p)>Np0 }. (4.33)
To see this, now suppose
x1 ∈
{
x ∈ Ω1: MΩ4
(∣∣∇(u− v)∣∣p)(x)Np0 }. (4.34)
If ρ  2, Ωρ(x1) ⊂ Ω3. Thus we observe from (4.34) and (4.32) that∫
–
Bρ(x1)
χΩ |∇u|p dx  2p
∫
–
Bρ(x1)
χΩ
(∣∣∇(u− v)∣∣p + |∇v|p)dx
= 2p
∫
–
Bρ(x1)
χΩ
∣∣∇(u− v)∣∣p dx + 2p 1|Bρ(x0)|
∫
Ωρ(x1)
|∇v|p dx
 2p
(
N
p
0 +
|Ωρ(x0)|
|B (x )|N
p
0
)
< 2p+1Np0 ,ρ 0
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–
Ωρ(x1)
χΩ |∇u|p dx  2p+1Np0 , for each ρ  2. (4.35)
If ρ > 2, Bρ(x1) ⊂ B2ρ(x0) and so (4.30) implies∫
–
Bρ(x1)
χΩ |∇u|p dx  2n
∫
–
B2ρ(x0)
χΩ |∇u|p dx  2n. (4.36)
Using (4.35) and (4.36) we conclude
x1 ∈
{
x ∈ Ω1: M
(|∇u|p)(x)Np1 }. (4.37)
Assertion (4.33) comes from (4.34) and (4.37). We consequently can calculate from (4.33),
a weak (1,1)-estimate (see Lemma 2.3) and (4.32) that∣∣{x ∈ Ω1: M(|∇u|p)>Np1 }∣∣ ∣∣{x ∈ Ω1: MΩ4(∣∣∇(u− v)∣∣p)>Np0 }∣∣
 C
N
p
0
∫
Ω2
∣∣∇(u− v)∣∣p dx  C
N
p
0
ηp < |B1|,
provided we select δ = δ(η) > 0 sufficiently small. This completes the proof. 
We now come to state the scaling invariant form of Lemma 4.6.
Corollary 4.7. For N1 > 0 in Lemma 4.6 and for any 0 < , r  1, there exists a small δ =
δ() > 0 such that if u ∈ W 1,p0 (Ω) is the weak solution of (4.1), with A (δ,6r)-vanishing,
Br ∩ {xn > −6rδ} ⊃ Ω6r ⊃ B+6r ,
and
Br ∩
{
x ∈ Ω: M(|∇u|p)(x) 1}∩ {x: M(|f|p)(x) δp} 	= ∅,
then we have ∣∣{x ∈ Ω: M(|∇u|p)(x) > Np1 }∩Br ∣∣< |Br |.
Theorem 4.8. Let u ∈ W 1,p0 (Ω) be the weak solution of (4.1). Denote by Br(y) the ball of radius
r ∈ (0,1] centered at a point y in Ω or ∂Ω . Then there is a constant N1 > 0 so that for any  > 0,
there exists a small δ = δ() > 0 such that if A is (δ,48)-vanishing, Ω is (δ,48)-Reifenberg flat,
and ∣∣{x ∈ Ω: M(|∇u|p)(x) > Np}∩Br(y)∣∣ ∣∣Br(y)∣∣, (4.38)1
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Br(y)∩Ω ⊂
{
x ∈ Ω: M(|∇u|p)> 1}∪ {x ∈ Ω: M(|f|p)> δp}. (4.39)
Proof. If B6r (y)∩ ∂Ω = ∅, we are in the situation for the interior estimates (see Theorem 3.1).
Now we consider the case that there is a point y0 ∈ B6r (y) ∩ ∂Ω . In this case we argue by
contradiction. If Br(y) satisfies (4.38) and the conclusion (4.39) is false, then there exists an
x0 ∈ Ω ∩Br(y) such that∫
–
Bρ(x0)
χΩ |∇u|p dx  1 and
∫
–
Bρ(x0)
χΩ |f|p dx  δp
for all ρ > 0. Now since x0 ∈ Ω ∩Br(y) and y0 ∈ B6r (y)∩ ∂Ω , we observe
x0 ∈ B7r (y0) and Br(y) ⊂ B7r (y0).
Thus we may with no loss suppose
Ω ∩ {xn > −48rδ} ⊃ Ω ∩B48r (0) ⊃ B+48r (0) (4.40)
in some appropriate coordinate system, Ω being (δ,48r)-Reifenberg flat. Applying to Corol-
lary 4.7 to the ball B8r (0), with 8n replacing , we deduce that∣∣{x ∈ Ω: M(|∇u|p)>Np1 }∩Br(y)∣∣ ∣∣{x ∈ Ω: M(|∇u|p)>Np1 }∩B8r (0)∣∣
<

8n
|B8r | = |Br |.
Then we reach a contradiction to (4.38). 
Now take  and the corresponding δ > 0 given by Theorem 4.8 and set
1 =
[
10/(1 − δ)]n.
Corollary 4.9. Let u ∈ W 1,p0 (Ω) be the weak solution of (4.1) and k be a positive integer. Assumefurther that A is (δ,48)-vanishing and Ω is (δ,48)-Reifenberg flat. Assume further∣∣{x ∈ Ω: M(|∇u|p)>Np1 }∣∣< |B1|.
Then we have
∣∣{x ∈ Ω: M(|∇u|p)>Nkp1 }∣∣ k∑
i=1
i1
∣∣{x ∈ Ω: M(|f|p)> δpN(k−i)p1 }∣∣
+ k1
∣∣{x ∈ Ω: M(|∇u|p)(x) > 1}∣∣.
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Lemma 2.4 when
C = {x ∈ Ω: M(|∇u|p)>Np1 },
D = {x ∈ Ω: M(|f|p)> δp}∪ {x ∈ Ω: M(|∇u|p)> 1}.
Suppose then that the conclusion is valid for some positive integer k  2. Set u1 = uN1 and
f1 = fN1 . Then u1 ∈ W
1,p
0 (Ω) is the weak solution of{
div
(
(A∇u1 · ∇u1) p−22 A∇u1
)= div(|f1|p−2f1) in Ω,
u1 = 0 on ∂Ω
and ∣∣{x ∈ Ω: M(|∇u1|p)(x) > Np1 }∣∣< |B1|.
Then by the induction assumption, we have that
∣∣{x ∈ Ω: M(|∇u|p)>N(k+1)p1 }∣∣
= ∣∣{x ∈ Ω: M(|∇u1|p)>Nkp1 }∣∣

k∑
i=1
i1
∣∣{x ∈ Ω: M(|f1|p)> δpN(k−i)p1 }∣∣+ k1 ∣∣{x ∈ Ω: M(|∇u1|p)> 1}∣∣
=
k+1∑
i=1
i1
∣∣{x ∈ Ω: M(|f|p)> δpN(k+1−i)p1 }∣∣+ k+11 ∣∣{x ∈ Ω: M(|∇u|p)> 1}∣∣.
These estimates in turn complete the induction on k. 
5. Global W 1,p-estimate
This section is devoted to proving Theorem 1.8.
Proof. According to standard arguments of measure theory (see Lemma 2.5), there exists a con-
stant C = C(δ,Np1 , q) such that
∞∑
k=1
(
N
p
1
)k q
p
∣∣{x ∈ Ω: M(|f|p)> δp(Np1 )k}∣∣ C∥∥M(|f|p)∥∥ qp
L
q
p (Ω)
C‖f‖qLq(Ω). (5.1)
The last estimate follows from the Lq -estimate of the Hardy–Littlewood maximal function. Now
we may with no loss suppose∣∣{x ∈ Ω: M(|∇u|p)>Np}∣∣< |B1| (5.2)1
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(|B1|)
1
p N1
2 · 5 np ‖∇u‖Lp(Ω)
.
Then from Corollary 4.9 and (5.2) we have
∞∑
k=1
(
N
p
1
)k q
p
∣∣{x ∈ Ω: M(|∇u|p)> (Np1 )k}∣∣

∞∑
k=1
N
qk
1
(
k∑
i=1
i1
∣∣{x ∈ Ω: M(|f|p)> δpNp(k−i)1 }∣∣+ k1 ∣∣{x ∈ Ω: M(|∇u|p)> 1}∣∣
)
=
∞∑
i=1
(
N
q
1 1
)i( ∞∑
k=i
(
N
p
1
)(k−i) q
p
∣∣{x ∈ Ω: M(|f|p)> δpNp(k−i)1 }∣∣
)
+
∞∑
k=1
(
N
q
1 1
)k∣∣{x ∈ Ω: M(|∇u|p)> 1}∣∣

∞∑
i=1
(
N
q
1 1
)i(|Ω| + ∞∑
k=i+1
(
N
p
1
)(k−i) q
p
∣∣{x ∈ Ω: M(|f|p)> δpNp(k−i)1 }∣∣
)
+
∞∑
k=1
(
N
q
1 1
)k∣∣{x ∈ Ω: M(|∇u|p)> 1}∣∣.
Thus recalling that Ω is bounded and using (5.1), we discover
∞∑
k=1
(
N
p
1
)k q
p
∣∣{x ∈ Ω: M(|∇u|p)> (Np1 )k}∣∣ C‖f‖qLq(Ω) ∞∑
k=1
(
N
q
1 1
)k
.
Therefore choosing  > 0 small enough to satisfy
N
q
1 1 = Nq1
[
10/(1 − δ)]n < 1,
we have
∞∑
k=1
(
N
p
1
)k q
p
∣∣{x ∈ Ω: M(|∇u|p)> (Np1 )k}∣∣C‖f‖qLq(Ω).
Then it follows from Lemma 2.5 that
M(|∇u|p) ∈ Lqp (Ω),
and so
∇u ∈ Lq(Ω;Rn)
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‖∇u‖Lq(Ω;Rn)  C‖f‖Lq(Ω;Rn).
The proof is completed. 
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