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1. INTRODUCTION 
There is a vast and growing literature on the solution of regular and 
singular perturbation problems [ 1-4, 7-101. Many of the solution techniques 
involve substitution into the original differential equations of an asymptotic 
series of the form 
cc 
where (B,(E)} is an asymptotic sequence in terms of E only and u,(x, E) is a 
function of both x and E. The c is the perturbation parameter, a small 
positive number, E > 0. The simplest form of (1.1) is a power series in E, 
where 
d,(E) = E”, m = 0, 1) 2 )...) (1.2) 
and y,(x, E) is a function of x only. 
Upon substituting (1.1) and its derivatives into the original differential 
equation and upon equating coefficients of like powers of E, one obtains an 
infinite system of differential equations in y,,(x, E), yi(x, s),... . Because the 
differential equation for JJ,JX, E) depends explicitly or implicitly on y, _ ,(x, E), 
Y&2(X, E),..., yO(x, E), the differential equations are solved in sequence, 
starting with y,,(x, E). Typically the differential equations are solved with 
E = 0 and typically the differential equation for yO(x, 0) is the simplest to 
solve. In practice, one commonly solves only for y,,(x, E), JJ,(X, E), and 
yz(x, E) and constructs the approximating solution (1.1) from these terms. 
These techniques and their variations have been used successfully on a 
variety of regular and singular perturbation problems. However, there can be 
difficulties in applying these methods, such as the lack of uniform 
convergence or the appearance of secular terms. To cope with these 
difficulties, the analyst has to find the appropriate asymptotic expression 
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(1. l), which can be a formidable task. Success may depend on finding the 
proper scaling or the proper transformation to express the dependent and 
independent variables. 
For singular perturbation problems, commonly but not exclusively charac- 
terized by E multiplying the highest derivative in the original equation, 
setting E = 0 can dramatically affect the character of the solution. When 
E = 0, the order of the system is reduced and all the boundary conditions can 
not be satisfied. The investigator must then analyze the problem and 
determine which of the boundary conditions for the original system make 
sense for the reduced system. For singular perturbation problems especially, 
finding the proper expression (1.1) in an art. Van Dyke [ 10, pp. 7, 22-23, 
28-301 points out that the use of the inner and outer solution technique as 
well as other methods requires a skilled practioner to discover the proper 
variables or the proper grouping of variables to employ in the expansion 
(1.1). He also warns that when difficulties appear with singular perturbation 
problems, one should suspect the need for logarithmic terms in (1. l), 
although the logarithmic terms may be surprisingly different from the 
previous terms [ 10, pp. 5, 200-2021. O’Malley [8, pp. 16-171 also speaks of 
the “art” of selecting “correct” stretching transformations. 
In view of the wealth of literature on perturbation problems and in view of 
the specialized skills and experience that experts in the field deem necessary, 
we raise the question whether there may be other ways to attack perturbation 
problems; ways that are more accessible to the practicing engineer or 
mathematician who is not a specialist in these problems. For the pertur- 
bation problem at hand, the practicing engineer may not have the time or the 
inclination to master the literature. He needs a method which he can apply 
routinely in order to avoid dealing with techniques that may require a great 
deal of experimentation and which may or may not yield an answer. 
Furthermore, the engineer may be faced with a system of equations, while 
most of the perturbation papers are concerned with a single equation. In 
practice, the engineer or applied mathematician may be more concerned with 
insights and the nature of the solution than he is with highly precise 
numerical results. 
In response to this need for a fresh approach to perturbation problems, we 
propose and illustrate in this paper the continuation and variational pertur- 
bation method which can be applied routinely to systems of certain classes 
of perturbation problems. At this time the method is a plausible one. It needs 
to be put on a firm theoretical basis. In forthcoming papers, we plan to 
establish its theoretical justification and to systematically exploit its 
capabilities. 
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2. CONTINUATION AND THE VARIATIONAL PERTURBATION METHOD 
To set the stage for the continuation and variational perturbation method, 
we are concerned with the following situation. Consider that the original 
problem can be solved satisfactorily for all values of E greater than or equal 
to E,, but not for E less than E”. That is to say, either the method fails for 
E < E,, or the numerical accuracy is poor. It is desired to solve the problem 
for E close to 0, where e, > E > 0. Rather than deal with the familiar pertur- 
bation techniques which, since they commonly depend on the solution at 
E = 0, may be characterized as lower bounding methods, we propose an 
upper bounding method. 
To describe the continuation and variational perturbation method, let us 
consider the regular perturbation problem 
Y’(X, E) = f(Y, x2 61, (2.la) 
y(0, E) = a. (2.lb) 
When E-E”, we can solve (2.1) and obtain the solution -v(x, E,,). Now for 
values of .5 < CO, we approximate the solution y(x, E) by a first order Taylor 
series. 
y(x, E, -de) = y(x, E,,) -A& s(x, co), (2.2) 
where 
de = incremental change in E, 
~(x, co) = solution of (2.1) with E = co, 
= solution of the variational equation. 
The variational equation is given by 
(2.3a) 
s(0, Eo) = 0. (2.3b) 
Since we stated that (2.1) can not be solved satisfactorily for E < E,,, we 
have by (2.2) extended the range of the solution from c0 to (co-de) via 
continuation on the E parameter and the variational equation (2.3). Without 
ever needing to solve (2.1) again, we can by repeated application of 
(2.2)-(2.3) generate the approximating solutions Y(X, ~0 -de), 
y(x, E, - 2Ae),... . 
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To generalize the procedure, we write (2.2) and (2.3) as 
Y(x, &i+ 1) = Y(X, &i) -Asj s(x> &i)Y i = 0, l,..., (2.4) 
s’(x, Ei) = af ( ) 3Y ti s(x, Ei) + 3 ( i ae ti’ i = 0, l,..., (2Sa) 
s(0, Ei) = 0, i = 0, l,..., 
where 
&i+l =E~ - Aq, i = 0, l,... . (2.6) 
Except for the case where i = 0 and E = E,, where y(x, E,,) is known from 
the solution of (2.1) the solutions y(x, si+ ,) are determined by applying 
(2.4) and (2.5) recursively. The differential equation for the variational 
equation is solved for each value of si and the partial derivatives in (2.5) are 
evaluated using y(x, ci) and si. 
Once the original problem has been solved for E = E,, the success of the 
method depends on being able to solve the variational equation, (2.5), at 
each iteration. We, in effect, have exchanged the problem of solving the 
original differential equation, (2.1), for the problem of solving the variational 
differential equation. 
3. DISCUSSION OF THE METHOD 
We first want to point out some facts about the variational equations. The 
variational equations can always be derived from the original equations, so 
there is no problem in generating them. Whether the original equation is 
linear or nonlinear, the variational equation is always linear. Typically the 
variational equation is inhomogeneous with variable coefficients. The 
boundary conditions for the variational equations are readily obtained from 
the boundary conditions of the original problem by direct application of 
(2.4). If the original problem is an initial value problem, so will be the 
variational equation problem. Similarly, if the original problem is a two- 
point boundary value problem, so will be the variational equation problem. 
On applying the continuation and variational perturbation method, the 
expectation is that solving the linear variational equations will b.e easier than 
the original system. Otherwise, there is no point to the method. Further 
discussion of the types of problems attractive for the method will be 
postponed until later. While the variational equations are linear, this does not 
necessarily imply that solving them is always a trouble free operation. The 
coefficients in the variational equations may exhibit, for example, 
singularities for certain values of the variables and the parameters. As E + 0, 
we can expect the variational equations to become more difficult to solve. 
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For some problems it may be necessary or convenient to approximate the 
variational equations. This may be done in a variety of ways. For some 
problems we may set E = 0. We may use the successful solution of the 
variational equation at E = C* for all iterations for E < a*. This is similar to 
the modified Newton’s method for solving systems of equations, where the 
inverse of the matrix of the partial derivatives is held constant for each 
iteration rather than being calculated anew at each iteration. Another 
technique might be to transform the variational equations into a more accep- 
table form, perhaps by resealing. The solution of the variational equation 
may be found by the iteration perturbation technique of Roberts and 
Shipman 191. The variational equations may be solved by a finite difference 
method, which yields a system of algebraic equations to be solved, rather 
than by a marching integration method. Further, the solution of the 
variational equations may be approximated by extrapolating the solutions of 
the variational equations as a function of E. 
One very important aspect of the continuation and variational pertur- 
bation method is the fact that the variational equations do not have to be 
solved as accurately as the original differential equations since the solutions 
to the variational equations are multiplied by dci. 
As might be expected from the use of the first order Taylor series, (2.2), 
and as confirmed by numerical experience, the smaller the de,, the closer the 
approximating solution approaches the true solution. The control of the size 
of de, is in the hands of the analyst who can adjust the size of Aei at each 
iteration as he deems necessary. If the Atzi is too small, the number of 
iterations and the total time for solution increases. If the As, is too large, the 
accuracy of the approximating solution is reduced. 
While we have emphasized the upper bounding nature of the continuation 
and variational perturbation method, the technique can be applied equally 
well in principle and in practice to establish a lower bounding solution, If we 
can find a solution to the original problem at E = 0, and if we can solve the 
variational perturbation equation at E = 0, we can solve (2.4) with the minus 
sign replaced by a plus sign to form a lower bounding solution. In fact we 
may invoke a pincer movement by solving simultaneously upper and lower 
bounding approximating solutions to envelop the true solution. 
We can broadly spell out the class of problems which may be a good 
candidate for the method and the class of problems which is not well suited 
for the method. Problems of the form 
Y’(X) = a,(.& E) Y(X) + a,(.% E), (3.1) 
that is, linear differential equations with variable coefficients, and problems 
of the form 
(3.2) 
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that is, singular linear perturbation problems with variable coefficients are 
not good candidates for the continuation and variational perturbation 
method. This may be readily seen by examining their variational equations. 
For (3.1) the variational equation is 
s’(x,&)=u,(x,E)S(X,E)+ (2  y+(g, 
where J = y(x, si _ ,), which is known from the previous iteration. Comparing 
(3.1) with (3.3), we observe that the variational equation is more 
complicated than the original equation. There is little point in replacing the 
original differential equation by one more complex. In particular, we see that 
the homogeneous differential equation associated with the variational 
equation (3.3) is identical to that for the original equation (3.1). 
Furthermore, the forcing function of the variational equation is more 
complicated than that of (3.1). Similiar remarks apply to the singular linear 
perturbation equation (3.2) and its variational equation. The comments 
concerning (3.1) and (3.2) and their variational equations apply also to 
higher order differential equations of the same forms. 
On the other hand, nonlinear differential equations, whether singular or 
regular perturbation equations, do not suffer the defect of providing 
variational equations more complicated than the original system, and, 
therefore, are potential candidates for the method. In addition, linear systems 
of the form 
y,(x) = r(x) - 4(x) Y(X) 
&T(x) + &Y(X) 
(3.4) 
are also potential candidates. In practice, it is possible that a candidate 
problem may indeed exhibit some undesirable behavior but this is a matter 
only experience with the problem and method will yield. 
To illustrate concretely some equations which may or may not be 
potential candidates for the continuation and variational perturbation 
method, we refer to Tables I and II. In Table I we have listed for linear 
systems the non-candidates for the method and their variational equations. 
Items 1 and 2 represent the model forms for the first order regular and 
singular perturbation equations, while items 3 and 4 represent similiar model 
forms for second order systems. The remaining examples are specific cases 
of items l-4. The notation jr refers to the profile previously calculated so 
that j= y(x, si- i) and j’ = y/(x, ciP ,). Item 6 is a resealed version of item 5 
and converts the problem from a singular perturbation to a regular pertur- 
bation. Item 6 is of the same form as item 3 and as such is not a satisfactory 
problem for the method. 
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II II 
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Table II lists some linear and nonlinear differential equations which are 
potential candidates for the continuation and variational perturbation method 
since their variational equations are simpler than the original differential 
equation. Item 1 in Table II is a linear equation expressed in a fractional 
form. Items 2 and 3 are specific cases of item 1. Items 4, 5, 6, and 9 are 
nonlinear regular perturbation equations, while items 7 and 8 are nonlinear 
singular perturbation equations. 
In contrast to the conventional way of solving perturbation problems 
(asymptotic expansion), the continuation and variational perturbation 
method lends itself readily to systems of equations. Furthermore, it is 
primarily a numerical method and is easily mechanized for computer 
solution. The partial derivatives in the variational equations also serve 
double duty for numerical integration procedures such as Gear’s [5] or 
Hindmarsh’s modification of Gear’s method [6] which also require the 
partial derivatives. While the method lacks the advantage of expressing the 
solution as an explicit mathematical expression, it does generate a sequence 
of solutions as a function of E and thereby provides the data for curve fitting 
the solutions as a function of e. Above all, the method does not require the 
expertise so often needed to solve perturbation problems by the conventional 
approaches. 
4. NUMERICAL EXAMPLES 
To illustrate how the continuation and variational perturbation method 
works we will discuss three examples solved by the method. These include a 
linear initial value regular perturbation problem, a linear two-point boundary 
value singular perturbation problem, and a nonlinear initial value regular 
perturbation problem. The problems have been chosen because they have 
been widely discussed in the literature and because either analytic or approx- 
imating solutions are available. 
EXAMPLE 1. Linear initial value regular perturbation problem. 
Consider the regular perturbation problem given by Comstock [3,4]. 
--y + 2bx 
Y’(X) = x + Ey 9 O<x<l, 
y(l)=b(l +v>, (4.lb) 
where b and q are known constants and E is the perturbation parameter. This 
problem is of the form of item 1, Table II. 
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The analytical solution of (4.1) is 
y(x) = E-q-x + \/x2 + 2&(C + bx2)], 
where 
c = bq + &(b2/2)( 1 + q)** 
(4.2) 
(4.3) 
When c = 0. the solution reduces to 
The variational perturbation equation associated with (4.1) is 
x( 1 + & 2b) s 
- - 
s’(x) = - 
(x + eJq* 
+ Y(Y - 2bx) 
(x+qq2 ’ 
(4.5a) 
s(1) = 0. (4Sb) 
The analytical solution of the variational equation is 
S(X)= ($)- (&)(f+;) + (-&), (4.6) 
where j7= y(x, E) is the known solution of (4.1) and 
K = 
( 1 
f + $ - $ &t 2&(b + F). 
Example 1 was solved by the continuation and variational perturbation 
method for the following data: 
y( 1, E) = 1.5, b = 1.0, rj = 0.5. 
The initial value of E, namely E,, , was set at 0.10 and the problem solved for 
several values of AC: 0.05, 0.01, and 0.001. The differential equation (4. la) 
and the variational equation (4.5a) were integrated by the Bulirsch-Stoer 
method using the APL language and double-precision arithmetic with 
16 digits. The nominal initial step size was h = 0.05 and h,i, = 0.01. The 
numerical results are presented in terms of the absolute relative error defined 
as 
IERG, &)I = I(Y(X3 ~),,,c - Y(XY ~Lct>/Y(X, ~),,,,tl. (4.8) 
The exact solution was calculated from the analytical solution (4.2). 
Table III lists the absolute value of the relative errors for several values 
ASi, namely, 0.05, 0.01, and 0.001 respectively. All computations are based 
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TABLE III 
Absolute Relative Error, Example 1 
X 
0.00 
0.05 
0.10 
0.20 
0.30 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 
1.00 
0.00 
0.05 
0.10 
0.20 
0.30 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 
1.00 
0.00 
0.05 
0.10 
0.20 
0.30 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 
1.00 
a. E. = 0.10, A& = 0.05 
IER(X, O.OS)I lE,&, O.Ol)l 
0.1065 
0.0769 
0.0516 
0.0195 
0.0062 
0.0015 
0.0000 
0.0003 
0.0004 
0.0003 
0.000 1 
0.0000 
b. e0 = 0.10, de = 0.01 
0.0279 0.1862 
0.0195 0.1075 
0.0125 0.0539 
0.0043 0.0129 
0.0012 0.003 1 
0.0002 0.0006 
0.0000 0.0000 
0.0000 0.0002 
0.0001 0.0001 
0.0000 0.0001 
0.0000 0.0000 
0.0000 0.0000 
c. co = 0.10, ds = 0.001 
0.0025 0.0208 
0.0015 0.0092 
0.0008 0.0034 
0.000 1 0.0004 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
lE&, W 
0.5230 
0.2678 
0.0702 
0.0183 
0.0040 
0.0000 
0.0009 
0.0009 
0.0006 
0.0003 
0.0000 
- 
0.2830 
0.0959 
0.0172 
0.0038 
0.0007 
0.0000 
0.0002 
0.0002 
0.0000 
0.0000 
0.0000 
0.0320 
0.0055 
0.0004 
0.0000 
0.0000 
o.oGoo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
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on starting with E = E, = 0.10. Within each section of the table we observe 
that the absolute relative error increases as x decreases. In each section, for 
fixed x, we note that the absolute relative error increases as E decreases. 
Across all the sections we see that the absolute relative error for fixed x and 
E decreases as As decreases, as we might expect. Section c with de = 0.001 
gives the smallest errors. In fact for x > 0.20, the absolute relative error is 
less than 10w4. For x < 0.20, the absolute relative error is sensitive to the 
values of x and E. It is interesting to note that the absolute relative error is 
roughly proportional to the size of As for fixed x and E. Compare, for 
example, the absolute relative error at x = 0.05 in Section b (where 
AE = O.Ol), ]E,(O.O5,0.01)] = 0.1075 with that in Section c (where 
AE = O.OOl), ]E,(O.O5,0.01)] = 0.0092. 
To reduce the absolute relative error, we can integrate the equations with a 
smaller step size and we can employ a smaller value of AC. Since the de is 
held constant over the interval 0 < E ( sO, the relative size of de/c increases 
as F decreases, so that the effect of the variational equation solutions 
becomes more pronounced as E decreases. At the expense of more 
computation, we can adjust the size of AE at each E so that de/c ratio 
changes more gradually. 
In view of the fact that y(x, 0) has a pole at x = 0, we can not expect the 
method to give highly accurate results near x = 0 and E = 0. 
EXAMPLE 2. Linear two-point singular perturbation problem. 
Consider the singular perturbation problem [ 7, pp. 3 l-321 
&Y”(X) + y’(x) + y(x) = 0, o<x< 1, 
with the boundary conditions 
Y(O) = Q, Y(l) =P. 
The solution of (4.9) is given by 
y(x, E) = C, er+ + C, erzx, 
where 
T1(&) = - 
l+d= l-d- 
2E ) T*(E) = - ZE * 
(4.9a) 
(4.9b) 
(4.10) 
(4.11) 
(4.12) 
(4.13) 
518 S. M. ROBERTS 
The problem is of the form of item 4, Table I and, as such, is not a recom- 
mended problem for the continuation and variational perturbation technique. 
However, since the problem is well cited and possesses an analytical 
solution, it will be interesting to examine the numerical results produced by 
the continuation method. 
The variational equation associated with (4.9) is 
ES”(X, E) + s’(x, E) + s(x, E) = u’ + u -,, -----z-y, E (4.14) 
where u= y(x, e) is the known solution of (4.9). 
The analytical solution of the variational equation is given by 
~(x,~)=K,e’ix+K,e’z”+x[A,e”X+A,e’z”]. (4.15) 
To determine the boundary conditions for the variational equations, we 
differentiate (4.9b) with respect to E and write 
s(0, E) = 0, s( 1, E) = 0. (4.16) 
Another way to look at this is to recognize in (2.4) that the boundary 
conditions for the original system must always be satisfied for all values of F. 
That is to say 
Y(O3 &i+ I> = Y(O3 Ei>Y i = 0, 1, 2 ,..., (4.17a) 
Y(l9 &if 1) = Y(l, Ei>T i = 0, 1, 2 ,... . (4.17b) 
Substituting (4.17a) and (4.17b) respectively into (2.4) gives the initial and 
terminal boundary conditions for ~(0, E) and ~(1, E) as stated in (4.16). 
Based on the boundary conditions (4.16), the constants in (4.15) are deter- 
mined as 
(4.18) 
Kz=-K,. (4.19b) 
The parameters C,, C,, r,(e), and T?(E) are defined in (4.1 l), (4.12), and 
(4.13), respectively. 
Example 2 was solved by the continuation and variational perturbation 
method for the following data 
a= 1, p= 2. 
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The initial value of E, namely E,,, was set at 0.10 and the problem solved for 
de = 0.01 from 0.01 < E < 0.10. At E = 0.01, the AE was reduced to 0.005 
and at E = 0.005, the AE was further reduced to 0.001. The original and the 
variational equations were solved by the Bulirsch-Stoer code as in 
Example 1. The problem was also solved using Gear’s code which gave 
essentially the same numerical results. 
In Table IV the absolute relative error profiles for E = 0.05, 0.01, 0.005, 
0.001 are listed. As expected the absolute relative errors increase as E 
diminishes. In general the absolute relative error is of the order of 10-3. 
Since the variational equation had zero boundary conditions, the errors 
tended to be smaller at the end points than within the interval. 
As E became smaller, it took longer to solve the problem. The increasing 
stiffness of the system with small values of E may be calculated from the 
eigenvalues of (4.9a), which are given by A = (-1 f dz)/2s. The ratio 
of the eigenvalues is 8.9, 98.9, 198.9, 998.9 for E = 0.10, 0.01, 0.005, 0.001, 
respectively. To compensate for the increasing stiffness of the system as E 
decreases, we employed the Gear method but it did not produce any more 
accurate results than the Bulirsch-Stoer method. 
EXAMPLE 3. Nonlinear initial value regular perturbation problem. 
Consider the Duffing equation [7, p. 241 
y”(x) = -y(x) - &y(x)3 (4.20a) 
TABLE IV 
Absolute Relative Error, Example 2 
Eo=O.10 
x IER(X, 0.w IER(X, O.Ol)l I E,(x, o.ow P,&, 0.001 )I 
0.00 0.0000000 o.ooooooo 0.0000000 o.ooooooo 
0.05 0.0223798 0.0282990 0.03655 11 0.0048469 
0.10 0.004 1800 0.0255960 0.0096939 0.0008346 
0.20 0.0097800 0.0026552 0.0002073 0.0024050 
0.30 0.0082697 0.0003324 0.0012772 0.0026533 
0.40 0.0045579 0.0009717 0.0015310 0.0026952 
0.50 0.0021063 0.0011448 0.0015943 0.0027042 
0.60 0.000898 1 0.0011625 00015909 0.00270 14 
0.70 0.0004075 0.0011217 0.0015624 0.0026942 
0.80 0.0002662 0.0010590 0.0015246 0.0026854 
0.90 0.00028 12 0.0009893 0.0014843 0.0026763 
1.00 0.0003618 0.0009189 0.0005259 0.0007071 
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TABLE V 
ER(q E) Absolute Relative Error, Example 3 
x lE&, 0.009 lE,(x, O.OOl)l IE,k O.O)l 
0.00 0.0 
0.05 2.6(10-‘) 
0.10 1.2(10-“) 
0.20 4.1(10-“) 
0.30 7.6( 10 -“) 
0.40 9.3(10-y 
0.50 8.8(10-6) 
0.60 9.2( 10mh) 
0.70 l.o(lo-~) 
0.80 l.o(lo-5) 
0.90 9.3(10-“) 
1.00 7.1(10-“) 
1.10 3.7(10-h) 
1.20 1.5(10 “) 
1.30 l.l(lo-“) 
1.40 3.2(10 ‘) 
1.50 l.l(lo-~) 
1.60 3.2(10-“) 
1.70 9.6(10-‘) 
1.80 6.5(10-‘) 
1.90 5.2(10-‘) 
2.00 4.6(10-‘) 
0.0 
2.5(10-‘) 
1.2(10-y 
4.1(10-y 
7.4(10-y 
8.9(10-O) 
8.2(10m6) 
8.4(10 “) 
9.0(10-y 
9.0(10-y 
7.6(10-“) 
4.9(10-y 
l.l(lo-“) 
4.9(10-y 
1.5(10-5) 
3.8(10-‘) 
1.3(10-q 
3.9( lo- “) 
1.1(10-4) 
7.2(10-‘) 
5.7(10 I) 
4.9(10-q 
0.0 
2.5( lo-‘) 
1.2(10--y 
4.0(10-y 
7.4(10-y 
8.9(10m6) 
8.1(10-‘) 
8.3(10m6) 
8.8(10-y 
8.7(10- “) 
7.1(10m6) 
4.4(10-y 
3.7(10-y 
5.8(10m6) 
1.6(10-“) 
4.0(10m5) 
1.3(10 ‘) 
4.1(10 “) 
l.1(10-4) 
7.4(10--q 
5.9( lo-‘) 
5.o(1o-s) 
with the initial conditions 
Y(O) = 1, y’(0) = 0. (4.20b) 
The equation is given as item 5 in Table II. Its variational equation appears 
as 
s”(X) = -( 1 + 3&J2) s(x) - p3, (4.2 1 a) 
where u= y(x, E) is the solution of (4.20a). The initial conditions are 
s(0) = 0, s’(0) = 0. (4.21b) 
This example was solved by the continuation and variational perturbation 
method using the Gear code as revised by Hindmarsh [6] and programmed 
in the APL language. The following data were employed: E, = 0.01, 
de = 0.001, local error bound = 10e5, nominal initial step size = lo-‘, 
interval of integration 0 Q x ,< 2. 
Since the Dufftng equation does not possess an analytical solution, in 
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order to provide an “exact solution” for the relative error computation, we 
integrated the Duffing equation by the Gear method with a local error bound 
two orders of magnitudes smaller than that used in the continuation 
calculations; namely, lo-‘. In Table V are listed the absolute relative errors 
over the interval for E = 0.005, 0.001, 0.0. Examination of Table V shows 
that the absolute relative error ranges from 10e4 to lo-‘. For a given value 
of x, there is little difference in the absolute value of the relative errors across 
the values of E. 
5. CONCLUSION 
We have described and illustrated with three numerical examples the 
continuation and variational perturbation method. For certain classes of 
perturbation problems, this method provides an alternative and 
supplementary technique to the conventional ways of solving perturbation 
problems. The method possesses several advantages. First, it does not require 
the analysis, experimentation, and knowledge necessary in the conventional 
methods to find the “correct” asymptotic expansion. Second, since the 
variational equations can always be derived, the continuation scheme can be 
carried out. Third, the method is primarily a numerical technique and is 
readily adapted for computer implementation. Fourth, while the method is 
presented as an upper bounding technique, it may also be employed as a 
lower bounding technique or as pincer movement using both the upper 
bounding and lower bounding methods concurrently. Fifth, the analyst can 
vary the size of the Asi for each iteration, if he chooses, and thus reconcile 
his accuracy requirements versus the cost of computer time. 
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