I. INTRODUCTION

C
LUSTER analysis is a technique in finding natural groups that are present in data. It divides a given data set into a set of clusters in such a way that two objects from the same cluster are as similar as possible and the objects from different clusters are as dissimilar as possible [1] , [2] . Clustering techniques have effectively been applied to pattern recognition, machine learning, biology, medicine, computer vision, communications, remote sensing, etc. A number of clustering algorithms have been proposed to suit different requirements [1] , [2] .
One of the most widely used prototype-based partitional clustering algorithms is hard c-means (HCM) [1] , where each object must be assigned to exactly one cluster. On the other hand, fuzzy c-means (FCM) relaxes this requirement by allowing gradual memberships [3] . In effect, it offers the opportunity to deal with the data that belong to more than one cluster at the same time. It assigns memberships to an object, which are inversely related to the relative distance of the object to cluster prototypes. In addition, it can deal with the uncertainties arising from overlapping cluster boundaries. Although FCM is a very useful clustering method, the resulting membership values do not always correspond well to the degrees of belonging of the data, and it may be inaccurate in a noisy environment [4] . In real-data analysis, noise and outliers are unavoidable. Hence, to reduce this weakness of the FCM and to produce memberships that have a good explanation of the degrees of belonging for the data, Krishnapuram and Keller [4] proposed a possibilistic approach to clustering which used a possibilistic type of membership function in describing the degree of belonging. However, the possibilistic c-means (PCM) sometimes generates coincident clusters [5] . Recently, the use of both fuzzy (probabilistic) and possibilistic memberships in a clustering algorithm has been proposed in [5] and [6] .
Rough-set theory [7] is a new paradigm that is used to deal with uncertainty, vagueness, and incompleteness. It has been applied to fuzzy-rule extraction, reasoning with uncertainty, fuzzy modeling, etc. [7] . In [8] , Lingras and West introduced a new clustering method called rough c-means (RCM), which describes a cluster by a prototype (center) and a pair of lower and upper approximations. The lower and upper approximations are different weighted parameters that are used to compute the new centers. Combination of fuzzy and rough sets provides an important direction in reasoning with uncertainty [9] - [11] . Both fuzzy and rough sets provide a mathematical framework to capture uncertainties that are associated with the data [9] . They are complementary in some aspects. Recently, combining both rough and fuzzy sets, Mitra et al. [10] proposed a new c-means algorithm, where each cluster is consist of a fuzzy lower approximation and a fuzzy boundary. Each object in lower approximation takes a distinct weight, which is its fuzzy membership value. However, the objects in lower approximation of a cluster should have a similar influence on the corresponding centroid and cluster, and their weights should be independent of other centroids and clusters. Thus, the concept of fuzzy lower approximation, which is introduced in [10] , reduces the weights of objects of lower approximation. In effect, it drifts the cluster prototypes from their desired locations. Moreover, it is sensitive to noise and outliers.
In this paper, we propose a generalized hybrid algorithm, which is termed as rough-fuzzy PCM (RFPCM), based on rough and fuzzy sets. While the membership function of the fuzzy sets enables efficient handling of overlapping partitions, the concept of lower and upper approximations of rough sets deals with uncertainty, vagueness, and incompleteness in class definition. The algorithm attempts to exploit the benefits of both probabilistic and possibilistic membership functions.
Integration of probabilistic and possibilistic membership functions avoids the problems of noise sensitivity of the FCM and the coincident clusters of the PCM. Each partition is represented by a set of three parameters, namely, a cluster prototype (centroid), a crisp lower approximation, and a fuzzy boundary. The lower approximation influences the fuzziness of the final partition. The cluster prototype depends on the weighting average of the crisp lower approximation and fuzzy boundary. The algorithm is generalized in a sense that all existing variants of c-means can be derived from the proposed algorithm as a special case. Several quantitative measures are introduced based on rough sets to evaluate the performance of the proposed algorithm. The effectiveness of the proposed algorithm, along with a comparison with the existing c-means algorithms, is demonstrated on a set of benchmark data sets.
The structure of the rest of this paper is as follows. Section II briefly introduces the necessary notions of the FCM and rough sets. In Section III, we describe the RFPCM algorithm based on the theory of rough sets and FCM. Section IV introduces several quantitative performance measures to evaluate the quality of the proposed algorithm. A few case studies and a comparison with other methods are presented in Section V. Concluding remarks are given in Section VI.
II. FCM AND ROUGH SETS
This section presents the basic notions in the theories of FCM and rough sets.
A. Fuzzy C-Means
Let X = {x 1 , . . . , x j , . . . , x n } be the set of n objects and V = {v 1 , . . . , v i , . . . , v c } be the set of c centroids (means), where x j ∈ m , v i ∈ m , and v i ∈ X. The FCM provides a fuzzification of the HCM [3] . It partitions X into c clusters by minimizing the objective function
where 1 ≤ḿ 1 < ∞ is the fuzzifier, v i is the ith centroid corresponding to cluster β i , µ ij ∈ [0, 1] is the probabilistic membership of the pattern x j to cluster β i , and · is the distance norm, such that
where
subject to c i=1 µ ij = 1, ∀j, and 0 < n j=1 µ ij < n, ∀i. The process begins by randomly choosing c objects as the centroids of the c clusters. The memberships are calculated based on the relative distance of the object x j to the centroids {v i } by (3). After computing the memberships of all the objects, the new centroids of the clusters are calculated as per (2).
The process stops when the centroids stabilize. That is, the centroids from the previous iteration are identical to those generated in the current iteration.
In the FCM, the memberships of an object are inversely related to the relative distance of the object to the cluster centroids. In effect, it is very sensitive to noise and outliers. In addition, from the standpoint of "compatibility with the centroid," the membership of an object x j in a cluster β i should be determined solely by how close it is to the mean (centroid) v i of the class and should not be coupled with its similarity with respect to other classes.
To alleviate this problem, Krishnapuram and Keller [4] introduced the PCM, where the objective function can be formulated as
where 1 ≤ḿ 2 ≤ ∞ is the fuzzifier, and η i represents the scale parameter. The membership matrix ν that is generated by the PCM is not a partition matrix in the sense that it does not satisfy the constraint
The update equation of ν ij is given by
subject to ν ij ∈ [0, 1], ∀i, j; 0 < n j=1 ν ij ≤ n, ∀i; and max i ν ij > 0, ∀j. The scale parameter η i represents the zone of influence or size of the cluster β i . The update equation for η i is
Typically, K is chosen to be one. In each iteration, the updated value of ν ij depends only on the similarity between the object x j and the centroid v i . The resulting partition of the data can be interpreted as a possibilistic partition, and the membership values may be interpreted as degrees of possibility of the objects belonging to the classes, i.e., the compatibilities of the objects with the centroids. Updating of the means proceeds exactly the same way as in the case of the FCM.
B. Rough Sets
The theory of rough sets begins with the notion of an approximation space, which is a pair U, R , where U is a nonempty set (the universe of discourse), and R is an equivalence relation on U , i.e., R is reflexive, symmetric, and transitive. The relation R decomposes the set U into disjoint classes in such a way that two elements x and y are in the same class if and only if (iff) (x, y) ∈ R. Let U/R denote the quotient set of U by the relation R, and U/R = {X 1 , X 2 , . . . , X m }, where X i is an equivalence class of R, i = 1, 2, . . . , m. If the two elements x and y in U belong to the same equivalence class X i ∈ U/R, then we can say that x and y are indistinguishable. The equivalence classes of R and the empty set ∅ are the elementary sets in the approximation space U, R . Given an arbitrary set X ∈ 2 U , in general, it may not be possible to precisely describe X in U, R . One may characterize X by a pair of lower and upper approximations defined as [7] R(X) =
That is, the lower approximation R(X) is the union of all the elementary sets which are subsets of X, and the upper approximation R(X) is the union of all the elementary sets which have a nonempty intersection with X. The interval [R(X), R(X)] is the representation of an ordinary set X in the approximation space U, R or is simply called the rough set of X. The lower (respectively, upper) approximation R(X) [respectively, R(X)] is interpreted as the collection of those elements of U , which definitely (respectively, possibly) belong to X. Furthermore, a set of X is said to be definable (or exact) in U, R iff R(X) = R(X).
In [7] , Pawlak discusses two numerical characterizations of imprecision of a subset X in the approximation space U, R : accuracy and roughness. Accuracy of X, which is denoted by α R (X), is the ratio of the number of objects on its lower approximation to that on its upper approximation, namely
The roughness of X, which is denoted by ρ R (X), is defined as ρ R (X) = 1 − α R (X). Note that the lower the roughness of a subset, the better is its approximation. Furthermore, the following conditions are noted.
III. ROUGH-FUZZY PCM
Incorporating both fuzzy and rough sets, next, we describe a new c-means, which is termed as RFPCM. The proposed RFPCM adds the concept of fuzzy membership (both probabilistic and possibilistic) of fuzzy sets and the lower and upper approximations of rough sets into c-means algorithm. While the membership of fuzzy sets enables efficient handling of overlapping partitions, the rough sets deal with uncertainty, vagueness, and incompleteness in class definition. Due to the integration of both probabilistic and possibilistic memberships, the RFPCM avoids the problems of noise sensitivity of the FCM and the coincident clusters of the PCM. 
A. Objective Function
Let A(β i ) and A(β i ) be the lower and upper approximations of cluster β i , and let B(β i ) = {A(β i ) − A(β i )} denote the boundary region of cluster β i . The proposed RFPCM algorithm partitions a set of n objects into c clusters by minimizing the objective function
The parameters w andw correspond to the relative importance of lower and boundary regions. The constants a and b define the relative importance of probabilistic and possibilistic memberships. Note that µ ij has the same meaning of membership as that in the FCM. Similarly, ν ij has the same interpretation of typicality as in the PCM. Solving (8) with respect to µ ij and ν ij , we get
That is, the probabilistic membership µ ij is independent of the constant a, while the constant b has a direct influence on the possibilistic membership ν ij . The scale parameter η i has the same expression as that in (7).
In the RFPCM, each cluster is represented by a centroid, a crisp lower approximation, and a fuzzy boundary (Fig. 1) .
The lower approximation influences the fuzziness of final partition. According to the definitions of lower approximation and boundary region of rough sets, if an object
That is, the object x j is definitely contained in β i . Thus, the weights of the objects in lower approximation of a cluster should be independent of other centroids and clusters and should not be coupled with their similarity with respect to other centroids. In addition, the objects in lower approximation of a cluster should have a similar influence on the corresponding centroid and cluster. Whereas, if x j ∈ B(β i ), then the object x j possibly belongs to β i and potentially belongs to another cluster. Hence, the objects in boundary regions should have a different influence on the centroids and clusters. Therefore, in the RFPCM, the membership values of objects in lower approximation are µ ij = ν ij = 1, while those in the boundary region are the same as in the FCM [(9)] and PCM [ (10)]. In other words, the proposed c-means first partitions the data into two classes-lower approximation and boundary. Only the objects in the boundary are fuzzified. Thus, A 1 reduces to
and B 1 has the same expression as that in (8) .
B. Cluster Prototypes
The new centroid is calculated based on the weighting average of the crisp lower approximation and fuzzy boundary. Computation of the centroid is modified to include the effects of both fuzzy memberships (probabilistic and possibilistic) and lower and upper bounds. The modified centroid calculation for the RFPCM is obtained by solving (8) with respect to v i
where |A(β i )| represents the cardinality of A(β i ) and
Thus, the cluster prototypes (centroids) depend on parameters w andw and constants a and b, and fuzzifiersḿ 1 andḿ 2 rule their relative influence. This shows that if b is higher than a, the centroids will be more influenced by the possibilistic memberships than the probabilistic memberships. Thus, to reduce the influence of noise and outliers, a bigger value for b than a should be used. The correlated influence of these parameters, constants, and fuzzifiers makes it somewhat difficult to determine their optimal values. The parameter w has an influence on the performance of the RFPCM. Since the objects lying in lower approximation definitely belong to a cluster, they are assigned a higher weight w compared withw of the objects lying in boundary regions. On the other hand, the performance of the proposed c-means significantly reduces when w 1.00. In this case, since the clusters cannot see the objects of the boundary regions, the mobility of the clusters and the centroids reduces. As a result, some centroids get stuck in local optimum. Hence, for the clusters and the centroids to have a greater degree of freedom to move, 0 <w < w < 1 subject to w +w = 1. In addition, 0 < a < 1, 0 < b < 1, and a + b = 1.
Some limiting properties of the RFPCM algorithm related to the probabilistic and possibilistic memberships are stated next.
C. Convergence Condition
In this section, we present a mathematical analysis on the convergence property of the proposed c-means algorithm. According to (11), the cluster prototype of the proposed c-means algorithm is calculated based on the weighting average of the crisp lower approximation and fuzzy boundary when both A(β i ) = ∅ and B(β i ) = ∅, i.e.,
In the RFPCM, an object may not belong to both lower approximation and boundary region of a cluster. Thus, the convergence of v . Both (18) and (19) can be rewritten as
Thus, (20) and (21) [12] . This is a sufficient condition, not a necessary one. The iteration may or may not converge if the matrix is not diagonally dominant [12] . The matrix corresponding to (18) is given by
where |A(β i )| represents the cardinality of A(β i ). Similarly, the matrix corresponding to (19) is given bỹ
} which represents the cardinality of B(β i ). For both A andÃ to be diagonally dominant, we must have
This is the sufficient condition for matrices A andÃ to be diagonally dominant. Under this condition, the iteration would converge if (18) and (19) were repetitively applied with µ ij and ν ij which were kept constant. In practice, (9)-(11) are alternatively applied in the iterations. The condition in (24) is still correct according to the convergence theorem of the FCM of Bezdek et al. [13] and Yan's convergence analysis of the fuzzy curve-tracing algorithm [14] . Both the matrices A and A are also the Hessian (second-order derivative) of A 1 and B 1 (8) with respect to v RFP i andṽ RFP i , respectively. As both A and A are diagonally dominant, all their eigenvalues are positive. In addition, the Hessian of B 1 with respect to both µ ij and ν ij can easily be shown to be a diagonal matrix and is positive definite. Thus, according to the theorem derived by Bezdek et al. [13] and the analysis done by Yan [14] , it can be concluded that the proposed algorithm converges, at least along a subsequence, to a local optimum solution as long as the condition in (24) is satisfied. Intuitively, the objective function J RFP [(8)] reduces in all steps corresponding to (9)-(11); therefore, the compound procedure strictly makes the function J RFP descent.
D. Details of the Algorithm
Approximate optimization of J RFP [(8) ] by the RFPCM is based on Picard iteration through (9)- (11) . The process starts by randomly choosing c objects as the centroids of the c clusters. The probabilistic and possibilistic memberships of all the objects are calculated using (9) and (10). The scale parameters η i for c clusters are obtained using (7) . Let u i =  (u i1 , . . . , u ij , . . . , u in ) represent the fuzzy cluster β i associated with the centroid v i , and u ij = {aµ ij + bν ij }. After computing u ij for c clusters and n objects, the values of u ij for each object x j are sorted, and the difference of two highest memberships of x j is compared with a threshold value δ. Let u ij and u kj be the highest and second highest memberships of x j , respectively. If (u ij − u kj ) > δ, then x j ∈ A(β i ), as well as x j ∈ A(β i ); otherwise, x j ∈ A(β i ), and x j ∈ A(β k ). After assigning each object in lower approximations or boundary regions of different clusters based on δ, both memberships µ ij and ν ij of the objects are modified. The values of µ ij and ν ij are set to one for the objects in lower approximations, while those in boundary regions are held unchanged. The new centroids of the clusters are calculated as per (11) . Hence, the performance of the RFPCM depends on the value of δ, which determines the class labels of all the objects. In other words, the RFPCM partitions the data set into two classes-lower approximation and boundary, which are based on the value of δ. The δ represents the size of granules of rough-fuzzy clustering. In practice, we find that the following definition works well:
δ represents the average difference of two highest memberships of all the objects in the data set. A good clustering procedure should make the value of δ as high as possible.
E. Generalization of Existing C-Means Algorithms
Here, we describe two derivatives of the RFPCM, namely, rough FCM (RFCM) and rough PCM (RPCM), and prove that the proposed c-means is the generalization of the existing c-means algorithms.
Rough FCM (RFCM): Let 0 < δ < 1 and a = 1, then (8) and (11) become
That is, if 0 < δ < 1 and a = 1, the RFPCM boils down to the RFCM, where each cluster is consist of a crisp lower bound and a fuzzy boundary with probabilistic memberships. In [10] , a preliminary version of the RFCM has been proposed, where each cluster is consist of a fuzzy lower approximation and a fuzzy boundary. If an object x j ∈ A(β i ), then µ kj = µ ij if k = i, and µ kj = 0, otherwise. That is, each object x j ∈ A(β i ) takes a distinct weight, which is its fuzzy (probabilistic) membership value. Thus, the weight of the object in lower approximation is inversely related to the relative distance of the object to all cluster prototypes. In fact, the objects in lower approximation of a cluster should have a similar influence on the corresponding centroid and cluster. In addition, their weights should be independent of other centroids and clusters and should not be coupled with their similarity with respect to other clusters. Thus, the concept of fuzzy lower approximation of the RFCM, which is introduced in [10] , reduces the weights of objects of lower approximation and effectively drifts the cluster centroids from their desired locations.
Rough PCM (RPCM): Let 0 < δ < 1 and a = 0, then (8) becomes
Similarly, (11) reduces to
Therefore, if 0 < δ < 1 and a = 0, the RFPCM reduces to the RPCM, where each cluster is represented by a crisp lower bound and a fuzzy boundary with possibilistic memberships.
Rough C-Means (RCM): If 0 < δ < 1, and for any nonzero µ ij and ν ij , if we set µ ij = ν ij = 1, ∀i, j, then (8) and (11) become
This is equivalent to RCM of Lingras and West [8] . In the case of RCM, both lower bound and boundary are crisp. Thus, the difference of RCM with RFPCM/RFCM/RPCM is that, while in RFPCM/RFCM/RPCM, each object in the boundary region takes a distinct weight; in RCM, the uniform weight is imposed on all of the objects in the boundary region. In fact, the objects in boundary regions should have a different influence on the centroids (means) and clusters.
Fuzzy PCM (FPCM):
If we set δ = 1, then A(β i ) = ∅ and A(β i ) = B(β i ). Hence, for 0 < a < 1, (8) and (11) reduce to
Therefore, for δ = 1 and 0 < a < 1, the RFPCM boils down to the FPCM algorithm of Pal et al. [5] .
Fuzzy C-Means (FCM): If δ = 1 and a = 1, then
which is equivalent to the FCM algorithm proposed in [3] . 
Thus, for δ = 1 and a = 0, the RFPCM reduces to the PCM algorithm introduced in [4] .
Hard C-Means (HCM): (8) and (11) become
Hence, for δ = 0, the RFPCM boils down to the HCM. Fig. 2 shows the membership values of all the objects to two Gaussian-distributed clusters for the values a = 0.0, 0.5, and 1.0, and δ = 0.95 and 1.0. The different shape of the memberships, particularly for objects near to the centers and for objects far from the separating line, is apparent. Detailed analysis reported in this section confirms that the proposed RFPCM is the generalization of the existing c-means algorithms. It effectively integrates HCM, FCM, and PCM using the concept of lower and upper approximations of rough sets.
IV. QUANTITATIVE MEASURES
In this section, we present some quantitative indices to evaluate the performance of rough-fuzzy clustering algorithm, incorporating the concepts of rough sets [7] .
α Index: It is given by
µ ij and ν ij represent the probabilistic and possibilistic memberships of object x j in cluster β i , respectively. Constants a and b define the relative importance of the probabilistic and possibilistic memberships, while parameters w andw correspond to the relative importance of lower and boundary regions. The α index represents the average accuracy of c clusters. It is the average of the ratio of the number of objects in lower approximation to that in upper approximation of each cluster. In effect, it captures the average degree of completeness of knowledge about all clusters. A good clustering procedure should make all objects as similar to their centroids as possible. The α index increases with an increase in similarity within a cluster. Therefore, for the given data set and c value, the higher the similarity values within the clusters, the higher would be the α value. The value of α also increases with c. In an extreme case when the number of clusters is maximum, i.e., c = n, which is the total number of objects in the data set, the value of α = 1. When A(β i ) = A(β i ), ∀i, i.e., all the clusters {β i } are exact or definable, then we have α = 1. Whereas, if A(β i ) = B(β i ), ∀i, the value of α = 0. Thus, 0 ≤ α ≤ 1.
Index: The index represents the average roughness of c clusters and is defined as follows:
Note that the lower the value of , the better is the overall cluster approximations. In addition, 0 ≤ ≤ 1. Basically, index represents the average degree of incompleteness of knowledge about all clusters. α Index: It can be defined as
The α index represents the accuracy of approximation of all clusters. It captures the exactness of approximate clustering. A good clustering procedure should make the value of α as high as possible. The α index maximizes the exactness of approximate clustering. γ Index: It is the ratio of the total number of objects in the lower approximations of all clusters to the cardinality of the universe of discourse U and is given by
The γ index basically represents the quality of approximation of a clustering algorithm.
V. PERFORMANCE ANALYSIS
The performance of our three hybrid algorithms, namely, RFCM, RPCM, and RFPCM, is compared extensively with that of different c-means algorithms. The algorithms that are compared are HCM [1] , FCM [3] , PCM [4] , FPCM [5] , FPCM of Masulli and Rovetta (FPCM MR ) [6] , kernel-based HCM (KHCM) [15] , kernel-based FCM (KFCM) [16] , [17] , kernelbased PCM (KPCM) [17] , kernel-based FPCM (KFPCM) [18] , RCM [8] , and RFCM of Mitra et al. (RFCM MBP ) [10] . All the algorithms are implemented in C language and run in LINUX environment that has a machine configuration of Pentium IV, 3.2 GHz, 1-MB cache, and 1-GB RAM.
To analyze the performance of the proposed algorithms, the experimentation has been done in two parts. In the first part, we have used some benchmark data sets. In the second part, we present the results on segmentation of brain MR images. The major metrics for the evaluation of the performance of different algorithms are the indices proposed in Section IV such as α, , α , and γ, as well as some existing measures like the Davies-Bouldin (DB) and Dunn (D) indexes [19] . The values of δ for RCM, RFCM, RPCM, and RFPCM algorithms have been Table I , the performance of different algorithms is reported with respect to DB index, D index, and CPU time (in milliseconds). The results reported in Table I In the Iris data set, since classes 2 and 3 overlap, it may be thought of having two clusters. However, to design a classifier, at least three clusters have to be identified. Thus, for such applications, RFCM, RPCM, and RFPCM will be more useful because they are not sensitive to noise, they can avoid coincident clusters, and their DB-and D-index values are far better than that of other algorithms, as reported in Table I . In addition, the execution time of different rough-fuzzy clustering algorithms is significantly lesser than that of different fuzzy and kernel-based fuzzy clustering algorithms. Table II compares the performance of different rough-fuzzy clustering algorithms with respect to α, , α , and γ. The proposed RFCM performs better than RFCM MBP . The performance of RFPCM is intermediate between RFCM and RPCM for c = 2 and is better over other rough-fuzzy clustering algorithms having c = 3. However, it is expected that RFPCM will be more useful as it is not sensitive to noise and outliers and does not produce coincident clusters.
Finally, Tables III and IV present the comparative performance analysis of different c-means algorithms on some other benchmark data sets with respect to DB, D, α, α , and γ indices and CPU time (in milliseconds). The following conclusions can be drawn from the results reported in Tables III and IV. 1) The performance of the proposed three algorithms (RFCM, RPCM, and RFPCM) is significantly better than other fuzzy, kernel-based fuzzy, and rough algorithms with respect to DB, D, α, α , and γ indices. 2) The execution time required for the different rough clustering algorithms is much lesser compared with the fuzzy and kernel-based fuzzy algorithms. 3) Some of the existing algorithms like PCM, FPCM, KPCM, and KFPCM generate coincident clusters even when they have been initialized with the final prototypes of FCM. 4) The performance of kernel-based algorithms is better than their nonkernel-based counterparts, although they require more time to converge. 
B. Segmentation of Brain MR Images
In this section, we present the results of different c-means algorithms on the segmentation of brain MR images. The experimentation has been done in two parts. In the first part, we have used some real brain MR images. More than 100 brain MR images with different sizes and 16-bit gray levels are tested with different c-means algorithms. All the brain MR images are collected from Advanced Medicare and Research Institute, Salt Lake, Kolkata, India. In the second part, we present the segmentation result on some benchmark images obtained from "BrainWeb: Simulated Brain Database" (http://www.bic.mni.mcgill.ca/brainweb/). The comparative performance of different c-means is reported with respect to DB and D indices, as well as the β index [20] . Table V compares the performance of different c-means algorithms on some brain Table VI confirm that the proposed RFPCM algorithm generates good segmented images that are irrespective of the slice thickness and noise level. In addition, the performance of the RFPCM in terms of DB, D, and β indices is significantly better compared with other c-means algorithms.
1) Results on Real Brain MR Images:
The following conclusions can be drawn from the results reported in this paper.
1) It is observed that the RFPCM is superior to other c-means algorithms. However, the RFPCM requires higher time compared with the HCM. However, the performance of the RFPCM is significantly higher than the other c-means. The performance of the RFCM and RPCM is intermediate between the RFPCM and FCM/PCM. In addition, the RFCM performs better than the RFCM MBP .
2) The use of rough sets and fuzzy memberships (both probabilistic and possibilistic) adds a small computational load to the HCM algorithm; however, the corresponding integrated methods (RFCM, RPCM, and RFPCM) show a definite increase in the D index and a decrease in the DB index. 3) It is seen that the performance of the RFPCM is intermediate between the RFCM and RPCM with respect to α, , α , and γ. However, the RFPCM will be more useful than the RFCM and RPCM as its prototypes are not sensitive to outliers and can avoid coincident cluster problem. 4) The execution time required for the different rough clustering algorithms is significantly lesser compared with the different fuzzy and kernel-based fuzzy clustering algorithms. 5) The proposed indices, such as α, , α , and γ, based on the theory of rough sets provide good quantitative measures for rough-fuzzy clustering. The values of these indices reflect the quality of clustering.
The best performance of the proposed RFPCM algorithm is achieved because of the following reasons.
1) The concept of crisp lower bound and fuzzy boundary of the proposed algorithm deals with uncertainty, vagueness, and incompleteness in class definition.
2) The membership function of the RFPCM efficiently handles overlapping partitions.
3) The probabilistic and possibilistic memberships of the RFPCM can avoid coincident cluster problem and make the algorithm insensitive to noise and outliers. In effect, good cluster prototypes are obtained using the RFPCM algorithm with significantly lesser time.
VI. CONCLUSION
The contribution of this paper lies in the development of a generalized methodology, which judiciously integrates c-means algorithm, rough sets, and probabilistic and possibilistic memberships of fuzzy sets. This formulation is geared toward maximizing the utility of both rough and fuzzy sets with respect to knowledge-discovery tasks. Several new measures are defined based on rough sets to evaluate the performance of rough-fuzzy clustering algorithms. Finally, the effectiveness of the proposed algorithm is demonstrated, along with a comparison with other related algorithms, on a set of synthetic as well as real-life data sets.
Although our methodology of the integration of rough sets, fuzzy sets, and c-means algorithm has efficiently been demonstrated for benchmark data sets, the concept can be applied to other unsupervised classification problems. Some of the indices (e.g., α, α , , and γ) that are used for the evaluation of the quality of the proposed algorithm may be used in a suitable combination to act as the objective function of an evolutionary algorithm for rough-fuzzy clustering.
