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We present two new ontinuous time quantum searh algorithms similar to the adiabati searh
algorithm, but now without an adiabati evolution. We nd that both algorithms work for a wide
range of values of the parameters of the Hamiltonian, and one of them has, as an additional feature
that, for values of time larger than a harateristi one, it will onverge to a state whih an be lose
to the searhed state.
I. INTRODUCTION
Quantum omputation has attrated the attention of
researhers from several dierent areas [1℄. This eld
of knowledge presents new sienti hallenges to learn
how to work with quantum properties to obtain more
eient algorithms. However, relatively few quantum al-
gorithms were reated; among them, Shor's and Grover's
[2, 3℄ algorithms are the best known. Grover's searh
algorithm loates a marked item in an unsorted list of
N elements in a number of steps proportional to
√
N ,
instead of O(N) as in the lassial ase. It performs a
unitary transformation of the initial quantum state so
as to inrease the likelihood that the marked state of
interest will be measured at the output (ampliation
tehnique). It has been proved that there are neither
quantum nor lassial algorithms that an perform faster
suh an unstrutured searh [4℄. This searh algorithm
has also a ontinuous time version [5℄ that has been de-
sribed as the analogue of the original Grover algorithm.
From this ontinuous time version, and using the quan-
tum adiabati theorem, adiabati searh algorithms have
been developed [7, 8, 9℄, that onsist in guessing a time-
dependent Hamiltonian whose dynamis evolves slowly
enough so that it remains always near its instantaneous
ground state. They solve the searh problem in a time
proportional to
√
N/δ, where δ is a preision parameter
that depends on the energy dierene between the two
lowest states.
Another way to generate a ontinuous time quantum
searh algorithm [10℄ has been reently developed, that
nds a disrete eigenstate of a given Hamiltonian H0.
This algorithm behaves like Grovers's, and expliitly
shows that the searh algorithm is essentially a resonane
phenomenon between the initial and the searhed states
[11℄.
In this work we present two new ontinuous time
searh algorithms that are ontrolled by a time depen-
dent Hamiltonian, similarly to the ase of the quantum
adiabati searh algorithm, but now the evolution is non
adiabati; then it is not neessary to impose slowness to
the dynamis in order to preserve the system in the fun-
damental state. These algorithms provide new insights
to searh algorithms, in partiular: a onnetion between
the resonant and the adiabati searh algorithms (for the
rst ase), or the possibility to generate a new type of
searh algorithm in whih one does not need to pik up
a partiular instant of time when the measure has to be
performed (for the seond ase), provided the parameters
haraterizing the Hamiltonian are onveniently hosen.
In this seond ase, one reahes an asymptoti form for
the searhing probability, whih is rather independent on
the size of the database N , at the ost of inreasing the
energy resoures in the Hamiltonian as N grows.
The paper is organized as follows. In the next two
setions we develop the two models of non adiabati al-
gorithms. In the last setion we draw the onlusions of
this work.
II. NON ADIABATIC ALGORITHM I
Consider N items in the database, eah assoi-
ated with a vetor in the omplete orthonormal set
{|n〉, n = 1, 2, ..., N} in a Hilbert spae. Let us all |s〉
the unknown searhed state that is assoiated with the
marked item belonging to the previous group. We as-
sume that the initial state is the symmetri normalized
state
|ψ0〉 = 1√
N
N∑
n=1
|n〉, (1)
and dene the two Hamiltonians
H0 = I − |ψ0〉 〈ψ0| , (2)
Hs = I − |s〉 〈s| , (3)
where I is the identity matrix, their ground states being
|ψ0〉 and |s〉 respetively. The algorithm is built on the
following time-dependent Hamiltonian
H(t) = f(t)H0 + g(t)Hs , (4)
2where f(t) and g(t) are time dependent funtions that
will be dened later. Notie that Hs plays the equiva-
lent role to 'marking' the searhed state in Grover's algo-
rithm. The goal of the searh algorithm is to hange
|ψ0〉 into |s〉 or some approximation there of, follow-
ing the dynamis generated by the Shrödinger equa-
tion. In this problem, we an restrit the analysis to
the two-dimensional spae spanned by |s〉 and |p〉 =
1√
N−1
N∑
n=1,n6=s
|n〉. The wave funtion is then expressed
as
|ψ(t)〉 = as(t)|s〉+ ap(t)|p〉 , (5)
for some as(t), ap(t) suh that |as(t)|2+|ap(t)|2 = 1 with
as(0) =
√
1/N and ap(0) =
√
1− 1/N . In the {|s〉, |p〉}
basis we have the following matrix for the Hamiltonian
H(t) =
1
N
[
(N − 1) f(t) −√N − 1f(t)
−√N − 1f(t) f(t) +Ng(t)
]
. (6)
The above matrix an be rewritten under the form
H(t) =
1
2
(f + g)I +
1
2
ω(t)~n · ~σ (7)
where[19℄ ω(t) =
√
(f − g)2 + 4fg/N , ~n =
1
ω(t) (−2
√
N − 1f/N, 0, f − g − 2f/N) is an unitary
vetor and ~σ stands for the Pauli matries. Dening
~n = (sin θ, 0, cos θ), one an easily obtain the funtions
f and g as a funtion of θ, with the following result:
f(t) = − N
2
√
N − 1ω(t) sin θ (8)
g(t) = − N
2
√
N − 1ω(t) cos(θ + β) (9)
with sinβ ≡ (2−N)/N , cosβ ≡ 2√N − 1/N .
The rst term in Eq. (7) is proportional to the identity,
and therefore amounts to a ommon (time dependent)
phase that an be ignored if one only wants to evaluate
probabilities. We will onentrate on the seond term,
whih has eigenvalues E±(t) = ± 12ω(t) with orrespond-
ing time-dependent eigenvetors |E+, t >= (cos θ2 , sin θ2 )
and |E−, t >= (− sin θ2 , cos θ2 ), with respet to the ba-
sis {|s〉, p〉}. In this form, it beomes evident that the
evolution originated from the Hamiltonian amounts to a
(time-dependent) rotation in the spae spanned by the
states {|s〉, p〉} with the goal of maximizing the probabil-
ity of the |s〉 state.
The Shrödinger equation in this basis, in units suh
that ~ = 1, beomes[
das(t)
dt
dap(t)
dt
]
= −iH(t)
[
as(t)
ap(t)
]
. (10)
Now we take the following steps: rst, we hange to a
new basis where this Hamiltonian is diagonal; seond, we
solve the Shrödinger equation in that basis, and third,
we return to the original basis, where we are searhing the
state |s〉. The wave funtion, |ψ(t)〉 an be expressed as
a ombination of the time-dependent eigenstates |E+, t〉,
|E−, t〉,
|ψ(t)〉 = a+(t) exp(−i
t∫
0
E+(t)dt)|E+, t〉
+a−(t) exp(−i
t∫
0
E−(t)dt)|E−, t〉. (11)
We have two expressions for the wave funtion, one in
the {|s〉, |p〉} basis, Eq. (5), and the other one in the
{|E+, t〉, |E−, t〉} basis, Eq. (11). The relation between
both basis an be expressed as a relation between its
oeients, that is
[
as(t)
ap(t)
]
= U †(t)


a+(t) exp(−i
t∫
0
E+(t)dt)
a−(t) exp(−i
t∫
0
E−(t)dt)

 , (12)
where
U †(t) =
(
cos θ2 − sin θ2
sin θ2 cos
θ
2
)
, (13)
The Shrödinger equation in the new oordinates is[
da+(t)
dt
da−(t)
dt
]
= −M †(t)U(t)dU
†(t)
dt
M(t)
[
a+(t)
a−(t)
]
, (14)
where M11(t) = exp(−i
t∫
0
E+(t)dt), M22(t) =
exp(−i
t∫
0
E+(t)dt) and M12(t) = M21(t) = 0. From here,
one easily arrives to
da+(t)
dt
= −Ω(t) a−(t), (15)
da−(t)
dt
= Ω∗(t) a+(t), (16)
where
Ω(t) ≡ −1
2
θ˙ exp(i
t∫
0
ω(t)dt), (17)
with θ˙ = dθdt . Alternatively, we an rewrite Eq. (17) as
Ω(t) =
√
N − 1
Nω2
(
dg(t)
dt
f(t)− g(t)df(t)
dt
)
× exp(i
t∫
0
ω(t)dt); (18)
3we shall take f(0) = 1 and g(0) = 0 in this setion, then
the initial ondition in the new oordinates are a+(0) = 0
and a−(0) = 1. Up to this point, our treatment of the
problem is similar to that of the adiabati algorithm.
Now to proeed further we shall hoose the funtion θ(t)
(or, equivalently, the funtions f(t) and g(t)) for the non
adiabati approah that has similarities with the resonant
searh algorithm. As seen in Eq. (17), if we hoose θ(t)
so as to anel the time dependene of the modulus of Ω,
the system Eqs. (15, 16) will have an osillatory solution
between the amplitudes a+(t) and a−(t), with a period
proportional to
√
N , whih an be identied with the
Grover searh time. This situation reminds us of the
resonant searh algorithm [10℄, but now these amplitudes
are not the amplitudes as(t) and ap(t).
In order to solve analytially the system Eqs. (15, 16)
we shall impose the onditions:
dg(t)
dt
f(t)− g(t)df(t)
dt
≡ ε (αt+ γ)2 , (19)
ω(t) = |αt+ γ| . (20)
In these expressions ε is a oupling parameter between
the states a+(t) and a−(t), α is the veloity parameter
assoiated to the energy gap and γ = 1 is ditated by our
hoie of f(0) and g(0). One an hek that Eqs. (19,20)
are equivalent to imposing
θ˙ = 2Ω0 (21)
with Ω0 a onstant, whih we rewrite as Ω0 =
√
N−1
N ε. In
this way onditions (19,20) simply imply both a mixing
angle θ(t) and a gap ω(t) whih evolve linearly with time,
and thus determine the time evolution of funtions f(t)
and g(t), see Eqs. (8,9).
We an deouple Eqs. (15, 16) to obtain a dierential
equations for a−(t) (and similarly for a+(t))
d2a−
dt2
+ iω(t)
da−
dt
+Ω0
2a− = 0. (22)
This equation an be solved in the same way as was
done in [13℄. The hange of variable
W = exp
[
i
4
(αt2 + 2γt)
]
a−, (23)
leads to
d2W
dz2
+
(
η +
1
2
− 1
4
z2
)
W = 0, (24)
where
z =
√
α exp(−iπ/4)(t+ γ/α) (25)
and
η = i
Ω20
α
. (26)
The solutions of the Eqs. (24) are the paraboli ylinder
funtion Dη(z) [14℄. In our ase the general solution is
W (z) = A1Dη(z) +A2Dη(−z), (27)
where the oeients are determined by the initial on-
ditions a−(0) = 1, and
da−(0)
dt = 0. These oeients
are
A1 =
Dη−1(−z0)
Dη−1(z0)Dη(−z0) +Dη(z0)Dη−1(−z0) , (28)
A2 =
Dη−1(z0)
Dη−1(z0)Dη(−z0) +Dη(z0)Dη−1(−z0) . (29)
Finally, the amplitude a+(t) an be alulated using the
above result for a−(t) and Eq. (16).
Let us disuss in more detail the qualitative behavior of
the results we have obtained so far. For largeN and nite
ε in suh a way that Ω0 ≃ ε√N ≪ 1 it follows from the
Eqs. (23, 25, 26, 27, 28, 29) that |a−(t)| ≃ 1, |a+(t)| ≃ 0.
On the other hand, for large N one an approximate θ ≃
2Ω0t. Then using Eq. (12), the following approximation
for the probabilities of the searhed and the orthogonal
states are obtained
Ps(t) ≃ sin2(Ω0t), (30)
Pp(t) ≃ cos2(Ω0t), (31)
whih are valid whenever t satises (αt + γ) > 0. Note
that the Eqs. (30, 31) are independent of the value of
α if the previous onditions are veried. Then, if we let
the system evolve during a time τ ≡ pi
√
N
2ε , and we mea-
sure immediately after that, the probability to obtain the
searhed state is equal to one. In this ase our method be-
haves qualitatively like Grover's. The parameter ε allows
us for a faster searh (relatively to the standard Grover's
algorithms): one an even obtain a harateristi time
τ ∼ 1. This speedup is allowed beause the energy sale
in the Hamiltonian, dened by the funtions f(t) and
g(t) is large enough (.f. Eq. (22) in [12℄), provided
that Ω0 ≪ 1. For onreteness, we will adopt the value
ε = 1. Additionally we have reovered our interpretation
of the searh algorithm as a quantum resonane between
states [10, 15, 16, 17℄; now the resonane is between the
searhed and the orthogonal states.
The above result shows that the non adiabati algo-
rithm works orretly for α > 0 (remember that γ = 1).
We have veried this situation for several values of N
and α > 0 using the exat equation in Fig. 1. The gure
shows a periodi behavior with the Grover harateristi
time and the orretness of the approximation in Eqs.
(30, 31) as N inreases.
4Figure 1: Probabilities as a funtion of time in units of the
harateristis time τ ≡ pi
√
N
2ε
. The the full line orresponds to
the searhed state Ps, the dashed line to the orthogonal state
Pp. In all ases α > 0, but the probabilities are independent of
the value of α. The sizes of the searhed set are: (a) N = 50,
(b) N = 500, () N = 5000.
When α = 0 (see Eq. (22)) a− and a+ an be easily
obtained analytially
a−(t) = exp(−iγ
2
t)
[
cosφ(t)
+
iγ√(
γ
2
)2
+Ω20
sinφ(t)
]
(32)
a+(t) =
Ω0 exp(−i 3γ2 t)√(
γ
2
)2
+Ω20
sinφ(t) (33)
with φ(t) =
√(
γ
2
)2
+Ω20t. From these expressions, and
for large N , Ω0 ≪ 1, |a+(t)| ≃ 0, |a−(t)| ≃ 1 and using
the same arguments as before, it an be shown that the
searh algorithm also works in this ase. For α < 0 the
behavior of the system is quite more omplex. If, addi-
tionally, |α| ≃ 0 (then both |z0| and |z| go to innity)
using Eqs. (25, 27, 28, 29, 12) and the asymptoti prop-
erty of the paraboli ylinder funtions, it an be shown
that P−(t) = |a−(t)|2 ≃ 1 as before, then for large N and
Ω0 < 1 Eqs. (30, 31) are again obtained, and the searh
algorithm ontinues to operate. For the ase α < 0 but
nite we shall use another reasoning that ould have also
be used in the previous ases. Notie that the harater-
isti frequenies of the probability amplitudes (∼ Ω0) are,
in general, very small ompared with the time-dependent
harateristi frequeny of Ω(t) i.e. 1t
t∫
0
ω(t)dt, then the
stationary phase method an be used to integrate ap-
proximately the dierential equations Eqs. (15, 16) for
α 6= 0. We have used this method in the ase α < 0
and α nite, to obtain Eqs. (30, 31) with the ondition
t < tc ≡ − γα . The time tc is the `lose approah time',
dened as the time when the derivative of the phase of
Ω(t) vanishes (see Eq. (17)) and at the same time the
energy levels ross eah other. Then the searh algorithm
operates up to this time if Ω0 ≪ 1t
t∫
0
ω(t)dt. Fig. 2 was
obtained using the exat results of this paper. It shows
the probability Ps for several values of α, and also that
the approximation made in Eqs. (30, 31) remains valid
for times t < tc. For times t ≥ tc our previous argument
annot be applied, and the periodiity of the behavior
is not lear beause other frequenies are present. This
gure establishes that, as |α| is dereased, the lose ap-
proah time tc inreases; in the limit, the algorithm works
for all times.
To lose this setion, let us remark that the previous
results an also be obtained without the use of the mobile
base in the following way: Let us substitute the expres-
sions of f(t) and g(t) given by the Eqs. (8,9) in the
equations Eq. (10). These equations, together with the
normalization of the wave funtion and the onditions
of maximization of the amplitude of the searhed state,
allow to nd the time for whih the probability of the
searh state is maximum. The maximization onditions
are
∣∣∣das(t)dt ∣∣∣ = 0 y |as(t)| = 1 and, as a result, we obtain
that they are satised for those values of τ suh that
f(τ) =
N (ατ + γ)
2
√
N − 1 cos (2Ω0τ + β) = 0. (34)
From this equation it is dedued that, if ατ + γ 6= 0 then
τ =
πN
2
√
N − 1ǫ l, (35)
with l = 1, 2, 3, .... As a result, we see that the algorithm
works in an equivalent way to the Grover algorithm for all
times, if α is positive, and only until the lose approah
time if α is negative.
III. NON ADIABATIC ALGORITHM II
In this setion we introdue a new idea for the searh-
ing Hamiltonian whih is based on a dierent hoie of
the funtions f(t) and g(t) and possesses the harater-
isti that one does not need to single out a given time in
5Figure 2: Probability of the searhed state Ps as a funtion of
time. N = 5000, in (a) α = −0.31γ/τ , in (b) α = −0.10γ/τ
in () α = −0.05γ/τ . Note that the values tc hange inversely
with α.
order to nd the searhed state with a high probability,
provided the parameters of the Hamiltonian are hosen
appropriately.
Let us return to Eq. (6) and hoose now f(t) = N√
N−1 ,
then we have:
H(t) =
√
N − 1I +
[
0 −1
−1 g(t) + 2−N√
N−1
]
. (36)
The rst term in this expression is onstant and pro-
portional to the identity. One an, as done in the
previous setion, ignore it for the sake of solving the
Shrödinger equation. Let us hoose the (2,2) matrix
element in Eq. (36) so that it hanges linearly with time.
In this way, the resulting Hamiltonian (in the xed ba-
sis) mimis the evolution of the funtions a+(t) and a−(t)
obtained in Setion 2. To be more preise, we hoose
g(t) =
N − 2√
N − 1 + 2(b− at), (37)
with a and b onstants. Notie that f(t) and g(t) sale
with N in the same way as in the previous setion, there-
fore the same disussion regarding the energy ost will
apply. In this seond model, the gap energy funtion
takes the simple form ω(t) =
√
(at− b)2 + 1.
With the above denitions, apart from a global phase
whih we will ignore, the Hamiltonian Eq. (36) gives rise
to the same evolution as the matrix
H ′(t) =
[
0 −1
−1 2b− 2at
]
. (38)
We will allow time to run from t = 0 to arbitrarily large
values (t → ∞). As we observe, the above Hamiltonian
bears a lose resemblane to the usual ones introdued
in adiabati quantum omputations, in the sense that it
has a time variation whih is linear in time. However, in
our ase we will not start from the ground state of the
Hamiltonian, and we will not intend either to fore the
system to be driven to its ground state for some nite
time T by making use of the adiabati theorem.
The resulting evolution equations for as(t) and ap(t)
an be easily deoupled, leading to
d2as
dt2
+ 2i(b− at)das
dt
+ as = 0 (39)
This equation has to be supplemented by the initial
onditions as(0) =
√
1/N , dasdt (t = 0) = iap(0) =
i
√
(N − 1)/N . With the substitution
W = as exp[−i(1
2
at2 − bt)] (40)
we arrive to the same equation as in Eq. (24), but now
z =
√
2ai(t − b/a) and η = − i2a . The solution to this
equation an still be written in the form (27), with o-
eients A1 and A2 whih have to be determined from
the initial onditions. After some algebra, we arrive to
A1 =
1√
N
Dη−1(−z0) +
√
Nq0Dη(−z0)
Dη−1(z0)Dη(−z0) +Dη(z0)Dη−1(−z0) (41)
A2 =
1√
N
Dη−1(z0)−
√
Nq0Dη(z0)
Dη−1(z0)Dη(−z0) +Dη(z0)Dη−1(−z0) ,
(42)
where q0 =
√
2a
√
N−1
N exp(i3π/4) and z0 =
−b
√
2
a exp(iπ/4). In order to give a result for the
searhed probability Ps(t) = |as(t)|2, we need to par-
tiularize the values of N , a and b. Using the asymptoti
form for the paraboli ylinder funtions [14℄, one an
obtain the following result for the limit limt→∞ Ps(t):
p(a, b) = lim
t→∞
Ps(t) = |A1ekpi/4 +A2e−3pik/4|2, (43)
with k = 12a .
Fig. 3 shows a ontour plot of the limiting values of
the probability p(a, b) with N = 100. As readily seen, it
reveals a ompliated pattern with bands of high proba-
bility and low-probability valleys. These patterns depend
quite weakly on N and, in fat, it is possible to obtain
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Figure 3: Contour plot for the limiting probability p(a, b)
when N = 100. The horizontal axis orresponds to a, and
the vertial axis to b. Brighter regions represent a higher
probability, while dark regions indiate a probability lose to
zero.
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Figure 4: Same as Fig. 3, for the asymptoti N →∞ limit.
the limit N →∞ in Eqs. (42). Fig. 4 orresponds to this
limit. As an be seen, the hanges are moderate, showing
that the asymptoti probability saturates for large values
of N .
In order to expliitly show the dierenes between our
proposal and the adiabati treatment, we have alulated
the probability Ps(t) for dierent parameters. The re-
sults are shown in Fig. 5. Given the struture seen in
Fig. 4, we hoose a xed b = 4.5, and plot the probability
for three values of a: 1, 5 and 20. The value of N we used
is = 106 whih, aording to the previous disussion, is
equivalent to taking N →∞.
Figure 5: Evolution of the probability for the searhed state
Ps as a funtion of time, for a xed b = 4.5 and three values of
the parameter a: 1 (solid line), 5 (thik dashes) and 20 (thin
dashes).
In this gure, it is apparent that a transition ours
at the time tc = b/a, orresponding to the minimum dis-
tane between the two eigenvalues of the Hamiltonian.
The asymptoti behavior with time is lear from this g-
ure, although the nal probability strongly depends on
the partiular hoie of a and b, as seen before. It is
important to note that the orresponding Grover time
would be of the order
√
N ∼ 103, whih represents a
muh larger time sale than the one showed in this g-
ure.
Therefore, our proposal onsists on implementing the
Hamiltonian 6 but with the funtions f and g as dened
above. By an appropriate hoie of the parameters a
and b appearing in g(t), one an make the probability of
the searhed state to reah a value lose to unity within a
sale of time whih is muh shorter (for largeN) than the
orresponding Grover's time. At rst sight, this appears
to be in ontradition with the well-known result that
Grover's algorithm is optimal for quantum searhing [4℄.
However, it has been disussed that adiabati searh an
be done at a shorter time (even with a time sale whih is
independent ofN) at the expense of inreasing the energy
resoures [12, 18℄. This, in fat, seems to be the ase
within our proposal, if one remembers that, in order to
obtain the Hamiltonian 36 using the resoures dened in
6, the funtions f and g will sale as
√
N , thus inreasing
7the energy resoures as N grows.
IV. CONCLUSIONS
We have developed two new ontinuous time quan-
tum searh algorithms using a time-dependent Hamil-
tonians in a non adiabati regime. Our approah dif-
fers from to the usual (adiabati) approah, when one
starts from the initial ground state and tries to evolve
slowly, making use of the adiabati theorem to stay lose
to the instantaneous ground state. For the rst ase,
the key of the algorithm is that the derivative of the
amplitudes a−(t) and a+(t) have a fast time variation
with a vanishing mean value over the harateristi time
τ i.e. 1τ
τ∫
0
da
±
(t)
dt dt ∼ 0, then starting from the ground
state, in the mobile basis {|E+, t〉, |E−, t〉}, the system
remains near this ground state for all times. This algo-
rithm behaves like the Grover algorithm for non negative
values of the parameter α, independently of its partiular
value, for a large N and Ω0 ≪ 1. The optimal searh
time is proportional to
√
N , and the probability to nd
the searhed state osillates periodially. For α < 0 the
algorithm does not work for t ≥ tc, with tc the lose
approah time.
The seond algorithm makes use of similar resoures to
build up a Hamiltonian that hanges linearly with time.
In our proposal, the initial and nal states do not orre-
spond to the ground states of the Hamiltonian, and the
system is allowed to evolve up to arbitrarily large times,
showing a onvergene towards a nal state after a -
nite transition time. When the parameters are hosen
appropriately, the asymptoti state an overlap with the
searhed state with high probability, and one does not
need to pik up a speial value of time to perform the
measurement in order to obtain the desired result.
Both algorithms an be used to perform a searh within
a time whih an be made shorter than the standard
Grover's time, at the expense of using also larger than
standard energeti resoures.
These results open the possibility for the design of new
quantum algorithms that perform a searh on an unstru-
tured database (and possibly other algorithmi tasks) al-
ternatively to the existing algorithms.
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