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Abstract
Let P a locally finite partially ordered set, F a field, G a group, and I(P,F) the
incidence algebra of P over F. We describe all the inequivalent elementary G-gradings
on this algebra. If P is bounded, F is a infinite field of characteristic zero, and A,B are
both elementary G-graded incidence algebras satisfying the same G-graded polynomial
identities, and the automorphisms group of P acts transitively on the maximal chains
of P , we show that A and B are graded isomorphic.
1 Introduction
Given a fixed field F, Stanley [9] showed that if P and Q are both locally finite partially
ordered sets whose incidence algebras I(P,F) and I(Q,F) are isomorphic, then P and Q
are isomorphic. Feinberg [6] showed that if P is a locally finite partially ordered set whose
chains have length no greater than n− 1, then the incidence algebra I(P,F) over an infinite
field satisfies the standard polynomial identity of degree 2n, the equivalent of the Amitsur-
Levitzki theorem. Berele [3] showed that the polynomial identities satisfied by I(P,F) under
the conditions that P is a bounded poset with bound n and F is an infinite field, are precisely
the polynomial identities satisfied by I(Cn,F), where Cn ⊂ P is a chain of length n.
The incidence algebra I(P,F) of a finite poset P with n elements over a field F has a
natural embedding in Mn(F) the algebra of n×n matrices over F. If G is an abelian group,
then, for the algebra Mn(F), there are two important classes of G-gradings: the elementary
gradings and the fine gradings. In [2] it was proved that if F is an algebraically closed field,
every G-grading on Mn(F) is a tensor product of an elementary and a fine grading. For the
algebra UTn(F), the algebra of n×n upper triangular matrices over F, it was proved in [10]
that if F is an algebraically closed field of characteristic zero then every finite G-grading
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is isomorphic to elementary one. Furthermore isomorphic gradings satisfy the same graded
identities. In [4] the authors studied the elementary gradings on the algebra UTn(F) over an
infinite field. They described these elementary gradings by means of the graded identities
that they satisfy. Namely, they proved that there exist |G|n−1 non isomorphic elementary
gradings on UTn(F) by a finite group G, and showed that non isomorphic gradings give rise
to different graded identities.
In this work, we extend the notion of elementary grading to incidence algebras of arbitrary
locally finite partially ordered sets, and further describe all the inequivalent ones. We
provide a grading counting formula when P and G are finite. When P is bounded and F
is a infinite field of characteristic zero, we show that whenever A and B are both G-graded
incidence algebras of P over F satisfying the same G-graded polynomial identities and the
automorphisms group of P acts transitively on the maximal chains of P , then A and B are
isomorphic as G-graded algebras.
2 Preliminaries
A set P with a binary relation  is a partially ordered set (abbreviated poset) if  is
reflexive, transitive and antisymmetric. A subset Q of P is a subposet when, for x, y ∈ Q, it
satisfies x  y in Q if, and only if, x  y in P . If P and Q are posets, a function ϕ : P → Q
is order-preserving if x  y in P implies ϕ(x)  ϕ(y). If ϕ is a bijection whose inverse is
also order-preserving, we say that ϕ is an isomorphism of posets. An automorphism of P is
an isomorphism of P onto itself (with respect to the same relation).
A chain is a poset C such that for any x, y ∈ C, either x  y or y  x. A finite chain
with n distinct elements is said to have length n, and an infinite chain has infinite length.
All finite chains of same length n are isomorphic to the chain Cn = {1, 2 . . . , n} with the
usual order. A chain C in P is maximal if, given any chain C′ in P , C ⊂ C′ implies either
C = C′ or C = P . Every chain in P can be prolonged to a maximal chain. In particular,
every element of P belongs to a maximal chain.
A poset P is bounded if there is an integer n such that every chain in P has length no
greater than n. Otherwise P is unbounded. It is worth noting that there do exist unbounded
posets all whose chains are finite.
Given x and z in a poset P , the segment from x to z, denoted by [x, z], is the subposet
[x, z] = {y ∈ P |x  y  z}. The segment has length n it has a chain of length n and any
other chain in it has length no greater than n. A poset P is locally finite if every segment
of P is finite.
Two elements x, y in a poset P are connected if, for some positive integer n, there exist
elements x = x0, x1, x2, . . . , xn = y in P with either xi−1  xi or xi  xi−1 for i = 1, . . . , n.
Connectedness is an equivalence relation in P whose equivalence classes are called connected
components.
Let P be a locally finite poset and F a field. The incidence algebra I(P,F) of P over
F is defined as the F-algebra of all functions
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f : P × P → F such that f(x, y) = 0 whenever x  y, under the operations:
(f1 + f2)(x, y) = f1(x, y) + f2(x, y),
(kf)(x, y) = kf(x, y),
(f1f2)(x, y) =
∑
xzy
f1(x, z)f2(z, y).
for all f1, f2 ∈ I(P,F), x, y, z ∈ P and k ∈ F. Since P is locally finite, it is clear that the
above summation is finite. Whenever Q is a subposet of P , I(Q,F) is a subalgebra of I(P,F)
coinciding with the set of functions f such that f(x, y) = 0 whenever x /∈ Q or y /∈ Q.
From now on, if the poset P and the field F are fixed, to simplify notation we shall denote
I(P,F) simply by AP . If there is no risk of confusion, we shall drop the subscript P .
For each x, y ∈ P , A contains the function exy such that
exy(u, v) =
{
1, if x = u  v = y
0, otherwise.
It is straightforward to check that such functions satisfy exyfeuv = f(y, v)exv, for all
x, y, u, v ∈ P and f ∈ A. In particular, exxfeyy = f(x, y)exy and exyeuv = exv if y = u and
0 otherwise, hence the exx are idempotents. Moreover, every function f ∈ A has a unique
representation as an infinite sum of the form (cf. [5]):
f =
∑
x,y∈P
f(x, y)exy.
The function δ =
∑
x∈P exx satisfies δf = fδ = f for all f ∈ A hence it is the unit in this
algebra.
The group of all F-automorphisms of A is denoted Aut(A). If r ∈ A is invertible, then r
determines an automorphism ψr ∈ Aut(A), given by ψr(f) = rfr
−1, for each f ∈ A. Such
an automorphism is called an inner automorphism.
Notice that ψr−1 = (ψr)
−1, and if r1 and r2 are invertible in A, then ψr1 ◦ ψr2 = ψr1r2 .
Therefore,
Inn(A) = {ψr|r is invertible in A}
is a subgroup of Aut(A).
A function s ∈ A is multiplicative if whenever x  z  y are elements of P , then
s(x, y) = s(x, z)s(z, y) ∈ F×,
where F× denote the multiplicative subgroups of F. Notice that if s is multiplicative, then
s(x, x) = 1 for each x ∈ P . In particular, s is invertible.
Recall that the Hadamard product of f1, f2 ∈ A is denoted by f1 ∗ f2 and is given by
(f1 ∗ f2)(x, y) = f1(x, y)f2(x, y) for each pair of x, y ∈ P . If s is multiplicative, we define
Ms : A → A
f 7→ s ∗ f
for each f ∈ A. Note that Ms is an automorphism of A. Such an automorphism is called
multiplicative.
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Remark 2.1. Denote by Mult(A) = {Ms|s is multiplicative } the set of all multiplicative
automorphisms of A. It is easy to show that this is a subgroup of Aut(A).
If σ is an automorphism of P , then σ induces an automorphism σˆ of A given by
(σˆ(f))(x, y) = f(σ−1(x), σ−1(y)), for each f ∈ A and each pair of elements x, y ∈ P .
So Aut(P ) can be seen, via the automorphism induced σˆ, as a subgroup of Aut(A).
In [1, Theorem 5], was proved the following:
Theorem 2.2. Let P be a locally finite poset. If ϕ is an automorphism of A, then ϕ =
ψr ◦Ms ◦ σˆ for some inner automorphism ψr, some multiplicative automorphism Ms and
unique automorphism σ of P .
3 Elementary Gradings on Incidence Algebras
Let F be a field, R an associative F-algebra, and G a (multiplicative) group. A G-
grading on R is a decomposition of R as a direct sum of F-vector subspaces R = ⊕g∈GRg
such that RgRh ⊆ Rgh for every g, h ∈ G. The subspace Rg is the g-th homogeneous
component in the grading, and its elements are said to be homogeneous of degree deg r = g.
R1 is the neutral (or identity) component of the grading and it always contains the identity
1 of R.
The incidence algebra A = I(P,F) of a finite poset P with n elements over a field F
has a natural embedding in the algebra Mn(F) of n× n matrices over F. Furthermore, the
elements in P can be labelled by the naturals in such a way that xi  xj in P implies i ≤ j,
hence A can be identified with the subalgebra UTn(F) of the n×n upper triangular matrices
in Mn(F) via the correspondence exixj 7→ Eij , where Eij is an elementary matrix.
Definition 3.1. Let P be a locally finite poset and G a group. A G-grading on A is good
if every element exy in A is homogeneous. If P is finite, a good grading on A is elementary
if, for each xi  xj in P , there are unique elements gi, gj ∈ G satisfying exixj ∈ Ag−1
i
gj
.
Next we extend the notion of elementary grading to arbitrary incidence algebras. Let
GP denote the set of all functions from P to G and, for θ ∈ GP , denote the image θ(x) of
x ∈ P simply by θx.
Lemma 3.2. Let P be a locally finite poset, G a group, and θ ∈ GP . Then, for each g ∈ G,
Aθ(g) = {f ∈ A | f(x, y) = 0, whenever x  y and θ−1x θy 6= g} (3.1)
is a subspace of A and the sum Aθ of all such subspaces is direct. Furthermore, Aθ(g)Aθ(h) ⊆
Aθ(gh), for all g, h ∈ G.
Proof. It is enough to check the third claim. Let g, h ∈ G, f1 ∈ A
θ(g), f2 ∈ A
θ(h), x, y ∈ P ,
x  y be arbitrary. For each z ∈ [x, y] such that θ−1x θy = (θ
−1
x θz)(θ
−1
z θy) 6= gh then
θ−1x θz 6= g or θ
−1
z θy 6= h, so f1(x, z) = 0 or f2(z, y) = 0. Therefore f1f2 ∈ A
θ(gh).
Definition 3.3. Let P be a locally finite poset and G a group. A G-grading onA = ⊕g∈GAg
is elementary if there exists θ ∈ GP such that Ag = A
θ(g) for all g ∈ G (in which case
A = Aθ).
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Let θ ∈ GP and consider Gθ = {θ
−1
x θy |x, y ∈ P, x  y} ⊂ G. Define
GPe = {θ ∈ G
P |Gθ is finite}.
Theorem 3.4. Let P be a locally finite poset, G a group. Then, A admits an elementary
grading for some θ ∈ GP if, and only if, θ ∈ GPe . Moreover, every elementary grading is
good.
Proof. First assume that θ ∈ GPe , so Gθ = {g1, . . . , gk} is finite. Given f ∈ A, for each
i = 1, 2, . . . , k, define
fi(x, y) =
{
f(x, y), if x  y and θ−1x θy = gi
0, otherwise.
It is clear that fi ∈ A
θ(gi). Also, given x  y in P , θ
−1
x θy = gj , for some index j, hence
k∑
i=1
fi(x, y) = fj(x, y) = f(x, y).
It follows that A ⊂ Aθ, thus A = ⊕g∈GA
θ(g) is an elementary G-grading.
On the other hand, suppose thatA = Aθ, soA is endowed with an elementaryG-grading,
and Ag = A
θ(g) for all g ∈ G. For any x  y and u  v in P , θ−1x θy 6= θ
−1
u θv implies u 6= x
or v 6= y, so exy(u, v) = 0. This shows exy ∈ Aθ−1x θy , thus the grading is good.
The algebra A sure contains the function ζ given by ζ(x, y) = 1 if x  y in P , and 0
otherwise. It has a unique homogeneous decomposition ζ = ζ1 + ζ2 + · · · + ζk, where the
gi ∈ G are distinct and the ζi ∈ Agi are nonzero, for all i. If Ag 6= 0, then there exist x  y
in P , such that g = θ−1x θy. Since ζ(x, y) 6= 0, then ζi(x, y) 6= 0 for at least one index i, and
ζi(x, y)exy = exxζieyy ∈ A1AgiA1 ⊂ Agi , so exy ∈ Ag ∩ Agi , and g = gi. It follows that
Gθ ⊂ {g1, . . . , gk}, thus θ ∈ G
P
e .
Remark 3.5. If P = ∪1≤i≤kPi is the decomposition of P into its connected components, it
is straightforward to check that
Aθg =
⊕
1≤i≤k
(AθiPi)g,
where each θi = θ|Pi ∈ G
Pi
e defines on APi = I(Pi,F) the elementary grading induced by
that on Aθ. For each such Pi, the group G acts on the left of G
Pi via (hθi)(x) = h(θi(x)),
for all h ∈ G, x ∈ Pi. This action obviously leaves Gθi invariant and (APi)
θi
g = (APi )
hθi
g
for all g ∈ G, thus it has no effect on the grading. Further, this action extends naturally to
an action of Gk = G × · · · ×G on the left of GPe via (hθ)(x) = (hiθi)(x), if x ∈ Pi, for all
h = (h1, . . . , hk) ∈ G
k and Aθg = A
hθ
g , for all g ∈ G.
Theorem 3.6. Let P be a finite poset with n elements and G a finite group. If k is the
number of connected components of P , then there are |G|n−k distinct elementary gradings
on A.
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Proof. Let X = GP = Gn, h ∈ Gk, and θ ∈ GP . Since θ and hθ define the same elementary
grading on A, the number of distinct gradings is equal to the number |X\Gk| of Gk-orbits
in X . It follows from Burnside’s Lemma that
|X\Gk| =
1
|Gk|
∑
h∈Gk
|Xh| =
|G|n
|G|k
= |G|n−k,
where Xh = {x ∈ X |hx = x}.
In [7, Theorem 10] the same result was proved using a different argument.
We also want to consider the action of Aut(P ) on the right of GP given by (θσ)(x) =
θ(σ−1(x)), for all σ ∈ Aut(P ), θ ∈ GP and x ∈ P . It is clear this action commutes with the
action of Gk and it leaves Gθ invariant, hence it induces an action on the right of G
P
e .
Theorem 3.7. If P is a locally finite poset with k connected components, G is a group,
θ ∈ GPe , and σ ∈ Aut(P ), then the induced automorphism σˆ of A is a graded isomorphism
from Aθ onto Aθσ.
Proof. Let 0 6= f ∈ Aθg for some g ∈ G. Since exxfeyy = f(x, y)exy, then exy ∈ A
θ
g whenever
f(x, y) 6= 0. Similarly,
eσ(x)σ(x)σˆ(f)eσ(y)σ(y) = σˆ(f)(σ(x), σ(y))eσ(x)σ(y)
= f(σ−1σ(x), σ−1σ(y))eσ(x)σ(y)
= f(x, y)eσ(x)σ(y).
Now,
g = θ(x)−1θ(y) = θ(σ−1σ(x))−1θ(σ−1σ(y)) = (θσ)(σ(x))−1(θσ)(σ(y)),
hence eσ(x)σ(y) ∈ A
θσ
g whenever f(x, y) 6= 0. Therefore, σˆ(f) ∈ A
θσ
g .
Consider the following relation on GPe : θ ∼ µ ⇐⇒ θ = hµσ for some h ∈ G
k,
σ ∈ Aut(p). It is easy to check that this is an equivalence relation.
Theorem 3.8. Let P be a locally finite poset, G a group, and θ, µ ∈ GPe . Then A
θ ∼= Aµ
as elementary G-graded algebras if, and only if, θ ∼ µ.
Proof. If θ ∼ µ, then µ = hθσ for some h ∈ Gk (k being the number of connected compo-
nents of P ) and σ ∈ Aut(P ). Since Aθ = Ahθ, it follows from the previous theorem that σˆ
is a graded isomorphism between Aθ and Ahθσ = Aµ.
On the other hand, suppose that ϕ : Aθ −→ Aµ is a graded isomorphism. From Theorem
2.2, we know that ϕ = ψrMsσˆ for some r, s ∈ A and unique σ ∈ Aut(P ). Since s ∈ A is
a multiplicative element, then Ms is a graded isomorphism. Indeed, if f ∈ A
θ
g for some
g ∈ G, x  y in P , and θ−1x θy 6= g, then it follows from Theorem 3.4 that Ms(f)(x, y) =
s(x, y)f(x, y) = 0, hence Ms(f) ∈ A
θ
g. So far, we have that
Aθ
σˆ //
ϕ

Aθσ
Ms
Aµ Aθσ
ψroo
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is a commutative diagram where ϕ, σˆ and Ms are graded isomorphisms, hence so is ψr =
ϕσˆ−1M−1s . Notice that σˆ
−1 = σ̂−1 and M−1s is multiplicative (cf. remark 2.1). Since r is
invertible,
r(x, x)r−1(y, y)exy = ψr(exy)(x, y)exy = exxψr(exy)eyy,
hence, for exy ∈ A
θσ
g , then ψr(exy) ∈ A
σθ
g ∩ A
µ
g , so g = (θσ)
−1
x (θσ)y = µ
−1
x µy.
To see that θ ∼ µ, first assume that P has a single connected component, choose
some x0 ∈ P and define h = µx0(θσ)
−1
x0
. For y ∈ P arbitrary, there is a sequence
x0, x1, . . . , xm+1 = y in P such that either xi  xi+1 or xi+1  xi, for all i = 0, 1, . . . ,m.
In either case, we have (θσ)−1xi (θσ)xi+1 = µ
−1
xi
µxi+1 . It follows that µx0 = h(θσ)x0 , µx1 =
µx0(θσ)
−1
x0
(θσ)x1 = h(θσ)x1 , and so on, thus µy = h(θσ)y . Since y is arbitrary, we conclude
that µ = hθσ. Proceeding in the same way for each connected component, we obtain h ∈ Gk
such that µ = hθσ. This completes the proof.
When P and G are finite, we can count the number of inequivalent elementary gradings
on A.
Corollary 3.9. If P is a finite poset with k connected components and G is a finite group,
then the number of inequivalent elementary gradings on A is
nG =
1
|G|k|Aut(P )|
∑
(h,σ)∈G×Aut(P )
|X(h,σ)|
where X(h,σ) = {θ ∈ GPe |hθσ ∼ θ}.
For instance, for P = Cn is a finite chain, then A ∼= UTn, Aut(P ) is trivial, k = 1, and
the number of inequivalent elementary gradings is |G|n−1.
4 Graded Polynomial Identities on Incidence Algebras
Now, we shall study the graded polynomial Identities on Incidence algebras. In [8,
Theorem 8.2.5] it was proved that I(P,F) is a PI-algebra if and only if P is bounded.
Throughout this section we shall assume that the poset P is locally finite and bounded. We
shall also assume that F is an infinite field of characteristic zero and G is a group.
Let X = ∪g∈GXg be the union of the disjoint countable sets Xg = {x
g
1, x
g
2, . . . }. The free
associative algebra F〈X〉 freely generated over F by X is equipped in a natural way with a
structure of G-graded algebra, namely that in which deg(xgi ) = g for every x
g
i ∈ Xg, and
deg(xg1i1 x
g2
i2
. . . , xgtit ) = g1g2 . . . gt. So F〈X〉 is the free G-graded algebra freely generated by
X . Let Φ(xg1i1 , x
g2
i2
, . . . , xgtit ) ∈ F〈X〉 be a polynomial. If R = ⊕Rg is a G-graded algebra then
Φ is a G-graded polynomial identity for R if Φ(rg1i1 , r
g2
i2
, . . . , rgtit ) = 0 in R for all homogeneous
elements rgsik ∈ Rgs . The ideal TG(R) in F〈X〉 of all G-graded polynomial identities of R is
closed under all G-graded endomorphisms of F〈X〉. Such ideals are called G-graded T -ideals.
In [3, Theorem 7], the following was proved for the ordinary polynomial identities:
Theorem 4.1. Let A = I(P,F), then
T (A) =
⋂
{T (AC) |C ⊆ P is a maximal chain }.
7
where AC = I(C,F).
Motivated by this result, we prove its graded version:
Theorem 4.2. Let G a group and θ ∈ GPe an elementary grading on A. Then
TG(A)
θ =
⋂
TG(ACi)
θi
for all maximal chains Ci ⊂ P .
Proof. If Φ is a graded polynomial identity for Aθ then, in particular, Φ is a polynomial
identity for AθiCi , where θi is the elementary grading induced by θ on ACi . This proves the
inclusion (⊆). To prove the other inclusion, let
J =
⋂
TG(ACi)
θi .
Since char F = 0, we have that J is generated by the set of its multilinear elements, and we
consider
Φ = Φ(f1, f2, . . . , fm) ∈ J,
a graded multilinear polynomial. Suppose that Φ /∈ TG(A)
θ. Because of the multilinearity,
there must exist elements eu1v1 , eu2v2 , . . . , eumvm ∈ A
θ such that Φ(eu1v1 , eu2v2 , . . . , eumvm) 6=
0. Since Φ is multilinear and at least one of its monomials does not vanish, then
{u1, v1, u2, v2, . . . um, vm} forms a chain in P which, in turn, is contained in some maximal
chain Cj . Since Φ ∈ J , in particular Φ ∈ TG(ACj )
θj , therefore Φ(eu1v1 , . . . , eumvm) = 0,
which is a contradiction.
The next example shows that it is possible to have TG(A)
θ = TG(A)
µ even though
Aθ ≇ Aµ as graded algebras.
Example. Let P = {p1, p2, p3, p4} be a poset with p1  p4, p2  p3, p2  p4. Notice that
p4
p1
p3
p2
p4
p1
p4
p2
p3
p2
Figure 1: Poset P and its maximal chains C1, C2 and C3.
C1 = {p1, p4}, C2 = {p2, p4}, C3 = {p2, p3} are the maximal chains in P . Consider G =
{1, h, h2} and the elementary gradings given by θ = (1, h, h2, 1) and µ = (1, h2, h, 1). Since
Aut(P ) is trivial, θ ≁ µ, so Aθ and Aµ are not isomorphic as graded algebras. However, their
graded polynomial identities coincide. Indeed, the induced grading on C1 is θ|C1 = (1, 1),
which is trivial, and it follows that A
θ|C1
C1
= 〈e11, e14, e44〉, so its graded identities are the
same as those of the algebra UT2(F). Moreover, since all maximal chains have length 2 and
TG(UT2(F)) ⊆ TG(ACi)
θ|Ci for all i = 1, 2, 3, we have
TG(AP )
θ =
⋂
i=1,2,3
TG(ACi)
θi = TG(UT2(F)).
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The same holds for the grading µ, since µ|C1 = (1, 1). So,
TG(A)
θ = TG(A)
µ.
Theorem 4.3. Let G be a group and θ, µ ∈ GPe endowing elementary gradings on A.
Suppose that Aut(P ) acts transitively on the maximal chains of P and TG(A)
θ = TG(A)
µ.
Then Aθ and Aµ are isomorphic as graded algebras.
Proof. First suppose that P has a single connected component. If Φ ∈ TG(A)
θ (= TG(A)
µ)
then, by Theorem 4.2, we have that Φ is a polynomial identity for both AθiCi and A
µj
Cj
. Since
Aut(P ) acts transitively on the maximal chains and P is bounded, each maximal chain has
the same length, say n, and there exists σij ∈ Aut(P ) such that σij(Ci) = Cj . By Theorem
3.7 we have that Φ is still a polynomial identity for A
θiσij
Cj
. Moreover, restricted to a maximal
chain Cj ⊂ P , we have that A
µj
Cj
≃ UTn(F). In particular, A
θiσij
Cj
and A
µj
Cj
have the same
graded identities. Now, by the second statement of [4, Theorem 2.3], θiσij ∼ µj . Since i, j
are arbitrary, we can choose σ ∈ Aut(P ) such that
σ(x) =
{
σij(x), if x ∈ Ci
x, if x /∈ Ci.
So, by remark 3.5, θσ ∼ µ by construction and there exist h ∈ G such that µ = hθσ.
Proceeding in the same way for each connected component of P , we obtain h ∈ Gk such
that µ = hθσ. From Theorem 3.8, it follows that Aθ ∼= Aµ.
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