Optimal experiment design for parameter estimation is a research topic that has been in the interest of various studies. A key problem in optimal input design is that the optimal input depends on some unknown system parameters that are to be identified. Adaptive design is one of the fundamental routes to handle this problem. Although there exist a rich collection of results on adaptive experiment design, there are few results that address these issues for dynamic systems. This paper proposes an adaptive input design method for general single-input single-output linear-time-invariant systems.
experiment design has also been studied in many works in engineering literature (see, e.g., [39] , [52] , [56] , [21] , [22] and [29] ). However, as pointed out in [27] and [22] , there are few results that address these issues for dynamic systems.
An iterative method is outlined in [39] , where, in each iteration, an optimal input design problem is solved with the unknown true system parameter replaced by the most recent estimate of the parameter. It is assumed that the optimization is restricted to inputs where a finite number of auto-correlations can be nonzero and the minimum phase spectral factor of the input spectrum that solves the optimization problem is used as a filter whose input is fed with a realization of a white noise process. However, in this work, no formal analysis of the statistical properties of the sequence of parameter estimates is provided and, moreover, all past data are used in the proposed scheme when updating the parameter estimate and therefore the procedure is not recursive. In [21] , a general stochastic framework for optimal adaptive input design has been outlined. But it is noticed that some of the required technical results have not been completely clarified in the work. Recently, [22] take a different approach and focus on a smaller class of problems, namely, identification of ARX systems with input filter of finite impulse response (FIR) type as in [39] .
The advantage of using ARX-models is that the analysis of the recursive least-squares method can be carried out with a simple but powerful result in [36] .
In this paper, following the framework proposed in [21] , we study the adaptive input design method for single-input single-output (SISO) linear time invariant (LTI) systems based on the certainty equivalence principle. This contribution is a formal development of the scheme outlined in [21] for general SISO LTI systems.
Notation: Throughout the paper, unless otherwise specified, we will employ the following notation. Our problem will be embedded in an underlying complete probability space (Ω, F , P),
where Ω is the sample space, F is the σ-algebra that defines events E in Ω which are measurable, i.e., for which the probability P(E) is defined. Let E[·] be the expectation operator with respect to the probability measure. If A is a vector or matrix, its transpose is denoted by A T . If P is a square matrix, P > 0 (P < 0) means that P is a symmetric positive (negative) definite matrix of appropriate dimensions while P ≥ 0 (P ≤ 0) is a symmetric positive (negative) semidefinite matrix. If square matrix P is nonsingular, its inverse is denoted by P −1 . I m stands for the identity matrix of order m, 0 m×n the zero matrix of dimensions m × n and 0 m = 0 m×1 . Denote by λ M (·), λ m (·) and ρ(·) the maximum eigenvalue, minimum eigenvalue and spectral radius of a matrix, respectively. Let | · | denote the Euclidean norm of a vector and their induced norms of a matrix, respectively. Unless explicitly stated, matrices are assumed to have real entries and compatible dimensions.
II. LTI SYSTEM AND INPUT SIGNAL
Let us consider a general form of SISO LTI models (see, e.g., [42] )
where A * (q), B * (q), F * (q), C * (q) and D * (q) are polynomials in the backward shift operator ii) there is no common factor to z p b B * (z) and z p f F * (z),
iii) there is no common factor to z pc C * (z) an z
iv) if p a ≥ 1, then there must be no common factor to z
, then there must be no common factor to z pa A * (z) an z p b B * (z), vi) if p f ≥ 1, then there must be no common factor to z pa A * (z) an z pc C * (z); The generation of the input signal is given as follows.
Assumption 4:
The input signal {u n } is defined in terms of an external source represented by a state-space system that is at rest prior to time n = 0,
where θ n is the estimate of θ
are continuous functions of r; the noise process {s n } is an independent sequence of random variables independent of {e n } such that
for some α s > 0.
According to [31, Corollary 1.1, p21] (see also [14] and [8] ), the time-varying system (6) is bounded-input bounded-output (BIBO) stable if the following condition holds.
Assumption 5:
The joint spectral radius of the bounded set of matrices Σ z = {A z (·) : θ ∈ D θ } is less than one, i.e.,
where
In practice, the input generator (6) should be designed such that this assumption is satisfied, for which an example will be given in the application of our proposed method.
Remark 2.3:
Obviously, Assumption 5 implies that system (6) with θ n fixed to any θ ∈ D θ is BIBO stable, which means that
is stable for any θ ∈ D θ . Let us consider the case with fixed θ n = θ ∈ D θ and write G s (q) = G s (q, θ), which is a stable filter. So the input sequence {u n } generated by u n = G s (q)s n is a stationary signal with spectrum (see, e.g., [42, Theorem 2.2, p40])
is the auto-correlations of the input signal u. Clearly, this yields
for all ω and, moreover,
for almost all ω, which means that the input signal {u n } is persistently exciting (see, e.g., [42, Definition 13.2, p414]).
III. PREDICTION ERROR ESTIMATION
For any fixed θ ∈ D θ , define the prediction error process by
for all n ≥ 0, where y n (r) is the output of system (1) with input signal u n (r) generated by (6) with θ n fixed to θ n = θ, and the one-step predictorŷ n (θ, r) for LTI model (1) iŝ
which can also be written as a recursion
Introducing the auxiliary variables
and
we have (see, e.g., [43] and [42] )
for all n, where
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In this case, the input signal {u n } is generated by system (6) with fixed θ ∈ D θ and r = r(θ). Note that y n (r) = 0, u n (r) = 0 and ε n (θ, r) = 0 for all n < 0 since the system is at rest prior to time n = 0. The overline indicates that (11) is defined as a frozen-parameter process (for fixed θ ∈ D θ ). For simplicity, we write u n = u n (r), ε n = ε n (θ, r), ε θ,n = ε θ,n (θ, r), etc. where there is no ambiguity, and, to emphasize the dependence on θ, we also write ε n (θ) = ε n (θ, r), ε θ,n (θ) = ε θ,n (θ, r) and so on.
The asymptotic cost function is defined by (see [41] and [19] )
Then the gradient and the Hessian of W are given by
respectively, where ε θ,n (θ) = ε θ,n (θ, r) = ∂ ∂θ
for all θ ∈ D θ and then have W θθ (θ
Moreover, the model (11) gives
where ∆w n−1 = ∆w n−1 (θ, r) =w n−1 (θ, r) −w n−1 (θ * , r), ∆ṽ n−1 = ∆ṽ n−1 (θ, r) =ṽ n−1 (θ, r) − v n−1 (θ * , r) and ∆ε n−1 = ∆ε n−1 (θ, r) =ε n−1 (θ, r)−ẽ n−1 withẽ n−1 =ε n−1 (θ * , r) = [e n−1 · · · e n−pc ] T .
In the limit n → ∞, the prediction error estimate of θ is defined by
Obviously, θ = θ * is a solution to equation (24) . Suppose that Assumption 6: θ = θ * is the unique solution to the normal equation (24) on D θ .
This implies that θ * is consistently estimated when the input is generated according to (6) with
The model (11) together with the gradient (22) immediately suggests a Newton-type recursive prediction error estimate of θ * as follows (see, e.g., [21] and [43] )
where ε n+1 and ε θ,n+1 are the online estimates of ε n+1 (θ n ) and ε θ,n+1 (θ n ) given by (11) and (22), respectively.
In order to keep the estimates in some known domain, recursive estimation schemes such as (25)- (26) typically need to be complemented with either a projection or a resetting mechanism (see [12] , [19] , [21] , [20] , [22] , [28] , [34] and [40] ). In this work, we consider the recursive estimation algorithm (25)- (26) with a resetting mechanism. Assume that D C and D F are convex compact sets with θ * C ∈ intD C and θ * F ∈ intD F such that there are constants λ c ∈ (0, 1), λ f ∈ (0, 1) and symmetric positive definite matrices
where C(θ C ) ∈ R pc×pc and F (θ F ) ∈ R p f ×p f are the companion matrices of C(q, θ C ) and
For convenience, we also write C = C(θ) = C(θ C ) and F = F (θ) = F (θ F ) where there is no ambiguity. Clearly, the existence of common Lyapunov functions V c and V f in (27) and (28) implies that the corresponding switching systems with transition matrices { C(θ C ) : θ C ∈ D C } are (uniformly asymptotically) stable and hence the joint spectral radii of bounded sets of matrices
respectively, where [14] , [8] , [31] ).
Remark 3.1:
Suppose that D C and D F are convex polyhedra with vertices θ C,k , k = 1, · · · , n c , and θ F,j , j = 1, · · · , n f , respectively. It is observed that symmetric positive definite matrices V c and V f satisfy (27) and (28) for all θ C ∈ D C and θ F ∈ D F if the following linear matrix inequalities (LMIs)
hold, respectively.
Remark 3.2:
Conditions (27)- (28) are certainly restrictive (see the remark below Condition 4.5 in [19] ). But it is noticed that these restrictive conditions vanish for ARARX systems, i.e., system (1) with p c = p f = 0. The ARARX is a stochastic model commonly used in economics, engineering, health and medical science literature (see, e.g., [3] , [16] , [24] , [32] , [49] , [50] , [51] , [53] , [59] and the references therein). As an application example of our proposed method, a problem of adaptive input design for a class of ARARX will be considered in Section VI.
Let D θ be a compact set defined as follows
also denoted by (34) below, where g :
constant, D C and D F are given by (27) and (28), respectively. Obviously, we have
Under the above assumptions, we have the following important result:
Proof: See Appendix A.
This implies that
Let D R be a compact set of symmetric positive definite matrices defined as D R = {P ∈ R p θ ×p θ : Adaptive system
IV. CONVERGENCE AND ACCURACY ANALYSIS
In this section, we consider the convergence of the recursive estimation algorithm (34)- (40) .
It is well known that the algorithm (34)- (40) can be viewed as finite-difference equations, which has a natural connection with ordinary differential equations (ODEs) (see [40] , [43] , [33] and [34] ). The ODE associated with the algorithm is given as follows (see, e.g., [40] , [19] and [20] )
for t ≥ 0 with initial condition (θ 0 , R 0 ), where W θ (θ t ) and G(θ t ) are defined by (19) and (21), respectively. Assume the following (see, e.g., [19] )
Moreover, another condition is imposed on the generator (6) of the input signal Let (F n , F + n ), n ≥ 0, be a pair of families of σ-algebras such that (i) F n ⊂ F is monotone increasing, (ii) F + n ⊂ F is monotone decreasing, and (iii) F n and F + n are independent for all n ≥ 0. In this paper, we set F n = σ{e t , s t : 0 ≤ t ≤ n} and F + n = σ{e t , s t : t ≥ n + 1}. According to (1) and (6), {η n } with η n = [e n+1 s n ]
T is wide-sense stationary and {η 2 n } is in class M * (see [19] ). It is also noticed that {η n } is L-mixing with respect to the σ-algebras
We establish the following theorem on convergence by applying the main results in [28] and [19] (see also [20] ), which are listed in Appendix C. (40) converges to (θ * , R * ) a.s. as n → ∞, where R * = G(θ * ) is defined by (33) . Moreover, if Assumption 8 also holds, then {(θ n , R n )} satisfies
a.s. as n → ∞.
Proof: See Appendix D.
Let the input signal denoted by {u * n } be generated by (6) with θ n = θ * for all n. Note that that S * = lim n→∞ n E (θ n − θ * )(θ n − θ * ) T exists and it satisfies the Lyapunov equation
, [46, (12) , p175]) and therefore S * = P * , where
is the covariance matrix of √ n(θ n − θ * ) as n → ∞ when the input signal is generated by (6) with θ n = θ * for all n.
In an adaptive input design context, the generator (6) arise from the use of the certainty equivalence principle, where the function r(·) is obtained by solving some optimal input design problem at each step using the model parameter θ. The following theorem considers the asymptotic normality for the case where the adaptive input (6) is used instead.
Theorem 4.2:
Suppose that Assumptions 1 and 8 hold. Then {(θ n , R n )} computed by the recursive algorithm (34)-(40) satisfies
where P * is the covariance matrix given by (44) .
It is observed that Assumptions 1-3 are descriptions of the nature, i.e., LTI system (1) while, in practice, Assumptions 4, 8 and 8 should be ensured by the input generator (6) that is designed by the user, which will be illustrated with an application example of our proposed method in the next section.
V. ADAPTIVE INPUT DESIGN
We will use the results presented in the previous section to design the adaptive input signal (6) for identification of LTI (1) based on the recursive algorithm (34)- (40) . For open loop input design where the input spectrum is restricted to be of the type Ψ u (e iω ,r) = m τ =−mr τ e iωτ witĥ
, it has been shown in [30] (see also [21] and [22] ) that a wide range of optimal input design problems can be formulated as the following problem
where the scalar function J is linear inr and X with X being some matrix-valued auxiliary variable such as the matrix Q in the following (48) , and the constraints (47) can be interpreted as a set of linear matrix inequalities (LMIs) inr and X, see, e.g., (48), (51) and (52) below.
The positivity condition (9), by the positive-real lemma (see, e.g., [30, Lemma 2.1]), can be included in the constraints (47) as
with Q = Q T ≥ 0, where
and hence {A u , B u , C u , D u } is a controllable state-space realization of the FIR system
Moreover, the property of persistent excitation (10) implies the following positivity condition of Toeplitz matrix (see [2] , [42] and [57] )
In practice, there is also a power constraint 0 <r min ≤r 0 ≤r max < +∞.
Given any θ ∈ D θ , one can solve the convex optimization (46)- (47) numerically to any desired accuracy and obtain the auto-correlation sequencer
Particularly, when the true system parameters θ = θ * are known, one can solve the optimization problem and obtain the optimal auto-correlationsr(θ
, which yields a realization of the optimal input
whereF (e iω , θ
iωτ is the minimum phase spectral factor given by spectral factorization (see [42] ). Obviously, if m * τ = 0, u n =f 0 (θ * )s n and the transfer functionF (q, θ * ) =f 0 (θ * ) gives a state-space realization of the form (6) with
if m * τ ≥ 1, then, according to a state-space realization theorem (see, e.g., [55, 26.8 Theorem, p481]), the transfer functionF (q, θ * ) admits a state-space realization of the form (6) with
In practice, a natural approach to circumvent the problem that the optimal filterF (q, θ * ) and hence the optimal generator (6) with {A z (r(θ
the true system parameters θ * is to recursively estimate θ * and use the certainty equivalence principle, which yields an adaptive filter
and its state-space realization (6) with 2) Initial estimate. Define D θ and D R and set θ 0 ∈ D 0 ⊂ intD θ , R 0 ∈ intD R and n = 0.
3) Generate input process. Take {s n } to be a sequence of independent random variables satisfying (7).
4) Input spectrum update. Compute the optimal solutionr(θ n ) to (46)- (47) with θ = θ n , where constraints (47) include LMIs (48), (51) and (52), if the optimal input design problem has at least one solution; otherwise, letr 0 =r max andr τ = 0 for all τ > 0.
5) Input filter update. Compute the corresponding stable minimum phase input filter (56) given by spectral factorization of the corresponding input spectrum Ψ u (e iω ,r(θ n )). 
as n → ∞, where P * is the covariance matrix given by (44) .
Theorem 5.1 shows that the adaptive Algorithm 5.1 asymptotically recovers the same accuracy as if the optimal input were used.
The problem of L 2 -gain estimate for FIR systems has been studied in [22, Section 6] . In this section, we consider a class of ARARX systems with p a = 0, p b ≥ 2 and p d ≥ 1 (see Remark 3.2). As in [22] , the objective is to obtain a certain accuracy of an estimate of the squared
of the system transfer function G * (q) = B * (q) at the end of an experiment of length N, and at the same time use as little input power as possible. This problem can be formulated as follows (see [22] )
where Var[·] is the variance operator with respect to the probability measure,Ḡ N (q) = G (q, θ B,N ) represents the estimated transfer function with the truncated estimate of θ * B and the input signal is generated by linear time-varying system (6).
As in [22] , we set the order m = p b − 1 > 0 of the generator (6) of input signal. Note that (16) and (22) give ε n = ε n (θ, r) = y n (r)+ε 
In the limit n → ∞, the equation (24) is given as
that is,
where R u (r) > 0 is the Toeplitz matrix given by (51) with r j = r −j = E[u n u n−j ] and r j = 0 for |j| > m,
It is observed that (60a) has the unique solution θ B = θ *
Then, in this case, (60b) gives
which has the unique solution 
Then there exists a constant
We may choose K θ sufficiently large and implement our proposed algorithm. Alternatively, in this case, where θ = θ * is the unique solution to (59) and hence the unique asymptotically stable equilibrium point of (41a) on D θ for all K θ > 0, it is easy to verify that our proposed method (34)- (40) can work with an expanding truncation domain D θ = {θ : g(θ) ≤ K j } (see [12] and [20] ), in which K θ will be increased from K j to K j+1 if the estimate (θ n , R n ) goes out of D θ with K j and hence is reset to (θ 0 , R 0 ), where {K j } is a sequence of positive real numbers increasingly diverging to infinity. Algorithm 5.1 with an adaptive truncation domain will be illustrated in the following numerical example.
A. The optimization problem
In the identification procedure, the new input of each step is determined by the solution of the optimization problem (57) . Obviously, with the parametrization described above, the objective function E[u 
where R * u ∈ R p b ×p b is the principal submatrix of R * and therefore
The inequality (67), by Schur complements, can be expressed as 
In the adaptive input design context, at each step we replace the true value θ * with the
T . Therefore, the optimization problem that is solved at iteration step n is formulated as
where β K , β R and β D are small positive numbers set to ensure the positivity condition (48), the persistent excitation condition (51) and the unique solution condition (63).
As in [22] , the optimization is made with the MATLAB toolbox YALMIP ( [45] ) and the solver sdpt3 ( [60] ). Spectral factorization is used to compute the coefficientsf j (θ n ), for 0 ≤ j ≤ m, of input filter (56) from the solutionr(θ n ) of optimization problem (70). And then the input signal generator (6) of the form (54)- (55) is obtained as a state-space realization of the transfer function (56) . The conditions of Theorem 5.1 are satisfied for the procedure described above, which implies that the parameter estimates will converge to the true value almost surely and the asymptotic accuracy for the adaptive design will be the same as for the optimal input.
B. Simulation results
The true parameters of the ARARX system with orders p a = 0, p b = 4 and p d = 3 are
T and σ * e 2 = 0.1, which is derived from the FIR numerical example in [22] . As in [22] , we set the order m = 3 for the linear time-varying system (6). In the following simulations, we employ the algorithm (34)- (40) (34)- (40) with optimal input signal that is generated by (6) 
VII. CONCLUSION
This paper is a formal development of the scheme outlined in [21] . We have proposed an adaptive input design method for stable LTI systems based on the certainty equivalence principle.
As an application example, we studied the adaptive input design problem of L 2 -gain estimation for a class of ARARX systems. A numerical example was conducted to illustrate and verify the effectiveness of our proposed method.
, then y n (r) =Ḡ * (q)u n (r) +H * (q)e n . By (22), we observe that
and hence E[ε θ,n (θ)ε T θ,n (θ)] are continuous on D θ since both F u (q, θ) and F e (q, θ) are continuous on D θ , where
Particularly, we have
Note that {u n } is generated by (6) with {s n } independent of {e n }. For any nonzero vector
and, by Parseval's formula,
Since Assumption 2 implies that there does not exist a vector ν = 0 p θ such that ν T F u (e iω , θ * ) = ν T F e (e iω , θ * ) = 0 for almost all ω, (74) with (10) yields E[|ν
Since Assumption 2 holds on some neighborhood of θ * (see Remark 2.2), it follows the desired result. 
APPENDIX B. NOTATIONS IN ADAPTIVE SYSTEM (34)-(40)
APPENDIX C. SOME USEFUL RESULTS IN LITERATURE Definition C.1: A random process {s n } n≥0 is said to be M-bounded, which is denoted bȳ
Suppose that {t n } is a sequence of positive numbers. We also writes
Definition C.2:
A random process {s n } n≥0 is L-mixing with respect to the σ-algebras
Some useful theorems derived from the main results in [19] , [20] and [28] are given as follows, which are applied to develop our results in this paper.
Condition C.1:
The noise {η n } in the system (37) is a sequence of independent random variables such that
holds for some α η > 0.
Condition C.2:
The time-varying system (37) is bounded input-bounded output (BIBO) stable. Condition C.5: Denote by X(t;t,X) the solution to ODE (41) for t ≥t ≥ 0 with Xt =X.
Assume that (41) has a unique equilibrium point X * ∈ intD X00 on D X andX ∈ intD X00 , where D X00 ⊂ intD X is a compact convex set that is invariant for (41) and {X(t;t,X) : t > t ≥ 0,X ∈ D X00 } ⊂ intD X00 . Moreover, for everyX ∈ D X00 , we have the Lyapunov exponent
, there is a constantC 0 > 0 such that
for all t >t ≥ 0. 
. Then {X n } with X n = (θ n , R n ) computed by the recursive stochastic algorithm (34)-(40) satisfies
APPENDIX D. PROOF OF THEOREM 4.1
It is observed that, by (2) and (7), Condition C.1 is satisfied. Let us consider Condition C.2, i.e., the BIBO stability of the linear time-varying system (37). According to Theorem 2.1 [47] , the switching system (37) is BIBO stable if and only if it is uniformly exponentially stable, or equivalently, uniformly asymptotically stable (see, e.g., [15] ). Clearly, the BIBO stability is guaranteed by the joint stability of A Φ (θ) for all θ ∈ D θ , that is, there exist a symmetric positive definite matrix V Φ and a constant λ Φ ∈ (0, 1) such that
for all θ ∈ D θ (see [19, Condition 4.1] and [20, Condition 3.7] ). But the BIBO stability of system (37) is also ensured when the bounded set of matrices
(left convergent products), i.e., every left-infinite product lim n→∞ A n · · · A 2 A 1 converges, where [8] and [31] ). In this work, we will show the BIBO stability of system (37) by applying an important result of the joint spectral radius (see [14] , [8] , [31] and the references therein). Let
It is easy to observe that every productĀ Φ,n ∈ Σ n Φ is a lower triangular matrix of the form
for all n ≥ 1, whereĀ z,n ∈ Σ n z ,C n ∈ Σ n C ,F n ∈ Σ n F and the entries denoted by * can be zero or nonzero. Obviously, ( I u ) n and ( I v ) n are strictly lower triangular matrices (i.e., lower triangular matrices having zeros along their main diagonals) for all n ≥ 1. In fact, there is a positive integer n 0 such that ( I u ) n = 0 and ( I v ) n = 0 for all n ≥ n 0 since both I u and I v are nilpotent matrices. Note that the transition matrix A ξ has all its eigenvalues strictly inside the unit circle, that is, the spectral radius of A ξ ,
for all n ≥ 1, where ρ n (Σ z ), ρ n (Σ C ) and ρ n (Σ F ) are given in (8) and (29), respectively. But this combined with (8), (29) and (80) immediately implies
By [31, Corollary 1.1, p21] (see also [8] ), the switching system (37) 
for all t ≥ 0, which yields
Ip θ τ dτ e 
(41a) is asymptotically stable, which also yields R t → R * = G(θ * ) as t → ∞. Therefore, the equilibrium (θ * , R * ) of ODE (41) is asymptotically stable. But this with Assumption 7 implies that Condition C.3 holds. By Theorem C.1, {(θ n , R n )} computed by the recursive algorithm (34)- (40) converges to (θ * , R * ) a.s. as n → ∞.
Finally, we show (43) as follows. Note that Assumption 8 implies Condition C.4 and the Jacobian matrix of (41) at (θ * , R * ) has the structure 
all eigenvalues of which are equal to −1. It follows that Condition C.5 is satisfied with the Lyapunov exponent −α = −1 + c for any c > 0 in some invariant neighborhood of (θ * , R * ) (see also proof of [19, Theorem 4.2] ). Let D θ,R be a compact convex invariant neighborhood such that (θ * , R * ) ∈ intD θ,R and Condition C.5 is satisfied with the Lyapunov exponent −α < −1/2. The proof of [28, Theorem 3.1] shows that there exists a sample dependent finite number N θ,R such that {(θ n , R n )} n≥N θ,R ⊂ intD θ,R almost surely. Let us consider the sequence {(θ n , R n )} n≥N θ,R .
But, by Theorem C.2, {(θ n , R n )} n≥N θ,R satisfies
a.s. as n → ∞. It is noticed that
a.s. as n → ∞ since P{N θ,R < ∞} = 1. So, by Cauchy-Schwarz inequality, (90) and (91) imply (43), which completes the proof.
APPENDIX E. PROOF OF THEOREM 4.2
Since, according to the proof of Theorem 4.1 (see Appendix D), the switching system (37) is BIBO stable and hence is uniformly exponentially stable, there are C Φ > 0 and λ Φ ∈ (0, 1)
such that (see [47] )
Therefore, { Φ n } and hence {Φ n } are L-mixing processes since {e n }, {w n } and hence {η n } are L-mixing processes (see [18] ). It follows that the process
is L-mixing, where {Φ * n } is generated by (37) with θ n = θ * and ε * θ,n = ε θ,n (θ * ) = −ϕ n (θ * ) = ỹ T n−1 (θ * ) −ũ Note that {ε * θ,n } is an L-mixing process and therefore 1 n
and hence in law as n → ∞. Moreover, by Cauchy-Schwarz inequality, we observe 
in L q for any q ≥ 1 and hence in law as n → ∞. And the combination of (11), (24) 
Recall that the sequence {ε θ,k } 1≤k≤n is F n−1 measurable for all n ≥ 1, where ε θ,k is the online version of ε θ,k defined by (22) . So, by the martingale central limit theorem, the combination of (100), (101) and (102) yields the desired result (45) . The proof is complete.
