Fault based testing is a technique for choosing test cases to reveal certain classes of faults. Due to limited resources and time, testing professionals use their personal experience to (1) "guess" which fault classes are most likely to be present and, then, (2) select appropriate testing methods to reveal such fault classes. The quality of the software depends on whether they can make a good "guess" about the type of faults present and then choose the right testing methods to reveal those faults. However, there is little empirical evidence available in the open literature to support these intuitions. For example, there is no empirical evidence about which types of faults are most commonly made by software developers. By examining the source code changes when faults were fixed in seven open source software artifacts, we propose to classify bug fix patterns into fault classes, and recorded the relative frequencies of those fault classes. This paper reports our findings related to "ifconditional" fixes.
I. INTRODUCTION
Unit testing remains the most common method to verify the quality and reliability of the modules and subsystems which make up a complex software system. As such, the selection of the most effective unit testing techniques for the particular software under test is of much practical importance. There are many testing techniques that can be used to select test cases for unit testing, therefore, testers need to use their judgment to choose which techniques they will use to select test cases.
One technique that software testers may apply is fault based testing. Fault based testing [1] involves choosing test cases that can uncover specific fault types, if they exist, in the software under test. If the software passes the test cases, testers can have confidence that those particular fault types do not exist in the software. Of course, no testing method other than exhaustive testing can guarantee the absence of all faults; fault-based testing merely provides confidence that a specific class of faults is not present.
For fault based testing to be useful, testers must select a fault-based technique that reveals faults which are actually present in the software system. As the faults that are actually present in the software are unknown before testing, testers must use their own judgement to predict which fault types are likely to be present. The best way to inform such predictions is to collect empirical data about fault frequencies in real life software artifacts.
Recently Pan et al. [2] performed an empirical study of "bug fix patterns" -that is, patterns of source code changes seen when a bug is fixed -in seven open source Java artifacts. They analyzed the differences between two incremental updated versions stored on the repositories of these individual projects and categorized those identified changes into various bug fix patterns. Their results show that there are two particularly common bug fix patterns: one is related to changes in method call parameters (e.g. methodName(ownerName, amount) changed to methodName(accountId, amount)) and the other is related to changes in the conditional expressions in source code (e.g. "if (x > 4)" changed to "if (x > 4 && y < 3)"). The method call parameter changes ranges between 14.9 and 25.5% of the defined bug fix patterns in the seven systems whereas the if conditional expression changes is between 5.6 and 18.6% [2] . Given the high frequency of bugs related to if conditional expressions, and given that there are some existing fault based testing techniques for testing boolean specification (e.g. [3] , [4] ), it is is potentially very useful to find out how often a particular type of these Boolean expression related faults are made by software developers. Pan et al., in their study, further classified if condition change (IF-CC) fix patterns into six categories. However their classification is somewhat ad-hoc and does not align with any commonly used existing fault classes (e.g. [5] ). Hence, testers may not be able to use this information to choose appropriate fault specific testing techniques.
In our study, we have devised a classification scheme for if condition change patterns which aligns as closely as possible to the fault classes of Boolean expression [5] , and measured their relative frequencies. Our study was designed to provide testers with information enabling them to choose appropriate fault based testing techniques targetting the if conditional faults. In this context, we aimed to answer the following research questions: RQ1 What fraction of IF-CC fix patterns can be classified automatically based on the fault classes of Boolean expressions? RQ2 What are the relative frequencies of the IF-CC fix patterns over several projects? Do these frequencies vary substantially among various projects? We believe that our results will enable software testers to make more informed decision when choosing testing methods.
The paper is organized as follows: Section II describes notations and terminology used in this paper. Section III proposes the IF-CC fix patterns related to the fault classes in Boolean expressions, including the newly identified LRF sub-patterns. Section IV presents the frequencies of IF-CC fault classes. Section V examines issues relating to cross project similarity as well as the effectiveness of specification based testing of if conditional faults. Section VI discusses threats to validity. Section VII discusses related work. Section VIII concludes the paper and suggests future work.
II. TERMINOLOGY
An atom is a condition in a single conditional expression that cannot be further decomposed. For instance, the condition x>0||y<10 has two atoms, x>0 and y<10.
A revision is a set of changes to the software source code grouped by the developer. A bug fix revision is a revision related to bug fixes.
A hunk or change hunk is a single contiguous or nearcontiguous section of source code which has undergone a change from revision to revision. For our purposes, the division of the changes in a single revision into hunks is based on the rules of the Unix diff program. A fix (nonfix) hunk is a hunk that is classified as a fix (non-fix). A hunk is effective when its changes has an effective meaning. For example, a change from if (a.equals(b)) to if (b.equals(a)) has no effective meaning, is classified as non-effective.
An IF-CC pattern is an if conditional change pattern. An IF-CC pattern is (non-)fix if it is classified as a (non-)fix.
III. CLASSIFICATION OF IF-CC PATTERNS
Adapted from the fault classes for Boolean expressions [5] , we proposed ten IF-CC fix patterns, namely Literal Reference Fault (LRF); Literal Omission Fault (LOF); Term Omission Fault (TOF); Literal Insertion Fault (LIF); Term Insertion Fault (TIF); Literal Negation Fault (LNF); Term Negation Fault (TNF); Expression Negation Fault (ENF); Operator Reference Fault (ORF); and Multiple Fault (MF). Table I shows their definitions and examples.
In Boolean specification testing, truth values are considered for a single atom of the conditional. However, in real-world software, a single atom in the conditional inside if statements may involve complex operations such as arithmetic operations, method invocation, and comparison of objects. This makes it more challenging to generate appropriate test data than if they are just simple Boolean variables. Therefore, deeper knowledge about the fault of a single atom may help to generate suitable specification based test cases. Preliminary investigation revealed LRF faults were very common. We have therefore studied LRF in more detail and further classified them into five subclasses: Method Call Parameter Change (LRF-MCP), Method Call Change (LRF-MCC), Method Object Reference Change (LRF-MORC), Relational Operator Change (LRF-ROC), and Other Change (LRF:Other). Table II shows their definitions and examples. IV. RESULTS
A. Software Artifacts
We have selected seven open source Java projects for our study. They all have a long term maintenance history. Table III shows these seven projects, our considered period of their maintenance histories (based on their available revisions in their corresponding SVN repositories) and the number of revisions within the period. As can be seen from the table, we have considered change histories ranging from 4 to 10 years. We selected open source software projects because we have easy access of their repositories. Table III also shows, for each project, the numbers of revisions, extracted bug fix revisions, change hunks, effective change hunks, and IF-CC patterns as well as the percentage of IF-CC patterns among the effective change hunks. The results show that neither the rates of revisions over time nor the rates of extracted change hunks are consistent in different software artifacts. This should be kept in mind when considering cross-project comparisons.
From Table III , the proportion of total fix hunks classified as IF-CC ranges from 4.3%, in DrJava to 10.7%, in PMD. Pan et al. [2] counted IF-CC percentages over their classified bug fix patterns, where the proportion of fix hunks that were classified represented from 45.7% to 63.3% of the total fix hunks, and found that IF-CC classifications represented between 5.6% and 18.6% of such classified patterns. Given the different methods of counting IF-CC pattern frequency, our numbers are somewhat lower, but are however indicative of roughly comparable frequency of IF-CC faults. Despite the variation in relative frequency in each artifact, we had sufficient examples of IF-CC patterns to collect meaningful statistics about their properties for all seven artifacts. Table IV shows the numbers and frequencies of IF-CC fix patterns and non-fix patterns across the seven software artifacts. It shows that the percentage of different fix patterns in seven software projects are different. However, the rank of frequencies of the IF-CC fix patterns are quite consistent over the seven artifacts.
B. Frequencies of different IF-CC fix patterns
From the table, we have the following observations 1) LRF is the most common fault class in all the projects, although its frequency varies from 35.0% in FreeCol to 84.4% in PMD, with an average of 59.7%. In other words, nearly 60% of all if condition faults are related to a single condition inside the if expression. -if(engine.isContextSensitive() || -"text".equals(buffer.getMode().getName())) +if(engine.isContextSensitive()) Literal Negation Fault (LNF): Addition (removal) of the logical NOT operator to (from) an atom, and this atom must connect to at least one atom with the logical AND operator
Term Negation Fault (TNF): Addition (removal) of the logical NOT operator to (from) an atom and this atom must connect to its neighbouring atoms via the logical OR operators 2) The second and third largest frequency groups are LOF and TOF respectively in all the artifacts, except in PMD where their rankings were in the reverse order. The total frequency of these two groups ranges from 9.9% in PMD to 39.2% in FreeCol, with an average of 24.9%. Thus, on average, almost one-quarter of the if condition faults are due to omission of subconditions inside the if expression.
3) The other fault classes (LIF, TIF, LNF, TNF, ENF, ORF) had frequencies of between 0 to 4% in the different software projects, which indicates that these fault classes are much less frequent than the major three class of faults mentioned above. 4) Besides those "single fault" classes, a considerable proportion of faults are the multiple faults (a combination of two or more single faults), representing between 4.9% to 19.2% of all faults across all the software artifacts, with an average of 10.6%. Multiple faults are the next most common fault type with the if expression after LRF, LOF and TOF. 5) The LRF subcategories vary substantially from project to project. Among them, either the LRF:Other or the LRF:MCC are the major LRF sub-classes in the seven projects. The next group of LRF sub-classes is the LRF:MCP ranging from 3.7% to 9.4% of total faults related to the IF-CC fix patterns, and the LRF:MORC from 1.5% to 17.9%. The LRF:ROC fault is the least significant, with its frequency varies between 0.4% and 4.7% of all IF-CC faults.
V. DISCUSSION

A. Cross project frequency similarity
In this section, we answer our research questions mentioned earlier. For our first research question (RQ1), we found that on average, approximately 90% of the IF-CC fix patterns can be classified based on the fault classes of Boolean expressions. In fact, from Table IV, the total percentages of all 9 IF-CC fix patterns range from 80.8% in FreeCol to 95.1% in PMD with an average of 89.4%.
For RQ2, Table IV also gives the relative frequencies of the 10 fault categories related to IF-CC fix patterns (including the Multiple Fault category). Furthermore, in order to determine whether the relative frequencies of these 10 categories will vary a lot across different projects, we need to perform some statistics tests. Since there are seven projects, we have to calculate the Spearman's rank correlation coefficient [6] of these ten major IF-CC fix patterns for each pair of projects. Table V shows the corresponding rank correlation coefficient with its level of significances. This indicates that they are highly similar. From Table V , we observed the following 1) All the rank coefficients are higher than 0.8 except for two values, 0.73 for the PMD-FreeCol pair and 0.79 for the DrJava-PMD pair. 2) The rank coefficients range from 0.73 for the PMD-FreeCol pair to 0.96 for the DrJava-FreeCol pair.
3) All levels of significance are low; they range from 2.1× 10 −6 for the DrJava-FreeCol pair to 0.0129 for the PMD-FreeCol pair. This indicates that there is a high similarity among those relative frequencies for each possible pair of the seven projects. Since we have a group of seven projects and we are performing multiple comparisons, we use the Holm-Bonferroni method [7] with an overall 0.05 level of significance (that is, α = 0.05). We rearrange all 21 levels of significance (p-values) in Table V from the smallest to the largest and then compare the smallest p-value with α/21, the next smallest with α/20, ..., up to the largest with α = (α/1). We found that in all such 21 comparisons, the p-values are always smaller than the corresponding α/k values (k = 1, 2, ..., 21). Hence, we conclude that the relative frequencies of these 10 IF-CC fix patterns are truly similar across these seven projects.
We also performed a similar calculation on the corresponding LRF sub-patterns. However, we do not observe any correlations between these subpatterns across the projects.
B. Implications for Testing
As discussed in Section IV-B, the three most common fault categories are 1) LRF ranging from 35.0% to 84.4% 2) LOF ranging from 3.9% to 25.2% 3) TOF ranging from 5.6% to 14.0% In the seven artifacts, the fraction of all if-condition faults falling in to these categories ranges from 74.2% (FreeCol) to 94.3% (PMD), which can be calculated from Table IV . Hence, any testing methodologies which are good at detecting LRF, LOF and TOF (for example, the MUMCUT testing techniques [4] ) would be very useful in revealing almost 3 4 of the IF-CC bug fixes. Hence, if software testers are to perform testing given limited time and resources, our results suggest that selecting those testing techniques that can reveal LRF, LOF and TOF would be a reasonable choice. The high correlation of fault category frequency across the seven artifacts (as discussed in Section V-A), therefore, suggests that this recommendation is generally applicable to testing if conditionals across different types of Java software systems. Furthermore, as suggested by the fault class hierarchy [5] , test cases that can detect those at the lower part of the hierarchy (e.g. LRF, LOF and TOF) will be able to detect those corresponding faults on the upper part of the hierarchy (e.g. TNF, LNF, ORF and ENF). Hence, these test cases have a good chance to detect faults categorized as LNF, TNF, ORF and ENF.
VI. THREATS TO VALIDITY
A. Internal Validity
Our tool identifies bug fix revisions using the keyword searching approach. Developer omission of these keywords in log messages, or the inclusion of unrelated changes in a revision tagged as a bug fix, will result in false negative and false positives respectively. False negatives are a less significant concern, as there is no obvious reason to suspect that untagged bugs would have markedly different fix patterns than tagged ones. However, false positives could well affect the relative frequencies of fault categories.
B. External validity
We have restricted our data set by selecting software systems implemented in Java which may not be representative for other software projects that are developed in other programming languages. Since different programming languages have different constructs, the frequencies of different IF-CC fix patterns may vary.
We have consciously selected well maintained software artifacts, with wide usage, which may not reflect the bug fix patterns in less well maintained and widely used open source software systems.
Our artifacts are all open source software. Proprietary artifacts may, or may not, show difference in frequencies of IF-CC fix patterns with our counted frequencies. We will study the properties of proprietary software in the future.
VII. RELATED WORK Historical information and relative frequencies of fault types can help practitioners to select suitable testing methods. From the perspective of testing researchers, such historic information and relative frequencies may be used to make general recommendation of particular unit testing techniques, or serve as inspiration to devise newer and more effective testing methods. A number of researchers ( [8] , [9] ) have devised techniques using historical information to identify the most fault prone files or modules of a software project. These types of techniques are helpful to reduce testing effort by predicting mostly fault prone files, however, they do not provide much information about how to test them. An attempt has been taken by Hayes in [10] , where a number of fault classification studies are used to analyze the merits of various testing techniques in object oriented software. But no relative frequency has been considered and the classification was largely based on the author's personal testing experience.
There are several attempts to devise effective fault classification scheme for a number of different purposes (such as improving debugging). One well-known fault classification effort was by Knuth [11] who classified the errors found or reported in ten years of the development of his wellknown typesetting software, T E X into nine categories. The errors were classified manually by Knuth based on his own logs and recollections. T E X is a somewhat unusual software system that has been developed by Knuth himself, largely alone, to satisfy a specification he himself devised. This classification is neither convenient to replicate without manual developer involvement, nor provides sufficient information to guide white-box testing.
Static checking tools, such as FindBugs [12] , automatically classify some bug patterns. These patterns indicate bugs which occur due to mistakes with code idioms, or misuse of language features. Those bug fix patterns can be detectable by using static checking tools. As testing researchers, we are primarily interested to look for bug fix patterns which demand testing rather than static checking to detect them -static checkers should be used to find and remove such bugs as can be identified before testing! DeMillo and Mathur [13] devised an alternative classification scheme based on syntactic changes in bug fixes for the purpose of strengthening debugging and choosing suitable testing methods. Their study was limited to the single artifact T E X.
Recently, Pan et al. [2] devised an automatic syntactic classification scheme for the better understanding about bugs and their frequency characteristics, and justified the scheme over seven open source Java software projects (not the same as ours). Nath and colleagues [14] replicated this classification scheme on a single additional open source Java software artifact and suggested some potential improvements to the classification. They also described the necessity of exploring more specific information for specific bug fix patterns to determine how to perform testing aiming at revealing the most common patterns.
VIII. CONCLUSION AND FUTURE WORK
The contributions of our paper are 14 automatically extractable if conditional bug fix patterns and the measurement of their relative frequencies over seven open source Java software artifacts. We calculated the statistical significance by computing rank correlation and found that the frequencies of 10 major IF-CC fix patterns are highly correlated over seven software projects. The classification is orthogonal and shares properties of "pre-defined" fault classes of existing specification based testing. Considering the difficulties of generating specification based test sets for if conditionals, we have subcategorised the LRF into five sub-patterns. However, we did not find significant crossproject correlation among the LRF sub-patterns.
There are some obvious opportunities for extension of this work. Most straightforwardly, similar methodologies could be applied to other conditional constructs such as for, while, and do-while loops. It is unknown, but certainly a relevant question, to see whether the fault categories and their frequencies in if conditions are similar to those in loop conditions. The relatively common Multiple Fault (MF) pattern detection is also interesting for further study. Some research (e.g. [15] , [16] , [17] ) has examined specification-based testing for double faults in Boolean specifications. However, the present study does not provide a clear indication of the proportion of multiple faults -which may involve more than two faults -can be detected. Further research is required to determine whether there are such appropriate testing techniques for the most common multiple fault types.
Finally, many other procedural and object-oriented programming languages offer similar conditional constructs, but they may differ in their detailed syntax and implementation. It would be interesting to see whether there is any difference in fault category frequencies in projects implemented in different programming languages.
If fault based testing is to be effective, we believe it must be based on a solid empirical understanding of the faults that are actually present in real-world software systems. This paper represents a step in that direction.
