The model-checking problem for a logic L on a class C of structures asks whether a given L-sentence holds in a given structure in C. In this paper, we give super-exponential lower bounds for fixed-parameter tractable model-checking problems for firstorder and monadic second-order logic.
. Introduction
Model-checking problems. We study the complexity of a fundamental algorithmic problem, the so-called modelchecking problem: Given a sentence ϕ of some logic L and a structure A, decide whether ϕ holds in A. Modelchecking and closely related algorithmic problems occur frequently in computer science, for example, in database theory, artificial intelligence, and automated verification. In this paper, we prove new lower bounds on the complexity of the model-checking problems for first-order logic (FO) and monadic second-order logic (MSO).
It is known that model-checking for both FO and MSO is PSPACE-complete [15, 17] and thus most likely not solvable in polynomial time. While this result shows that the problems are intractable in general, it does not say too much about its complexity in many practical situations. Typically, we have to check whether a relatively small sentence holds in a large structure. For example, when evaluating a database query, we usually have a small query and a large database. Similarly, when verifying that a finite state system satisfies some property, the specification of the property in a suitable logic will usually be small compared to the huge state space of the system. When analysing the complexity of the problem, we should take this imbalance between the size of the input sentence and the size of the input structure into account.
Parameterized complexity theory. Parameterized complexity theory (see [7] ) is a relatively new branch of complexity theory that provides the framework for a refined complexity analysis of problems whose instances consist of different parts that typically have different sizes. In this framework, a parameterized problem is a problem whose instances consist of two parts of sizes n and k, respectively. k is called the parameter, and the assumption is that k is usually small, small enough that an algorithm that is exponential in k may still be feasible. A parameterized problem is called fixed-parameter tractable if it can be solved in time f (k) · p(n) for an arbitrary computable function f and some polynomial p. The motivation for this definition is that, since k is assumed to be small, the feasibility of an algorithm for the problem mainly depends on its behaviour in terms of n. Under this definition, a running time of O(2 k · n) is considered tractable, but running times of O(n k ) or O(k · 2 n ) are not, which seems reasonable.
A standard example of a fixed-parameter tractable problem is the parameterized vertex cover problem: Decide if a graph of size n has a vertex cover of size k. There is a simple O(2 k · n)-algorithm for this problem (see [7] ), which means that finding small vertex covers, say of size 10, is possible in quite large graphs. On the other hand, no comparable algorithm is known for the parameterized clique problem. (Decide if a graph of size n has a clique of size k.) The best known algorithm for the clique problem has a running time in n Ω(k) . Indeed, it can be proved that the clique problem is complete for the parameterized complexity class W [1] under suitable reductions; it is generally believed that this class strictly contains the class FPT of all fixed-parameter tractable problems. Note that both the vertex cover and the clique problem are NPcomplete, so classical complexity theory does not detect this difference between the complexities of the two problems.
Let us conclude our short discussion of parameterized complexity theory by remarking that although fixedparameter tractability has proven to be a valuable concept allowing fine distinctions on the borderline between tractability and intractability, it seems somewhat questionable to admit all computable functions f for the parameter dependence of a fixed-parameter tractable algorithm. If f is doubly exponential or worse, an O(f (k)·n)-algorithm can hardly be considered tractable. The main contribution of this paper to parameterized complexity theory is to show that there are natural fixed-parameter tractable problems requiring parameter dependences f that are doubly exponential or even non-elementary.
The parameterized complexity of model-checking problems. Model-checking problems have a natural parameterization in which the size k of the input sentence is the parameter. We have argued above that k is usually small in the practical situations we are interested in, so a parameterized complexity analysis is appropriate. Unfortunately, it turns out that the model-checking problem for FO is complete for the parameterized complexity class AW[ * ], which is assumed to strictly contain FPT. Thus probably model-checking for FO is not fixed-parameter tractable. Of course this implies that model-checking for the stronger MSO is even less likely to be fixed-parameter tractable.
It is interesting to compare these intractability results for FO and MSO with the following: The model-checking problem for linear time temporal logic LTL is solvable in time 2 O(k) · n [13] , making it fixed-parameter tractable and also tractable in practice. On the other hand, modelchecking for LTL is PSPACE-complete (as it is for FO and MSO). So again parameterized complexity theory helps us establishing an important distinction between problems of the same classical complexity. 1 We may argue, however, that the comparison between LTL modelchecking and FO model-checking underlying these results is slightly unfair. As the name linear time temporal logic indicates, LTL only speaks about a linearly ordered sequence of events. On an arbitrary structure, an LTL formula can thus only speak about the paths through the structure. FO formulas do not have such a restricted view. It is therefore more interesting to compare LTL and FO on words, which are the natural structures describing linear sequences of events. A well-known result of Kamp [11] states that LTL and FO have the same expressive power on words. And indeed, model-checking for FO and even for MSO is fixed-parameter tractable if the input structures are restricted to be words. This is a consequence of Büchi's theorem [2] , saying that for every MSO sentence one can effectively find a finite automaton accepting exactly those words in which the sentence holds. A fixedparameter tractable algorithm for MSO model-checking on words may proceed as follows: It first translates the input sentence into an equivalent automaton and then tests in linear time whether this automaton accepts the input word. But note that since there is no elementary bound for the size of a finite automaton equivalent to a given FO or MSO sentence [16] , the parameter dependence of this algorithm is non-elementary, thus it does not even come close to the 2 O(k) · n model-checking algorithm for LTL. Of course this does not rule out the existence of other, better fixed-parameter tractable algorithms for FO or MSO model-checking.
Our results. Our first theorem shows that there is no fundamentally better fixed-parameter tractable algorithm for FO and MSO model-checking on the class of words than the automata based one described in the previous paragraph. Recall that FPT denotes the class of all fixed-parameter tractable problems. The classes W[t], for t ≥ 1, form a hierarchy of larger and larger parameterized complexity classes, which are widely believed to be different from FPT (see, for example, [7] ). It is worth mentioning that FPT = W [1] would imply that 3SAT is solvable in deterministic time 2 o(n) [1, 7] . A function f : AE → AE is elementary if it can be formed from the successor function, addition, subtraction, and multiplication using concatenations, projections, bounded additions and bounded multiplications (of the form z≤y g(x, z) and z≤y g(x, z)). The crucial fact for us is that a function f is bounded by an elementary function if, and only if, it is bounded by an h-fold exponential function for some fixed h (see, for example, [4] ).
To prove the theorem, we use similar coding tricks as those that can be used to prove that there is no elementary algorithm for deciding the satisfiability of FO sentences over words [16] .
When we started to think about this problem, it was not clear at all to us which were the right complexity theoretic assumptions (or if any such assumptions were needed at all. We find it quite surprising that we ended up with fairly standard assumptions. It is not obvious what PTIME = NP has to do with our non-elementary lower bound. And it is remarkable that the assumption FPT = W[t] for some t ≥ 1, which is usually used to prove that problems are not fixed-parameter tractable, is used here to prove lower bounds for problems that are fixed-parameter tractable.
Model-checking for FO and MSO is known to be fixedparameter tractable on several other classes of structures besides words: Model-checking for MSO is also fixedparameter tractable on trees and graphs of bounded treewidth [3] . The latter is a well-known theorem due to Courcelle [3] playing a prominent role in parameterized complexity theory. Theorem 1 implies that the parameter dependence of MSO model-checking on trees and and graphs of bounded tree-width is also non-elementary. In addition to trees and graphs of bounded tree-width, model-checking for FO is fixed-parameter tractable on further interesting classes of graphs such as graphs of bounded degree [14] , planar graphs [9] , and more generally locally tree-decomposable classes of structures [9] . Theorem 1(2) does not imply lower bounds for the parameter dependence here. The reason for that is a peculiar detail in the encoding of words by relational structures. The standard encoding includes the linear order of the letters in a word as an explicit relation of the structure. If we omit the order and just include a successor relation, Theorem 1(1) still holds, because the order is definable in MSO. However, the order is not definable in FO, and Theorem 1(2) does not extend to words without order. Indeed, we give a model-checking algorithm for FO on words without order, and more generally on structures of degree 2, with a running time 2
is, with a doubly exponential parameter dependence. We also give a model-checking algorithm for FO on structures of bounded degree d ≥ 3 with a triply exponential parameter dependence. We match these upper bounds by corresponding lower bounds:
(1) There is no model-checking algorithm for FO on the class of words without order whose running time is bounded by
for any polynomial p.
(2) There is no model-checking algorithm for FO on the class of binary trees whose running time is bounded by
Again, k denotes the size of the input sentence and n the size of the input structure.
Part (2) of this theorem also implies a triply exponential lower bound for the parameter dependence of FO modelchecking on planar graphs and graphs of bounded treewidth.
Due to space limitations, this conference version of the paper only contains a proof of the basic Theorem 1(1). The remaining proofs can be found in the full version of this paper. 2 
. Preliminaries
A vocabulary is a finite set of relation, function, and constant symbols. Each relation and function symbol has an arity. τ always denotes a vocabulary. A structure A of vocabulary τ , or τ -structure, consists of a set A called the universe, and an interpretation T A of each symbol T ∈ τ : Relation symbols and function symbols are interpreted by relations and functions on A of the appropriate arity, and constant symbols are interpreted by elements of A. All structures considered in this paper are assumed to have a finite universe. The reduct of a τ -structure A to a vocabulary τ ⊆ τ is the τ -structure with the same universe as A and the same interpretation of all symbols in τ . An expansion of a structure A is a structure A such that A is a reduct of A . In particular, if A is a structure and a ∈ A, then by (A, a) we denote the expansion of A by the constant a. We write A ∼ = B to denote that structures A and B are isomorphic.
Let Σ be a finite alphabet. We let τ (Σ) be the vocabulary consisting of a binary relation symbol ≤, a unary function symbol S, two constant symbols 'min' and 'max', and a unary relation symbol P s for every s ∈ Σ. A word structure over Σ is a τ (Σ) , and for every a ∈ W there exists precisely one s ∈ Σ such that a ∈ P W s . We refer to elements a ∈ W as the positions in the word (structure) and, for every position a ∈ W , to the unique s such that a ∈ P W s as the letter at a. It is obvious how to associate a word from the class Σ * of all words over Σ with every word structure over Σ and, conversely, how to associate an up to isomorphism unique word structure with every word in Σ * . We identify words with the corresponding word structures and write W ∈ Σ * to refer both to the word and the structure. The class of all words (or word structures) over some alphabet is denoted by Ï . The length of a word W is 2 Available at http://www.dcs.ed.ac.uk/home/grohe/pub.html.
denoted by |W|.
A subword of a word W = s 0 . . . s n−1 ∈ Σ * is either the empty word or a word s i . . . s j for some i, j, 0 ≤ i ≤ j < n. We write V W to denote that V is a subword of W.
We assume that the reader is familiar with propositional logic, first-order logic FO and monadic secondorder logic MSO (see, for example, [8] ). If θ is a formula of propositional logic and α is a truth-value assignment to the variables of θ, then we write α |= θ to denote that α satisfies θ. Similarly, if ϕ(x 1 , . . . , x k ) is an FO or MSO formula with free variables x 1 , . . . , x k , A is a structure, and a 1 . . . , a k ∈ A, then we write A |= ϕ(a 1 , . . . , a k ) to denote that A satisfies ϕ if the variables x 1 , . . . , x k are interpreted by a 1 , . . . , a k , respectively. A sentence is a formula without free variables. The quantifier-rank of a formula ϕ, that is, the maximum number of nested quantifiers in ϕ, is denoted by qr(ϕ).
The model-checking problem for a logic L on a class C of structures, denoted by MC(L, C), is the following decision problem:
We fix a reasonable encoding of structures and formulas by words over {0, 1}. We denote the length of the encoding of a structure A by ||A|| and the length of the encoding of a formula ϕ by ||ϕ||. Note that ||A|| can be considerably larger than the cardinality |A| of the universe of A.
It is well-known that if we are interested in the complexity of FO or MSO model-checking on words, the alphabet is inessential. This can be phrased as follows: AE denotes the set of natural numbers (including 0). For all n, i ∈ AE we let bit(i, n) denote the ith bit in the binary representation of n. (Here we count the lowest priority bit as the 0th bit.) lg denotes the base-2 logarithm, and, for i ∈ AE, lg (i) denotes the i-fold loga-rithm. More formally, lg (i) is defined by lg (0) (n) = n and lg (i+1) (n) = lg lg (i) (n). We define the tower function T : AE × Ê → Ê by T (0, r) = r and T (h + 1, r) = 2 T (h,r) for all h ∈ AE, r ∈ Ê. Thus T (h, r) is a tower of 2s of height h with an r sitting on top. Observe that for all n, h ∈ AE with n ≥ 1 we have T (h, lg (h) n) = n.
. Succinct encodings
We introduce a sequence of encodings µ h , for h ≥ 1, of natural numbers by words over certain finite alphabets. They are more and more "succinct" not in the sense that they are shorter and shorter, but in the sense that they can be decoded by shorter and shorter FO formulas. Lemma 5 is the key result of this section.
is precisely the length of the binary representation of n − 1.
We are now ready to define our encodings
Lemma 4. For all
Observe that for all m ≥ 1 we have
is a tower of 2s of height h with an on top. Thus, in particular, for all h, ≥ 1 we have
Lemma 5. Let h ≥ 1, ≥ 0 and let Σ ⊇ Σ h . There is an FO formula χ h, (x, y) of vocabulary τ (Σ h ) and size O(h + ) such that for all words W ∈ Σ * , a, b ∈ W , and m, n ∈ {0, . . . , T (h, )} the following holds: If a is the first position of a subword U W with U ∼ = µ h (m) and b is the first position of a subword V W with
V ∼ = µ h (n), then W |= χ h, (a, b) ⇐⇒ m = n.
Furthermore, the formula χ h, can be computed from h and in time O(h + ).
Proof: Let h = 1. Recall that the µ 1 -encoding of an integer p ≥ 1 is just the binary encoding of p − 1 enclosed in [ 1 , ] 1 . Hence to say that x and y are µ 1 -encodings of the same numbers, we have to say that for all pairs x + i, y + i of corresponding positions between x resp. y and the next closing ] 1 , there are the same letters at x + i and y + i. For numbers p in {0, . . . , T (1, )}, there are at most L(p) ≤ positions to be investigated. Hence, it is straightforward how this is expressed by a formula χ 1, (x, y). A straightforward formulation of this would yield a formula too large to achieve the desired bounds. The problem is that there would be multiple occurrences of the subformula χ h−1, (w, z). We can easily overcome this problem and let 
It is not hard to see that χ h, (x, y) has the desired meaning. Observing that ||χ 1, || ∈ O( ) and that ||χ h, || = ||χ h−1, || + c for some constant c, we obtain the desired bound on the size of the formulas. The fact that χ h, can be computed in linear time is immediate from the construction. ✷
. Encodings of propositional formulas
In this section, we use our encodings µ h of the natural numbers to define encodings of propositional formulas and assignments. We will also denote these encodings of formulas by µ h . A propositional formula is t-normalised, for a t ≥ 1, if it is a conjunction of disjunctions of conjunctions . . . of literals, with (t−1) alternations between conjunctions and disjunctions. More formally, we let Γ 0 = ∆ 0 be the set of all literals. For t ≥ 1, we let Γ t be the set of all (finite) conjunctions of formulas in ∆ t−1 and ∆ t the set of all (finite) disjunctions of formulas in Γ t−1 . Then a formula is t-normalised if it is in Γ t . Note that, in particular, a formula is 2-normalised if, and only if, it is in conjunctive normal form. For k ≥ 1, a formula is in k-conjunctive normal form if it is a conjunction of disjunctions, where each disjunction contains at most k-literals. We denote the class of all formulas in k-conjunctive normal form by kCNF.
We assume that propositional formulas only contain variables X i , for i ∈ AE. For a set Θ of propositional formulas, we let Θ(n) denote the set of all formulas in Θ whose variables are among X 0 , . . . , X n−1 .
For all h, t ≥ 1, we let
where Σ h is taken from the previous section (cf. page 5).
We fix h and define the encoding µ h :
by induction on t.
For t = 0, i ∈ AE and a literal λ, we let
Assuming that we have already defined
We also need to encode assignments. Let A(n) denote the set of all assignments α : {X 0 , . . . , X n−1 } → {TRUE, FALSE}. We extend our encoding µ h to assignments and pairs consisting of formulas and assignments. For an assignment α ∈ A(n), we let
The following lemma is an immediate consequence of Lemma 4.
that is, linear in the size of the output).

Lemma 7. For all h, , t ∈ AE there is an FO sentence ϕ h, ,t of size O(h + + t) such that for all n ≤ T (h, )
and
Furthermore, the formula ϕ h, ,t can be computed from h, , t in time O(h + + t).
The reader may have noted that we included the symbol ' ' in our alphabet, but have not used it so far. In the next section, we want to use the formula of Lemma 7 for satisfiability testing. Of course when doing this we will not be given an assignment in advance. However, it will be useful if we nevertheless provide the "infrastructure" for the assignment in our encoding. To do this, we simply replace all the TRUE and FALSE symbols by s:
Remark 8.
Of course, the we just introduced is completely redundant -we could as well use FALSE. Actually, our encodings have many other redundancies. In introducing them, we tried to make the encodings a bit more structured and readable.
We are now ready to prove both statements of Theorem 1(1), rephrased as follows:
Theorem 9. Unless PTIME = NP, there is no algorithm for MC(MSO, Ï ) whose running time is bounded by
for any h ∈ AE and polynomial p. Here k denotes the size of the input sentence and n the size of the input word.
Proof: Suppose that there is an algorithm A for MC(MSO, Ï ) whose running time is bounded by T (h, k) · p(n), for some h ∈ AE and polynomial p. We shall prove that the satisfiability problem for 2-normalised propositional formulas (that is, formulas in conjunctive normal form) is in polynomial time, which implies PTIME = NP and thus proves the theorem. For all ∈ AE, let
where ϕ h+1, ,2 is the formula obtained from the formula ϕ h+1, ,2 of Lemma 7 by replacing the subformula P TRUE Sy , which is the only subformula that involves either P TRUE or P FALSE , by XSy . Then for every n ≤ T (h + 1, ) and γ ∈ Γ 2 (n ),
Consider the algorithm displayed in Figure 1 , which decides if the input formula γ is satisfiable. (2) and n = T (h + 1, lg (h+1) (n )) ≤ T (h + 1, lg (h+1) (n ) ). We claim that the runtime of the algorithm is bounded by q(||γ||) for some polynomial q depending only on the fixed constant h.
Lines 1-3 of the algorithm can be implemented in time polynomial in n , h, ||γ||. By Lemma 6, using our assumption on the algorithm A, Line 4 requires time
(h+1) (n ) + 1) for some constant c. There is an n 0 (depending on c, h) such that for all n ≥ n 0 we have c(h + lg
This proves the polynomial time bound. ✷ Let us now turn to Theorem 1 (2) . Recall that the W-hierarchy is a hierarchy of parameterized complexity classes W[t], for t ≥ 1. It is conjectured that this hierarchy is strict and that W [1] strictly contains the class FPT of all fixed-parameter tractable problems. The classes of the W-hierarchy are defined via complete problems under suitable reductions. These complete problems are parameterizations of the satisfiability problem for propositional formulas. The weight of a truth value assignment for a set of propositional variables is the number of variables set to TRUE by this assignment. For a class Θ of propositional formulas, let the weighted satisfiability problem for Θ, denoted by WSAT(Θ), be the following parameterized problem:
Problem: Decide if θ has a satisfying assignment of weight k . Downey and Fellows [5, 7] proved that for all t ≥ 2 the problem WSAT(Γ t ) is complete for W[t] under parameterized many-one reductions. In [6] , they proved that WSAT(2CNF) is complete for W [1] . We explore this in the proof of Theorem 1, which we now phrase as follows: 
for any h ∈ AE and polynomial p. As usual, k denotes the size of the input sentence and n the size of the input word.
The proof is very similar to the proof of Theorem 9. The difference is that we cannot say by a short FO formula that a propositional formula γ, encoded by the word µ h+1 (γ, ), is satisfiable. However, we can say by a formula of length O(k + h + + t) that a Γ t -formula with less than T (h + 1, ) variables has a satisfying assignment of weight k :
where ϕ h+1, ,t,k is the formula obtained from ϕ h+1, ,t by replacing the subformula P TRUE Sy by
We use this formula in place of the ϕ h+1, of the proof of Theorem 9 to show that if there was an algorithm for MC(FO, Ï ) whose running time is bounded by 
. Structures of bounded degree
In this section, we investigate the parameterized complexity of FO model-checking over structures of bounded degree. Let A be a τ -structure for some vocabulary τ . We call two elements a, b ∈ A adjacent if they are distinct and there is an R ∈ τ , say, r-ary, and a tuple a 1 . . . a r ∈ R A such that a, b ∈ {a 1 , . . . , a r }. The degree of an element a ∈ A in the structure A is the number of elements adjacent to a, and the degree of A is the maximum degree of its elements. For d ≥ 1, we denote the class of all structures of degree at most d by (d). It is quite easy to derive from Seese's proof a triplyexponential upper bound on f for a non-uniform version of this theorem, stating that for every fixed FO sentence ϕ there is a triply exponential function f and an algorithm checking whether a given structure A of degree at most d satisfies ϕ. We shall prove a uniform version of this result, which has the additional benefit that our algorithm is quite simple. But the main result of this section is a doubly exponential lower bound.
Upper bounds.
In this section we present a general algorithm for FO model-checking, which, restricted to structures of bounded degree, will yield optimal upper time bounds.
The crucial idea, which has also been explored by Seese, is to use the locality of FO. Without loss of generality we assume that vocabularies only contain relation and constant symbols. Figure 2 displays a recursive model-checking algorithm for FO sentences in prenex normal form that is based on Lemma 13. Since we can easily transform arbitrary FO sentences into sentences in prenex normal form (algorithmically, this can be done in linear time), this also gives us an algorithm for arbitrary sentences.
Note that in the recursive calls modelcheck (ψ(a),(A, a) ) of the algorithm, we replace
