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Abstract 
Kaparthi, S. and H.R. Rao, Higher dimensional restricted lattice paths with diagonal steps, 
Discrete Applied Mathematics 31(1991) 279-289. 
In this paper, restricted minimal lattice paths with horizontal, vertical, and diagonal steps, in two 
and higher dimensions are discussed. The Delannoy numbers, the numbers of unrestricted 
minimal lattice paths with diagonal steps, and some of their properties are introduced. The recur- 
rence on the Delannoy numbers is extended to higher dimensions. The relation in two dimensions 
between the restricted minimal lattice paths and the Delannoy numbers is shown through the use 
of Andre’s reflection principle. This relation is generalized from two dimensions to higher dimen- 
sions and is found to be in the form of a determinant. The relation between unrestricted and 
restricted weighted minimal lattice paths in two dimensions is shown by the extension of Andre’s 
reflection principle. 
1. Introduction 
Unrestricted and restricted minimal lattice paths in two-dimensional and in three- 
dimensional coordinate space have been widely discussed in literature [5,9,11,12,14]. 
Unrestricted minimal lattice paths in the plane which have horizontal, vertical, and 
diagonal steps yield the Delannoy numbers [2]. Restricted minimal lattice paths in 
the plane, which have horizontal and vertical steps, and never rise above the plane 
diagonal yield the well-documented Catalan numbers [l]. Handa and Mohanty [9] 
have discussed higher dimensional lattice paths subject to the restriction that no 
paths are allowed to cross two specific hyperplanes. Moser and Zayachkowski [12] 
study lattice paths with diagonal steps, in two dimensions subject to the restriction 
that they lie below the main diagonal. In this paper, similar restricted and un- 
restricted lattice path problems where horizontal, vertical, and diagonal steps are 
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allowed are discussed. The recurrence on the Delannoy numbers is extended to 
higher dimensions. A determinant form relationship is then obtained between the 
number of restricted lattice paths and the Delannoy numbers, thus generalizing the 
two-dimensional result of Moser and Zayachkowski to higher dimensions. 
Lattice paths have been applied in voting and group choice, where they surface in 
the well-known ballot problem [2,14]. It has been shown that lattice path counting 
problems are equivalent to the problem of enumeration of partial orders [7]. Partial 
order enumeration has applications in the area of computer science in deciding the 
efficiency of sorting algorithms [IO], and in social choice theory in studying various 
kinds of discrete ranking structures, and preference orders among decision makers 
[4,13]. The relationship between the restricted and unrestricted lattice paths in- 
vestigated in this paper is of interest in studying the number of preference orders 
in environments of partial and incomplete information. For instance, unrestricted 
lattice paths correspond to certain preference structures of decision makers, while 
the restriction on lattice paths corresponds to additional information about the 
preference structures [ 131. 
Section 2 looks at the restricted lattice paths in two dimensions and then considers 
analogous paths in three and higher dimensions. Section 3 introduces the Delannoy 
numbers. The recurrence on the Delannoy numbers is extended to higher dimensions 
and some of their properties are mentioned. Section 4 shows the relation between 
unrestricted and restricted minimal lattice paths through the use of Andre’s reflec- 
tion principle. This is then generalized to arbitrary m dimensions. In Section 5, 
Andre’s reflection principle is extended to show the relation between unrestricted 
and restricted weighted minimal lattice paths in two dimensions. Finally the paper 
is summarized and concluded in Section 6. 
2. Restricted minimal lattice paths 
In this section restricted minimal lattice paths in two dimensions and their exten- 
sions to higher dimensions are discussed. 
Definition 2.1 [8]. In a two-dimensional nonnegative coordinate space the follow- 
ing are defined: A step is a directed line segment from a lattice point (d,,d,) to a 
lattice point (d, + 6t, d2 + &) where a,, C& E (0, 1} and (a,, S,) # (0,O). Hence a step can 
be horizontal (dt-step), vertical (d,-step) or diagonal. A lattice path is a sequence 
of contiguous steps. This definition can easily be extended to higher dimensions. 
Definition 2.2. For any point (d,, d2) # (0,O) where d, 2 d2h 0, let @(d,, d2) denote 
the number of paths from (0,O) to (d,,d,) subject to the restrictive condition that 
all points (x,,x2) in the paths satisfy x,2x2 (Fig. 1 illustrates a restricted lattice 
path). We further define 
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Fig. 1. A restricted lattice path in two-dimensional space. 
1 if d, =0, d,=O, 
@(d,, 6) = 0 if d2>dl, (1) 
0 if d, and/or d,< 0. 
Proposition 2.3 [ 121. As any point (d,, d,), where d, > d,, can be approached from 
three directions, parallel to one of the axes or a diagonal step, we have the following 
recurrence for the number of possible paths, 
@(d,,dz)=@(d,-l,d,)+@(d,-l,d,-l)+@(d,,d,-1). (2) 
Due to the restrictive condition in Definition 2.2, equation (2) is modified on the 
diagonal d, = d, # 0 as folio ws: 
@(d,,d,)=@(d,-l,d,-l)+@(d,,d,-1). (3) 
Property 2.4. If the point (d,, d,) lies on the d,-axis, i.e., d2 = 0, then only a single 
path is possible. Therefore @(d,, 0) = 1. 
Definition 2.5. Let the restrictive condition (Definition 2.2) of only allowing 
points below the diagonals in the higher dimensions be defined by a function 
P”‘. If (d,,d,, . . . . d,) satisfies d,rdzr ... rd,,zO, then Pm(d,,dz,...,d,)=l else 
Pm(d,,dZ, . . . , d,) = 0. The definition for @ can be generalized to higher dimensions 
using the above restrictive condition. 
Property 2.6. From Definition 2.1 we see that a step in three-dimensional lattice 
space can be one of the seven types: parallel to one of the three axes, a diagonal 
step parallel to one of the three coordinate planes, or a cube diagonal step. Similarly 
in higher dimensions a step can be parallel to one of the sides or one of the diagonals 
of a hypercube. The number of vertices of a hypercube in m dimensions is 2m and 
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hence any point in the hyperspace can be approached from the other 2m - 1 vertices 
subject to the restrictive condition of Definition 2.5. 
Proposition 2.1. Let Q be the set of all points in the m-dimensional space from 
which a point (d,,d,, . . . , d,) can be approached in a single step and i E N. Then 
from Property 2.6, 
2”‘~ 1 
Q= u {(d,-6,;,dz-6~;,...,d,-6,;)}, (4) 
i=l 
P”‘(d,-61,,d2-g2,....,d,,,-6,,,,)=1 
where the string 81;&i...6,,,;=ibase2, i.e., 6~;2”‘-‘+~&~2~-~+ 1..+a,,,,2’=i. The 
above relation between i and the 6’s is assumed throughout the paper. Here the 
function Pm filters out points not satisfying the restrictive condition. 
Proposition 2.8. The generalization of Proposition 2.3 to m dimensions is as 
follows: if (dI,d2, . . . . d,) is any point in the m-dimensional space, then from Prop- 
erty 2.6, Definition 2.5, and Proposition 2.1 
@(c&d,, . . ..d.,,) 
2”‘_ ]
zz c 
i=l 
@(d,-61i,d2-a2;, . . . . d,-6,;). (5) 
P”‘(d,-6,,,dz-62 I,..., d,,,-6 ,,,, )=I 
Figure 2 illustrates the recurrence in 2 and 3 dimensions. Note: The numbers on 
the diagonal in two dimensions are exactly proportional to the Schroder numbers. 
3. The Delannoy numbers: unrestricted minimal lattice paths 
Zeilberger [ 141 has used Andre’s reflection principle to generalize the minimal lat- 
tice path problem without diagonal steps. Moser and Zayachkowski [12] have ex- 
pressed the restricted minimal lattice paths with diagonal steps in two dimensions 
in terms of the unrestricted minimal lattice paths. This paper extends this relation- 
ship to higher dimensions. In this section, unrestricted minimal lattice paths and a 
few of their properties are discussed. 
The Delannoy numbers D(dl,d2) [2] in two dimensions have been defined as the 
numbers of unrestricted minimal lattice paths with diagonal steps from (40) to 
(d,,d,). The Delannoy numbers can be expressed as a recursion as follows: 
D(d,,d,)=D(d,,d,-l)+D(d,-l,d,-l)+D(d,-l,d,), (6) 
such that 
D(d,,O) = D(O,dz) = 1 Vd,,d,s:O, 
D(d,, d2) = 0 if d, and/or d,<O. 
Fray [5] extended the Delannoy numbers from two dimensions to three dimensions, 
in terms of both the recursion as well as their generating function. 
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Fig. 2.. The number of restricted minimal lattice paths in 2 and 3 dimensions. 
Proposition 3.1. The generalization of the recursive property of the Delannoy 
numbers to m dimensions is as follows. From Proposition 2.1, and by relaxing the 
restriction in Definition 2.5, 
2”’ ] 
D(d,,& . . . . d,) = c D(d,-61;,dz-S2;,...,dm-&,r). 
i=l 
(7) 
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Definition 3.2 [3]. Let Z, be the set { 1,2, . . . , m} and S,, be the set of all permuta- 
tions of I,,,. 
Definition 3.3 [3]. A transposition in S, is a cycle t =(i,j), i.e., t(i)=j, t(j) =i, 
t(k) = k Vk E Z, - {i,j}. Every permutation is a product of such transpositions. 
Property 3.4. An interesting property of Delannoy numbers is that they are sym- 
metric about the diagonals. In two dimensions D(dl,d2) = D(d,,d,) [2]. T, is 
defined to be the set of all permutations of the set {d,,d,, . . . ,d,}. If d,,dp E 
{d,,d,, . . . . d,}, then for every transposition t= {d,, db) 
D(d,,d, ,..., d, ,..., dB ,..., d,J=D(d,,d, ,..., dp ,..., d, ,..., d,,). (8) 
Since any permutation y is a product of such transpositions, 
D(y)=D(&d~,...,d,) VYET,. (9) 
Proof. The proof is obvious by symmetry. 0 
Definition 3.5 [3]. Let p E S, and p(i) be the ith element inp. A function Sgn : S,,, -+ 
{ +1, -l} is defined as follows: 
%n(p) = II p(i) -P(j) 
I&d C I,, i-j 
(10) 
Let a,EiN Vi,jE[l,m] andM,., be the set of matrices of size m x m. Then for 
the function D: N x kd x 1.. x N (m times) -+ N another function ,4 D : Mm XM + N 
(similar to the definition of a determinant) is defined as follows: 
1 al l 
al2 ... al, 1 
al2 ... 
= 
. **. 
: c %n(pVWl,~,,~ a2P(2), . . . , a,P~,~h 
P E .L 
am2 - amm 
(11) 
Property 3.6. From Property 3.4 it is easy to see that if there exist at least two equal 
rows a,j and afj in the matrix [a;jlmxmr i.e., aej=ah Vje [l,m] then: 
r aI1 
aI2 ... aI, 1 
AD a21 a22 ... : a2m =o 
. -*. 
(12) 
LamI am2 1.. amm J 
Property 3.1. Applying Definition 3.5 to Proposition 3.1 we have 
dl, d,z ... d,, 
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4, y%, d22;82, 1:. 
drn, 1 4n; &,z L 4n; 
d2my62i 
... 4m - &, 
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4. The relation between @ and D 
In two dimensions, Andre’s reflection principle has been used to show the relation 
between the Delannoy numbers and the number of restricted minimal lattice paths [2]. 
@(d,,d,)=D(d,,d2)-D(d,+l,d,-l), d,,d,rO. (14) 
In this section the above result is extended from two dimensions to m dimensions. 
Proposition 4.1. The generalization of the relation between the number of restricted 
minimal lattice paths and the number of unrestricted minimal lattice paths is ex- 
pressed as follows: If P”‘(d,, d2, . . . , d,,,) = 1, then 
@(d,,&,...,d,) 
= AD 
Proof. 
0 1 
-1 0 
+ Ii i l-m 2-m 
1 
2 . . . m-l 
1 . . . m-2 
‘. 
. -i;. 3-m ... 0 
(15) 
Basis: (For the plane d,, d2 .) By the Andre’s reflection principle [ 121 we know that 
@(d,,&l =D(d,,d,)-D(d,+l,d,-1) 
=AD d2yl “;:‘] =AD[[ ;; z]+[_; ;]I. (16) 
Note: @(d,,d2)=@(d,,dz,0,0 ,..., 0) 
Induction: Inductive hypothesis: Suppose that the Proposition 4.1 is true Vd,‘l 
d,,d;rd, ,..,, d; 5 d, and 3 an a such that dL# d, and such that Pm(d,‘, d;, . . . , dk) = 1. 
By Proposition 2.8, 
W&d,, . . ..&J 
2”’ , 
YZ c 
i= I 
@Cd, -4,,4-82i, . . ..S.,>. (17) 
P”‘(d, 6,,, d: - &,, , d,,, - S I,,,) = 1 
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By the inductive hypothesis, one has 
@(d,,d,,...,&,) 
d,-6,; d,-6,, ... d,-6,; 
2”‘-] 
c AD 
d2-S2; d2-J2; ... d2-a2, zz 
i=l 
P’W-61,,&& ,l.... dn-&,,,)=l 
+ . (18) 
l-m 2-m 3-m .” 
If P”(d, - a,;, dz - &, . . . , d, - S,,,i) = 0, then we have two cases; 
Case 1. 3 (at least) two consecutive elements dkpl -B+,);, dk- ski such that 
dk_,-Bck_,ji<dk-Jki. This implies that dkpl<dk+l. Since Pm(d,,dz,...,d,)=l 
then dk _ I L dk. So the only possibility is dk_, = dk. Hence BCk iJi = 1 and Bki = 0. 
Then the rows R,=[dk-Bki+l-k,...,dk-Bki+m-k] and 
R,_, = [dk-,-&Ck_,jr+l -k-l, . . . . dk_,-B~k-,~i+m-k-ll 
are equal. Thert :fc ore as these two rows are equal from Property 3.6, 
AD 
dl-6,i dl-61; .*a d,-6,, 
d2-S2; dz-a2; ... dZ-b2; 
0 1 2 . . . m-1 
-1 0 1 . . . m-2 
+ I- i =O *.. l-m 2-m 3-m a.. 0 I! (19) 
Case2. jkE[l,m] such that dk-a,i<O. Since P”(d,,d,,...,d,,,)=l, dk=O and 
dki = 1. But this also implies that Vt> k, d, = 0 and 6,j = 1 (otherwise we go back to 
the previous case). Hence the last line of the matrix in equation (19) contains only 
negative values and hence equation (19) is also true in this case. 
Therefore by applying Property 3.7 one has the desired conclusion. Hence the 
proof. (Some representative values of D and @ are shown in Table 1.) 0 
Example. The three-dimensional instance of Proposition 4.1 is: 
@(d,,d,,d,)=AD [ [;! ;; ;!] + [ 1; _; a] 
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5. An extension of Andre’s reflection principle to weighted lattice paths 
In this section, Andre’s reflection principle [2,12] as originally applied to un- 
weighted minimal lattice paths is extended to weighted minimal lattice paths. 
Proposition 5.1. Let cu,fl, YE IR, the set of reai numbers. Extending equations (2) 
and (6), the following are defined, 
and 
@‘(d,, dz) = a@‘(d, - 1, d2) +P@‘(d, - 1, d, - 1) + @‘(d,, d2 - l), (21) 
D’(d,, dz) = trD’(d, - 1, d2> +PD’(d, - 1, d, - 1) + yD’(d,, d2 - l), (22) 
where the restrictive condition in Definition 2.2 applies to @‘. If (x = y, then for any /3 
@‘(d,, d2) = D’(dl, d2) - D’(dl + 1, d2 - 1). (23) 
Proof. Andre’s reflection principle [12] has been used to show that @(d,,d,), the 
number of restricted mininal lattice paths from (0,O) to (d,, d2), is the difference be- 
tween the number of unrestricted minimal lattice paths to (d,, d2) (D(d,, d2)), and the 
number of unrestricted minimal lattice paths to (d, + 1, d2 - 1) (D(d, + 1, dz - 1)) (see 
Fig. 1). Hence equation (14). As the reflection [l l] acts as an operator by which 
d,-steps change to d2-steps, d,-steps change to d,-steps (see Definition 2. l), and the 
diagonal steps remain unchanged, it can easily be seen that, irrespective of the weight 
on the diagonal, if the weights on d,-steps and dz-steps are equal, equation (23) is 
true. 0 
6. Conclusion 
The enumeration of restricted minimal lattice paths is an interesting combinatorial 
probtem. Its applications range from the well-known ballot problem assuming that 
ties are permitted, to the enumeration of possible preference orders in a discrete 
choice problem. This paper has established an interesting result. The relation be- 
tween the unrestricted and restricted minimal paths, which can be obtained in two 
dimensions using the Andre’s reflection principle, has been extended to higher 
dimensions. In the process the recurrence on the Delannoy numbers is also extended 
to higher dimensions. Finally, Andre’s reflection principle is extended to show the 
relationship between unrestricted and restricted weighted minimal lattice paths in 
two dimensions. 
Acknowledgement 
Special thanks are due to Professor Walter Schnyder of the Department of 
Mathematics, Lousiana State University for the insight he gave us into the minimal 
Higher dimensional restricted laftice paths 289 
lattice path counting problem. The authors also wish to tank Professor James Moore 
of the Department of Economics, Purdue University and Professor A.B. Whinston 
of the College of Business Administration, University of Texas, Austin for sug- 
gesting an open preference theory problem that has led to this research. The authors 
wish to express their appreciation to Srinivas Y Prasad and Krishna Kolluri of the 
Industrial Engineering Department, SUNY at Buffalo, for their help in the generali- 
zation of the results. The comments of Professor Tilak Bhatacharya, Department 
of Mathematics, Northwestern University are also greatly appreciated. We would 
also like to thank Professor Peter Hammer of RUTCOR, Rutgers University for his 
encouragement, and the anonymous referees for their critical comments and sugges- 
tions that have greatly improved the lucidity of the paper. The research of the sec- 
ond author was supported by a summer grant from the School of Management, 
SUNY at Buffalo and by NSF grant IRI-9011424. 
References 
[l] R. Alter, Some remarks and results on Catalan numbers, in: Proceedings of the Lousiana Con- 
ference on Combinatorics and Graph Theory (1971). 
[2] L. Comtet, Advanced Combinatorics (Reidel, Dordrecht, 1974). 
[3] L.L. Dornhoff and F.E. Hohn, Applied Modern Algebra (Macmillan, New York, 1978). 
[4] P.C. Fishburn, Discrete mathematics in voting and group choice, SIAM J. Discrete Math. 5 (2) 
(1984). 
[5] R.D. Fray, Three-dimensional weighted lattice paths, in: Proceedings of the Second Lousiana Con- 
ference on Combinatorics and Graph Theory (1972). 
[6] 1.J. Good, The number of orderings of n candidates when ties are permitted, Fibonnaci Quarterly 
(1975). 
[7] R.L. Graham, A.C. Yao and F.F. Yao, Some monotonicity properties of partial orders, SIAM J. 
Algebraic Discrete Methods 1 (3) (1980). 
[S] B.R. Handa and S.G. Mohanty, Higher dimensional lattice paths with diagonal steps, Discrete 
Math. 15 (1976). 
[9] B.R. Handa and S.G. Mohanty, Enumeration of higher dimensional lattice paths under restrictions, 
Discrete Math. 26 (1979). 
[lo] D. Knuth, The Art and Science of Computer Programming, Sorting and Searching, Vol. 3 
(Addison-Wesley, Reading, MA, 1973). 
[l l] S.G. Mohanty, Lattice Path Counting and Applications (Academic Press, New York, 1979). 
[12] L. Moser and W. Zayachkowski, Lattice paths with diagonal steps, Scripta Math. 26 (1963). 
[13] H.R. Rao, A decision theoretic perspective of multiple agent problem solving: Application to a 
resource allocation problem, Unpublished Ph.D. Thesis, Purdue University (1987). 
(141 D. Zeilberger, Andre’s reflection proof generalized to the many candidate ballot problem, Discrete 
Math. 44 (1983). 
