I present a novel method for maximum likelihood parameter estimation in nonlinear/non-Gaussian state-space models. It is an expectation maximization (EM) like method, which uses sequential Monte Carlo (SMC) for the intermediate state inference problem. Contrary to existing SMC-based EM algorithms, however, it makes efficient use of the simulated particles through the use of particle Markov chain Monte Carlo (PMCMC) theory. More precisely, the proposed method combines the efficient conditional particle filter with ancestor sampling (CPF-AS) with the stochastic approximation EM (SAEM) algorithm. This results in a procedure which does not rely on asymptotics in the number of particles for convergence, meaning that the method is very computationally competitive. Indeed, the method is evaluated in a simulation study, using a small number of particles, with promising results.
INTRODUCTION
State-space models (SSMs) are commonly used in statistical signal processing to model dynamical systems. Methods such as sequential Monte Carlo (SMC), have emerged to allow inference beyond the linear Gaussian case [1, 2] . However, estimation of fixed model parameters remains a challenging problem. We consider here a general, discrete-time SSM with state xt ∈ X and observation yt ∈ Y, parameterized by some unknown parameter θ ∈ Θ, xt+1 ∼ f θ (xt+1 | xt), yt ∼ g θ (yt | xt).
We observe a batch of measurements y1:T = {y1, . . . , yT } and seek to identify θ offline. Methods addressing this problem are often iterative, in the sense that they iterate between updating θ and updating/estimating the latent states x1:T . Examples are the expectation maximization (EM) algorithm [3] for maximum likelihood (ML) inference and Gibbs sampling [4] for Bayesian inference. SMC can naturally be used within these methods to address the intermediate state inference problem at each iteration. For instance, particle smoothing (PS) has been used within the EM algorithm (PSEM) for challenging identification problems [5, 6, 2] . However, if used in a standard way, a large number of particles is typically required to obtain accurate state inference results. Since this has to be done at each iteration of the top level identification algorithm, the resulting method will be very computationally intensive. Recently, however, a framework for Bayesian inference referred to as particle Markov chain Monte Carlo (PMCMC) has been developed [7] . PMCMC uses SMC within MCMC, but do so in a way which ensures that the methods are, in some sense, exact, for any number of particles (see [7] for further discussion). Furthermore, a certain branch of PMCMC, based on so called conditional particle filters (CPFs), has been found to make very efficient use of the simulated particles [8, 9, 10] . This is achieved by propagating information from one iteration to the next, by conditioning the PF on previously simulated particles.
The purpose of this contribution is to illustrate that these attractive methods are not exclusive to the Bayesian. Indeed, we develop a method for ML inference, i.e. the problem of finding θML = arg max θ p θ (y1:T ). The method is a combination of stochastic approximation EM (SAEM) [11] and the conditional PF with ancestor sampling (CPF-AS) [8] . There have been previous contributions on combining PMCMC with SAEM [12, 13] . However, these methods differ from the present contribution, in that they are based on the particle independent Metropolis-Hastings kernel, which is not able to reuse information across iterations, as is done in CPF-AS.
THE EM, MCEM AND SAEM ALGORITHMS
To introduce the methods that we will be working with we consider a general missing data model. The observed variable is denoted y and the latent variable is denoted z. In the state-space setting, we thus have y = y1:T and z = x1:T . Let p θ (y) be the likelihood of the data, parameterized by θ ∈ Θ. For each θ, the complete data likelihood is given by p θ (z, y) and the posterior of z given y is
Define, Q(θ, θ ) = log p θ (z, y)p θ (z | y) dz. The EM algorithm [3] is an iterative method, which maximizes p θ (y) by iteratively maximizing the auxiliary quantity Q(θ, θ ). It is useful when maximization of θ → Q(θ, θ ), for fixed θ , is simpler than direct maximization of the likelihood, θ → p θ (y). The procedure is initialized at some θ0 ∈ Θ and then iterates between two steps, expectation (E) and maximization (M),
The resulting sequence {θ k } k≥0 will, under weak assumptions, converge to a stationary point of the likelihood p θ (y).
We shall throughout this work assume that the M-step can be carried out straightforwardly, which is the case for many models encountered in practice. For the E-step, however, we note that we have to compute an expectation under the posterior p θ (z | y). In many situations, this computation is complicated or even intractable. One way to address this issue is to compute the E-step using Monte Carlo integration, leading to the MCEM algorithm [14] . Assume that it is possible to simulate from the posterior p θ (z | y). Then, at iteration k, the E-step is replaced by the following;
The M-step is left unchanged, but now the Monte Carlo approximation Q k (θ) is maximized in place of Q(θ, θ k−1 ). The MCEM algorithm can be very useful in situations where the E-step of the EM algorithm is intractable. A problem with MCEM, however, is that it relies on the number of simulations M k to increase with k to be convergent [2, 15] . That is, the method can be thought of as doubly asymptotic, since it requires the number of iterations to tend to infinity, k → ∞, as well as the number of simulations,
has to be generated at each iteration of the algorithm. After making an update of the parameter, these values are discarded and a new set has to be simulated at the next iteration.
To be able to make more efficient use of the simulated variables, a related method, referred to as stochastic approximation EM (SAEM) was proposed by [11] . This method uses a stochastic approximation update of the auxiliary quantity Q,
The E-step is thus replaced by the following;
In (2), {γ k } k≥1 is a decreasing sequence of positive step sizes, satisfying the usual stochastic approximation conditions, k γ k = ∞ and k γ 2 k < ∞. In SAEM, all simulated values contribute to Q k−1 (θ), but they are down-weighted using a forgetting factor given by the step size. Under appropriate assumptions, SAEM can be shown to converge for fixed m k (e.g. m k ≡ 1), as k → ∞ [11, 2] . When the simulation step is computationally involved, there is a considerable computational advantage of SAEM over MCEM [11] .
CONDITIONAL PARTICLE FILTER SAEM
We now turn to the new procedure; SAEM using conditional particle filters (CPF). We refer to this method as CPF-SAEM.
Markovian stochastic approximation
Let us return to our original problem; inference in nonlinear statespace models. The latent variable posterior is then given by p θ (x1:T | y1:T ), i.e. by the joint smoothing distribution. This distribution is intractable to compute, as well as to sample from, for the models under study. We can thus not employ MCEM or SAEM directly. To address this issue, it has been suggested to use SMC, i.e. particle smoothers (PS), to compute the E-step of the EM algorithm [5, 6, 2] . This leads to an SMC-analogue of MCEM, which we refer to as PSEM. Unfortunately, PSEM inherits the drawbacks of MCEM. That is, it relies on double asymptotics for convergence and is not able to reuse the simulated values (i.e. the particles) across iterations.
For instance, assume that we employ the forward filter/backward simulator particle smoother by [16] in PSEM. At iteration k, we use N k particles and backward trajectories, with a computational complexity of O(N 2 k ). For this approach to be successful, we need to take N k large (in fact N k → ∞ as k → ∞) which leads to a very computationally costly E-step. If we instead take an SAEM approach, it is sufficient to generate a single sample at each iteration (m k ≡ 1), reducing the computational cost to O(N k ). However, we still need to take N k large to get an accurate particle approximation from the PF. Furthermore, it is not clear how the approximation error for finite N k will affect the parameter estimates in the SAEM algorithm.
To avoid this, and thus be able to reduce the computational complexity, we will use a Markovian version of stochastic approximation [17, 18] . It has been recognized that it not necessary to sample exactly from the posterior distribution of the latent variables, to assess convergence of the SAEM algorithm. Instead, it is sufficient to sample from a family of Markov kernels {M θ : θ ∈ Θ}, leaving the family of posteriors invariant [19] . In our case, we thus seek a family of Markov kernels on X T , such that, for each θ ∈ Θ, M θ (dx1:T | x 1:T ) leaves the joint smoothing distribution p θ (x1:T | y1:T ) invariant.
Assume for the time being that this family of kernels is available. At iteration k of the SAEM algorithm, let θ k−1 be the previous value of the parameter estimate and let x1:T [k − 1] be the previous draw from the Markov kernel. Then, we proceed by sampling
and updating the auxiliary quantity according to
This quantity is then maximized w.r.t. θ in the M-step, analogously to the standard SAEM algorithm.
Conditional particle filter with ancestor sampling
To find the sought family of Markov kernels, we will make use of PMCMC theory [7] . More precisely, I suggest to run a conditional particle filter with ancestor sampling (CPF-AS). The CPF-AS has previously been used for Gibbs sampling in a PMCMC setting [8] .
Other options are available, e.g. to use the original CPF by [7] or the CPF with backward simulation, originally proposed by [20] . However, we focus here on CPF-AS since ancestor sampling has been found to considerably improve the mixing over the basic CPF. Furthermore, it can be implemented in a forward only recursion, its computational cost is linear in the number of particles and it allows for a simple type of Rao-Blackwellization (as will be discussed later). The CPF-AS procedure is an SMC sampler, akin to a standard PF but with the difference that one particle at each time step is specified a priori. Let these prespecified particles be denoted x 1:T = {x 1 , . . . , x T }. The method is most easily described as an auxiliary PF (see e.g. [1, 21, 22] for an introduction). As in a standard auxiliary PF, the sequence of distributions p θ (x1:t | y1:t), for t = 1, . . . , T , is approximated sequentially by collections of weighted particles. Let {x
be a weighted particle system targeting p θ (x1:t−1 | y1:t−1). That is, the particle system defines an empirical distribution,
which approximates the target. To propagate this sample to time t, we introduce the auxiliary variables {a
, referred to as ancestor indices. To generate a specific particle x i t at time t, we first sample the ancestor index with P (a i t = j) ∝ w j t−1 . Then, x i t is sampled from some proposal kernel q θ,t ,
Hence, a i t is the index of the ancestor particle at time t−1, of particle x i t . The particle trajectories can then be augmented according to
In this formulation, the resampling step is implicit and it corresponds to sampling the ancestor indices. Now, in a standard auxiliary PF, we would repeat this procedure for each i = 1, . . . , N , to generate N particles at time t. In CPF-AS, however, we condition on the event that x t is contained in the collection {x
. To accomplish this, we sample according to (6) only for i = 1, . . . , N − 1. The N th particle is then set deterministically; x N t = x t . To be able to construct the N th particle trajectory as in (7), the conditioned particle has to be associated with an ancestor at time t − 1. That is, we need to generate a value for the ancestor variable a N t . In CPF-AS, this is done in a so called ancestor sampling step, in which a N t is sampled conditionally on x t . From Bayes' rule, it follows that p θ (xt−1 | x t , y1:t) ∝ f θ (x t | xt−1)p θ (xt−1 | y1:t−1). By plugging (5) into the above expression, we arrive at the approximation,
To sample an ancestor particle for x t , we draw from this empirical distribution. That is, we sample the ancestor index with P (a
Finally, all the particles, for i = 1, . . . , N , are assigned importance weights, analogously to a standard auxiliary PF;
, where the weight function is given by,
This results in a new weighted particle system {x
, targeting the joint smoothing distribution at time t. The method is initialised by sampling from a proposal density x It might not be obvious why it is attractive to condition the PF on a prespecified set of particles. The reason for why this is useful is that it implies an invariance property which is key to our development. To state this more formally, we first make a standard assumption on the support of the proposal kernels used in the PF.
(A1) For any θ ∈ Θ and any t ∈ {1, . . . , T }, S θ t ⊂ Q θ t where,
The key property of CPF-AS can now be stated as follows. Proof. The invariance property follows by the construction of the CPF-AS in [8] , and the fact that the law of x 1:T is independent of permutations of the particle indices. This allows us to always place the conditioned particles at the N th position. Irreducibility and aperiodicity follows from [7, Theorem 5] .
In other words, if x 1:T ∼ p θ (x1:T | y1:T ) and we sample x 1:T according to the procedure in Proposition 1, then, for any number of particles N , it holds that x 1:T ∼ p θ (x1:T | y1:T ). To understand this result, it can be instructive to think about the extreme cases, N = 1 and N = ∞, respectively. For N = 1, since we condition on x 1:T , the sampling procedure will simply return x 1:T = x 1:T . Since x 1:T is distributed according to the exact smoothing distribution, then so is x 1:T (though, with correlation 1 between x 1:T and x 1:T ). For N = ∞, on the other hand, the conditioning will have a negligible effect on Algorithm 1. That is, the CPF-AS reduces to a standard PF, using an infinite number of particles. Since the PF in this case exactly recovers the joint smoothing distribution, it again holds that x 1:T ∼ p θ (x1:T | y1:T ), but now x 1:T is independent of x 1:T .
Intuitively, using a fixed N can be though of as an interpolation between these two results. The invariance property will hold for any N , but the larger we take N , the smaller the correlation will be between x 1:T and x 1:T . However, it has been experienced in practice that the correlation drops of very quickly as N increases [8, 9] , and for many models a moderate N (e.g. in the range 5-20) is enough to get a rapidly mixing kernel.
Final identification algorithm
From Proposition 1, if follows that CPF-AS defines a Markov kernel with the invariance properties needed for the SAEM algorithm. Before stating the final identification algorithm, however, we note that it is possible to reuse all N particle trajectories when updating the auxiliary quantity (4). That is, we update Q k according to,
Let J be the random index of the extracted particle trajectory in Proposition 1, i.e. x 1:T = x J 1:T . Then, (9) is simply a RaoBlackwellization over J. Consequently, the variance of (9) will be lower than that of (4). It should be noted, however, that the variance reduction in general will be quite small, due to path degeneracy of the CPF-AS algorithm.
We summarize the proposed method for maximum likelihood inference in nonlinear state-space models, CPF-SAEM, in Algorithm 2. The method is run until convergence, as checked by some standard convergence criterion. 
4:
Compute Q k (θ) according to (9) . 5: Compute θ k = arg max θ∈Θ Q k (θ). 
NUMERICAL ILLUSTRATION
To start with, we evaluate CPF-SAEM on a 1st order linear system, for which the exact ML estimator (MLE) is readily available. The system is given by xt+1 = axt + vt and yt = xt + et with a = 0.9 and where et and vt are independent white Gaussian sequences, with variances σ
We simulate 100 batches of data from the system, each with T = 100. We then run Algorithm 2 for each batch to identify θ = (a, σ 2 v , σ 2 e ). We use NCPF = 15 particles and a bootstrap proposal kernel in the CPF-AS. We let γ k ≡ 1 for k ≤ 100, and γ k ∼ k −0.7 for k > 100. This allows for a rapid change in the parameter estimates during the initial iterations, followed by a convergent phase. We are interested in comparing the estimates with the true MLE, θML (this is computed by running an exact EM algorithm for 10 000 iterations). We thus compute the differences θ k − θML for k ∈ {10 2 , 10 3 , 10 4 , 10 5 }. Box plots of these differences, over the 100 data batches, are given in Figure 1 . Despite the fact that we use a fixed (and small) number of particles, CPF-SAEM converges to the true MLE as k increases.
As a second, more challenging, example we consider the standard nonlinear time series model, used among others by [5, 23] ,
where vt and et are independent white Gaussian sequences, with variances σ 2 v = 1 and σ 2 e = 0.1, respectively. We use CPF-SAEM with NCPF = 15 particles to identify θ = (σ 2 v , σ 2 e ). The step size is set as above. As a comparison, we use the PSEM algorithm [5] , based on a forward filtering/backward simulation (FFBS) smoother [16] , with NPS = 1500 forward filter particles and MPS = 300 backward trajectories. It is interesting to note that the computational complexity of CPF-SAEM scales like O(NCPFT ) per iteration. Similarly, the complexity of PSEM is O(NPSMPST )
1 . There is a striking difference where, if we neglect all computational overhead, CPF-SAEM is a factor MPSNPS/NCPF = 30 000 less costly than PSEM! Despite this difference, we compare the methods over equally many iterations. We generate 20 independent batches of data, each consisting of T = 1500 observations. For each data set, we run CPF-SAEM and PSEM for 2 000 iterations. The methods are initialized uniformly at random, θ0 ∈ [1, 2]
2 . The results are given in Figure 2 . There is a clear difference between the methods, where CPF-SAEM outperforms PSEM in both variance and bias (and, most notably, in computational time). Despite the fact that we use a fixed number of particles NCPF = 15 at each iteration, CPF-SAEM converges as we increase the number of iterations. This is not the case for PSEM, as this would require NPS → ∞ and MPS → ∞.
CONCLUSIONS
Conditional particle filters (CPFs) provide an elegant way of using SMC to construct Markov kernels which leave the exact joint smoothing distribution invariant. This holds true for any number of particles. With ancestor sampling, it is also possible to obtain a rapidly mixing kernel with a very modest number of particles. This is a key observation, meaning that we have to revise the common notion that SMC necessarily implies a high computational cost. In this contribution, the CPF with ancestor sampling has been combined with a stochastic approximation EM (SAEM) algorithm. The resulting method, CPF-SAEM, was shown to be an efficient method for maximum likelihood parameter estimation in nonlinear/nonGaussian state-space models. Indeed, CPF-SAEM outperformed a state of the art particle-based EM algorithm in a simulation study, both in terms of bias, variance and computation time.
