1. Introduction {#sec0005}
===============

A major challenge in marine ecology has been to describe and understand functional relationships between and among populations and their environment. The subdiscipline of macroecology [@bib0005] has become even more important as we endeavor to document large-scale trends in ecosystem structure and dynamics under threats of anthropogenic change, including, but not limited to, greenhouse gas-induced warming. Satellite observations of ocean color provide a mechanism for detecting spatial and temporal distributions of phytoplankton on a global ocean scale based on established empirical relationships between ocean color (i.e., spectral radiance or reflectance) and chl *a* [@bib0010]. Over time, the algorithms have evolved, especially for chl *a* detection in the low nutrient, low biomass-containing oligotrophic gyres [@bib0015]. Satellite-based chl *a* observations have also been used to estimate photosynthetic rates on regional scales using functional relationships between primary production and chl *a* [@bib0020] and globally using more comprehensive bio-optical and physiological models \[[@bib0025], [@bib0030]\]. More recently, these satellite-based productivity models have been extended to estimate global net community production and the metabolic state of oligotrophic marine ecosystems like Station ALOHA [@bib0035], and in combination with food-web models, used to estimate global carbon export from the euphotic zone [@bib0040]. The accuracy of these satellite-based, productivity-carbon flux models relies entirely on the functional relationship between chl *a* and primary production.

Station ALOHA was established in 1988 at 22°45\'N, 158°W in the North Pacific subtropical gyre as the site of A Long-term Oligotrophic Habitat Assessment (ALOHA), the most extensive of which has been the Hawaii Ocean Time-series (HOT), which involves four-day research cruises to the site on almost a monthly basis. The multi-decadal dataset available from those studies (<http://hahana.soest.hawaii.edu/hot/hot-dogs/interface.html>) has provided a wealth of information with which to test hypotheses about, inter alia, the functional relationship between chl *a* and primary production.

In the present study, we focused on the relationship between *in situ* photosynthetic rates measured by the ^14^C method [@bib0045] and chl *a* concentrations at Station ALOHA at depths of 5 and 25 m, where previous work has indicated that photosynthetic rates are light-saturated \[[@bib0050],[@bib0055]\] and hence a function only of the biomass of the phytoplankton and of their physiological status.

2. Materials and methods {#sec0010}
========================

Water samples for photosynthetic rate measurements and pigment analyses were collected on more than 200 cruises from 20 January 1994 to 21 December 2013. The sampling and incubation protocols have previously been described by Karl and Hebel [@bib0060]. We analyzed the results from samples collected at depths of 5 and 25 m because average photosynthetic rates during the photoperiod at those two depths over the course of the HOT program are virtually identical, 6.56 ± 0.15 and 6.52 ± 0.16 mg C m^−3^ d^−1^, respectively, where the error bounds are the standard deviations of the mean values based on 259 and 256 measurements, respectively. Our analysis is based on estimates of photosynthetic rates during the photoperiod (i.e., dawn-to-dusk). Measurements of chl *a* were made by high-pressure liquid chromatography \[HPLC, [@bib0065]\], and the reported values are the sum of monovinyl and divinyl chl *a*.

Validation assays for monovinyl chl *a* were run on 10 occasions in our laboratory. Each assay involved three amounts of chl *a* per injection, 94 ng, 281 ng, and 548 ng. The 10 HPLC assays were run over a time period of 18 days. To estimate the natural variability of chl *a* concentrations, we carried out a time-series study of chl *a* concentrations at Station ALOHA from 23 August to 7 September of 2012. Samples were collected daily from a depth of 5 m at 1200 h and every third day at 1200 and 1600 h.

3. Results {#sec0015}
==========

Examination of the relationship between the concentrations of chl *a* and photosynthetic rates revealed that 95% of the productivity indices (*PI*s; ratios of photosynthetic rates to chl *a*) fell within the range 3.1--12.1 g C g^−1^ chl *a* h^−1^ ([Fig. 1](#fig0005){ref-type="fig"}). The mean and median *PI* were 7.0 and 6.9 g C g^−1^ chl *a* h^−1^, respectively. To our surprise, there was very little correlation between chl *a* concentrations and photosynthetic rates. Although the correlation coefficient was significant at *p* = 3 × 10^−11^, an ordinary least squares (OLS) regression explained only 11.2% of the variance of the photosynthetic rates. The slope of the OLS regression line with chl *a* as the explanatory variable was 1.96 g C g^−1^ chl *a* h^−1^, 28% of the mean and median *PI*s. The 95% confidence interval to the slope was 1.40--2.52 g C g^−1^ chl *a* h^−1^. It is axiomatic that the photosynthetic rate must be zero when the chl *a* concentration is zero, and the OLS regression line in [Fig. 1](#fig0005){ref-type="fig"} clearly does not satisfy that constraint. Instead, the intercept of the regression line equaled 70% of the mean photosynthetic rate and was statistically significant at *p* = 2 × 10^−52^.

4. Discussion {#sec0020}
=============

If the OLS regression were unbiased, the slope of the line would be an estimate of the average *PI*, 6.9--7.0 g C g^−1^ chl *a* h^−1^. In fact, the 95% confidence interval to the slope did not even overlap with the range of 95% of the *PI*s in the dataset. Our results suggest that the OLS regression lines in [Fig. 1](#fig0005){ref-type="fig"} is seriously underestimating the slope of the functional relationship between photosynthetic rates and chl *a* concentrations, but why? It is well known that the magnitude of the slope of the functional relationship between two variables *X* and *Y* will tend to be underestimated if there are errors in the explanatory variable *X* and *X* is not under the control of the investigator \[[@bib0070], [@bib0075]\]. Under these conditions, when the number of data in the dataset becomes sufficiently large, the value of the OLS slope, *B*, approaches a value given by$$B = \beta\left( {1 - \frac{V(\delta)}{V(\mathit{X})}} \right)$$where β is the true slope, δ is the error in *X*, and *V*(δ) and *V*(*X*) are the variances of δ and the measured values of *X*, respectively. If the error δ is independent of the true value of *X*, *X*~t~, then *V*(*X*) = *V*(*X*~t~) + *V*(δ). Therefore $0 \leq \frac{V(\delta)}{V(\mathit{X})} \leq 1$, and a consequence of the *X* values being uncontrolled observations is that the OLS slope approaches a value smaller in magnitude than the true slope, β. The error in *X* includes both measurement errors and what Ricker [@bib0070] characterized as natural variability, the error "inherent in the material being measured" [@bib0070]. Ricker went on to point out that, "In practice, there seem to be few situations in biology where both *Y* and *X* are subject to measurement error alone\... With biological materials very frequently 80% or more of the variability is natural" [@bib0070].

Ricker's [@bib0070] recommendation for estimating the functional relationship between *X* and *Y* when the *X* observations are uncontrolled was to describe the data with a model II geometric mean regression line, in which case the slope of the line is equal to the OLS slope divided by the absolute value of the correlation coefficient between *X* and *Y*. That line is indicated by the dashed line in [Fig. 1](#fig0005){ref-type="fig"}. The slope of the geometric mean regression line was 5.85 g C g^−1^ chl a h^−1^, which is 84% of the mean PI, and the intercept, 0.06 g C m^−3^ h^−1^, was much closer to zero than the intercept of the OLS regression line. However, the geometric mean regression line did a very poor job of accounting for the variance in the data. In fact, the variance about the geometric mean regression line was 33% larger than the variance about a horizontal line drawn through the mean of the photosynthetic rates. In other words, the geometric mean regression line accounted for −33% of the variance of the photosynthetic rates, i.e., it provided a worse description of the data than a horizontal line drawn through the mean of the photosynthetic rates.

To determine why the data were so scattered, we first tried to estimate the contribution of measurement error and natural variability to *V*(δ). The validation assays for monovinyl chl *a* produced standard deviations that were 0.5%, 1.0%, and 0.4% of the mean values of the 94 ng, 281 ng, and 548 ng standards, respectively. The mean and variance of the chl *a* data in [Fig. 1](#fig0005){ref-type="fig"} were 84.5 μg m^−3^ and 782 μg^2^ m^−6^, respectively. If V(δ) in Eq. [(1)](#eq0005){ref-type="disp-formula"} is the square of 1.0% of 84.5 μg m^−3^, then the V(δ)/*V*(*X*) ratio is less than 1 × 10^−3^ and cannot explain why the OLS slope would be seriously underestimating the true slope.

The cause of the bias in the OLS slope would therefore seem to be natural variability. We estimated the natural variability of the chl *a* concentrations based on the results of the time-series study from 23 August to 7 September 2012. There was no significant correlation between the times the samples were collected and the chl *a* concentrations (*p* = 0.23), and the ratio of the standard deviation (7.6 μg m^−3^) to the mean (81 μg m^−3^) of the chl *a* concentrations was 0.094. This implies a somewhat larger error than the estimate based on analytical precision but would still account for only a 8% bias in the OLS slope.

An alternative estimate of natural variability can be obtained by noting that$$\frac{dC}{dt} = (\mathit{chl}\,\mathit{a})\left( {\frac{1}{chl\, a}\,\,\,\frac{dC}{dt}} \right) = (\mathit{chl}\,\mathit{a})\mathit{PI}$$where $\frac{dC}{dt}$ and (chl *a*) are the true photosynthetic rate and chl *a* concentration, respectively, and $\left( {\frac{1}{chl\, a}\,\,\,\frac{dC}{dt}} \right)$ is the true productivity index, *PI*. If the true *PI*s are constant, Eq. [(2)](#eq0010){ref-type="disp-formula"} will not create any problems, but if the true *PI*s are variable, an OLS of chl *a* versus photosynthetic rate will be biased, even in the absence of measurement errors. Eq. [(2)](#eq0010){ref-type="disp-formula"} can be rewritten$$\frac{dC}{dt} = (\mathit{chl}\,\mathit{a})(PI - \overline{PI} + \overline{PI}) = (\mathit{chl}\,\mathit{a})\left( {1 + \frac{\Delta PI}{\overline{PI}}} \right)\overline{PI}$$where $\overline{PI}$ is the average of the *PI*s, and $\Delta PI = PI - \overline{PI}$. The assumption of OLS is that the dependent variable is a linear function of an explanatory variable, but it is apparent from Eq. [(3)](#eq0015){ref-type="disp-formula"} that in this case the explanatory variable is not the chl *a* concentration. Instead, the explanatory variable is the chl *a* concentration plus $(\mathit{chl}\,\mathit{a})\Delta PI/{\,\overline{PI}}$. Thus assuming that the explanatory variable is the chl *a* concentration creates an error in *X*, the error inherent in the material being measured that Ricker [@bib0070] discussed. If Δ*PI* is independent of the chl *a* concentration, then this error term is independent of the chl *a* concentration, and although in this case the error is very likely heteroscedastic, the analysis leading to Eq. [(1)](#eq0005){ref-type="disp-formula"} requires only that the δ be independent of the *X*~t~. The implication of this analysis is that when the slope of the functional relationship between *X* and *Y* is not constant, the variability of the slope causes the OLS slope to be a biased estimate of the average value of the slope.

To determine how much bias this error might be causing, we first examined the relationship between chl *a* concentrations and photosynthetic rates during three-month time intervals ([Fig. 2](#fig0010){ref-type="fig"}). There was no significant correlation (*p* = 0.41) between chl *a* and photosynthetic rates during months 2--4 (February through April) ([Fig. 2](#fig0010){ref-type="fig"}A), but the correlations were significant (*p* \< 0.0003) during the other three-month time intervals. The results were particularly noteworthy during months 5--7 (May through July). During that time interval, the mean *PI* was 8.5 g C g^−1^ chl *a* h^−1^, and the slope of the OLS was 8.8 with a 95% confidence interval of 7.1--10.4 g C g^−1^ chl *a* h^−1^. The intercept of the OLS was not significantly different from zero (*p* \> 0.05). Thus there was no evidence of any bias in the OLS of chl *a* versus photosynthetic rate during months 5--7. The absence of bias implies that all of the scatter about the OLS for those months was due to errors in the photosynthetic rates and that Δ*PI* was either zero or a very small fraction of $\overline{PI}$ (Eq. [(3)](#eq0015){ref-type="disp-formula"}). The OLS for those three months accounted for 53% of the variance in the photosynthetic rates ([Fig. 3](#fig0015){ref-type="fig"}B). Because errors in the dependent variable create scatter but no bias, the implication is that during months 5--7 errors in the photosynthetic rates were responsible for about 47% of the variance of the photosynthetic rates.

An analysis of the variance of the *PI*s revealed that between-month differences of the *PI*s were much greater than within-month differences ([Fig. 3](#fig0015){ref-type="fig"}A). The fact that the OLS of the data from May through July was unbiased seems to reflect the fact that the between-month differences were unusually small during those months, $\overline{PI}$ was a maximum, and therefore Δ*PI*/$\overline{PI}$ in Eq. [(3)](#eq0015){ref-type="disp-formula"} was smaller than during any other three-month time interval. Comparison of the pattern of monthly median *PI*s with monthly median surface photosynthetically active radiation (PAR) ([Fig. 3](#fig0015){ref-type="fig"}B) revealed that the patterns were very similar. Maximum and minimum values occurred in May--June and December--January, respectively. In fact, an OLS regression line of monthly median PAR versus monthly median *PI* accounted for 82% of the variance of the latter ([Fig. 4](#fig0020){ref-type="fig"}). In contrast, sea surface temperature at Station ALOHA reaches a maximum of about 26.5 °C in September and a minimum of about 23.3 °C in February--March [@bib0080] and is therefore out of phase with the PAR and PI data by about 2--3 months.

Based on the relationship between monthly median surface PAR and *PI* values at 5 and 25 m ([Fig. 4](#fig0020){ref-type="fig"}), we hypothesized that the *PI*s could be approximated as being directly proportional to PAR on each sampling day. We therefore used the product of the chl *a* concentrations and the corresponding PAR values as the explanatory variables for regression purposes. Accurate estimates of surface PAR for the HOT program are available during the 10 years from 1994 through 2003, and results of a regression model of photosynthetic rate versus the product of chl *a* and PAR are shown in [Fig. 5](#fig0025){ref-type="fig"}. In this case an OLS accounted for 33% of the variance in the data (versus 11% in [Fig. 1](#fig0005){ref-type="fig"}), and the intercept of the regression line, 0.24 g C m^−3^ h^−1^, was 60% of the OLS intercept in [Fig. 1](#fig0005){ref-type="fig"}. A geometric mean regression passed directly through the origin (intercept = 0.00 g C m^−3^ h^−1^) and accounted for 15% of the variance in the data (versus −33% in [Fig. 1](#fig0005){ref-type="fig"}).Thus explicitly taking into account the cause of some of the natural variability of the relationship between photosynthetic rates and chl *a* concentrations dramatically improved the goodness of fit of both the OLS and geometric mean regression lines, and in the latter case the regression line appears to be a very good representation of the underlying functional relationship.

The example of natural variability cited by Ricker (1973) was the heights of brothers and sisters. While superficially of no relevance to photosynthetic rates, that example nevertheless illustrates several important points. First, the height of a brother is determined by factors other than the height of his sister, and the height of a sister is determined by factors other than the height of her brother. Thus no matter whether the height of brothers or sisters is assumed to be *X*, there is natural variability in *X* associated with the fact that *X* is only an approximation of the explanatory variable that determines the functional relationship between the heights of siblings. Second, repeated measurements of the heights of adult brothers and sisters at time intervals of days, weeks, or years will provide no clue as to the magnitude of this natural variability.

Unfortunately, natural variability in the context of regression analysis has too often been interpreted to mean the natural variability of only *X*, without regard to the possibility that *Y* may be a function of explanatory variables in addition to *X*. Thus, for example, Calbet and Prairie [@bib0085] argue that an OLS regression line fit to a log-log plot of primary production (PP) versus mesozooplankton biomass-specific ingestion rates is unbiased because "literature reports of within-samples variability in PP measurement provide a coefficient of variation of 10%\... \[and that\] accounting for the error on the X axes does not raise significantly the slope of the relationship" [@bib0085]. Had we followed a similar line of reasoning, we would have concluded that the OLS in [Fig. 1](#fig0005){ref-type="fig"} was a good approximation of the underlying functional relationship because estimates of the natural variability of chl *a* concentrations can explain a bias of no more than about 8%. Such arguments, however, ignore the possibility that much of the natural variability is due to the fact that *Y* is a function of more explanatory variables than *X*, the result being variability in the slope of the relationship between *X* and *Y*. As is apparent from Eq. [(3)](#eq0015){ref-type="disp-formula"}, variability in the slope of the relationship causes an effect that is mathematically indistinguishable from errors in *X*, the result being that an OLS analysis produces a slope that tends to underestimate the average slope of the true relationship. The variability of the slope is typically caused by the fact that variables in addition to *X* affect *Y*, as is the case with the heights of brothers and sisters. In the case of the photosynthetic rates and chl *a* concentrations at Station ALOHA, one of those additional variables appears to be surface PAR ([Fig. 4](#fig0020){ref-type="fig"}). Other factors, such as temperature and concentrations of macronutrients, trace metals, and/or vitamins, may exert additional controls on photosynthetic rates in the surface waters of Station ALOHA. Likewise, it is quite possible that factors other than primary production rates affect mesozooplankton biomass-specific ingestion rates, a possibility ignored by Calbet and Prairie [@bib0085].

Ondrusek and Bidigare [@bib0055] developed a mechanistic, full spectral bio-optical model to estimate primary production at Station ALOHA. Their results indicated that primary production in the subtropical North Pacific Ocean may have been systematically underestimated by the Behrenfeld and Falkowski [@bib0030] model. They occasionally observed high primary production rates that were not manifested as increased satellite-based chl *a* concentrations. Productivity indices are the product of the growth rates of the phytoplankton, $\frac{1}{C}\,\,\,\frac{dC}{dt}$, and the C/chl *a* ratio of the phytoplankton. At Station ALOHA, variability of phytoplankton growth rates and C/chl *a* ratios at 5 and 25 m obscure the functional relationship between chl *a* concentrations and photosynthetic rates, with the exception of the time interval from May through July ([Fig. 2](#fig0010){ref-type="fig"}). Even if functional relationships had been clearly discernible from OLS regressions during three-month time intervals, the seasonal variability of the *PI*s would have been sufficient to seriously obscure the functional relationship between chl *a* and photosynthetic rates averaged over one year. The *PI*s varied significantly over three-month time intervals (Kruskal-Wallis test, *p* \< 0.001), and the mean *PI*s within those three-month time intervals varied by almost a factor of 2, from 5.0 to 9.4 g C g^−1^ chl *a* h^−1^ ([Fig. 3](#fig0015){ref-type="fig"}). Similarly, there is no predictable functional relationship between ^14^C-based primary production (^14^C-PP) and carbon export from the euphotic zone at Station ALOHA [@bib0090].

The lack of correlation between chl *a* and ^14^C-PP at Station ALOHA undoubtedly results from both analytical errors and the variability of physiological/ecological processes. Analysis of replicate measurements of photosynthetic rates at 5 and 25 m at Station ALOHA on roughly 200 cruises from January 1994 through December 2013 indicated that the coefficients of variation were log-normally distributed with a median value of 8%, and we estimate the coefficient of variation of our chl *a* concentrations to be 9--10% (*vide supra*). However, the accuracy of the ^14^C-PP rates is unknown and possibly varied over the 20-year observation period. The ^14^C-method measures a rate that lies between gross primary production (GPP) and net primary production (NPP), and the relationships between ^14^C-PP and GPP and NPP vary with depth and season [@bib0095]. A portion of that variability may be attributable to bottle confinement; however, this impact is difficult to quantify. Near-surface GPP at Station ALOHA appears to be at least twice ^14^C-PP [@bib0095]. Thus *PI*s based on GPP would be more than twice the values reported here. Furthermore, GPP and *PI* are dependent upon the growth rate and C/chl *a* ratio of the phytoplankton assemblage. These parameters vary with light, nutrient concentrations, temperature, and phytoplankton community structure, all of which have varied at Station ALOHA over the 20-year observation period. Finally, we now recognize that oligotrophic ocean gyres are dynamic, non-steady-state ecosystems, where stochastic physical processes can lead to a decoupling of the balance between production and loss of phytoplankton. Consequently, instantaneous assessments of chl *a* concentrations and ^14^C-PP may fail to reveal fundamental ecological relationships within these oligotrophic systems.

The scatter in any graph of *X* versus *Y* is due to errors in *X* and errors in *Y*, with errors understood to include both measurement errors and errors "inherent in the material being measured" [@bib0070]. If the errors in *Y* are independent of *X*, then an OLS of *X* versus *Y* when *X* is not controlled will be biased only by errors in *X*. To argue that an OLS regression line is unbiased when *X* is not controlled therefore implies that all scatter about the OLS is due to errors in *Y*. A more likely scenario is that *Y* is a function of more than one explanatory variable. The argument that there is negligible bias in an OLS of *X* versus *Y* when *X* is uncontrolled is frequently based on estimates of errors in *X* derived from repeated measurements of *X*. Such an argument ignores the possibility that factors in addition to *X* may determine *Y* and fails to consider the implication of the argument, namely that all the scatter about the OLS is due to errors in *Y*.

To avoid misinterpreting the results of an OLS when *X* is not controlled, it is best to consider the possibility that *Y* is a function of variables in addition to *X*. In the case of the Station ALOHA chl *a* and photosynthetic rate data, it is straightforward to identify the additional explanatory variables that determine the photosynthetic rates: the C/chl *a* ratios and growth rates of the phytoplankton. In other cases it may not be so obvious, and it is best to proceed with caution, particularly if the *X* and *Y* data are poorly correlated, because the OLS will be unbiased only if all scatter about the OLS is due to errors in *Y*. In the case of the Station ALOHA data, Ricker's [@bib0070] recommendation that the OLS slope be divided by the absolute value of the correlation coefficient produced a result that was more realistic but in fact provided a very poor fit to the data ([Fig. 1](#fig0005){ref-type="fig"}). A much more satisfactory approach is to identify the other factors that control *Y* and incorporate them, insofar as possible, into the regression model ([Fig. 5](#fig0025){ref-type="fig"}).

Ricker's comment that, "With biological materials very frequently 80% or more of the variability is natural" [@bib0070] reflects in large part the realization that dependent variables of biological interest are frequently functions of more than one explanatory variable. Under such conditions, if a particular explanatory variable *X* in fact accounts for a small fraction of the natural variability, then an OLS may provide a very biased estimate of the functional relationship between *X* and *Y* if the *X* observations are uncontrolled.
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![Relationship between chl *a* concentrations and photosynthetic rates at Station ALOHA at depths of 5 and 25 m. The solid line is the OLS regression line. The two dotted lines define the region within which 95% of the productivity indices lie and correspond to *PI*s of 3.1 and 12.1 mg C mg^−1^ chl *a* h^−1^. The dashed line is a model II geometric mean regression line fit to the data.](gr1){#fig0005}

![Data from [Fig. 1](#fig0005){ref-type="fig"} sorted by three-month intervals.The mean *PI*s are 6.4, 9.4, 7.7, and 5.0 mg C mg^−1^ chl *a* h^−1^ in panels A, B, C, and D, respectively. Dashed lines are the 95% confidence intervals to the mean *PI*s in each panel, and the solid lines are the OLS regression lines fitted to the data in each panel.](gr2){#fig0010}

![Monthly median *PI*s (A) and surface photosynthetically active radiation (PAR, 400--700 nm) (B) at Station ALOHA. Error bars are median absolute deviations. Data in panels A and B correspond to the time intervals 1994--2013 and 1994--2003, respectively.](gr3){#fig0015}

![Monthly median PAR versus monthly median PI. The straight line is a linear regression forced through the origin.](gr4){#fig0020}

![The product of surface PAR (mol photons m^−2^ d^−1^) and chl *a* (mg chl *a* m^−3^) versus photosynthetic rate at depths of 5 and 25 m at Station ALOHA during 1994--2003. The straight line is an OLS regression. The dashed line is a model II geometric mean regression.](gr5){#fig0025}
