The transmission of multimedia content is growing exponentially in the current generations, all people who use the internet consume these multimedia services daily such as streaming music like Spotify or Deezer and others as videos on either Netflix, Youtube, Vimeo, etcetera . There is a large number of users who demand these services, which results in certain problems such as performance, congestion, security and quality in services. From this was created this paper, which is focused on the search for solutions to these problems. Various solutions are proposed on the protocol most used in the world of telecommunications 'TCP', in order to attack each of the various problems, such as the use of congestion control algorithms (Vendo, Reno, Cubic, H-TCP, etc.), performance algorithms (Slow Start), security (TLS) and the use of QoS methodologies. Each of the solutions were worked very similarly to the cascade methodology by means of scenarios, where a zero scenario was created or the one that is natively (Default), from this it began to work the other 1196
Introduction
The TCP protocol is one of the most used protocols in the world of telecommunications, a medium that grows daily in devices, services, infrastructure and users. Currently also widely used for different applications or services that require a high level of quality and performance such as VoIP, Streaming video, etc.
Communication networks are complex systems whose operation is based on a large number of components that work together to provide services to end users [1] . Because of this complexity in the middle, problems begin to arise with respect to TCP performance and security; this is why the need arises for: How to get the best performance and a good level of security with the use of TCP? Several solutions are beginning to appear, such as congestion control algorithms [2] , which attack a very important variable such as congestion, works in a way that allows bottlenecks to be generated in the transmission [3] ), many work in conjunction with another very important algorithm called 'Slow Start'. At the same time, the methods created are meant for providing security at a transport level, also known as Transport Layer Security (TLS) [4] . With the mass use of the Internet new multimedia services are born which require a certain level of quality on the information transmitted as, that is why they are created the already known QoS (Quality of Services) methods and also another concept called QoE (Quality of Experience) [5] .
There are already great varieties of methods and tools that help to solve each of the problems that presented were in TCP, but nobody has ever treated the three big problems (Performance, Security and Quality) from the same point. The purpose of this work is born as a solution to treat new emerging services of digital media transmission in real time that is why they will work in three different scenarios, which will be responsible for solving each of the problems present in a Current network [6] . From this, the expected results will be obtained through the prediction of traffic, by using artificial neural networks, and in this way create a model that facilitates the traffic prediction with only the knowledge of basic variables of the net..
Predicting traffic through artificial neural networks
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Video Streaming
The video streaming is the transmission of digital media through a certain network, in the world of the internet is constantly seen as for example in Youtube, Netflix, etc. Streaming is characterized by the fact that the client reproduces the information according to the arrival segmented through the network and then discards it [7] . There are several types of broadcast services such as live streaming or on-demand streaming. The live video the user observes the information that is being broadcast (the users only have the option to pause the transmission). There are differences in the form in which the data is transmitted, it can be unicast, where the information is sent to each specific user or as a multicast, which is characterized by a single flow of information and each user takes the service of this flow. In the video on demand users request the sending of the information at any time by which a type of unicast transmission is defined (users have the option to perform pauses, jumps back and forth).
Video streaming is characterized by the different protocols that allow the transmission of digital media:
• HTTP (Hypertext Transfer Protocol), a very popular protocol within the web world, which is supported by several systems, but has a great deficiency in the streaming so there is no control over the transmission.
• RTSP (Real Time Streaming Protocol), a protocol specifically designed for the subject of digital media transmission in real time.
• Microsoft MMS (Private). Within the work will be used the most available protocol for the transmission of digital media, which is RTSP. This protocol is at the application level and allows on-demand delivery of real-time data such as audio and video [8] , in turn allows control over the transmission by means of UDP or TCP (In our case it will be over TCP). There are various tools and applications that allow you to stream, in turn also vary depending on the OS (Operating System) in which it is, but there is a very common application found in many of the current OS (Windows, Linux, Mac, etc). VLC is a digital media player that allows you to stream using different protocols and video formats.
Traffic generator
Traffic generators, as the name implies, allow you to create or simulate data traffic over a network for the purpose of overloading it and thus evaluating it. Ostinato is a tool that generates traffic, free code [9] . Within the project it will be used to overload the network with data and in this way evaluate how the streaming behaves in each of the scenarios.
Ostinato settings For the Ostinato configuration, the interface to which the packets are sent must be chosen (see Fig. 1 ). Then it comes to the configuration of the package that will be sent over the network. For the case of the simulation is configured with a fixed length of 1518 (Maximum length), using the TCP and IPv4 protocol (see Fig. 2 ). There must also be defined both the source and destination (see Fig. 3 ), as well as the number of packets and the frequency per second that will be sent. 
Performance and Congestion Algorithms
Congestion and performance algorithms are a solution to improve the performance of the TCP protocol, one of the most used in the world of networks. There are several congestion algorithms (RENO, CUBIC, VEGAS, High Speed, etc.) which are aimed at controlling the number of packets transmitted, many servers currently working with CUBIC (46.92%) [2] , but it does not exploit the greatest improvements that can bring with it the implementation of multiple algorithms.
Within the performance algorithms, one of the most popular and used is Slow Start, which works together with many congestion algorithms, in order to perform a fast retransmission and recovery [10] .
In the project we propose the use of different congestion algorithms (TCP-Reno, TCPCubic, Vegas, TCP-H, Illinois, HSTCP, HYBLA, VENO, YEAH), all applied on the same scenario, combined with the Slow Start performance algorithm. All this in order to improve the performance of the TCP protocol, and thus improve the quality of different services that involve or depend on this factor, such as video streaming.
TCP Security
A major flaw in the TCP protocol is security, so there are several methods that correct this problem. One of the most known is Transport Layer Security (TLS).
Quality of Service (QoS)
The IETF (Internet Engineering Task Force) defines the quality of service as the totality of the characteristics of a telecommunications service that confers its ability to satisfy the needs stated by the user of the service involved [11] . Quality of Service (QoS) involves various features or aspects of the network such as error rates, bandwidth, performance, transmission delay, availability, and so on. This allows you to measure QoS within a network. In the work, the following implemented mechanisms will be:
• DSCP.
• Class of Service (QoS).
• Policing.
• Dropping (WRED).
• Priority.
• Queue Buffer.
• Shaping Generally.
• Interleaving.
• Compression.
Artificial Neural Networks
RNA (Artificial Neural Networks) are processes of automatic learning by a machine, inspired by the neuronal process of the human being, is composed of inputs, an internal process of n edges and levels, and finally Outputs (see Fig. 4 ). The implementation of this method depends on (1) the definition and construction of the neural network, (2) learning of the neural network by known data (inputs and outputs) and finally (3) the execution of this with their respective entries.
Fig. 4. Neuronal Network
Within the project, the goal is to predict the traffic of the network, taking as network characteristics the different congestion algorithms, performance, safety application on the transport layer, implementation of methods for QoS, and other characteristics of the network such as bandwidth, etc. MatLab A technical calculation language can be used to analyze and design the systems and products that transform our world [12] . Through this software, it is possible to create different systems based on Fuzzy Logic, Genetic Algorithms, Neural Networks, etc. By means of this tool, it will simulate a neural network (perceptron) and train it with its respective inputs, which include congestion algorithms, QoS, Transport layer security, etc. In order to be able to predict the traffic of a network.
Background
Currently there are several multimedia services through the internet, which often plays a limiting factor when dealing with high definition transmissions. Through the TCP protocol solutions are born to combat such problems, such as congestion control (Very used in high-speed networks in order to avoid bottlenecks [3] ), QoS, etc. Other projects focus on addressing TCP-friendliness issues for reliable and opportunistic prediction of traffic limited to 3G / 4G mobile networks [13] , while others focus on the development of analytical frameworks to assess the Quality of Experience (QoE) [5] , another very important factor in the world of multimedia services.
Neural networks have been widely used in modeling and prediction. These powerful tools serve many applications. When designed and formed properly, these networks can learn and replicate complex patterns [14] . Six architectures are examined and evaluated focusing on the effects of video traffic predictions. In other words, the following types of neural network are considered: feed-forward network (FF), cascade-forward network (CF), feedforward with threaded delays (FFTD), radial base networks (RB), general regression Network (GRNN), and recurrent Elman network (Elman).
There are also different strategies to optimize the traffic in a network, for this most common are the models that try to predict the behavior of the network in order to assign requirements dynamically [15] , for example this model tries to predict future use of Bandwidth to be able to modify it in real time. Other models of predictive factors based on neural networks do not consume much time during the transmission allowing it to be executed in real time [16] , in turn these predictions can contribute the improvement of the behavior of the algorithms of congestion [17] when modifying the values within the congestion window. On the other hand, other authors make use of the prediction in RTT (Round Trip Time) to attack the control of retransmission [18] .
Other models raise the use of RNA where its components or weights are considered constant during video transmission. However, in dynamic environments, where system characteristics change over time, this assumption impairs the accuracy of the prediction, since the model response cannot be adapted to current conditions [19] .
The performance of the TCP protocol depends on many variables that interact with it, Padhye in 1998 were among the first to give a formula that expresses TCP performance as a function of different parameters or variables. ℎ ℎ = * * √ , where refers to the maximum segment size, (Round Trip Time) represents the time it takes for a packet to go to its destination and return, denotes the probability that a loss occurs and is a constant [1] .
Methodology
The project focuses on the application of different methods, each expressed as a scenario. (Scenario 1) to improve the performance of the TCP (Congestion and Performance Algorithms), Scenario 3) quality in the medium (QoS) and, as well as the (Scenario 2) implementation of transport layer security. Within this process, the first thing is to propose and develop the environment or environment where the different scenarios are applied.
Setting up the environment (1) It is necessary to emulate a WAN that tolerates the transmission of packets in real time between a server and a client, for this use is made of GNS3. The routers within the simulation are cisco 7200 and 3600 devices, for the WAN and LAN respectively (see Fig. 5 ). VLSM is used for network addressing. As is normal for the connections between routers, the mask 255.255.255.252 (see Table 1 and 2) is used. The bandwidth will be taken at the theoretical level, using the protocol, in our case Fast Ethernet with bandwidth of 10 mbs [6] . Within this environment, the different protocols to apply within the project are also specified (see Fig. 6 ). The streaming service will be supported on the Linux OS, through VLC, and clients will vary between Windows devices and Linux. Configuring Scenarios After establishing, the environment will be made the different configurations of the three scenarios that were raised:
1. Congestion and performance algorithms. 2. Security.
QoS (Quality of Service).
A zero scenario (0) is assumed as the one that is by default in the operating system. Each of these will be configured over the OS that is taken as a server (Linux), except for QoS that will be implemented over the WAN.
Scenario 1 (Congestion and Performance Algorithms) (2.1.) The default Linux OS makes use of the CUBIC and RENO congestion algorithms, as well as the Slow Start as a performance algorithm. Therefore, the activation of other congestion algorithms is proposed to improve performance in the TCP protocol, the algorithms with which to work are the following: Vegas, TCP-H, Illinois, HSTCP, HYBLA, VENO, YEAH [6] .
Scenario 2 (Transport Layer Security) (2.
2) The tool used for video transmission (VLC) does not make use of any type of security applied on the transport layer, for this reason the implementation of Transport Layer Security (TLS) is done through Stunnel software, Which is used to create TLS / SSL tunnels [6] . It functions as a proxy, which is designed to add TLS encryption functionality to both clients and servers [20] .
Scenario 3 (Quality of Service, QoS) (2.3) In QoS must be configured MPLS and QoS within the network or the medium, in our case it will be implemented on the topology; The LDP, the label distribution protocol, defined by the IETF for the purpose of distributing tags in an MPLS environment [6] is also configured. For the Classification and Marking mechanism, it is chosen to implement the DSCP and CoS protocols, Policing and Policing and Dropping that includes WRED, Queuing and Scheduling are the only two protocols: Priority and Queue Length, in terms of Shaping Generally outbound and for PostQueuing, Intervaling and Compression. The following techniques are presented with their respective description:
1. DSCP: Activates the dscp tag af31, defines a bandwidth of 40 and identifies dscp for the corresponding classes.
2. CoS: It is specified that all matching criteria must be given in traffic in order to be classified as part of class traffic, CoS is defined as value 2.
3. Policing: Two policies are defined: the first with a bandwidth of 3000 and a queue limit of 30, the second with a bandwidth of 2000 and a queue of 30. Package marking is placed with IP Precedence and value 5.
4. Dropping: CBWFQ is acted on in the class reserving an amount of bandwidth of 2000 kbps, it is indicated to use WRED based on DSCP.
5. Priority: A 50% priority is set. 6. Queue Buffer: A queue limit of 20 is established for classes.
7. Shaping Generally: For the particular configuration, the values 38400 and 15440 are applied for the variables bc and b, respectively, in each of the two classes C1 and C2.
8. Interleaving: A fragment delay is established with a value of 20. The port range for UDT / RTP is defined between 3000 and 15000.
9. Compression: PPP encapsulation is enabled and the ip of the server is specified.
Neuronal Networks Configuration
The neural network will be made on Matlab software, as it is a very useful tool and easy to use for the design and implementation of these systems. Each of the configured characteristics in the previous scenarios will be handled as inputs, as well as other values directly related to the network, such as bandwidth. The outputs represent the maximum number of packets that are obtained from the respective catches within 8 min. This would train the network so that it is then able to predict traffic by alternating the input variables.
The respective configuration is done with the help of the nntool tool, it can be accessed just by typing this command on the main interface. The tool allows to visualize the different characteristics that a neuronal network has (see Fig. 7 ), we can observe 3 important points: input matrix, output matrix (target) and the Neural Network. For the creation of a network (see Fig. 8 ) the name of the neural network, type of network, data inputs, objective data, number of layers, etc are defined; But the most relevant data are the number of layers and the number of neurons per layer, and thanks to these characteristics the network can behave in a more precise way or not. For the initial configuration, a network of 2 layers and 10 neurons (NN 2-10) is proposed in each one (see Fig. 9 ), which is trained with the data obtained in the different captures and scenarios (see Table 3 ). Performed by means of the supervised method). 
Results
Once the neural network is trained with the respective data, we proceed to test the predictions to be initially considered using the NN 2-10 neural network. The data to be considered are variables representing a network of high speeds and with limited resources, characteristics and tools, ie a bandwidth = 100 Mbs, delay = 100 ms and the other characteristics, mentioned above, turned off or deactivated with a value In zero (0). The tests yield values close to the 51556 transmitted packets. By applying different improvements (activating Slow Start, Congestion Algorithms and Performance), we can see that this value starts to increase between 51175 and 52145 packets, very similar data obtained by simultaneously activating QoS which has a value of 51218 packets (see Table 4 ) . But when making different predictions applying Transport Layer Security it can be observed that these values increase considerably approaching the 57000 packages this is mainly due to the security being done through TLS, which implies a greater number of packages. 
Discussion of Results
Within the model proposed in this project, the traffic was predicted through RNA, so we can make predictions by alternating the variables that were used as inputs (Bandwidth, Congestion Algorithms, QoS, etc). We can compare the data obtained with (see Fig. 9 and 10), which can be seen in the increase in the transmitted packets in prediction 3 and 4 (Table 4) , where there is an increase of 2.57%. Fig. 10 . Traffic Veno. Source: [17] Fig. 11 . Original traffic. Source: [17] Through the RNAs we can try to predict the behavior of the network to dynamically allocate resources to this [21] , after the three experiments prove that this method allows a better use of the network. When comparing results, we can observe a great difference in the viability of the methods, showing that although our model offers viable results, with respect to video performance, it still requires more development to be acceptable and the consideration of other variables within the RNA. This way it can consider different scenarios, such as the type of video of the transmission. Other features that can be found in TCP predictions are performance [1] , where one of the most important factors is related to the limitations of this protocol in both the sender and receiver, this we can see clearly in captures and predictions made on scenarios where congestion improvements or methods for QoS were not considered (prediction 1 Table 4 ).
Conclusions
Thanks to the RNA developed to model the different scenarios (Congestion Control Algorithms, Performance Algorithms, Security over TCP and QoS) raised on this paper, it can be verified that the different predictions have validity with respect to the original or real data obtaining An average error of 4%.
The behavior of the data predicted by RNA reflects an equivalent result with respect to the real values that were obtained in the different scenarios, where an increase in traffic is reflected whenever new methods, algorithms or strategies were applied, such as when implementing TLS where you see a 10.31% increase over the default scenario.
