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V primeru težke nesreče v lahkovodni jedrski elektrarni lahko pride do nastajanja 
vodika. Nadaljnje zgorevanje vodika, ki je v bistvu neizogibno, lahko povzroči 
nepopravljivo škodo na samem zadrževalnem sistemu, kar bi pomenilo odpoved končne 
zaščitne ograde za izpustitev radioaktivnih fisijskih produktov v okolje. Ker dejanske 
geometrije zadrževanja več sto krat presegajo geometrije celo največjih razpoložljivih 
eksperimentalnih objektov, v katerih se lahko izvaja poskuse zgorevanja vodika, se v tem 
pogledu računalniško podprto modeliranje ponuja kot izjemno uporabno in dostopno orodje. 
Zato je uporaba in razvoj zanesljivih modelov za modeliranje dinamike tekočin za obsežne 
geometrije nujna za zagotavljanje relativno stroškovno učinkovite ocene zgorevanja vodika. 
Disertacija se osredotoča na nadaljnje teoretične raziskave zgorevanja vodika, zlasti 
deflagracije vodika v velikih zaprtih prostorih jedrskih elektrarn. Ta raziskava se izvaja z 
razvojem in validacijo modelov zgorevanja vodika in naslavlja nekatere izzive na poti do 
računalniško podprtega modeliranja, ki bi bilo na voljo za uporabo v realnih dimenzijah 
zadrževalnih hramov. Konkretno se spopada s težavami razpoložljivih modelov zgorevanja 
pri kreiranju zanesljivih napovedi obsežnih eksperimentov deflagracije vodika. Validacija 
modelov izgorevanja je bila izvedena v primerjavi z rezultati pridobljenimi v dveh obsežnih 
eksperimentalnih objektih, tj. eksperimentalnih posodah THAI in HYKA-A2. 
Najprej je formuliran in predstavljen nov, t.i. razširjen model razpada vrtincev (ang. 
»extended eddy break-up model« - EEBU), ki smo ga razvili z nadgradnjo obstoječega 
modela razpada vrtincev (ang. »eddy break-up model« - EBU), z dodatno obravnavo 
fenomenologije plamena tudi v kvazi-laminarnem režimu zgorevanja. Novo formirani 
EEBU model ohranja koristne značilnosti modela EBU, tj. boljšo računsko učinkovitost, 
hkrati pa zagotavlja boljše napovedi deflagracije vodika v obravnavanih eksperimentih. 
Poleg tega je bil predstavljen tudi nov pristop, ki je usmerjen v obravnavo hitrosti 
laminarnega plamena s konceptom utežene hitrosti laminarnega širjenja plamena. Uveden 
pristop učinkovito uravnava turbulentno hitrost reakcije z vzgonskimi učinki okoliškega 
pretoka. Uporabljen je bil za že obstoječi razširjen model zgorevanja temelječ na turbulentni 
hitrosti plamena (ang. »extended turbulent flame speed closure model« - ETFC), kot tudi za 
novo predstavljen model EEBU. Ko je ta pristop ustrezno izveden, se izkaže za izjemno 
učinkovitega pri izboljšanju napovedi omenjenih modelov v zvezi z obnašanjem plamena v 
obravnavanih obsežnih eksperimentih deflagracije vodika. 
Ključne besede: jedrska varnost, zgorevanje vodika, turbulentna hitrost plamena, laminarna 
hitrost plamena, razpad vrtincev 
PACS: 44.05.+e, 44.10.+i, 44.40.+a, 47.10.ab, 47.10.ad, 47.11.Df, 47.20.Lz, 47.20.Ma, 








Hydrogen may be produced in a light water reactor nuclear power plant containment 
during a postulated severe accident. Ensuing hydrogen combustion, which is essentially 
inevitable, could inflict irreparable damage to the containment itself, resulting in a failure of 
the final protection barrier for the fission products release to the environment. Since the 
actual containment volumes surpass the volumes of even the largest available experimental 
facilities capable of conducting hydrogen combustion experiments for a few orders of 
magnitude, the computer-aided modelling presents itself as a formidable and accessible tool 
in this regard. Thus, use and development of reliable computational fluid dynamics 
modelling approaches for large-scale geometries is imperative for providing relatively cost-
effective hydrogen combustion risk assessment. 
The present dissertation focuses on further theoretical investigation of hydrogen 
combustion, specifically hydrogen deflagration in large enclosures. This investigation is 
carried out through the development and validation of hydrogen combustion models and 
addresses some of the challenges on the way for the computer-aided modelling to become 
readily available for use in the real-scale containment dimensions. Specifically, it tackles the 
difficulties of available combustion models in producing the reliable predictions of the large-
scale hydrogen deflagration experiments. The validation of combustion models was 
performed against the results obtained in two large-scale experimental facilities, i.e. THAI 
and HYKA-A2 experimental vessels. 
Firstly, a new combustion model was introduced, i.e. the extended eddy break-up 
(EEBU) model, which was developed from the existing less elaborate eddy break-up (EBU) 
model, with the additional treatment of the flame phenomenology also in the quasi-laminar 
combustion regime. This model retains beneficial characteristics of the EBU model, i.e. 
superior computational efficiency, while at the same time providing improved predictions 
for hydrogen deflagrations in the considered large-scale experiments. 
Furthermore, a novel approach was recommended undertaking a focused treatment 
of the laminar flame speed with the weighted laminar flame speed concept. This approach 
effectively balances the turbulent reaction rate with the buoyancy effects of the surrounding 
flow. It was applied to already existing extended turbulent flame speed closure (ETFC) 
model as well as to the newly introduced EEBU model. When properly executed, it proved 
to be extremely effective in improving the predictions of both models regarding the flame 
behavior in the considered large-scale hydrogen deflagration experiments. 
Keywords: nuclear safety, hydrogen combustion, turbulent flame speed, laminar flame 
speed, eddy break-up 
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Latin letters Explanation 
𝐴  constant of TFC and ETFC combustion models 
𝑐  combustion progress variable 
𝐶1, 𝐶2, 𝐶𝜇 turbulence model constants 
𝐶𝐸𝐵𝑈  EBU model constant 
𝐶𝐸𝐵𝑈,0  original EBU model constant 
𝑐𝑝  specific heat at constant pressure 
𝐷  molecular diffusivity 
𝐷𝑡, 𝐷𝑡,∞ fully developed turbulent diffusivity 
𝐷𝑡,𝑡  time-dependent turbulent diffusivity 
𝐷𝑎  Damköhler number 
𝐹𝑖  body force component 
ℎ  stagnation enthalpy 
ℎ𝑡  total enthalpy 
𝐽𝑖
ℎ  enthalpy diffusive flux component 
𝐽𝑖
𝑘  molecular diffusive flux component of species 𝑘 
𝑘  turbulent kinetic energy 
𝐾𝑎  Karlovitz number 
𝑙𝑘  Kolmogorov length scale 
𝑙𝑡  turbulence integral length scale 
𝐿𝑒  Lewis number 
𝑚  mass 
𝑛  mole number 
𝑃, 𝑝 pressure 
𝑃𝑘  turbulent kinetic energy production term 
𝑃𝑟  Prandtl number 
𝑅𝑒  Reynolds number 
𝑆𝑙,0  unperturbed laminar flame speed 
𝑆𝑙,0





Latin letters Explanation 
𝑆𝑡  flame speed 
𝑆𝑐  Schmidt number 
𝑡  time 
𝑡𝑓𝑑  flame development time 
𝑇  temperature 
𝑢𝑖 = {𝑢, 𝑣, 𝑤}  velocity components 
𝑢𝑖′′𝑢𝑗′′̃  Reynolds stresses from Favre averaging 
𝑢𝑘  velocity of Kolmogorov structures 
𝑈𝑡 , 𝑈𝑡,∞ fully developed turbulent flame speed 
𝑈𝑡,𝑡  time dependent turbulent flame speed 
𝑢′  turbulent rms (root mean square) velocity fluctuations 
𝑥𝑖 = {𝑥, 𝑦, 𝑧}  spatial components 
𝑌  mass fraction 
 
Greek letters Explanation 
𝛿𝑖𝑗  Kronecker symbol 
𝛿𝑙  flame brush thickness 
  turbulence dissipation rate 
𝜃  activation temperature 
𝜅  thermal diffusivity 
𝜆  thermal conductivity 
𝜇  dynamic viscosity 
𝜇𝑡  turbulent dynamic viscosity 
𝜈  kinematic viscosity 
𝜌  density 
𝜎𝑘, 𝜎𝜀 turbulent model constants 
𝜏  time scale 
𝜏𝑐  chemical time scale 
𝜏𝑐,0  chemical time scale of the unburned mixture 
𝜏𝑐,𝑟  chemical time scale at the leading point 
𝜏𝐸𝐵𝑈  turbulent time scale 





Greek letters Explanation 
𝜏𝑘  Kolmogorov time scale 
𝜏𝐿  Lagrangian time scale 
𝜏𝑟  reaction time scale 
𝜏𝑡  turbulent time scale 
𝜑  any quantity 
𝜙  equivalence ratio 
𝜓  diluent mole fraction 
?̇?  reaction rate per unit volume 
𝜔𝑆𝑙  laminar flame speed weight 
 
Subscripts Explanation 
𝑏  burned 
𝑐  chemical 
𝑑  deficient reactant 
𝑒  excess reactant 
𝑓  fuel 
𝑘  species component, Kolmogorov scale 
𝑙  laminar 
𝑚𝑖𝑥  mixture 
𝑜𝑥  oxidizer 
𝑟  leading point 
𝑟𝑒𝑓  reference 
𝑠𝑡  stoichiometric 
𝑡  turbulent 
𝑢, 0 unburned 
 
Superscripts Explanation 
 ′ , ′′ fluctuating quantities 
  ̅ Reynolds averaged mean quantity 
  ̃ Favre averaged mean quantity 
 ∗  augmented combustion model with weighted laminar flame speed 










AMR adaptive mesh refinement 
BOS background-oriented schlieren 
BWR boiling water reactor 
CFD computational fluid dynamics 
CFL Courant–Friedrichs–Lewy 
DDT deflagration-to-detonation transition 
DL Darrieus-Landau 
DNS direct numerical simulation 
DO discrete ordinates 
EBU eddy break-up model 
EDM eddy dissipation model 
EEBU extended eddy break-up model 
EPR European Pressurized Reactor 
ETFC extended turbulent flame speed closure model 
FDS flux-difference splitting 
FSC flame speed closure model 
HD hydrogen deflagration 
ISP intermediate steady propagation 
JSI Jožef Stefan Institute 
KIT Karlsruhe Institute of Technology 
KPP Kolmogorov-Petrovsky-Piskunov 
LES large eddy simulation 
LWR light water reactor 
NPP nuclear power plant 
NRG Nuclear Research and Consultancy Group 
PAR passive autocatalytic recombiner 
PDT preferential diffusive-thermal 
PWR pressurized water reactor 
RANS Reynolds averaged Navier-Stokes 
RBMK reaktor bolshoy moshchnosti kanalniy – “high power channel-type 
reactor” 
RHS right hand side 
rms root mean square 
RT Rayleigh–Taylor 






THAI Thermal hydraulics hydrogen aerosols and iodine 
TMI Three Mile Island 
UDF user defined function 











The risks of hydrogen release and consequential combustion during a severe accident 
in a light water reactor (LWR) have received considerable attention after the Three Mile 
Island accident in USA, 1979 [1] and lately after the Fukushima Daiichi accident in Japan, 
2011 [2]. The recent accident in Fukushima showed the destructive power of hydrogen and 
therewith the importance of meticulous hydrogen control. Hydrogen mitigation systems, e.g. 
passive autocatalytic recombiners (PARs) and igniters, have been developed and designed 
to reduce the risk of possible hydrogen deflagration as much as possible. However, reliable 
computer-aided modelling is still required for the proper assessment of the associated 
residual risks of possible hydrogen deflagration and for the optimal design of hydrogen 
mitigation systems, in order to reduce this risk as far as possible. 
Some of the major challenges and specifics of hydrogen combustion modelling in 
nuclear power plant (NPP) containments are the sheer size of combustion and flame 
instabilities that occur because of the lean mixture combustion of highly energetic hydrogen 
fuel. In addition, combustion by itself is an inherently transient event, which can propagate 
through different regimes during a single combustion event. 
The flamelet concept [3] describes the flame as a collection of one-dimensional 
planar flamelets, which are all characterized as thin reactive-diffusive layers inside the 
turbulent flow. This concept’s main assumption is that the chemical reaction takes places in 
very thin layers, which are distorted and convected by the surrounding nonreacting turbulent 
flow. The first to introduce a theoretical expression for the turbulent burning velocity based 
on large and small-scale turbulence was Damköhler [4]. He proposed a formulation based 
on a premise that the thickness of the flame is larger than the smallest eddies caused by the 
turbulent flow field, which results in flame front wrinkling and consequentially in the 
burning rate increase. 
Borghi [6] proposed a widely used classification of the different combustion regimes 
in the form of a combustion regime diagram. Categorization of combustion regimes is based 
on the laminar flame speed, turbulent velocity fluctuations, flame brush thickness, and 
turbulent length scales, which are evaluated using the non-dimensional numbers, i.e. 
Damköhler number, Karlowitz number and Reynolds number. 
The laminar flame speed is defined as the one-dimensional stretchless flame 
displacement speed at the unburned side [5] and can be uniquely determined by the 
thermochemical state of the reactants [6]. Experimental measurements of laminar flame 
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speed for hydrogen-air-diluent mixtures were performed mainly in Bunsen burners and 
spherical bombs and yielded several correlations, i.e. the Liu and MacFarlane correlation 
[7], the Szabo correlation [8] and the Bentaib and Chaumeix correlation [9]. A substantial 
decrease in laminar flame speed can be observed when noncombustible diluents, e.g. steam, 
are present in hydrogen-air mixtures [10-12]. Strong influence of the initial mixture fraction, 
the initial temperature and flame geometry on the laminar flame speed has also been 
identified [13]. One of a distinct correlation between the laminar flame speed and the 
turbulent flame speed was among first determined by Bray, Moss and Libby [14]. 
Hydrogen combustion in large vessels usually takes place in form of a turbulent lean 
premixed combustion. In such cases, a significant differential diffusivity in fuel can be 
observed [15]. This is a result of Lewis number being noticeably less than unity, where the 
Lewis number is defined as the ratio of thermal diffusivity to molecular diffusivity, meaning 
that molecular diffusion is dominating over the thermal diffusion. 
Dinkelacker [16] and Chakraborty [17] observed that even though highly turbulent 
flames are thought to be dominated by turbulent mixing rather than molecular transport, 
there is a significant influence of Lewis number detected even at higher turbulent intensities. 
This agrees with the leading edge principle proposed by Zeldovich [18], which states that 
the leading part of the wrinkled flame determines flame propagation rate while the trailing 
part only partly influences the burnout process and the flame brush thickness. The flame 
propagation and the average reaction rate are therefore determined by the positively curved 
flame elements. Due to the high local gradient in diffusion coefficients, differential diffusion 
and Lewis number thus play a significant role. That was also confirmed by works of 
Lipatnikov and Chomiak [19] as well as by Xuan [20]. Nilsen [21] in his direct numerical 
simulation (DNS) analysis of premixed combustion also shows that differential diffusion 
effects are more significant in weak turbulence and decrease with increasing turbulence 
levels. Observation that the differential diffusion effect and with that the Lewis number play 
an important role in determining correct flame propagation rate in turbulent lean hydrogen 
combustion was also confirmed by the work of Blanquart [22] and Savard [23]. Here it 
should be noted that most of the available combustion models in multi-purpose 
computational fluid dynamics (CFD) codes usually presume a Lewis number close to unity 
and therefore could not predict lean hydrogen deflagration properly. 
Lipatnikov [13] formulated an extension of the Zimont combustion model [24, 25], 
where the latter defined the turbulent flame speed closure (TFC) formulation of the progress 
variable equation based on one-step chemistry. The progress variable represents a 
normalized scalar quantity, e.g. temperature, mass fraction, and takes values of zero at 
unburned state and unity at burned state. Lipatnikov with his extension introduced a quasi-
laminar source term to address also the deflagration in weakly turbulent or even non-
turbulent regimes. 
Another flame instability found to influence the reaction rate is the Darrieus-Landau 
(DL) or hydrodynamic instability. When flame forms concave (convex) flame fronts, the 
flame speed locally increases (decreases), which causes further growth in amplitude of 
concave and convex shape. This instability is, according to Helenbrook [26], found to be the 
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most dominant in large-scale flows. Helenbrook also suggests that this mechanism enhances 
the consumption rate especially in weak to moderate flow intensities. The similar conclusion 
about DL instability effect is also found by Savarianandam [27] who studied premixed 
turbulent combustion in weakly wrinkled regime, and Akkerman [28] in his DNS analysis 
of premixed combustion in weak turbulence environment. 
The somewhat less sophisticated combustion modelling approach in the form of the 
eddy break-up (EBU) model was originally developed by Spalding [29] for the infinitely fast 
chemical reactions, where the rate of combustion is controlled by the rate of turbulent mixing 
process by principle of “mixed is burned”. The formulation of the model is based on the 
Kolmogorov-Petrovsky-Piskunov (KPP) theorem [30, 31], which addresses the combustion-
type nonlinearities [32], while the EBU model is very computationally cost effective 
regarding the required grid resolution for adequate assessment of the flame brush thickness 
[33]. This model, however, does not by default account for the initial quasi-laminar flame 
propagation, which was later included in the model via the correlation developed by Said 
and Borghi [34, 35]. 
Although a detailed research of turbulence modelling as such is not within the scope 
of the present dissertation, a proper evaluation of turbulence-flame interaction is 
nevertheless required in modelling. Lipatnikov [36] highlighted that the true turbulence is 
not characterized by the Reynolds stresses alone, since the intermittency of reactants and 
products also affect it. Even though such modelling inaccuracies might be insignificant, they 
should be taken in consideration when developing comprehensive combustion models based 
on the turbulent velocity, 𝑢′. Steinberg [37] reported that different turbulent mechanisms can 
also cause different flame behaviour. He found that coherent turbulent structures cause 
straining of flame surface, while vortical turbulent structures enhance wrinkling and 
distortion of the flame surface. Katsuki [38] was investigating influence of initial turbulence 
on flame propagation in combustion. His work concludes that clear connection between the 
flame speed and increase of turbulent intensity exists, which strongly promotes mixing. A 
widely identified research outcome has also been that the initial turbulence intensity has 
strong influence on flame propagation, which was determined both from numerical analyses 
[39-46] as well as from experimental work [47-50]. 
Initial conditions, particularly initial temperature, hydrogen concentration and steam 
content, have also been found both experimentally and numerically by Liu [51] to strongly 
affect the flame propagation as well as development of maximum pressure and temperature 
profiles in a closed container. There, initial concentration was identified as the most 
influential parameter on combustion process and flame acceleration. Yanez [52] identified 
that modelling of the interactions between flame and acoustic waves is crucial for the 
accuracy of the slow deflagration predictions in large-scale domains when diluent in form 
of steam is present in the initial mixture. 
The most renowned experimental facilities used for hydrogen combustion 
experiments [53] are RUT [54], ENACCEF [55], THAI [56], and HYKA [57]. The RUT 
facility located in Russia is a large-scale experimental vessel, which provided experimental 
results mainly for the investigation and validation of the hydrogen detonation [58, 59] and 
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deflagration-to-detonation transition (DDT) modelling [60]. The smaller, however still 
considered medium-scale sized, experimental vessel ENACCEF [55] located in France was 
used to provide data mainly for fast deflagration simulations of hydrogen [12, 42, 61, 62], 
which Xiao [63, 64] also used to determine the effects of heat losses to confinement 
structures. These have shown that accurate modelling of heat losses significantly improves 
the predictions of combustion dynamics. Another relatively large-scale experimental vessel, 
which is situated in Germany, is THAI [56]. It is mainly used to provide data for slow 
hydrogen deflagration simulations [43, 44, 52, 65]. Dehbi [65] compared performance of the 
TFC model, with a classical eddy dissipation model (EDM), which has very similar 
formulation as the aforementioned EBU model, against both slow and fast deflagration 
experiments conducted in THAI and ENACCEF, respectively. Better predictions were 
obtained using the more sophisticated model of the two, i.e. TFC model, while the EDM 
model still managed to provide adequate predictions for much lower computational cost. 
Also located in Germany is HYKA experimental facility [57], which includes the largest of 
the single volume unobstructed experimental vessels, i.e. HYKA-A2 vessel. It is another 
experimental vessel used to provide experimental data for slow hydrogen deflagration 
simulations and investigation of the large unobstructed confined volumes effect on flame 
propagation and development [45, 46]. Large-scale slow hydrogen deflagration 
experimental and computer-aided modelling investigations available in the open literature 
are thus mainly limited to the THAI and HYKA-A2 experimental facilities. 
1.1 Hydrogen combustion hazard in NPP containment 
Hydrogen is the simplest, lightest, and most abundant element in the known universe. 
It possesses many favorable properties and as such is a very useful resource in innumerable 
applications. Some of hydrogen’s general application use ranges from the automotive, 
chemical, power generation and aerospace industries all the way to the telecommunications 
industries. Also, due to its high energy concentration, it is by many also considered as an 
energy source and energy carrier of the future [66]. Nevertheless, due to hydrogen’s high 
level of flammability [67] and consequently its high reactivity nature, it raises at the same 
time also numerous potential safety issues [68] and is, as such, subject to broad spectrum of 
hydrogen safety applications covering its production, handling and use. 
In the field of nuclear power, hydrogen poses a severe threat during a postulated 
severe accident event in a nuclear power plant (NPP). Its production and release is an 
important safety issue for light water reactors (LWRs) [53]. For instance, 1 kg of hydrogen 
mixed with air into a homogeneous cloud results in a concentration of 10 vol. % in a volume 
of more than 100 m3 at ambient temperature and pressure. With an abundance of ignition 
sources during a severe accident event, an ignition of hydrogen mixture, once the 
concentration levels exceed the flammability limit, is virtually inevitable. Combustion of 
hydrogen may cause structural damage to the containment’s systems, structures and 
components and may compromise its function as final barrier for release of radioactive 
fission products to the environment. In order to reduce the hydrogen risk as far as possible, 
hydrogen mitigation systems such as PARs and igniters can be installed into the NPP 
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containment. Theoretical modelling is required to evaluate the hydrogen risk and to 
demonstrate the adequacy of such NPP’s hydrogen risk management systems. 
The topic of hydrogen combustion raised much interest and attention following each 
of the three major nuclear accidents, i.e. the Three Mile Island (TMI) accident in the USA 
back in 1979 [1], the Chernobyl accident in the former USSR (now in Ukraine) in 1986 [69], 
and most recently in the Japanese Fukushima Daiichi NPP in March 2011 [70]. In the TMI 
accident, it was estimated that roughly 370 kg of hydrogen was generated mainly from the 
zirconium-steam reaction. The combustion, which lasted for about 12 𝑠, occurred in the 
57600 m3 containment with estimated hydrogen concentration of 8.2 vol. %, while 
1.1 vol. % remained unburned [1]. In the Chernobyl nuclear disaster, one of the hypotheses 
assumes that the second and at the same time most devastating explosion has been caused 
by the hydrogen combustion, which was supposedly again produced by the overheated 
zirconium-steam reaction [69]. The most recent nuclear disaster occurred in the Fukushima 
Daiichi NPP, which has six individual units. Once again, hydrogen was generated from the 
overheated zirconium-steam reaction in all three operating units at the time of the 
earthquake, i.e. units 1 to 3. In each of the units, the estimated amount of hydrogen generated 
was in the range from 800 to 1000 kg. The combustion occurred in secondary containments 
of three units, i.e. units 1, 3, and 4. It is known that hydrogen entered unit 4 through its piping 
connections with unit 3 [2, 70]. It is worth mentioning here that out of the three NPPs, the 
TMI is the only one, which is designed as a pressurized water reactor (PWR) and thus the 
only one incorporating the containment in its design. The Chernobyl and Fukushima Daichii 
NPPs were, by design, a RBMK (reaktor bolshoy moshchnosti kanalniy or “high power 
channel-type reactor”), which does not include a containment building at all, and a boiling 
water reactor (BWR), with very small primary containments in comparison to PWRs’, 
respectively. It should also be mentioned here that the containment in the BWR design is 
filled with an inert nitrogen gas. 
For optimal design and placement of the hydrogen mitigation systems and 
assessment of the accompanied residual hydrogen risks, theoretical modelling is 
indispensable as well as relatively cost effective. In the field of nuclear safety, two 
computational approaches are prevailing. With the use of the so-called lumped parameter or 
system codes, the containment is modelled as a network of control volumes with 
homogeneous conditions. On the other hand, detailed assessment of the hydrogen risk can 
be obtained to a much greater extent using the CFD approach, which was also a conclusion 
of the fast deflagration benchmark exercise proposed by Breitung [54]. For that purpose, 
extensive validation of CFD modelling approach is a prerequisite. 
1.2 Thesis objectives and outline 
While combustion and fire as such are desirable in most of the industrial and 
everyday applications, this is certainly not the case regarding nuclear safety concerns, which 
is this dissertation’s gist. The long-term goal is to progress the development and validation 
of suitable combustion models to obtain a reliable tool for prediction of combustion behavior 
and related assessment of residual risks, which could lead to a potential compromise of the 
PWR reactors’ containment integrity. 
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Investigation of the open issues assessment of the hydrogen combustion based on the 
lessons learned from the state-of-the-art international projects [71] yielded a conclusion that 
the scale effects are likely candidates to simultaneously accentuate flame instabilities and 
reduce the thermal losses. Furthermore, it was identified that the computer codes, while very 
much capable of reproducing the pressure generated by combustion, are rather futile in 
predicting the correct flame propagation regimes as observed in the experiments [72]. 
A synopsis of hydrogen combustion and modelling follows this “Introduction” 
section in Section 2. Subsequently, the slow deflagration experiments used for the validation 
are described and presented in Section 3. 
The essence of this dissertation is investigation of the slow hydrogen deflagration 
issues and challenges, with proposal of suitable resolutions and clarifications regarding the 
modelling, is presented in Section 4 in the following fashion: 
 Suggestion of the improvements regarding the large-scale slow hydrogen 
deflagration modelling by presenting two original modelling proposals. Firstly 
with introduction of a new combustion model by combining the advantageous 
characteristics of the existing combustion model developed for the slow 
deflagration with less sophisticated but computationally competitive model in 
Section 4.1 “Extended eddy break-up model”. Secondly, the modelling approach 
used for modification and adaptation of the existing and newly developed models 
for adaptation to the low turbulent flow conditions occurring in the large-scale 
geometries was introduced in Section 4.2 “Weighted laminar flame speed”. 
 The essential step of this dissertation was to compare and evaluate the 
performance of both existing and newly introduced modelling approaches 
regarding the predictability of the relevant combustion parameters, i.e. qualitative 
and quantitative assessment of the flame front propagation and consequent 
pressure development, as well as regarding the optical evaluation of the flame 
evolution. This was conducted and compared with performances of existing 
combustion models and presented in Section 4.3 “Comparison of multiple 
modelling approaches”. Here, the models’ capability of addressing the relevant 
slow hydrogen deflagration modelling in the large-scale confined volumes was 
examined, based on the experimental data available in the large-scale 
experimental facilities. Such geometries embody the large and unobstructed parts 
of the PWR containments, e.g. the upper dome. It should be noted here that the 
actual NPP containment geometry consists of such regions with large 
unobstructed volumes, while at the same time there are also numerous regions of 
differently confined spaces full of various turbulence inducing obstacles in form 
of systems, structures and components. 
Finally, the concluding remarks of the dissertation are provided in Section 5. 
7 
2 Combustion and combustion modelling overview 
Combustion is a complex process exploited in numerous industrial and everyday 
appliances and systems. It is a very fast exothermic chemical reaction between the fuel and 
the oxidizer resulting in a significant amount of energy being released in the form of heat, 
due to the products having lower chemical bond energy than the reactants. When the released 
energy is transferred rapidly enough to the reaction zone, it makes the reaction self-
sustaining. 
Based on the status of the initial mixture, combustion can be classified as premixed, 
partially premixed or non-premixed. In the non-premixed combustion, the reactants are 
transported to the reaction zone mainly by the diffusion process. Thus, the rate of combustion 
is related directly to the amount of reactants diffusing into the reaction zone, i.e. the flame 
front. While the reactants, i.e. the mixture of fuel and oxidizer, are homogeneously mixed 
prior reaching the thin interfacial region separating the burned and unburned gases, this is 
classified as the premixed combustion. If the mixture of reactants is nonhomogeneous yet 
still somewhat mixed, this is characterized as a partially premixed combustion. The latter 
process is for example mostly found in internal combustion engines with direct injection. 
The hydrogen combustion can also be divided into several distinctive phenomena, 
i.e. slow deflagration, fast deflagration, deflagration-to-detonation transition (DDT), and 
detonation. The deflagration term describes the subsonic flame propagation, which can be 
either slow, i.e. laminar, quasi-laminar, or mildly turbulent, or fast, i.e. predominantly 
turbulent. There, the flame propagation rate is governed by the heat transfer to the unburned 
mixture, which in turn ignites it. On the other hand, the detonation is driven by the shock 
waves causing the flame to propagate at supersonic velocity. Whereas the DDT is mostly 
considered as a separate phenomenon which describes, as suggested directly by the name, a 
transition from deflagration, i.e. subsonic propagation, to detonation, i.e. supersonic 
propagation [73]. 
The term “explosion” is sometimes also used in association with the combustion. 
However, it does not describe a specific combustion regime, but rather a very energetic 
behavior of combustion, where this rapid release of energy results in a rapid increase of 
volume or pressure. 
For the combustion of a combustible fuel to take place, several conditions need to be 
met. Firstly, the mixture of fuel and oxidizer must be within the flammability limits and 
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secondly the combustion must be started with enough initial energy, in form of ignition, to 
surpass the activation energy barrier [74]. 
This thesis focuses on premixed hydrogen deflagration modelling in relatively large 
confined volumes representing the pressurized water reactor nuclear power plant’s 
containment. 
2.1 Hydrogen 
The hydrogen atom, H11 , consists of a single proton nucleus surrounded by a single 
electron and binds together with another hydrogen atom to form a hydrogen molecule, H2, 
to form a non-toxic, colorless, odorless and highly combustible diatomic gas with a molar 
mass of 2.016 g/mole. Hydrogen is therefore much lighter than any other gases likely to be 
found in a nuclear power plant containment atmosphere during a severe accident. 
Consequently, when hydrogen is present in any gaseous mixture in a closed compartment it 
is most likely to accumulate in the upper parts. 
The dynamic viscosity of hydrogen is 8.4 ∙ 106  Pa s⁄  at 0 °C, which is considerably 
lower than the dynamic viscosity of saturated steam, i.e.12.0 ∙ 106  Pa s⁄  at 1 bar, and less 
than one-half of the dynamic viscosity of air, i.e. 17.4 ∙ 106  Pa s⁄  at 0 °C. In the particular 
case of a severe accident, this would result in less intensive but fundamentally similar air 
bubble entrainment than in a comparable situation with steam, when hydrogen is flowing 
upwards. The hydrogen diffusivity is 0.41 ∙ 104  m2 s⁄  in air at ambient pressure and 
temperature, while the diffusivity of steam is 0.26 ∙ 104  m2 s⁄  in air at the same conditions. 
This implies that during a severe accident, the greater diffusion of hydrogen than that of 
steam may be expected, which is applicable to the formation of regions with sufficiently 
high hydrogen concentrations, which make hydrogen ignition and subsequent combustion 
more likely [53]. 
2.1.1 Hydrogen flammability and combustion 






O2 → H2O . (1) 
This simplified chemical reaction is an overall reaction formulation resulting from the 
complex chemical kinetics mechanism consisting of at least 16 separate reactions and taking 
into account 8 separate major species [75]. This reaction is highly exothermic and thus 
releases energy in the form of heat. The lower heating value of hydrogen, which does not 
account for additional heat released by water vapor condensation in products, is 120 MJ/kg 
[76]. 
The most probable gaseous mixture configuration in an accident situation in a NPP 
would be in form of a premixed cloud consisting of hydrogen, air, usually steam, and 
possibly also other gases. Even though hydrogen is a highly burnable gas, this does not 
guarantee immediate burning on the contact with oxygen. The combustion must be started 
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by some initiating event in form of a ignition, when the mixture is within a certain 
configuration, i.e. within the flammability limits. It should be noted here that it would 
nevertheless be hypothetically possible to sustain the mixture within flammability limits, 
which would not succumb to the combustion process to take place. While the reaction at 
ambient conditions is negligible, it could be boosted by a catalysts or more commonly by 
raising the temperature. 
What is more, even if hydrogen combustion is triggered, it requires favorable 
conditions in order to endure. Otherwise, the combustion process will simply subside and 
die out. While the pressure and the temperature both considerably influence the 
flammability, the primary physical condition defining the satisfactory requirements of a gas 
cloud to maintain sustainable combustion is its composition. These ranges of gas cloud 
burnable conditions based on species concentrations are called flammability limits. These 
limits, which are determined through standardized combustion experiments, represent the 
minimum necessary concentration of a burnable species in gas, i.e. lower flammability limit, 
and the maximum allowed concentration of a burnable species in gas, i.e. the higher 
flammability limit. The latter exists due to the fact that there should also be sufficient 
quantity of oxidizing agent present to sustain the combustion along with sufficient amount 
of fuel [77]. 
2.1.2 Hydrogen combustion in NPP containment 
During a postulated severe accident scenario, hydrogen combustion will presumably 
occur, if certain conditions are fulfilled in the containment atmosphere. Firstly, the gaseous 
mixture containing hydrogen, which forms the potential burnable cloud, must be within the 
flammability limits, i.e. hydrogen concentration levels at given pressure and temperature 
conditions must be within certain levels in order to allow for sustainable hydrogen 
combustion. Furthermore, an ignition must take place somewhere within the combustible 
cloud, which in the event of a severe accident can be initiated through various sources, i.e. 
hot surfaces, open flames, electrical sparks, etc. Once the burnable cloud containing 
hydrogen is ignited, the combustion process is essentially uncontrollable until all of the 
flammable hydrogen within the cloud is consumed. 
Most commonly, the renowned Shapiro diagram [67], shown in Figure 1, is used to 
evaluate the sustainability of hydrogen combustion. It is a ternary plot, i.e. triangular 
diagram, where three side axes represent volumetric concentrations of the dominant 
components, i.e. hydrogen, air, and steam, found inside an NPP containment atmosphere 
during a severe accident. Later in a postulated severe accident, a production of large 
quantities of CO can occur, which is also a burnable gas and is a product of molten core and 
concrete interaction. 
The flammability and detonation limits in the Shapiro diagram were determined 
experimentally. Within the broader region of flammability limits, there is also a limited 
region, which depicts the conditions allowing for hydrogen detonation to occur. 
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Figure 1. Shapiro diagram [67]. 
It should be mentioned here that the limits represented in the Shapiro diagram are 
geometry dependent and, as such, could not be considered as inherent characteristics of the 
gaseous mixture. Nevertheless, this diagram provides basic information about the hydrogen 
combustion occurrence probability and is, as such, widely used for various geometries. As 
indicated in Figure 1, the flammability limits are also mildly dependent on temperature and 
pressure, while the detonation limits are much more resistant to such atmosphere conditions 
alterations. Steam, which is intrinsically an inert gas, acts as a diluent of the flammable 
mixture and can in sufficiently large amounts prevent the gaseous mixture from becoming 
combustible all by itself. 
Practically, a point in the Shapiro diagram symbolizes specific mixture composition, 
i.e. hydrogen, air and steam concentrations, and is commonly used to assess the mixture 
tendencies towards non-reactivity, flammability or even detonation, simply by determining 
the position of such a composition point on the diagram. One should bear in mind the 
uncertainties arising from such determination, coming from concentration uncertainties and 
uncertainties of the geometrical characteristics of the enclosure in which the combustion is 
to take place, e.g. shape, dimensions, etc. 
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2.2 Basic equations of fluid dynamics 
The basic equations are presented in the following order: 
a) Basic equations describing fluid mechanics, heat and mass transfer in Section 
2.2; 
b) Basic equations describing chemistry of combustion in Section 2.3. 
The entire computational fluid dynamics (CFD) approach is based and built around 
the fundamental basic equations of fluid dynamics, i.e. the continuity, momentum and 
energy equations. These equations describe the basic physical phenomenology and are 
presented in mathematical formulation accommodating for the three fundamental physical 
principles, on which all of fluid dynamics is based upon, i.e. conservation of mass and 
energy, as well as Newton’s second law (𝐹 = 𝑚𝑎), where 𝐹 represents a force required to 
accelerate a mass 𝑚 with an acceleration 𝑎. 
This section sums up the derivation and formulations of these fundamental equations. 
These basic equations can be obtained in several different forms. In CFD, a certain form may 
result in numerical oscillations, instabilities and divergence, while it can lead to success in 
another form. Thus, plenty of attention is given to the various formulations of the basic 
equations in the field of CFD. Furthermore, it is imperative to point out the differences and 
similarities of different form in order to assess the significance of their application to CFD 
[73, 78, 79]. 
2.2.1 Instantaneous basic equations 
The key set of basic equations consists of the continuity equation, the classical 
Navier-Stokes equations, which represent the conservation of momentum (if forces are 
considered as sources and sinks of momentum), as well as the species and the energy 
transport equations. Using the classical lettering, these instantaneous local basic equations 








= 0 . (2) 
Here, 𝜌 denotes the density, 𝑡 stands for time, while 𝑥𝑖 and 𝑢𝑖 represent the coordinate and 
velocity components, respectively. The total mass conservation equation in reacting and 
nonreacting flows is the same, since the combustion process does not create or annihilate 
mass. 
Following Newton’s second law, the momentum conservation equation can be 













+ 𝐹𝑗  , (3) 
where 𝑝 stands for pressure, 𝜏𝑖𝑗 denotes the viscous force tensor and 𝐹𝑗 designates a body 
force, where only gravity needs to be considered. Like the continuity equation, the equation 
of momentum is also the same for both reacting and nonreacting flows. 
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For systems with multiple species, as is usually the case in reacting flows of 
combustion, the species transport should be taken into account and is hence formulated for 











+ ?̇?𝑘 , (4) 
where 𝑌𝑘 and 𝐽𝑖𝑘 are the mass fraction and the molecular diffusive flux of the species 𝑘, 
respectively, while ?̇?𝑘 denotes the mass reaction rate of said species per unit volume. For 
the purpose of the presented work, the species equations are simplified into a single transport 
equation, which is described in more detail in Section 2.3, while different formulations for 
the reaction rate in form of different combustion models are presented in Section 2.4 and 
Section 4.1. 
The first law of thermodynamics states that the energy cannot be neither created nor 
destroyed but can only be transformed from one form to another, thus defining the 
conservation of energy. Using the total enthalpy ℎ𝑡 = ℎ + 𝑢𝑖𝑢𝑖 2⁄ , where ℎ stands for the 














ℎ + 𝑢𝑗𝜏𝑖𝑗) + 𝑢𝑖𝐹𝑖 + ?̇? . (5) 
Here 𝑢𝑗𝜏𝑖𝑗 and 𝑢𝑖𝐹𝑖 denote the power due to viscous and body forces, respectively, and 𝐽𝑖ℎ 
represents the enthalpy diffusive flux. The ?̇? represents the energy production rate and is 
defined as ?̇? = ?̇?∆ℎ, where the ?̇? represents the reaction rate and ∆ℎ the enthalpy of 
combustion. 
The expressions for the species molecular fluxes and the viscous forces close these 
equations. Following the assumption that in the majority of practical circumstances, the 
fluids are Newtonian, the Newtonian law defines the viscous stress tensor as: 












) . (6) 
Here, the molecular viscosity, 𝜇, is introduced, which is depending on the fluid properties, 
while 𝛿𝑖𝑗 is the Kronecker symbol, which is evaluated as: 
 𝛿𝑖𝑗  = {
0 if 𝑖 ≠ 𝑗
1 if 𝑖 = 𝑗
 . (7) 
Molecular diffusivities of species are typically described using the Fick law: 





 , (8) 










 . (9) 
Here, 𝐷𝑘 is the molecular diffusivity of the species 𝑘 and 𝜈 is the kinematic viscosity. 
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The Lewis number, 𝐿𝑒𝑘, of species 𝑘, is defined as the ratio of thermal diffusivity 𝜅 
















 . (10) 
The Lewis number [81] is in principle an evaluation of the relative thermal and concentration 
boundary layer thicknesses. It is used to describe fluid flows where simultaneous heat and 
mass transfer is expected and can also be expressed in terms of other dimensionless numbers, 
i.e. the Prandtl number and the Schmidt number, or as a function of the thermal conductivity 
𝜆, mass diffusivity 𝐷𝑘, and the constant pressure specific heat 𝑐𝑝. 
The Prandtl number, 𝑃𝑟, is a non-dimensional number, which compares the diffusive 
transport of momentum, i.e. viscous diffusion rate, to thermal diffusion rate, which can be 
therefore written as a ratio of kinematic viscosity, 𝜈, to thermal diffusivity, 𝜅. It can also be 
expressed as a function of the dynamic viscosity 𝜇, the thermal conductivity 𝜆, and the 













 . (11) 
The Prandtl number therefore, analogously to the Lewis number, evaluates the ratio of the 
velocity boundary layer thickness to the thermal boundary layer thickness. 
The enthalpy diffusion is described according to the Fourier law: 














] . (12) 
Here ℎ𝑘 is the enthalpy of species 𝑘 and 𝑃𝑟 is the Prandtl number, while 𝐿𝑒𝑘 is Lewis number 
of species 𝑘. 
Usually, the Lewis number is assumed to be unity, which allows for simplifications 
of the enthalpy diffusive flux [Eq. (12)]. Moreover, further simplifications result in the mass 
fraction and enthalpy basic equations to be formally identical, i.e. if the gas is assumed to be 
incompressible, the terms 𝜕𝑝 𝜕𝑡⁄ , 𝑢𝑖𝜏𝑖𝑗 and 𝑢𝑗𝐹𝑗  are negligible [78]. Especially in the 
premixed flames, i.e. when species mass fractions and temperature are assumed equivalently 
important variables, the unity Lewis number assumption is commonly used. Nonetheless, 
the occurrence of the preferential diffusive-thermal (PDT) instabilities in premixed systems 
is inevitable in instances when the Lewis number is lower than unity, which is in fact the 
case in lean hydrogen mixtures. These instabilities directly result in an increase of the flame 
brush area and consequentially of the global reaction rate [82]. 
The equation of state required to describe the relationship between different physical 
quantities, i.e. pressure, density and temperature, which considers the combustion mixture 
to behave as an ideal gas, can be written as: 
 𝑝 = 𝜌𝑅𝑚𝑇 . (13) 
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Here the specific gas constant 𝑅𝑚 is given as 8.314 𝐽𝐾 𝑚𝑜𝑙. The enthalpy and temperature are 
connected via the caloric equation of state for ideal gas as 𝑑ℎ = 𝑐𝑝𝑑𝑇 . 
2.2.2 Reynolds and Favre averaging 
The aforementioned instantaneous basic equations can be directly solved using 
numerical methods only in relatively simplified cases, which incorporate only a limited 
number of time and length scales present [83-86]. In order to overcome this limitation, an 
additional procedure is included to solve the set of equations. This step includes introduction 
of the averaging of the basic equations, which describes only the mean flow field. The local 
fluctuations and turbulent structures are thus integrated into mean quantities and do no longer 
need to be accounted for in the simulations. The classical Reynolds decomposition 
technique, which is widely used in nonreacting fluid mechanics, splits each quantity 𝜑 into 
a mean ?̅? and a deviation from the mean, i.e. fluctuations, denoted by 𝜑′: 
 𝜑 = ?̅? + 𝜑′ with 𝜑′̅ = 0 . (14) 
The Reynolds averaging technique is widely used in nonreacting fluid mechanics and 
introduces unclosed correlations which are unknown and need to be modelled, e.g. 𝑢′𝜑′̅̅ ̅̅ ̅̅ . The 
aforementioned instantaneous momentum equations are ensemble averaged to derive 
transport equations for the mean quantity ?̅? in the numerical procedure called Reynolds 
averaged Navier-Stokes (RANS) modelling. 
Nevertheless, the turbulent flames are subject to density fluctuations due to the 
thermal heat release, which causes some additional difficulties while using the Reynolds 







(𝜌𝑢𝑖̅̅ ̅̅̅ + 𝜌
′𝑢𝑖
′̅̅ ̅̅ ̅̅ ) = 0 . (15) 
Here, a correlation carrying the velocity/density fluctuations appears in form of 𝜌′𝑢𝑗′̅̅ ̅̅ ̅̅ . In 
order to avoid such correlations in compressible flows to be explicitly modelled, a different 
averaging procedure was introduced. This averaging is called Favre averaging and separates 
turbulent fluctuations from the mean flow. Any quantity 𝜑 is decomposed into a mass 
average ?̃? and its corresponding fluctuating quantity 𝜑′′, analogously to Reynolds 




 with 𝜑′′̃ =
𝜌(𝜑 − ?̃?)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
?̅?
= 0 . (16) 







= 0 . (17) 
This equation is then formally identical to the Reynolds-averaged continuity equation [Eq. 
(15)] for constant density flows. The same is also true for any basic equation, i.e. momentum, 
mass fractions, etc. However, it should be noted here that the Favre averaging is solely a 
mathematical notation. No simple relation between Favre, ?̃?, and Reynolds, ?̅?, averages 
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exists, since such a relation would require knowledge of density fluctuations correlations 
𝜌′𝜙′̅̅ ̅̅ ̅̅ , which remain hidden in the Favre averaging (?̅??̃? = ?̅??̅? + 𝜌′𝜙′̅̅ ̅̅ ̅̅ ). Furthermore, most 
experimental techniques determine Reynolds-averaged data, ?̅?, whilst differences between 
?̃? and ?̅? may remain substantial [87]. 
2.2.3 Favre averaged basic equations 
Averaging instantaneous basic equations using Favre decomposition, yields the 
following form of the basic equations, i.e. continuity, momentum (for 𝑗 = 1,2,3), species 





















































ℎ + 𝑢𝑗𝜏𝑖𝑗̅̅ ̅̅ ̅̅ ) + 𝑢𝑖𝐹𝑖̅̅ ̅̅ ̅ + ?̇? . (21) 
The target of turbulent combustion modelling is to provide closures for the unknown 
quantities, which appear in the presented basic equations, i.e. Reynolds stresses 𝑢𝑖′′𝑢𝑗′′̃, 
species, 𝑢𝑖′′𝑌𝑘′′̃ , and temperature, 𝑢𝑖′′?̃?  turbulent fluxes, laminar diffusive fluxes, 𝐽?̅?
𝑘 and 𝐽?̅?ℎ, 
species chemical reaction rates ?̇?𝑘, and the energy production rate ?̇?. 
2.2.4 Turbulence modelling 
In order to solve the set of averaged basic equations described, an additional 
modelling is required to provide formulations in form of turbulence models, which enable 
assessment of Reynolds stresses originating from averaging operations over the Navier–
Stokes equations. 
The additional turbulence modelling can be circumvented altogether or at least 
partially using the direct numerical simulation (DNS) approach and the large eddy 
simulation (LES) approach, respectively. While the DNS approach resolves the whole 
spectrum of spatial and temporal scales of turbulence, the LES approach models the smallest 
turbulence length scales and resolves the larger eddies. The Reynolds-averaged Navier 
Stokes (RANS) modelling approach models the entirety of the turbulence scales and thus 
reduces the computational costs of performing expensive numerical operations. Thus, only 
computational tools based on the RANS modelling approach have been considered for this 
thesis. It should also be mentioned here that combustion models used in this thesis, which 
are described in detail in Section 2.4, Section 4.1, and Section 4.2, have been developed 
around the RANS modelling principles. 
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The 𝑘 −  model is one of the most widely used turbulence models and utilizes two 
additional transport equations to represent the turbulent properties of the flow, which permit 
history effects, e.g. turbulent energy convection and diffusion, to be accounted for [88]. 









, which determines the intensity of the turbulence, and the turbulent 
dissipation rate , which is the rate of turbulence energy conversion to thermal internal 
energy and determines the scale of the turbulence. 
There are several alliterations of the 𝑘 −  turbulence model formulations, out of 
which the “standard” 𝑘 −  turbulence model is the most renowned [89, 90]. It was 
developed by Launder and Sharma with the intention to improve the mixing-length model 
along with providing an alternative for algebraic determination of turbulent length scales in 
moderate to high complexity flows. The 𝑘 −  model has proved itself useful regarding the 
free-shear layer flows and for the wall-bounded and internal flows, with relatively small 
mean pressure gradients [88]. 
In the scope of this thesis, the standard 𝑘 −  model is used as the turbulence model 
to close the basic equations described earlier. The transport equations for 𝑘 and  are 


































[𝐶1(𝑃𝑘 + 𝐶3𝐺𝑏) − 𝐶2?̅? ] , (23) 
where 𝐶1 = 1.44 and 𝐶2 = 1.92 are model constants, 𝜎𝑘 = 1.0 and 𝜎𝜀 = 1.3 are turbulent 
Prandtl numbers for 𝑘 and , respectively, while 𝐶3 is determined as 𝐶3 = tanh(𝑣 𝑢⁄ ), where 
𝑣 is the component of the flow velocity parallel to the gravitational vector and 𝑢 is the 
component of the flow velocity perpendicular to the gravitational vector. The buoyancy is 
accounted for in the term 𝐺𝑏, while the production term 𝑃𝑘 is provided as: 
 𝑃𝑘 = ?̅?𝑢𝑖′′𝑢𝑗′′̃
𝜕?̃?𝑖
𝜕𝑥𝑗
 . (24) 
The Reynolds stress term 𝜕?̅?𝑢𝑖′′𝑢𝑗′′̃ 𝜕𝑥𝑗⁄  from Eq. (19) is closed using the Boussinesq 
eddy viscosity approximation, which is formulated as follows [91]: 














?̅?𝑘𝛿𝑖𝑗  . (25) 
while the energy and progress variable fluxes in Eq. (21) are closed using the classical 






 , (26) 
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Here, 𝑃𝑟𝑡 and 𝑆𝑐𝑡 are the turbulent Prandtl number, which compares turbulent momentum 
flux to turbulent heat flux, and turbulent Schmidt number, which compares turbulent 




 , (28) 
with 𝐶𝜇 = 0.09 being yet another turbulence model constant. 
Due to the non-zero gravity field along with the temperature gradient assumed in the 
computational domain, the generation of 𝑘 due to buoyancy under the ideal gas assumption 
is accounted for with the following term: 





 . (29) 
Here, 𝑔𝑖 is the component of gravitational vector. Additionally, the influence of the 
buoyancy also on the turbulent dissipation rate, , is also taken into account using the same 
value of 𝐺𝑏 presented in Eq. (29). The buoyancy contributes to intensification of turbulence 
kinetic energy and turbulent dissipation rate in unstable stratification, while in case of stable 
stratification the buoyancy suppresses both 𝑘 and  [92]. 
2.3 Premixed flame 
The laminar premixed flame structure is displayed in Figure 2. There, premixed 
reactants, i.e. fresh gases in form of fuel and oxidizer mixed at the molecular level, are 
separated by a thin reaction zone, where a characteristic flame brush thickness, 𝛿𝑙, measures 
about 0.1 to 1 mm. In this region, a strong temperature gradient is observed, with typical 
ratios between burnt and fresh lean hydrogen gases temperatures being between three (3) 
and five (5). 
Due to the temperature gradient and the corresponding thermal fluxes, fresh gases 
get preheated and start to burn, causing a local imbalance between diffusion of heat and 
chemical consumption, which eventually results to the flame front propagation moving 
towards the fresh gases. The laminar flame speed, 𝑆𝑙,0, which is a usually used term for the 
propagation speed of a laminar flame, depends on various parameters, e.g. fuel and oxidizer 
compositions, reactants temperature, etc. It is usually in the range between 0.1 and 1.0 m s⁄ . 
A compelling relation connecting the laminar flame speed, 𝑆𝑙,0, the thermal flame 




≈ 4 . (30) 
Here, the thermal flame thickness, 𝛿𝑙, corresponds to a distance required for the temperature 
to jump for 98 % of the temperature difference between fresh and fully burnt products. In 
this case the flame Reynolds number, 𝑅𝑒𝑓, is almost constant [80]. Theoretical derivation of 
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premixed turbulent combustion models often use this relation, which is deduced from the 
Zeldovich/Frank-Kamenetskii (ZFK) theory [93-96]. 
 
Figure 2: Planar cross-section of a laminar premixed flame [53]. 
Assuming a simple irreversible one-step chemical reaction scheme, where reactants 
react to generate products (𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠 → 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠), the flame is described using a progress 




 . (31) 
Here, 𝑌𝑓 represents the local fuel mass fraction, while indexes 𝑢 and 𝑏 stand for unburned 
and burned mixture state, respectively. The value 𝑐 = 0 represents the fresh or unburnt 
gases, while the value 𝑐 = 1 represents the fully burnt gas mixture. 













] + ?̃̇? , (32) 
where κ and 𝐷𝑡 are thermal and turbulent diffusivities, respectively, while ?̃? is the Favre-
averaged progress variable and ?̇? denotes the reaction rate source term. 
The turbulent diffusivity, 𝐷𝑡, in Eq. (32) is defined as the ratio of the turbulent 




 . (33) 
Different combustion models use different approaches to close the progress variable 
transport equation [Eq. (32)] by providing unique formulations for the source term ?̇?. 
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2.3.1 Laminar flame speed 
The laminar flame speed, 𝑆𝑙,0, is among paramount global properties of the flame 
front and is defined as the displacement speed at the unburned side of a one-dimensional 
(1D) stretchless flame [5]. It is uniquely determined by the thermochemical state of the 
reactants [6]. Several experimental measurements of laminar flame speed for hydrogen-air-
diluent mixtures have been performed in the past with Bunsen burners and spherical bombs, 
upon which the laminar flame speed correlations have been developed. Among those most 
widely used in the field of hydrogen combustion safety analyses are the Liu and MacFarlane 
correlation [7], the Szabo correlation [8] and the Bentaib and Chaumeix correlation [9]. 
It was shown that the diluent mole fraction is a major contributing factor towards 
different estimates for laminar flame speed under the same conditions by those correlations 
[12]. The discrepancy of predictions is even more noticeable in the case of sporadically 
investigated leaner hydrogen-air-diluent mixtures in experiments. 
The instabilities in laminar flames are promoted with the decrease of Lewis number 
[19, 97-99], which displays the dependency of turbulent flame speed 𝑈𝑡, on diffusivity of 
the deficient reactant 𝐷𝑑, which is associated with the laminar flame instabilities effects. 
Bray, Moss and Libby [14] established that the turbulent flame speed is strongly correlated 
to and influenced by the laminar flame speed, which in turn is strongly influenced by the 
initial mixture fraction, the initial temperature and flame geometry [13]. 
Recent experimental studies on hydrogen-air mixtures with hydrogen concentrations 
ranging from 16 to 28 vol.% [10] demonstrated that the flame speed development of lean 
mixtures is highly susceptible to the flame radius with the effect being more profound with 
subsiding hydrogen concentration. It is worth mentioning here that the experiments on which 
these correlations are based have been performed in relatively small experimental vessels, 
generally not exceeding 1 m3. 
The presence of any diluent in hydrogen-air mixtures, in form of H20, He, CO2 or 
any other noncombustible compound or mixture, results in a substantial decrease of laminar 
flame speed [10-12]. 
In the work, described in the present thesis, the Bentaib and Chaumeix correlation 
[9] was used, which is one of the most common choices for laminar flame speed correlation 
in nuclear power plant hydrogen safety assessment. 
The Bentaib and Chaumeix correlation [9] is introduced in an empirical formula as 
follows: 










 . (34) 
Here, 𝜓 is the mole fraction of the diluent, e.g. steam, while 𝜙 is the equivalence ratio. The 
effects of compression of the unburned gases on the laminar flame speed are taken into 
account with the temperature and pressure corrections relative to the reference temperature, 
𝑇𝑟𝑒𝑓 = 298 K, and reference pressure, 𝑃𝑟𝑒𝑓 = 101325 Pa. The equivalence ratio, 𝜙, is 
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defined as the ratio of the fuel-to-oxidizer ratio to the stoichiometric fuel-to-oxidizer ratio 
as: 
 𝜙 =
fuel − to − oxidizer ratio

















 , (35) 
where 𝑚 represents the mass, 𝑛 denotes the mole number, while the subscripts 𝑓, 𝑜𝑥, and 𝑠𝑡 
stand for the fuel, oxidizer and the stoichiometric mixture, respectively. 
This correlation, which was also used in CFD-based hydrogen-air-diluent 
deflagration validations [12, 42, 44], is based on the experimental work on hydrogen-air 
mixtures diluted with He and CO2, with the 60:40 molar ratio, respectively, as a replacement 
of steam [100-102]. This was found to be the best compromise to retain physical properties 
of steam, i.e. the thermal diffusivity 𝜅, heat capacity 𝑐𝑝, thermal conductivity 𝜆 and diffusion 
coefficient of hydrogen in the mixture 𝐷𝐻2,𝑚𝑖𝑥. The water vapor was replaced by He-CO2 
mixture due to electrical insulation concerns in the experimental ENACCEF vessel [55, 62, 
103]. It is worth noting here that the laminar flame speed was obtained with a spherical bomb 
with 250 𝑚𝑚 in inner diameter and a free volume of roughly 0.065 𝑚3. 
The laminar flame speed for very lean mixtures of hydrogen have been shown to be 
strongly influenced by the preferential thermo-diffusive (PDT) instabilities [10, 11], which 
are described comprehensively in Section 2.3.3. 
2.3.2 Turbulent premixed combustion 
To derive models for turbulent combustion, a physical approach is required, which 
is mainly based on comparison between the various lengths, velocity and time scales 
describing the turbulent flow field and associated chemical reactions [3, 19, 73, 75, 78, 80, 
104]. 
The Reynolds number [105], which is the most important dimensionless quantity in 
fluid mechanics comparing turbulent transport or inertial forces to viscous forces, 







 . (36) 
Here, 𝑢′ denotes the root mean square (rms) velocity, related to the square root of the 
turbulent kinetic energy 𝑘, while 𝑙𝑡 is the turbulence integral length scale and 𝜈 is the 
kinematic viscosity of the flow. 
The Damköhler number [4] is considered the most fundamental and influential 
dimensionless number in the theoretical combustion evaluation. It compares the turbulent 












 . (37)  
2.3 Premixed flame 21 
 
Here, the turbulent time scale, 𝜏𝑡, is estimated from turbulent integral scale characteristics 
(𝜏𝑡 = 𝑙𝑡 𝑢′⁄ ), while the chemical time scale, 𝜏𝑐, can be determined as the ratio of the flame 
brush thickness, 𝛿𝑙, and the laminar flame speed, 𝑆𝑙,0. 
The chemical time is short compared to the turbulent one, in the limit of high 
Damköhler number (𝐷𝑎 ≫ 1). This results in a thin reaction zone, which is distorted and 
convected by the flow field. Turbulent structures are believed to not significantly alter the 
internal structure of the flame, which leads to classification of a laminar flame element called 
a “flamelet”. Thus, only the surface of the flame can get affected under the influence of 
turbulence, which can become wrinkled and strained. Otherwise, in the limit of low 
Damköhler number (𝐷𝑎 ≪ 1), corresponding chemical reaction is slow, allowing reactants 
and products to be thoroughly mixed by turbulent structures before the reaction takes place. 
In the latter case, which corresponds to a perfectly stirred reactor limit, the Arrhenius law 
[80, 104, 106] describes the mean reaction rate using the mean mass fractions and 
temperature. 
The majority of practical situations in turbulent flames, disregarding the occurrence 
of quenching scenario, i.e. when enough of the combustion heat gets transferred away from 
the reaction zone leading to flame being extinguished, correspond to high or medium values 
of Damköhler numbers. Nonetheless, various chemical time scales can be encountered in the 
combustion process, where fuel oxidation is generally connected to short chemical time 
scales, i.e. high Damköhler numbers (𝐷𝑎 ≫ 1), while the processes of production or 
destruction of pollutants, e.g. CO oxidation or NO formation, are considerably slower [78]. 
A physical scenario of a governing physical mechanisms of a premixed turbulent 
flame propagation can be summed up in these following steps [19]: 
 Turbulent burning velocity is affected largely by the processes at the leading edge 
of a developing flame brush, where they trigger combustion and effectively 
increase the flame surface area; 
 The local velocity field and the properties of strongly perturbed reaction zones 
govern the structure of leading kernels, i.e. the flame core or the early stage of 
flame generation, which dominate at the leading edge based on the following two 
mechanisms: 
o The balance between the quenching caused by the strong turbulent eddies 
and the convection of local reaction zones towards the leading edge of the 
turbulent flame, is dominating at the leading edge. In mixtures with sub-
unity Lewis number, i.e. where the mass diffusion dominates over the 
thermal diffusion, the perturbations of laminar flame front kernels are 
strong enough to overpower the eddies, which would otherwise be strong 
enough to quench the laminar flame; 
o Propagation of the strongly curved tip of a laminar flame in the turbulent 
cylindrical structures with high vorticities dominate the structure and 
propagation of the leading edge of turbulent flame brush and thus enhance 
the rapid propagation of laminar flamelets inside such vortex tubes; 
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 Consequently, the characteristics of the critically curved reaction zones are 
highly dependent on the ratio of mass and thermal diffusion, i.e. on the Lewis 
number; 
 In addition, the turbulent burning velocity can be also affected by the random 
motion of vortex tubes. This is also highly dependent on the Lewis number, due 
to the strong curvature of flamelets inside the tubes. 
2.3.2.1 Turbulent premixed combustion diagram 
Based on turbulence and chemical characteristic length and time scales comparison, 
the premixed turbulent combustion regimes can be analyzed. Such examination results can 
be presented in form of a turbulent premixed combustion diagram, using a number of 
dimensionless numbers to characterize and delimit various combustion regimes [107-109]. 
These diagrams offer decisive support and guidance when selecting and/or developing the 
relevant combustion model for a given situation. 
The wrinkled and corrugated flame regime (Figure 3a) can be identified when the 
flame front is thin and its inner structure is not affected by turbulence perturbations. These 
perturbations can affect only the flame surface, which appear as flame surface wrinkles and 
corrugations. In this case a turbulent time scale of the smallest turbulence eddies, i.e. of the 
size of the Kolmogorov time scale, 𝜏𝑘 [110, 111], are larger than the chemical time scales 
(𝜏𝑘 > 𝜏𝑐). This results in turbulent perturbations being too weak to affect the flame structure. 
This relation can be expressed in terms of the Karlovitz number, 𝐾𝑎: 
 𝐾𝑎 =
chemical time scale









 , (38) 
where the size 𝑙𝑘 and the velocity 𝑢𝑘 of Kolmogorov structures are given as [79]: 




 , (39) 
 𝑢𝑘 = (𝜈 )1 4⁄  . (40) 
Here, 𝜈 is the kinematic viscosity and  is the turbulent kinetic energy dissipation rate. The 
integral length scale, 𝑙𝑡, can analogously be formulated as: 




 . (41) 
With expression for kinematic viscosity of 𝜈 = 𝛿𝑙𝑆𝑙,0, which corresponds to the 
flame Reynolds number of unity [Eq. (30)], 𝐾𝑎 can be rewritten as: 










 . (42) 
The relation between the three key dimensionless numbers in combustion, i.e. 
Reynolds number, Damköhler number, and Karlovitz number, can be expressed as follows: 
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 𝑅𝑒 = 𝐷𝑎2𝐾𝑎2 . (43) 
Here, it is implied that a set of two parameters (𝑅𝑒, 𝐷𝑎), (𝑅𝑒, 𝐾𝑎) or (𝐷𝑎, 𝐾𝑎) is required 
to discuss regimes in the case of premixed reactants. 
Using the Karlovitz number, the flame and the Kolmogorov length scales can also 
be compared as: 





 . (44) 
 
 
Figure 3. The flame structures1 of associated turbulent premixed combustion regimes as identified 
and classified in Borghi diagram in Figure 4; a) corrugated and wrinkled flames, b) thickened 
flames, c) well-stirred flame or distributed reactors [87]. 
Based on the aforementioned dimensionless numbers formulations, the combustion 
can be classified into the following regimes, which are governed by the mechanisms that 
affect the burning rate: 
 Laminar flame regime (𝑅𝑒 < 1): 
Here the burning velocity is scaled as 𝑆𝑙,0 and the flame front gets wrinkled solely 
due to non-uniformities of the laminar flow and eventual diffusive-thermal and 
hydrodynamic instabilities. 
                                                 
1 The turbulent flame thicknesses represented in Figure 3 are not representative of 
the actual scaling between different combustion regimes and are shown only for enhanced 
visualization purposes. 
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 Flamelet regime or thin wrinkled flame regime (𝐾𝑎 < 1; Figure 3a): 
It consists of two subregimes: 
o Wrinkled flame subregime (𝑢′ 𝑆𝑙,0⁄ < 1): 
In this regime, the laminar propagation is predominant, while turbulence 
and combustion interactions remain limited. The turbulent structures are 
unable to wrinkle the flame front surface to the level permitting flame 
front interactions. 
o Corrugated flame subregime (𝑢′ 𝑆𝑙,0⁄ > 1): 
In this regime, larger structures are able to induce flame front interactions, 
which result in formulations of pockets. 
These subregimes are not classified as separate regimes since they only 
distinguish between different levels of a flamelet surface topology complication 
and do not describe any change in the governing physical mechanisms of the 
turbulence influence on premixed combustion [3]. 
 Thickened flame regime (𝐾𝑎 > 1 and 𝐷𝑎 > 1; Figure 3b): 
Here, turbulent perturbations are strong enough to penetrate and thicken the 
flame preheat zone, yet do not affect the reaction zone. 
 Well-stirred reactor or distributed reactor regime (𝐷𝑎 < 1; Figure 3c): 
This regime describes the combustion, where both preheat and reaction zones are 
strongly affected by turbulent motions not allowing any laminar flame structures 
to be identified. 
The Karlovitz number is used to define the Klimov-Williams criterion [112, 113], 
corresponding to 𝐾𝑎 = 1, which segregates the corrugated and wrinkled flamelet regime 
from thickened flamelet regime. On the other hand, the unity Damköhler number (𝐷𝑎 = 1) 
was identified by Borghi [107] to distinguish between the thickened flamelet regime and 
well-stirred flame, i.e. distributed reactors regime. This criterion merely sets a limit for the 
mixing scale, which cannot increase beyond the integral scale. 
These combustion regimes can be systematically classified in the premixed turbulent 
combustion regime diagram, i.e. the Borghi diagram [107], represented in Figure 4, which 
in general characterizes the physical mechanisms that control premixed turbulent 
combustion under particular conditions and outline the local structure of a premixed 
turbulent flame under these particular conditions. The diagram classifies different 
combustion regimes in terms of non-dimensional numbers of turbulence and chemistry 
combined. These non-dimensional numbers are normalized turbulent intensity, i.e. ratio of 
turbulent intensity 𝑢′, to laminar flame speed 𝑆𝑙,0, and normalized integral length scale, i.e. 
ratio of integral length scale 𝑙𝑡, to laminar flame thickness 𝛿𝑙. 
The aforementioned regime limits, however, are based on the order of magnitude 
estimations and not on precise experiments. The heat release effect on turbulence is also not 
included in the determination of these regime limits, leaning on the homogenous and 
isotropic turbulence [87]. Additionally, the estimations are based on a single-step chemical 
reaction, while in reality these reactions correspond to a large range of chemical time scales. 
Furthermore, smaller vortexes have been identified in the literature [114], which are assumed 
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to have the same velocity as the laminar flame speed and, as such, are able to affect the flame 
front. The unsteady and curvature effects also play an important role causing the flamelet 
regime to extend above the Klimov-Williams criterion (𝐾𝑎 = 1), due to the short lifetimes 
of the small turbulent scales with the strongest effects on flames [115, 116]. Nevertheless, 
evaluation of combustion characteristics based on the Borghi diagram provides a justified 
first estimation of the order of magnitude of the relevant combustion regimes. 
 
Figure 4: Classical turbulent combustion regime diagram, also known as the Borghi diagram [107-
109]. 
Analyses of the integral scales and the turbulent kinetic energy in the reactor 
containment [117] demonstrated that the flamelet regimes are the expected combustion 
regimes in reactor containment. Furthermore, considering the lean hydrogen-air mixtures, 
the laminar wrinkled flame, the corrugated flame and the thickened flame regime were 
recognized to be the most relevant combustion regimes for consideration in safety analyses 
of nuclear power plants. 
2.3.3 Flame instabilities 
A reacting flow may be subject to various intrinsic combustion instabilities in 
different forms as well as at different scales, where endured perturbations can become large 
enough to alter some flow features and, as such, play a substantial role in turbulent 
combustion. Such intrinsic instabilities can be produced by differential and preferential 
diffusion, buoyancy, thermal expansion, and heat losses. Instances of intrinsic flame 
instabilities are the hydrodynamic or Darrieus-Landau instability, the Rayleigh-Taylor 
instability and the preferential diffusive-thermal instability [3, 75, 78]. The significance of 
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these instabilities effects for a wide range of hydrogen concentrations have also been 
identified using computer-aided modelling [118]. 
2.3.3.1 Hydrodynamic instability 
The thermal expansion of the gas, produced by the combustion process in premixed 
flames, causes an intrinsic flame instability, which is called the hydrodynamic instability or 
the Darrieus–Landau (DL) instability [119, 120]. 
The concept of DL instabilities can be depicted considering a stationary planar 
premixed flame front subjected to very small perturbations, where the reactants are moving 
perpendicular to the flame with the relative velocity 𝑢1 and the burnt gases leaving the flame 
with relative velocity 𝑢2 also in perpendicular direction. 
These small perturbations are further enhanced by the gas expansion caused by the 
heat released during combustion, which in turn increases the burnt gases velocity 𝑢2 in 
regions of concave flame fronts. On the other hand, the convex flame front regions decelerate 
the flame propagation, causing the increase in overall flame front curvature, which then 
further enhances the perturbations and consequently the effect of DL instability [121]. Thus, 
the DL instability mainly manifest itself in the form of wrinkling of the surface of an 
expanding spherical flame [122-124]. 
Since the density of the burnt gases is less than that of the reactants due to the thermal 
expansion of the gas produced by the combustion process, the flame front is unstable to 
perturbations of any wavelength. Furthermore, the rate of growth of the perturbations is 
inversely proportional to their wavelength, causing the small flame wrinkles, which are still 
larger than the characteristic flame thickness, to grow faster than the large ones [3, 19]. 
The DL instabilities require some sort of perturbations or noise to develop and 
maintain the process in sufficient manner [125]. Such triggering cells were shown to be in 
the range of sub-centimeter length scale [126, 127], which is in most cases still being at least 
an order of magnitude larger than the observed flame brush thickness. It was also shown that 
with triggering cells in the form of droplets, the consequential perturbations could in fact 
enhance the flame propagation, due to the increase in local flame front wrinkles [128]. 
2.3.3.2 Rayleigh-Taylor instability 
The Rayleigh–Taylor (RT) instability [129, 130] is considered a buoyancy-driven 
fingering instability of an interface between two fluids of different densities, which occurs 
when the heavier fluid above penetrates the lighter fluid below [131]. 
The usual interpretation of the RT instability involves two immiscible fluids, where 
the denser fluid is suspended on top of the less dense one, while both are subject to gravity 
as the driving force. Such established equilibrium is very unstable, leading to the denser fluid 
with higher potential energy to be displaced into the less dense fluid, resulting to the potential 
energy of the configuration becoming lower than in the initial state. Such disturbance will 
grow and lead to a further release of potential energy, displacing the denser fluid further 
down, while the less dense fluid moves further up. This instability can in terms of 
combustion be interpreted as the two immiscible gas mixtures with different densities, i.e. 
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the reactants and the products, being driven by the energy released from the combustion 
process as well as the buoyancy in a similar manner. 
The evolution of the RT instability can be broken down to four main stages of 
progression [131]. First, small wavelength perturbations appear at the interface. This 
perturbations later grow into pervasive mushroom-like shaped spikes, i.e. fluid structures of 
denser fluid moving into less dense fluid, and bubbles, i.e. fluid structures of less dense fluid, 
moving into denser fluid. Later, the spikes and bubbles start to interact with each other, 
causing the bubbles to merge and spikes to combine into larger ones. Finally, a region of 
turbulent mixing develops, due to the bubble competition where saturated spikes and bubbles 
of smaller wavelengths are encompassed by larger unsaturated ones. The finally developed 
mixing region is generally presumed to be self-similar and turbulent, assuming the 
sufficiently large Reynolds number [132]. 
2.3.3.3 Preferential diffusive-thermal instability 
The preferential diffusive-thermal (PDT) instability is a fluid dynamics phenomenon 
that describes a form of convection driven by two different density gradients with different 
rates of diffusion [75, 133-135]. 
The PDT instabilities manifest themselves in mixtures with high molecular 
diffusivity of the deficient reactant, e.g. one of such examples is also a lean hydrogen-air 
mixture. Due to local changes in mixture composition, enthalpy, reaction rate, and 
consumption velocity, the local increase and decrease in flame speed occurs near upstream 
and downstream pointing bulges in a wrinkled laminar flame surface, respectively [3]. 
Two quite different processes near the upstream-pointing (positively curved) bulges 
increase the flame propagation speed and the amplitude of the flame surface perturbations. 
In the first case, where the Lewis number is less than unity (𝐿𝑒 = 𝜅 𝐷𝑘⁄ < 1), the mass 
diffusivity is higher than the thermal diffusivity and thus the energy supplied to positively 
curved parts of the flame surface by molecular diffusion exceeds the heat losses due to 
molecular conductivity. The second case considers the diffusivity of the deficient reactant, 
𝐷𝑑, being higher than the diffusivity of the excess reactant, 𝐷𝑒. In this case, the equivalence 
ratio in the bulges is shifted towards unity due to faster diffusion of the deficient reactant as 
compared with the excess reactant. Both those processes increase the consumption velocity 
and flame speed locally. 
On the other hand, when the diffusivity of excess reactant is higher than the 
diffusivity of the deficient reactant (𝐷𝑑 < 𝐷𝑒) and/or the Lewis number is large, the PDT 
phenomena stabilizes the flame with respect to weak perturbations of the flow velocity [136, 
137]. 
2.4 Combustion models 
A physical approach is required to derive models for closing the mean burning rate, 
?̇?, from Eq. (32). Different combustion models rely on distinct approaches to close this term. 
Three groups of accomplished combustion models emerged in search for solving the 
burning rate closure term for investigating the hydrogen combustion behavior in large 
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enclosures. The first group focuses on balance equations for flamelet surface density [138-
143], while the second group uses the thickened flame model, which uses the detailed 
kinetics mechanisms mostly in combination with LES [144, 145]. The third group’s common 
denominator is revolving around expressions for local turbulent flame speed, which 
appeared as a promising tool for multi-dimensional computations of premixed turbulent 
combustion [13, 146]. The latter is also the gist of the presented modelling approach in this 
dissertation. 
Following are presentations and formulations of those combustion models, which are 
used in the frame of this work and are at the same time also among the most established and 
frequently used in combustion modelling analyses, while the newly introduced combustion 
models are presented later in Section 4 “Validation and evaluation of introduced and existing 
combustion models”. 
2.4.1 Turbulent flame speed closure model 
Zimont introduced his turbulent flame speed closure (TFC) combustion model [24] 
to address the different treatment of the effects of small-scale and large-scale turbulent 
eddies on the burning velocity. Due to the developing nature of the premixed turbulent flame 
[3], the large-scale characteristics of such developing flame, i.e. mean thickness, should 
depend on the flame development time, while the interaction between flamelets and small-
scale turbulent eddies is characterized by a much shorter Kolmogorov timescale [111, 147]. 
Therefore, a growing mean flame brush thickness and a steady turbulent burning velocity in 
the planar 1D case is considered based on the characteristics of the so-called thickened 
flames combustion regime (Figure 4), sometimes in literature referred to also as an 
‘‘intermediate steady propagation” (ISP) regime [24, 148-151]. The proposed TFC model 
uses the following source term to close the Eq. (32): 
 ?̃̇? = ?̅?𝑈𝑡|∇?̃?| , (45) 
with ?̅? being the unburned gas mean density and 𝑈𝑡 the turbulent flame speed. Zimont [24] 
proposed the following correlation for the latter: 










 . (46) 
Here, 𝐴 is a model constant, 𝑢′ and 𝑙𝑡 are the turbulent intensity and integral length scale, 
respecitevly, 𝐷𝑎 is the Damköhler number, while 𝜏𝑐 is the chemical time scale of a 
corresponding laminar flame. The latter is defined as 𝜏𝑐 = κ 𝑆𝑙,0
2⁄ , where κ is the thermal 
diffusivity of the unburned mixture and 𝑆𝑙,0 the unstretched laminar flame speed. 
The preferential diffusion thermal (PDT) instabilities effect play a significant role in 
the lean hydrogen-air-steam mixtures [15, 61, 152]. This was taken into account using the 
function 𝐹(𝐿𝑒) defined by Zimont and Lipatnikov [150] as: 
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 . (47) 
Here, 𝜏𝑐 is the chemical time scale, while the indexes 0 and 𝑟 denote the unburned mixture 
and the leading point of the flame, respectively, where the chemical time scale at the leading 
point of the flame is then given as 𝜏𝑐,𝑟 = κ𝑟 𝑆𝑙,𝑟
2⁄ .  
Incorporating the PDT instabilities into modelling, the extended turbulent flame 
speed model is then given as [13]: 





𝐹(𝐿𝑒) . (48) 
The flame development process in the TFC combustion model is simplified to the 
growth of the flame brush thickness and does not describe asymptotic fully developed 
flames. This does not allow the model to predict the linear growth of the flame thickness 
with the flame development time. The model also does not consider the transition from the 
laminar to turbulent combustion and the growth of the transitional flames. What is more, the 
flame speed, 𝑆𝑡, in the weak turbulence limit of 𝑢′ → 0 reaches 0, whereas it should approach 
𝑆𝑙,0. Another limitation of this model is that when all the boundary conditions are set for 
derivatives of 𝑐, any 𝑐 = 𝑐𝑜𝑛𝑠𝑡. is then the solution of Eq. (32). In an attempt to address 
these aforementioned TFC model [24] issues, Lipatnikov and Chomiak proposed the flame 
speed closure (FSC) combustion model [6], which will, in this dissertation, be referred to as 
the extended turbulent flame speed closure model (ETFC) and is described in detail in the 
following subsection. 
2.4.2 Extended turbulent flame speed closure model 
The TFC model [24] was developed based on the theoretical assumption that all the 
statistical properties of highly turbulent premixed flames are specifically and precisely 
controlled by the chemical time scale 𝜏𝑐, the length scale 𝑙 and by the mean turbulent 
dissipation rate . This assumption implies the reduction of various interactions between 
small-scale eddies and flamelets to an increase in diffusivity. It is relevant mainly for the 
thickened flames combustion regime [13, 19] (Figure 4). The extended turbulent flame speed 
closure (ETFC) model [3, 13], on the other hand, extends the validity of the model also to 
the corrugated and wrinkled combustion regime (Figure 4). This is because the ETFC 
derivation is based on the assumption that there is no dominant physical mechanism, but that 
various local phenomena, i.e. reaction zone wrinkling, flamelet stretching and enhancement 
of transport processes, are contributing to the formation of the resulting comprehensive 
structure. Lipatnikov and Chomiak [13] proposed the following progress variable equation 










) + ?̅?𝑈𝑡,𝑡|∇?̃?| . (49) 
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Here, 𝜃 is the activation temperature of a single global combustion reaction, with 𝜏𝑟 being 
the time scale of this reaction. The first term in Eq. (49) is a laminar-like source term, which 
is added to the turbulent source term of the TFC combustion model [24], shown in Eq. (45), 
to ensure that the turbulent burning velocity is reduced to the laminar flame speed in the 
limit of weak turbulence [13], i.e. when 𝑢′ → 0, and yields the following simple expression 
for the flame speed 𝑆𝑡: 
 
𝑆𝑡 = 𝑆𝑙,0 + 𝑈𝑡 . (50) 
However, at the same time, this expression requires an evaluation of the reaction time 
scale 𝜏𝑟. Furthermore, the non-linear nature of the quasi-laminar source term substantially 
increases the computational ramifications. To overcome this, Lipatnikov and Chomiak [13] 







?̅??̃?(1 − ?̃?) + ?̅?𝑈𝑡,𝑡|∇?̃?| . (51) 
This equation utilizes different characterization of the first term, i.e. quasi-laminar source 
term, in comparison to the one in Eq. (49). Such rendition of the progress variable source 
term yields better results for expanding spherical weakly turbulent flames than the one in 
Eq. (49), due to more intense effect of the mean flame curvature on the flame speed reduction 
[13]. 
The latter adaptation of the ETFC model, i.e. Eq. (51), is the one implemented in the 
Fluent code through user defined functions (UDF). This model is computationally less 
demanding and does not require assessment of the reaction time scale, 𝜏𝑟. A noteworthy fact 
here is that Eq. (51) does not converge to the basic equation of the thermal laminar flame 
theory in the limit of weak turbulence, i.e. 𝑢′ → 0, and as such cannot be applied to the initial 
stage of flame-kernel development from spark ignition. The used ignition modelling 
procedure, however, is described in the following subsections. 
In Eqs. (51) and (49) the expressions 𝐷𝑡,𝑡 and 𝑈𝑡,𝑡 describe the time-dependent 
turbulent diffusivity and the time-dependent turbulent flame speed, respectively. These 
expressions replace the fully developed turbulent diffusivity 𝐷𝑡, and turbulent flame speed 
𝑈𝑡, used in TFC combustion model progress variable source term in Eqs. (32) and (45) and 
are depicted as: 
 𝐷𝑡,𝑡 = 𝐷𝑡,∞ [1 − 𝑒𝑥𝑝 (−
𝑡𝑓𝑑
𝜏𝐿
)] , (52) 








 , (53) 
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where 𝑡𝑓𝑑 represents the flame development time, which is equivalent to the elapsed time 
from spark ignition for unsteady spark-ignited flames, 𝑈𝑡 is the fully-developed turbulent 
burning velocity, which is determined in Eq. (48), and 𝐷𝑡,∞ is the fully developed turbulent 










Here, 𝐶𝜇 is a turbulence model constant, 𝑆𝑐𝑡 is the turbulent Schmidt number, ?̃? and ̃ are 
the Favre-averaged turbulent kinetic energy and turbulent dissipation rate, respectively.  




 . (55) 
Here, 𝑢′ is the turbulent intensity, according to Taylor’s theory of turbulent diffusion [153]. 
It is worth mentioning that Zimont’s theory of turbulent burning velocity [24] used 
for implementation of the TFC combustion model was developed for time scales larger than 
the integral turbulent time scale, i.e. 𝑡 > 𝜏𝑘. Thus, Eq. (53) has been used with Eq. (48) to 
extend its validity also for 𝑡 < 𝜏𝑘 [13], making the equations for time-dependent turbulent 
diffusivity, 𝐷𝑡,𝑡, and the time-dependent turbulent flame speed, 𝑈𝑡,𝑡, mutually consistent. 
From the physical viewpoint, the growth of 𝐷𝑡,𝑡 and 𝑈𝑡,𝑡 is associated with the growth of the 
turbulent flame brush, due to the instantaneous flame surface being wrinkled by larger 
eddies. 
The ETFC model will in principle revert to the TFC model in strong turbulence 
conditions. It has been extensively validated against experimental data of expanding 
statistically spherical flames with ample spectrum of conditions, i.e. turbulent intensities, 
𝑢′ = 0.5 − 5 m s⁄ , integral length scales, 𝑙𝑡 = 3 − 25 mm, different mixture compositions 
of hydrogen-air, methane-air and iso-octane-air with equivalence ratios, 𝜙 = 0.2 − 2.0, 
initial temperatures, 𝑇𝑢 = 298 − 400 K, and initial pressures, 𝑝 = 1 − 10 bar [3, 13, 154]. 
What is more, the ETFC model has proved to be superior to the TFC model for simulations 
of slow deflagration phenomena, due to its incorporation of addressing the time-dependence 
of the turbulent flame speed and the turbulent diffusivity as well as inclusion of the quasi-
laminar source term [43-45]. 
2.4.3 Eddy break-up model 
The eddy break-up (EBU) combustion model was originally proposed by Spalding 
[29] for the limit of high Reynolds number (𝑅𝑒 ≫ 1) and infinitely fast chemical reactions 
(𝐷𝑎 =  𝜏𝑡 𝜏𝑐⁄ ≫ 1). Since chemical reactions are considered to be fast, they do not play an 
explicit role in controlling the rate of combustion, which is controlled by the rate of turbulent 
heat transport. In other words, the combustion process is assumed to be entirely controlled 
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by the turbulent mixing process. The turbulent reaction rate ?̃̇? in Eq. (32) is then considered 
to be inversely proportional to the turbulent time scale: 
 ?̃̇? = 𝐶𝐸𝐵𝑈
?̅?
𝜏𝐸𝐵𝑈
?̃?(1 − ?̃?) , (56) 
where 𝜏𝐸𝐵𝑈 = 𝜏𝑡 = 𝑘⁄  is the turbulent time scale and the 𝐶𝐸𝐵𝑈 is the EBU model constant. 
The EBU model has the advantage that it is computationally less expensive than the TFC 
and ETFC models, since it requires a smaller number of computational nodes in order to 
adequately resolve the flame brush thickness [33]. 
Nevertheless, the EBU model is subject to various well known deficiencies. Firstly, 
the model does not take into account the effects of mixture composition and fuel type. 
Secondly, the model is not able to model cold flow quenching problem, which refers to the 
fact that the burning rate does not fall sufficiently rapidly to zero when a cold front 
approaches the flame front. Several modifications of the model are proposed in the literature 
[155, 156] in order to avoid these issues. The modifications include artificial forcing of a 
zero reaction rate at a specified value of the progress variable and multiplication of the 
reaction rate expression by a function of temperature. 
Thirdly, the model predicts a much higher reaction rate close to the wall. This is due 
to the fact that the reaction rate is proportional to the inverse of the turbulent time scale, 
which has a high value close to walls. Several solutions are recommended in the literature 
in order to avoid this problem. In one such example, the turbulent time scale was estimated 
by averaging the turbulent kinetic energy 𝑘, and the turbulent dissipation rate , over the 
entire domain, while at the same time using this value to estimate the reaction rate in 
simulations of internal combustion engines [157].  
Fourthly, the EBU model does not account for initial laminar flame propagation. To 
include this effect within the EBU model, the correction by Said and Borghi [34, 35] is 
proposed. That is, the EBU constant is modified as follows: 





) . (57) 
Here, 𝐶𝐸𝐵𝑈,0 is an empirical constant and 𝑆𝑙,0 is the laminar flame speed. This correction 
implementation is also used in other codes, e.g. in the REACFLOW [158] and the COM3D 
[159] codes, used for the hydrogen deflagration simulations. 
The rationale behind the Said-Borghi modification of EBU model is to qualitatively 
asses the flame front length, which increases with the increment of the present turbulence 
levels. Such formulation interpret the flame front total length, i.e. wrinkling of flame front, 
which decreases with the flame propagation, due to elimination of small wrinkles [34, 35]. 
This modification was also implemented for use with high Damköhler number, implying 
very fast chemical processes, where turbulent time scales are much higher than chemical 
ones, i.e. 𝜏𝑡 ≫ 𝜏𝑐. 
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To summarize, the EBU model suffers from several deficiencies as explained above. 
However, the model benefits from being computationally less expensive, which makes it 
attractive from the computational point of view for the simulations of hydrogen deflagrations 
in a real scale containment. In the present work, the Said-Borghi correction [Eq. (57)] was 
implemented for validation purposes, and this approach was then annotated as the EBU 
model. It is also worth mentioning that a modelling constant of 𝐶𝐸𝐵𝑈,0 = 3.5 was used, and 
that this value was not tuned to match the experimental results. Finally, Eq. (32) and Eq. (56) 
are solved for the uniform hydrogen-air mixtures as well as for the uniform hydrogen-air-
diluent mixtures [43]. 
2.5 Numerical approach 
The density-based coupled solver in ANSYS Fluent version 13.0 [92] was used in 
the performed work. This solver simultaneously computes the conservation equations for 
mass, momentum, and energy (provided in Section 2.2 “Basic equations”), while the 
progress variable equation and equations for the turbulent kinetic energy and the turbulent 
dissipation rate are solved sequentially. The unsteady Favre-averaged (density-weighted) 
Navier-Stokes equations are closed using the standard 𝑘 −  turbulence model. 
The investigation of the applied turbulence model comparison, in particular the RNG 
𝑘 −  versus the standard 𝑘 −  turbulence models, yielded no clear advantage of one over 
another when applied to large-scale geometries. Nevertheless, the examination of the applied 
heat transfer mechanisms (or lack thereof) effects on combustion process, i.e. adiabatic wall, 
constant wall temperature and additional consideration of radiation, using the applied CFD 
approach, indicated that slow deflagration is subjected to strong influences of the heat 
exchange with the surroundings through the wall; hence, the inclusion of full heat transfer 
mechanisms is imperative [43]. 
All combustion modelling, i.e. considered formulations for progress variable 
presented in Section 2.4 “Combustion models”, is supplied to ANSYS Fluent via compiled 
user defined functions (UDF). These are programmable functions in C programming 
language [160], which can be dynamically loaded to Fluent in order to enhance the default 
features of the code. The UDF used for the implementation and further model development 
described in this work was originally developed and generously provided by the Nuclear 
Research and Consultancy Group (NRG) from Petten, the Netherlands. 
The code utilizes a fourth-order Runge–Kutta scheme for the explicit time integration 
of unsteady flows. The time step used in this method in each control volume of the domain 
was determined by the Courant–Friedrichs–Lewy (CFL) condition [161]. A CFL number of 
0.8 was used in the simulations, which ensures that each time step is smaller than the time 
required for the flow to advance from one computational cell to another. The spatial 
discretization of flow, species and turbulence equations was performed using a second-order 
upwind numerical scheme [79] and the convective flux was calculated using the flux-
difference splitting (FDS) scheme [162, 163]. Since both considered experimental facilities, 
i.e. the THAI and the HYKA-A2 facility, are vertical vessels, it was imperative to take into 
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account the associated buoyancy effects on both turbulent kinetic energy and turbulent 
dissipation. 
In the simulations, the HYKA-A2 and THAI facilities are represented using a 2D 
axisymmetric geometry. The base grid cells used in the simulations measured approximately 
2 cm by 2 cm for the former facility and roughly 4 cm by 4 cm for the latter. Additionally, 
the adaptive mesh refinement (AMR) method [61, 164] was used to accurately resolve the 
flame brush thickness. Each level of AMR effectively halves the original cell in each 
computational direction and hence in 2D geometry splits the cell into four new ones for each 
applied level of AMR, as shown in Figure 5. 
 
Figure 5: Mesh refinement following application of the AMR method around the flame front 
depicted using the progress variable value of ?̃?  =  0.5 (dark gray line). 
Following the practice of previously conducted validation analyses, an ignition 
radius of 8 cm was used to create ignition regions 0.5 m and 1.5 m above the floor level in 
THAI and HYKA-A2 cases, respectively, coinciding with the experimental ignition 
positions. In these regions, the burned mixture properties were prescribed directly. Such 
simplified ignition method is applied, since the modelling of the spark ignition is not 
conceivable using the considered modelling. The grid in this ignition region was refined to 
much smaller size than the base grids, i.e. roughly 0.6 mm by 0.6 mm for all considered 
cases, to retain the circular shape and reduce the initial numerical round-up errors. A small 
increase in the ignition radius was shown to result only in a minor time shift of the simulation 
results [39]. 
Presented simulations have all been performed on a computer cluster with each case 
using 16 cores in parallel. The computational domain has been partitioned using the METIS 
algorithm [92, 165]. Using this setup, the required computational time for simulations was 
in average approximately one week for cases using 1 level of AMR, roughly three weeks for 
2.6 Initial and boundary conditions 35 
 
cases using 2 levels of AMR, and almost two months for cases with 3 levels of AMR. It 
should be noted here that the used UDF approach is not numerically optimal, since the CFD 
code needs to access the library after each iteration. Thus, a special dedicated numerical tool 
would be required, in order to benefit from any models’ optimizations. 
The grid sensitivity analysis was performed on some of the presented cases using 1, 
2, and 3 levels of AMR [166]. This analysis showed that, in the considered cases, the results 
obtained using 1, 2 and 3 levels of AMR, which denote also the estimation of the numerical 
error, differed by less than 2 % regarding the maximum pressure predictions. However, 
considering the times required for combustion process to finish, these discrepancies were 
around 7 % between cases using 2 and 3 levels of AMR. For this reason we may expect even 
smaller differences, if a higher level of AMR would be used. 
2.6 Initial and boundary conditions 
The required input values for models, i.e. adiabatic flame temperature, thermal 
diffusivity, densities of unburned and burned gas, specific heat capacity, Lewis number, and 
pressure and temperature coefficients for thermal and molecular diffusivities, were 
calculated using the Cantera software tool [167]. The flame positions obtained from the 
simulations for the axial and, in the case of HYKA-A2, also for radial directions, were 
extracted from the axial and radial-coordinate, respectively, corresponding to an iso-surface 
of progress variable value of ?̃?  =  0.5, following the predominantly established practice in 
the field [65, 168]. 
In all considered experiments, the reactants were mixed several minutes prior to the 
ignition using recirculation fans, which were then switched off. Thus, stagnant flow 
conditions have been applied as initial conditions, while no flame-wall interaction was taken 
into account. Since the initial turbulence parameters were not measured in any of the 
considered experiments, the best guess values of 1.5 ∙ 10−4 m2 s2⁄  and 4.8 ∙ 10−5 m2 s3⁄  
have been prescribed for the turbulent kinetic energy and the turbulent dissipation rate. These 
values correspond to the turbulent length scale and turbulent intensity of 0.00062 m and 
0.01 m/s, respectively. It is worth stressing that these values are following the best practice 
principles established in the field as well as previous validations of the considered modelling 
approach, and are not tuned to match the experimental results [12, 39, 42-44, 61, 65]. 
For the slow hydrogen deflagration computations of medium to large-scale 
experiments it was shown [43, 45, 169] that heat transfer mechanisms have a significant 
impact on total combustion energy output and consequently on the pressure build-up. Thus, 
the walls of the computational fluid domain were prescribed with the constant temperature 
equal to the initial temperature, whilst the containment wall heating during the considered 
transient times of the combustion process was neglected. 
The effect of thermal radiation on simulation results has been investigated as well 
using the discrete ordinates (DO) radiation model [92, 170], which solves the radiative 
transfer equation separately from the energy equation for a finite number of discrete solid 
angles. Its contribution was estimated to be rather minor. Therefore, the detailed analysis of 
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the radiation processes and implementation of radiation to computer-aided modelling is out 




3 Slow deflagration experiments 
The experimental investigations of hydrogen combustion is directed towards 
development of basic phenomenological understanding of the hydrogen combustion 
processes, as well as towards supporting the development and validation of computer-aided 
modelling approaches. These findings can then strengthen the confidence for qualitative 
assessment and quantitative estimations of the ramifications of hydrogen combustion to 
actual nuclear power plants during postulated severe accidents. 
Conducting hydrogen combustion experiments usually starts with the establishment 
of required mixture composition, e.g. homogeneous or nonhomogeneous, consisting of 
hydrogen-air or hydrogen-air-diluent. In most cases, the diluent, if present, is included in 
form of steam, which corresponds to typical severe accident containment conditions. This is 
followed by an ignition of the prepared mixture and surveillance and monitoring of the 
ensuing hydrogen combustion process. Different measurement procedures, monitored 
physical variables and measurements locations are affiliated with particular experimental 
facilities, with the common denominator being measurement of pressure and temperature. 
The flame propagation is commonly inferred either from flame arrival times to each 
thermocouple, i.e. corresponding to a rapid increase in temperature readings, or from visual 
observations through optical devices. These kinds of experiments go on from hundredths of 
a second, i.e. when conducting detonation experiments, to several seconds, i.e. in slow 
deflagration experiments in larger enclosures. 
The intricacy and higher safety requirements of conducting hydrogen combustion 
experiments lead to a multitude of experiments being conducted in facilities which have 
rather limited similarities with the actual containments. While experiments that are being 
performed in containment-like facilities tend to produce results which can be more directly 
imposed to the combustion behavior in actual containments, the former can still be used to 
provide additional clarifications regarding specific phenomenology of hydrogen combustion 
under certain conditions, which could also be expected in a containment [53]. 
Early experimental investigations conducted in single and multi-compartment 
facilities [171] yielded a conclusion that experiments of lean mixtures tend to take place 
more readily in larger than smaller experimental vessels. The most renowned experimental 
facilities used for conducting medium to large-scale hydrogen combustion experiments are 
RUT [54], ENACCEF [55], THAI [56], and HYKA [57]. These experimental facilities are 
used to cover the entire spectrum of different hydrogen combustion phenomena, from slow 
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to fast deflagration as well as of deflagration-to-detonation transition (DDT) and detonation 
itself.  
The RUT facility is a large-scale experimental vessel located in Russia, which is 
mainly used to experimentally investigate and validate simulation results for the hydrogen 
detonation [58, 59] and DDT phenomena [60]. Experimental data for fast deflagration 
simulations [12, 42, 61-65] is mainly provided from the medium-scale ENACCEF 
experimental vessel, located in France. The large-scale THAI experimental facility is 
situated in Germany and is mainly used for conducting the slow deflagration experiments 
used for computer-aided modelling validations [43, 44, 52, 65]. The last from the group is 
the HYKA facility, which is also located in Germany. It embodies the largest single-
compartment experimental vessel of the considered experimental facilities in the HYKA-A2 
vessel. Here, mainly slow hydrogen deflagration experiments are conducted as well, 
allowing the investigation of the large unobstructed confined volumes effect on flame 
propagation and development [45, 46]. Thus, available slow hydrogen deflagration 
experimental results conducted in large-scale vessels are mainly limited to the THAI and 
HYKA-A2 experimental facilities. 
Since even the free volumes of the large-scale experimental vessels are hundred or 
even thousand times smaller than volumes of actual NPP containments, the principal 
uncertainty regarding the experimental investigations of the hydrogen combustion remains 
the scaling-up of those results to actual containment dimensions [53]. Even though parallels 
can be drawn for the qualitative hydrogen combustion behavior between experimental 
observations and actual NPP containments, all uncertainties cannot be eliminated. 
3.1 Experiment in THAI facility 
Some of the experiments considered for validation processes in the present thesis 
were performed in the Thermal hydraulics hydrogen aerosols and iodine (THAI) test facility 
[56, 103] located in Eschborn, Germany. The experiments were performed by Becker 
Technologies GmbH under the sponsorship of the German Federal Ministry of Economics 
and Technology. The THAI test facility is a cylindrical stainless steel vessel shown 
schematically in Figure 6. The vessel measures 9.2 m in height and has an internal diameter 
of 3.2 m with a total volume of 60 m3. The inner space is free from turbulence generating 
structures, apart from the experimental measuring equipment. In total, 29 hydrogen-air and 
hydrogen–air–steam flame propagation experiments were performed in the THAI facility 
within the OECD THAI project [56]. These experiments are summarized here, with HD 
denoting hydrogen deflagration. 
 HD-1R through HD-14 (15 experiments) correspond to deflagrations in 
homogeneous hydrogen-air mixtures at ambient temperature; 
 HD-15 through HD-21 (6 experiments) correspond to deflagrations in 
homogeneous hydrogen-air mixtures at elevated temperature; 
 HD-22 through HD-24 (3 experiments) correspond to deflagrations in 
homogeneous hydrogen–air–steam mixtures at superheated and saturated 
conditions; 
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 HD-25 through HD-29 (5 experiments) correspond to deflagrations in non-
homogeneous hydrogen–air–steam mixtures. 
A hydrogen distributor located in the sump was used to inject the hydrogen in the 
cylindrical vessel before the start of each experiment. An axial fan located near the hydrogen 
distributor was used to mix hydrogen and air uniformly before the mixture was ignited (in 
experiments with homogeneous mixtures). The ignition is located 0.5 m from the bottom of 
the facility and the mixture was ignited using a spark igniter, about 10 − 15 min after the 
end of fan operation. The temperature of the gas mixture was measured using fast 
thermocouples at different elevations and radial positions, while the gas volumetric 
composition was measured with an uncertainty lower than 2%. 
 
Figure 6: Schematic of THAI experimental facility [56]. 
The flame position was determined by the arrival of the flame at the locations of the 
fast thermocouples by measuring a steep increase of the temperature. The uncertainty of the 
flame position measurements in the experiments is not known. The pressure signal was 
measured using four fast pressure transducers of the strain gauge type, which are mounted 
at the inner wall of the vessel. 
It is worth stressing here that the initial turbulence levels were not measured in these 
experiments, and heat losses from the domain boundary are also not specified. However, 
from the gradual pressure drop observed in the experimental results, it is implied that some 
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loss of energy occurred, the vast majority of which was assumingly lost to the walls as heat 
loss via heat transfer mechanisms. 
For the validation of the considered combustion models in the frame of the present 
thesis, three experiments performed in THAI facility were used, i.e. HD-12, HD-7 and HD-
22. The first two experiments, i.e. HD-12 and HD-7, were performed with a homogeneous 
hydrogen-air atmosphere without any steam present and with an increment in initial 
hydrogen concentrations from 8.0 to 9.9 vol. %, respectively. The third experiment, i.e. HD-
22, was performed also with a homogenous mixture, but with addition of 25.3 vol. % of 
steam to the initial hydrogen concentration of 9.9 vol. %. The initial conditions of these three 
experiments are summarized in Table 1. 










HD-12 8.0 0.0 1.485 291.0 
HD-7 9.9 0.0 1.480 290.0 
HD-22 9.9 25.3 1.487 364.9 
 
The increase of the pressure peak, which is observed experimentally with increasing 
initial hydrogen concentration [56, 103] can be attributed mainly to higher fuel content. In 
other words, with more fuel, the energy output is higher, which in turn results in higher peak 
pressures, as well as higher temperatures. Furthermore, in lean hydrogen-air mixtures with 
equivalence ratio [Eq. (35)] less than unity, the laminar flame speed 𝑆𝑙,0, increases with 
increasing equivalence ratio 𝜙 [61]. This results in faster flame propagation in cases with 
higher initial fuel content. On the contrary, the addition of increasingly larger quantities of 
steam, while maintaining the same lean hydrogen concentration, leads to a decrease of the 
experimentally observed peak pressures. This is due to the dilution effect on the burnable 
mixture, which effectively reduces the reactivity of the hydrogen [172] and consequently 
resulting in decrease of the combustion intensity. This can be also deduced from the 
aforementioned Shapiro diagram shown in Figure 1, when the same hydrogen concentration 
line is followed in the direction from lower to higher concentrations of steam. 
3.2 Experiment in HYKA-A2 facility 
The large-scale HYKA-A2 experimental facility [57], shown in Figure 7, is located 
at the site of the Karlsruhe Institute of Technology (KIT) in Karlsruhe, Germany. It is 
managed and operated by their personnel on-site. The facility is a vertical cylindrical 
stainless steel vessel with an inner diameter of 6.0 m and a total height of 9.6 m, including 
the 0.5 m of upper chamber with the cover. The total free inner volume of the vessel, which 
is designed to withstand pressures of up to 20 bar at room temperature, is 220 m3. The 
elevated floor was installed 1 m above the lowest point of the HYKA-A2 vessel’s interior, 
as seen in the right part of Figure 7. The ignition device was located 1.5 m above the floor 
level. 
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Figure 7: HYKA-A2 experimental facility (left) and schematic of the HYKA-A2 vessel (right) [57]. 
One of the important requirements of the experimental scaling procedure is the 
similarity of the reactor containment geometry and experimental facilities. For the geometry 
comparison with the HYKA-A2 vessel, two characteristic facilities have been selected, i.e. 
the aforementioned and introduced THAI experimental facility [56] and the EPR (European 
Pressurized Reactor, produced by AREVA) containment [173] as the largest representative 
of the PWR design. The main dimensions and scaling factors of these facilities are compared 
in Table 2, where measurements in brackets depict the experimental vessel’s main cavity 
height excluding the upper and lower chambers with covers. The volume of the HYKA-A2 
vessel is roughly 3.7 times larger than the volume of its closest experimental counterpart, 
i.e. the THAI vessel, while at the same time it is still almost 370 times smaller than that of 
the largest PWR containment, i.e. the EPR containment. The fact that the height to diameter 
ratio of the HYKA-A2 vessel is very similar to the ratio in the EPR containment is very 
important for the scaling of the experiment. 
Table 2: Comparison of geometrical characteristics of experimental facilities and representative 
nuclear reactor containment. 
Dimension EPR HYKA-A2 THAI 
Total volume [𝐦𝟑] 81000 220 60 
Height [𝐦] 63 9.6 (9.1) 9.2 (9.0) 
Diameter [𝐦] 45 6.0 3.2 
Aspect ratio, H/D [ ] 1.4 1.6 (1.5) 2.9 (2.8) 
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All the internal structures were removed from the vessel’s interior in order to obtain 
an empty single-compartment interior. Considering its size and the absence of any turbulence 
generating structures, combustion was expected to take place in low turbulence regimes in 
the form of slow deflagration. Since the HYKA-A2 facility is one of the largest available 
facilities, capable of conducting hydrogen combustion experiments, it offers a solid midpoint 
in validation benchmarking towards the real-scale containment of an actual nuclear power 
plant. 
The hydrogen deflagration upward flame propagation experiment (UFPE) [57] was 
proposed by the Jožef Stefan Institute (JSI) from Ljubljana, Slovenia. It was prepared and 
executed by KIT. 
The principal objectives of the conducted experiment was to address the following 
two open questions regarding the scaling involved for the hydrogen combustion in the view 
of nuclear safety: 
 Do the resulting phenomena of hydrogen combustion change progressively, if the 
experiments are performed at qualitatively similar experimental conditions at 
different scales, or would it lead to a completely different behavior? 
 Can an extrapolation from phenomena observed in a scaled-down experimental 
facility be applied to an actual containment, and if the answer is positive, how 
should such extrapolation be carried out? 
Thus, to enhance and complement the already existing knowledge on hydrogen 
deflagration, the experiment was proposed and administered with the initial conditions, 
which coincide with the already performed experiments in other experimental facilities. 
Accordingly, the tests were planned and conducted to be similar in particular to the THAI 
HD-22 hydrogen deflagration experiment presented in the previous subsection [56]. 
The hydrogen-air-steam mixture of the UFPE experiment, which was ignited at the 
bottom of the vessel, consisted of 12 𝑣𝑜𝑙. % of hydrogen, 20 𝑣𝑜𝑙. % of steam and 68 𝑣𝑜𝑙. % 
of air. The initial temperature and pressure were 90 °𝐶 and 1.49 𝑏𝑎𝑟, respectively. The 
initial conditions of the experiment are summarized in Table 3. The homogeneous 
composition of the atmosphere was ensured using the recirculation fans, which were 
switched off prior to the ignition to allow the turbulence to decay. The pressure and 
temperature were measured at several locations throughout the facility and optical 
monitoring of the flame propagation was also conducted using digital cameras. The flame 
propagation in axial and radial directions was deduced from the flame front arrival times to 
thermocouples. The uncertainties of measured parameters are estimated to be within ±2 %. 
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The purpose of the experiment was also to contribute to the experimental data pool 
with additional information and to aid with the investigation of the vessel’s larger geometry 
scale influence on potential qualitative and quantitative differences compared to results 
obtained in smaller experimental vessels, e.g. THAI experimental facility [56]. The obtained 
experimental data also served as a benchmark for validation of large-scale numerical 
simulations of hydrogen deflagration using lumped-parameter codes [174]. 
  





4 Validation and evaluation of introduced and existing 
combustion models 
This chapter first introduces the novel contributions of this thesis in detail and later 
compares their performance against those from the existing combustion models and 
experimental results. The newly introduced combustion model is the so-called extended 
eddy break-up model (EEBU) and the novel modelling approach is called “weighted laminar 
flame speed approach”, which is applied to both the extended turbulent flame speed closure 
(ETFC) model and the newly introduced EEBU model. 
Such order of conveying the contributions and results is meant to ensure that there is 
as little repetition as possible, in order to guide the reader through the entire content and 
provide her or him with sufficient information to create a clear picture, yet at the same time 
minimizing possible information saturation. 
4.1 Extended eddy break-up model 
Previously conducted simulations [169] and results presented later in this section 
suggest that although the EBU model in general produces relatively mediocre, but still 
promising predictions at a low price regarding the computational costs, it is worth of some 
further examination and development. 
The basic assumption behind the original EBU model [29] for premixed combustion 
is that the chemistry is considered infinitely fast. It is based on the assumption that, as long 
as mixing rather than reaction is the rate determining process, the cascade process of 
turbulent break-up of eddies from the integral down to the molecular scales also controls the 
chemical reactions [146]. Thus, the chemical source term for the averaged products turbulent 
reaction rate is based on the turbulent mixing time scale, i.e. 𝜏𝑡 = 𝑘⁄ , and the variance of 
mass fraction of products. Since the EBU combustion model replaces the chemical time scale 
𝜏𝑐 with the turbulent time scale 𝜏𝑡, thus neglecting all chemical kinetics and assuming 
infinitely fast chemistry, the combustion determining rate is equal to the mixing rate by 
principle of “mixed is burned”. One of the drawbacks of the EBU model is that it is not 
capable to differentiate between different fuel compositions and fuel concentrations. 
Reasonably good predictions of original EBU model are provided when turbulence 
intensity is correctly assessed, due to the direct dependence of the combustion rate on the 
turbulence levels. This is usually true when turbulence levels are higher and the flow is not 
in laminar or quasi-laminar conditions. Hence, the model’s combustion prediction quality 
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will be limited, where the turbulence levels are not assessed correctly or are extremely low 
[175]. 
It was also already brought to attention that the fast chemistry assumptions neglect 
quite a substantial range of combustion regimes. In cases with low turbulence, where the 
turbulence cannot directly interact with the flame front and drive the flame front propagation, 
the “mixed is burned” assumption should not suffice [35]. The Said-Borghi extension of the 
EBU model does indeed improve the EBU predictions with extension of the model validity 
also to the wrinkled flame regime (Figure 4). It is limited, however, to the incompressible 
gas assumption, which does not allow for any extensive flame dynamics phenomena to be 
captured. The Said-Borghi model extension is also subject to omitting the influence of the 
flame brush thickness to the combustion rate as identified by the authors of the model 
themselves [35]. 
On the other hand, the ETFC combustion model offers several beneficial alterations 
to modelling, especially the combustion behavior in the quasi-laminar regime. This approach 
introduces neither new constants nor unknown parameters to the modelling. It overcomes 
the issue of any 𝑐 = 𝑐𝑜𝑛𝑠𝑡. being the solution of Eq. (32), when all boundary conditions are 
set for derivatives of 𝑐. This model also addresses the subject of transition from the laminar 
to turbulent combustion and the growth of transitional flames, with capability of simulating 
the small laminar flame kernel development after ignition. The model also offers an 
opportunity to obtain the steady mean flame brush thickness in the asymptotic fully-
developed flames [13]. While theoretically the model does not follow a typical premixed 
flame rationale in the limit of 𝑢’ → 0, it does not seem to impede with its application to the 
practical turbulent premixed flames [3]. All these modelling properties can be retained when 
coupled with the basic EBU combustion model. 
Considering the aforementioned factors, an idea of a new combustion model 
appeared [176], which would consolidate the computationally beneficial and relatively 
effective components of the EBU combustion model with the highly promising and effective 
quasi-laminar component of the ETFC combustion model. This combustion model is named 





𝜌𝑢?̃?(1 − ?̃?) + 𝐶𝐸𝐵𝑈
?̅?
𝜏𝐸𝐵𝑈
?̃?(1 − ?̃?) . (58) 
Here, the first term on the right hand side (RHS) corresponds to the quasi-laminar source 
term used also in the ETFC model [13], while the second term on the RHS is the core of the 
original EBU combustion model [29]. The conjunction of these two parts is used to form the 
complete source term of the progress variable equation [Eq. (32)].  
The main drive behind the formulation of the EEBU combustion model was to extend 
the validity of the EBU combustion model and additionally improve the prediction of the 
model in the initial quasi-laminar phase, where the ETFC model has proven to substantially 
improve the computational predictions [43, 44]. At the same time, this modelling approach 
should retain advantages of the EBU model regarding the computational effectiveness, while 
4.2 Weighted laminar flame speed approach 47 
 
provide an improvement of prediction in the quasi-laminar phase without introducing any 
additional new constants or unknown parameters. 
A detailed analysis regarding the numerical advantages of using the ?̃̇?  ∝ ?̃?(1 − ?̃?) 
modelling approach compared to the ?̃̇?  ∝ |∇?̃?| approach has yielded an additional advantage 
regarding the required grid resolution for the equivalent reduction of numerical error [33]. 
Thus, to decrease the computational costs with removing the need to calculate the scalar 
gradient, the closure of the dependence of ?̃̇? from Eq. (32) on ?̃? is established using the most 
popular closure relation, i.e. ?̃̇?  ∝ ?̃?(1 − ?̃?) [13, 31]. This relation is based on the 
Kolmogorov-Petrovsky-Piskunov (KPP) theorem [30] incorporating Fisher’s approach 
[177], which was originally intended for models in biology and genetics but has gained a 
great deal of recognition and utilization in the field of combustion modelling as well, mainly 
due to its capability of satisfying the combustion-type nonlinearities [32]. 
Such an approach should in principle allow a much easier transition of modelling to 
larger scales, without causing a preposterous increase in computational costs, while at the 
same time still maintaining a relatively good phenomenological descriptions. Ultimately, 
upon further development and validation, it could offer a decent estimate of the combustion 
behavior in real scale NPP containments. 
4.2 Weighted laminar flame speed approach 
Previously conducted investigations [45, 46] as well as the results presented later in 
this section demonstrated marginal deviations of considered models’ predictions from the 
large-scale HYKA-A2 UFPE experimental results. The focus and spotlight here will be put 
on the ETFC and the EEBU models. Both models, despite considerably overpredicting some 
of the relevant combustion parameters in the aforementioned experiment, provided better 
predictions than other considered models, as can be seen later in Section 4.3 “Comparison 
of multiple modelling approaches”. 
The detected overestimation on the progress variable in the large-scale HYKA-A2 
UFPE experiment [45, 57], triggered an idea for a weighted laminar flame speed 𝑆𝑙,0∗ , which 
was introduced then to the ETFC and EEBU combustion models. This was carried out in 
order to decrease the impact of both the quasi-laminar and the turbulent parts of the source 
term in Eq. (51) and the quasi-laminar source term part of Eq. (58). The applied approach 
effectively replaces the laminar flame speed 𝑆𝑙,0, in the modelling with: 
 𝑆𝑙,0∗ = 𝜔𝑆𝑙 ∙ 𝑆𝑙,0 . (59) 
Here, 𝜔𝑆𝑙 is an introduced laminar flame speed weight. It should be noted here that this 
parameter is an empirical coefficient, which value is determined by comparison with 
experiments. 
The introduction of the said weighted correction was directed to the laminar flame 
speed, mainly due to this parameter’s presence in both of the source term parts in Eq. (51). 
The laminar flame speed also carries several uncertainties from the experimental 
measurements for conditions it was used in the course of this validation. Different 
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correlations provide rather diverse evaluations of the laminar flame speed when same initial 
conditions are applied due to different treatment or often even lack thereof of flame 
instabilities and other physical effects, as discussed already in Section 2.3.1 “Laminar flame 
speed”. The used correlation [Eq. (34)] accounts for these flame instabilities and represents 
the most accurate estimate of the laminar flame speed. Nevertheless, the hydrogen-air-
diluent mixtures used for the correlation development used higher equivalence ratios than 
that in the considered experiments. Thus, the value for the laminar flame speed used in the 
simulations of these experiments has been extrapolated from the lower validity threshold of 
the used correlation and as such can result in some uncertainties. 
The weighed laminar flame speed approach was applied to the ETFC model and also 
to the newly introduced EEBU model. The performance of this modelling approach is 
presented in the following subsections based on the validation analyses against the large-
scale HYKA-A2 UFPE and THAI HD-22 experiments conducted with comparable initial 
conditions but different dimensional configuration outlined in detail in Section 3 “Slow 
deflagration experiments”. The THAI HD-22 test was selected due to similarities in initial 
conditions of performed experiments, where both were conducted at elevated initial pressure 
and temperature as well as with relatively high initial hydrogen concentration, where the 
mixture was also diluted with somewhat similar levels of steam. 
4.2.1 Augmented ETFC model 
First, the investigation of the effect of the weighted laminar flame speed approach 
together with the ETFC combustion model was performed and presented here. 
In conjunction with the results from previously performed slow hydrogen 
deflagration validations [42, 43], the ETFC combustion model produced significantly better 
predictions than the TFC combustion model. However, since both models substantially 
overestimated practically all the monitored physical quantities, the augmented ETFC (called 
ETFC*) was proposed [46]. Here, Eq. (32) is closed with the ETFC closure term presented 
by Eq. (51) with additional modification of the weighted laminar flame speed as introduced 
in Eq. (59). This is done in order to decrease the impact of the source term to the detected 
overestimation on the progress variable, resulting in the final formulation of the progress 











The corresponding weighted laminar flame speed, when applied to the ETFC 
combustion model, impacts the source term with proportional contributions to the quasi-
laminar part of the source term and the turbulent part of the source term with ∝ 𝑆𝑙,0∗
2 and ∝
𝑆𝑙,0
∗ 1 4⁄ , respectively. Thus, the effect is more profound on the quasi-laminar part of the 
source term with subsiding laminar flame speed weight 𝜔𝑆𝑙, when 𝜔𝑆𝑙 < 1. 
The results using various laminar flame speed weight values, i.e. 𝜔𝑆𝑙 = 0.8, 𝜔𝑆𝑙 =
0.65, 𝜔𝑆𝑙 = 0.5, and 𝜔𝑆𝑙 = 0.4, are presented here, labeled as the augmented ETFC* along 
with the corresponding 𝜔𝑆𝑙 value. It should be noted here that additional simulation with 
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𝜔𝑆𝑙 = 0.3 was also performed, but experienced some numerical stability issues and did not 
finish successfully. The ETFC results are included here for direct and more convenient 
comparison as well as for easier evaluation of the ETFC* combustion model’s performance. 
It is worth emphasizing that the ETFC model results coincide with the ETFC* model results 
using the laminar flame speed weight 𝜔𝑆𝑙 = 1.0. 
Results presented in this section were obtained using one (1) level of AMR. The grid 
sensitivity analysis was performed on some of the presented cases using also two (2) and 
even three (3) levels of AMR [166]. This analysis showed that, in the considered cases, the 
results obtained using only one (1) level of AMR were sufficiently grid independent in order 
to consistently compare the effect of the decreasing laminar flame speed weight on the flame 
propagation behavior and considered parameters. Furthermore, one (1) level of AMR is also 
computationally much less demanding and thus considerably more feasible for conducting 
the presented comparison. 
The validation of weighted laminar flame speed approach using the ETFC* model 
was performed against the HYKA-A2 UFPE and THAI HD-22 experimental results. 
4.2.1.1 HYKA-A2 UFPE simulations 
Figure 8 shows the experimental and simulation results obtained using ETFC and 
ETFC* combustion models for the axial flame front propagation. Using the progressively 
smaller value of 𝜔𝑆𝑙 in the ETFC* model, the overprediction of flame propagation recedes 
with consecutive decrease in 𝜔𝑆𝑙. As anticipated, all ETFC* simulations predict a slower 
flame propagation than the ETFC model. With the only exception being results obtained 
using 𝜔𝑆𝑙 = 0.8, the ETFC* model slightly underpredicts the axial flame propagation. The 
information of prediction soundness for the flame propagation in the upper third of the vessel 
is inaccessible due to the low resolution and limited experimental information. The ETFC* 
model in this upper portion of the vessel predicts gradual deceleration of flame propagation, 
which was also observed in comparable experiments and corresponding simulations 
conducted in the similar but smaller THAI experimental facility [43, 44, 56]. 
The said improvement of the axial flame propagation prediction using the ETFC* 
model is even more evident in Figure 9, where the predicted axial flame velocity is 
practically identical to the experimental observations in the bottom two thirds of the vessel 
using any 𝜔𝑆𝑙 value other than 𝜔𝑆𝑙 = 0.8. In this part of the vessel, the ETFC* model 
performance can be considered superior to the ETFC model. 
The results shown in Figure 10 and Figure 11 indicate overprediction of the flame 
front propagation speed in the radial direction for all simulations. The results obtained with 
the ETFC* model gradually approach the experimentally obtained values, with the 
decreasing value of the laminar flame speed weight. What is more, the results using 𝜔𝑆𝑙 =
0.4 only slightly overpredict the considered propagation. These observations are additionally 
confirmed in Figure 11, where the radial flame front velocity results are presented. 
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Figure 8: Axial flame front propagation results (HYKA-A2 UFPE) obtained using ETFC and ETFC* 
combustion models. 
 
Figure 9: Axial flame front velocity results (HYKA-A2 UFPE) obtained using ETFC and ETFC* 
combustion models. 
A considerable subside in overprediction of the flame front speed was observed using 
the ETFC* combustion model in comparison to the ETFC model in both considered 
directions, finally resulting in better agreement with the UFPE experiment. This decrease 
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was anticipated as a result of the laminar flame speed weight 𝜔𝑆𝑙 implementation in the 
ETFC* model. 
 
Figure 10: Radial flame front propagation results (HYKA-A2 UFPE) obtained using ETFC and ETFC* 
combustion models. 
 
Figure 11: Radial flame front velocity results (HYKA-A2 UFPE) obtained using ETFC and ETFC* 
combustion models. 
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The pressure history results obtained using the ETFC and ETFC* models are 
presented in Figure 12 and compared to the experimental results. Here, a gradual decrease 
of the pressure increase rate as well as that of the maximum pressure is observed using the 
progressively smaller values of laminar flame speed weight 𝜔𝑆𝑙. The maximum pressure is, 
however, in all considered simulations, still slightly overpredicted. This slight 
overprediction along with the gradual decrease of the maximum pressure is again evident in 
Table 4, where the overpredictions gradually diminish from roughly 15 % for the ETFC 
model to 7.5 % for the ETFC* model with 𝜔𝑆𝑙 = 0.4. 
In Figure 12 and Figure 13, showing the pressure increase rate results, the impact of 
the progressive decrease of the used laminar flame speed weight is especially noticeable in 
predictions of the initial pressure increase rate, where simulation results gradually approach 
the experimental observations. Using the ETFC* model with 𝜔𝑆𝑙 = 0.4, the pressure history 
results are qualitatively predicted extremely well. These results are almost identical to those 
obtained in the UFPE experiment. Following the quantitative investigation of the maximum 
pressure increase rates, shown in Table 4, these are still considered to be substantially 
overpredicted in all simulations. The largest overprediction of the maximum pressure 
increase rate was obtained for the ETFC model with 647 %, while using the ETFC* model 
with 𝜔𝑆𝑙 = 0.4 the pressure increase rate peak overprediction has substantially decreased to 
“merely” 62.7 %. Here it is also imperative to stress out that the temporal resolution of the 
experimental pressure measurements is relatively scarce and thus some loss of information 
on potential pressure fluctuations and consequently on pressure increase rate peaks could 
have occurred. 
 
Figure 12: Pressure history results (HYKA-A2 UFPE) obtained using ETFC and ETFC* combustion 
models. 
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Figure 13: Pressure increase rate 𝑑𝑝/𝑑𝑡 results (HYKA-A2 UFPE) obtained using ETFC and ETFC* 
combustion models. 
Table 4: Maximum pressure and maximum pressure increase rate results (HYKA-A2 UFPE) 
obtained with the ETFC and ETFC* combustion model using various 𝜔𝑆𝑙 values compared to the 







UFPE Experiment 5.04·105 1.52·105 
ETFC 5.84·10
5 
+ 15.9 % 
10.0·105 
+ 559 % 
ETFC* 𝝎𝑺𝒍 = 𝟎. 𝟖 
5.78·105 
+ 14.6 % 
9.86·105 
+ 550 % 
ETFC* 𝝎𝑺𝒍 = 𝟎. 𝟔𝟓 
5.78·105 
+ 14.6 % 
7.94·105 
+ 423 % 
ETFC* 𝝎𝑺𝒍 = 𝟎. 𝟓 
5.62·105 
+ 11.6 % 
9.02·105 
+ 495 % 
ETFC* 𝝎𝑺𝒍 = 𝟎. 𝟒 
5.42·105 
+ 7.5 % 
2.47·105 
+ 62.7 % 
 
It should be noted here that relatively mild deviations of a pressure increase incline 
could lead to substantial discrepancies of the pressure gradient results in terms of 
percentages. Thus, large discrepancies of the maximum pressure increase rate results alone, 
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shown in Table 4, as well as those in all the following tables of this thesis, should not declare 
results from a certain model as inadmissible. 
The pressure decrease rate predictions by all simulations after pressure maximum 
values are reached (Figure 12) demonstrate a very good agreement with the experimental 
results. These results indirectly imply the accurate estimation of the heat loss rate to the 
surroundings during and after the combustion process. 
The need for further development of combustion models regarding the prediction 
performance in the large-scale experimental vessel HYKA-A2 was identified and executed. 
This was achieved by proposing the augmented ETFC model, i.e. ETFC* model, which 
introduces the weighted laminar flame speed to the existing ETFC model. Using this 
approach to predict the flame behavior, the simulations’ predictions were greatly improved. 
The ETFC* model using the laminar flame speed weight value of 0.4 was found to provide 
the most accurate predictions for the hydrogen deflagration in the specific case of the UFPE 
experiment performed in the large-scale vessel HYKA-A2. 
4.2.1.2 THAI HD-22 simulations 
The effect of the weighted laminar flame speed approach on the ETFC model was 
also investigated on the HD-22 experiment. This investigation was conducted in order to 
study the effects of applied modelling also on a relatively smaller scale, since this experiment 
was performed under most comparable initial conditions to the HYKA-A2 UFPE 
experiment. 
 
Figure 14: Axial flame front propagation results (THAI HD-22) obtained using ETFC and ETFC* 
combustion models. 
The experimental and simulation results obtained using ETFC and ETFC* 
combustion models for the axial flame front propagation are shown in Figure 14. The 
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subsiding value of 𝜔𝑆𝑙 used in the ETFC* model reduces the flame front propagation 
prediction speed, respectively, even though all results from simulations are predicted 
relatively similarly and deviate only slightly from one case to another, and in fact all improve 
the prediction compared to the original ETFC model’s. The only exception, which breaks 
this trend of decreasing flame propagation speed, is the case where the ETFC* model with 
𝜔𝑆𝑙 = 0.4 was used. There, the flame front prediction is in the very beginning the fastest and 
it subsides to the slowest flame prediction only in later stages. This can be even more clearly 
observed in Figure 15, where axial flame velocity results are presented. 
 
As anticipated and observed also in the previously presented set of results, which 
were based on the UFPE experiment, all ETFC* simulations predict a slower flame 
propagation than the ETFC model. Moreover, unlike in the case of UFPE experiment, the 
information of the flame propagation in the upper third of the vessel is accessible here, with 
the only exception being the top 10 cm of the vessel, i.e. up to the 98.9 % of the total vessel 
height. The ETFC as well as the ETFC* model using all laminar flame speed weights, i.e. 
0.8, 0.65, 0.5 and 0.4, predict a gradual deceleration of the flame when it approaches the 
top of the vessel, whereas the experimental observations yield no distinct flame slowdown 
towards the top. This gradual deceleration of the flame towards the top of the vessel was, 
however, also obtained from the simulations of the UFPE experiment presented in the 
previous subsection. The case using the ETFC* model with 𝜔𝑆𝑙 = 0.65 could be identified 
here to provide the best agreement with experimentally observed axial flame propagation 
and velocity shown in Figure 14 and Figure 15, respectively. Nevertheless, all considered 
predictions are stacked very tightly together as already mentioned before. 
 
Figure 15: Axial flame front velocity results (THAI HD-22) obtained using ETFC and ETFC* 
combustion models. 
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Figure 16 shows the pressure history results obtained using the ETFC and ETFC* 
models compared against the experimental results. Here, predictions using receding values 
of the laminar flame speed weight again result in moving the onset of the pressure increase 
rate further from the ignition time. As was also noticed in the axial flame propagation results 
shown in Figure 14, the prediction of pressure increase rate of ETFC* with 𝜔𝑆𝑙 = 0.4 is in 
the very early stage the fastest and its increase is later slowed down, eventually leading to 
the slowest pressure increase. 
The minor overprediction of the onset of the pressure increase rate and rather 
substantial underprediction of its maximum value are reduced using the ETFC* model. More 
specifically, predictions using the ETFC* model with 𝜔𝑆𝑙 = 0.65 and 𝜔𝑆𝑙 = 0.5 agree to a 
very high degree with the experimentally observed onset of the pressure increase rate as 
shown in Figure 16 and also in Figure 17, where the pressure increase rate results are 
presented. The prediction using the ETFC* model with 𝜔𝑆𝑙 = 0.8, on the other hand, 
produces an exceptionally good agreement regarding the maximum pressure increase rate 
shown in Table 5, i.e. it underpredicts it by only 2.5 %, which can be considered 
extraordinary accurate regarding the predictions of the considered physical quantity. This 
accurate prediction of the pressure increase rate is effectively observed also in very good 
qualitative agreement with the pressure history results in Figure 16 of the ETFC* model with 
𝜔𝑆𝑙 = 0.8. 
The aforementioned trend of reducing the intensity of the flame dynamics using 
subsiding values of the laminar flame speed weight is seen also in Table 5, with the 
maximum pressure increase rate results. There, the maximum pressure increase rate results 
obtained using ETFC* model with 𝜔𝑆𝑙 = 0.8, 𝜔𝑆𝑙 = 0.65, 𝜔𝑆𝑙 = 0.5, and 𝜔𝑆𝑙 = 0.4 yield 
underpredictions by 2.5 %, 21.8 %, 22.4 %, and 50.2 %, respectively. On the other hand, 
comparing the ETFC model and ETFC* model with 𝜔𝑆𝑙 = 0.8, the use of the latter actually 
changes the flame dynamics enough to result in the maximum pressure increase rate being 
substantially increased and thus improved from the underprediction of the ETFC model by 
41.1 % to underprediction of merely 2.5 % using the ETFC* model with 𝜔𝑆𝑙 = 0.8. 
The maximum pressure predictions shown in Table 5 yielded almost identical results 
using all considered models and were overpredicted between 1.1 % and 1.6 %, with the 
exception of the underprediction by 0.6 % using the ETFC* model with 𝜔𝑆𝑙 = 0.4. The onset 
of the maximum pressure is also almost identically predicted by all considered models, with 
again the exception of the ETFC* with 𝜔𝑆𝑙 = 0.4, and it also agrees very well with the 
experimental observations. While the onset of the maximum pressure alone is not of any 
major significance regarding the safety issues, it gives a good estimation of the much more 
important parameter, i.e. the mean pressure increase rate, when paired with the start of the 
pressure increase rate. 
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Figure 16: Pressure history results (THAI HD-22) obtained using ETFC and ETFC* combustion 
models. 
 
Figure 17: Pressure increase rate 𝑑𝑝/𝑑𝑡 results (THAI HD-22) obtained using ETFC and ETFC* 
combustion models. 
Again, the heat loss rate to the surroundings was correctly accounted for as implied 
by the correct prediction of the pressure decrease rate results, which can be best seen in 
Figure 16. 
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Table 5: Maximum pressure and maximum pressure increase rate results (THAI HD-22) obtained 
with the ETFC and ETFC* combustion model using various 𝜔𝑆𝑙 values compared to the 
experimental results, with differences (%) between calculated and experimental results. 





HD-22 Experiment 4.72·105 4.31·105 
ETFC 4.77·10
5 
+ 1.1 % 
2.54·105 
- 41.1 % 
ETFC* 𝝎𝑺𝒍 = 𝟎. 𝟖 
4.79·105 
+ 1.6 % 
4.20·105 
- 2.5 % 
ETFC* 𝝎𝑺𝒍 = 𝟎. 𝟔𝟓 
4.78·105 
+ 1.5 % 
3.37·105 
- 21.8 % 
ETFC* 𝝎𝑺𝒍 = 𝟎. 𝟓 
4.79·105 
+ 1.6 % 
3.34·105 
- 22.4 % 
ETFC* 𝝎𝑺𝒍 = 𝟎. 𝟒 
4.69·105 
- 0.6 % 
2.15·105 
- 50.2 % 
 
Apart from the almost identical prediction of the maximum pressure and its onset 
using the ETFC and all versions of the ETFC* model, a gradual decrease of the intensity of 
basically all monitored quantities took place with the subsiding value of the laminar flame 
speed weight 𝜔𝑆𝑙, i.e. maximum pressure increase rate, onset of the pressure increase, and 
axial flame propagation. Interestingly, apart from the case using the laminar flame speed 
weight 0.4, there was no significant deviation between qualitative results of the considered 
predictions. 
Among all the investigated predictions presented here, the ETFC* model using 𝜔𝑆𝑙 =
0.8 was considered to capture the flame dynamics and behavior observed in the HD-22 
experiment the best and offers some improvement to already good predictions obtained using 
the “raw” ETFC model. Its prediction was especially good regarding the pressure increase 
rate and its maximum value. Moreover, this model was also on par with other considered 
models’ accurate predictions of the maximum pressure and the axial flame propagation. 
4.2.2 Augmented EEBU model 
To follow up and complement the investigation of weighted laminar flame speed 
approach effect on ETFC model, the same concept was used on the newly introduced EEBU 
combustion model, since both models substantially overestimated practically all of the 
monitored quantities in the UFPE experiment performed in the large-scale HYKA-A2 
facility. Analogously to the ETFC* model procedure, the augmented EEBU (denoted 
EEBU*) was proposed, where Eq. (32) is closed with the EEBU closure term presented by 
Eq. (58) with additional modification of the weighted laminar flame speed as introduced in 
Eq. (59). As explained previously, this is done in order to decrease the impact of the source 
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term to the detected overestimation on the progress variable, which results in the final 





𝜌𝑢?̃?(1 − ?̃?) + 𝐶𝐸𝐵𝑈
?̅?
𝜏𝐸𝐵𝑈
?̃?(1 − ?̃?) (61) 
The effect of the weighted laminar flame speed approach applied to the EEBU 
combustion model directly affects only the quasi-laminar source term in the same proportion 
as in the ETFC combustion model, i.e. with ∝ 𝑆𝑙,0∗
2, while it does not introduce any 
additional leverage on the turbulent source term part. 
Various laminar flame speed weight values were used and corresponding models are 
presented here labeled as EEBU* along with the corresponding 𝜔𝑆𝑙 value, i.e. 𝜔𝑆𝑙 = 0.5, 
𝜔𝑆𝑙 = 0.65, and 𝜔𝑆𝑙 = 0.8. It is worth emphasizing that analogously to the ETFC and ETFC* 
model relationship, the EEBU model results coincide with the EEBU* model results using 
the laminar flame speed weight of 𝜔𝑆𝑙 = 1.0. 
All results presented in this section were obtained using the same treatment of the 
numerical computational domain, i.e. the region around the flame front was refined using 
one (1) level of AMR. The grid sensitivity analysis was performed on some of the presented 
cases using also two (2) levels of AMR. This analysis showed that in the considered cases 
the results obtained using only one (1) level of AMR were sufficiently grid independent in 
order to consistently compare the effect of the decreasing laminar flame speed weight on the 
flame propagation behavior and considered quantities. Furthermore, one (1) level of AMR 
is also computationally much less demanding and thus considerably more feasible for 
conducting the presented comparison. 
As for the ETFC* model, the validation of this novel approach using the EEBU* 
model was performed against the HYKA-A2 UFPE and THAI HD-22 experimental results. 
4.2.2.1 HYKA-A2 UFPE simulations 
Starting the comparison of the EEBU* model performance against the HYKA-A2 
UFPE experiment with the axial flame front propagation results depicted in Figure 18, it can 
be observed that the progressive decrease of the laminar flame speed weight also gradually 
decreases the axial flame front propagation. This is in accordance with the previously 
analyzed performance of the ETFC* model as well as with the actual conceptual idea behind 
the development of this modelling approach. It can be observed that while the basic EEBU 
model and EEBU* model with 𝜔𝑆𝑙 = 0.8 both overpredict the axial flame propagation speed, 
on the contrary the EEBU* models with 𝜔𝑆𝑙 = 0.65 and 𝜔𝑆𝑙 = 0.5 slightly but progressively 
underpredict the experimentally obtained results. Both discussed pairs, i.e. EEBU and 
EEBU* with 𝜔𝑆𝑙 = 0.8 as well as EEBU* with 𝜔𝑆𝑙 = 0.65 and 𝜔𝑆𝑙 = 0.5, also produce very 
similar predictions, while between these two prediction pairs there is a slight gap right where 
the experimental observations are taking place. These observations are all in accordance with 
the axial flame velocity results presented in Figure 19. 
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Figure 18: Axial flame front propagation results (HYKA-A2 UFPE) obtained using EEBU and EEBU* 
combustion models. 
 
Figure 19: Axial flame front velocity results (HYKA-A2 UFPE) obtained using EEBU and EEBU* 
combustion models. 
The flame front propagation results in radial direction presented in Figure 20 show 
that the EEBU and EEBU* with 𝜔𝑆𝑙 = 0.8 models provide almost identical predictions, 
which is analogous to the performance of said models in axial direction. The flame front 
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propagation velocity was there rather substantially overpredicted, as can be observed also in 
Figure 21. As expected, a further decrease of the laminar flame speed weight also further 
reduces the radial flame propagation velocity and, in the case of EEBU* 𝜔𝑆𝑙 = 0.5, the radial 
flame propagation speed is even underpredicted up to roughly the last third of the vessel 
radius towards the side. In fact, the EEBU* 𝜔𝑆𝑙 = 0.5 prediction of the radial flame front 
propagation very much resembles the results obtained using the EBU combustion model that 
are also discussed later in Section 4.3 “Comparison of multiple modelling approaches”. This 
implies an important caution notice that whenever the laminar flame speed weight is used 
excessively, the EEBU* model can simply revert to the EBU model, due to the overly 
intensified reduction of the quasi-laminar source term influence introduced to the EEBU 
model in Eq. (58). 
 
Figure 20: Radial flame front propagation results (HYKA-A2 UFPE) obtained using EEBU and EEBU* 
combustion models. 
The radial flame front velocity results shown in Figure 21 also show a gradual 
decrease of the predicted velocity using the progressive decrease of the laminar flame speed 
weight. 
Figure 22 shows the pressure history results obtained using the considered models 
versus the experimental results. The EEBU and EEBU* with 𝜔𝑆𝑙 = 0.8 models provide very 
similar predictions both qualitatively and quantitatively, with a slight decrease in pressure 
increase rate and maximum pressure prediction being observed using the latter (Figure 22 
and Figure 23). The maximum pressure results are overpredicted by 13.7 % and by 
13.6 % while the maximum pressure increase rate results are substantially overpredicted, 
i.e. by 413% and by 287 %, respectively, using the EEBU model and EEBU* model with 
𝜔𝑆𝑙 = 0.8, as shown in Table 6. 




Figure 21: Radial flame front velocity results (HYKA-A2 UFPE) obtained using EEBU and EEBU* 
combustion models. 
 
Figure 22: Pressure history results (HYKA-A2 UFPE) obtained using EEBU and EEBU* combustion 
models. 
The qualitative comparison of pressure history results shown in Figure 22 yields the 
conclusion that the EEBU* model with 𝜔𝑆𝑙 = 0.65 provides the closest agreement to the 
4.2 Weighted laminar flame speed approach 63 
 
experimental results amongst considered models. Using this model, the maximum pressure 
is overpredicted by 8.15 % and the maximum pressure increase rate by 66 % as seen in 
Table 6. While the latter is still a substantial overprediction, it is a considerable improvement 
regarding the overpredictions of EEBU and EEBU* with 𝜔𝑆𝑙 = 0.8 models. In addition, the 
qualitative comparison of the pressure increase rate shown in Figure 23 shows that the results 
obtained with EEBU* with 𝜔𝑆𝑙 = 0.65 most closely resemble the experimental 
measurements, despite the aforementioned overprediction. 
As was observed already in the flame propagation analyses of both axial and 
especially radial flame propagation, the initial pressure increase results obtained using the 
EEBU* with 𝜔𝑆𝑙 = 0.5 model (Figure 22 and Figure 23) somewhat resemble the EBU 
model’s results shown later in Section 4.3 “Comparison of multiple modelling approaches”. 
It is therefore implied that the performance of the EEBU* model could revert to that of the 
EBU model, when an exceedingly low value of the laminar flame speed weight is used. In 
the case of HYKA-A2 UFPE test, this critical value is below 𝜔𝑆𝑙 = 0.5. The maximum 
pressure is nevertheless still overpredicted by 4.0 % and the maximum pressure increase rate 
by 13.5 %, as seen in Table 6. While these results are quantitatively closest to the 
experimental observations among the considered models, the qualitative comparison favors 
the case using the EEBU* model with 𝜔𝑆𝑙 = 0.65. 
 
Figure 23: Pressure increase rate 𝑑𝑝/𝑑𝑡 results (HYKA-A2 UFPE) obtained using EEBU and EEBU* 
combustion models. 
The pressure decrease rate after the combustion is completed indicates a correct 
energy transfer rate assessment to the surroundings via the heat release through walls. 
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Table 6: Maximum pressure and maximum pressure increase rate results (HYKA-A2 UFPE) 
obtained with the EEBU and EEBU* combustion model using various 𝜔𝑆𝑙 values compared to the 







UFPE Experiment 5.04·105 1.52·105 
EEBU 5.73·10
5 
+ 13.7 % 
7.78·105 
+ 413 % 
EEBU* 𝝎𝑺𝒍 = 𝟎. 𝟖 
5.72·105 
+ 13.6 % 
5.87·105 
+ 287 % 
EEBU* 𝝎𝑺𝒍 = 𝟎. 𝟔𝟓 
5.45·105 
+ 8.15 % 
2.52·105 
+ 66.0 % 
EEBU* 𝝎𝑺𝒍 = 𝟎. 𝟓 
5.24·105 
+ 4.0 % 
1.72·105 
+ 13.5 % 
 
Whereas, while applying the weighted laminar flame speed approach to the ETFC 
model, the ETFC* model with 𝜔𝑆𝑙 = 0.4 was recognized as the most favorable option, the 
story is slightly different with the EEBU model. Here, the applied EEBU* model with 𝜔𝑆𝑙 =
0.65 was identified as the most promising among the considered cases for this particular 
UFPE experiment conducted in the large-scale HYKA-A2 facility. The results considering 
the augmented EEBU* model required lower correction using the laminar flame speed 
weight than in the case with the EEBU model. Results obtained using the EEBU* model 
with 𝜔𝑆𝑙 = 0.65 provide substantial improvement over the EEBU model results regarding 
the flame propagation prediction and especially regarding better qualitative and quantitative 
pressure increase rate prediction. 
The main reason for lower correction of the laminar flame speed required in the 
EEBU* model than in the ETFC* model, in order to achieve similar effect on the final 
results, lies in the relation between the laminar flame speed and its different effect on the 
source term production in original ETFC and EEBU models. The ETFC model is affected 
by the laminar flame speed both via the quasi-laminar and the turbulent source terms with 
proportional contributions of the rate ∝ 𝑆𝑙,0∗
2 and ∝ 𝑆𝑙,0∗
1 4⁄ , respectively [Eq. (51)]. In the 
EEBU model, on the other hand, this contribution is limited only to the quasi-laminar source 
term, with the rate of ∝ 𝑆𝑙,0∗
2, while the turbulent source term production is unaffected by 
the laminar flame speed [Eq. (58)]. 
The presented results imply that the performance of the EEBU* model could revert 
to that of the EBU model, when an exceedingly small laminar flame speed weight is used. 
In the considered case of HYKA-A2 UFPE experiment, this critical value is below 𝜔𝑆𝑙 =
0.5. The excessive reduction of the laminar flame speed weight is therefore precarious and 
should be performed with caution and followed by proper evaluation of the results, in order 
to avoid possible oversimplification of the prediction. 
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4.2.2.2 THAI HD-22 simulations 
Analogously as in the case of the UFPE experiment, the laminar flame speed weights 
of 𝜔𝑆𝑙 = 0.5, 𝜔𝑆𝑙 = 0.65, and 𝜔𝑆𝑙 = 0.8 are used here with the EEBU* model and their 
performance is presented also against the THAI HD-22 experiment. 
 
Figure 24: Axial flame front propagation results (THAI HD-22) obtained using EEBU and EEBU* 
combustion models. 
 
Figure 25: Axial flame front velocity results (THAI HD-22) obtained using EEBU and EEBU* 
combustion models. 
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Looking at the axial flame front propagation results presented in Figure 24, there is 
very little to tell apart the results obtained using the EEBU model and the EEBU* model 
with 𝜔𝑆𝑙 = 0.5, 𝜔𝑆𝑙 = 0.65, and 𝜔𝑆𝑙 = 0.8, where the axial flame front propagation 
prediction actually agrees very well with the experimental results throughout the major part 
of the vessel. A noticeable flame deceleration prediction is again observed when the flame 
approaches the top of the vessel using all considered models here. Interestingly, the flame 
propagation deceleration prediction towards the top increases when using higher values of 
the laminar flame speed weights. Here it should be emphasized again,that the EEBU model 
would coincide with the EEBU* model with the laminar flame speed weight of 𝜔𝑆𝑙 = 1.0. 
All the aforementioned remarks and trends regarding the EEBU* model performance in 
THAI HD-22 can also be observed in Figure 25, where the axial flame front velocity results 
are shown. 
The pressure history results shown in Figure 26 suggest a very evident trend of the 
maximum pressure decrease, the later onset of the pressure increase as well as appearance 
and enlargement of the distinct flat top near the maximum pressure with the progressively 
smaller laminar flame speed weight used in the augmented EEBU* model. One should bear 
in mind that the EEBU model would coincide with the EEBU* model with the laminar flame 
speed weight of 𝜔𝑆𝑙 = 1.0. 
The progressive reduction of the maximum pressure predictions can be most clearly 
observed from results presented in Table 7, where the predictions using the progressively 
smaller values of the laminar flame speed weight, i.e. 𝜔𝑆𝑙 = 0.8, 𝜔𝑆𝑙 = 0.65, and 𝜔𝑆𝑙 = 0.5, 
produce also progressively larger maximum pressure underpredictions, i.e. by 7.2 %, 
10.7 %, and 16.6 %, respectively. 
The maximum pressures (Figure 26 and Table 7) and the pressure increase rates 
(Figure 27 and Table 7) were rather expectedly decreasing using the progressively smaller 
laminar flame speed weights, i.e. 𝜔𝑆𝑙 = 0.8, 𝜔𝑆𝑙 = 0.65, and 𝜔𝑆𝑙 = 0.5. 
The pressure history (Figure 26) and the pressure increase rate results (Figure 27) 
indicate that the EEBU* model with 𝜔𝑆𝑙 = 0.65 produced very reminiscent predictions to 
the EBU model’s, as will be shown later in Section 4.3 “Comparison of multiple modelling 
approaches”. As was also observed in the validation study using the HYKA-A2 UFPE 
experiment, the excessive reduction of the laminar flame speed weight results in the 
performance of the EEBU* model simply reverting to that of the EBU model. Thus, in the 
considered case of THAI HD-22 experiment, this critical value was found to be somewhere 
between 𝜔𝑆𝑙 = 0.65 and 𝜔𝑆𝑙 = 0.5, while being somewhat closer to the former. Any 
additional decrease of the laminar flame speed weight, for instance already to 𝜔𝑆𝑙 = 0.5, 
results in further deterioration of the prediction and eventually even underperformance of 
already rather impaired performance of the EBU model, as is also shown in detail later in 
Section 4.3 “Comparison of multiple modelling approaches”. 
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Figure 26: Pressure history results (THAI HD-22) obtained using EEBU and EEBU* combustion 
models. 
 
Figure 27: Pressure increase rate 𝑑𝑝/𝑑𝑡 results (THAI HD-22) obtained using EEBU and EEBU* 
combustion models. 
The pressure decrease rate, which follows the maximum pressure, predicted by all 
considered combustion models depicted in Figure 26, demonstrates good resemblance to 
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experimental observations, which in turn implies an accurate prediction of the heat loss rate 
to the surroundings. 
Table 7: Maximum pressure and maximum pressure increase rate results (THAI HD-22) obtained 
with the EEBU and EEBU* combustion model using various 𝜔𝑆𝑙 values compared to the 







UFPE Experiment 4.72·105 4.31·105 
EEBU 4.39·10
5 
- 6.9 % 
2.59·105 
- 39.9 % 
EEBU* 𝝎𝑺𝒍 = 𝟎. 𝟖 
4.38·105 
- 7.2 % 
2.23·105 
- 48.3 % 
EEBU* 𝝎𝑺𝒍 = 𝟎. 𝟔𝟓 
4.21·105 
- 10.7 % 
8.69·105 
- 53.9 % 
EEBU* 𝝎𝑺𝒍 = 𝟎. 𝟓 
3.94·105 
- 16.6 % 
9.72·105 
- 69.1 % 
 
The laminar flame speed weight approach used with EEBU* model actually 
deteriorates the raw EEBU model’s performance in simulations of THAI HD-22 experiment, 
with the decreasing value of the laminar flame speed weight. Nevertheless, with the largest 
laminar flame speed weight used, i.e. EEBU* with 𝜔𝑆𝑙 = 0.8, the qualitative and 
quantitative prediction of the EEBU model was not significantly hindered. However, the 
presented results also strongly imply that the performance of the EEBU* model simply 
reverts to that of the EBU model, when exceedingly small laminar flame speed weight is 
used. In the considered case of THAI HD-22 experiment, this critical value was found to be 
between 𝜔𝑆𝑙 = 0.65 and 𝜔𝑆𝑙 = 0.5, unlike in the case of the HYKA-A2 UFPE experiment, 
where this critical value was estimated to be somewhere below 𝜔𝑆𝑙 = 0.5. The excessive 
laminar flame speed weight reduction is therefore risky and should be performed with 
caution, proper evaluation as well as, if possible, thorough validation of the results, in order 
to avoid the oversimplification of the predictions and, last but not least, to dodge possible 
misleading predictions. 
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4.3 Comparison of multiple modelling approaches 
A comparison of the performance of the combustion models is presented here and 
evaluated separately for each associated experiment. The models’ performance is first 
validated against the UFPE experiment conducted in the large-scale HYKA-A2 
experimental vessel. This is followed by the validation against the HD-22 experiment 
conducted in smaller, yet still considered large-scale, experimental vessel THAI, with very 
similar initial conditions than that used in UFPE. Finally, the simulation results are compared 
also to two experiments in the latter facility using two different hydrogen concentrations 
without presence of a diluent in form of steam in the initial mixture, i.e. THAI HD-12 and 
THAI HD-7 experiments. 
Thus, the used set of evaluations firstly addresses the volume decrease, followed by 
the elimination of diluent and finally also the decrease of the hydrogen concentration in the 
initial mixture. 
The models considered for the performance comparison (summarized in Table 8) 
start with the most widely used model in the field of hydrogen combustion modelling in 
nuclear safety field, i.e. the TFC model. Its successor, which extends the validity to the quasi-
laminar region, i.e. the ETFC model, is considered next, while the performance of the less 
sophisticated EBU combustion model is tested last. On top of these existing models, the 
performance of the newly introduced EEBU model and the weighted laminar flame speed 
approach, i.e. ETFC* and EEBU* models, is also analyzed and evaluated. 
Table 8: Summary of implemented combustion models. 
Model Formulation of ?̃̇? 
TFC [24] 
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In order to help with the understanding and visualization for which combustion 
regimes these combustion models are most suited for, their theoretically estimated domain 
of validity has been added in Figure 28 to the Borghi diagram, which purpose and use has 
been thoroughly discussed in Section 2.3.2.1 “Turbulent premixed combustion diagram”. 
 
Figure 28: Rough estimation of different combustion models’ validity domains 
within the classical turbulent combustion regime diagram (Borghi diagram). 
The presented TFC and ETFC model validations have already been performed 
against the HYKA-A2 UFPE experiment [45, 46] as well as against THAI experiments [43, 
65] as a continuation of the validation process, which includes also hydrogen deflagration 
experiments in smaller vessels addressing both slow and fast deflagrations [12, 39, 42, 61, 
65]. 
The experimental flame propagation results are obtained from the temperature profile 
results in the considered direction, where the flame arrival to each thermocouple is linked to 
the rapid temperature increase at the associated location. 
Detailed grid sensitivity analyses were performed for each case in order to guarantee 
that the numerical errors were reduced to the level of being nearly insignificant in the 
presented validation analyses. As a result, two (2) levels of AMR were used for most of the 
presented simulations. In some exceptions, where a different AMR level was used, e.g. only 
one (1) level, an additional argumentation and reasoning for such decision is provided. 
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4.3.1 HYKA-A2 UFPE simulations 
The validation of the combustion models, namely TFC, ETFC, ETFC* with 𝜔𝑆𝑙 =
0.4, EBU, EEBU and EEBU* with 𝜔𝑆𝑙 = 0.65, is performed here against the experimental 
results of the HYKA-A2 UFPE experiment. In Section 4.2 “Weighted laminar flame speed”, 
the results obtained using ETFC* with 𝜔𝑆𝑙 = 0.4 and the EEBU* with 𝜔𝑆𝑙 = 0.65 were 
identified as the best predictions and were therefore selected as the representatives for the 
ETFC* model and EEBU* model used for comparison with the existing combustion models 
in the UFPE simulations. 
The flame front propagation in the axial direction of the vessel is shown in Figure 
29. Comparison of the considered models suggests that while TFC, ETFC and EEBU models 
overpredict the axial flame front propagation, the TFC combustion model systematically 
overestimates it to a greater extent than the ETFC and EEBU combustion models. On the 
other hand, the EBU model, ETFC* model with 𝜔𝑆𝑙 = 0.4, and EEBU* model with 𝜔𝑆𝑙 =
0.65 systematically underpredict it and in fact produce very comparable predictions 
regarding the axial flame front propagation. The latter three models at the same time also 
predict the gradual slow down of the flame propagation near the top of the HYKA-A2 vessel. 
The resolution of the experimental flame propagation results is very coarse and some 
information about the flame propagation is missing in the upper third of the vessel. From 
what information is available, the flame front propagation velocity in the axial direction, 
shown in Figure 30, is predicted rather successfully by all models, with the exception of the 
TFC model, which increasingly overpredicts it. In the upper third of the vessel, the TFC 
combustion model predicts considerably faster flame acceleration than other considered 
models. However, due to lack of measurement points in this region, no comparison with the 
experimental results and thus conclusive judgement on models’ performance can be made. 
 
Figure 29: Axial flame front propagation results (HYKA-A2 UFPE) obtained using TFC, ETFC, ETFC* 
(𝜔𝑆𝑙 = 0.4), EBU, EEBU and EEBU* (𝜔𝑆𝑙 = 0.65) combustion models. 
72 Chapter 4. Validation and evaluation of introduced and existing combustion models 
 
 
Figure 30: Axial flame front velocity results (HYKA-A2 UFPE) obtained using TFC, ETFC, ETFC* 
(𝜔𝑆𝑙 = 0.4), EBU, EEBU and EEBU* (𝜔𝑆𝑙 = 0.65) combustion models. 
If the axial flame propagation predictions can be considered relatively adequate, the 
story is quite different in the radial direction for the TFC, ETFC, and EEBU models. The 
results, displayed in Figure 31, and ensuing radial flame front velocity results, presented in 
Figure 32, indicate a substantial overprediction of the flame front propagation in the radial 
direction of the vessel by these three models. Even though the TFC combustion model 
predicts a faster propagation in this direction than the ETFC and EEBU models, predictions 
by all three models imply considerably faster propagation than the experiment suggested. 
On the other hand, the flame propagates initially very rapidly using the EBU model, while 
the same model provides excellent agreement with the experiment in the radial direction 
after that spike all the way to the outer third of the vessel’s radius. The initial spike in the 
EBU model’s propagation prediction, though less intense, can be observed also in axial 
direction (shown in Figure 30) indicating rapid combustion process prediction in the initial 
stage. This could be attributed to the model’s dependency of the combustion rate on the 
turbulence levels and it’s known deficiency of combustion prediction in the regions of 
extremely low turbulence levels [175]. Both the ETFC* with 𝜔𝑆𝑙 = 0.4 and EEBU* with 
𝜔𝑆𝑙 = 0.65 show significantly improved predictions versus their original counterparts 
regarding the radial flame propagation speed and, as such, only slightly overpredict it. 
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Figure 31: Radial flame front propagation results (HYKA-A2 UFPE) obtained using TFC, ETFC, ETFC* 
(𝜔𝑆𝑙 = 0.4), EBU, EEBU and EEBU* (𝜔𝑆𝑙 = 0.65) combustion models. 
 
Figure 32: Radial flame front velocity results (HYKA-A2 UFPE) obtained using TFC, ETFC, ETFC* 
(𝜔𝑆𝑙 = 0.4), EBU, EEBU and EEBU* (𝜔𝑆𝑙 = 0.65) combustion models. 
What can also be observed in Figure 31, with the radial flame propagation, and even 
more evidently in Figure 32, showing the radial flame velocity results, is that the TFC model 
predicts rapid flame acceleration of the flame front towards the side of the vessel. This 
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acceleration is to a much smaller extent noticeable also by other models, while the 
experimental measurement points, on the other hand, do not indicate any noteworthy 
acceleration of the flame in the radial direction. 
While the flame propagation is predicted with comparable rate in both considered 
directions in simulations with TFC, ETFC and EEBU models, it can be concluded that the 
dominant term here was related to the turbulent reaction rate. However, the experimental 
results suggest a significantly faster propagation in the vertical rather than in the horizontal 
direction, which indicates that the buoyancy-based convection is a significant contributor to 
the flame propagation. The predictions obtained using the EBU, the ETFC* with 𝜔𝑆𝑙 = 0.4 
and EEBU* with 𝜔𝑆𝑙 = 0.65 combustion models regarding solely the flame propagation 
results in axial and radial direction also indicate similar conclusions. 
In Figure 33 and Figure 34, the pressure history results and pressure increase rate 
results obtained with the considered combustion models are compared to the experimental 
results, respectively. The overpredictions of the initial pressure increase rate as well as the 
overprediction of the mean pressure increase rate are the most apparent qualitative outcomes 
of the TFC, ETFC, and EEBU combustion models. The mean pressure increase rate is 
qualitatively characterized by the incline from the onset of the pressure increase to the 
maximum pressure level in Figure 33. It is however evident that the ETFC combustion 
model, with its additional quasi-laminar source term in Eq. (51), reduces the overprediction 
of the initial pressure increase rate compared to the TFC combustion model. The EBU 
model’s prediction of the pressure increase rate is considerably underestimated and indicates 
also underprediction of the combustion process intensity altogether, particularly in the 
middle and late phase of combustion. The different treatment of the quasi-laminar 
combustion regimes in the EEBU model compared to its predecessor, i.e. the EBU model, 
also results in significant improvement in predictions, even though the EEBU model now 
overpredicts the maximum pressure and the pressure increase rate. By far the best predictions 
come from the ETFC* (𝜔𝑆𝑙 = 0.4) and EEBU* (𝜔𝑆𝑙 = 0.65) models, indicating that the 
laminar flame speed weight indeed yielded the desired result in reducing the progress 
variable intensity. 
The quantitative comparison presented in Table 9 endorses the aforementioned 
observations of the pressure increase rate over- and underpredictions by considered models. 
Namely, the maximum pressure increase rate was overpredicted by almost an order of 
magnitude by the TFC combustion model, i.e. by roughly 840 %, and a bit less by the ETFC 
and EEBU models, i.e. by almost 650 % and 415 %, respectively. Meanwhile, the EBU 
model’s prediction of the maximum pressure increase rate was underpredicted by almost 
70 %. On the other hand, the ETFC* (𝜔𝑆𝑙 = 0.4) and EEBU* (𝜔𝑆𝑙 = 0.65) models were 
significantly more accurate regarding their predictions of the maximum pressure increase 
rate and overpredicted this parameter by “merely” 63 % and 66 %, respectively. 
The situation is similar regarding the prediction of the maximum pressure. While the 
TFC, ETFC, and EEBU combustion models overestimated it by 17.5 %, 15.3 %, and by 
13.7 %, respectively, it was underestimated by the EBU model by 16.0 %. The ETFC* with 
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𝜔𝑆𝑙 = 0.4 and EEBU* with 𝜔𝑆𝑙 = 0.65 were again the most accurate, overpredicting the 
maximum pressure by 7.5 % and 8.2 %, respectively. 
 
Figure 33: Pressure history results (HYKA-A2 UFPE) obtained using TFC, ETFC, ETFC* (𝜔𝑆𝑙 = 0.4), 
EBU, EEBU and EEBU* (𝜔𝑆𝑙 = 0.65) combustion models. 
 
Figure 34: Pressure increase rate 𝑑𝑝/𝑑𝑡 results (HYKA-A2 UFPE) obtained using TFC, ETFC, ETFC* 
(𝜔𝑆𝑙 = 0.4), EBU, EEBU and EEBU* (𝜔𝑆𝑙 = 0.65) combustion models. 
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The pressure decrease rate results obtained from all combustion models in question, 
i.e. the TFC, ETFC, ETFC* (𝜔𝑆𝑙 = 0.4), EBU, EEBU and EEBU* (𝜔𝑆𝑙 = 0.65) models, 
depicted most evidently in Figure 33, demonstrate adequate resemblance to experiments, 
which implies an accurate prediction of the heat loss rate to the surroundings. 
Table 9: Maximum pressure and maximum pressure increase rate results (HYKA-A2 UFPE) 
obtained with TFC, ETFC, ETFC* (𝜔𝑆𝑙 = 0.4), EBU, EEBU and EEBU* (𝜔𝑆𝑙 = 0.65) combustion 
models compared to the experimental results, with differences (%) between calculated and 
experimental results. 





UFPE Experiment 5.04·105 1.52·105 
TFC 5.92·10
5 
+ 17.5 % 
14.2·105 
+ 836 % 
ETFC 5.81·10
5 
+ 15.3 % 
11.3·105 
+ 647 % 
ETFC* (𝝎𝑺𝒍 = 𝟎. 𝟒) 
5.42·105 
+ 7.5 % 
2.47·105 
+ 62.7 % 
EBU 4.23·10
5 
- 16.0 % 
0.490·105 
- 67.7 % 
EEBU 5.73·10
5 
+ 13.7 % 
7.78·105 
+ 413 % 
EEBU* (𝝎𝑺𝒍 = 𝟎. 𝟔𝟓) 
5.45·105 
+ 8.2 % 
2.52·105 
+ 66.0 % 
 
To assess the performance and prediction abilities of analyzed combustion models, 
an additional evaluation based on the flame front development was conducted. Experimental 
evaluation of the flame front development was conducted using the reconstruction of the 
spatial flame front propagation in the form of isochrones, which were obtained using 
interpolation of the flame arrival times to each thermocouple. An additional optical 
inspection using high-speed photographic cameras with the background-oriented schlieren 
(BOS) technique [178, 179] was conducted. 
A photograph of the flame front development taken approximately 0.6 𝑠 after 
ignition during the UFPE experiment, which was post-processed using the BOS technique 
[178, 179], is shown in Figure 35. The flame front developed a mushroom-like shape, which 
is typically observed in the slow deflagration upward propagating experiments and indicates 
a buoyancy driven flame propagation. The flame front is relatively smooth with somewhat 
minor fluctuations, indicating rather weak effects of flame instabilities. The most plausible 
explanation for the “shoe-like” shape of the flame, observed in Figure 35, is the presence of 
the ignition and instrumentation equipment present in the area, which cause the flame to 
creep on it [180]. This aforementioned “shoe-like” flame evolution is not considered an 
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inherent combustion phenomena also due to the otherwise distinctly symmetrical flame front 
development, whereas this formation clearly breaks such symmetry. 
 
Figure 35: Representation of the early flame front development observed in the UFPE experiment 
using the BOS technique around the ignition area at the elevation of 1.5 m approximately 0.6 s 
after ignition [57]. 
 
Figure 36: Reconstruction of flame front positions at different times of the test UFPE. Black solid 
points correspond to position of thermocouples with labeled flame arrival times, while solid lines 
correspond to the isochrones with labeled flame arrival times after start of the experiment2 [57]. 
                                                 
2 Here it is estimated that ignition occurred approximately 2.5 s after the start of the experiment. Thus, 
for direct comparison with simulation results, where ignition was initiated at 𝑡 = 0 s, 2.5 s should be deducted 
from these experimentally obtained isochrones. 
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Figure 36 shows the reconstruction of flame front propagation based on the flame 
arrival times to each thermocouple in the UFPE test. The position of each thermocouple is 
represented with a black dot, with corresponding information of the flame arrival time. This 
procedure allows to interpolate all positioned arrival time points to build isochrones, which 
are the lines of equal flame arrival time, and eventually provides insight into the flame front 
development during the experiment. Here, a distinct mushroom-like shape of the flame can 
also be observed moving towards the top of the vessel, as well as a wide base, which forms 
at the bottom. The latter should not be mistaken with the “shoe-like” shape, which is 
observable in Figure 35. 
The simulation results obtained using the TFC, ETFC, ETFC* with 𝜔𝑆𝑙 = 0.4, EBU, 
EEBU, and EEBU* with 𝜔𝑆𝑙 = 0.65 combustion models are presented in Figure 37, Figure 
38, Figure 39, Figure 40, Figure 41, and Figure 42, respectively. The flame front at three 
different elevations in the symmetry plane of the vessel, i.e. at 3 m, 5 m, and 7 m, is 
represented using the progress variable contours, where the red color represents the burned 
and the blue color the unburned mixture. 
 
Figure 37: Flame front development (HYKA-A2 UFPE) predicted by the TFC combustion model 
presented with the progress variable contours (red and blue colors represent the burned and the 
unburned mixture regions, respectively) at different elevations above floor level. 
The flame development obtained using the TFC and ETFC models (Figure 37 and 
Figure 38) show rather similar flame front evolution, where the flame is mostly advancing 
nearly equally intensively in both axial and radial directions, indicating that the turbulent 
reaction rate was the dominating term for the propagation progression. In other words, the 
effect of buoyancy seems to be exceedingly overpowered by the turbulent flame propagation, 
thus resulting in very slight and almost imperceptible influence of buoyancy on the flame 
front development. In both cases, the flame front develops a disturbed and wavy surface, 
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which indicates strong flame instabilities effects. Since the flow field in this case is implied 
to be more turbulent than observed in the experiment and using the ETFC* (𝜔𝑆𝑙 = 0.4) 
model, this effects can be attributed to hydrodynamic instabilities [3, 19]. However, due to 
the still relatively low flame front propagation velocity and the lean hydrogen-air-steam 
mixture nature, these instabilities can be caused also by the preferential diffusion thermal 
(PDT) instabilities effect (Section 2.3.3.3). Most probably, a combination of both is causing 
the flame front to develop such a corrugated shape, thus increasing the flame front area and 
further enhancing the propagation. 
 
 
Figure 38: Flame front development (HYKA-A2 UFPE) predicted by the ETFC combustion model 
presented with the progress variable contours (red and blue colors represent the burned and the 
unburned mixture regions, respectively) at different elevations above floor level. 
Figure 39 shows the flame development predicted using the ETFC* (𝜔𝑆𝑙 = 0.4) 
model. In this simulation, the flame front develops a mushroom-like shape, which is in 
conjunction with observation in the considered UFPE experiment (Figure 35). This shape 
indicates that buoyancy dominated the flame front propagation in this simulation. The flame 
front in this simulation case propagated much slower, as was also shown in the previous 
section. Even when the flame front reached the elevation 7 m above the vessel floor, the 
considerable portion of the combustion mixture was still left unburned, i.e. only 14.4 % of 
the total mixture was burned at that time. While in the cases using the TFC and ETFC models 
the majority of the burnable cloud in the vessel up to that elevation was already consumed, 
i.e. 86.0 % of the total mixture for the TFC and 75.7 % for the ETFC case. This resulted in 
slower overall energy release and consequently the pressure rise observed in the ETFC* 
(𝜔𝑆𝑙 = 0.4) simulation, thoroughly discussed beforehand. Based on this, the ETFC* (𝜔𝑆𝑙 =
80 Chapter 4. Validation and evaluation of introduced and existing combustion models 
 
0.4) predictions provide significantly better overall agreement with the experiment than the 
TFC and ETFC models. 
 
Figure 39: Flame front development predicted (HYKA-A2 UFPE) by the ETFC* (𝜔𝑆𝑙 = 0.4) 
combustion model presented with the progress variable contours (red and blue colors represent 
the burned and the unburned mixture regions, respectively) at different elevations above floor 
level. 
Flame developments obtained using the somewhat related models, i.e. the EBU, 
EEBU and EEBU* with 𝜔𝑆𝑙 = 0.65, are presented in Figure 40, Figure 41, and Figure 42, 
respectively. Distinct similarities can be observed between flame front development using 
the EBU model and EEBU* model with 𝜔𝑆𝑙 = 0.65. These are also in agreement with 
experimental observations (Figure 36) and predictions of ETFC* model with 𝜔𝑆𝑙 = 0.4 
(Figure 39). There, a clearly visible mushroom-like shape is developed, where the flame 
propagation obviously favors the vertical (axial) direction, where buoyancy assists turbulent 
flame propagation, over the solely turbulent reaction rate driven propagation in the radial 
direction. 
In case when the EEBU* model with 𝜔𝑆𝑙 = 0.65 is used, a distinct tail-like shape of 
the flame front in the lower part appears, as seen in Figure 42, which is to some degree 
observable also in the experiments, where an apparent wide base is formed (see Figure 36). 
This shape should not be mistaken with the “shoe-like” shape observed in Figure 35, which 
is attributed to the presence of the ignition and measurement equipment in the region 
resulting in the flame crawling up on them. The EEBU* model also predicts thicker flame 
brush, which is in Figure 42 distinctly noticeable via the smudged regions of the presented 
progress variable contours. 
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Figure 40: Flame front development (HYKA-A2 UFPE) predicted by the EBU combustion model 
presented with the progress variable contours (red and blue colors represent the burned and the 
unburned mixture regions, respectively) at different elevations above floor level. 
However, some strange behavior of flame development using the EEBU model 
(Figure 41) can be observed, especially when the flame front approaches the walls of the 
vessel. A distinct region develops where the flame front is almost equidistant from the vessel 
walls. In this region, the wall treatment is used to estimate the turbulent kinetic energy and 
the turbulent dissipation rate. The EBU model origins, which is a foundation model for the 
newly introduced EEBU model (see Section 4.1 “Extended eddy break-up model”), are 
based on modelling the turbulent time scale. Therefore, it requires accurate predictions of 
both turbulent kinetic energy and turbulent dissipation rate, in order to produce reliable 
results. The enhanced wall treatment was used in modelling which does not require grid 
resolutions of the laminar sublayer dimensions, since it uses an advanced wall function, 
which is able to address the spectrum of different grid resolutions, i.e. very fine, coarse and 
intermediate resolutions [92]. Even though, a potentially improper estimation of either 
turbulent kinetic energy or the turbulent dissipation rate, can result in erroneous predictions 
of the EBU related models, such as EEBU combustion model, in such regions. The EEBU 
model is also the only one out of the “EBU family” models presented here, which produces 
noticeable instabilities in form of the rather wavy flame front (Figure 41). It should also be 
noted here that the source for these instabilities could also come from numerical schemes. 
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Figure 41: Flame front development (HYKA-A2 UFPE) predicted by the EEBU combustion model 
presented with the progress variable contours (red and blue colors represent the burned and the 
unburned mixture regions, respectively) at different elevations above floor level. 
 
Figure 42: Flame front development (HYKA-A2 UFPE) predicted by the EEBU* (𝜔𝑆𝑙 = 0.65) 
combustion model presented with the progress variable contours (red and blue colors represent 
the burned and the unburned mixture regions, respectively) at different elevations above floor 
level. 
One of the prevailing reasons for the overestimation of the maximum pressure and 
the pressure increase rate by the TFC, ETFC, and EEBU models is believed to lie in the 
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overprediction of the combustion models’ source term for the very low-turbulent flow in the 
large unobstructed volume of the HYKA-A2 experimental vessel. This term is, as explained 
in Section 2.4 “Combustion models”, substantially influenced by the laminar flame speed 
input. Moreover, due to the much shorter simulated combustion time compared to the 
experimental observation, the thermal interaction of the combustion mixture with the 
surrounding wall takes place over a shorter period of time. This does not allow for the energy 
levels inside the computational domain to decrease from the overall combustion energy 
output sufficiently enough, even though the pressure decrease rate was, as mentioned 
beforehand, predicted very accurately by both combustion models. Consequently, the 
maximum pressure levels remain overestimated. 
On the other hand, the main reason for the rather poor performance of the EBU 
combustion model observed in this case can be attributed to the model’s well-known 
deficiency of not taking into account the mixture composition properly, as was also 
addressed in Section 2.4 “Combustion models”. 
While the overprediction of the TFC, ETFC, and EEBU models regarding the 
maximum pressure can be still somewhat acceptable by being considered conservative, the 
substantial underprediction of the EBU model regarding said parameter is worrisome and 
thus cannot be trusted that it takes into consideration all involved combustion phenomena 
properly. Thus, the introduction of the EEBU model offered some improvement over its 
predecessor model, i.e. the EBU model, with the addition of the quasi-laminar source term 
in Eq. (58). 
Low turbulent flow and ensuing slow hydrogen-air-steam deflagration taking place 
in a large unobstructed volume was overpredicted by the available combustion models. This 
resulted in a flame development based primarily on the turbulent flame propagation, where 
the flame advances with comparable intensity in all directions. Thus, a weighted laminar 
flame speed approach was formulated, which, when used with proper caution and evaluation, 
results in balancing the quasi-laminar and the turbulent source term effect on the flame 
propagation prediction. This is true when used with both the augmented ETFC* model as 
well as with the augmented EEBU* model. Such an approach effectively reduces the source 
term production and with that the flame propagation intensity, which allows for the 
buoyancy to increase its role regarding the flame propagation advancement in the axial, i.e. 
vertical, direction. 
Based on presented qualitative and quantitative analyses of the investigated 
parameters as well as comparison of the flame development with the experimentally 
obtained results, i.e. BOS processed photographs and the reconstruction of the flame front 
positions based on the flame arrival to each thermocouple, two cases emerged as the best 
simulation approaches for the considered HYKA-A2 UFPE experiment. These two were the 
ETFC* model with the laminar flame speed weight of 𝜔𝑆𝑙 = 0.4 and the EEBU* with the 
laminar flame speed weight 𝜔𝑆𝑙 = 0.65, which produced by far superior predictions to other 
considered models.  
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4.3.2 THAI HD-22 simulations 
The validation of the combustion models, namely TFC, ETFC, ETFC* with 𝜔𝑆𝑙 =
0.8, EBU, EEBU and EEBU* with 𝜔𝑆𝑙 = 0.8, is performed here against the experimental 
results of the test HD-22, which was conducted under similar initial conditions than that of 
HYKA-A2 UFPE experiment. The initial temperatures and pressures were almost identical 
in those two experiments, while the initial hydrogen concentration was lower in the THAI 
HD-22 experiment, i.e. 9.9 vol. % versus the 12 vol. % in UFPE. On the other hand, the 
initial steam dilution with 25.3 vol. % was higher than in UFPE, where it was 20 vol. %. 
The biggest difference between tests THAI HD-22 and HYKA-A2 UFPE is the size of 
vessels used for the experiments. The experimental vessel HYKA-A2 has a volume of nearly 
four times as that of THAI, i.e. 220 m3 versus 60 m3. In Section 4.2 “Weighted laminar 
flame speed”, the results obtained using ETFC* with 𝜔𝑆𝑙 = 0.8 and EEBU* with 𝜔𝑆𝑙 = 0.8 
were identified as the best representatives for the ETFC* model and EEBU* model to be 
used for comparison with the existing combustion models in the THAI HD-22 simulations. 
The axial flame front propagation prediction, shown in Figure 43, implies that the 
existing combustion models, i.e. the TFC, ETFC and EBU model, predict progressively 
slower mean flame front propagation, respectively. Initially, the TFC model overpredicts the 
axial flame front propagation, while the ETFC model overpredicts it slightly. The EBU 
model, on the other hand, slightly underpredicts the initial flame front propagation in axial 
direction. In the middle part of the vessel, all three considered models then predict a 
relatively constant flame propagation in axial direction, which is in agreement with 
experimental observations and can be more clearly seen in Figure 44, where axial flame 
velocity results are presented. A gradual flame deceleration is observed when the flame 
approaches the top of the vessel using all combustion models, whereas in the experiment the 
flame propagates towards the top at a relatively constant rate, with some slight velocity 
oscillations. 
The EBU model’s prediction of axial flame propagation agrees best with the 
experimental results, especially in the upper third of the vessel, out of the three existing 
models. The observations regarding axial flame propagation are also in agreement with axial 
velocity results presented in Figure 44. Here the substantial initial overprediction of flame 
propagation in axial direction using the TFC model is clearly seen, due to the model’s lack 
of proper flame predictions in the quasi-laminar region (see Section 2.4.1 “Turbulent flame 
speed closure model”). The other two models, i.e. the TFC and ETFC models, on the other 
hand, provide rather similar overall predictions of the axial flame propagation, with the 
ETFC model predicting faster axial flame propagation than the EBU model roughly in the 
lower half of the vessel, whereas the opposite is true in the upper half, i.e. the EBU model 
predicts a faster flame propagation than the ETFC. 
Predictions of the axial flame front propagation obtained with the newly introduced 
EEBU model and EEBU* model with 𝜔𝑆𝑙 = 0.8 very much resemble that of its predecessor, 
i.e. the EBU combustion model, and slightly underpredict the axial propagation speed 
overall. On the other hand, the ETFC* with 𝜔𝑆𝑙 = 0.8, while still predicting a faster flame 
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propagation in axial direction than the experiment, slightly improve the prediction over the 
ETFC model’s. 
 
Figure 43: Axial flame front propagation results (THAI HD-22) obtained using TFC, ETFC, ETFC* 
(𝜔𝑆𝑙 = 0.8), EBU, EEBU and EEBU* (𝜔𝑆𝑙 = 0.8) combustion models. 
 
Figure 44: Axial flame front velocity results (THAI HD-22) obtained using TFC, ETFC, ETFC* (𝜔𝑆𝑙 =
0.8), EBU, EEBU and EEBU* (𝜔𝑆𝑙 = 0.8) combustion models. 
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The TFC model substantially overpredicts the initial pressure increase and its onset 
as shown in Figure 45 depicting the pressure history results and in Figure 46 showing the 
pressure increase rate results. This is also in agreement with its substantial overprediction of 
the initial flame propagation shown in Figure 43. While the EBU model’s axial flame front 
predictions (Figure 43) indicated a good agreement with experiments, this good impression 
is lost looking at the qualitative shape of the pressure history results in Figure 45. The EBU 
prediction systematically underpredicts the experimental observations regarding the pressure 
development. From the existing models, i.e. the TFC, ETFC and EBU model, the ETFC 
model’s predictions are by far the closest to the experimentally obtained results throughout 
the combustion process.  
The predictions of the EEBU model and the EEBU* model with 𝜔𝑆𝑙 = 0.8 resemble 
again very closely that from the EBU model, resulting in rather substantial underpredictions 
of the maximum pressure, i.e. both by approximately 7 % compared to EBU’s 
underprediction of 9 %, and the maximum pressure increase rate by almost 40 % and 50 %, 
respectively, while the EBU model underpredicted this parameter by roughly 25 %. A 
possible reason for such pressure behavior could be that in the later stages of deflagration 
process the combustion first consumes the hydrogen mixture in the upper part of the vessel. 
The combustion towards the bottom propagates then much slower due to the buoyancy acting 
in the opposite direction. Such flame behavior was also observed in some of the THAI 
experiments with downward propagating deflagration [56]. 
 
Figure 45: Pressure history results (THAI HD-22) obtained using TFC, ETFC, ETFC* (𝜔𝑆𝑙 = 0.8), EBU, 
EEBU and EEBU* (𝜔𝑆𝑙 = 0.8) combustion models. 
Use of the ETFC* model with 𝜔𝑆𝑙 = 0.8 further improved the predictions from the 
ETFC model, which are considered to produce the best qualitative agreement with 
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experimental results among the existing models. This is also confirmed in Table 10, where 
the maximum pressure increase rate is shown to be by far the closest to the experimental 
results with the underprediction of merely 2.5 %, while the raw ETFC model underpredicted 
this parameter by more than 40 %. The maximum pressure predictions shown in Table 10 
show slight overprediction of both ETFC* (𝜔𝑆𝑙 = 0.8) and ETFC model by just over 1 %. 
The mean pressure increase rate, represented by the incline from the onset of the 
pressure increase to the maximum pressure level seen in Figure 45, is best reproduced by the 
ETFC* (𝜔𝑆𝑙 = 0.8) model, closely followed by the raw ETFC model. Other models falsely 
predicted either the onset of the pressure increase and its intensity, i.e. the TFC model, or 
the onset of the maximum pressure along with its peak level and the pressure development 
leading to the maximum, i.e. the EBU, EEBU, and EEBU* (𝜔𝑆𝑙 = 0.8) models. 
 
 
Figure 46: Pressure increase rate 𝑑𝑝/𝑑𝑡 results (THAI HD-22) obtained using TFC, ETFC, ETFC* 
(𝜔𝑆𝑙 = 0.8), EBU, EEBU and EEBU* (𝜔𝑆𝑙 = 0.8) combustion models. 
The heat loss rate to the surroundings was correctly accounted for as implied by the 
correct prediction of the pressure decrease rate results, which can be seen best in Figure 45. 
Analogously as done in the simulations of the HYKA-A2 UFPE experiment, the 
flame front development predicted by the different combustion models was also investigated 
and compared to the experimental observations of the THAI HD-22 test. 
The reconstruction of the flame front propagation based on the flame arrival times to 
each thermocouple in the HD-22 experiment is presented in Figure 47. The position of each 
thermocouple is represented with a red dot along with corresponding information of the 
flame arrival time. Based on these measurements, the isochrones were constructed, which 
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represent the lines of equal flame arrival time. Here, a mushroom-like shape can also be 
observed. However, it is not as distinct as in the UFPE experiment (Figure 36). The flame 
front propagation observed was not entirely symmetrical throughout the whole height of the 
vessel, since it developed some slight irregularities moving towards the top of the vessel. 
Table 10: Maximum pressure and maximum pressure increase rate results (THAI HD-22) obtained 
with TFC, ETFC, ETFC* (𝜔𝑆𝑙 = 0.8), EBU, EEBU and EEBU* (𝜔𝑆𝑙 = 0.8) combustion models 
compared to the experimental results, with differences (%) between calculated and experimental 
results. 





HD-22 Experiment 4.72·105 4.31·105 
TFC 4.70·10
5 
- 0.4 % 
2.35·105 
- 45.4 % 
ETFC 4.77·10
5 
+ 1.1 % 
2.54·105 
- 41.1 % 
ETFC* (𝝎𝑺𝒍 = 𝟎. 𝟖) 
4.79·105 
+ 1.6 % 
4.20·105 
- 2.5 % 
EBU 4.29·10
5 
- 9.0 % 
3.25·105 
- 24.2 % 
EEBU 4.39·10
5 
- 6.9 % 
2.59·105 
- 39.9 % 
EEBU* (𝝎𝑺𝒍 = 𝟎. 𝟖) 
4.38·105 
- 7.2 % 
2.23·105 
- 48.3 % 
 
The simulation results obtained using the TFC, ETFC, ETFC* with 𝜔𝑆𝑙 = 0.8, EBU, 
EEBU, and EEBU* with 𝜔𝑆𝑙 = 0.8 combustion models are presented in Figure 48, Figure 
49, Figure 50, Figure 51, Figure 52, and Figure 53, respectively. The flame front at three 
different elevations in the symmetry plane of the vessel, i.e. at 3 m, 5 m, and 7 m, is 
represented using the progress variable contours, where the red color represents the burned 
and the blue color the unburned mixture. 
The results obtained using the TFC, ETFC and ETFC* with 𝜔𝑆𝑙 = 0.8 are presented 
in Figure 48, Figure 49, and Figure 50, respectively, and show similar predictions of the 
flame development. However, the flame develops progressively more mushroom-like shape 
going from TFC to ETFC and finally to the ETFC* model. This suggests that additional 
treatment of the quasi-laminar flame regime and subsequently also the weighted treatment 
of the laminar flame speed affects the flame propagation. It increasingly promotes the effect 
of the buoyancy, with reduction of the turbulent reaction rate effect on flame propagation. A 
similar observation of such a trend can be obtained also regarding the flame propagation not 
only towards the side of the vessel but also towards the bottom. Using the TFC model, the 
flame reaches the bottom before it reaches the 3 m elevation mark, while with the ETFC 
model there is still a small gap where the flame has not reached the bottom yet. This gap is 
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even ever so slightly bigger using the ETFC* model. This also agrees with the 
aforementioned observation regarding the reduction of the turbulent flame propagation 
intensity in favor of the more buoyant propagation. 
 
Figure 47: Reconstruction of flame front positions at different times of the test THAI HD-22. Red 
points correspond to position of thermocouples with labeled flame arrival times and red lines 
correspond to the isochrones with labeled flame arrival times [56]. 
 
Figure 48: Flame front development (THAI HD-22) predicted by the TFC combustion model 
presented with the progress variable contours (red and blue colors represent the burned and the 
unburned mixture regions, respectively) at different elevations above floor level. 
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Figure 49: Flame front development (THAI HD-22) predicted by the ETFC combustion model 
presented with the progress variable contours (red and blue colors represent the burned and the 
unburned mixture regions, respectively) at different elevations above floor level. 
 
Figure 50: Flame front development (THAI HD-22) predicted by the ETFC* (𝜔𝑆𝑙 = 0.8) combustion 
model presented with the progress variable contours (red and blue colors represent the burned 
and the unburned mixture regions, respectively) at different elevations above floor level. 
Very similar flame developments can be observed using the EBU, EEBU, and 
EEBU* (𝜔𝑆𝑙 = 0.8) models, shown in Figure 51, Figure 52, and Figure 53, respectively. 
Here, an unmistakable mushroom-like shape is developed while the flame propagates 
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towards the top of the vessel and the buoyancy driven flame propagation in this direction 
dominates over the turbulent flame propagation, which is the primary mechanism for the 
flame advancement in radial and downward directions. 
A somewhat wider flame brush is observed using the EEBU and EEBU* models 
shown in Figure 52 and Figure 53, respectively, which is again evident by the smudged 
progress variable contours. The results obtained using the EEBU and EEBU* (𝜔𝑆𝑙 = 0.8) 
models in fact indicate very similar flame development. The biggest difference can be 
observed only regarding the flame development directed towards the bottom of the vessel, 
where the EEBU* (𝜔𝑆𝑙 = 0.8) model’s results are suggesting slower flame propagation. This 
again agrees with the previously mentioned observation regarding the reduction of the 
turbulent flame propagation intensity in favor of the more buoyant propagation using the 
weighted laminar flame speed approach. 
Using all three “EBU family” models shown here in Figure 51, Figure 52, and Figure 
53, a distinct tail-like shape of the flame front trailing part can be distinguished. A similar 
flame development was also observed in the UFPE experiment using the EEBU* model with 
𝜔𝑆𝑙 = 0.65 (Figure 42). Such flame shape was not derived in the reconstruction of the 
experimental flame front propagation results shown in Figure 47. However, due to rather 
coarse positioning of the thermocouples, such flame development might have gone 
unnoticed due to smearing caused by the interpolation of results. 
 
Figure 51: Flame front development (THAI HD-22) predicted by the EBU combustion model 
presented with the progress variable contours (red and blue colors represent the burned and the 
unburned mixture regions, respectively) at different elevations above floor level. 
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Figure 52: Flame front development (THAI HD-22) predicted by the EEBU combustion model 
presented with the progress variable contours (red and blue colors represent the burned and the 
unburned mixture regions, respectively) at different elevations above floor level. 
 
Figure 53: Flame front development (THAI HD-22) predicted by the EEBU* (𝜔𝑆𝑙 = 0.8) combustion 
model presented with the progress variable contours (red and blue colors represent the burned 
and the unburned mixture regions, respectively) at different elevations above floor level. 
The simulations using the available combustion models on the THAI facility cases 
with its narrower cylindrical chamber than that of the HYKA-A2 facility already produced 
relatively good predictions of investigated quantities as well as of the flame front 
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development. While the EBU model showed very promising performance regarding the axial 
flame front predictions, it substantially underpredicted the pressure increase rate and 
maximum pressure, which indicates that the predicted flame development was not the same 
as the one obtained in the HD-22 experiment. The TFC model’s lack of properly addressing 
the initial quasi-laminar combustion (see Section 2.4.1 “Turbulent flame speed closure 
model”) resulted in substantial overprediction of the initial flame propagation and also of 
the pressure increase rate. From the existing models used in simulating the HD-22 
experiment, the ETFC model showed the best overall performance, predicting very 
accurately the maximum pressure as well as all monitored and identified qualitative 
phenomenological indicators of the flame propagation, development, and resulting pressure 
increase rate. 
Moreover, the introduction of the EEBU model improved the traditional EBU 
model’s performance and further augmentation of the ETFC with the laminar flame speed 
weight approach improved the predictions of this model even further. Considering the THAI 
HD-22 test results alone, the best prediction of the investigated parameters as well as the 
flame front development was obtained using the ETFC* model with the laminar flame speed 
weight of 𝜔𝑆𝑙 = 0.8. Such an approach effectively influences the source term production 
and with that the flame propagation intensity. This allows for balancing of the quasi-laminar 
and the turbulent source term effects on the flame propagation prediction and, with that, the 
relation between the buoyancy and the turbulence driven flame propagation. 
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4.3.3 THAI HD-12 simulations 
The validation of the combustion models, namely TFC, ETFC, ETFC* with 𝜔𝑆𝑙 =
0.5, EBU, EEBU and EEBU* with 𝜔𝑆𝑙 = 0.65, is performed here against the experimental 
results of the test HD-12, which was conducted with the initial hydrogen concentration of 
8.0 𝑣𝑜𝑙. %, ambient initial temperature and elevated initial pressure, i.e. approximately 
1.5 𝑏𝑎𝑟. The ignition was located at the bottom of the facility, with all the initial conditions 
described in detail in Section 3 “Slow deflagration experiments”. The laminar flame speed 
weight values of 0.5 and 0.65 were selected to represent the ETFC* and EEBU* models, 
respectively, in comparison with the existing combustion models in the THAI HD-12 
simulations. Selection of such rather substantial laminar flame speed weight values was 
made in order to compare the effect on the source term production and with that on the 
combustion dynamics. 
The flame front propagation results in axial direction, shown in Figure 54, and the 
flame front velocity results in the same direction, depicted in Figure 55, show the fastest 
flame propagation prediction by the TFC model, followed by the ETFC model. The 
prediction of the EBU combustion model is then ever so slightly slower, while yet agreeing 
very well with the ETFC model’s prediction and in fact follows the observed axial flame 
front propagation in the HD-12 experiment most closely among the three existing models. 
 
Figure 54: Axial flame front propagation results (THAI HD-12) obtained using TFC, ETFC, ETFC* 
(𝜔𝑆𝑙 = 0.5), EBU, EEBU and EEBU* (𝜔𝑆𝑙 = 0.65) combustion models. 
The simulation using the newly introduced EEBU model produced the slowest flame 
front propagation prediction among all considered models and show the most promising 
results considering the axial front propagation alone. While the introduction of the weighted 
laminar flame speed approach on the ETFC model resulted in the slow-down of the flame 
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propagation in case using the ETFC* (𝜔𝑆𝑙 = 0.5), the application of this approach on the 
EEBU model actually resulted in slight increase of the flame front propagation speed in the 
axial direction. 
All considered models produced similar qualitative predictions, which started first 
with slower propagation, followed by slight acceleration and then some relatively steady 
propagation until eventual slowdown before reaching the top of the vessel. The biggest 
exception here was the TFC model, which predicted rather substantial initial flame 
acceleration in the axial direction, which can be observed even more clearly in Figure 55, 
where the axial flame front velocity results are presented. Here, a rather good performance 
of all combustion models’ prediction, with exception of the TFC model’s, can be confirmed 
as well. 
The main reason for the initial flame acceleration prediction using the TFC 
combustion model lies in its lack of addressing the quasi-laminar combustion behavior as 
already explained in Section 2.4 “Combustion models”. 
 
 
Figure 55: Axial flame front velocity results (THAI HD-12) obtained using TFC, ETFC, ETFC* (𝜔𝑆𝑙 =
0.5), EBU, EEBU and EEBU* (𝜔𝑆𝑙 = 0.65) combustion models. 
Considering the pressure development during the THAI HD-12 experiment, with 
pressure history and pressure increase rate results shown in Figure 56 and Figure 57, 
respectively, the TFC model substantially overpredicted the initial pressure increase, where 
the other two existing models, i.e. ETFC and EBU model, provided qualitatively better 
predictions for this initial combustion phase. The initial pressure development is even better 
predicted using the ETFC* (𝜔𝑆𝑙 = 0.5), while the predictions using the EEBU and EEBU* 
(𝜔𝑆𝑙 = 0.65) models are by far the most accurate regarding this combustion stage and follow 
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the experimental results almost perfectly. These different predictions of the onset of the 
pressure increase are distinctly noticeable and present themselves in a form of a time-shift, 
which indicate different treatment or lack thereof, of the quasi-laminar combustion regime 
by different combustion models. 
The maximum pressure was predicted very accurately by all considered models. 
While it was overpredicted between 6 % and 7 % using the TFC, ETFC, and ETFC* (𝜔𝑆𝑙 =
0.5) models and by roughly 9 % using the EBU model, it was underpredicted by the EEBU 
and EEBU* (𝜔𝑆𝑙 = 0.65) models by about 2.5 % and 7.5 %, respectively, as seen in Table 
11.  
The results obtained using the “EBU family”, i.e. the EBU, EEBU, and EEBU* 
models, indicated some noticeable decrease in the pressure increase rate midway through the 
combustion process, while the other models, i.e. TFC, ETFC and ETFC* models, predicted 
the main pressure increase rate rather successfully. The mean pressure increase rate is 
characterized by the incline from the onset of the pressure increase to the maximum pressure 
level seen in Figure 56. 
The pressure history obtained using the ETFC* (𝜔𝑆𝑙 = 0.5) model experiences a 
noticeable increase of the pressure increase rate midway through the combustion process. 
This can then be seen also in form of a spike in Figure 57 and is indicated also as a substantial 
overprediction, i.e. by more than 190 %, of the maximum pressure increase rate in Table 11. 
The maximum pressure increase rate is overpredicted using the EBU, TFC, and ETFC 
models by roughly 17 %, 31 %, and 40 %, respectively. The EEBU and EEBU* (𝜔𝑆𝑙 =
0.65) models, on the other hand, underpredict this parameter by approximately 32 % and 
44 %, respectively. 
 
Figure 56: Pressure history results (THAI HD-12) obtained using TFC, ETFC, ETFC* (𝜔𝑆𝑙 = 0.5), EBU, 
EEBU and EEBU* (𝜔𝑆𝑙 = 0.65) combustion models. 
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Figure 57: Pressure increase rate 𝑑𝑝/𝑑𝑡 results (THAI HD-12) obtained using TFC, ETFC, ETFC* 
(𝜔𝑆𝑙 = 0.5), EBU, EEBU and EEBU* (𝜔𝑆𝑙 = 0.65) combustion models. 
Table 11: Maximum pressure and maximum pressure increase rate results (THAI HD-12) obtained 
with TFC, ETFC, ETFC* (𝜔𝑆𝑙 = 0.5), EBU, EEBU and EEBU* (𝜔𝑆𝑙 = 0.65) combustion models 
compared to the experimental results, with differences (%) between calculated and experimental 
results. 





HD-12 Experiment 4.93·105 1.93·105 
TFC 5.27·10
5 
+ 6.75 % 
2.53·105 
+ 30.9 % 
ETFC 5.25·10
5 
+ 6.36 % 
2.71·105 
+ 40.2 % 
ETFC* (𝝎𝑺𝒍 = 𝟎. 𝟓) 
5.24·105 
+ 6.30 % 
5.62·105 
+ 191.3 % 
EBU 5.39·10
5 
+ 9.34 % 
2.25·105 
+ 16.5 % 
EEBU 4.81·10
5 
- 2.46 % 
1.31·105 
- 32.2 % 
EEBU* (𝝎𝑺𝒍 = 𝟎. 𝟔𝟓) 
4.56·105 
- 7.65 % 
1.08·105 
- 43.8 % 
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The pressure decrease rate, following the maximum pressure, predicted by all three 
considered combustion models, depicted in Figure 56, indicates adequate resemblance to 
experimental observation, which implies an accurate prediction of the heat loss rate to the 
surroundings. 
Regarding the performance of the considered combustion models versus the HD-12 
experiment, one could perceive the following observations. Qualitatively looking, the best 
prediction was provided by the EEBU combustion model. The EEBU model also predicted 
most accurately the maximum pressure, while the maximum pressure increase rate was still 
underpredicted rather substantially. The TFC combustion model substantially overpredicted 
the combustion intensity of the initial quasi-laminar phase, while the EBU combustion model 
overpredicted the maximum pressure, resulting in substantial decrease of the pressure 
increase rate. The weighted laminar flame speed approach when applied to the ETFC model 
slightly improved the predictions with the ETFC* (𝜔𝑆𝑙 = 0.5), i.e. the maximum pressure 
and axial flame propagation prediction, while it substantially overpredicted the maximum 
pressure increase rate. On the other hand, when the same approach was applied to the EEBU 
model using the EEBU* (𝜔𝑆𝑙 = 0.65) model, the predictions slightly deteriorated compared 
to the aforementioned best performer in the simulations of the THAI HD-22 experiment. 
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4.3.4 THAI HD-7 simulations 
The validation of the combustion models, namely TFC, ETFC, ETFC* with 𝜔𝑆𝑙 =
0.5, EBU, EEBU and EEBU* with 𝜔𝑆𝑙 = 0.65, is performed here against the experimental 
results of the test HD-7, which was conducted with almost identical initial conditions as the 
test HD-12, except for the increase of the initial hydrogen concentration from 8.0 vol. % in 
HD-12 to 9.9 vol. % in HD-7. Analogously as in the THAI HD-12 simulations, the laminar 
flame speed weight values of 0.5 and 0.65 were selected to represent the ETFC* and EEBU* 
models, respectively, in comparison with the existing combustion models in the THAI HD-
7 simulations. 
Figure 58 shows the axial flame front propagation results, where the TFC model 
again predicts the fastest flame, especially in the initial phase due to the lack of model’s 
consideration of the quasi-laminar combustion regime. The EBU model substantially 
underpredicts the axial flame propagation speed, suggesting that the ETFC prediction can be 
considered qualitatively the most accurate among the existing models, based on these results. 
While also considering the axial flame front velocity results presented in Figure 59, the same 
can be concluded for the flame propagation roughly in the first two thirds of the total vessel 
height. The newly introduced EEBU model produced even better predictions of the axial 
flame propagation than the ETFC model, resulting in slight yet constant overprediction of 
the axial flame propagation speed. 
Application of the weighted laminar flame speed approach to the ETFC and EEBU 
models, using the ETFC* (𝜔𝑆𝑙 = 0.5) model and EEBU* (𝜔𝑆𝑙 = 0.65) model, respectively, 
reduced the axial flame propagation speed resulting in underprediction of said parameter 
using both models, with the underprediction being more distinct using the EEBU* (𝜔𝑆𝑙 =
0.65) model. 
 
Figure 58: Axial flame front propagation results (THAI HD-7) obtained using TFC, ETFC, ETFC* 
(𝜔𝑆𝑙 = 0.5), EBU, EEBU and EEBU* (𝜔𝑆𝑙 = 0.65) combustion models. 
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Figure 59: Axial flame front velocity results (THAI HD-7) obtained using TFC, ETFC, and EBU 
combustion models. 
The pressure history results and the pressure increase rate results presented in Figure 
60 and in Figure 61, respectively, show that the initial pressure increase is extremely rapid 
and, as such, substantially overpredicted by the TFC model. On the other hand, the ETFC* 
(𝜔𝑆𝑙 = 0.5) model predict this initial pressure increase rather accurately, while the EBU and 
especially the EEBU* (𝜔𝑆𝑙 = 0.65) substantially underpredict this parameter and its onset. 
However, the ETFC and EEBU models, while overestimating the onset of the pressure 
increase rate, predict the initial pressure increase rate reasonably accurately. 
The maximum pressure was predicted extremely accurately by all considered models 
as seen from Table 12. While the EEBU model overpredicted this parameter by a bit more 
than 2 %, the other models predicted it within 1 % accurate. Due to the considerably longer 
simulated combustion time using the EEBU* (𝜔𝑆𝑙 = 0.65) model compared to the 
experimental observation, the thermal interaction of the combustion mixture with the 
surrounding wall takes place over a longer period of time, resulting in excessive amount of 
the thermal energy being released to the surroundings and reduction of the maximum energy 
levels inside the computational domain. Consequently, the maximum pressure levels remain 
underestimated by roughly 8 %. 
The maximum pressure increase rate is, on the other hand, only slightly 
underpredicted by the TFC model as shown in Table 12, i.e. by less than 3 %, while other 
considered models underpredict this parameter significantly more, i.e. nearly 60 % using the 
ETFC and EBU models, roughly 25 % using the EEBU and ETFC* (𝜔𝑆𝑙 = 0.5) and 
approximately by 65 % using the EEBU* (𝜔𝑆𝑙 = 0.65) model. 
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Figure 60: Pressure history results (THAI HD-7) obtained using TFC, ETFC, ETFC* (𝜔𝑆𝑙 = 0.5), EBU, 
EEBU and EEBU* (𝜔𝑆𝑙 = 0.65) combustion models. 
 
Figure 61: Pressure increase rate 𝑑𝑝/𝑑𝑡 results (THAI HD-7) obtained using TFC, ETFC, ETFC* 
(𝜔𝑆𝑙 = 0.5), EBU, EEBU and EEBU* (𝜔𝑆𝑙 = 0.65) combustion models. 
The mean pressure increase rate is represented by the incline from the onset of the 
pressure increase to the maximum pressure level seen in Figure 60 and shows a very good 
agreement using the EEBU model barring the overprediction of the onset of the pressure 
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increase. The ETFC, ETFC* (𝜔𝑆𝑙 = 0.5), and EBU model produce very similar but slightly 
underpredicted mean pressure increase, disregarding the different onset of the pressure 
increase prediction. On the other hand, the TFC model initially substantially overpredicted 
the pressure increase rate as noted already, while the EEBU* (𝜔𝑆𝑙 = 0.65) model predicts 
considerably slower mean pressure increase than experiments suggested. 
The pressure decrease rate predictions by all considered combustion models, 
characterized by the decline of the pressure history curve following the maximum pressure 
depicted most clearly in Figure 60, again indicate adequate resemblance to experimental 
observation, implying an accurate prediction of the heat loss rate to the surroundings. 
Table 12: Maximum pressure and maximum pressure increase rate results (THAI HD-7) obtained 
with TFC, ETFC, ETFC* (𝜔𝑆𝑙 = 0.5), EBU, EEBU and EEBU* (𝜔𝑆𝑙 = 0.65) combustion models 
compared to the experimental results, with differences (%) between calculated and experimental 
results. 





HD-7 Experiment 5.99·105 9.36·105 
TFC 6.04·10
5 
+ 0.85 % 
9.09·105 
- 2.89 % 
ETFC 6.00·10
5 
+ 0.16 % 
3.82·105 
- 59.2 % 
ETFC* (𝝎𝑺𝒍 = 𝟎. 𝟓) 
6.05·105 
+ 1.00 % 
6.90·105 
- 26.4 % 
EBU 5.98·10
5 
- 0.16 % 
3.82·105 
- 59.2 % 
EEBU 6.13·10
5 
+ 2.29 % 
6.88·105 
- 26.5 % 
EEBU* (𝝎𝑺𝒍 = 𝟎. 𝟔𝟓) 
5.50·105 
- 8.27 % 
3.20·105 
- 65.9 % 
 
The validation based on the HD-7 experiment performed in the THAI facility, i.e. 
with increased initial hydrogen content from the test HD-12, provided no clear “victor” 
among the considered combustion models. While the TFC model very accurately predicted 
the mean pressure increase rate as well as maximum pressure increase rate, it marginally 
overpredicted initial flame propagation and consequently initial pressure increase rate, due 
to the lack of model’s capabilities to address the quasi-laminar combustion regime. The 
EEBU model predicted the mean pressure increase best. However, it produced still 
substantial underprediction of the maximum pressure increase rate. The ETFC* (𝜔𝑆𝑙 = 0.5) 
model produced best the onset of the pressure increase and its initial increase rate, but it 
performed slightly less adequately regarding the mean pressure increase rate and also 
underpredicted the maximum pressure increase rate significantly. The EBU model and even 
more notably the EEBU* (𝜔𝑆𝑙 = 0.65) model, on the other hand, substantially 
4.3 Comparison of multiple modelling approaches 103 
 
underpredicted the flame development and propagation, resulting in slower pressure increase 
throughout the computation and consequently in underpredicted maximum pressure. Apart 
from the EEBU* (𝜔𝑆𝑙 = 0.65) model, the maximum pressure was extremely accurately 
assessed by all considered models. 
  





Since the ultimate goal of the computer-aided modelling of the hydrogen combustion 
is to evaluate hydrogen risk in a real-scale NPP containment, this thesis had the following 
objectives: 
 Development of simplified model, which would retain all the prediction 
capabilities regarding critical and fundamental phenomenological features of the 
combustion process. 
 Improvement of existing and new models regarding the predictability of the 
relevant combustion parameters and the flame development in large-scale 
environment while focusing on balancing the turbulent flame propagation with 
the buoyancy effect of the generated flow on the flame propagation itself. 
 Evaluation of introduced and existing combustion models’ predictability 
performance regarding hydrogen deflagration in large-scale unobstructed 
confined volumes. 
First, in pursue for the efficient tool which would eventually also be able to tackle 
the real-scale containment geometries using the computer-aided modelling, the extended 
eddy break-up (EEBU) model was formulated and introduced in this dissertation. 
In addition, in order to improve the performance of combustion models, an original 
weighted laminar flame speed modelling approach was proposed as well, which is able to 
balance the effect of quasi-laminar and turbulent parts of considered models. This approach 
was used in combination with the extended turbulent flame speed closure (ETFC) and EEBU 
models, which are denoted as ETFC* and EEBU* models, respectively. The effect of various 
weights was examined and best performing values of laminar flame speed weight for 
considered experiment cases and combustion models were proposed. Obtained results from 
the laminar flame speed weight analysis also showed that the performance of the EEBU* 
model could simply revert to that of the EBU model, with exceedingly small laminar flame 
speed weight used. The critical values of the laminar flame speed weight were assessed for 
HYKA-A2 UFPE and THAI HD-22 experiments. The use of excessive laminar flame speed 
weight reduction was identified as being risky and indicated that this approach should be 
performed with caution, followed by proper evaluation and comprehensive validation. 
Finally, evaluation of predictability performance of both existing and newly 
introduced combustion models and their validation against large-scale hydrogen deflagration 
experimental results was performed. Among considered existing models, i.e. turbulent flame 
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speed closure (TFC) model, eddy break-up (EBU) model, and extended TFC (ETFC) model, 
the latter stood out as the best of this set regarding the general performance and prediction 
of relevant parameters, especially considering the validation regarding the large-scale THAI 
experimental results. However, all these models struggled to accurately predict also the 
upward flame propagating experiment (UFPE) conducted in the even larger experimental 
vessel of HYKA-A2, where this vessel’s diameter is almost double of that of THAI, resulting 
in nearly four times larger volume. The evaluation of the EEBU model showed promising 
predictions especially against the THAI experimental results. Moreover, it displayed distinct 
improvement versus its modelling predecessor, i.e. the EBU combustion model. Results also 
indicated significant improvements of applied weighted laminar flame speed on models’ 
predictions, especially against the HYKA-A2 UFPE experiment, where it was exceptionally 
successful in improving the relevant combustion parameters, i.e. qualitative and quantitative 
assessment of the flame front propagation, flame development behavior prediction and 
consequent pressure development. 
Based on the results and analyses presented, the following two main conclusions of 
this dissertation have been drawn: 
 The impact of the laminar flame speed on the rate of the combustion process, in 
particular slow deflagration of hydrogen in large unobstructed enclosures with low 
initial turbulence levels, has been comprehensively overestimated in the combustion 
models. This also resulted in an overestimation of the turbulent flame propagation 
against the buoyancy-driven flame development in the considered large-scale 
enclosures. 
 Inclusion of the quasi-laminar combustion regime phenomenology in theoretical 
modelling of hydrogen slow deflagration is of paramount importance. 
Solid foundations were set regarding the development of models, which could 
eventually be capable of confronting the computer-aided modelling of the real-scale NPP 
containment. Nevertheless, new experimental investigations should be initiated to obtain the 
equitable values for the laminar flame speed of the hydrogen-air-steam mixtures in larger 
geometries. Furthermore, the scaling challenge should be properly addressed using the 
experimental investigations performed in differently sized experimental vessels with as 
closely matched initial conditions as well as measuring equipment and procedures as 
possible. Only dealing with a sufficient amount of specifically focused experimental results 
could the computer-aided combustion models be perfected and optimized to the level of 
being able to reliably and cost-effectively forecast the hydrogen combustion impact in a 
postulated severe accident in NPP. 
Due to the various configurations inside the containments, which can induce strong 
flame accelerations, the future work in modelling development should also focus on coupling 
the presented slow deflagration predictability performance also with the reliable fast 
deflagration predictions, as well as through deflagration-to-detonation transition also 
towards detonation. To advance from here, both introduced model and modelling approach 
produced promising results in their predictions and are as such recommended for future 
investigations of hydrogen combustion in large-scale enclosures.
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A Razširjeni povzetek v slovenskem jeziku 
A.1 Uvod 
Nevarnost sproščanja in zgorevanja vodika med težko nesrečo v lahkovodnem 
jedrskem reaktorju je bila deležna velike pozornosti po nesrečah v elektrarnah Otok treh milj 
(ang. »Three Mile Island« - TMI) v ZDA leta 1979 [1] in Fukušima Daiči na Japonskem leta 
2011 [2]. Nedavna nesreča v Fukušimi je pokazala uničevalno moč vodika in s tem pomen 
nadzora vodika. Sistemi za blažitev posledic vodika, kot so na primer pasivni avtokatalitični 
rekombinatorji in vžigalne priprave, so zasnovani tako, da lahko zmanjšajo tveganje 
morebitnega zgorevanja vodika. Kljub temu je zanesljivo numerično modeliranje še vedno 
potrebno za oceno preostalega tveganja povezanega z zgorevanjem vodika, kot tudi za 
optimalno zasnovo sistemov za blažitev posledic vodika s ciljem po največji možni 
minimizaciji tveganja. 
Med izzivi in posebnostmi modeliranja zgorevanja vodika v zadrževalnem hramu 
jedrske elektrarne so poleg same velikosti sistema tudi nestabilnosti plamena, ki se pojavljajo 
zaradi zgorevanja osiromašene mešanice energetsko bogatega vodikovega goriva. 
Zgorevanje je samo po sebi časovno odvisen pojav, ki lahko med enim samim dogodkom 
zgorevanja napreduje skozi različne režime. 
A.1.1 Fizikalno modeliranje zgorevanja 
Koncept plamenčka [108] opisuje plamen kot skupek enodimenzionalnih ravninskih 
plamenčkov, pri čemer vsi predstavljajo tanke reaktivno-difuzivne plasti znotraj 
turbulentnega toka. Glavna predpostavka tega koncepta je, da kemična reakcija poteka v 
tankih plasteh, ki jih okoliški nereaktivni turbulentni tok premika in izkrivlja. Prvi je 
teoretsko enačbo, ki popisuje turbulentno hitrost zgorevanja in temelji na majhnih in velikih 
skalah turbulence, razvil Damköhler [4]. Po njegovih ugotovitvah vzrok za gubanje fronte 
plamena, in s tem za povečanje hitrosti zgorevanja, tiči v turbulentnem tokovnem polju, ki 
ima najmanjšo velikostno skalo večjo od debeline plamena. 
Borghi [107] je uvedel zdaj na široko uporabljan Borghijev diagram 𝑢′ 𝑠𝐿⁄  v 
odvisnosti od 𝑙𝑡 𝛿⁄ , za prikaz različnih režimov plamena, ki temeljijo na konceptu 
plamenčka. Ti režimi so razvrščeni glede na njihovo Damköhlerjevo število, 𝐷𝑎, ki 
predstavlja razmerje stopnje transportnega pojava s časovno skalo kemijske reakcije, 
Karlowitzevo število, 𝐾𝑎, ki je definirano kot razmerje časovne skale kemijskih reakcij z 
najmanjšo turbulentno časovno skalo, in Reynoldsovo število, 𝑅𝑒, ki je definirano kot 
120  Razširjeni povzetek v slovenskem jeziku 
 
razmerje vztrajnostnih in viskoznih sil. Uporabljeni parametri so turbulentna hitrost, 𝑢′, 
laminarna hitrost plamena, 𝑆𝑙, turbulentna velikostna skala, 𝑙𝑡 in debelina plamena, 𝛿. 
Pri turbulentnem zgorevanju osiromašenega predhodno zmešanega goriva, kot je to 
običajno pri zgorevanju vodika v velikih zaprtih prostorih, razlika med toplotno in 
molekularno difuzivnostjo v gorivu postane pomembna [15]. To hrati pomeni, da je 
Lewisovo število manjše kot ena, kjer je Lewisovo število, 𝐿𝑒, definirano kot razmerje med 
toplotno in molekularno difuzivnostjo. Čeprav se za turbulentne plamene smatra, da v njih 
prevladuje turbulentno mešanje nad molekularnim transportom, je Dinkelacker [16] 
izpostavil pomemben vpliv Lewisovega števila tudi pri visokih intenzitetah turbulence. To 
je mogoče razložiti z načelom vodilnega roba, ki ga je predlagal Zeldovich [18], in ki pravi, 
da vodilni del nagubanega plamena določa hitrost napredovanje plamena, medtem ko ima 
zadnji del vlogo zgolj pri določanju stopnje zgorelosti in debeline plamena. Pozitivno 
ukrivljeni deli plamena tako določajo napredovanje plamena in povprečno hitrost reakcije. 
Zaradi visokega lokalnega gradienta koeficientov difuzivnosti, ima efekt razlike difuzivnosti 
in s tem Lewisovo število zelo pomembno vlogo. To je potrdilo tudi delo Lipatnikova in 
Chomiaka [19] ter kasneje Xuana [20]. Tudi Nilsen [21] je s svojo analizo direktne 
numerične simulacije (ang. »direct numerical simulations« – DNS) homogenega zgorevanja 
pokazal, da so učinki razlike difuzivnosti bolj pomembni v okolju s šibkejšo turbulenco in 
pojenjajo z naraščanjem ravni turbulence. Da je Lewisovo število pomembno pri določanju 
pravilne hitrosti širjenja plamena v turbulentnem zgorevanju osiromašenega vodika, sta s 
svojim teoretičnim delom potrdila tudi Blanquart [22] in Savard [23]. 
Lipatnikov [13] je med drugim tudi razširil Zimontov model zgorevanja [24, 181], 
kjer je slednji formuliral izraz, za rešitev enačbe spremenljivke napredka (ang. »progress 
variable«), t.i. model zgorevanja temelječ na turbulentni hitrosti plamena (ang. »turbulent 
flame speed closure model« – TFC), ki temelji na enostopenjski kemijski reakciji. Pri tem 
spremenljivka napredka predstavlja normalizirano vrednost skalarja (npr. temperature, 
masnega deleža) in zavzema vrednost nič v nezgorelem stanju ter ena v zgorelem stanju. 
Lipatnikov je s svojo razširitvijo dodal laminarni izvorni člen, ki popisuje deflagracijo v 
šibkih turbulentnih režimih. 
Na tem mestu je treba poudariti, da večina razpoložljivih modelov zgorevanja v 
večnamenskih kodah računske dinamike tekočin (ang. »computational fluid dynamics« – 
CFD) ponavadi predpostavlja Lewisovo število blizu ena in zato ne uspejo pravilno 
napovedati zgorevanja v primeru osiromašene mešanice vodika. 
Tudi za Darrieus-Landau (DL) hidrodinamično nestabilnost [119, 120] je bilo 
ugotovljeno, da vpliva na hitrost reakcije zgorevanja. Ko plamen oblikuje konkavne 
(konveksne) fronte plamena, se na tem mestu lokalno poveča (zmanjša) hitrost plamena, kar 
povzroči nadaljnjo rast amplitude konkavne in konveksne oblike. Za to nestabilnost je 
Helenbrook [26] ugotovil, da je najbolj dominantna v tokovih velikih razsežnosti. Isti avtor 
prav tako razlaga, da omenjeni mehanizem povečuje hitrost reakcije, še posebej v šibkih do 
zmerno intenzivnih tokovih. Enak sklep o učinku DL nestabilnosti plamena podajata 
Savarianandam [27], ki je raziskoval predhodno zmešano turbulentno zgorevanje v tako 
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imenovanem rahlo nagubanem režimu, ter Akkerman [28] v DNS analizi homogenega 
zgorevanja v šibko turbulentnem okolju. 
Lipatnikov [36] je poudaril, da se za opredelitev prave turbulence ne bi smele 
upoštevati zgolj povprečene Reynoldsove napetosti, saj nanjo vpliva tudi nestanovitnost 
reaktantov in produktov. Vendar pa je pokazal, da napake, ki sledijo iz tega sklepanja, niso 
nujno zelo velike, čeprav bi jih bilo treba upoštevati pri razvoju modelov zgorevanja, ki 
temeljijo na turbulentni hitrosti 𝑢′. Steinberg [37] poroča, da lahko različni mehanizmi 
turbulence povzročajo tudi drugačno obnašanje plamena. Ugotovil je, da koherentne 
turbulentne strukture povzročijo raztegovanje površine plamena, medtem ko vrtinčaste 
turbulentne strukture povečujejo gubanje in izkrivljanje površine plamena. Katsuki [38] je 
raziskoval vpliv začetnih vrednosti turbulence na širjenje plamena med zgorevanjem. 
Zaključek njegovega dela je pokazal jasno odvisnost hitrosti plamena od povečanja 
intenzitete turbulence, ki močno spodbuja mešanje. Začetne vrednosti turbulence so bila 
izpostavljene s strani številnih raziskovalcev kot vpliven parameter na širjenje in 
napredovanje plamena, tako z uporabo numeričnih analiz [39-46], kot tudi z eksperimenti 
[47-50]. 
A.1.2 Cilji 
Medtem ko sta zgorevanje in plamen zaželena pojava v številnih industrijskih in 
vsakodnevnih aplikacijah, je zadeva popolnoma drugačna, ko pride do zgorevanja v zvezi z 
jedrsko varnostjo, ki je osrednje vodilo te doktorske disertacije. Dolgoročni cilj je nadaljnji 
razvoj računskih modelov uporabljenih napovedovanja zgorevanja ter s tem pridobitev 
zanesljivega orodja za oceno z zgorevanjem vodika povezanih tveganj, ki bi lahko privedle 
celo do potencialne porušitve funkcije zadrževalnega hrama preprečevanja izpusta 
radioaktivnih elementov v okolico. 
Raziskave odprtih vprašanj glede zgorevanja vodika, ki slonijo na izkušnjah 
pridobljenih iz najsodobnejših mednarodnih projektov [71] so pripeljale do zaključkov, da 
so učinki velikostnih skal tisti, ki lahko hkrati povzročijo nestabilnosti plamena in zmanjšajo 
toplotne izgube. Poleg tega je bilo ugotovljeno tudi, da so računalniške kode, ki so sicer zelo 
uspešne pri napovedovanju porasta tlaka pri procesu zgorevanja, dokaj neuspešne pri 
napovedovanju pravilnega režima napredovanja plamena, kot je to bilo opaženo v poizkusih 
[72]. 
Rdeča nit te disertacije je preučevanje počasnega zgorevanja vodika in s tem 
povezanih izzivov in težav podkrepljenih s predlogi ustreznih rešitev in pojasnil glede 
samega modeliranja. Prvi korak opisanega dela je bil usmerjen v analizo učinkovitosti in 
natančnosti delovanja obstoječih modelov zgorevanja za napovedovanje počasne 
deflagracije vodika v velikih zaprtih eksperimentalnih napravah. Takšne geometrije 
predstavljajo večje dele zadrževalnega hrama lahkovodnih jedrskih reaktorjev, kjer 
praktično ni nobenih ovir, ki bi povzročale pojav močnih turbulentnih vrtincev. Primer 
takšnega predela zadrževalnega hrama je na primer zgornja kupola le-tega. Treba pa je 
poudariti, da so v realnem zadrževalnem hramu prisotni tudi predeli, kjer številni sistemi, 
strukture in komponente promovirajo nastanek močnih turbulentnih tokov. 
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Glavni prispevek tega dela je sestavljen iz dveh delov. Prvi del zaobjema 
formulacijo, vrednotenje in validacijo novega modela zgorevanja oblikovanega z 
združevanjem ugodnih značilnosti obstoječega modela zgorevanja, ki je bil razvit za 
napovedovanje obnašanja počasne deflagracije vodika, z manj sofisticiranim, a manj 
računsko zahtevnim modelom. Drugi del prispevka pa vključuje nov pristop modifikacije 
obstoječega in novo predstavljenega modeliranja, ki je prilagojen za pogoje z nizko stopnjo 
turbulence, ki se pojavljajo v neoviranih geometrijah večjih razsežnosti. 
V zaključnem koraku te disertacije je prestavljena še primerjava in vrednotenje 
uspešnosti obstoječih in novo predstavljenih postopkov modeliranja glede napovedovanja 
ključnih parametrov zgorevanja, to je kvalitativno in kvantitativno ocenjevanje razvoja in 
napredovanja fronte plamena ter rezultirajočega razvoja tlačnega porasta. 
Razviti modeli in njihova validacija z rezultati iz uporabljenih eksperimentov 
predstavljajo korak naprej k trdnim temeljem za nadaljnje numerične raziskave zgorevanja 
vodika s pomočjo CFD orodij, ki vodijo proti pravim geometrijam zadrževalnih hramov 
jedrskih elektrarn, kar bi znatno prispevalo k jedrskim varnostnim analizam. 
Srž te disertacije predstavlja formulacija novega modela zgorevanja kot tudi novega 
pristopa modeliranja, čemur sledi validacija obstoječih in novo uvedenih modelov 
zgorevanja v primerjavi z eksperimentalnimi rezultati dobljenimi v napravah velikih 
dimenzij HYKA-A2 in THAI. 
A.2 Uporabljeni eksperimenti 
Najbolj znane eksperimentalne naprave večjih dimenzij uporabljane za zgorevanje 
vodika iz dostopne literature [53] so RUT [54], ENACCEF [55], THAI [56] in HYKA [57]. 
Eksperimentalna naprava RUT je locirana v Rusiji in je uporabljana večinoma za 
preiskovanje detonacije vodika [58, 59] in tranzicije iz deflagracije v detonacijo (ang. 
»deflagration-to-detonation transition« – DDT) [60]. Manjša, vendar še vedno smatrana kot 
srednje velika eksperimentalna naprava, je ENACCEF [55], ki se nahaja v Franciji in je 
večinoma uporabljana za analizo hitre deflagracije vodika [12, 42, 61, 62], katerih rezultate 
je Xiao [63, 64] uporabil za oceno učinka toplotnih izgub na strukturo zadrževalnega hrama. 
Omenjene analize so pokazale, da pravilno modeliranje toplotnih izgub pomembno vpliva 
na napoved dinamike zgorevanja. Naslednja relativno velika eksperimentalna naprava je v 
Nemčiji stacionirana naprava THAI [56]. Le-ta je v glavnem uporabljena za zagotovitev 
podatkov počasnega zgorevanja vodika, na podlagi katerih so bile opravljene številne 
validacije fizikalnih modelov [43, 44, 52, 65]. Dehbi [65] je tako primerjal uspešnost 
napovedi modela zgorevanja temelječega na turbulentni hitrosti plamena (ang. »turbulent 
flame speed closure model« - TFC) s klasičnim modelom disipacije vrtincev (ang. »eddy 
dissipation model« – EDM), ki uporablja podobno formulacijo kot model razpada vrtincev 
(ang. »eddy break-up model« – EBU). Primerjava omenjenih modelov je bila izvedena tako 
na eksperimentalnih rezultatih počasne deflagracije vodika v napravi THAI kot tudi na 
rezultatih hitre deflagracije opravljenih v napravi ENACCEF. Bolj sofisticiran od 
uporabljenih modelov, to je TFC model, je ponudil boljše napovedi, medtem ko je EDM 
model dostavil še vedno zadovoljive rezultate pridobljene z občutno manjšo zahtevnostjo 
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računanja. Še ena eksperimentalna naprava, ki se nahaja v Nemčiji, je naprava HYKA-A2 
[57], ki je največja enoprostorska naprava, v kateri se lahko izvajajo eksperimenti zgorevanja 
vodika. Tudi ta naprava večinoma ponuja rezultate počasne deflagracije vodika in omogoča 
preiskavo vplivov velikih zaprtih prostorov na razvoj in propagacijo fronte plamena [45, 46]. 
Na podlagi teh podatkov, ki so dostopni v odprti literaturi, so raziskave počasne deflagracije 
vodika v velikih napravah brez tokovnih ovir omejene v glavnem na eksperimentalni napravi 
THAI in HYKA-A2. 
Ker so prostornine tudi največjih eksperimentalnih naprav, uporabljenih za 
zgorevanje vodika, do sto ali celo tisočkrat manjše od prostornin dejanskih zadrževalnih 
hramov jedrskih elektrarn, ostaja eno ključnih nerešenih vprašanj na področju zgorevanja 
vodika tudi ekstrapoliranje rezultatov iz eksperimentalnih naprav na realne geometrije 
zadrževalnih hramov [53]. Čeprav bi bilo možno potegniti vzporednice med kvalitativnimi 
rezultati obnašanja vodika v eksperimentalnih napravah in predpostavljenim dogajanjem v 
dejanskih zadrževalnih hramih jedrskih reaktorjev, ne moremo odpraviti vseh negotovosti. 
Na podlagi omenjenih razlogov je bila tako validacija modelov zgorevanja 
uporabljenih v simulacijah opravljenih v okviru tega doktorskega dela izvedena z uporabo 
eksperimentalnih podatkov iz naprav THAI in HYKA-A2. 
A.2.1 Eksperimentalna naprava THAI 
Eksperimentalno napravo THAI [56], ki je grobe oblike zadrževalnega hrama, 
upravlja Becker Technologies GmbH v Eschbornu v Nemčiji. Slika 1 (levo) shematsko 
prikazuje to navpično valjasto posodo iz nerjavnega jekla, ki je zasnovana tako, da zdrži tlak 
20 bar pri temperaturi stene 20 °C. Naprava meri v višino 9.2 m in 3.2 m v premeru, kar ji 
da skupno prostornino 60 m3. V sklopu projekta OECD - NEA THAI, je bilo izvedenih 29 
različnih eksperimentov deflagracije vodika, s ciljem zagotoviti globlji vpogled v 
fenomenologijo zgorevanja vodika. V teh poskusih so bili nastavljeni različni začetni pogoji, 
ki so se razlikovali v različnih začetnih koncentracijah vodika in vodne pare, temperaturi, 
tlaku, mestu vžiga in homogenosti atmosfere v posodi. V teh poskusih so bile odstranjene 
vse notranje strukture, ki bi lahko povzročile turbulenco, razen eksperimentalnih merilnih 
naprav, ki so obsegale 43 termočlenov in 4 hitrih merilnikov tlaka, razporejenih znotraj 
naprave. 
Za validacijo opravljeno v okviru tega doktorata so bili uporabljeni trije eksperimenti 
opravljeni v napravi THAI, in sicer HD-12, HD-7 in HD-22. Ti eksperimenti so bili 
opravljeni z različnimi začetnimi pogoji predstavljenimi v Tabela 1. 
A.2.2 Eksperimentalna naprava HYKA-A2 
Eksperimentalna naprava HYKA-A2 [57] se nahaja na lokaciji Tehnološkega 
instituta Karlsruhe (Karlsruher Institut für Technologie – KIT), v Karlsruheju v Nemčiji, ki 
z napravo tudi upravlja. Slika 1 (desno) shematsko prikazuje napravo HYKA-A2, ki je po 
obliki podobna napravi THAI, vendar je večja od slednje, in meri v višino 9.6 m z 6 m 
premera ter s skupno prostornino 220 m3. Zasnovana je tako, da zdrži tlak do 20 bar. En 
poskus deflagracije vodika je bil predlagan s strani Instituta "Jožef Stefan" (IJS) iz Ljubljane, 
Slovenija, in pripravljen ter izveden s strani KIT. Začetni pogoji tega poizkusa so 
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predstavljeni v Tabela 1. Tlak in temperatura sta bila merjena na več lokacijah znotraj 
posode. Digitalni fotoaparati in kamere so širjenje plamena spremljali tudi vizualno. 
 
Slika 1: Shematski prikaz eksperimentalnih naprav THAI (levo) [56] in HYKA-A2 (desno) [57]. 
Tabela 1: Primerjava začetnih pogojev eksperimentov THAI HD-12, HD-7 in HD-22 ter 










THAI HD-12 8.0 0.0 1.485 291.0 
THAI HD-7 9.9 0.0 1.480 290.0 
THAI HD-22 9.9 25.3 1.487 364.9 
HYKA-A2 UFPE 12 20 1.5 363 
 
A.3 Uporabljeni obstoječi modeli zgorevanja 
Kot platforma za uporabljeno modeliranje zgorevanja vodika je bil uporabljen 
program računske dinamike tekočin (ang. »computational fluid dynamics« – CFD) ANSYS 
Fluent [92]. Program Fluent rešuje ohranitvene enačbe mase, gibalne količine in energije 
skupaj s transportno enačbo spremenljivke napredka (ang. »progress variable«). Za popis 
turbulence je bil uporabljen standardni turbulentni model 𝑘 − . 
Pri računanju je bilo uporabljeno eksplicitno časovno koračenje, ki je za 
nestacionarni tok primernejše od implicitnega časovnega korakanja. Čeprav je model 
zgorevanja TFC na voljo v eni od računskih shem programa Fluent, ga shema, ki omogoča 
eksplicitno časovno koračenje in je bila uporabljena za izračune, ni vsebovala. Zaradi tega 
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je bila z uporabo uporabniško definiranih funkcij (ang. »user-defined functions« - UDF) 














) + ?̅̇? , (1) 
kjer κ in 𝐷𝑡 predstavljata molekularno in turbulentno difuzivnost, ?̅̇? pa ponazarja izvorni 




 . (2) 
Tukaj 𝑌𝑓 ponazarja masni delež goriva, indeksa 𝑢 in 𝑏 pa predstavljata nezgorelo in zgorelo 
stanje mešanice. Turbulentna difuzivnost, 𝐷𝑡, v enačbi (1) je definirana kot razmerje 
turbulentne kinematične viskoznosti, 𝜈𝑡, in turbulentnega Schmidtovega števila, 𝑆𝑐𝑡. 
Različni modeli zgorevanja se med seboj v glavnem razlikujejo glede na formulacijo 
izvornega člena, ?̅̇?, enačbe spremenljivke napredka [enačba (1)]. Za validacijo in primerjavo 
s kasneje predstavljenimi modeli so bili uporabljeni trije obstoječi modeli zgorevanja. 
A.3.1 Model zgorevanja TFC 
Model zgorevanja temelječ na turbulentni hitrosti plamena (ang. »turbulent flame 
speed closure model« - TFC) [24] različno obravnava efekte malih in velikih vrtincev na 
hitrost zgorevanja in izvorni člen definira sledeče: 
 ?̅̇? = 𝜌𝑢𝑈𝑡|∇?̃?| . (3) 
Tukaj 𝜌𝑢 predstavlja gostoto nezgorele mešanice, 𝑈𝑡 pa turbulentno hitrost plamena, ki je 
definirana s korelacijo: 
 𝑈𝑡 = 𝐴𝑢′𝐷𝑎1 4⁄ 𝐹(𝐿𝑒) . (4) 
Tu predstavlja 𝐴 konstanto modela, 𝑢′ je intenzivnost turbulence, 𝐷𝑎 pa Damkohlerjevo 
število, ki je definirano kot razmerje med časovnimi skalami kemijskih reakcij in 
turbulentnih pojavov. Efekt nestabilnosti preferenčne toplotne difuzije (ang. »preferential 
diffusion thermal instability« - PDT) je upoštevan s funkcijo 𝐹(𝐿𝑒), ki je odvisna od 
Lewisovega števila in je definirana kot 𝐹(𝐿𝑒) = [𝜏𝑐,0 𝜏𝑐,𝑟⁄ ]
1 4⁄
, pri čemer je 𝜏𝑐 časovna skala 
kemijskih reakcij, indeksa 0 in 𝑟 pa predstavljata nezgorelo mešanico goriva in vodilno 
točko fronte plamena. Lewisovo število je definirano kot razmerje med termično in 
molekularno difuzivnostjo in je v revnih mešanicah vodika manjše od 1, kar je tudi glavni 
razlog za pojav omenjene nestabilnosti [15, 61, 152]. 
A.3.2 Model zgorevanja ETFC 
Razširjen model zgorevanja temelječ na turbulentni hitrosti plamena (ang. »extended 
turbulent flame speed closure model« - ETFC) [3, 13] je bil razvit z namenom, da razširi 
veljavnost modela tudi na kvazi-laminarni režim zgorevanja in definira formulacijo 
izvornega člena kot sledi: 






𝜌𝑢?̃?(1 − ?̃?) + 𝜌𝑢𝑈𝑡|∇?̃?| . (5) 
Tu 𝑈𝑡 opisuje turbulentno hitrost plamena. Model je bil obširno validiran na podlagi 
eksperimentalnih podatkov širjenja sferičnih plamenov s širokim spektrom začetnih pogojev 
[3, 13, 154]. Poleg tega se je izkazalo tudi, da model ETFC podaja boljše napovedi kot model 
TFC v simulacijah počasne deflagracije vodika [43-45]. 
A.3.3 Model zgorevanja EBU 
Model razpada vrtincev (ang. »eddy break-up model« - EBU) [29] je bil v osnovi 
razvit za uporabo v turbulentnih tokovih z visokim Reynoldsovim številom (𝑅𝑒 ≫ 1) in 
predpostavlja neskončno hitre kemijske reakcije (𝐷𝑎 =  𝜏𝑡 𝜏𝑐⁄ ≫ 1) ter definira 
modeliranje izvornega člena kot: 








?̃?(1 − ?̃?) . (6) 
Tukaj 𝜏𝐸𝐵𝑈 = 𝜏𝑡 = 𝑘⁄  predstavlja turbulentno časovno skalo, 𝐶𝐸𝐵𝑈,0 pa konstanto modela. 
Izraz v oklepaju je rezultat razširitve modela tudi za modeliranje začetnega razvoja plamena 
[34, 35], ki vključuje tudi laminarno hitrost plamena, 𝑆𝑙,0. Prednost tega modela je predvsem 
v manjši zahtevnosti glede uporabe računalniške moči [33]. 
A.4 Razširjeni model EBU 
Rezultati, ki temeljijo na modelu EBU, kažejo, da je ta model v nekaterih 
obravnavanih primerih sorazmerno uspešen, v drugih pa precej slabši od ostalih uporabljenih 
modelov zgorevanja. Kljub ne ravno najboljšim napovedim so te vseeno še vedno dovolj 
obetavne. Predvsem z ozirom na podatek, da je za njih potrebno znatno manj računske moči, 
kar dela ta model zanimiv za nadaljnje raziskave in razvoj. 
Osnovna predpostavka za prvotni model EBU [29] za zgorevanje predhodno 
premešanih mešanic plinov je, da se kemijske reakcije obravnava kot neskončno hitre. 
Dokler je hitrost zgorevanja določena s procesom mešanja in ne s hitrostjo kemijske reakcije, 
kaskadni proces turbulentnega razpada vrtincev, od največjih vse do molekularnih skal, 
nadzoruje tudi kemijske reakcije [146]. Kemijski izvorni člen za hitrost turbulentnih reakcij 
temelji na turbulentni časovni skali mešanja, tj. 𝜏𝑡 = 𝑘⁄  in masnem deležu produktov. Ker 
model zgorevanja EBU nadomesti kemijsko časovno skalo 𝜏𝑐, s turbulentno časovno skalo 
𝜏𝑡, pri čemer zanemari celotno kemijsko kinetiko in predpostavi neskončno hitre kemijske 
reakcije, je hitrost zgorevanja določena s stopnjo mešanja po načelu »zmešano je zgorelo«. 
Ena od slabosti modela EBU je, da nima sposobnosti razlikovati med različnimi sestavami 
in koncentracijami goriva. 
Dobre napovedi prvotnega modela EBU so odvisne od pravilne napovedi turbulence 
zaradi neposredne odvisnosti hitrosti zgorevanja od jakosti turbulence. To običajno ne 
povzroča težav pri višjih intenzitetah turbulence, kjer tok ni znotraj laminarnih ali kvazi-
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laminarnih pogojev. Kjer pa intenziteta turbulence ni ocenjena pravilno ali pa je le-ta zelo 
nizka, je kakovost napovedovanja zgorevanja s tem modelom močno oslabljena [175]. 
Predpostavka hipnih kemijskih reakcij zanemari precejšen razpon režimov 
zgorevanja, tako da »zmešano je zgorelo« ne velja v primerih z nizko turbulenco, kjer 
turbulenca ne more neposredno vplivati na fronto plamena in širjenja le-te [35]. Said-
Borghijeva razširitev modela EBU izboljša napovedi, saj razširi veljavnost modela tudi na 
režim nagubanega plamena. Je pa ta razširitev omejena s predpostavko o nestisljivosti 
plinov, s čimer ne dopušča vseh pojavov dinamike tekočin. Said-Borghijeva razširitev 
modela prav tako zanemari vpliv debeline plamena na hitrost zgorevanja, na kar so opozorili 
že avtorji modela [35]. 
Model zgorevanja ETFC [13] pa po drugi strani ponuja številne prednosti, še posebej 
pri napovedovanju zgorevanja v kvazi-laminarnem režimu. Ta pristop v modeliranje ne 
vpeljuje niti novih konstant niti neznanih parametrov. Hkrati obravnava tudi vprašanje 
prehoda iz laminarnega v turbulentno zgorevanje, omogoča pa tudi simulacijo razvoja 
plamena po vžigu. Čeprav model teoretično ne popiše obnašanja plamena v limiti 𝑢’ → 0, to 
v praksi ne ovira njegove uporabe za popis turbulentnega predhodno premešanega 
zgorevanja [3]. Omenjene lastnosti modela ETFC se ohranijo tudi z združevanjem modela z 
osnovnim modelom zgorevanja EBU. 
Na podlagi omenjenih dejavnikov je uveden nov model zgorevanja, ki združuje 
prednosti računsko nezahtevnega modela zgorevanja EBU z zelo perspektivno in učinkovito 






𝜌𝑢?̃?(1 − ?̃?) + 𝐶𝐸𝐵𝑈
?̅?
𝜏𝐸𝐵𝑈
?̃?(1 − ?̃?) . (7) 
Prvi člen na desni strani enačbe predstavlja kvazi-laminaren izvorni člen, ki se uporablja tudi 
v modelu ETFC [13], medtem ko je drugi člen desne strani enačbe jedro originalnega modela 
zgorevanja EBU [29]. Združitev teh komponent je uporabljena za oblikovanje celotnega 
izvornega člena enačbe spremenljivke napredka [enačba (1)]. Ta model zgorevanja je 
poimenovan kar razširjen model EBU (ang. »extended EBU« – EEBU). 
Glavno vodilo za uvedbo modela zgorevanja EEBU je bila razširitev veljavnosti 
EBU modela zgorevanja in dodatno izboljšanje napovedi modela v začetni kvazi-laminarni 
fazi, kjer se je izkazalo, da model ETFC podaja bistveno boljše napovedi [43, 44]. Ta pristop 
modeliranja hkrati ohranja računsko učinkovitost modela EBU ter zagotavlja izboljšanje 
napovedi v kvazi-laminarni fazi brez dodatne uvedbe novih konstant ali neznanih 
parametrov. 
Podrobna analiza glede uporabe modela na podlagi zveze ?̅̇?  ∝ ?̃?(1 − ?̃?) v primerjavi 
z ?̅̇?  ∝ |∇?̃?| je pokazala dodatno prednost prvega pristopa glede zahtevane ločljivosti 
računske mreže za minimaliziranje numeričnih napak [33]. Z odstranitvijo potrebe po 
izračunu gradienta skalarja se zmanjša računska zahtevnost, zveza izvornega člena ?̅̇? z ?̃? v 
enačbi (1) pa je tako določena z uporabo teorema Kolmogorov-Petrovsky-Piskunov (KPP) 
[13, 31], tj. ?̅̇?  ∝ ?̃?(1 − ?̃?).  
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Takšen pristop bi naj v principu omogočal precej lažji prehod modeliranja na večje 
skale, brez pretiranega povečanja računske zahtevnosti, hkrati pa ohranil relativno dober 
popis fenomenoloških pojavov zgorevanja. Z nadaljnjim razvojem in validacijo bi lahko tak 
model ponudil celo oceno obnašanja zgorevanja v realnih geometrijah zadrževalnih hramov 
jedrskih elektrarn. 
A.5 Utežena laminarna hitrost plamena 
Laminarna hitrost plamena, 𝑆𝑙,0, je ena izmed najpomembnejših lastnosti fronte 
plamena, je definirana kot hitrost napredovanja produktov v mirujoče reaktante v 
enodimenzionalnem nenagubanem plamenu [5] in je določena s termokemičnim stanjem 
reaktantov [6]. Doslej je bilo izvedenih več eksperimentalnih meritev laminarne hitrosti 
plamena za mešanice z vodikom in zrakom ter tudi paro, opravljenih z Bunsenovimi 
gorilniki in sferičnimi bombami. Na podlagi rezultatov teh meritev so bile razvite korelacije 
za laminarno hitrost plamena. Med najbolj razširjenimi so Liu in MacFarlanova korelacija 
[7], Szabova korelacija [8] in Bentaib-Chaumeixova korelacija [9]. 
Izkazalo se je, da te korelacije ponujajo različne ocene laminarne hitrosti plamena 
pod enakimi pogoji, in da povečanje koncentracije vodne pare v zmesi, ki deluje kot 
razredčilo, zmanjša laminarno hitrost plamena [12]. Razlika ocene hitrosti je še izrazitejša v 
primeru redkeje eksperimentalno preiskovanih revnih mešanic vodika, zraka in vodne pare. 
Nestabilnosti v laminarnem plamenu se krepijo z zmanjševanjem Lewisovega števila 
(Le) [19, 97-99], kar kaže na odvisnost hitrosti širjenja turbulentnega plamena, 𝑈𝑡, od 
difuzivnosti revnega reaktanta, 𝐷𝑑. Hitrost širjenja turbulentnega plamena je močno 
povezana s hitrostjo laminarnega plamena, na katero vpliva razmerje koncentracij začetne 
mešanice, začetna temperatura in oblika plamena [13, 14]. 
Za namene te analize je bila uporabljena Bentaib-Chaumeixova korelacija [9], ki je 
ena izmed najpogostejših izbir za korelacijo laminarne hitrosti plamena pri varnostnih 
analizah vodika v jedrskih elektrarnah. Ta korelacija je bila uporabljena tudi v prejšnjih 
validacijah simulacij deflagracije vodika z uporabo programov za računsko dinamiko 
tekočin [12, 42, 44], temelji pa na eksperimentih zgorevanja mešanice vodika in zraka, 
razredčenih s He in CO2, v razmerju 60:40, kot zamenjava vodne pare [55, 62, 100-103]. Na 
tem mestu je treba omeniti, da je bila laminarna hitrost plamena merjena z uporabo sferične 
bombe z notranjim premerom 250 mm in volumnom približno 0.065 m3. 
Zaznana precenjena napoved spremenljivke napredka v eksperimentu HYKA-A2 
UFPE je sprožila idejo za uvedbo utežene laminarne hitrosti plamena 𝑆𝑙,0∗ , ki je bila nato 
aplicirana na modela zgorevanja ETFC in EEBU. Slednje je bilo izvedeno z namenom, da 
se zmanjša vpliv kvazi-laminarnih in turbulentnih delov izvornega člena v enačbi (5) in 
kvazi-laminarnega dela izvornega člena enačbe (7). Laminarna hitrost plamena s seboj 
prinaša tudi številne negotovosti iz eksperimentalnih meritev za režim, v katerem je potekalo 
zgorevanje tekom te validacije. Z uporabljenim pristopom se tako laminarna hitrost plamena, 
𝑆𝑙,0, pri modeliranju nadomesti z uteženo laminarno hitrostjo zgorevanja, 𝑆𝑙,0∗ , definirano 
kot: 
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 𝑆𝑙,0
∗ = 𝜔𝑆𝑙 ∙ 𝑆𝑙,0 . (8) 
Tukaj 𝜔𝑆𝑙 predstavlja uvedeno utež hitrosti laminarnega plamena. Ustrezna utež laminarne 
hitrosti plamena vpliva na kvazi-laminarni del izvornega člena s sorazmernim prispevkom 
reda ∝ 𝑆𝑙,0∗
2 v modelih ETFC in EEBU. V povezavi z modelom ETFC pa vpliva tudi na 
turbulentni del izvornega člena s prispevkom ∝ 𝑆𝑙,0∗
1 4⁄ . Medtem ko pristop nima nobenega 
dodatnega vzvoda na turbulentni del izvornega člena modela EEBU, je učinek takšnega 
pristopa bolj izrazit na kvazi-laminarni kot na turbulentni del izvornega člena v povezavi z 
modelom ETFC. 
A.6 Rezultati 
Primerjava obstoječih modelov zgorevanja, tj. TFC, ETFC in EBU, z novo razvitim 
modelom in pristopom, tj. EEBU, ETFC* in EEBU*, je bila opravljena na štirih 
eksperimentih opravljenih v napravah THAI in HYKA-A2. V tem poglavju sta predstavljeni 
primerjavi z dvema eksperimentoma, to sta HYKA-A2 UFPE in THAI HD-22, ki se v 
največji meri razlikujeta v geometriji samih eksperimentalnih naprav, medtem ko so začetni 
pogoji vseh poizkusov predstavljeni v Tabela 1. Rezultati primerjave uspešnosti napovedi 
omenjenih modelov zgorevanja v preostalih dveh eksperimentih, tj. THAI HD-12 in THAI 
HD-7, pa so podrobno predstavljeni v poglavju 4.3. 
A.6.1 Eksperiment HYKA-A2 UFPE 
Z uporabo TFC in ETFC modelov zgorevanja je napoved maksimalnega tlaka in 
hitrosti prirastka tlaka previsoka, kot prikazuje Slika 4. Podobne ugotovitve kažeta tudi Slika 
2 in Slika 3 glede prehitre napovedi napredovanja plamena v aksialni in radialni smeri z 
uporabo teh modelov. Eden od prevladujočih razlogov za takšno previsoko oceno omenjenih 
fizikalnih količin leži predvidoma v prekomerni napovedi izvornega člena teh modelov 
zgorevanja za zelo nizko-turbulentni tok, ki se pojavi v posodi HYKA-A2. Omenjena 
eksperimentalna naprava je velikih dimenzij in praktično brez tokovnih ovir. Na ta člen v 
modelih bistveno vpliva laminarna hitrost plamena. Poleg tega toplotna interakcija 
zgorevalne zmesi z okoliško steno v teh simulacijah poteka manj časa kot v opazovanem 
eksperimentu UFPE, zaradi krajšega simuliranega časa zgorevanja. To ne dopušča, da bi se 
znotraj računske domene energijska raven s celotne količine zgorevalne energije zadostno 
zmanjšala. Posledično tlačni nivoji ostanejo precenjeni, čeprav je bila stopnja padca tlaka 
zelo natančno napovedana z obema modeloma zgorevanja. 
Po drugi strani pa se lahko glavni razlog za precej slabo delovanje modela zgorevanja 
EBU, ki ga prikazujejo rezultati, nahaja v znani pomanjkljivosti modela, da le-ta ne uspe 
pravilno upoštevati sestave zmesi goriva. Opažena precejšnja prenizka napoved predvsem 
maksimalnega tlaka je zaskrbljujoča in zato omenjenemu modelu v teh simulacijah ni 
mogoče zaupati, da pravilno upošteva vse pojave zgorevanja. 
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Slika 2: Rezultati pozicije napredovanja plamena (levo) in hitrosti napredovanja plamena (desno) v 
aksialni smeri pridobljeni z uporabo modelov zgorevanja TFC, ETFC, ETFC* z 𝜔𝑆𝑙 = 0.4, EBU, EEBU 
in EEBU* z 𝜔𝑆𝑙 = 0.65 v HYKA-A2 UFPE. 
 
Slika 3: Rezultati pozicije napredovanja plamena (levo) in hitrosti napredovanja plamena (desno) v 
radialni smeri pridobljeni z uporabo modelov zgorevanja TFC, ETFC, ETFC* z 𝜔𝑆𝑙 = 0.4, EBU, EEBU 
in EEBU* z 𝜔𝑆𝑙 = 0.65 v HYKA-A2 UFPE. 
 
Slika 4: Rezultati tlačnega razvoja (levo) in prirastka tlaka 𝑑𝑝/𝑑𝑡 (desno) pridobljeni z uporabo 
modelov zgorevanja TFC, ETFC, ETFC* z 𝜔𝑆𝑙 = 0.4, EBU, EEBU in EEBU* z 𝜔𝑆𝑙 = 0.65 v HYKA-A2 
UFPE. 
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Podoben sklep o prekomerni napovedi maksimalnega tlaka in prirastka tlaka, kot je 
bil narejen za model ETFC, je mogoče narediti tudi pri modelu EEBU. Vzrok za omenjene 
prekomerne napovedi je namreč mogoče pripisati prekomerni napovedi izvornega člena 
modela zgorevanja in posledično krajšemu času zgorevanja v simulacijah. 
Predvsem na podlagi omenjenih prekomernih napovedi količin je bila nakazana 
potreba po nadaljnjem razvoju modelov zgorevanja uporabljenih za napovedi v velikih 
zaprtih prostorih kot jo predstavlja naprava HYKA-A2. Iz tega razloga je bil predlagan 
razširjen model ETFC, tj. model ETFC*, in razširjen model EEBU, tj. EEBU*. Tukaj je v 
modeliranje uvedena utežena laminarna hitrost plamena na modela ETFC in EEBU. Z 
uporabo modela ETFC* za napovedovanje vedenja plamena so se napovedi simulacij močno 
izboljšale. Ugotovljeno je bilo, da model ETFC* z uporabo utežene laminarne hitrosti 
plamena v vrednosti 𝜔𝑆𝑙 = 0.4, podaja najtočnejše napovedi za deflagracijo vodika v 
specifičnem primeru simulacije eksperimenta HYKA-A2 UFPE. 
Zgodba je malenkost drugačna, vendar še vseeno dokaj podobna, v primeru modela 
EEBU*. V tem primeru je najboljše rezultate proizvedla različica z utežjo laminarne hitrosti 
plamena v velikosti 𝜔𝑆𝑙 = 0.65, sami rezultati pa so po kvaliteti napovedi še vedno izvrstni 
in zaostajajo samo za napovedmi ETFC* (𝜔𝑆𝑙 = 0.4). Glavni razlog za manjšo korekcijo 
laminarne hitrosti plamena z modelom EEBU* v primerjavi z modelom ETFC*, potrebno 
za doseganje primerljivo kvalitetnih napovedi, leži v različnem modeliranju korelacije 
turbulentne in laminarne hitrosti plamena v izvornem členu enačbe spremenljivke napredka. 
Pri modelu ETFC* vpliva modificirana laminarna hitrost plamena tako na kvazi-laminarni 
kot tudi turbulentni del izvornega člena, medtem ko pri modelu EEBU* le-ta vpliva zgolj na 
kvazi-laminarni del. Hkrati pa je že v osnovi različna tudi formulacija turbulentnih členov 
omenjenih modelov. 
Predstavljeni rezultati tudi opozarjajo na to, da lahko učinkovitost modela EEBU* 
nazaduje na napoved modela EBU z uporabo pretirane uteži laminarne hitrosti plamena. V 
obravnavanem primeru eksperimenta HYKA-A2 UFPE se je za kritično vrednost izkazala 
utež blizu 𝜔𝑆𝑙 = 0.5. Vsako občutno zmanjšanje uteži laminarne hitrosti plamena je tako 
negotovo in ga je treba izvesti previdno, hkrati pa zagotoviti ustrezno ovrednotenje 
rezultatov v izogib pretirane poenostavitve napovedi. 
A.6.2 Eksperiment THAI HD-22 
Izmed obstoječih modelov zgorevanja, tj. TFC, ETFC in EBU, je model EBU 
pokazal zelo obetavne rezultate glede napovedi aksialnega plamena, kot prikazuje Slika 5, 
kjer Slika 5 (levo) kaže rezultate napredovanja plamena in Slika 5 (desno) rezultate hitrosti 
napredovanja plamena v aksialni smeri. Vendar pa je s tem modelom bistveno podcenjen 
porast tlaka in maksimalni tlak, kar kaže, da napovedani razvoj plamena vseeno ni bil enak 
tistemu iz eksperimenta HD-22, kot prikazuje Slika 6, kjer Slika 6 (levo) kaže rezultate 
tlačnega razvoja in Slika 6 (desno) rezultate prirastka tlaka. Pomanjkljivost modela TFC 
glede neobravnave začetnega kvazi-laminarnega zgorevanja, je povzročila znatno 
precenjenost napovedi hitrosti širjenja plamena in tudi porasta tlaka. Tako je izmed 
obstoječih modelov zgorevanja v splošnem model ETFC pokazal najboljšo napoved, ki zelo 
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natančno predvidi maksimalni tlak, kakor tudi preostale ključne kvalitativne pojavne 
kazalnike širjenja in razvoja plamena ter posledično tudi porasta tlaka. 
 
Slika 5; Rezultati pozicije napredovanja plamena (levo) in hitrosti napredovanja plamena (desno) v 
aksialni smeri pridobljeni z uporabo modelov zgorevanja TFC, ETFC, ETFC* z 𝜔𝑆𝑙 = 0.8, EBU, EEBU 
in EEBU* z 𝜔𝑆𝑙 = 0.8 v THAI HD-22. 
 
Slika 6: Rezultati tlačnega razvoja (levo) in prirastka tlaka 𝑑𝑝/𝑑𝑡 (desno) pridobljeni z uporabo 
modelov zgorevanja TFC, ETFC, ETFC* z 𝜔𝑆𝑙 = 0.8, EBU, EEBU in EEBU* z 𝜔𝑆𝑙 = 0.8 v THAI HD-22. 
Na novo predstavljeni model EEBU v simulacijah eksperimenta THAI HD-22 
ponuja dostojno kvalitativno napoved procesa deflagracije vodika, predvsem kar se tiče 
napovedi napredovanja fronte plamena v aksialni smeri. Čeprav kvalitativno in tudi 
kvantitativno napovedi v tem primeru niso kos modelu ETFC, model EEBU vseeno ponuja 
izboljšavo napovedi maksimalnega tlaka in porasta tlaka v primerjavi z njegovim 
predhodnikom, tj. modelom EBU. 
Poleg skoraj identične napovedi maksimalnega tlaka in točke njegovega pojava z 
uporabo modela ETFC in vseh izvedb modela ETFC*, je zmanjševanje vrednosti uteži 
laminarne hitrosti plamena povzročilo postopno zmanjševanje intenzivnosti večine 
nadzorovanih fizikalnih količin in parametrov, tj. porast tlaka, točka začetka zviševanja 
tlaka, hitrost širjenja plamena.  
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Model ETFC* z uporabo uteži laminarne hitrosti plamena v vrednosti 𝜔𝑆𝑙 = 0.8 se 
je pri napovedi dinamike in obnašanja plamena v eksperimentu HD-22 izkazal najbolje. S 
tem nadgrajuje že tako dobre napovedi »surovega« modela ETFC. Omenjeni model se je še 
posebej izkazal pri natančnosti napovedi porasta tlaka in maksimalne vrednosti le-tega. 
Povrhu vsega pa je bil model vsaj enakovreden pri napovedi tudi ostalih količin in 
parametrov, kot so maksimalni tlak in hitrost širjenja fronte plamena v aksialni smeri. 
Pristop utežene laminarne hitrosti plamena uporabljene z modelom EEBU*, z 
zmanjšanjem vrednosti dejansko poslabša učinkovitost »surovega« modela EEBU v 
simulacijah eksperimenta THAI HD-22. Vseeno se z največjo uporabljeno utežjo laminarne 
hitrosti plamena, tj. EEBU* z 𝜔𝑆𝑙 = 0.8, kvalitativne in kvantitativne napovedi niso bistveno 
poslabšale od napovedi modela EEBU. Kljub temu pa predstavljeni rezultati nakazujejo, da 
učinkovitost modela EEBU* s pretiranim zmanjševanjem vrednosti uteži laminarne hitrosti 
plamena preprosto nazaduje na napoved modela EBU. V obravnavanem primeru 
eksperimenta THAI HD-22 je bilo ugotovljeno, da se ta kritična vrednost nahaja med 𝜔𝑆𝑙 =
0.65 in 𝜔𝑆𝑙 = 0.5, medtem ko je bila pri eksperimentu HYKA-A2 UFPE ocenjena nekje pod 
𝜔𝑆𝑙 = 0.5. Pretirano zmanjševanje uteži laminarne hitrosti plamena je zato lahko tvegano in 
ga je treba izvajati previdno in na ta način pridobljene rezultate temeljito ovrednotiti v izogib 
prekomerni poenostavitvi napovedi in nenazadnje celo v izogib morebitne zavajajoče 
napovedi. 
A.7 Zaključki 
Na podlagi predstavljenih rezultatov in analiz sta podana dva glavna zaključka te 
disertacije: 
 vpliv laminarne hitrosti plamena na hitrost procesa zgorevanja je v modelih 
zgorevanja precenjen, zlasti v primerih počasne deflagracije vodika v velikih 
zaprtih prostorih z nizko začetno intenziteto turbulence; 
 vključevanje pojavov značilnih za kvazi-laminarni režim zgorevanja v teoretično 
modeliranje počasne deflagracije vodika je ključnega pomena. 
Medtem ko so bili postavljeni trdni temelji glede razvoja modelov zgorevanja, ki bi 
se bili sposobni sčasoma soočiti tudi z računalniško podprtim modeliranjem zgorevanja 
vodika v dejanskih dimenzijah jedrskih objektov, pa je na tem področju še veliko prostora 
in potrebe za nadaljnji razvoj in napredek. Za kaj takšnega je najprej potrebno zagotoviti 
zadostno količino eksperimentalnih podatkov s področja zgorevanja vodika v večjih zaprtih 
prostorih, kakor tudi rezultatov laminarne hitrosti plamena večjega razpona gorljivih 
vodikovih mešanic. Prav tako bi se bilo potrebno soočiti z izzivom iskanja fenomenoloških 
povezav med rezultati, pridobljenimi na eksperimentalnih napravah različnih dimenzij, kar 
bi se lahko lažje zagotovilo s poenotenjem začetnih pogojev in merilnih tehnik ter 
postopkov. Dovolj velika baza specifično usmerjenih eksperimentalnih rezultatov bi 
ponudila možnost za ustrezno optimizacijo in izpopolnjevanje zanesljivih in stroškovno 
sprejemljivih modelov za računalniško podprto napovedovanje posledic zgorevanja vodika 
v primeru težkih nesreč v jedrskih elektrarnah. 
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Nadaljnji razvoj modeliranja zgorevanja bi bilo potrebno usmeriti v združevanje 
pozitivnih lastnosti predstavljenega modeliranja počasne deflagracije z zanesljivimi modeli 
za hitro deflagracijo in naprej skozi območje tranzicije iz deflagracije v detonacijo (DDT) 
tudi do samih detonacij. Obstoječe modele bi bilo potrebno dodatno nadgraditi tudi z 
možnostjo modeliranja dušenja plamena. Vseskozi pa je potrebno obstoječe in nove modele 
zgorevanja validirati na novih eksperimentalnih rezultatih za zagotavljanje uspešnih in 
točnih napovedi procesa zgorevanja v dimenzijah realnih razsežnosti zadrževalnih hramov 
jedrskih elektrarn. 
