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Neural networks, and in general machine learning techniques, have been widely employed in forecasting time series
and more recently in predicting spatial-temporal signals. All of these approaches involve some kind of feature selection
regarding what past data and what neighbour data to use for forecasting. In this article, we show extensive empirical
evidence on how to independently construct the optimal feature selection or input representation used by the input layer
of a feed forward neural network for the purpose of forecasting spatial-temporal signals. The approach is based on
results from dynamical systems theory, namely non-linear embedding theorems. We demonstrate it for a variety of
spatial-temporal signals, and show that the optimal input layer representation consists of a grid, with spatial/temporal
lags determined by the minimum of the mutual information of the spatial/temporal signals and the number of points
taken in space/time decided by the embedding dimension of the signal. We present evidence of this proposal by running
a Monte Carlo simulation of several combinations of input layer feature designs and show that the one predicted by
the non-linear embedding theorems seems to be optimal or close to being optimal. In total we show evidence in
four unrelated systems: a series of coupled Hénon maps; a series of coupled ordinary differential Equations (Lorenz-
96) phenomenologically modelling atmospheric dynamics; the Kuramoto-Sivashinsky equation, a partial differential
equation used in studies of instabilities in laminar flame fronts and finally real physical data from sunspot areas in
the Sun (in latitude and time) from 1874 to 2015. These four examples cover the range from simple toy models to
complex non-linear dynamical simulations, and real data. Finally, we also compare our proposal against alternative
feature selection methods, and show that it also works for other machine learning forecasting models.
Machine learning techniques, and in particular neural
networks, have been used to forecast spatial-temporal sig-
nals. However, there is a need to calibrate many param-
eters and perform a feature selection. This article pro-
poses that non-linear dynamical systems theory provides
the methods to establish a priori what is the feature selec-
tion of past data and neighbour data to use for optimal
forecasting.
I. INTRODUCTION
Given a physical data set, one of the most important ques-
tions one can pose is: “Can we predict the future?” This ques-
tion can be put forward irrespectively of the fact that we may
already have some insight or even be certain on what the ex-
act model behind some or all the observed variables is. For
example, for chaotic dynamical systems1,2, we may even have
the underlying dynamics but still find it hard to predict the fu-
ture, given that chaotic systems have exponential sensitivity to
initial conditions. The more chaotic a system is (as measured
by the positiveness of their largest Lyapunov exponents3,4) the
harder it gets to predict the future, even within very short time
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horizons. In the limit case of a random system, it is not possi-
ble to predict the future at all, although one can opine on cer-
tain future statistics5. For the case of weakly chaotic systems,
there is extensive literature on forecasting methods ranging
from linear approximations6; truncated functional expansion
series7,8; non-linear embeddings9; auto-regression methods10;
hidden Markov models11 to state-of-the-art neural networks
and deep learning methodologies12 and many others, too long
to list here.
Most literature on forecasting chaotic signals is dedicated
to a single time series, or by treating a collection of related
time series as a non-extended set, i.e. a multivariate set of
discrete variables as opposed to a spatially continuous series.
For forecasting spatial-temporal chaos we refer the reader
to13–23 and references therein. Even rarer are attempts to fore-
cast spatial-temporal chaos using neural networks and deep
learning methodologies24–34, although this field of research is
clearly growing at the moment35. Nonetheless, this area of re-
search is of importance, as most physical systems are spatially
extended, e.g. the atmospheric system driving the Earth’s
weather36; the solar dynamo driving the Sun’s sunspots37;
and the influence of sunspots on the Earth’s magnetic field
via the solar wind, coronal mass ejections and solar flares
– the so-called space weather38, which may have real eco-
nomic implications39. Nonetheless its importance, forecasting
spatial-temporal chaos is difficult. The reasons are many, but
mainly: first, the geometric dimension of the attractor40 – usu-
ally quite large, the so-called curse of dimensionality41; and
second how to choose the variables to use for forecasting, i.e.,
is there enough information on the same point back in time to
2derive the future of that particular point, or do spatial correla-
tions and spatial propagation affect it in a way that one must
take into account some spatial and temporal neighbours set to
forecast the future. If this is the case, can that set of points be
defined and how can it be constructed? It is this last question
that we investigate in this article, in the particular context of
forecasting using neural networks.
Feature extraction and the design of the input representa-
tion of the input layer of a neural network is considered to
be an art form, relying mostly on trial and error and domain
knowledge (see42 for examples and references). For time se-
ries forecasting, the simplest approach consists of designing
the input layer as a vector of previous data using a time de-
lay, the so called time delay neural network method43–49. For
spatial-temporal series, one can generalize it to include tem-
poral and spatial delays22,24. This is where the connection to
dynamical systems can be useful.
In 1981, Takens established the theoretical background50
in his embedding theorem for a mathematical method to re-
construct the dynamics of the underlying attractor of a chaotic
dynamical system from a time ordered sequence of data obser-
vations. Notice the reconstruction conserves the properties of
the original dynamical system up to a diffeomorphism. Fur-
ther developments established a series of theorems51–53 that
provided the basis for a non-linear embedding and forecasting
on the original variables. The embedding theorem has now
been extended to the continuous variable case, i.e., a spatial-
temporal signal54,55. The theorems and related articles pro-
pose to use a time delay approach with the time lag based on
the first minima of the mutual information56 – see57–59 – and
to choose the number of points to include using the method
of false nearest neighbours detection suggested by60 and re-
ported in detail in58,61–63.
Some authors discuss the use of either the mutual informa-
tion and/or embedding dimension as a constraint on feature
representation (see e.g.64). There are also authors65 that try to
use neural networks to determine the optimal embedding and
time delay for the purpose of local reconstruction of states
with a view to forecast (the opposite of what we try to em-
pirically demonstrate here). Fig. 6 in66 shows how the fore-
casting error for a pure time series prediction changes with the
delay and the number of time delay points used as an input –
they use a reinforcement learning based dimension and delay
estimator to derive the best dimension and delay, but do not
seem to show that it is the dynamical systems’ derived values
that are indeed optimal for forecasting, neither do they show
any extension to spatial-temporal signals as we demonstrate in
this article. Finally, other authors20 try to use support vector
machines (SVMs) to forecast spatial-temporal signals and use
delays and embedding approaches to define the state vectors.
In fact, Parlitz and Merkwirth mention in their article17 that
local reconstruction of states “. . . may also serve as a starting
point for deriving local mathematical models in terms of poly-
nomials, radial basis functions or neural networks. . . ”. Here
we attempt to show empirical evidence that this is not just a
starting point, but the optimal neural network input feature se-
lection.
To the authors’ knowledge, all the references on neural net-
work forecasting of spatial-temporal dynamics that use the
embedding theorems and the related mutual information and
the false nearest neighbours methods seem not to justify its
use, i.e., the approach is explained, even suggested to be op-
timal, but neither proven theoretically or empirically. In this
article, we attempt to provide an empirical evidence for this
optimality. Using this theoretical framework, we propose that
this non-linear embedding method, using the training data
alone without reference to the forecasting model, can be used
to indicate the best way to construct the feature representation
for the input layer of a neural network used for forecasting
both in space and time. In order to support this proposal, we,
in this article, show empirical evidence for an optimal feature
selection for four particular cases of two-dimensional spatial-
temporal data series snm, where by two-dimensional we mean
a scalar field that can be defined by a N×M matrix with com-
ponents snm ∈ R. The goal of this article is not to demonstrate
the ability to forecast, which has already been done by sev-
eral authors in the literature above-mentioned, but rather that
there is no need to calibrate the neural network feature selec-
tion specification by the “dark art” of trial and error or any
other alternative method.
The article is divided as follows. In section II we explain
our forecasting model, in section III we describe our proposal,
in section IV we show our results supporting it, in section
V A we explore alternatives such as other feature selection
approaches and deeper neural network architectures and com-
pare them against our proposal, and finally in section VI we
make our concluding remarks.
II. MODEL
The neural network architecture we chose to demon-
strate our proposal is a form of the basic feed-forward
neural network, sometimes called the time-delayed neu-
ral network43, trained using the so-called back-propagation
algorithm67–70. We coded our own neural network model and
back-propagation without relying on existing neural network
libraries and all results in this article are based on that model
unless otherwise explicitly mentioned. We focus on spatial-
temporal series, so we have extended the usual time-delayed
neural network to be a time and space delayed network. The
overall feature representation of the network is depicted in de-
tail in Fig. 1. Notice we chose to use feed-forward neural
networks rather than more complex neural networks such as
recurrent neural networks71, since feed-forward ones are sim-
pler to design; are capable of being used for forecasting of
even complex chaotic signals; are guaranteed to converge, at
least, to a local minima; and are easier to interpret.
Under this input representation, we use the ideas proposed
in17,18 to construct a grid of input values which are then fed to
the neural network to produce a single output, the future state.
Formally, we start with n = 1, ...,N and m = 1, ...,M. Given
a spatial-temporal series s which can be defined by a N×M
matrix with components snm ∈ R. These components we will
call states of the spatial-temporal series. Given a number 2I ∈
N of neighbours in space of a given snm and a number J ∈N of
3grid x(s(n,m)) used to forecast s(n+1,m)
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FIG. 1: Neural network architecture for forecasting spatial-temporal signals. The neural network is made of an input layer, one
or more hidden layer(s) and one output layer. In this article, for simplicity, we use only one hidden layer and the output layer is
made of a single neuron. Each input pattern x(i) is sent to the input layer, then each of the hidden neurons’ values is calculated
from the sum of the product of the weights by the inputs ∑w(i, j)x(i) and passed via the non-linear activation function. Then
the output is calculated by the product of the second set of weights times the hidden node values ∑w′(i, j)y(i) again passed to
another (or the same) activation function. Each input pattern x(i) is actually a matrix constructed using an embedding space of
spatial and temporal delays, calculated from the actual physical spatial-temporal data values s(n,m). After many randomly
chosen input patterns are passed via the neural network, the weights hopefully converge to an optimal training value. One can
then forecast using the last time slice of the training set, and compare against the test set, the real future data set. Then the
forecasted data is concatenated and the process repeated to forecast more than one time slice.
temporal past neighbours relative to snm (see Fig. 1 for details).
For each snm, we define the input (feature) vector x(snm) with its
components given by snm, its 2I neighbours in space and its J
neighbours in time, and with K and L representing the spatial
and temporal lags:
x(snm) = {snm−IK , . . . ,snm, . . . ,snm+IK , (1)
sn−Lm−IK , . . . ,s
n−L
m , . . . ,s
n−L
m+IK , . . .
. . . ,sn−JLm−IK , . . . ,s
n−JL
m , . . . ,s
n−JL
m+IK}.
So, the input x(snm) is a vector of dimension (2I + 1)(J + 1)
and to train the network we consider the target (output) to be
the value sn+1m . We train the network using stochastic gradi-
ent back-propagation by running a stochastic batch where we
randomly sample pairs of inputs and outputs from the training
set: x(snm) and sn+1m , respectively. Then at test time we choose
inputs x(snm), such that n=Ntrain, with Ntrain being the number
of temporal slices on the training set. As for the remaining ar-
chitecture, we use one hidden layer with Nh nodes. Regarding
the back-propagation hyper-parameters, we included an adap-
tive learning rate ηn = η/(1+ n/10000), where the hyper-
parameter η is the initial learning rate and ηn is the learning
rate used at time step n. We included a momentum term α for
faster convergence. A further hyper-parameter is the choice
of the activation function (see72), we use either a ReLU (rec-
tified linear unit) or a logistic sigmoid function depending on
the dataset example we are working with. We also normalize
the data before passing it through the neural network, in most
cases we scale it in linear fashion x→ αnor + x/βnor, and in
the case of real physical data as we will see later, we scale it
in logarithmic fashion it by x→ αnor + ln(1+x)/βnor, where x is
the initial data, and αnor and βnor are the arbitrary shift and
scaling constants, respectively. For the weight (and bias) ini-
tialization we choose random numbers with a constant distri-
bution between [0,1] and shifted by αrng and scaled by βrng.
The final hyper-parameter is the number of epochs taken on
the stochastic gradient descent which we denote by Nsteps. All
of these hyper-parameters are calibrated and fixed before we
4do any simulations with respect to the parameters I, J, K, L,
which are auto-calibrated by the above mentioned methods
derived from dynamical systems theory. In this sense, I, J, K,
L are not hyper-parameters of the neural network. We use the
standard loss function L =
(
sn+1m − sˆn+1m
)2
for a prediction
sˆn+1m centred around s
n
m against the real future value s
n+1
m .
III. PROPOSAL
Once we do a forecast, we then compare the goodness of
fit by first visual inspection and second by numerically cal-
culating the so-called structural similarity index SSIM(x,y)
which has been proposed by73 and used already in the con-
text of spatial-temporal forecasting in22,2474. The SSIM index
allows two images to be compared and provides a value of
their similarity - a value of SSIM = 1 corresponds to the case
of two perfectly identical images. We use it by calculating
the SSIM(x,y) between the entire test set and the forecast set,
since these can be interpreted as images (one spatial dimen-
sion/one temporal dimension).
Here we propose that the optimal time delay/spatial delays
(L and K, respectively) must be the ones based on the first
minima of the mutual information57–59 and that the optimal
number of temporal/spatial points to use (J and I, respec-
tively) must be the ones based on the method of false nearest
neighbours detection58,60–63. The mutual information is cal-
culated by taking a si, a one-dimensional data set, and si+L,
the related L-lagged data set. Given a measurement data point
si, the amount of information I(L) is given by the number of
bits on si+L that can be predicted on average. We then take the
mean of the mutual information over space and call it 〈I(L)〉,
which is independent of K due to the averaging. After that,
we take the first minimum of 〈I(L)〉, or, in the absense of a
clear minimum, take the L temporal lag for which the 〈I(L)〉
drops significantly and starts to plateau. This gives us L∗, the
optimal time delay. Conversely, we obtain K∗ by calculating
the spatial lag K for which we obtain the first minima of the
time-averaged mutual information 〈I(K)〉. Once the optimal
spatial and temporal lags K∗ and L∗ are calculated, we cali-
brate the minimum embedding dimension, or in other words,
the number of space-time neighbours in the optimal phase
space reconstruction. We employ the method of false nearest
neighbours60–62, which determines that falsely apparent close
neighbours have been eliminated by virtue of projecting the
full orbit in a increasing higher dimensional embedding phase
space. In practice, one has to set an arbitrary threshold
for when the fraction of false nearest neighbours becomes
“close” to zero, and this may not work for data with high
noise-to-signal ratios. Therefore, we only consider, in this
article, cases where the noise element is considered to be
small (or in the case of synthetic signals, negligible).
This gives us the J∗, the optimal number of time slices to
take, and I∗, the optimal number of spatial slices to take in our
x(snm) reconstruction.
Technically, the results in these references, for the mu-
tual information and the false nearest neighbours meth-
ods, giving an optimal value for the delay(s) and the num-
ber of delays, do not have a rigorous mathematical proof
behind them, but are known to work well in practice. As
we shall see later in the results section, small deviations
from the optimal values given by these methods have a
small impact in the predictability of the forecast.
In this article, we propose that as any set of input rep-
resentation “approaches” the optimal one, then SSIM → 1.
In the case of finite training sets and/or noisy training sets
SSIM→ x < 1, where x is the best forecast possible given the
data set. Visually, we believe that the SSIM versus some rea-
sonable metric constructed to represent the distance between
all other input representations and the optimal input represen-
tation will show a skewed bell shape as depicted in Fig. 2,
i.e. small changes in the delay or number of delay values
have a small impact on the predictability of the method,
and conversely large changes have a large detrimental im-
pact on the predictability. In this proposal, we use the most
obvious candidate to represent the distance between any input
representation and the optimal input representation, the scaled
Euclidian distance given by
de =
√(
I− I∗
I+ I∗
)2
+
(
J− J∗
J+ J∗
)2
+
(
K−K∗
K+K∗
)2
+
(
L−L∗
L+L∗
)2
,
(2)
where I, J, K, L are the parameters for each representation and
I∗, J∗, K∗, L∗ are the ones derived from the dynamical systems
theory. We also verified that other reasonable metrics, in par-
ticular the Manhattan distance75, did not change the results
qualitatively. We believe that using the Euclidean (and Man-
hattan) distance, which assumes both spatial and temporal di-
mensions are equally important, is a reasonable assumption,
given that the datasets studied here are intrinsically spatial-
temporal series with complex temporal and spatial non-linear
interactions.
IV. RESULTS
In order to empirically substantiate our proposal, we take
four examples of spatial-temporal series and attempt to fore-
cast using our feed-forward neural network. First, we split the
data into a training and a test set. Second, using the training
set only, we calculate the optimal time delay/spatial delays
(L∗ and K∗, respectively) using the first minima of the mu-
tual information, and then we calculate the optimal number of
temporal/spatial points to use (J∗ and I∗, respectively) using
the method of false nearest neighbours. Only then we build
the neural network model, calibrating the hyper-parameters
of the network by exhaustive search on the parameter space
to minimize the error on the training set. Then having fixed
those hyper-parameters, we run a Monte Carlo simulation, re-
training the network and running it to predict a forecast set,
on each one of our four examples, sampling random values of
the key feature selection parameters: I, J, K, L (including the
trivial ones with I = 0 and/or J = 0) and calculate the values
de(I,J,K,L) and SSIM(I,J,K,L). We plot the latter as a func-
tion of the former to compare against our proposal as depicted
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FIG. 2: Our main proposal. For a infinite noiseless training
set, the SSIM approaches SSIM→ 1. For real data sets, there
is a dispersion of the SSIM versus some reasonable metric
constructed to represent the distance between any feature
selection (e.g. de as in Eq. 2) and the optimal one given by
dynamical systems theory. Small (large) deviations in the
delays and/or number of delays, represented by a small
(large) distance de, produce a small (large) deviation in
predictability, away from the optimal one.
in Fig. 2.
We first take a physical system example, a real data exam-
ple, and then we progress from “simpler” systems (coupled
maps) capable of generating spatial-temporal chaos to more
“complex” systems (coupled Ordinary Differential Equations
- ODEs) to “really complex” systems (Partial Differential
Equations - PDEs). This is partially motivated by results in
the literature that show that general universalities are present
in different levels of simplification of physical models76, from
the original PDEs to truncated ODE expansions (e.g. spectral
method expansions77) to the most extreme simplification or
discretization such as maps which capture the essence of the
problem(s). In all cases we take examples with one spatial
and one temporal dimension. However, we believe that our
proposal will extend to multiple spatial dimensions. Again,
notice that here we are not trying to demonstrate that neural
networks, and in particular feed-forward neural networks can
perform well in predicting spatial-temporal chaos (as this has
been demonstrated in the literature already), but rather to show
that the optimal choice of the input layer features is given by
dynamical systems theory and does not need to be another
neural network hyper-parameter calculated by the “dark art”
of trial and error or any other alternative method.
A. Sunspot data - a physical system example
The first example we take is a physical real data example
based on a previous article of one of us24, where a neural net-
work using the type of input representation above (Fig. 1) was
used to forecast sunspot areas A(t,θ) in our Sun in both space
(θ latitude) and time (Carrington Rotation index78). This
sunspot data is usually called the “butterfly diagram” due to
its butterfly wings like appearance79. One can see how this
butterfly diagram looks like in80.
Sunspot data is regularly seen as a benchmark for time se-
ries forecasting, given its chaotic nature and that it is con-
sidered to be among the longest continuously recorded daily
measurement made in science81. Many authors (see e.g.64 and
references therein) have already attempted to use neural net-
works to forecast aspects of the sunspot cycle, although as
far as we are aware, most not in both space and time, having
restricted themselves to using these neural networks to fore-
cast mostly either the sunspot number or the sunspot areas
time series. There is only one example24, as far as we are
aware, of actual spatial-temporal forecasts using neural net-
works (see also82,83 where a neural network forecast of the
magnetic flux, which is related to sunspots, is forecast for lat-
itude/longitude datasets). There are also a few examples of
forecasting the butterfly diagram sunspot data in both space
and time (latitude/time)22,84–88 but none of these used neural
networks, rather all of those used other statistical methods or
actual numerical physical modelling.
We take as a “training set” the data from the year 1874
to approximately 1997 (i.e. the first 1646 Carrington Rota-
tions, from the number 275 to the number 1920). We at-
tempt to reproduce or forecast the sunspot area butterfly pat-
tern from Carrington Rotation 1921 up to 2076 (the last one
corresponding approximately to the end of year 2008); in
other words, we use 1646 time slices (≈ 122.92 years) to
reproduce the next 156 time slices (≈ 11.57 years)89. The
training set corresponds to around 12 solar cycles (cycle 11
to 22), while the “forecasting set” equates to cycle 23. The
entire dataset, including the training and forecasting sets, is
a grid xij = x(i, j), with i = 1802 and j = 50. The training
set is a grid x(1646,50). For this training set, the optimal
values were I∗ = 2, J∗ = 6, K∗ = 9 and L∗ = 70, as calcu-
lated in22. Notice that having some knowledge and un-
derstanding of the physics behind this data brings some
light to these optimal values. In particular L∗ = 70 cor-
responds to L∗days = 70× 27.2752316 days ≈ 5.23 ≈ 1/2 so-
lar cycle period. The hyper-parameters of the neural net-
work were: Nh = 70, η = 0.3, α = 0.01, a logarithmic nor-
malization of the inputs scaled with αnor = 10 and βnor = 0,
weight initialization with αrng = 10−2 and βrng = −0.5 and
Nsteps =1,000,000 . We used the logistic sigmoid function as
the activation on both the hidden and output layers.
The Monte Carlo results are depicted in Fig. 3 showing
runs with different I, J, K, L and plotting the SSIM versus
the distance to the optimal input feature selection parame-
ters (I∗,J∗,K∗,L∗) given by the dynamical systems theory. It
shows a reasonable expected dispersion as proposed and a
good convergence to the highest SSIM value we could ob-
tain for this particular slicing of the training and forecast sets
SSIM= 0.836876152. From the figure, there seems to be also
two clusters of behaviour, and at closer inspection, we found
that the cluster with lower SSIM is basically a set of very bad
6forecasts, with none of the characteristics of the real sunspot
behaviour (the 11 year-like cycle and the migration to the lat-
itudinal equator), while the higher SSIM cluster corresponds
to visually recognizable sunspot butterfly-like diagrams. Fur-
thermore, there are quite a few values of de > 0 that have
a slightly higher SSIM than the SSIM of the supposedly
optimal solution. These may be because first, this is not
noiseless data, and therefore the results of the mutual in-
formation and the false nearest neighbours method may
be out by a small amount, and second because it has been
demonstrated that there can be a range of different delay
values that give a good prediction. In fact it has recently
been shown90 that even with an embedding of slight lower
dimension one can still obtain a good prediction. How-
ever, the overall qualitative aspects of our results in Fig. 3
are consistent with our proposal, within the constraints of
the data we have.
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
0.00.20.40.60.81.01.21.4
Structural Sim
ilarity SSIM
Distance to "theoretical-based" optimum input 
layer architecture
Sunspot data
0.79
0.81
0.83
0.85
0.00.10.2
FIG. 3: Monte Carlo simulation of different input
representations of the input layer for the neural network
forecast for the sunspot data. It shows the structural similarity
(SSIM) against how far (in a Euclidean space metric) the
particular parameters of a particular run were from the
supposedly optimal input representation parameters (red dot).
We have added (in green) all possible simulations with the
distance smaller than 0.2, and did an overlay on top of the
Monte Carlo randomly chosen scenarios.
These results were quite satisfactory and inspired us to at-
tempt to check the existence of a universality of behaviour
across dynamical systems, by examining other unrelated syn-
thetic generated data sets. We continue below to these at-
tempts.
B. Coupled Hénon maps - a discrete-time dynamical system
Motivated by having a real case from a physical system,
we then tried to investigate if this same proposal holds in a
very simplified example of a spatial-temporal model. Coupled
maps are widely used as models of spatial-temporal chaos and
pattern/structure formation91–93. Following17,18 we take a lat-
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FIG. 4: Monte Carlo simulation of different input
representations of the input layer for the neural network
forecast for a series of 100 coupled Hénon maps. It shows the
structural similarity (SSIM) against how far (in a Euclidean
space metric) the particular parameters of a particular run
was from the supposedly optimal input representation
parameters (red dot). It also shows that as the parameters of a
randomly chosen input representation get close to the
supposedly optimal input representation ones, the SSIM
converges to what seems to be the best possible forecast
value given the limited dataset.
tice of M = 100 coupled Hénon maps:
un+1m = 1−1.45
[
1
2
unm+
unm−1+u
n
m+1
4
]2
+0.3vnm, (3)
vn+1m = u
n
m,
with fixed boundary conditions un1 = u
n
M =
1
2 and v
n
1 = v
n
M = 0.
The initial values for rest of the variables un=0m 6=1,M and v
n=0
m 6=1,M
is taken from a random constant distribution in the range [0,1[.
We run the synthetic data generation for N = 531 time
steps, and divided the set into Ntrain = 500 time steps for
the training set and Ntest = 31 time steps for the test set.
The other parameters of the neural network were: Nh = 10,
η = 0.1, α = 0, a linear input normalization scaling with
αnor = 2.947992, βnor = 0.515, αrng = 10−3, βrng =−0.5 and
Nsteps =1,000,000 . We used the ReLu function as the activa-
tion on both the hidden and output layers.
For this case the optimal values given by the mutual infor-
mation and the false neighbours methods were I∗ = 1, J∗ = 3,
K∗ = 2 and L∗ = 3. The results of the Monte Carlo simulation
for different I, J, K and L are depicted in Fig. 4. It again shows
a dispersion as proposed and a reasonable convergence to the
highest SSIM value we could obtain for this particular slicing
of the training and forecast sets SSIM = 0.71139101. In this
particular case, the optimal input layer architecture does not
exactly lead to the highest value of the SSIM. We believe that
this could be that, in the presence of limited data, we obtain
a sub-optimal neural network training. Nonetheless and more
importantly, the shape of the dispersion of the data in Fig. 4 is
still overall consistent with our proposal.
7Results suggest the same structure as depicted in our pro-
posal diagram and in the previous results for sunspots. We
now move below to a more complex model, a coupled set of
ODEs.
C. Coupled Ordinary Differential Equations - Lorenz-96
model
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FIG. 5: Monte Carlo simulation of different input
representations of the input layer for the neural network
forecast for the 40-ODE Lorenz 96 system. It shows the
structural similarity (SSIM) against how far (in a Euclidean
space metric) the particular parameters of a particular run
was from the supposedly optimal input representation
parameters (red dot). It also shows that as the parameters of a
randomly chosen input representation get close to the
supposedly optimal input representation ones, the SSIM
converges to what seems to be the best possible forecast
value given the limited dataset.
For the spatially extended coupled ODEs model we used a
well-known 40-coupled ODE dynamical system proposed by
Edward Lorenz in 199694:
dx j
dt
=
(
x j+1− x j−2
)
x j−1− x j +F, j = 1, . . . ,N = 40, (4)
where x−1 = xN−1, x0 = xN and xN+1 = x1 and F is a forcing
term. We use the forcing F = 5 to get some interesting be-
haviour in space and time. We used a time step ∆t = 0.05 and
we have integrated this equation using J. Amezcua’s MAT-
LAB code as given in95. It uses the Runge-Kutta 4-step
method.
We run the synthetic data generation for N = 531 time
steps, and divided the set into Ntrain = 500 time steps for the
training set and Ntest = 31 time steps for the test set. The other
parameters of the neural network were: Nh = 10, η = 0.05,
α = 0.001, a linear normalization input scaling with αnor = 10
and βnor = 0.430, weight initialization with αrng = 10−3 and
βrng = −0.5 and Nsteps = 100,000. We used the ReLU func-
tion as the activation on both the hidden and output layers.
For this case the optimal values obtained before the Monte
Carlo simulation from the mutual information and false neigh-
bours methods were I∗ = 2, J∗ = 2, K∗ = 1 and L∗ = 9. The
results of the random sampling of I, J, K, L in the simulation
are depicted in Fig. 5. It shows a dispersion as proposed and a
quite a good convergence to the highest SSIM value we could
obtain for this particular slicing of the training and forecast
sets: SSIM = 0.861844038. Results suggest the same struc-
ture as depicted in our proposal diagram and in the previous
results for sunspots and the coupled Hénon maps. Again, in
this particular case, the optimal input layer architecture does
not exactly correspond to the highest value of the SSIM index.
Again this could be that, in the presence of limited data, we
only can get a sub-optimal network training. Nonetheless and
more importantly, the shape of the dispersion of the data in
Fig. 5 is still overall consistent with our proposal.
D. Partial Differential Equations - Kuramoto-Sivashinsky
model
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FIG. 6: Monte Carlo simulation of different input
representations of the input layer for the neural network
forecast for Kuramoto-Sivashinsky with L = 22 system. It
shows the structural similarity (SSIM) against how far (in a
Euclidean space metric) the particular parameters of a
particular run was from the supposedly optimal input
representation parameters (red dot). It also shows that as the
parameters of a randomly chosen input representation get
close to the supposedly optimal input representation ones, the
SSIM converges to what seems to be the best possible
forecast value given the limited dataset.
Finally we take a full PDE system, the Kuramoto-
Sivashinsky model96,97, a very well-known system capable of
spatial-temporal chaos and complex spatial-temporal dynam-
ics. It is a fourth-order nonlinear PDE introduced in the 1970s
by Yoshiki Kuramoto and Gregory Sivashinsky to model the
diffusive instabilities in a laminar flame front. The model is
described by the following equation:
8∂u(x, t)
∂ t
=−∂
4u(x, t)
∂x4
− ∂
2u(x, t)
∂x2
−u(x, t)∂u(x, t)
∂x
, (5)
where x ∈ [−L2 ,+L2 ] with a period boundary condition u(x+
L, t) = u(x, t). The nature of solutions depends on the sys-
tem size L and on the initial u(x, t = 0). We have integrated
this equation by taking an exponential time difference Runge-
Kutta 4th order method (ETDRK4) using the Matlab code by
P. Cvitanovic´ as given in98 and taking a time step of ∆t = 0.5,
L = 22 Fourier modes which are known to produce a “turbu-
lent” or chaotic behaviour and a initial condition u(x, t = 0) =
10−5 for x ∈ [5,15], the remain being u(x, t = 0) = 0.
We run the simulation for N = 531 time steps, and divided
the set into Ntrain = 500 time steps for the training set and
Ntest = 31 time steps for the test set. The other parameters of
the neural network were: Nh = 50, η = 0.1, α = 0, a linear
normalization input scaling with αnor = 5.8472 and βnor =
0.5, weight initialization with αrng = 10−3 and βrng = −0.5
and Nsteps =1,000,000 . We used the ReLU function as the
activation on both the hidden and output layers.
The results of the Monte Carlo simulation can be seen in
Fig. 6. For this case the optimal values obtained before we
run the Monte Carlo simulation were I∗ = 1, J∗ = 2, K∗ = 2
and L∗ = 39. It again shows a dispersion as proposed and
a excellent convergence to the highest SSIM value we could
obtain for this particular slicing of the training and test sets: a
surprising high value of SSIM = 0.990264382. Results sug-
gest the same structure as depicted in our proposal diagram
and in the previous results for sunspots, the coupled Hénon
maps and coupled ODEs.
V. COMPARATIVE APPROACHES
Here we analyse other approaches, first, other feature se-
lection algorithms, and compare them to our non-linear em-
bedding approach, and second, we examine other forecasting
and machine learning models, and compare their performance
against ours.
A. Other feature selection approaches
A valid question regarding our proposal is how do other
well established feature selection approaches99–102 compare
with the one in our proposal. In the section we use a wide
variety, by no means complete or exhaustive, of feature se-
lection methods, and then run the neural network model with
exactly the same hyper-parameters applied to exactly the same
forecasting set as in section IV. In order to keep the number
of calculations to within a reasonable size, we focus only on
the most complex of the four data sets we introduced above,
namely the sunspot data set introduced in section IV A. We
start with a very large set of features, using the same archi-
tecture as in Fig. 1, but take the full feature set as represented
by not only the values at the regular time-delay and space-
delay crossings, but also all the intermediate values. That is
we take the full set of (2IK + 1)(JL+ 1) features to forecast
sn+1m . This is quite a high number of features to start with. For
the sunspot data in section IV A, (2IK+1)(JL+1) =15,577 ,
a number of the same magnitude as the number of training
vectors (17,150 ) that are possible to fit within the training
set without going outside the boundary and much higher than
the number of features selected by the non-linear embedding
method from our proposal, which is (2I+1)(J+1) = 35.
Notice that in any forecast of temporal or spatial-
temporal time series, the full number of features can be
very high, in fact one can use the entire past history to
forecast the future. This may lead to a accurate forecast
on the training set, but one must remember that a high
feature dimensionality can easily lead to over-fitting, and
a bad forecast on the test set. This is another reason why
it is important to test the effect of feature selection tech-
niques and compare it against our non-linear embedding
method proposal.
In order to compare like with like, for all the alternative fea-
ture selection methods, after applying then, i.e. after ranking
or scoring, we take only the 35 top selected features to create
the training set to pass to the neural network, so that we are
in a equal footing with respect to the training set state vector
dimensionality. We then calculate the SSIM index for each
forecast to compare the relative strength of each feature se-
lection approach against the one in our proposal. In addition
to the SSIM index we also calculate a couple of other met-
rics which are relevant from the solar physics point of view
in order to further differentiate the quality of each forecast
comparatively to the target and to our own proposal’s feature
selection approach. The feature selection approaches we take
are described below:
1. Model based ranking
In a model based ranking approach99, a type of univari-
ate feature selection, we select an arbitrary machine learn-
ing method, then build a forecasting model and measure the
ranking or performance of each individual feature. Here we
decided to use a random forest regressor103, using the scikit-
learn python framework104 with a maximum depth equal to
4 levels and 20 estimators as our prediction method, and used
the R2 cross-validation score as our ranking metric. We used a
shuffle split for the cross-validation element, with 5 splits and
25% as the proportion of the dataset to include in the test split.
We then ranked the scores from higher to lower and select the
top (2I+1)(J+1) = 35 features. Then this feature selection
mask is implemented in a full run of the neural network as in
section IV A.
2. Linear Regression selection
In this approach we used a plain vanilla linear regression
using scikit-learn100,104,105 and used the coefficients of the re-
gression model to select and rank our features. This method
assumes the highest ranking features will naturally have the
9Feature Selection Approach RMSE〈A(t)〉24 max
(〈A(t)〉24) SSIM(A(t, latitute),A∗(t, latitute))
Target original 0 1875 1
Non-linear embedding model 451 1932 0.867534101
Model based ranking 822 671 0.849603883
Linear Regression selection 1073 55 0.188479465
Lasso (L1) Regression selection α = 0.3 1035 111 0.515152781
Lasso (L1) Regression selection α = 0.01 1087 35 0.318327776
Lasso (L1) Regression selection α = 10 1035 111 0.515152781
Ridge (L2) Regression selection α = 10 1080 43 0.270791063
Mean decrease impurity 533 1329 0.838842336
Mean decrease impurity (Max Features = 35) 510 1329 0.857529382
Mean decrease accuracy 536 1373 0.847073739
Stability selection (Randomized Lasso) 1035 111 0.515152781
Recursive feature elimination 1085 37 0.155398607
TABLE I: Comparison of feature selection models, for forecasts using the neural network model and the physical data set(
A∗(t, latitute)
)
as in section IV A. RMSE〈A(t)〉24 is the root mean square error of the difference of predicted A(t) with respect
to the target value of A∗(t), with the forecasting period being the full solar cycle 23 (approximately 12 years long), averaged
over 24 months and where A(t) = 〈A(t,θ)〉 is the spatial (latitudinal) average of the sunspot areas A(t,θ). The max(〈A(t)〉24)
is the maximum of the 24-month smooth sunspot area cycle 23, used to compare if the forecast reaches the target sunspot area
maxima. The SSIM and all neural network parameters are calculated and given as in section IV A.
highest (absolute) coefficients in the model, while the most
irrelevant features will have (absolute) coefficients close to
zero. As above, we selected the top (2I+1)(J+1) = 35 fea-
tures. Again this feature selection mask is implemented in a
full run of the neural network as in section IV A.
3. Lasso (L1) Regression selection
Here we do again a linear regression but with an L1 regu-
larization approach100,104,106, that is commonly used to pre-
vent overfitting and helps with model generalization. Techni-
cally a term of the following form α∑Ni=1‖wi‖ is added to the
loss cost function, where α is a positive free parameter and
wi are the coefficients of the linear regression. The assump-
tion here is that, as we have introduced a penalty factor that
penalizes large model coefficients, the features which are ir-
relevant or of lower importance ranking will tend to have zero
coefficients. It is well known that Lasso’s regression tends to
produce sparse solutions and therefore naturally leads to fea-
ture selection107. After ranking, we can then choose the most
(35) relevant features and run the neural network with the fea-
ture selection mask as above.
4. Ridge (L2) Regression selection
Here we do again a linear regression but with an L2 reg-
ularization approach100,104,108, where we add a α∑Ni=1‖wi‖2 to
the loss cost function, where α is a positive free parameter
and wi are again the coefficients of the linear regression. The
assumptions are similar to the ones above for the Lasso’s re-
gression approach, but the use of the L2 norm tends to make
the model more stable. After ranking, we can then choose the
most relevant features (35 of them) and run the neural network
with the feature selection mask as above.
5. Mean decrease impurity
In this approach we use a random forest as a
regressor101,103. For regression trees, the measure (called im-
purity) used to decide locally the optimal condition is the vari-
ance. If we use a random forest, during training each aditional
feature decreases the impurity and this can be averaged across
the tree for our feature ranking. We then proceed as above.
6. Mean decrease accuracy
This approach measures the change that each feature has
on the model accuracy, and again we use a random forest as
a regressor103. This feature impact measurement is done via
several permutations of the actual value of each feature and
by measuring the accuracy changes. The assumption is that
features which are irrelevant or close to irrelevant, the permu-
tation will have little impact or consequence. We implement
this using the approach as described in101. We then proceed
as above.
7. Stability selection
This novel approach102,109 uses subsampling with a selec-
tion method. After applying the approach on different sub-
samples of both the data and the features, it scores features
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according to their impact/importance. We used the scikit-
learn104 implementation of stability selection in its random-
ized lasso implementation. We then proceed as above.
8. Recursive feature elimination
The recursive feature elimination approach102,110 uses a
regression model (in this case a linear regression) against
a set of features, and recursively eliminates a portion of
features based on e.g. the coefficients or scores, until there
are no more features. Then it ranks the features according to
the time these were eliminated. We used the recursive feature
extraction (RFE) class within scikit-learn104,111 to imple-
ment this feature selection method. We then proceed as above.
Our results are depicted in Table I. As mentioned above, we
run the feature selection on all possible feature “boxes” of size
(2IK + 1)(JL+ 1) =15,577 , then select the top (2I+ 1)(J+
1) = 35 features, same as the non-linear embedding model
in our proposal. The most important metric is the SSIM of
the spatial-temporal prediction versus the target original cycle
23 (sunspot solar cycle). We can see that based on that met-
ric alone our proposal’s feature selection method is the best.
However, some of the alternative approaches do get close to
the value of SSIM from the non-linear model. Because of that,
we introduced two other metrics. The first, max
(〈A(t)〉24),
measures the maximum amplitude of the time-smoothed cy-
cle, and is one of the most compared metrics for forecasts of
this data set in the literature. The second is the the root mean
square error between the time-smoothed forecast versus the
target (in two dimensions, space and time). We can clearly see
that all other alternative feature selection approaches do not
compare well against our non-linear embedding model when
we look at all three metrics simultaneously.
B. Other forecasting models
Since the feature selection element of our proposal is actu-
ally independent of the neural network, we decided to also test
it against other predictive models, to see if the proposal still
holds for other forecasting methods. We tested four alterna-
tive models, a decision tree, a random forest, a variation of the
AutoRegressive Integrated Moving Average (ARIMA) model,
called Spatial-Temporal ARIMA or STARIMA, and finally a
support vector machine (SVM) regression model. The details
of these models are as follows.
1. Decision tree regression
Decision tree regression112 is a simple approach, a varia-
tion of decision tree used for classification but where the pre-
dicted target is a real number value. The algorithm buckets
the possible set of values within ranges, which act like target
outcomes. We used the scikit-learn104,113 implementation and
left all settings as default straight out of the box except for the
hyper-parameter representing the maximum depth of the tree,
which we set as max_depth = 9.
2. Random forest regression
Random forests (also called random decision forests)114 are
used for regression by using an algorithm whereby a set of
decision trees is fitted at training time and then the predic-
tion is the mean prediction of that set of trees. This is a tech-
nique to avoid the overfitting that can be present if we use just
one decision tree. It is a quite successful and well regarded
method, used for both classification and regression. Here we
used the scikit-learn104,115 implementation. We set the ran-
dom forest hyper-parameters as follows: the maximum depth
of the tree max_depth= 9 and the number of trees in the forest
n_estimators = 1.
3. STARIMA model
The STARIMA model116 is a spatial-temporal extension
of the Autoregressive integrated moving average (ARIMA)
model117. In this case we take no integrated terms (we set
them to zero), and we take the regressive terms to jump L
steps in time, K steps in space, and take a fixed maximum of
J+1 temporal terms and 2I+1 spatial terms to forecast. We
used the scikit-learn104 implementation and the linear regres-
sion module105 in scikit-learn.
4. Support Vector Machine regression
Support Vector Machine regression118 uses SVMs,
whereby data is mapped in a way that different buckets
(like categories) are separated by a gap as wide as possible.
We used the scikit-learn104,119 implementation and radial
basis function (RBF) kernels for our approach. We set
the random forest hyper-parameters as follows: the kernel
coefficient gamma = 5, the penalty parameter of the error
term C = 1 and the heuristic shrinking = FALSE. Because
of memory/CPU limitations we run our Monte Carlo only
with 100,000 examples of the training set, as opposed to
1,000,000 on all the other cases.
Again as in Section V A, we only take the sunspot data (the
real data set) case, to keep the study within reasonable bounds.
We take exactly the same Monte Carlo approach as in Section
IV A, using the same set of I, J, K, L randomly chosen values.
The results are depicted in Figure 7. This shows that the pro-
posal holds for other forecasting models, implying that indeed
this is a general result.
5. Deeper neural networks
Here we assess if the proposal will hold when we relax the
one hidden layer constraint we used in all neural network runs
above. We run two Monte Carlo simulations, again on the
11
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FIG. 7: Monte Carlo simulation of different feature selections for different regression model forecasts for the sunspot data. It
shows the structural similarity (SSIM) against how far (in a Euclidean space metric) the particular parameters of a particular
run were from the supposedly optimal input representation parameters (red dots).
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FIG. 8: Monte Carlo simulation of different input representations of the input layer for the neural network forecast for the
sunspot data for deeper networks, with 2 and 5 hidden layers. It shows the structural similarity (SSIM) against how far (in a
Euclidean space metric) the particular parameters of a particular run were from the supposedly optimal input representation
parameters (red dot).
sunspot data and this time with deeper feed-forward neural networks with 2 and 5 hidden layers. For the case with 2 hid-
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den layers, we set the number of hidden nodes on the first
layer as nh1 = 70 and on the second layer nh2 = 60, while for
the case with 5 hidden layers we used nh1 = 70, nh2 = 60,
nh3 = 50, nh4 = 40 and nh5 = 30. These were chosen to ensure
the number of nodes decreased while maintaining accuracy
(as measured by the SSIM index).
As the back-propagation algorithm we developed is rel-
atively slower on these deeper networks, we use the
TensorFlow120 python library with the Adam optimizer
algorithm121 for faster computation and convergence, after
checking that the results and conclusions presented before did
not change from moving from our own neural network code
to TensorFlow code. The results are depicted in Figure 8 and
again it shows that the proposal holds for other deeper models,
implying that indeed this is a general result. We also noticed
that the optimal input layer architecture does not exactly cor-
respond to the highest value of the SSIM index. However, we
believe this is because we maintained all the hyper-parameters
(except the number of hidden layers, obviously) constant as in
section IV A, and this leads to sub-optimal training. Nonethe-
less and more importantly, the shape of the dispersion in Fig.
8 is still overall consistent with our proposal.
VI. CONCLUSIONS
In this article, we have shown empirical evidence for the
existence of an optimal feature selection for the input layer
of feed-forward neural networks used to forecast spatial-
temporal series. We believe that the selection of the features
of the input layer can be uniquely determined by the data it-
self, using two techniques from dynamical systems embed-
ding theory: the mutual information and the false neighbours
methods. The former procedure determines the temporal and
spatial delays to take when selecting features, while the lat-
ter determines the number of data points in space and time
to be taken as inputs. We propose that this optimal feature
selection gives the best forecast, as measured by a standard
image similarity index. We also propose that the shape of the
dispersion of points on a Monte Carlo simulation across all
possible feature selections on a plot of the similarity index
versus the distance to optimal feature selection is a skewed
bell shape with the highest value being the optimal feature se-
lection/maximum similarity index.
In order to substantiate our proposal, we chose four un-
related systems, in order of complexity: a set of spatially
extended coupled maps; a set of spatially extended coupled
ODEs; a one-dimensional spatial PDE and a real spatial-
temporal data set from sunspots areas in our Sun. In all four
cases, we were able to first use the mutual information and
the false neighbours methods to determine the four parameters
defining the input layer feature selection122. After calibration
of the hyper-parameters we then were able to forecast the test
set reasonably well, although, as explained, this was not the
objective of this article. We show that for a random Monte
Carlo simulation across possible feature selections, the neu-
ral network did not, as expected, forecast as well as it did for
the specific set of optimal four parameters given by dynami-
cal systems theory. As proposed, the Monte Carlo simulations
show that the shape of the distribution of points was a skewed
bell shape with the highest value being the optimal feature se-
lection/maximum similarity index (subject to minor variations
due to noise and the finiteness of the dataset). In order to fur-
ther substantiate our proposal, we also compared our results
against other alternative feature selection approaches and also
the more complex case where we have a deeper neural net-
work. In both cases, we have shown that the proposal holds
and the non-linear dynamics approach for optimal feature se-
lection is justified.
Given how important spatial-temporal systems are and how
we want to forecast the future as accurately as possible it is
quite important to attempt to reduce the number of hyper-
parameters in neural network prediction, and to try to con-
strain the feature selection from the data properties only. If
indeed our proposal turns out to be true, it would remove the
input layer feature selection as another free parameter in the
already complex process of choosing the details of the neural
network to use for forecasting.
In this article we have focused first and foremost in estab-
lishing empirical evidence for our proposal, within a simple
framework of feed-forward neural networks with one hidden
layer for the purpose of prediction in one spatial and one tem-
poral dimensions. Naturally, there are many clear extensions
to our research. First to use deeper networks with additional
hidden layers to possibly tackle systems which are hyper-
chaotic (i.e. with multiple positive Lyapunov exponents). Sec-
ond, to attempt to extend the proposal with empirical evidence
in high dimensions, e.g. 3+1-dimensional weather systems.
Third, to extend the proposal to other commonly used neural
network models, such as recurrent neural networks71, partic-
ularly echo state networks25,123 and long short-term memory
networks124. Fourth and last but not least, to demonstrate the
proposal rigorously would show how dynamical systems the-
ory can clarify the so called “dark art” in neural network fea-
ture construction. These objectives are however, outside the
scope of this research article and will be pursued as part of
future work.
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