ABSTRACT This paper studies resource scheduling for delay minimization in multi-server cellular edge computing systems. The traditional method defines queue length-based Lyapunov functions and designs scheduling algorithms which solve the corresponding queue length control problem. Different from the traditional method, this paper defines the delay-based Lyapunov function. Specifically, the formulas of the communication delay and computing delay in cellular edge computing systems are derived without needing the assumptions about traffic's statistics. Then, a resource scheduling algorithm which directly minimizes the weighted sum of the communication delay and computing delay is proposed. The simulation results show that the total delay of the proposed scheduling algorithm is decreased as compared to that of the traditional method. The impact of parameters on the delay performance is also evaluated.
FIGURE 1. Categories of existing papers.
scheduling is studied, where no delay was explicitly considered.
For the second category, only the transmission delay and execution delay are considered. But the queueing phenomenon is not considered, not to mention the queueing related delay. For example, in [18] , the maximization of the weighted sum of processed CPU cycles and energy consumption was studied; in [19] - [20] , the minimization of the energy consumption was studied; in [21] , the minimization of the weighted sum end-to-end delay was studied where the task was data compression; in [22] , the minimization of the overall delay in non-orthogonal multiple access mobile edge computing systems was studied; in [23] - [25] , the minimization of the sum of delay of users was studied.
For the third category, the queueing phenomenon is considered. However, the queueing related delay is still not considered. For example, in [26] , the minimization of the long-term time-average service delay was studied, where the queueing related delay was not considered; in [27] , the joint minimization of the network delay and capital expenditure was studied, where the queueing related delay was mentioned but intentionally ignored; in [28] , the joint minimization of the average energy consumption and overall delay was studied, where the queueing related delay was neglected.
The fourth category is queue model based. For this category, the queueing related delay is also considered. Further, it is assumed that the queues can be modelled as the traditional queues (e.g., the M/M/1 queue) so that the delay formulas of queueing theory can be readily applied. For example, in [29] , the maximization of the profit was studied, where the computing queue was assumed to be the M/M/1 queue; in [30] , a unified cloudlet-aware resource management scheme was proposed, where the communication queue was modelled as the polling queue and the computing queue was assumed to be the M/M/c queue; in [31] , the objective of scheduling was to maximize the revenue and minimize the capital expenditure of resource deployment, where both the communication and computing queues were assumed to be the M/M/c/∞ queue; in [32] , the minimization of the long-term system delay was studied, where both the communication and computing queues were assumed to be the M/M/1 queue; in [33] , the scaling laws of communication delay and computation delay were derived, where the computing queue was assumed to be the M/M/1 or M/G/1 queue; in [34] , the minimization of the response time was studied, where the computing queue was assumed to be the M/M/1 queue; in [35] , the minimization of the total energy cost was studied, where the communication queue was assumed to be the M/M/c queue; in [36] , the joint minimization of the energy consumption, execution delay and payment cost was studied, where the computing queue was assumed to be the M/M/c or M/M/∞ queue; in [37] , the maximization of the average reward for the transcoders was studied, where the computing queue was assumed to be the M/G/c queue; in [38] , the minimization of the maximum delay was studied, where both the communication and computing queues were assumed to be the M/D/1 queue.
The fifth category is Lyapunov method based. For this category, the queueing related delay is also considered. Further, instead of using the delay formulas of queueing theory, Little's Law is used to incorporate the queueing related delay into the scheduling problem [39] - [47] . A typical scheduling algorithm of this category is derived as follows: 1) by Little's Law, consider that the average delay and average queue length are interchangeable; 2) define the queue length based Lyapunov function L[n] and calculate its conditional drift [n]; 3) by the method in [48] - [49] , design scheduling algorithm which minimizes [n] or the upper bound of [n] .
We focus on the Lyapunov method based (i.e., Category 5) scheduling algorithms. For this category, the pros is that the assumptions about traffic's statistics are not needed. However, the delay formulas of queueing theory cannot be applied then. Thus, due to lack of delay formulas, scheduling algorithms do not directly solve the delay minimization problem but solve the queue length control problem instead. This is the cons of the Lyapunov method based scheduling algorithm. By contrast, the queue model based (i.e., Category 4) scheduling algorithms can directly minimize the delay. This is due to the availability of the delay formulas. However, the assumptions about traffic's statistics are needed then. This is the cons of the delay model based scheduling algorithms.
B. CONTRIBUTIONS
Motivated by the above observations, this work extends the Lyapunov method based scheduling algorithms by studying the scheduling algorithm which formulates and solves the delay minimization problem directly without needing the assumptions about traffic's statistics. The contributions of this work are as follows.
• The formulas of the communication delay and computing delay in cellular edge computing systems are derived by using the tools of the arriving curve and leaving curve [50] - [51] . During the derivations, the assumptions about traffic's statistics are not needed. • A resource scheduling algorithm is designed which directly minimizes the sum of the communication delay and computing delay. The algorithm is gradient based and a weight factor is introduced to tradeoff between the communication delay and computing delay.
• Simulation experiments are conducted to compare the proposed scheduling algorithm with the traditional Lyapunov method based scheduling algorithm. Simulation results show that the proposed algorithm can achieve better delay performance. The impact of parameters on the delay performance is also evaluated.
II. SYSTEM MODEL
Consider a cell in which time is slotted and the duration of each time slot is T seconds. There are I users in the cell who keep generating tasks. In this paper, we assume the execution of the task is considered as a whole, which is modeled by the number of cycles needed by the task. For each user i, let E i denote the number of cycles needed by the task of this user. Tasks are offloaded to the computing servers located in the BS. There are J servers in the BS. For each server j, let F j denote the number of cycles provided by this server per second. Then, if a task of user i is allocated to server j, it will take E i /F j seconds to execute. For convenience, let α ij denote the normalized execution delay of the task of user i at server j, which can be calculated as,
There are two types of queues in the system: the first is the communication queue, the second is the computing queue. The models of these two types of queues are presented in the next subsection. The main notations used in this paper are summarized in Table 1 .
A. QUEUEING MODEL 1) COMMUNICATION QUEUE
There are I communication queues, one for each user. For the ith communication queue, let U i [n − 1] denote the number of tasks in the queue at the beginning of slot n, let X i [n] denote the number of tasks transmitted to the BS (i.e., leave the queue) during slot n, and let A i [n] denote the number of tasks arriving to the queue at the end of slot n. Then the evolution of the ith communication queue is described as
where (·) + = max{·, 0} and X i [n] is integer. Although X i [n] represents the number of tasks transmitted during slot n, its value is determined at the beginning of slot n. In order to save communication resource, the value of X i [n] must not exceed the number of tasks in the queue when the determination is made (i.e., at the beginning of slot n). That is, the following constraint
must be satisfied. Additionally, X i [n] is limited by the communication capability of air interface. Let R i [n] denote the number of subcarriers which are needed to offload one task of user i to the BS in slot n. Then we have,
where R is the total number of subcarriers in the cell. If these constraints are satisfied, then the recursive equation in (2) is simplified as
This is the actual recursive equation of the communication queue used in this work.
2) COMPUTING QUEUE There are J computing queues, one for each server. At the end of slot n, a total of
tasks arrive to the BS. Let x ij [n] denote the number of tasks of user i which are assigned to server j. Thus, at the beginning of slot n+1, a total of I i=1 x ij [n] tasks arrive to server j. These tasks require
denote the number of cycles required by the tasks in the jth computing queue at the end of slot n + 1. Then the evolution of the jth computing queue is described by,
where
There are constraints on x ij [n] . Firstly, the sum of
Secondly, for each slot a server is not allocated to more than one user. Define the binary variable χ ij [n] which equals to one if x ij [n] > 0 and zero otherwise. Then this constraint is,
Finally, for convenience, let
where α ij is defined in (1). This is the actual recursive equation of the computing queue used in this work.
B. DELAY MODEL
In this subsection, the formulas of the average communication delayW i and computing delayZ i are derived. During the derivations, the assumptions about traffic's statistics are not needed.
1) COMMUNICATION DELAY
denote the total number of arrivals and departures until slot n, respectively. They are also known as the arriving and leaving curves in the literature, as illustrated in Fig. 2(a) . LetW i [n] denote the total area between these two curves up to slot n+1, which represents the total delay all tasks have experienced in the queue until slot n + 1. Then we have,
which corresponds to the shadowed area in Fig. 2 
Finally, defineW as the measure of the communication delay experienced by the task of user i.
2) COMPUTING DELAY
For this case, we use different method to calculate the area between the arriving curve and leaving curve. LetD ijh [n] denote the computing delay experienced by the hth (1 ≤ h ≤ x ij [n]) task in the jth computing queue. The area between the arriving curve and leaving curve is calculated as
as shown in Fig. 2 
where 
For convenience, let
Then we have,
The value of Y j measures the computing delay per queue. However, we need to measure the computing delay per user. Let Z i [n] denote the total normalized computing delay experienced by the tasks of user i until slot n. To get the expression of Z i [n], let
Then we have
Finally, defineZ
as the measure of the computing delay experienced by the tasks of user i. [31] , [39] , [43] , [44] , there are tradeoffs betweenW andZ . IfW is small,Z will be large; otherwise, ifW is large, thenZ will be small. Therefore, we need to jointly optimize these two types of delay. To qualify the tradeoff, we incorporate a weight factor V to reflect the relative importance of these two types of delay. Then the multiobjective optimization is formulated as
The objective consists of two subproblem. The first subproblem is minW , the second subproblem is minZ . We derive the expressions of these two subproblems separately as follows.
A. THE SUBPROBLEM minW
This subproblem can be equivalently stated as: min 
We approximate this objective by the conditional expectation. That is, for slot n, since W i [n − 1] has been given, the scheduling decision X i [n] only affects the term U i [n] . Thus, we only need to solve min E{
. This is equivalent to solve min E{(
Therefore, we propose to solve min E{
for any positive a, b, and c, we have
. Hence, the expectation in the objective can be bounded as E{
where B is some constant. Thus, we seek to design an algorithm that minimized
We now use the concept of opportunistically minimizing an expectation. That is, the above expression is maximized by the algorithm that chooses
Therefore, the subproblem minW can be approximately transformed into the following optimization subproblem for each slot n,
subjecting to the constraints in (3)-(4).
B. THE SUBPROBLEM minZ
This subproblem can be equivalently stated as: min I i=1Z i , subjecting to the constraints in (7)-(8). By the definition ofZ i , the objective can be written as min E{
According to the equation in (19) , the objective can be written as min E{ 
The value of S j [n − 1] is available at the beginning of slot n since it can be predicted according to the scheduling results of the previous slot. Using the concept of opportunistically maximizing an expectation, the above expression is minimized by the algorithm that chooses x ij [n] to minimize
Therefore, the subproblem minZ can be transformed into the following optimization subproblem for each slot n,
subjecting to the constraints in (7)- (8).
C. JOINT MINIMIZATION
Consider (22) and (23) together. Then the problem in (21) can be approximately transformed into the following optimization problem for each slot n,
where X i [n] satisfies (3)-(4) and x ij [n] satisfies (7)- (8) for each i and j. Finally, since X i [n] and x ij [n] are not independent, the variable X i [n] can be eliminated. Then the final form of the VOLUME 7, 2019 optimization problem for each slot n is,
IV. RESOURCE SCHEDULING ALGORITHM
In this section, the scheduling algorithm is derived via solving the optimization problem in (25) . This problem is an integer programming problem, which generally requires exponential time to solve. We use the gradient based method to find an approximate solution.
Before presenting the scheduling algorithm, some notations are needed. First of all, let g ij [n] denote the partial derivative of the objective function in (25) with respect to x ij [n]. Then we have,
For simplify the expression, we ignore the final term and approximately have,
. (27) Next, we define the feasible set as follows. Assume x ij [n] = a ij and let A i = J j=1 a ij . For any user i and server j, if the following conditions are satisfied, we can allocate one more task of this user to this server and increase the value of x ij [n] by 1 (i.e., let x ij [n] ← a ij + 1). Firstly, if the gradient g ij [n] ≥ 0, then we cannot allocate any more task of user i to server j. This is due to that we want to minimize the objective. Secondly, according to the constraint in (3) and (7), if A i < U i [n−1], then we can allocate one more task of user i to some server; otherwise, if A i = U i [n − 1], then user i has no task to allocate. Thirdly, according to the constraint in (4), if
then we cannot allocate any more task of user i to any server. Fourthly, according to the constraint in (8) , if server j has been allocated to some user l = i, then we cannot allocate any task of user i to server j. Summing up, the feasible set can be determined as,
Based on the above notations, the proposed scheduling algorithm is presented as follows. Initially, set x ij [n] = 0 for each i and j. Then the algorithm executes the following steps.
Step 1: Calculate g ij [n] for each i and j.
Step 2: Determine the set C. If C is empty, the algorithm stops; otherwise, go to the next step.
Step 3: Determine the pair (i * , j * ) = arg min g ij [n] over all feasible (i, j) ∈ C.
Step 4: Update x i * j * [n] ← x i * j * [n] + 1, then go back to the first step.
A. THE TRADITIONAL ALGORITHM
To benchmark the performance of the proposed scheduling algorithm, the traditional Lyapunov method based scheduling algorithm is considered as follows. Define the Lyapunov function as
, where V is also a weight factor. Then the conditional Lyapunov drift can be calculated as
The Lyapunov method based scheduling algorithm is to make a transmission decision x ij [n] to minimize the drift. After some regular derivations as summarized in [49] , we have that the traditional scheduling algorithm solves the following optimization problem for each slot n,
Comparing this optimization problem with (25) , only the objectives are different. Therefore, we use the same procedure above to solve this optimization problem, except that the gradient in (27) is replaced by,
Therefore, the computational complexities of the proposed algorithm and the traditional algorithm are the same.
V. PERFORMANCE EVALUATION A. PARAMETER SETTING
Consider a time-slotted cellular communications system. The total number of subcarriers provided by the cell is R = 4. There are J = 5 computing servers which are co-located with the BS. Unless otherwise stated, the value of F j is set to be 2 × 10 5 for each j. Consider there are I = 3 users. For each user i, assume his tasks arrive according to a Poisson process with the average inter-arrival time of T i seconds. Unless otherwise stated, the value of T i is set to be 3 slots; the value of R i is Gaussian distributed with mean of 2 and variance of 1; and the value of E i is set to be 9.5 × 10 3 for each i.
The performance considered in this paper is delay. During the simulations, we first collect the values of the communication delay and computing delay experienced by each task of each user, then calculate the average communication delay and computing delay by averaging over all tasks and all users, finally calculate the average total delay per task by summing the average communication delay and average computing delay.
B. NUMERICAL RESULTS
This subsection presents numerical results with different parameter settings. Fig. 3 shows the simulation results of the average total delay, communication delay, and computing delay with different V for different scheduling algorithms, where the curves with square mark represent the proposed algorithm (i.e., ''Alg1'') and the curves with triangle mark represent the traditional algorithm (i.e., ''Alg2''). See Section IV-A for the details of the traditional algorithm. For the curves in this figure, we have the following observations. Firstly, both algorithms can tradeoff between the communication delay and computing delay. With the increase of V , the computing delay decreases, whereas the communication delay increases. For example, for the proposed algorithm, when V is increased from 10 −1 to 10 1 , the computing delay decreases from 11.3749 to 4.8614 slots, whereas the communication delay increases from 2.0411 to 21.6427 slots. Secondly, the parameter V has more impact on the communication delay than on the computing delay. Thirdly, the total delay of the proposed algorithm is always better than that of the traditional algorithm. For example, when V = 1, the total delay of the traditional algorithm is 17.2891 slots, whereas the total delay of the proposed algorithm is 12.8160 slots, with a 25.8% off. This is due to that the proposed algorithm minimizes delay directly, whereas the traditional algorithm does not. Therefore, we can conclude that the delay performance of the proposed scheduling algorithm is better than that of the traditional algorithm. Fig. 4 shows the percentiles of the average total delay with different V . For the curves in this figure, we have the following observations. Firstly, with the increase of V , the range of the curve becomes wider and the shape becomes flatter. For example, for the proposed algorithm, when V is increased from 1 to 10, the maximum delay increases from 64 to 80 slots and the shape becomes flat. Secondly, for any V , the curve of the proposed algorithm is always narrower and sharper than that of the traditional algorithm. For example, when V = 1, the 95th percentile of the proposed algorithm is 32 slots, whereas the 95th percentile of the traditional algorithm is 44 slots. This is also due to that the proposed algorithm minimizes delay directly, whereas the traditional algorithm does not. Fig. 5 shows the simulation results of the average total delay, communication delay, and computing delay for different values of F j (i.e., the total number of cycles provided by server j in one second). In this experiment, we set V = 1 and FIGURE 5. Impact of the amount of computing resources provided by the computing server. VOLUME 7, 2019 E i = 8 × 10 3 . For the curves in this figure, we can observe that, with the decrease of F j , both the communication delay and computing delay increase. For example, for the proposed algorithm, when F j decreases from 1.9 × 10 5 to 1.7 × 10 5 cycles per second, the communication delay increases from 2.2694 to 5.7831 slots, the computing delay increases from 4.7494 to 6.4892 slots, and the total delay increases from 7.0188 to 12.2723 slots. Further, we can observe that, the total delay of the proposed algorithm is always better than that of the traditional algorithm. This is still due to that the proposed algorithm minimizes delay directly, whereas the traditional algorithm does not.
1) COMPARISON WITH EXISTING ALGORITHM

2) THE PERCENTILES OF DELAY
3) IMPACT OF THE AMOUNT OF COMPUTING RESOURCES PROVIDED BY THE COMPUTING SERVER
VI. FUTURE WORK
In our future work, we will extend this work from the following aspects. Firstly, we will study the theoretical analysis method of the proposed scheduling algorithm. Secondly, we will study how to extend this work to other systems when the systems can be modeled as the concatenated queues and the objective is to minimize the queueing delay. Thirdly, we will study how to extend this work to the case when the task is modelled as a workflow of dependent subtasks. Fourthly, we will study how to extend this work to the scenario where the communication delay and computing delay are not dependent on each other.
