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In Brief Valero et al. show how unsupervised clustering discloses a synaptic mechanism for CA1 firing selectivity during sharp-wave ripples. This mechanism is impaired in epileptic rats by collapsing cell-specific synaptic drives. This establishes new concepts in understanding selective neuronal firing.
INTRODUCTION
Reactivation of spatial and episodic neuronal sequences occurs offline in the hippocampus during sharp-wave ripples (100-250 Hz; Ná dasdy et al., 1999; O'Neill et al., 2006; Foster and Wilson 2006; Diba and Buzsá ki 2007; Wang et al., 2016) . Such sequences, which may also play prospectively (Gupta et al., 2010; Pfeiffer and Foster, 2013) , are precisely organized in proximo-distal and deep-superficial hippocampal sub-regions (Csicsvari et al., 2000; Valero et al., 2015; Oliva et al., 2016) . They depend in part on network microstructure (Stark et al., 2015; Wang et al., 2016) and, in turn, firing sequences shape local field potentials (LFPs) associated with ripple events (Reichinnek et al., 2010; Taxidis et al., 2015) . Global interference with sharp-wave ripples impairs memory and destabilizes the spatial code (EgoStengel and Wilson, 2009; Girardeau et al., 2009) , while acting locally in a cell-type-specific manner results in alterations of some but not all sequences (Stark et al., 2015; Ková cs et al., 2016; van de Ven et al., 2016) . Selective reactivation of neuronal sequences is thought to stabilize an engram (Wilson and McNaughton, 1994; Nakashiba et al., 2009; Carr et al., 2011; van de Ven et al., 2016) .
Deficits of memory consolidation are common to many neurological diseases for which changes of sharp-wave ripples are reported (Suh et al., 2013; Born et al., 2014; Nicole et al., 2016) . Ripple activity patterns change with aging (Kanak et al., 2013; Wiegand et al., 2016) , in tauopathies (Booth et al., 2016) , and in animal models of neuropsychiatric disorders (Suh et al., 2013) , presumably due to functional changes in underlying microcircuits. The mechanisms for selective single-cell firing during sharp-wave ripples, and those that govern memory degradation in pathological conditions remain to be clarified.
In temporal lobe epilepsy (TLE), a disease affecting hippocampal and parahippocampal microcircuits, fast ripples (250-600 Hz) have been associated with both interictal discharges and sharp-wave-like events (Bragin et al., 1999 Worrell et al., 2008; Ibarz et al., 2010; Alvarado-Rojas et al., 2015) . Pathological fast ripples are a clinically useful biomarker in epilepsy, but their effects on cognition are not clear (Kucewicz et al., 2014) . Given difficulties in identifying ripples associated to hippocampal sharp waves in clinical settings Menendez de la Prida et al., 2015) , addressing this question in humans is challenging. Here, we took advantage of a rat model of TLE exhibiting distortion of sharp-wave ripples and different memory abilities to pursue the mechanisms for firing selectivity. We found that the spectral properties of sharp-wave ripples were correlated with increased neuronal firing and loss of selectivity typical of the epileptic hippocampus. Using unsupervised clustering of sharp-wave ripples (Reichinnek et al., 2010; Taxidis et al., 2015) , we disclosed a synaptic mechanism that can be used to perturb firing selectivity at the single-cell and microcircuit level. Our results demonstrate how global and cell-specific network activity are critical for hippocampal memory function.
RESULTS

Sharp-Wave Ripples in Normal and Epileptic Rats
We first asked whether sharp-wave-associated ripples could be separated from interictal epileptiform events in chronically epileptic rats. In normal rats, physiological ripples (100-250 Hz) emerge in the CA1 region during immobility and slow-wave sleep. Thus, we implanted 16-channel silicon probes in the dorsal hippocampus of normal and epileptic behaving animals. Rats performed either the episodic-like ''what-where-when'' memory task (EP task; n = 4 control, n = 4 epileptic) or a one-trial object recognition task (OR task; n = 3 control, n = 3 epileptic; Figure 1A ) (Inostroza et al., 2013) . LFP signals were acquired along CA1 layers ( Figure 1B) .
In normal rats (n = 7), characteristic sharp-wave ripples occurred during awake immobility and slow-wave sleep in periods between trials at a rate of 0.55 ± 0.18 events/s ( Figure 1C , left). Sharp-wave amplitude was maximal in the stratum radiatum (1.03 ± 0.24 mV) and associated with ripples at the stratum pyramidale. Time-frequency spectra revealed that ripples contributed consistently to the 100-250 Hz band ( Figure 1C ). Sharp-wave-associated gamma oscillations were identified in some events (Sullivan et al., 2011 ), but we focused on the ripple band given its relevance for the epileptic condition (Bragin et al., 1999; Alvarado-Rojas et al., 2015) .
Similar events were recorded in epileptic rats between trials but their spectral components were remarkably variable (Figure 1C, right) . In the stratum radiatum, sharp-wave amplitude (0.82 ± 0.20 mV, n = 7; p = 0.18; Student's t test) and rate (0.37 ± 0.16 events/s, p = 0.19) were similar to records from control rats. They clearly differed from interictal discharges with larger, saturating amplitude fluctuations ( Figure S1A ). We thus excluded sessions with interictal or ictal events for further analysis.
Are ripples recorded in normal and epileptic rats spectrally different? We defined two indices to characterize individual (E) Grand average group differences of sharp-wave ripple spectral indices (mean ± SD data from n = 7 control, n = 7 epileptic rats). *p < 0.05. (F) Different performance in the EP memory task of rats recorded electrophysiologically (n = 4 control, n = 4 epileptic rats). *p < 0.05; **p < 0.001. (G) The fast ripple index correlated with animal performance in the EP task. The r value of a significant Pearson correlation is shown; **p < 0.001. (H) Results from the generalized linear model (GLM) . Significance level at p = 0.05 is indicated. (I) Performance of normal and epileptic rats in the OR task at 50 min and 100 min inter-trial (data from n = 7 control, n = 9 epileptic rats). *p < 0.05. (J) Correlation between the fast ripple index and animal performance for n = 3 control and n = 3 epileptic rats recorded electrophysiologically during the OR task. *p < 0.05.
events. The fast ripple index was the proportion of the 100-600 Hz power spectrum above a frequency cutoff, usually 250 Hz. Ripple entropy was a measure of spectral disorganization in the 100-600 Hz band (see STAR Methods). The larger the entropy, the more disorganized the spectra; the larger the fast ripple index, the stronger the ripple contribution to the fast frequency band. Events from normal and epileptic rats could be separated statistically for cutoff thresholds of 180-350 Hz ( Figure 1D for 250 Hz; Figures S1B-S1D). Overall, ripples in epileptic rats exhibited higher entropy (p = 0.017), fast ripple index (p = 0.015), and frequency (p = 0.018; Figure 1E ).
Sharp-Wave Ripples in Epileptic Rats Are Pathological
How do sharp-wave ripples in epileptic rats relate to their memory performance? Previously, we showed that epileptic rats failed in their ability to discriminate old and recently displaced and non-displaced objects in the ''what-where-when'' task (objects A1 and B2 in the EP task, Figure 1A ; Inostroza et al., 2013) . We confirmed a similar trend in the subset of animals used for this study ( Figure 1F ; effect for group F(1,10) = 15.14, p = 0.002, but not for objects nor interaction, two-way ANOVA). Importantly, we found strong correlation between spectral indices of sharp-wave ripples recorded during the inter-trial and the discrimination ratio for object A1 and B2 for both groups together ( Figure 1G for the fast ripple index; for entropy: R = À0.73, p = 0.0013; frequency: R = À0.68, p = 0.003).
Theta and gamma rhythmopathies were recently associated with memory deficits in TLE (Inostroza et al., 2013; Lopez-Pigozzi et al., 2016 ). In the current dataset, we found an association between the fast ripple index of offline events and the mean inter-layer coherence of theta oscillations recorded in the exploratory phases of the task (R = À0.87; p = 0.004; Laurent et al., 2015) . To dissect the contribution of different physiological indices, we used a generalized linear model (GLM). This analysis models the discrimination index as a combination of independent effects of (1) ripple spectral indices (Ibarz et al., 2010) , (2) theta power at the stratum lacunosum-moleculare (Inostroza et al., 2013) , (3) coherence with molecular layers (Laurent et al., 2015) , and (4) interaction between theta and gamma (30-60 Hz) at the stratum radiatum (Lopez-Pigozzi et al., 2016) . We found that the fast ripple index explained most of the variance of discrimination for both objects A1 and B2 at a significance level of p < 0.05 ( Figure 1H ). Thus, excluding covariation, ripple spectral dynamics is directly correlated with discrimination ability, suggesting some direct effect on consolidation processes.
To test this point further, we evaluated ripple effects by using one-trial object recognition tasks at 50 min and 100 min intervals (OR task) in an independent cohort of animals (n = 7 control, n = 9 epileptic, Figure 1A ). Differences of exploration between objects would suggest interferences between novelty and familiarity that when tested allocentrically and with long delays depend on the hippocampus (Barker and Warburton, 2011) . We found that epileptic rats performed similar to controls at 50 min but less well at 100 min inter-trial interval ( Figure 1I ; F(1,12) = 4.32, p = 0.047 for groups; no effect for interval; interaction p = 0.068; two-way ANOVA). The temporal trend for control rats was compatible with successful recall after sleep typical of 100 min interval (p = 0.021; Binder et al., 2012) . Epileptic rats failed to show such a trend ( Figure 1I ) and differences between groups became more pronounced at longer intervals (p = 0.011). These data suggest similar abilities between groups for encoding and retrieval for short retention intervals and a failure of epileptic rats in memory consolidation at long intervals of 100 min. Spectral indices of sharp-wave ripples were similar for events recorded in sleep and during immobility ( Figure S1E ). We asked whether sleep pattern could contribute but found no difference between epileptic and control animals of either the sleep stages or the duration of REM episodes (control: 22-164 s; epileptic: 43-147 s). Instead, only the discrimination index in the 100 min interval OR task correlated with the fast ripple index ( Figure 1J ). These data therefore suggest that spectrally disorganized sharp-wave ripples during immobility and sleep may impair memory function. Do differences in ripple spectra reflect some specific cellular process of memory consolidation?
Spectral Signatures of Sharp-Wave Ripples Reflect Local Neuronal Firing
We looked for cellular determinants of ripple spectral features in juxtacellular recordings of CA1 pyramidal cells from freely moving rats (Figure 2A ). Sharp-wave ripple events recorded with glass pipettes exhibited similar spectral features to those obtained with silicon probes (Figures S2A and S2B ).
Pyramidal cells from normal rats generally fired 1-3 spikes at the trough of spontaneous ripples recorded with the glass pipette and were identified by their characteristic autocorrelogram ( Figure 2B ; n = 14 cells; n = 8 histologically confirmed). In contrast, cells recorded from epileptic rats were more typically active (3-6 spikes; Figure 2C ; n = 7 cells, 4 histologically confirmed) and their firing was less coherent with LFP than in control cells ( Figure S2C ; Foffani et al., 2007) . Un-identified putative pyramidal cells exhibited similar action potential features and autocorrelation than histologically validated cells. Previously, we described a bias of CA1 neuronal firing and participation during physiological sharp-wave ripples along the deep-superficial sub-layers (Valero et al., 2015) . We considered histological information to predict the position of un-identified cells with respect to the border with the stratum radiatum (Figures S2D-S2G ; STAR Methods). Firing from control cells exhibited the bias that we described before, with superficial cells firing more and more consistently during sharp-wave ripples ( Figure 2D , left). In contrast, in epileptic rats the deep-superficial trend was impaired (Figure 2D , right; Figure S2H ). Overall, the group effect dominated differences of single-cell firing rate (F(1,17) = 29.99, p < 0.0001) and participation during sharpwave ripples (F(1,17) = 10.19, p = 0.005; Figure S2I ) (no deepsuperficial effect nor interaction, two-way ANOVA).
Next, we looked for the cellular correlates of ripple features by comparing single-cell firing and the spectral indices of nearby field events. We found a steep correlation between the fast ripple index and the firing rate of single cells (Figure 2E; Figures S3A and S3B) . This single-cell/ripple correlation was also evident in n = 3 cells recorded together with an additional tungsten wire at a distance of 150-400 mm (Figures S3C and S3D ; see STAR Methods), suggesting that it reflected collective behavior of neighboring neurons. Single-cell participation was higher for sharp-wave ripples with faster spectral components, especially in epileptic rats ( Figure 2F ). In information theory, the probability of participation P is related to the information content as -log(P). Thus, higher participation resulted in less information content of single cells during sharp-wave ripples in epileptic rats (Figure 2F, right) .
Altogether, these results suggest that extracellular ripple features are good proxy for microcircuit firing dynamics. When sharp-wave ripple frequency spectrum is most disorganized, single-cell firing is least selective. Cells that participate indiscriminately in more events have the least information content. In normal animals, this may occur exceptionally while in epileptic rats is rather the norm (see events indicated in Figure 1D for instance). These data provide further evidence that cognitive behavior and sharp-wave ripple spectral content are linked, possibly through common cellular or synaptic processes involved in memory consolidation.
Selective Single-Cell Reactivation during Sharp-Wave Ripples Is Impaired in Epileptic Rats How can single cells fire selectively during some events? A major role of sharp-wave ripples is reactivation of single cells with specific neuronal ensembles. Presumably, different ensembles consist of unique groups of neurons, which may generate specific LFP events (Bazelot et al., 2016) . In order to capture this specificity, we made an unsupervised classification of different sharp-wave ripple fields to test firing selectivity of pyramidal cells recorded juxtacellularly.
All ripple events recorded in a given session were grouped into self-organizing maps (SOMs) according to their topological similarities in a multi-dimensional parameter space (Kohonen 2001; Reichinnek et al., 2010 ; Figure S4A ). The first ten principal components of each ripple were used for SOM clustering independent of spectral indices (STAR Methods). For this analysis, we chose juxtacellularly recorded cells with at least 50 sharp-wave ripples during a recording session (n = 8 control, n = 5 epileptic). Figure S2D ). Bottom plot shows grand average firing rate data from deep and superficial cells separately. The cell shown in (B) is indicated by an arrowhead. Right: same for all epileptic cells recorded (n = 7 cells; n = 4 histologically confirmed). (E) Single-cell firing positively correlated with the fast ripple index of sharp-wave events (n = 14 control cells and n = 7 epileptic cells). The correlation slope was significantly steeper in epileptic rats. *p < 0.05. (F) Relationship between the probability of single-cell participation and the fast ripple index in the same dataset. Group differences of participation and information content are shown at right. **p < 0.001. Similar numbers of events from control and epileptic rats (Figure S4B) yielded SOMs with similar features ( Figure S4C ).
Consistent with a high information content, CA1 pyramidal cells from normal rats fired selectively during some sharpwave ripples grouped by SOM ( Figure 3A) , as previously reported in vitro (Reichinnek et al., 2010) and in vivo (Taxidis et al., 2015) . In the SOM matrix, each element represents events clustered together from the 10-dimensional parameter space. We evaluated single-cell participation by identifying clusters in the SOM matrix sharing topological similarities ( Figure S4D ) and found firing preferences above expected coincidences (color blocks in Figure 3A , 1,000 permutations and binomial tests). This firing selectivity within SOM clusters validates that the method is able to capture some essential aspects of the neurophysiological system dynamics (Reichinnek et al., 2010; Taxidis et al., 2015) . Strikingly, cells from epileptic rats fired within different SOM clusters ( Figure 3B ). Both the experimental group and deepsuperficial location strongly determined single-cell participation per SOM cluster ( Figure 3C ; group: F(1,41) = 4.27, p = 0.042; location: F(1,41) = 6.8, p = 0.012; no interaction; 26 SOM clusters in control, 19 clusters in epileptic). When tested against chance distribution across clusters, information content of epileptic cells was random and lower than for control cells (p = 0.025; Figure 3D) . A measure of selectivity, defined from the standard deviation of cell participation by clusters, was lower in epileptic rats (p = 0.014; Figure 3D ).
Discriminatory Synaptic Mechanisms for Selective
Single-Cell Firing What are the mechanisms for firing selectivity? We targeted the synaptic mechanisms intracellularly using simultaneous sharp and 16-channel silicon probe recordings in urethane-anesthetized rats ( Figure 4A ). Sharp-wave ripples recorded under this condition showed similar spectral differences between groups as described in freely moving animals ( Figure S5A ). CA1 pyramidal cells were impaled and labeled in normal (n = 23 cells: 19 histologically confirmed as 8 deep and 11 superficial; 4 unlabeled cells; Figure 4B ) and epileptic rats (n = 21; 8 deep, 9 superficial; 4 unlabeled cells; Figure 4C ).
Single-cell firing during sharp-wave ripples was measured from the resting membrane potential, which was similar between groups (p = 0.927) and in deep-superficial locations (p = 0.214; no interaction). Subthreshold responses were evaluated also at this potential ( Figures 4D and 4E ). As for juxtacellular data, the ripple spectral index was significantly correlated with singlecell firing and participation in population events ( Figure 4F ), with group differences for participation and information content ( Figure 4G ; Figure S5B ). Passive membrane properties, such as the input resistance, membrane decay, and capacitance, did not account for differences between groups ( Figure S5C ; left). Furthermore, differences in intrinsic neuronal firing did not explain this effect ( Figure S5C , right). These data suggest that synaptic mechanisms may contribute to the higher participation of CA1 pyramidal cells during sharp waves in epileptic rats.
To evaluate synaptic mechanisms, we estimated the dominant synaptic drive for different SOM clusters of sharp-wave ripples under urethane. SOM clustering in this condition showed similar differences of firing selectivity as from juxtacellular recordings in freely moving animals (n = 7 control, n = 5 epileptic with more than 50 events; Figures 4H and 4J; Figures S5D and S5E). For each SOM cluster, subthreshold responses at the sharp-wave peak were measured at different membrane potentials to define the dominant synaptic drive (21 clusters control, 15 clusters epileptic). We noted that the SOM-related driving force matrix showed a remarkable correspondence with the firing rate matrix in both groups (2D correlation, control: r = 0.71 ± 0.06; epileptic: r = 0.81 ± 0.16; Figures 4H and 4J ). Thus, single-cell participation by SOM clusters correlated with the driving force both in control and epileptic rats ( Figure 4L ). The more depolarized the drive, the more likely the cell fired for events in a given cluster ( Figure 4M ).
To check whether participation was determined by cell-specific or population factors, we estimated current-source density signals and built SOM-related matrices for the sharp-waveassociated sink at the stratum radiatum ( Figures 4I and 4K , blue matrices). We also included mean firing rate data from multi-unit activity (MUA) at CA3 whenever available (Figures 4I and 4K, brown matrices; 7 control, 5 epileptic), which was skewed to high-frequency firing in epileptic versus control rats (p = 0.004). In control rats, the driving force estimated by SOM cluster was poorly correlated with the stratum radiatum sink and with MUA in CA3 (Figure 4N , black; see Figure S5G for the extracellular source). Correlation was not found for deep and superficial cells separately, in spite of some covariation between depolarizing responses and current sinks in superficial cells across individual events (Valero et al., 2015) . In stark contrast, the intracellular driving force in epileptic cells correlated with the sharp-wave-associated sink and CA3 MUA ( Figure 4N , blue) by cluster, suggesting that global factors act to collapse neuronal firing in the epileptic context.
Global and Cell-Specific Mechanisms of Firing Selectivity during Sharp-Wave Ripples
The data above suggest that generalized network activity compete with cell-specific influences to adjust selection of single CA1 pyramidal cells during sharp-wave ripples. We pursue this question using the Borg-Graham method (Borg-Graham, 2001 ) to estimate conductance changes and the time course of the composite reversal potential associated to sharp-wave ripples classified by SOM. Excitatory and inhibitory influences were inferred from the sign of the summed synaptic current (STAR Methods; Menendez de la Prida and Gal, 2004) .
In agreement with driving force data above, SOM clusters with the higher participation exhibited more depolarization (Figure 5A ). The depolarizing peak was followed by hyperpolarization in the composite reversal potential, consistent with the dynamics of excitatory and inhibitory currents (arrowheads; Hulse et al., 2016; Gan et al., 2017) . In epileptic rats, the hyperpolarizing component was variable in terms of amplitude and delay ( Figure 5B ). We estimated the net charge, the 20%-80% rise time of the excitatory component, the 63% decay time, and the E-I peak delay to search for links with single-cell participation in SOM clusters ( Figure 5C ; STAR Methods). We also analyzed whether the timing of pyramidal cell firing was modulated across the ripple phase or over the course of the sharpwave phase (early versus late firing; Figure 5D ).
Global and cell-specific correlations of these parameters are shown in Figure 5E , which represents r and p values from a Pearson correlation between all combinations. In control rats, single-cell participation was related to the driving force and not to the sharp-wave sink or CA3 firing ( Figure 5E ). The 63% decay of membrane response correlated with the E-I delay, consistent with inhibition controlling the amount of depolarization (English et al., 2014) . In epileptic rats this regulation was absent, and the driving force at the sharp-wave peak was under the CA3 influence (Figure 5E, arrowheads) . The timing of CA1 pyramidal cell firing during sharp-waves was dependent on cluster participation in epileptic but not in control cells ( Figure 5D , right), reinforcing our conclusion that generalized network activity in these rats impairs selectivity.
Different covariations between global (sharp-wave sink) and cell-specific variables (driving force) extrapolated along sharpwave ripples from all cells in the entire dataset, independent on (H) SOM and firing rate per SOM cluster (color coded) as well as the SOM-related driving force matrices from a representative control cell. their SOM classification ( Figure 5F ). Only a minority of cells from control rats (7/23) showed some correlation between the driving force and population sink. Interestingly, 4 out of the 7 control cells were superficial, consistent with our previous reports (Valero et al., 2015) . In contrast, most cells (14/21) from epileptic animals were correlated (p = 0.0162; Figure 5F , left). Almost all control cells (22/23) exhibited stronger correlation between the response decay and E-I delay, consistent with inhibitory currents curtailing membrane depolarization ( Figure 5F , right). Fewer cells in epileptic rats showed correlation (15/21), which was lower than control (p = 0.0363), suggesting inhibitory function may be compromised in TLE (Cossart et al., 2001; Peng et al., 2013; Lopez-Pigozzi et al., 2016) .
Altogether, our data suggest that global and cell-specific mechanisms compete to determine firing selectivity during sharp-wave ripples. During sharp waves initiated by CA3 pyramidal cell firing, inhibition decouples global influences from CA3 MUA and the sharp-wave sink so that CA1 pyramidal cell firing is more selective ( Figure 5G ; gray box). This mechanism collapses in epileptic rats to exacerbate and randomize neuronal firing making single-cell participation less selective ( Figure 5G ; blue box). Since global influences dominate CA1 collective output, the extracellular features of ripples, such as the entropy and fast ripple index, reflect these alterations in epileptic animals ( Figure S5H ).
Manipulation of Cell-Specific Synaptic Drives Influences Firing Selectivity
Our data suggest that selective firing of single CA1 pyramidal cells during sharp-wave ripples depends on a cell-specific dominant synaptic drive, which may reflect differences between SOM ensembles. We thus reasoned that altering the excitatory/inhibitory ratio in single neurons of control animals might then couple a cell more strongly to global influences, thus changing its firing selectivity and participation during events. We tested this idea with intracellular dialysis of picrotoxin (1 mM) in control cells, which affects the excitatory/inhibitory balance (Inomata et al., 1988 ; but see Atherton et al., 2016; Figure 6A) .
Consistent with the role of inhibition in shaping single-cell selectivity, we found that participation of single cells during sharp-wave ripples changed over the course of dialysis with picrotoxin ( Figure 6B , n = 6 cells: 2 deep, 4 superficial; similar resting membrane potential). Intracellular responses after 30 min differed significantly from those over the first 20 min (Figure 6C) , with no changes in the ripple spectral features nor the associated sink and CA3 MUA ( Figures 6B and 6D) . The celldriving force depolarized at the sharp-wave peak and coupling to the sharp-wave sink was enhanced ( Figure 6E ). Single-cell participation of sharp-wave ripples became nonspecific with a loss of information content, as in epileptic cells ( Figure 6E ). This effect occluded differences between deep and superficial (D) Relationship between the entropy and fast ripple index before and after dialysis with picrotoxin (data from all events in n = 6 rats). Note the similar CA3 MUA during CA1 sharp-wave ripples before and after picrotoxin (data from n = 5 rats with CA3 recordings). (E) Changes caused by intracellular picrotoxin (n = 6 control cells; 2 deep, 4 superficial). *p < 0.05; **p < 0.001. (F) Schematic representation of the mechanistic effect of picrotoxin that makes CA1 pyramidal cells less selective during sharp-wave ripples.
cells. Intrinsic properties were not affected, except for the maximal firing rate to current pulses ( Figure S6A ).
This experiment further supports our conclusion that a balance between excitatory and inhibitory synaptic inputs controls the selective firing of CA1 pyramidal cells during sharp-wave ripples ( Figure 6F ).
Acute Administration of Use-Dependent Sodium Blockers Improves Firing Selectivity and Memory Function in Epileptic Rats
Can selective pyramidal cell firing be restored in the epileptic hippocampus? We asked whether we could allow some selectivity to emerge by reducing the excitatory drive in epileptic rats. We chose the use-dependent sodium blocker carbamazepine (CBZ) to reduce excessive pyramidal cell firing while sparing inhibitory circuits (Pothmann et al., 2014 ; Figure 7A ). Since CBZ would decrease high-frequency firing only (McLean and Macdonald, 1986; Pothmann et al., 2014) , we reasoned that it should act by controlling excessive firing in presynaptic CA3 pyramidal cells contributing to nonspecific depolarizing drives and possibly in the CA1 output as well.
CBZ (10-20 mg/kg) changed both the spectral features of sharp-wave ripples and their intracellular correlates in epileptic rats ( Figure 7B ; n = 4 cells: 1 deep, 3 superficial). Cells became slightly less depolarized during events ( Figure 7C ) and ripples more organized 20 min after i.p. injection ( Figure 7D , left). CA3 MUA during sharp-wave ripples decreased ( Figure 7D, right) . Intracellularly, the mean depolarized driving force tended to decrease and reduced correlation with the sharp-wave sink (Figure 7E ). Single-cell firing became more selective during events ( Figure 7E ). Intrinsic properties were not affected by CBZ, with the exception of the maximal firing rate in response to a large current pulse ( Figure S6B ; Pothmann et al., 2014) . Thus, by reducing excessive pyramidal cell firing during sharp-wave ripples, we have allowed hippocampal microcircuits to regain some selectivity during sharp-wave ripples in epileptic rats (Figure 7F) . Does it have a functional impact?
We searched for cognitive effects of CBZ (10 mg/kg) in the OR task with 100 min interval (n = 9 epileptic rats; Figure 7G ). We found improved discrimination of the displaced object in animals treated with CBZ after the sample phase of the task versus the same animals treated with vehicle in a separate session ( Figure 7G ; p = 0.0243 paired t test). There was no change in the total exploratory time to objects or any other behavior, excluding nonspecific factors ( Figure S6C ). Four of these epileptic rats were implanted with silicon probes to permit evaluation of electrophysiological indices including the spectral indices of offline ripples, power, and coherence of exploratory theta and theta-gamma modulation. Only the ripple spectral features were affected by CBZ ( Figure S6D ) and memory performance was exclusively correlated with the fast ripple index (Figures 7H and 7I) . GLM analysis showed a dominant effect of the fast ripple index on the discrimination ability of CBZtreated epileptic rats (p = 0.0145).
DISCUSSION
We have shown that firing selectivity of CA1 pyramidal cells during sharp-wave ripples can be explained by event-and cell-specific synaptic drives. While a dominant drive for all events prevailed in each control cell examined, individual differences were unmasked after unsupervised clustering of sharp-wave ripples in self-organizing maps. Remarkably, in control rats the intracellular synaptic signal correlates neither with pre-synaptic CA3 firing nor with an associated extracellular sink at the stratum radiatum, consistent with the cell being predominantly activated by specific ensembles. Quite in contrast, sharp-wave ripples in epileptic rats collapse CA1 pyramidal cell firing by a nonspecific population drive. Differences are reflected in ripple spectral features such as the fast ripple index, which correlates with the animal's ability to recall displaced objects seen in a recognition task 100 min before. Thus, our data suggest that selective offline reactivation of single cells during sharp-wave ripples is determined by dedicated microcircuits exerting cell-specific excitatory/ inhibitory influences.
The cognitive role of sharp-wave ripples was hypothesized to rely on their ability to reactivate neuronal ensembles offline (Buzsá ki, 1989 ). More recent work shows that this reactivation is highly specific (Ná dasdy et al., 1999; Foster and Wilson, 2006; Karlsson and Frank, 2008; Gupta et al., 2010) , mostly engaging cognitively relevant ensembles (Wilson and McNaughton, 1994; Harris et al., 2003; Pfeiffer and Foster, 2013) . Artificial triggering of sharp-wave ripples activates similar ensembles to those emerging naturally during exploratory theta and offline ripples (Stark et al., 2015) . Some of these neuronal sequences may depend on external cues (e.g., spatial fields; Wilson and McNaughton, 1994; Foster and Wilson, 2006) , while others presumably reflect the internal dynamics (e.g., time cells; Pastalkova et al., 2008) . These two entities react differentially to external manipulations (Wang et al., 2016) . Possibly, several cell-type-specific ensembles coexist and code for different aspects of experience (Wu and Foster, 2014; van de Ven et al., 2016; Wang et al., 2016) . Such a degree of selectivity should be determined by dedicated synaptic drives recruiting CA1 pyramidal cells to fire. This idea is consistent with recent reports of sparse structured connectivity motifs between and within hippocampal regions underlying the formation of small neuronal groups (Druckmann et al., 2014; Bazelot et al., 2016; Guzman et al., 2016) . Our data confirm this view and show that singlecell selection is controlled synaptically in a cell-specific manner across different sharp-wave ripple events.
Neuronal ensembles activated specifically should generate a unique LFP signature, dependent in part on local interneurons (Aivar et al., 2014; Bazelot et al., 2016) . We searched for such signatures with unsupervised clustering strategies (Reichinnek et al., 2010; Taxidis et al., 2015) . Strikingly, SOM classification of ripples with no a priori model identified clusters of events to which single cells preferentially engage, consistent with orthogonal assembly reactivation (Malvache et al., 2016) . While the number and nature of separable ripple patterns may be discussed (Ramirez-Villegas et al., 2015) , storage capacity in hippocampal networks is presumably limited by activity level, sparseness, network structure, and plasticity rules (Treves and Rolls, 1994) . As previous in vitro work (Reichinnek et al., 2010) , our data suggest that a single CA1 pyramidal cell may fire with ensembles/events that are topologically close in Kohonen maps (Kohonen, 2001) . SOM analysis relies on the ability to cluster data in low-dimensional space according to high-dimensional features. For instance, SOM applied to visual cortical networks could capture the neuronal organization of orientation and selectivity maps (Obermayer and Blasdel, 1993; Shouno and Kurata, 2001 ). Applied to our intracellular recordings during hippocampal ripples, it suggests that ensemble-specific imbalance between excitation and inhibition might limit single-cell participation in some clusters. This is consistent with a mixed excitatory and inhibitory synaptic control of neuronal output during ripple events (Ylinen et al., 1995; English et al., 2014; Valero et al., 2015) . In normal rats, CA1 pyramidal cells do not obey to global inputs reliably (e.g., Schaffer collaterals) due to differences in the dominant drive during sharp-wave ripples grouped by SOM. Previously, we noted that membrane responses across individual events tend to better correlate with the stratum radiatum sink in superficial than in deep cells (Valero et al., 2015) . When sharp-wave ripples were grouped by SOM, such a deep- superficial distinction was not supported. Possibly, additional mechanisms can refine firing selectivity further, given the different flexibility of deep and superficial CA1 pyramidal cells to cope with processing demands (Danielson et al., 2016; Geiller et al., 2017) .
Our data reveal a different situation in epileptic rats: CA1 pyramidal cells fire randomly even in topologically distant sharpwave ripple events. Yet, some firing bias could be detected, suggesting other possible topological associations between fast ripple events. This is consistent with a reorganized synaptic connectivity in the sclerotic hippocampus, which acts to merge multiple ensembles (Tyler et al., 2012; Feldt Muldoon et al., 2013) . Underlying causes may include changes in excitability (Su et al., 2002; Bernard et al., 2004) , synaptic efficacy (Artinian et al., 2015) and the functional operation of GABAergic circuits (Cossart et al., 2001; Peng et al., 2013; Karló cai et al., 2014; Taká cs et al., 2015; Lopez-Pigozzi et al., 2016) . In the disinhibited hippocampus, for instance, single CA3 pyramidal cells can initiate population activities accompanied by pathological fast ripples (de la Prida et al., 2006) . Instead, when fast inhibition is operative, single CA3 pyramidal cells trigger sequences of interneuron firing that shape sharp-wave ripples and restrain population activity (Há jos et al. 2013; Schlingloff et al., 2014; Bazelot et al., 2016) . Thus, epileptic cells not only participate less selectively, but also fire more during pathological sharpwave ripples as they receive depolarizing drives indiscriminately from different ensembles. This randomization of CA1 pyramidal cell participation due to indistinct synaptic drives presumably reduces the information capacity of the network.
Fast ripple index and entropy characterize the spectral features of ripple events (Ibarz et al., 2010; Alvarado-Rojas et al., 2015) . These indices are good mesoscopic proxies of population activity (Ibarz et al., 2010) . They consistently signal nonspecific out-of-phase pyramidal cell firing during pathological sharp-wave ripples (Foffani et al., 2007; Fink et al., 2015 ; Menendez de la . We show here that these indices correlate well with the animal's ability to discriminate a displaced object seen 100 min before. While this sole correlation may not prove causation, altogether our data suggest that spectrally disorganized fast ripples reflect a massive, nonspecific reactivation of CA1 pyramidal cell firing. This idea was tested using carbamazepine to reduce excessive high-frequency pyramidal cell firing while sparing inhibitory networks (Pothmann et al., 2014) . This manipulation sufficed to reestablish some level of selectivity and to improve memory recall in epileptic animals. This is consistent with the hypothesis that ensemble firing gain and selectivity during ripples exert a critical control over cognitive function.
Deficits of memory consolidation have been associated with altered sharp-wave ripples and reactivation patterns in animal models, from normal and abnormal aging to neuropsychiatric disorders (Kanak et al., 2013; Suh et al., 2013; Wiegand et al., 2016) . Selective reactivation of oscillations in neuronal ensembles, either hardwired or emergent after experience, is a major feature of the nervous system (Stark et al., 2015) . We propose that an appropriate regulation of global and cell-specific network activity is critical for hippocampal memory function.
STAR+METHODS
Detailed methods are provided in the online version of this paper and include the following: nstead of kainate and received treatments similar to epileptic animals. Untreated normal rats completed the control group. No differences in electrophysiological indices were found in the subset of 3 saline-injected versus 4 untreated controls tested with EP memory tasks.
All quantitative experiments started 8 weeks after status when chronic epileptic rats already exhibited recurrent seizures. Seizures were either observed during animal handling or recorded electrophysiologically during behavioral tasks. In epileptic rats, periods of normal-like electrophysiological activity were intermixed with periods dominated by epileptiform events defined as convulsive or subclinical seizures and interictal discharges (Inostroza et al., 2013) . Only data from sessions free from any sign of epileptiform activity within 2 hr were considered for analysis.
METHODS DETAILS
For all experimental designs, the following criteria were applied: a minimum of 3 replicas per group were considered; animals were randomly assigned to the different groups; behavioral and histological analysis were blind to experimental groups.
Silicon probe recordings in freely moving rats To implant multisite silicon probes, rats were anesthetized with isoflurane (1.5%-2%) in oxygen (30%) and continuously monitored with an oximeter (MouseOx; Starr Life Sciences). Epileptic and saline-treated rats were implanted 6-7 weeks after treatment. Implantation coordinates ranged from 3.9 to 6 mm posterior to Bregma and between 2 and 5 mm from midline. Sixteen channels silicon probes (NeuroNexus; 0.3-1.2 Mohm site impedance; 100 mm resolution; 413 mm 2 electrode area), were implanted either fixed or mounted on an adjustable microdrive (either custom-made or the nDrive from NeuroNexus). Two screws served as reference and ground at the occipital region. After surgery, rats received acute treatment of enrofloxacin 10 mg/kg, methylprednisolone 10 mg/kg and buprenorphine 0.05 mg/kg. At least one week was given for recovery and stabilization before quantitative experiments started (typically 8 weeks after status). Electrophysiological recordings were obtained using a multichannel amplifier (Dacq system; Axona). LFP signals from multisite silicon probes were acquired with a 16-channel headstage, amplified by 400 and stored at 4800 Hz (during exploratory phases of the task) or 20 kHz (during the inter-trial) with 24-bits precision. Rat's position in the arena was estimated from the infrared headstage LED as recorded from a ceiling camera (100 Hz, 300 pixels/meter). Recordings were obtained daily from Monday to Friday between 2 and 7 pm over 1-3 weeks while the animals performed different cognitive tasks.
Object recognition tasks and behavioral analysis
We used the ''what-where-when'' object recognition task to test for episodic-like memory in TLE rats (Inostroza et al., 2013) . The apparatus consisted of a square open field (80x80x50 cm) situated in an evenly illuminated room with several cues visible on the surrounding walls. Ambient noise was masked. Odor cues were removed after each trial (0.1% acetic acid). Before the task, animals were habituated over 3-4 days to open field exploration and LFP recordings. Animal behavior was monitored with a video camera and analyzed offline either with Ethovision (v1.90, Noldus IT), manually or by routines written in MATLAB. Notes on animal behavior, including sleeping periods and animal's posture were taken to inform electrophysiological analysis.
During the EP task, animals found four copies of an object during a first sample phase (old familiar objects A, 3 min duration; Figure 1A) . A second sample phase (3 min duration) followed 50 min after, in which rats found four copies of another object (recent familiar objects B). The test phase (3 min duration, 50 min after) consisted in exposing rats to 2 old and 2 recently familiar objects seen in the previous sampling phases. Rats entered the arena from a fixed position, randomized between animals. During the inter-trial period (50 min) animals were left in a home cage to which they were previously habituated. Electroencephalographic recordings were obtained continuously during the different phases of the task.
To quantify performance in the EP task, a discrimination index was estimated for every object by dividing the time spent at each object by the total exploratory time and tested against chance level (0.25; one-sample t test).
We also used a one-trial object recognition task (Inostroza et al., 2013; Figure 1A) . In OR task, two identical objects were used in the sample phase (3 min). The rat exploratory preference for a displaced object was tested in a test phase (3 min duration) 50 or 100 min after. Animals entered the arena allocentrically between phases. A discrimination index was calculated as the ratio between the time difference between objects and the total exploratory time. All memory tasks were performed at equivalent time of the day (afternoons).
To test for the behavioral and cognitive effects of CBZ, we injected rats just after the sample phase with either vehicle (polyethyleenglycol PEG400 300 mL in 1 mL saline) or CBZ (10-20 mg/kg) in separate OR sessions. These two tasks were conducted with different objects and open field orientation in the room in alternate days. The order of the vehicle and CBZ task was randomized between animals. In preliminary experiments, we noted that 20 mg/kg CBZ resulted in reduced exploration and thus a concentration of 10 mg/kg was used for behavioral tests. To analyze behavioral influences, we evaluated the total object exploration time, maximal speed, and number of rearing as an index of hyperactivity, time at the center of the arena and the center/periphery ratio as a measure of anxiety and natural behaviors like thigmotaxis (time along the walls of the behavioral apparatus). All these measures were obtained from videos recorded during the test phase of the OR task in the very same animal tested with vehicle and CBZ.
Single-cell juxtacellular recording and labeling Single-cell recordings followed by juxtacellular labeling for post hoc immuno-histochemical identification were obtained from freely moving rats during awake resting periods or during sleep using either a manual microdrive (Korshunov, 1995; Averkin et al., 2016) or a motorized version (English et al., 2014) .
For the manual microdrive, animals were implanted with a holder consisting of a plastic base with a cylindrical hole (2.5 mm) targeting a small craniotomy (4.3 mm posterior to Bregma and 2.5 mm lateral) under isoflurane anesthesia (1.5%-2% mixed in oxygen 400-800 mL/min). The dura mater was left intact. The craniotomy was cleaned with 0.05-0.07 mg/mL Mitomycin C (Sigma) to reduce growth-tissue, filled with agar (2.5%-3.5%) and covered to avoid drying. A ground epidural platinum/iridium wire (125 mm) was implanted over the cerebellum and used as reference. To habituate animals to microdrive mounting/remounting in awake and drug-free conditions, cleaning of craniotomy was repeated over 4-5 consecutive days after surgery. We also used a new version with an independent drive to bring a sharpened tungsten wire close to the recorded cell for simultaneous LFP recordings (150-400 mm; Averkin et al., 2016). Animals were habituated daily to the recording arena (40 x 40 x 23 cm or 25 x 25 x 35 cm) and microdrive-holder manipulations with water and food ad libitum. The day of recording, the microdrive housing a glass pipette (1.0 mm x 0.58 mm, ref 601000; A-M Systems) filled with 1.5%-2.5% Neurobiotin in 0.5 M NaCl (impedance 8-15 MU) was mounted in the holder and gently advanced into the animal's brain (350 mm per revolution at 3-5 mm resolution). In some animals, an ipsilateral cortical EEG screw over the prefrontal cortex and a contralateral intrahippocampal tungsten wire (122 mm) targeting the strata pyramidale and radiatum were implanted for validating behavioral states. For these recordings a reference screw was implanted at the occipital region.
For the motorized microdrive, we used a miniature brushless DC motor with 125:1 planetary gear reduction (Microcomo, Faulhaber Group, Germany) attached to a screw (0.2 mm pitch, 1.6 mm diameter) and connected to the glass pipette holder with two separate hex nuts to transform rotation into vertical movements. The device was mounted on a 3D printed plastic rack that was cemented to the skull. An Arduino-based controller was developed to control the motor movement at steps of 1, 10, 100 and 1,000 mm in both directions. We implanted rats with the motorized microdrive carrying a mock glass pipette using similar coordinates, material, and procedures as described above. A contralateral cortical screw over the prefrontal cortex and a contralateral intra-hippocampal tungsten were added. A ground epidural platinum/iridium wire and/or chlorinated silver wires (125 mm) were implanted over the cerebellum and used as reference for the glass pipette. An occipital screw was implanted for independent ground and/or reference. Over the next 2-3 days, rats were habituated to the recording arena (25 x 25 x 35 cm) and manipulation of the implant. The day of recording, the animal was briefly sedated with isofluorane (1.5% mixed in oxygen 400-800 mL/min) to mount a new glass pipette and returned to the home cage while monitoring the scalp EEG and pipette impedance continuously. Recordings started after 3-4 hr, when rats behaved normally and the EEG was similar than before sedation.
Recordings were obtained with a miniature pre-amplifier (ELC mini-preamplifier, NPI Electronic, Germany), carrying two LEDs, and customized to connect with an Axoclamp-2B amplifier (Molecular Devices). A video-camera (27 frames/s) was used to monitor the animals' behavior (sleep, awake, movement) and position. The depth position of the pipette was inferred from the micrometric scale of the manual microdrive or directed calculated by the Arduino-based controller in the case of the motorized microdrive. We also rely on the shape of relevant LFP signals, including K-complexes with spindles while going through the cortex and hippocampal sharpwave ripples. Single CA1 pyramidal cells were targeted at the dorsal hippocampus following both stereotaxic and extracellular waveform criteria. After recording, cells were modulated using the juxtacellular labeling technique with positive current pulses (500-600 ms on-off pulses; 5-18 nA) while monitoring their response, as described before (Valero et al., 2015) . After experiments, rats were perfused with 4% paraformaldehyde and the brain cut in 70 mm coronal sections. Labeled CA1 pyramidal cells were identified using streptavidin-conjugated fluorophores.
In vivo electrophysiology under urethane anesthesia Rats were anesthetized with urethane (1.2 g/kg, i.p.), fastened to the stereotaxic frame and warmed to keep their body temperature at 37
. Two bilateral craniotomies of $1 mm diameter were performed for CA3 stimulation (AP: À1.2 mm, ML: 2.9 mm), and a window of $2 mm diameter was drilled above the right hippocampus for recordings (AP: À3.7 mm; ML: 3 mm). The dura was gently removed. To decrease brain pulsations the cisterna magna was opened and drained.
A 16-channel silicon probes (NeuroNexus Tech; 100 mm interspaced, 413 mm 2 contact) was advanced perpendicular along the CA1-DG-CA3c axis guided by extracellular stimulation and electrophysiological hallmarks. Extracellular signals were pre-amplified (4x gain) and recorded with a 16(32)-channel AC amplifier (Multichannel Systems), further amplified by 100, analogically filtered at 1Hz to 5 kHz, and sampled at 20 kHz/channel with 12 bits precision with a Digidata 1440. Concentric bipolar electrodes were advanced 3.5 mm with 30 in the coronal plane to stimulate CA3. Stimulation consisted of biphasic square pulses (0.2 ms duration, 0.05-1.2 mA every 5 s). A subcutaneous Ag/AgCl wire in the neck served as reference. Recording and stimulus position was confirmed by post hoc histological analysis.
For intracellular recording and labeling in current-clamp mode, sharp pipettes (1.5 mm/0.86 mm outer/inner diameter borosilicate glass; A-M Systems) were filled with 1.5 M potassium acetate and 2% Neurobiotin (Vector Labs). In vivo pipette impedances varied from 50 to 100 MU. Intracellular recordings were guided by monitoring field responses to extracellular stimulation. Signals were acquired with an intracellular amplifier (Axoclamp 900A) at 100x gain. Before recordings started, the craniotomy was covered by 3% agar to improve stability. The resting potential, input resistance, and amplitude of action potentials was monitored all over the course of experiments. After data collection, Neurobiotin was ejected using 500 ms depolarizing pulses at 1-3 nA at 1 Hz for 10-45 min.
In some experiments we used the non-competitive channel blocker for the GABAa receptor chloride channels picrotoxin (1 mM in potassium acetate and 2% Neurobiotin) in the glass pipette to interfere with synaptic potentials intracellularly. For systemic injection of the use-dependent sodium channel blocker carbamazepine (10-20 mg/kg), we implanted rats with an intraperitoneal cannula to avoid mechanical interferences during recording.
Tissue processing and immunohistochemistry
After completing recordings, rats were perfused with 4% paraformaldehyde (PFA) and 15% saturated picric acid in 0.1 M, pH 7.4 phosphate buffered saline (PBS). In some initial experiments, picric acid was omitted. Brains were postfixed overnight at room temperature (RT), washed in PBS and serially cut in 70 mm coronal sections (Leica VT 1000S vibratome). Sections containing the stimulus and probe tracks were identified with a stereomicroscope (S8APO, Leica). Sections containing Neurobiotin-labeled cells were localized by incubating them in 1:400 Alexa Fluor488-conjugated streptavidin (Jackson ImmunoResearch 016-540-084) with 0.5% Triton X-100 in PBS (PBS-Tx) for 2 hr at room temperature (RT). After three washes, sections they analyzed in an inverted epifluorescence microscope (Leica, DMI6000B).
Sections containing the somata of recorded cells were processed with Triton 0.5% in PBS, blocked with 10% fetal bovine serum (FBS) in PBS-Tx and incubated overnight at RT with the primary antibody solution containing rabbit anti-calbindin (1:1,000, CB D-28k, Swant CB-38), or mouse anti-calbindin (1:1000, CB D-28k, Swant 300) with 1% FBS in PBS-Tx, or mouse NeuN (1:1000, Millipore). After three washes in PBS-Tx, sections were incubated for 2 hr at RT with appropriate secondary antibodies: goat anti-rabbit Alexa Fluor633 (1:500, Invitrogen, A21070), and goat anti-mouse Alexa Fluor488 (Jackson Immunoresearch 115-545-003) or goat anti-mouse Rhodamine Red (1:200, Jackson ImmunoResearch, 115-295-003) in PBS-Tx-1%FBS. Following 10 min incubation with bisbenzimide H33258 (1:10000 in PBS, Sigma, B2883) for nuclei labeling, sections were washed and mounted on glass slides in Mowiol (17% polyvinyl alcohol 4-88, 33% glycerin and 2% thimerosal in PBS).
To acquire multichannel fluorescence stacks from recorded cells, a confocal microscope (Leica SP5) with LAS AF software v2.6.0 build 7266 (Leica) was used. For single-cell studies the following channels (fluorophore, laser and excitation wavelength, emission spectral filter) were used: (1) All morphological analyses were performed blindly to electrophysiological data. The distance from the cell soma to radiatum was measured from confocal images using information from calbindin and bisbenzimide staining. All cells included in this study were localized within the CA1 region. Calbindin immunostaining was used to estimate the width of the superficial sub-layer from the border to the stratum radiatum ( Figures S2E and S2F ). Superficial cells were defined based on the location of the soma within the calbindin sublayer, independently on their immunoreactivity (Valero et al., 2015) . The border with radiatum was estimated for each section and the distance from the recorded cell somata was measured using ImageJ (NIH Image).
Spectral analysis of LFP signals
Analysis of electrophysiological data was performed using routines written in MATLAB 7.10 (MathWorks). For the analysis of ripples, all signals obtained from different recording methods were re-sampled at 20 kHz whenever required. LFP recordings from sites at the stratum radiatum were low-pass filtered at 100 Hz to study sharp-waves. LFP signals from sites at the stratum pyramidale were bandpass filtered between 100-600 Hz to study ripples. We used forward-backward-zero-phase finite impulse response (FIR) filters of order 512 to preserve temporal relationships between channels and signals. For sharp-waves, filtered signals were smoothed by a Gaussian kernel and candidate events were detected by thresholding (>3 SDs). For ripple detection, the bandpass-filtered signal was subsequently smoothed using a Savitzky-Golay (polynomial) filter and candidate events were detected by thresholding (>2 SDs). All pairs of detected events were visually confirmed and aligned by the peak of the accompanying individual sharp-wave (or by the local maximum of the smoothed ripple). One-dimensional current-source density (CSD) signals were calculated from the second spatial derivative of LFP. Smoothing was applied to CSD signals for visualization purposes only. Tissue conductivity was considered isotropic, and an arbitrary value of 1 was assigned to express CSD signal as mV/mm 2 .
Time-frequency analysis of sharp-wave ripples was performed by applying the multitaper spectral estimation in sliding windows with 97.7% overlap and frequency resolution of 10 Hz in the 90-600 Hz frequency range (only the 100-600 Hz range is shown) to data sweeps aligned by sharp-wave ripple events (±1 s). The normalized power was then treated as a statistical distribution p(f), from which we extracted the mode to estimate the oscillatory frequency peak and the entropy (in bits) as the À P f pðfÞ3log 2 pðfÞ, (Foffani et al., 2007) . By definition, the entropy does not depend on the frequency and is maximal for a flat spectrum (noise) at log 2 N = 5.12, with N = 35 bins. We also estimated the fast ripple index (with values from 0 to 1) as the integral of the normalized power above a cutoff frequency (Fth; Figure S1B ), to characterize the proportion of the spectrum at the fast ripple band (Ibarz et al., 2010) . A cutoff of 250 Hz was typically used to estimate the fast ripple index, unless otherwise indicated. These spectral indices (entropy, fast ripple index and frequency) were estimated for every sharp-wave ripple event ( Figure 1D ).
Sleep and awake states were identified by evaluating continuous LFP recordings during the inter-trial periods, together with tracking information, videos, and notes taken during the experiments. Animal's behavior was considered to inform electro-encephalographic signatures of sleep: (1) a curled immobile posture of the animal at the corner typically associated with slow-wave activity (<3 Hz high amplitude LFP) indicated slow-wave sleep (SWS); (2) phasic movements accompanied by low amplitude rhythmic activity at the theta band identified REM sleep (Valero et al., 2015) . Awake states were defined whenever the animals had their eyes open and were attentive either moving or not. SWS and REM episodes were identified and their duration quantified in a subset of rats (n = 3 control, n = 3 epileptic) during the 100 min interval of the OR task. In these rats we compared spectral indices of awake immobile and sleep ripples ( Figure S1E ).
To quantify exploratory theta activity, non-overlapping segments (1 s) with continuous oscillations in the 4-12 Hz band were identified in LFP signals from the stratum lacunosum moleculare using data from the test phases of behavioral tasks. The theta power (in decibels) and coherence between signals from the stratum lacunosum moleculare and the molecular layer of the dentate gyrus were estimated using the Thomson multitaper method (Inostroza et al., 2013; Laurent et al., 2015) . An index of theta-gamma modulation was obtained from the stratum radiatum current-source density signals in the 30-60 Hz band as previously described (Lopez-Pigozzi et al., 2016) .
Analysis of juxtacellular recordings
For juxtacellular recordings in freely moving conditions, data from glass pipettes were: (1) band pass filtered at 100-600 Hz and smoothed using a Savitzky-Golay (polynomial) filter to detect ripple events by thresholding (>4 SD); (2) high-pass filtered at 300 Hz to detect positive spikes from the juxtacellular recorded cell (>8 SD). For visualization of ripple events signals were filtered at 100-250 Hz. We used forward-backward-zero-phase finite impulse response filters (order 512) to preserve temporal relationships between channels and signals. All events/spikes were visually confirmed.
Interspike interval autocorrelograms (0.5 ms bins) were constructed using all detected spikes ( Figures S2B and S2C ). CA1 pyramidal cells usually fire complex-spike bursts with autocorrelogram peaks at 4-5 ms. The stability of the action potential waveform (peak-to-peak duration and amplitude as well as a spike asymmetry index defined as the ratio of the difference between the negative and positive baseline-to-peak amplitudes and their sum) was evaluated over the entire recording session (>3 min), before juxtacellular electroporation. Baseline firing rate was stable for small movements of the pipette toward the cell, excluding mechanical interferences ( Figure S2J ). Peri-event time histograms (PETH) were triggered by sharp-wave ripple events at 5 ms bin size ( Figure 2D ). The spike-field cross-spectra were evaluated by: concatenating sharp-wave events; calculating the cross-correlation function between the discriminated spikes and the nearby field recording; and estimating the spectrum of the spike-field cross-correlation function ( Figure S2C ). To keep spike-field cross-spectra independent of signal amplitude, the autocorrelation function of the spikes and the fields were normalized (Foffani et al., 2007) . The spectrum of the spike-triggered average was calculated with a FFT by applying one 2,048 points Hanning window centered on lag zero, with mean detrending. The decimal logarithm of the integral of the spike-field cross-spectrum was used as a measure of the overall spike-field synchronization.
To evaluate single-cell entrainment by sharp-wave ripples we defined the following measures: (1) the average number of spikes emitted in a 60 ms window centered around the events, defined from the total count for all events examined; (2) the sharp-wave-associated firing rate in Hz, which was calculated from the average number of spikes in the 60 ms window; (3) the probability of cell participation (P), as the number of events the cell fire over the total number of events (0.1 means the cell fires in 10% of sharp-wave ripples); (4) cell information content defined as Àlog P in bits.
To evaluate sharp-wave ripples recorded with glass pipettes, candidate events were all aligned by the local maximum of the smoothed ripple, and analyzed in windows of ±1 s similar to events recorded with silicon probes (Figures S2A and S2B ). To avoid spectral leak from action potentials of the recorded cell in to the fast ripple band, only non-participating events were considered. Similar spectral behavior was confirmed in n = 3 cells recorded with a proximal tungsten wire ( Figures S3C and S3D) . In those cases where a second electrode was available for LFP recordings (either ipsi-or contralateral to the recorded cell), signals were treated similarly and sharp-wave ripples were all validated.
To evaluate relationships between single-cell firing and spectral indices (Figures 2E and 2F; Figures S3A and S3B) , only events with cell firing were considered. For each event, we estimated the total number of spikes fired and the spectral indices of the associated ripple (entropy and fast ripple index). Mean spike number data was then binned in 0.1 bits for entropy and 0.05 for fast ripple index. Relationships were evaluated using the Pearson correlation per each cell and the r value was taken as the slope (Figures S3A and  S3B) . A mean group curve was evaluated by averaging single-cell data ( Figure 2E) .
To predict the deep-superficial location of unlabeled cells we exploited the dependency of extracellular sharp-wave ripple power across the cell body layer, as introduced by Mizuseki et al. (2011) for high-density extracellular recordings. To this purpose, we lowpass filtered signals at 5, 10, 50, 100, 250, and 600 Hz ( Figure S2D ; n = 8 control, n = 4 epileptic). Then we estimated the relationship between the integral of filtered event along different windows (±25 ms; ±50 ms) and the distance of the juxtacellularly recorded cell to the border with the stratum radiatum, as validated histologically. This relationship was fitted to the best linear model and the best fitting parameters were evaluated. We then applied the model to predict the position of unlabeled cells based in the information from the juxtacellularly recorded sharp-wave events ( Figure 2D ). We confirmed the linear relationship between the event integral and the distance from the border with stratum radiatum ( Figure S2G ).
Self-organizing maps (SOMs) of sharp-wave ripples
To evaluate single-cell firing selectivity during sharp-wave ripples we used an unsupervised machine learning algorithm that cluster events from a multi-dimensional input space into a low dimensional map by optimizing the topological relationships of the original data ( Figure S4A ), known as self-organizing maps or SOM (Kohonen, 2001) . SOM has been applied before in neuroscience research to the study of visual orientation columns (Obermayer and Blasdel, 1993; Shouno and Kurata, 2001) and to the analysis of sharp-wave ripples in vitro (Reichinnek et al., 2010) and in vivo (Taxidis et al., 2015) . We used the open source MATLAB SOM toolbox 2.0 by Esa Alhoniemi, Johan Himberg, Juha Parhankangas and Juha Vesanto in the Helsinki University of Technology: http://www.cis.hut.fi/ projects/somtoolbox/.
It is worth noting that while SOM implicitly look for groups they may not exist as such in the original input data. SOM represents a predictive model of the data that need to be validated. For instance, the number of sharp-wave events detected by SOM does not necessarily reflect discrete entities, nor the exact number of identifiable waveforms in the LFP signals (Reichinnek et al., 2010) . It is thus the consistency of LFP waveform and cell behavior during clusters what contribute to their neurophysiological validation, as we show in this paper.
In SOM, the number of samples, dimension of the original input space and that of the output map as well as its shape is defined a priori. For each cell, a total of N individual events were grouped into a ffiffiffi ffi N p dimensional space represented visually as a 2D SOM rectangular matrix. For each event we estimated the first 10 principal components of LFP signals from the stratum pyramidale after 10-600 Hz band pass filtering and 5 kHz down-sampling, which accounted for about 75% variance ( Figures S4B and S5D ) and used them as the 10 dimensional input space (each event is represented by a weighted vector). Grouping events in the SOM matrix follows a competitive process in which topological Euclidean distances in the original 10 dimensional space are translated into the reduced map. For initialization we chose random sample weight vectors from the input dataset. After running the algorithm all sharp-wave ripples from a single experiment, are organized in the SOM matrix according to their topological similarities in the 10 principal components space (Figures 3A and 3B ; Figure S4C ). We confirmed that events grouped in a given element of the matrix share common waveforms (Figures 3A and 3B ; traces), and neighboring elements were likely to be similar. We then calculated the single-cell firing rate matrix by estimating the frequency rate of single-cells during all events of a given group (Figures 3A and 3B ; gray and blue shadowed matrix). To maximize the number of cells analyzed by SOM, we established a minimum number of 50 sharp-wave ripples given comparable results in random blocks taken from cells with more than 200 events.
To get further insights into sharp-wave ripple distribution and the associated single-cell firing rate grouped by SOM we used the unified distance matrix (U-matrix) to quantify clusters of events separated by gaps in the 10-dimensional input space. These would correspond to dissimilar sharp-wave ripples. The U-matrix quantifies the distances between neighboring SOM elements by doubling the dimension of SOM matrix at their borders ( Figure S4D) . A large gap in the U-matrix identified different clusters of sharp-wave ripples sharing similar principal components (see color blocks in Figures 3A and 3B) . Importantly, by evaluating the U-matrix, inconsistencies of the unsupervised method can be outlined. We found roughly reliable grouping of sharp-wave ripple events and relied on the automatically identified clusters ( Figure S4D ). All events in a given cluster (color blocks) were averaged for quantification purposes. The number of clusters per SOM and the mean cluster distance was estimated by k-means ( Figures S4C and S5E ). Cell participation within each cluster (P c ) was evaluated as the ratio between the number of events a cell fired over the total number of events in given cluster. Cell participation by SOM cluster (P SOM ) was evaluated similarly, by considering the number of clusters and tested against random permutations. Cell selectivity was defined as the standard deviation of the probability distribution of the cell participation by clusters normalized by the mean and the standard deviation obtained by the 1000 permutations. Information was defined as À P P SOM 3log 2 P c normalized by the mean and the standard deviation after the 1000 permutations.
Analysis of intracellular recordings
Passive electrophysiological properties (input resistance, membrane decay and capacitance) of neurons recorded intracellularly in vivo were measured using 500 ms currents step in current-clamp mode. Cells with intracellular action potential amplitude smaller than 40 mV were excluded. Intrinsic firing properties, including action potential threshold and duration were estimated from the first spike in response to depolarizing current pulses of 0.5 nA amplitude and 500 ms duration. The maximal firing rate was calculated by dividing the number of spikes by the duration of a current pulse of 0.3 nA ( Figure S5C ). LFP and CSD signals were analyzed as previously described. For analysis of sharp-wave-associated intracellular responses the timing of events was used to align membrane potentials at different levels (Valero et al., 2015) . The resting membrane potential (RMP) and input resistance were estimated by linear regression between baseline potential data and the associated holding current. The reversal potential (Vrev) of sharp-wave-associated responses for each cell was estimated by linear regression between the response peak amplitude and membrane potential. The maximal driving force at the sharp-wave peak was estimated at the resting membrane potential (RMP).
SOM-related matrices of the intracellular driving force (Figures 4H and 4J ; blue-red matrices) and the extracellular sink and CA3 MUA activity at the sharp-wave peak (Figures 4I and 4K ; blue and brown matrices) were calculated as described before, by averaging values from sharp-wave events grouped together.
For temporal analysis of synaptic changes associated to sharp-wave ripples classified by SOM we adopted the general method of Borg-Graham (Borg-Graham, 2001 ). Given difficulties in establishing the GABAergic reversal potential in epileptic conditions, we chose to infer excitatory and inhibitory influences from the sign of the composite synaptic current around the resting membrane potential (Menendez de la Prida and Gal, 2004) . While the method can be applied to current-clamp data, quantitative estimations of conductances are less reliable than in voltage-clamp configuration. For this reason we chose to examine the dynamic evolution of the composite response. For each SOM cluster, we collected all sharp-wave ripple events recorded at different membrane potentials by injecting a holding current to the cell. Membrane potential deflections at each time point around the sharp-wave peak (±500 ms) were plotted against the holding current and fit linearly to extract the reversal potential, Vrev(t), and conductance, G(t). The conductance increase was given relative to the resting conductance (i.e., as estimated from baseline). We estimated the temporal evolution of the total current as I total (t) = -G(t) $ (V -V rev (t)), where V is the resting membrane potential. Note that (V -V rev (t)) is the temporal evolution of the driving force, which value at the sharp-wave peak was used for building SOM-related matrices. Inward excitatory currents will generate a membrane depolarization while outward inhibitory currents will result in membrane hyperpolarization. To characterize the temporal evolution of the perisomatic driving force we estimated the 20%-80% rise time of the excitatory component at the depolarized peak, the 63% decay, and the delay between excitation and inhibition (E-I delay) at the current peaks (equivalent to the depolarizing and hyperpolarizing peaks of the reversal potential). The sharp-wave-associated net charge was estimated from the temporal integral of the voltage response at resting membrane potential.
To evaluate the preferred firing phase of single-cells during ripple cycles we first filtered LFP signals between 100-250 Hz and aligned spikes relative to the ripple peak. The timing of cell firing over the course of sharp-waves (early versus late spikes) was estimated similarly by aligning spikes relative to the sharp-wave peak. Timing was transformed to phase by considering the duration of individual sharp-waves as defined from the first derivative from the 1-10 Hz filtered radiatum signal. The mean firing phase was estimated by circular statistics.
QUANTIFICATION AND STATISTICAL ANALYSIS
Statistical analysis was performed either with the SPSS software (IBM) or with MATLAB. No statistical method was used to predetermine sample sizes, which were similar to those reported previously (Inostroza et al., 2013; Valero et al., 2015) . Normality and homoscedasticity were confirmed with the Kolmogorov-Smirnov and Levene's tests, respectively. The exact number of replications for each experiment is detailed in the text and figures.
Two-way ANOVAs were applied for groups and object or interval for behavioral data. Groups and location (deep-superficial) were considered factors to analyze single-cell data. Post hoc comparisons were evaluated with the Tukey-Kramer test. Pharmacological effects at single cells (picrotoxin; CBZ) were evaluated by considering a basal state (20 min) versus the last 20 min (CBZ) or 30 min (picrotoxin) after application in a paired design. Behavioral effects of CBZ were tested against vehicle in a paired design. Betweengroups comparisons were performed with unpaired two-tail Student's test, unless otherwise specified. Correlation between variables was evaluated with the Pearson product-moment correlation coefficient, which was tested against 0 (i.e., no correlation was the null hypothesis) at p < 0.05 (two sided). Both the Pearson coefficient and p value are reported to facilitate interpretation.
For GLM analysis discrimination indices (DI) in behavioral tasks were modeled as a linear combination of the following variables: fast ripples index, entropy, theta coherence, theta power and theta-gamma modulation using the function fitglm from MATLAB (assuming a normal distribution). The impact of each variable in the GLM model was then tested with a multivariate analysis and the p value reported after Tukey-Kramer posthoc correction. Variables having a significant impact in explaining the discrimination index show p values < 0.05.
DATA AND SOFTWARE AVAILABILITY
Freely available software and algorithms used for analysis are listed in the resource table. Some unavailable analyses were specifically designed for the purpose of this paper using routines written in MATLAB 7.10 (MathWorks). All custom scripts and data contained in this manuscript are available upon request from the Lead Contact.
