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Abstract. There is an ongoing effort to embed probabilities to description logics
in the last decade. The combination of graphical probabilistic models (such as
Bayesian Networks) with description logics significantly increases the expressi-
vity and flexibility of the latter, but it also introduces a number of complexities
when making inferences. In this paper we study the application of a first-order
variable elimination algorithm – the AC-FOVE to a specific probabilistic des-
cription logic – the CRALC. We present the basic theory and demonstrate the
computation of inferences through examples.
Resumo. A incorporac¸a˜o de probabilidades a lo´gicas de descric¸a˜o tem atraı´do
um grande esforc¸o na u´ltima de´cada. A combinac¸a˜o de modelos probilı´sticos
gra´ficos (tais como Redes Bayesianas) e lo´gicas de descric¸a˜o permite um au-
mento significativo na expressividade e flexibilidade desta u´ltima, pore´m adi-
ciona um fator de complexidade na realizac¸a˜o de infereˆncias. Neste artigo
deseja-se verificar a viabilidade da aplicac¸a˜o de um algoritmo de eliminac¸a˜o de
varia´veis em primeira ordem – o AC-FOVE – a` ontologias especificadas em uma
lo´gica de descric¸a˜o probabilı´stica – o CRALC. Apresenta-se a teoria ba´sica e
demonstra-se o ca´lculo de infereˆncias atrave´s de exemplos.
1. Introduc¸a˜o
Lo´gicas de descric¸a˜o sa˜o utilizadas para apoiar as tecnologias inseridas no contexto da
Web Semaˆntica por oferecer boa flexibilidade e por permitir meios trata´veis para se reali-
zar raciocı´nio lo´gico. A ideia ba´sica da lo´gica de descric¸a˜o consiste na definic¸a˜o de con-
ceitos, que podem ser usados por classificadores na realizac¸a˜o de infereˆncias. Entretanto,
a caracterizac¸a˜o de conceitos nem sempre pode ser feita de forma catego´rica, pois al-
guns termos (principalmente aqueles que envolvem conceitos do mundo real) podem pos-
suir propriedades “opcionais” ou que assumem um valor probabilı´stico [Heinsohn 1994].
Nesse sentido, existe um esforc¸o crescente para estender lo´gicas de descric¸a˜o de maneira
que estas possam representar e manipular incertezas [Polastro and Cozman 2008a].
Na teoria de probabilidades, redes Bayesianas sa˜o amplamente utilizadas
para representar dependeˆncias entre varia´veis aleato´rias. Entretanto, estas redes sa˜o
representac¸o˜es proposicionais, isto e´, a representac¸a˜o de informac¸o˜es acerca de va´rios
indivı´duos e´ proporcional ao tamanho da populac¸a˜o. Por outro lado, lo´gicas de descric¸a˜o
tradicionais podem manipular relac¸o˜es e quantificac¸o˜es de varia´veis lo´gicas, mas na˜o o
podem fazer diante de incerteza.
Algumas representac¸o˜es que unem os lo´gicas de descric¸a˜o com modelos proba-
bilı´sticos ja´ foram propostas ([Getoor and Taskar 2007, Raedt et al. 2008]). O problema
deste modelos, no entanto, e´ a dificuldade para se realizar infereˆncia. Alguns algoritmos
de infereˆncia exata, como a eliminac¸a˜o de varia´veis em primeira ordem [Poole 2003] e
infereˆncia “lifted” com fo´rmulas de contagem [Milch et al. 2008] utilizam artifı´cios para
melhorar o desempenho da infereˆncia, mas exibem problemas de escalabilidade. Exis-
tem na literatura propostas de algoritmos de infereˆncia aproximada, que podem utilizar
te´cnicas de amostragem [Gilks and Spiegelhalter 1996] e propagac¸a˜o de crenc¸a, tais como
o Loopy Belief Propagation [Pearl 1988] e o L2U [Ide and Cozman 2008]. O problema
dos algoritmos aproximados e´ que na˜o existe garantia de convergeˆncia, embora resultados
empı´ricos se mostrem bastante razoa´veis [Polastro 2012].
Um dos problemas que surgem em infereˆncia “lifted” e´ a existeˆncia de paraˆmetros
extras em um no´ pai: durante a proposicionalizac¸a˜o, o no´ filho tera´ um nu´mero de pais que
dependera´ do tamanho da populac¸a˜o. [Kisynski and Poole 2009] propuseram a criac¸a˜o
de uma nova estrutura de dados, denominada fator parame´trico de agregac¸a˜o, que permite
esta representac¸a˜o de maneira independente do tamanho da populac¸a˜o. Esta estrutura de
dados e´ introduzida no algoritmo C-FOVE [Milch et al. 2008] para realizar infereˆncias,
dando origem ao algoritmo AC-FOVE.
Este trabalho propo˜e aplicar o algoritmo AC-FOVE [Kisynski and Poole 2009]
a ontologias especificadas na linguagem de descric¸a˜o proposta por
[Polastro and Cozman 2008b], o Credal ALC (CRALC). Um algoritmo de infereˆncia
aproximada ja´ existe para o CRALC [Polastro and Cozman 2008b], entretanto na˜o existe
nenhum algoritmo de infereˆncia exata que ja´ tenha sido aplicado a` lo´gica. Inicia-se
introduzindo a teoria ba´sica concernente ao algoritmo e a` lo´gica, e em seguida exibem-se
exemplos de infereˆncia para demonstrar a viabilidade desta aplicac¸a˜o.
O restante do trabalho e´ organizado como se segue. Na Sec¸a˜o 2, introduz-se os
conceitos associados a` lo´gica de descric¸a˜o probabilı´stica CRALC. A Sec¸a˜o 3 fornece
conceitos e definic¸o˜es usados no algoritmo AC-FOVE e descreve o seu funcionamento. Na
Sec¸a˜o 4, ilustram-se com exemplos a computac¸a˜o de infereˆncias sobre a lo´gica CRALC
usando o AC-FOVE. As concluso˜es e sugesto˜es para trabalhos futuros sa˜o apresentadas na
Sec¸a˜o 5.
2. A Lo´gica de Descric¸a˜o Probabilı´stica CRALC
CRALC e´ uma lo´gica de descric¸a˜o probabilı´stica proposta por
[Polastro and Cozman 2008b] que combina estruturas da lo´gica ALC com asserc¸o˜es
probabilı´sticas e uso limitado de nominais. Inicialmente, introduz-se alguns conceitos
relacionados a` lo´gica de descric¸a˜o ALC e, em seguida, as suposic¸o˜es assumidas pela
lo´gica CRALC.
Um vocabula´rio e´ uma estrutura contendo indivı´duos, conceitos e pape´is
[Baader et al. 2003]. Construtores sa˜o usados para combinar conceitos e pape´is. Dados
dois conceitosC eD e um papel r, os seguintes construtores esta˜o disponı´veis: conjunc¸a˜o
(C \ D), disjunc¸a˜o (C [ C), negac¸a˜o ( C), restric¸a˜o existencial (Dr.C) e restric¸a˜o de
valor (@r.C). Denota-se uma inclusa˜o de conceito por C Ď D e uma definic¸a˜o de con-
ceito por C ” D. Denomina-se terminologia um conjunto de de incluso˜es e definic¸o˜es.
Representa-se o conceito C \  C por J e o conceito C [  C por K. Se uma inclusa˜o
ou definic¸a˜o conte´m um conceito C no lado direito e o conceito D no lado direito, diz-se
que C utiliza diretamenteD. Indica-se o fecho transitivo “utiliza diretamente” por utiliza.
Uma terminologia e´ acı´clica se nenhum conceito utiliza a si mesmo.
A semaˆntica do ALC e´ construı´da a partir de um domı´nio D (conjunto na˜o va-
zio) e uma interpretac¸a˜o I, que mapeia indivı´duos para elementos do domı´nio, nomes
de conceito para subconjuntos do domı´nio e nomes de pape´is para relac¸o˜es bina´rias no
conjuntoDˆD. A interpretac¸a˜o I extende-se para outros conceitos da seguinte maneira:
IpC1 \ C2q “ IpC1q Y IpC2q, IpC1 [ C2q “ IpC1q X IpC2q, Ip C1q “ DzIpC1q,
IpDr.C1q “ tx P D | Dy : px, yq P Iprq ^ y P IpC1qu, Ip@r.C1q “ tx P D | @y :
px, yq P Iprq Ñ y P IpC1qu. Diz-se que C1 Ď C2 se, e somente se, IpCq Ď IpC2q e que
C1 ” C2 se, e somente se, IpC1q “ IpC2q.
Existem dois tipos de semaˆntica que podem ser adotados por uma lo´gica de
descric¸a˜o probabilı´stica: na semaˆntica baseada em domı´nio, as probabilidades sa˜o de-
signadas para subconjuntos do domı´nio D; ja´ na semaˆntica baseada em interpretac¸a˜o,
as probabilidades sa˜o especificadas sobre as pro´prias interpretac¸o˜es. Por exemplo, numa
semaˆntica baseada em domı´nio, a sentenc¸a PDpAnimalq “ α indica que, ao selecionar
aleatoriamente um indivı´duo do domı´nio, a probabilidade de que ele seja um Animal e´
α; numa semaˆntica baseada em interpretac¸a˜o, a sentenc¸a P pAnimalpFormigaqq “ β
atribui o valor β para todas as interpretac¸o˜es onde Formiga e´ um Animal.
A partir dos conceitos supracitados, constro´i-se a lo´gica CRALC da seguinte ma-
neira:
Incluso˜es probabilı´sticas e infereˆncias. A base da lo´gica CRALC e´ um fragmento da
lo´gica ALC excluindo-se os pape´is temporariamente. Assim, se C e D sa˜o con-
ceitos,  C, C [D e C \D tambe´m sera˜o conceitos. A inclusa˜o e a definic¸a˜o de
conceitos sa˜o expressas por C Ď D e C ” D, respectivamente. Sa˜o permitidas
tambe´m incluso˜es probabilı´sticas P pC|Dq “ α, em que D e´ um conceito e C e´
um nome de conceito. Se D for J, escreve-se simplesmente P pCq “ α.
Aciclicidade. Toda terminologia T na lo´gica CRALC e´ acı´clica, o que torna possı´vel a
sua representac¸a˜o usando um grafo acı´clico direto GpT q. Cada no´ corresponde a
um conceito, e se um conceito C utiliza diretamente o conceito D, enta˜o D e´ pai
de C em GpT q.
Semaˆntica. Na lo´gica de descric¸a˜o CRALC, utiliza-se semaˆntica baseada em
interpretac¸a˜o. A semaˆntica para P pC|Dq “ α e´ @x P D : P pCpxq|Dpxqq “ α,
que permite realizar infereˆncias em P pApaq|Bpbqq para os conceitos A e B e os
indivı´duos a e b. Note que na˜o ha´ contradic¸a˜o entre @x : P pCpxqq “ α e uma
observac¸a˜o Cpaq “ verdadeiro ja´ que P pCpaq|Cpaqq “ verdadeiro enquanto
ainda se tem P pCpaqq “ α.
Pape´is e redes Bayesianas relacionais. Acrescentam-se agora as restric¸o˜es Dr.C e @r.C
a` lo´gica. Suponha que C e´ um nome de conceito (que pode ter uma definic¸a˜o
arbitrariamente complexa). Asserc¸o˜es do tipo P pDr.C|Dq “ α na˜o sa˜o permiti-
das, pois o condicionante deve ser um nome de conceito. A representac¸a˜o gra´fica
destas restric¸o˜es e´ feita criando-se um no´ no grafo e conectando-o aos no´s que
representam o papel r e o conceito C. Como estas restric¸o˜es usam diretamente r
e C, a seta deve partir de r e C apontar para a restric¸a˜o, conforme mostrado na
Figura 1.
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Figura 1. Representac¸a˜o da restric¸a˜o @r.C
Independeˆncia e condic¸a˜o de Markov. Dada uma terminologia, para todo conceito C
e para cada elemento x P D, Cpxq e´ independente de todas as sentenc¸as que
na˜o utilizam Cpxq, dadas as sentenc¸as que utilizam diretamente C. De maneira
ana´loga, para todo papel r e para cada par px, yq P DˆD, rpx, yq e´ independente
de todas as sentenc¸as que na˜o utilizam rpx, yq, dadas as sentenc¸as que utilizam
diretamente r.
Homogeneidade. Suponha que um conceito C tenha m pais, P1, . . . , Pm. Para cada
conjunc¸a˜o de conceitos ˘Pm, em que o sinal ˘ indica se Pm esta´ negado ou na˜o,
tem-se P pC|˘P1[˘P2[¨ ¨ ¨[˘Pmq “ γ para γ arbitra´rio. Esta condic¸a˜o permite
a representac¸a˜o da terminologia por um grafo acı´clico direcionado em que cada
no´ esta´ associado a uma relac¸a˜o. Caso cada probabilidade tenha um valor preciso,
a terminologia pode ser representada por uma rede Bayesiana relacional. Se nem
todas as probabilidades forem especificadas precisamente, a proposicionalizac¸a˜o
gera uma rede credal [Cozman 2000]. Assume-se neste texto que todas as proba-
bilidades tenham valores precisos.
Unicidade. Cada indivı´duo possui um nome u´nico no domı´nio. Assume-se tambe´m que
um conceitoC ou e´ especificado por uma definic¸a˜o ou possui um pai P para o qual
sa˜o feitas incluso˜es probabilı´sticas com respeito a P e  P . Impo˜e-se tambe´m
que para cada papel r existe uma atribuic¸a˜o de probabilidade P prq “ α, cuja
semaˆntica e´ dada por @x, y : P prpx, yqq “ α.
3. O Algoritmo AC-FOVE
O AC-FOVE e´ um algoritmo proposto por [Kisynski and Poole 2009] para realizar in-
fereˆncias sobre modelos probabilı´sticos em primeira ordem. Na Sec¸a˜o 3.1 definem-se
os conceitos relacionados a modelos probabilı´sticos de primeira ordem, e na Sec¸a˜o 3.2
explica-se o funcionamento do algoritmo.
3.1. Conceitos e definic¸o˜es
Uma populac¸a˜o e´ um conjunto de indivı´duos, e um paraˆmetro e´ uma varia´vel lo´gica atre-
lada a uma populac¸a˜o. Dado um paraˆmetro A, representa-se a sua populac¸a˜o por DpAq.
Um termo e´ uma varia´vel lo´gica ou constante denotando um indivı´duo da populac¸a˜o.
Uma varia´vel aleato´ria parametrizada possui a forma fpt1, . . . , tkq, em que f e´ um func-
tor (isto e´, um sı´mbolo de func¸a˜o ou de predicado) e ti sa˜o termos. Cada functor possui
um conjunto de valores denominado colec¸a˜o do functor. A colec¸a˜o do functor f e´ de-
notada por rangepfq. O conjunto de paraˆmetros de uma varia´vel aleato´ria parametrizada
fpt1, . . . , tkq e´ denotada por parampfpt1, . . . , tkqq. Uma substituic¸a˜o θ em um conjunto
de varia´veis lo´gicas distintas tX1, . . . , Xku e´ representada na forma tX1{t1, . . . , Xk{tku
em que cada Xi e´ um paraˆmetro e cada ti e´ um paraˆmetro atrelado a uma populac¸a˜o
ou a uma constante. Uma substituic¸a˜o ba´sica e´ uma substituic¸a˜o em que cada ti e´ uma
constante. Uma varia´vel aleato´ria parametrizada fpt1, . . . , tkq representa um conjunto
de varia´veis aleato´rias, uma para cada substituic¸a˜o ba´sica possı´vel para cada um dos seus
paraˆmetros. Denota-se este conjunto como groundpfpt1, . . . , tkqq. Uma atribuic¸a˜o de va-
lores a varia´veis aleato´rias e´ expressa pela func¸a˜o v, que recebe uma varia´vel aleato´ria e
retorna seu valor. Pode-se estender este conceito para varia´veis aleato´rias parametrizadas.
Para exemplificar estes conceitos, considere que Pessoa seja uma varia´vel
lo´gica atrelada a` populac¸a˜o de todas as pessoas em uma universidade tp1, . . . , pnu.
Seja estudantepPessoaq uma varia´vel aleato´ria parametrizada, em que estudante
e´ um functor com colec¸a˜o tverdadeiro, falsou. Tem-se rangepestudanteq “
tverdadeiro, falsou e parampestudentepPessoaqq “ tPersonu. A varia´vel aleato´ria
parametrizada estudantepPessoaq representa um conjunto de n varia´veis aleato´rias, uma
para cada substituic¸a˜o tPessoa{p1, . . . , P essoa{pnu. Se v e´ uma atribuic¸a˜o de valores tal
que vpestudantepPessoaqq “ falso enta˜o cada uma das varia´veis aleato´rias no conjunto
groundpestudantepPessoaqq recebe o valor falso pelo operador v.
Uma fo´rmula de contagem [Milch et al. 2008] e´ representada por
#A:Crfp. . . , A, . . . qs em que A e´ um paraˆmetro vinculado pelo sı´mbolo #, C e´
um conjunto de restric¸o˜es de inegualdade envolvendo A e fp. . . , A, . . . q e´ uma
varia´vel aleato´ria parametrizada. Uma fo´rmula de contagem e´ uma varia´vel aleato´ria
parametrizada que representa o histograma dos possı´veis valores de uma varia´vel
aleato´ria parametrizada fp. . . , a, . . . q satisfazendo a P DpAq : C. Dada uma
atribuic¸a˜o de valores v, o valor de #A:Crfp. . . , A, . . . qs e´ o histograma h definido por
hpxq “ |ta P pDpAq : Cq : vpfp. . . , a, . . . qq “ xu|.
Um fator representa uma func¸a˜o de tuplas de varia´veis aleato´rias a nu´meros re-
ais. Ele e´ usado para armazenar a tabela de probabilidades condicionais inicial de cada
varia´vel aleato´ria e os ca´lculos intermedia´rios durante a infereˆncia. Um fator parame´trico
ou parfactor e´ uma tripla xC,V ,Fy, em que C e´ um conjunto de restric¸o˜es de inegualdade,
V e´ um conjunto de varia´veis aleato´rias parametrizadas e F : ŚiPV rangepiq Ñ R e´ um
fator.
Em modelos direcionados de primeira ordem, se um no´ filho possui um no´ pai
com paraˆmetros extras, na proposicionalizac¸a˜o o no´ filho tera´ um nu´mero de pais que
depende do tamanho da populac¸a˜o dos paraˆmetros extras. Esta “agregac¸a˜o” de maneira
independente do tamanho da populac¸a˜o na˜o pode ser feita com parfactors e fo´rmulas de
contagem, o que torna o algoritmo C-FOVE ineficiente na presenc¸a desta estrutura. Surge
assim a necessidade de criar um operador que descreva a dependeˆncia entre varia´vel pai
e varia´vel filho.
Neste texto, os modelos probabilı´sticos de primeira ordem devem satisfazer as
seguintes condic¸o˜es:
1. Cada varia´vel aleato´ria parametrizada possui um pai com no ma´ximo um
paraˆmetro extra;
2. Se um varia´vel aleato´ria parametrizada c tem um pai p com um paraˆmetro extra A
enta˜o:
(a) p e´ o u´nico pai de c;
(b) rangeppq Ď rangepcq;
(c) c “ÂaPDpAqpp...,a,... q.
Embora as condic¸o˜es parec¸am muito restritivas, a expressividade dos modelos
na˜o e´ comprometida. Distribuic¸o˜es mais complicadas podem ser obtidas combinando-se
mu´ltiplas agregac¸o˜es e introduzindo-se varia´veis auxiliares.
Um parfactor de agregac¸a˜o e´ uma hextupla xC, p, c,Fp,b, CAy, em que p e c sa˜o
varia´veis aleato´rias parametrizadas (p e´ pai de c); rangeppq Ď rangepcq; A e´ o u´nico
paraˆmetro em p que na˜o esta´ em c; C e´ um conjunto de restric¸o˜es de inegualdade que
na˜o envolvem A; Fp e´ um fator em rangeppq Ñ R; b e´ um operador bina´rio comuta-
tivo e associativo sobre a colec¸a˜o de c e CA e´ um conjunto de restric¸o˜es de inegualdade
envolvendo A.
Parfactors de agregac¸a˜o representam um conjunto de fatores, um para cada
substituic¸a˜o ba´sica em todas as varia´veis lo´gicas de parampcq que satisfazem as restric¸o˜es
em C. Parfactors de agregac¸a˜o podem ser convertidos para parfactors simples usando
fo´rmulas de contagem, o que torna possı´vel sua incorporac¸a˜o ao algoritmo C-FOVE. En-
tretanto, em algumas situac¸o˜es especı´ficas e´ possı´vel realizar operac¸o˜es diretamente sobre
parfactors de agregac¸a˜o, o que aumenta a eficieˆncia do ca´lculo durante a infereˆncia.
3.2. Funcionamento do algoritmo
O AC-FOVE utiliza o algoritmo C-FOVE [Milch et al. 2008] como base, incorporando o
conceito de parfactors de agregac¸a˜o quando necessa´rio e incluindo o tratamento destes
nas operac¸o˜es ba´sicas.
O C-FOVE calcula a distribuic¸a˜o marginal JQpΦq “ řUzQ J pΦq, em que Φ e´ um
conjunto de parfactors (que podem ser simples ou de agregac¸a˜o), U e Q sa˜o conjuntos de
varia´veis aleato´rias parametrizadas (Q Ď U) e J pΦq denota o produto de todos os fatores
representados pelos elementos de Φ. O ca´lculo e´ feito eliminando as varia´veis de UzQ
de maneira na˜o instanciada quando possı´vel.
O algoritmo C-FOVE pode ser descrito a partir de cinco macro-operac¸o˜es ba´sicas:
Particionamento Esta operac¸a˜o manipula um conjunto de parfactors de maneira a ga-
rantir que, para quaisquer varia´veis aleato´rias parametrizadas presentes neles, os
conjuntos de varia´veis aleato´rias representadas por elas sejam ideˆnticos ou disjun-
tos.
Eliminac¸a˜o Global Dado um produto de parfactors, esta operac¸a˜o elimina uma varia´vel
aleato´ria parametrizada deste produto, isto e´, faz a eliminac¸a˜o de cada uma das
varia´veis aleato´rias que ela representa.
Contagem Dado um parfactor e uma varia´vel lo´gica livre, esta operac¸a˜o elimina esta
varia´vel do parfactor. A varia´vel lo´gica deve aparecer em apenas uma varia´vel
aleato´ria parametrizada do parfactor.
Proposicionalizac¸a˜o Esta operac¸a˜o proposicionaliza uma varia´vel lo´gica livre de um
parfactor.
Expansa˜o Total Expande uma fo´rmula de contagem em toda constante que pertenc¸a ao
domı´nio da varia´vel contada e satisfac¸a as restric¸o˜es.
Dado um conjunto de parfactors Φ e um conjunto de varia´veis aleato´riasQ, o algo-
ritmo AC-FOVE calcula o valor da distribuic¸a˜o marginal JQpΦq. Inicialmente, realiza-se
uma macro-operac¸a˜o de Particionamento. O Particionamento tambe´m e´ realizado com
respeito a`s varia´veis aleato´rias em Q. Em seguida, o algoritmo elimina as varia´veis na˜o
consultadas de Φ realizando uma das outras quatro macro-operac¸o˜es. As operac¸o˜es sa˜o
selecionadas segundo uma polı´tica de busca gulosa, em que o custo de cada operac¸a˜o e´
definido como o tamanho total dos parfactors que ela cria. As operac¸o˜es de Eliminac¸a˜o
Global e Contagem nem sempre podem ser realizadas devido a`s suas pre´-condic¸o˜es; em
contrapartida as operac¸o˜es de Proposicionalizac¸a˜o e Expansa˜o Total sempre podem ser
executadas. Em casos extremos, todo o conjunto de parfactors pode ser proposicionali-
zado, o que implica na completeza do algoritmo.
4. Ana´lise
Nesta sec¸a˜o, sera˜o apresentados treˆs exemplos de ca´lculo de infereˆncia sobre ontologias
simples em CRALC. No primeiro exemplo explora-se o uso do algoritmo AC-FOVE sem
agregac¸o˜es. No segundo exemplo utiliza-se uma restric¸a˜o na consulta para demonstrar
sua aplicabilidade na lo´gica CRALC. Nestes exemplos sera˜o utilizados trechos da extensa
ontologia Wine, extraı´dos de um arquivo OWL do reposito´rio de ontologias do Temporal
Knowledge Base Group da Universidade Jaume I1. No terceiro exemplo, utiliza-se uma
versa˜o adaptada do arquivo de exemplo do sistema CEL (um classificador para a lo´gica
de descric¸a˜o EL`2), em que se faz uso de agregac¸o˜es para realizar infereˆncias.
4.1. Exemplo 1 - Expressividade da Lo´gica
Considere a o trecho da ontologia Wine que define o conceito “Vinho do Porto”, ja´ adap-
tado para a lo´gica CRALC:
Portpxq ”RedWinepxq [ HasWineBodyFullpxq
[ HasWineFlavourStrongpxq [ HasWineSugarSweetpxq
[ LocatedInPortugalRegionpxq
RedWinepxq ”Winepxq [ HasWineColorRedpxq
P pWinepxqq “0.9
P pHasWineColorRedpxqq “0.33
P pHasWineBodyFullpxqq “0.33
P pHasWineFlavourStrongpxqq “0.33
P pHasWineSugarSweetpxqq “0.33
P pLocatedInPortugalRegionpxqq “0.15
Suponha que Dpxq “ tx1, . . . , xnu. O grafo da ontologia e´ ilustrado na Figura 2.
Portpxq
RedWinepxq
HasWineBodyFullpxq
HasWineFlavourStrongpxq
HasWineSugarSweetpxq
LocatedInPortugalRegionpxq
Winepxq HasWineColorRedpxq
Figura 2. Trecho da ontologia Wine que define o conceito “Vinho do Porto”
1Disponı´vel em http://krono.act.uji.es/Links/ontologies/wine.owl/view
2Disponı´vel em http://lat.inf.tu-dresden.de/˜meng/ontologies/kangaroo.cl
Suponha que se deseja calcular P pPortpxqq = JPortpxqpΦ0q, em que Φ0 e´ o conjunto
de parfactors inicial:
Φ0 “ txH, tWinepxqu,F1y, [1]
xH, tHasWineColorRedpxqu,F2y, [2]
xH, tRedWinepxq,Winepxq,HasWineColorRedpxqu,F3y, [3]
xH, tHasWineBodyFullpxqu,F4y, [4]
xH, tHasWineFlavourStrongpxqu,F5y, [5]
xH, tHasWineSugarSweetpxqu,F6y, [6]
xH, tLocatedInPortugalRegionpxqu,F7y, [7]
xH, tRedWinepxq,HasWineBodyFullpxq,HasWineFlavourStrongpxq,
HasWineSugarSweetpxq, LocatedInPortugalRegionpxq,Portpxqu ,F8yu [8]
O algoritmo calculara´ primeiro o produto dos parfactors [1], [2] e [3], e em seguida
eliminara´ as varia´veis Winepxq e HasWineColorRedpxq resultando no parfactor
xH, tRedWinepxqu,F9y [9]
em que F9 “
ÿ
Winepxq
HasWineColorRedpxq
F1 d F2 d F3. Apo´s esta operac¸a˜o, o algoritmo cal-
cula o produto dos parfactors [4], [5], [6], [7], [8] e [9] e elimina as varia´veis
RedWinepxq, HasWineBodyFullpxq, HasWineFlavourStrongpxq, HasWineSugarSweetpxq e
LocatedInPortugalRegionpxq resultando no parfactor
Φ1 “ txH, tPortpxqu,F10yu [10]
em que F10 “
ÿ
RedWinepxq,
HasWineBodyFullpxq,
HasWineFlavourStrongpxq,
HasWineSugarSweetpxq,
LocatedInPortugalRegionpxq
F4dF5dF6dF7dF8dF9. Tem-se JPortpxqpΦ0q “
J pΦ1q. Numericamente, tem-se P pPortpxqq “ 0, 0016.
4.2. Exemplo 2 - Utilizac¸a˜o de Restric¸a˜o
Considere a o trecho da ontologia Wine que define o conceito “Vinho Americano”, ja´
adaptado para a lo´gica CRALC: AmericanWinepxq ” Winepxq [ LocatedInUSRegionpxq,
P pWinepxqq “ 0.9, P pLocatedInUSRegionpxqq “ 0.15. O grafo da ontologia e´ ilustrado
na Figura 3.
AmericanWinepxq
Winepxq LocatedInUSRegionpxq
Figura 3. Trecho da ontologia Wine que define o conceito “Vinho Americano”
Suponha que Dpxq “ tx1, . . . , xnu e que foi observado que x1 e´ um vinho ame-
ricano (representado pelo parfactor xH, tAmericanWinepx1qu,F4y). Deseja-se calcular
JgroundpAmericanWinepxqq:tx‰x1upΦ0q, em que Φ0 e´ o conjunto de parfactors inicial:
Φ0 “ txH, tWinepxqu,F1y, [1]
xH, tLocatedInUSRegionpxqu,F2y, [2]
xH, tAmericanWinepxq,Winepxq, LocatedInUSRegionpxqu,F3y, [3]
xH, tAmericanWinepx1qu,F4yu [4]
O algoritmo inicia invocando a operac¸a˜o de Particionamento sobre os parfactors [1], [2]
e [3] na substituic¸a˜o tx{x1u, resultando no conjunto de parfactors Φ1:
Φ0 “ txtx ‰ x1u, tWinepxqu,F1y, [5]
xtx ‰ x1u, tLocatedInUSRegionpxqu,F2y, [6]
xtx ‰ x1u, tAmericanWinepxq,Winepxq, LocatedInUSRegionpxqu,F3y, [7]
xH, tAmericanWinepx1qu,F4y, [8]
xH, tWinepx1qu,F1y, [9]
xH, tLocatedInUSRegionpx1qu,F2y, [10]
xH, tAmericanWinepx1q,Winepx1q, LocatedInUSRegionpx1qu,F3y, u [11]
Em seguida, o algoritmo multiplica os parfactors [5], [6] e [7] e elimina as varia´veis
Winepxq e LocatedInUSRegionpxq. De maneira ana´loga, os parfactors [8], [9], [10] e
[11] sa˜o multiplicados e as varia´veis Winepx1q e LocatedInUSRegionpx1q sa˜o eliminadas.
O conjunto de parfactors se torna enta˜o
Φ1 “ txtx ‰ x1u, tAmericanWinepxqu,F4y, [12]
xH, tAmericanWinepx1qu,F5yu [13]
em que F4 “ řWinepxq,LocatedInUSRegionpxqF1 d F2 d F3 e F5 “ř
Winepx1q,LocatedInUSRegionpx1qF1 d F2 d F3. Na˜o e´ possı´vel multiplicar os fatores
[12] e [13], de maneira que e´ necessa´rio eliminar a varia´vel x de [12] realizando
uma contagem nesta varia´vel [Milch et al. 2008]. Ao realizar esta operac¸a˜o, obte´m-se
um novo parfactor xH, t#x:tx‰x1urAmericanWinepxqsu,F6y, que por sua vez pode ser
multiplicado por [13]; do resultado se elimina a varia´vel AmericanWinepx1q para obter
Φ2 “ txH, t#x:tx‰x1urAmericanWinepxqsu,F7yu [14]
em que F7 “ řAmericanWinepx1qF5 d F6. Tem-se JgroundpAmericanWinepxqq:tx‰x1upΦ0q “
J pΦ2q.
4.3. Exemplo 3 - Utilizac¸a˜o de Agregac¸a˜o
Considere a versa˜o adaptada da ontologia Kangaroo, definida da seguinte maneira:
P pAnimalpxqq “ 0.9, P pRationalpxqq “ 0.6, P phasChildpx, yqq “ 0.3, Humanpxq ”
Animalpxq [ Rationalpxq, Beastpxq ” Animalpxq [  Rationalpxq, Kangaroopxq Ď
Beastpxq, P pKangaroopxq|Beastpxqq “ 0.4, Parentpxq ” DhasChildpx, yq.Humanpyq,
MaternityKangaroopxq ” Kangaroopxq [ DhasChildpx, yq.Kangaroopyq. Usando a teoria
apresentada na Sec¸a˜o 2, pode-se construir o grafo da ontologia, exibido na Figura 4.
Suponha que se deseja calcular P pParentpxqq e que todos os conceitos e relac¸o˜es
tenham domı´nio booleano. Considere que x tenha uma populac¸a˜o finita D. No resto
Animal Rational
Beast
Human Kangaroo
hasChild
DhasChild.Human DhasChild.Kangaroo
Parent Maternity
Figura 4. Ontologia Kangaroo representada como uma rede Bayesiana
deste artigo, far-se-a´ refereˆncia aos no´s por suas iniciais, e os no´s DhasChild.Human e
DhasChild.Kangaroo sera˜o referidos por Dh.H e Dh.K, respectivamente. Como na˜o existe
nenhuma evideˆncia, tem-se H, hH,P K B,K, hK,M | A,R, h, ou seja, os no´s B,K, hK,M
na˜o influenciam no resultado de P pParentpxqq e portanto podem ser eliminados. Os
no´s Animal, Rational e Human podem ser agregados em um u´nico no´ calculando-se
a distribuic¸a˜o de probabilidade conjunta deles e eliminando-se as varia´veis Animal e
Rational.
Para utilizar o AC-FOVE, o no´ agregado deve ser o u´nico pai de seu no´ filho.
Assim, introduz-se um no´ auxiliar Cpx, yq “ hpx, yq [Hpyq. A rede resultante e´ exibida
na Figura 5.
H
h
C Dh.H P
Figura 5. Representac¸a˜o reduzida do grafo da ontologia Kangaroo
Calcular P pPpxqq e´ o mesmo que computar J pΦ0q, em que Φ0 e´ o conjunto de
parfactors inicial:
Φ0 “ txH, tHpyqu,FHy, [1]
xH, thpx, yqu,Fhy, [2]
xH, tHpyq, hpx, yq,Cpx, yqu,FCy, [3]
xH,Cpx, yq, Dh.Hpxq,F , OR,Hy, [4]
xH, tDh.Hpxq,Ppxqu,FP yu [5]
O algoritmo inicia multiplicando os parfactors [1], [2] e [3], e em seguida eliminando
as varia´veis Hpyq e hpx, yq resultando em
g1 “ xH, tCpx, yqu,F1y [6]
em que F1 “ řHpyq,hpx,yqFH d Fh d FC . Multiplica-se enta˜o o parfactor [6] com o
parfactor de agregac¸a˜o [4], elimina-se a varia´vel Cpx, yq, multiplica-se o resultado pelo
parfactor [5] e finalmente elimina-se a varia´vel Dh.Hpxq para se obter
Φ1 “ txH, tPpx, yqu,F2yu [7]
em que F2 “ řDh.Hpxq ´FP d ´řCpxqF1 d F¯¯. Tem-se J pΦ0q “ J pΦ1q.
5. Concluso˜es e Trabalhos Futuros
Neste artigo, mostrou-se que e´ via´vel aplicar o algoritmo de infereˆncia exata em primeira
ordem AC-FOVE para realizar infereˆncias em ontologias especificadas usando a lo´gica de
descric¸a˜o probabilı´stica CRALC. O algoritmo AC-FOVE utiliza estruturas de dados es-
pecı´ficas para reduzir a necessidade de proposicionalizac¸a˜o da rede e, consequentemente,
aumentar a eficieˆncia do ca´lculo. Em particular, os parfactors de agregac¸a˜o permitem
expressar relac¸o˜es mais complexas independentemente do tamanho da populac¸a˜o.
Nos exemplos fornecidos, objetivou-se explorar os diversos conceitos utilizados
tanto pelo algoritmo como pela lo´gica. No primeiro exemplo, ilustrou-se a expressividade
da lo´gica ao se mostrar o potencial de descric¸a˜o de uma ontologia extensa e complexa.
No segundo exemplo, demonstra-se a aplicabilidade de restric¸o˜es na realizac¸a˜o de in-
fereˆncias. O uso de restric¸o˜es permite realizar consultas mais flexı´veis (por exemplo,
permitindo a exclusa˜o de um indivı´duo da populac¸a˜o) ao custo de maior complexidade
computacional. Finalmente, no terceiro exemplo, utilizou-se parfactors de agregac¸a˜o para
reduzir o tempo de computac¸a˜o da infereˆncia. Caso na˜o fossem utilizados parfactors de
agregac¸a˜o, isto e´, fosse utilizado apenas o algoritmo C-FOVE, haveria a necessidade de
proposicionalizar o modelo, o que tornaria a infereˆncia invia´vel para populac¸o˜es maiores.
Para trabalhos futuros, sugere-se investigar a possibilidade de ampliar a expres-
sividade dos parfactors, de maneira que se possa realizar consultas mais flexı´veis, como
por exemplo permitir o uso de outros tipos de restric¸o˜es ale´m da inegualdade. Este au-
mento de expressividade aumenta tambe´m o tempo para o processamento das restric¸o˜es,
e analisar o ganho obtido (se ele existir) e´ um desafio interessante. Outra possibilidade
de extensa˜o seria investigar a possibilidade de se realizar infereˆncias com domı´nios infi-
nitos. O pro´ximo passo deste trabalho e´ desenvolver um software que utilize o algoritmo
AC-FOVE para realizar infereˆncia sobre a lo´gica CRALC e posteriormente utiliza´-lo em
problemas do mundo real que envolvam ontologias mais complexas e domı´nios maiores,
de maneira a testar a escalabilidade do algoritmo.
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