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TATE DUALITY IN POSITIVE DIMENSION
OVER FUNCTION FIELDS
Zev Rosengarten
Abstract
We extend the classical duality results of Poitou and Tate for finite discrete Galois modules
over local and global fields (local duality, nine-term exact sequence, etc.) to all affine com-
mutative group schemes of finite type, building on the recent work of Česnavičius [Čes2]
extending these results to all finite commutative group schemes. We concentrate mainly on
the more difficult function field setting, giving some remarks about the number field case
along the way.
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Chapter 1
Introduction and Main Results
1.1 Introduction
Tate’s theorems on the Galois cohomology of finite discrete Galois modules over local and
global fields are the cornerstone for the arithmetic theory of abelian varieties, Galois defor-
mation theory, and beyond. In the function field case, these results traditionally required
the hypothesis that the order of the Galois module is not divisible by the characteristic.
The restriction on the order was recently removed in work of Česnavičius ([Čes1], [Čes2]),
also permitting general (i.e., not necessarily étale) finite commutative group schemes over
local and global function fields. This requires using fppf cohomology rather than étale
cohomology (the two coincide for coefficients in an étale finite commutative group scheme,
or equivalently a finite discrete Galois module; more generally, they agree for coefficients
in a smooth commutative group scheme, by [BrIII, Thm. 11.7]). It also requires using
cohomology over the spectrum of an adele ring in the global case in place of various restricted
direct products and direct sums as in the traditional formulation.
Our aim in the present work is to build on those results in the finite case to establish
analogous duality theorems for the fppf cohomology of commutative affine group schemes G
of finite type with nonnegative dimension over local and global fields k. This is much easier
in characteristic 0 (as we discuss briefly in Appendix F), so our main focus in this work is on
the function field case, where the imperfection of such fields leads to substantial difficulties.
Even the case G = Ga presents serious challenges for duality theorems when char(k) > 0, in
large part because the Gm-dual functor Ĝ := H om(G,Gm) over the category of k-schemes
is non-representable (see Proposition 2.3.5).
1.2 Main results
Let us now record our main results over local and global fields, giving references for the
finite case already treated by Poitou, Tate, and Česnavičius. Before stating these results,
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however, let us remark that while we mainly restrict our attention to the more difficult
function field setting in this work, all of our main results remain true over number fields
(and non-archimedean fields of characteristic 0 for the local results) unless we explicitly
state otherwise, and are usually much easier in that setting.
To state the local results, we need some notation. Given any locally compact Hausdorff
topological abelian group A, we let AD := Homcts(A,R/Z) denote the Pontryagin dual,
and we denote by Apro the profinite completion of A. (For the definition of the profinite
completion, see the beginning of §B.1.) Consider the class C of locally compact Hausdorff
abelian groups A that are either (i) profinite, (ii) discrete torsion, or (iii) of finite exponent.
Many of the groups that we will be concerned with in the local setting lie in this class (but
there are important exceptions, such as k× for a non-archimedean local field k). The class
C has several nice properties. For example, such A satisfy
AD = Homcts(A, (Q/Z)disc)
where (Q/Z)disc denotes Q/Z with its discrete topology. Another nice property of C is
that it is stable under A AD: if A is profinite then AD is discrete torsion, and vice-versa,
and the dual of a group of finite exponent is still of finite exponent.
Given two locally compact Hausdorff abelian groups A,B and a continuous bilinear
pairing A×B → R/Z, the induced map A→ BD is a topological isomorphism if and only
if the map B → AD is, by Pontryagin duality. If both of these equivalent conditions hold,
then we say that the pairing is perfect.
Let k be a local field. Given an fppf abelian sheaf F on Spec(k), we define F̂ :=
H om(F ,Gm) and we give H2(k,F ) the discrete topology. Given a commutative affine
k-group scheme G of finite type, we also give Ĝ(k) the discrete topology. On the other
hand, we give G(k) its natural topology arising from that on k. That is, we choose a closed
immersion G →֒ Ank into an affine space over k, give A
n
k(k) = k
n its usual topology, and
then endow G(k) with the subspace topology. This is independent of the choice of the
embedding and makes G(k) into a locally compact Hausdorff group, functorially in G. If
G is finite, this is simply the discrete topology on G(k). Our first main local result is the
following.
Theorem 1.2.1. Let k be a local field of positive characteristic, and let G be an affine
commutative k-group scheme of finite type. The cohomology group H2(k,G) is torsion,
Ĝ(k) is finitely generated, and the cup product H2(k,G) × Ĝ(k) → H2(k,Gm)
inv
−−→
∼
Q/Z
induces a functorial continuous perfect pairing of locally compact Hausdorff abelian groups
H2(k,G) × Ĝ(k)pro → Q/Z,
where H2(k,G) is discrete.
If G is finite then Ĝ(k) = Ĝ(k)pro, so this case is [Mi1, Ch. III, Thm. 6.10]. By “functo-
riality” in Theorem 1.2.1, we mean that if we have a homomorphism f : G→ H of k-group
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schemes as in Theorem 1.2.1, then the diagram
H2(k,G) Ĝ(k)pro Q/Z
H2(k,H) Ĥ(k)pro Q/Z
H2(f)
×
×
f̂(k)
commutes. This functoriality follows from the functoriality of cup product.
Our second local result is the analogue of the preceding one with the roles of G and
Ĝ reversed. Unlike in Tate local duality for finite commutative group schemes, there is no
analogous symmetry between G and Ĝ in the generality of arbitrary affine commutative
group schemes of finite type. In fact, the sheaf Ĝ may not be representable (as we have
already noted for G = Ga due to Proposition 2.3.5); even if representable, it may not be
finite type (as for G = Gm, whose fppf dual sheaf is Z). Theorem 1.2.1 above and Theorem
1.2.2 below are therefore distinct results.
Theorem 1.2.2. Let k be a local field of positive characteristic, and let G be an affine
commutative k-group scheme of finite type. The cohomology group H2(k, Ĝ) is torsion, and
the cup product pairing H2(k, Ĝ) × H0(k,G) → H2(k,Gm)
inv
−−→
∼
Q/Z induces a functorial
continuous perfect pairing of locally compact Hausdorff groups
H2(k, Ĝ)×H0(k,G)pro → Q/Z,
where H2(k, Ĝ) is discrete.
When G is finite, this is the same as Theorem 1.2.1, and therefore is once again [Mi1,
Ch. III, Thm. 6.10].
Finally, we come to the duality between the cohomology groups H1(k,G) and H1(k, Ĝ).
This is subtle in positive characteristic because it involves endowing H1(k,G) and H1(k, Ĝ)
with suitable topologies that are not quite as obvious as the ones for H0 and H2. (In
characteristic 0, both groups are finite, and we simply take them to be discrete.) In [Čes1],
Česnavičius adapts an idea of Moret-Bailly to define a locally compact topology on H1(k,G)
for G a k-group scheme locally of finite type. The topology is defined as follows: a subset
U ⊂ H1(k,G) is open if for every locally finite type k-scheme X and every G-torsor X → X,
the subset
{x ∈ X(k) | Xx ∈ U} ⊂ X(k)
is open. (This amounts to declaring X(k)→ (BG)(k) to be continuous for all k-morphisms
X → BG.) In [Čes1], various desirable properties are proved (e.g., given a map G → H
between two such group schemes, the induced map H1(k,G) → H1(k,H) is continuous,
and likewise for connecting maps in the commutative case from degree i to degree i + 1
for i = 0, 1 in a long exact sequence associated to a short exact sequence of such group
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schemes); precise references for proofs of these results in [Čes1] are given near the start of
§3.3.
This procedure defines a topology on H1(k, Ĝ) when G is an almost-torus (in the sense
of Definition 2.1.4), by the representability of Ĝ in Proposition 2.3.5 for such G. A gen-
eralization to define a locally compact Hausdorff topology on H1(k, Ĝ) for general (affine
commutative finite type) G will be given in §3.6.
Remark 1.2.3. Let us warn the reader that the topology on H1(k, (̂·)) is not in general
δ-functorial, in the sense that for a short exact sequence of affine commutative k-group
schemes of finite type
1 −→ G′ −→ G −→ G′′ −→ 1, (1.2.1)
the connecting map H1(k, Ĝ′) → H2(k, Ĝ′′) is not necessarily continuous, where (as usual)
H2(k, Ĝ′′) has the discrete topology. To give an example, consider the exact sequence
1 −→ αp −→ Ga −→ Ga −→ 1
where the last map on the right is the Frobenius k-isogeny. Since H1(k, Ĝa) = 0 (Proposition
2.5.3), the map H1(k, α̂p)→ H2(k, Ĝa) is injective. To say that it is continuous, therefore,
would be equivalent to saying that H1(k, α̂p) is discrete. But α̂p ≃ αp, and we will see in
(3.3.1) near the end of §3.3 that H1(k, αp) ≃ k/kp as topological groups. This quotient is
not discrete since kp ⊂ k is not open, so the connecting map is not continuous. This bad
behavior cannot happen if all of the groups in (1.2.1) are almost-tori, since then their fppf
dual sheaves are represented by locally finite type k-group schemes (Lemma 2.3.5), and so
the connecting map is continuous by [Čes1, Prop. 4.2].
With these preliminaries out of the way, the final local duality result is:
Theorem 1.2.4. Let k be a local field of positive characteristic, and let G be an affine com-
mutative k-group scheme of finite type. The fppf cohomology groups H1(k,G) and H1(k, Ĝ)
are of finite exponent, and cup product
H1(k,G) ×H1(k, Ĝ)→ H2(k,Gm)
inv
−−→
∼
Q/Z
is a functorial continuous perfect pairing of locally compact Hausdorff abelian groups.
When G is finite, this is once again [Mi1, Ch. III, Thm. 6.10]. We remark that the
topology we use on the cohomology groups agrees with Milne’s Čech topology, as will be
discussed in §3.3.
All three of the preceding theorems are proved in Chapter 3. They will be deduced from
the already-known finite cases.
Part of classical local duality describes integral (or in Galois-theoretic contexts, unram-
ified) cohomology classes on each side as the exact annihilators of those on the other side.
More precisely, let k be a local function field with ring of integers O, and let G be a finite flat
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commutative O-group scheme with generic fiber G. Then the maps Hi(O,G ) → Hi(k,G)
are injective, and similarly for Ĝ by Cartier duality, and via the perfect cup product pair-
ing Hi(k,G) × H2−i(k, Ĝ) → Q/Z, the exact annihilator of H2−i(O, Ĝ ) is Hi(O,G ) (these
groups clearly annihilate each other because H2(O,Gm) = 0): for i = 1 this is [Mi1, Ch. III,
Cor. 7.2], and for i = 2 it follows from Lemma 4.1.1 and the fact that Ĝ (O) = Ĝ(k) due to
Ĝ being finite. The case i = 0 follows from the case i = 2 by Cartier duality.
Unfortunately, due to the lack of a good structure theory for flat affine commutative
O-group schemes of finite type, we do not obtain such a satisfactory result in general when
dimG > 0. However, we do obtain useful replacements that are not only interesting in
their own right but also play an essential role in our work in §5.2 that relates cohomology
over adele rings to cohomology over local fields. Part of our interest in these theorems lies
in the injectivity statements below for the pullback maps Hi(Ov , ·) → Hi(kv , ·) for all but
finitely many v, as may be proved by a direct dévissage for number fields but appears to
be much more subtle in the function field setting.
To state these local duality results when dimG > 0, let us first note that any affine
commutative group scheme G of finite type over a global field k spreads out to an OS-model
G (i.e., an affine commutative flat OS-group scheme of finite type) for some non-empty finite
set S of places of k containing the archimedean places.
Theorem 1.2.5. Let k be a global function field, G an affine commutative k-group scheme
of finite type, and G an OS-model of G. Then for all but finitely many places v of k, we
have H2(Ov ,G ) = 0 and the map Ĝ (Ov)→ Ĝ(kv) is an isomorphism.
In particular, for such v the maps H2(Ov ,G )→ H2(kv , G) and H0(Ov, Ĝ )→ H0(kv , Ĝ)
are injective, and H2(Ov ,G ) is the exact annihilator of H0(Ov, Ĝ ).
Theorem 1.2.6. Let k be a global function field, G an affine commutative k-group scheme
of finite type, and G an OS-model of G. Then for all but finitely many places v of k, the
maps H0(Ov,G ) → H0(kv, G) and H2(Ov, Ĝ ) → H2(kv , Ĝ) are injective and H2(Ov , Ĝ ) is
the exact annihilator of H0(Ov,G ).
Theorem 1.2.7. Let k be a global function field, G an affine commutative k-group scheme
of finite type, and G an OS-model of G. Then for all but finitely many places v of k, the
maps H1(Ov,G )→ H1(kv , G) and H1(Ov, Ĝ )→ H1(kv , Ĝ) are injective and H1(Ov ,G ) and
H1(Ov, Ĝ ) are orthogonal complements under the local duality (i.e., cup product) pairing.
Note that these results are independent of the chosen OS-model G , since any two such
models become isomorphic over OS′ for some S′ ⊃ S. Theorems 1.2.5–1.2.7 are all proved
in Chapter 4.
Now we turn to our main results in the global setting. First, we introduce some notation.
Let k be a global function field. We denote by Ak (or A when there is no confusion as to
which field we are working over) the ring of adeles for k. For an abelian group A, we denote
by A∗ the group Hom(A,Q/Z). The functor A A∗ is exact precisely because Q/Z is an
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injective abelian group. We aim to prove the following result, which extends the classical
Poitou–Tate exact sequence for finite commutative group schemes to all affine commutative
group schemes of finite type:
Theorem 1.2.8. Let k be a global function field, and G an affine commutative k-group
scheme of finite type. The following sequence (with maps to be defined below) is exact and
functorial in G:
0 H0(k,G)pro H
0(A, G)pro H
2(k, Ĝ)∗
H1(k,G) H1(A, G) H1(k, Ĝ)∗
H2(k,G) H2(A, G) H0(k, Ĝ)∗ 0
Let us now describe the maps in this sequence. We endow H0(k,G) with the discrete
topology and H0(A, G) with the natural topology arising from that on A (via a closed
embedding from G into some affine space). Then the maps Hi(k,G) → Hi(A, G) – as well
as the induced map on profinite completions when i = 0 – are induced by the diagonal
inclusion k →֒ A sending λ ∈ k to the adele with each coordinate equal to λ.
The maps Hi(A, G)→ H2−i(k, Ĝ)∗ are obtained by cupping everywhere locally and then
adding the invariants. That is, for each place v of k we have the projection map Hi(A, G)→
Hi(kv , G), and we also have the map H2−i(k, Ĝ) → H2−i(kv , Ĝ). Given α ∈ Hi(A, G) and
β ∈ H2−i(k, Ĝ), therefore, we obtain for each v the cup product αv ∪ βv ∈ H2(kv ,Gm),
hence by taking the invariant an element of Q/Z. The pairing between α and β is obtained
by summing these invariants over all places v of k. Of course, one must show that this sum
has only finitely many nonzero terms (and that it induces a map H0(A, G)pro → H2(k, Ĝ)∗).
All of this will be shown in §5.1.
The maps H2(k, Ĝ)∗ → H1(k,G) and H1(k, Ĝ)∗ → H2(k,G) in Theorem 1.2.8 are the
hardest ones to describe. In order to explain how they arise, we need to introduce the
Tate-Shafarevich groups of a sheaf.
For any abelian fppf sheaf F on the category of all k-schemes, we define the ith Tate-
Shafarevich group of F – denoted Xi(k,F ) – by the formula
X
i(k,F ) := ker
(
Hi(k,F )→ Hi(A,F )
)
(cohomology for the small fppf sites on k and A respectively). When there is no confusion,
we will often simply write Xi(F ). This agrees with the more classical definition
X
i(k,F ) := ker
(
Hi(k,F )→
∏
v
Hi(kv,F )
)
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(where the product is over all places v of k) if i ≤ 2 and F = G or Ĝ for some affine
commutative k-group scheme G of finite type, by Propositions 5.2.2 and 5.2.16.
The maps H2(k, Ĝ)∗ → H1(k,G) and H1(k, Ĝ)∗ → H2(k,G) in Theorem 1.2.8 rest on
the following result that for finite G is an analogue of a classical result of Tate for finite
Galois modules over global fields:
Theorem 1.2.9. Let k be a global function field, G an affine commutative k-group scheme
of finite type. Then the groups Xi(k,G) and Xi(k, Ĝ) are finite for i = 1, 2. Further, for
i = 1, 2, we have perfect pairings, functorial in G,
X
i(k,G) ×X3−i(k, Ĝ)→ Q/Z
Theorem 1.2.9 furnishes an isomorphism
X
2(k, Ĝ)∗
∼
−→X1(k,G)
and the map H2(k, Ĝ)∗ → H1(k,G) in Theorem 1.2.8 is defined to be the composition
H2(k, Ĝ)∗ ։X2(k, Ĝ)∗
∼
−→X1(k,G) →֒ H1(k,G).
Similarly, the map H1(k, Ĝ)∗ → H2(k,G) is defined to be the composition H1(k, Ĝ)∗ ։
X
1(k, Ĝ)∗
∼
−→X2(k,G) →֒ H2(k,G).
Proving Theorems 1.2.8 and 1.2.9 will be the main work of Chapter 5, building on
results in the finite case from [Čes2, §1.2].
In the finite case, there is a natural symmetry between G and Ĝ due to Cartier duality
and double duality. For positive-dimensional groups, there is no symmetry in the hypotheses
between G and Ĝ, since the latter sheaf need not be finite type or even representable for
general affine commutative G of finite type over k (cf. Proposition 2.3.5). Nevertheless, we
still have double duality for such G (Proposition 2.4.3), and the statements of the local
results (taken together) are unchanged if we switch the roles of G and Ĝ; the same goes for
Theorem 1.2.9. There should therefore be an analogue of Theorem 1.2.8 with the roles of
G and Ĝ reversed. This is indeed the case:
Theorem 1.2.10. Let G be an affine commutative group scheme of finite type over a global
function field k. Then the sequence
0 H0(k, Ĝ)pro H
0(A, Ĝ)pro H
2(k,G)∗
H1(k, Ĝ) H1(A, Ĝ) H1(k,G)∗
H2(k, Ĝ)
⊕
v
H2(kv, Ĝ) (H
0(k,G)pro)
D 0
is exact and functorial in G.
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The maps are entirely analogous to those in Theorem 1.2.8, and as usual, all cohomology
groups Hi(k, ·) are equipped with the discrete topology. The topology on H0(A, Ĝ) is defined
to be the restricted product topology coming from some OS-model G ofG (where S is a non-
empty finite set of places as usual) and the discrete topology on each group Ĝ(kv) of local
characters. (The choice of the discrete topology on such character groups is appropriate,
since they are finitely generated.) By Theorem 1.2.5, this identifies Ĝ(A) with
∏
v Ĝ(kv)
endowed with the product topology. We will deduce Theorem 1.2.10 as the Pontryagin dual
of Theorem 1.2.8 by applying local duality.
Remark 1.2.11. One might compare Theorems 1.2.8 and 1.2.10 and wonder whether one
might not replace (G(k)pro)D with G(k)∗, or ⊕vH2(kv, Ĝ) with H2(A, Ĝ), or both at the
same time. In fact, none of these combinations work; see Remark 5.16.3.
This suggests that, in the spirit of preserving the symmetry between G and Ĝ, one
should really replace the terms Ĝ(k)∗ and H2(A, G) in Theorem 1.2.8 with (Ĝ(k)pro)D and⊕
v
H2(kv, G). This makes no difference, in the first case because Ĝ(k) is a finitely generated
abelian group, and in the second because of Proposition 5.2.2.
Remark 1.2.12. Let us be very precise about which aspects of Tate local and global duality
for finite commutative group schemes we are taking as input from prior work of others.
First, the local results in Theorems 1.2.1–1.2.4 and 1.2.7 for finite G are already known:
references for these results in the finite case were given along with their statements above.
As for the global results, consider the three sequences obtained by deleting the maps from
Hi(k, Ĝ)∗, i = 1, 2:
0 −→ G(k) −→ G(A) −→ H2(k, Ĝ)∗
H1(k,G) −→ H1(A, G) −→ H1(k, Ĝ)∗
H2(k,G) −→ H2(A, G) −→ G(k)∗ −→ 0
The exactness of these sequences for finite commutative G holds by [Čes2, §1.2].
We do not assume Theorem 1.2.9 for finite group schemes, even though this case has
in fact been fully proved in prior work of others: we will prove this case directly. The
reason that we do not treat the exactness of the full 9-term exact sequence as known at the
outset for finite G is that Česnavičius defines the maps from Hi(k, Ĝ)∗ in a very different
manner from the way we do, and then deduces Theorem 1.2.9 from the exactness of the
resulting sequence. Our approach proceeds in the opposite order. To avoid verifying the
compatibility between our sequence and Česnavičius’, and between our pairings in Theorem
1.2.9 and his, we have chosen to simply prove Theorem 1.2.9 directly, even in the finite case.
Throughout this work, whenever we refer to “local duality” or “Poitou–Tate” for finite
commutative group schemes, we will mean the results that have been summarized in this
remark.
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1.3 Overview of methods
To orient the reader, we now provide a brief overview of the manuscript, and indicate how
the various parts fit together to establish the main results.
In Chapter 2, we establish some crucial results about affine commutative group schemes
G of finite type over general fields, including their structure theory (§2.1), their Ext and
dual sheaves (§§2.2–2.4), the cohomology of Ĝa (§§2.5–2.8), and the relation between Čech
and derived functor cohomology of G and Ĝ (§2.9), which will play an essential role in
proving the continuity of the local duality pairings, as well as in defining the X-pairings
of Theorem 1.2.9.
In Chapter 3 we prove the main local duality results (Theorems 1.2.1, 1.2.2, and 1.2.4).
In Chapter 4, we establish the main results on local integral cohomology (Theorems 1.2.5,
1.2.6, and 1.2.7). Finally, in Chapter 5, we establish the global Tate duality results (Theo-
rems 1.2.8–1.2.10), essentially analyzing the sequence bit by bit (as well as proving perfec-
tion of the X-pairings). An interesting feature of the proof of the 9-term exact sequence for
positive-dimensional groups is that if we grant that the entire sequence is exact for finite
commutative group schemes (cf. Remark 1.2.12) then the different parts of the sequence
may be shown to be exact essentially independently, in stark contrast to Tate’s original
proof of his duality results.
It is difficult to briefly explain the main ideas of the proofs of the preceding theorems
except to say that the arguments typically proceed by a long dévissage from the cases
of finite commutative group schemes, Gm, and Ga. This dévissage typically (though not
always) proceeds as follows. One uses Lemma 2.1.7 to reduce to the case when G is split
unipotent or an almost-torus (see Definition 2.1.4). The split unipotent case reduces to that
of Ga, which is often delicate due to the non-representability of Ĝa. The case of almost-tori
is related to the cases of finite commutative group schemes and the case of Gm by means
of Lemma 2.1.3(iv).
The case of finite G in the preceding theorems will usually amount to known results of
others (though see Remark 1.2.12), while the main results for Gm typically amount to the
main results of local and global class field theory. Finally, the main results for Ga rest on
our analysis of the cohomology of Ĝa in Chapter 2.
Let us also briefly explain how we analyze the group H2(k, Ĝa) when p = char(k) > 0,
since working with the non-representable sheaf Ĝa is one of the major features of Tate
duality in positive dimension that does not appear for finite commutative group schemes,
and (unlike Gm) results for Ga do not simply emerge from class field theory. Proposition
2.5.13 relates the p-torsion group H2(k, Ĝa) to p-torsion in the Brauer group of Ga, k. In
§2.6, we adapt an idea of Kato to relate such p-torsion Brauer classes to differential forms
on Ga (Proposition 2.6.3). Finally, we utilize this relationship in §2.7 to explicitly compute
the group H2(k, Ĝa) for all fields k of characteristic p > 0 such that [k : kp] = p (Proposition
2.7.6), a class of fields that includes local and global function fields.
11
1.4 Acknowledgements
I would like to thank Ofer Gabber and Hendrik Lenstra for helpful suggestions. It is a
pleasure to thank my advisor, Brian Conrad, for providing helpful guidance throughout
my work on this manuscript. Those familiar with his mathematical style will discern his
influence throughout these pages.
12
1.5 Notation and terminology
Throughout this work, k denotes a field and ks, k denote separable and algebraic closures of
k, respectively. Also, p denotes a prime, equal to char(k) when char(k) > 0. All cohomology
is fppf unless stated otherwise.
If k is a non-archimedean local field, then Ok denotes the integer ring of k.
If k is a global field (i.e., a number field or the function field of a smooth proper
geometrically connected curve over a finite field), and v is a place of k, then kv denotes the
local field associated to v – that is, the completion of k eith respect to v – and Ov denotes
the integer ring of kv. The symbol Ak, also denoted A when the field k is clear from the
context, denotes the topological ring of adeles of k; that is, A :=
∏′
v kv , the restricted
product over all places v of k of the fields kv with respect to the subrings Ov ⊂ kv. If S is
a set of places of k, then AS :=
∏′
v/∈S kv denotes the ring of S-adeles, and OS ⊂ k denotes
the ring of S-integers of k; that is, OS := {λ ∈ k | λ ∈ Ov for all non-archimedean v /∈ S}.
We will frequently use without comment the fact that, for smooth group schemes G over
a scheme X, Hie´t(X,G) = H
i
fppf(X,G) when i = 0, 1, and for all i if we also assume that G
is commutative. For i = 0, this is obvious. For i = 1, it follows from the fact that any fppf
G-torsor over X has a section étale-locally. The agreement for all i in the commutative
case follows from [BrIII, Thm. 11.7].
For an abelian sheaf F for the fppf topology on the category of schemes over a base
scheme, the functor H om(F ,Gm) is denoted by F̂ .
An isogeny f : G → H between finite type group schemes over a field is a finite flat
surjective homomorphism. A split unipotent group over a field k is a k-group admitting a
composition series of (smooth connected) k-subgroups such that the successive quotients
are each k-isomorphic to Ga.
When we are working with the set of places of a global field, we say “almost every” to
mean “all but finitely many”.
If G is a group scheme of finite type over a global field k and S is a non-empty finite set
of places of k containing the archimedean places, then an OS-model of G is a flat separated
finite type OS-group scheme G equipped with a k-group scheme isomorphism Gk ≃ G. It
is well known that for sufficiently large S (depending on G) such an OS-model exists, that
any two become isomorphic over OS′ for some S′ ⊃ S, and that if G is affine then GOS′ is
affine for sufficiently large S′ ⊃ S. By flatness and separatedness, if G is commutative then
G is commutative. We will nearly always work with affine G, though occasionally we will
permit more general G when a proof does not require affineness. Consequently, we adopt
the convention that if G is affine, it is always understood that we only use G that are affine.
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Chapter 2
General fields
In this chapter we prove various results about affine commutative group schemes of finite
type over general fields, before turning to the special cases of local and global function fields
in later chapters. We begin by discussing the structure of such groups (§2.1). We then turn
in §2.2 to a discussion of the (fppf or étale) sheaf E xt1k(G,Gm) for affine commutative
k-group schemes G of finite type, the main result being the vanishing of this sheaf in the
fppf topology in characteristic p (Proposition 2.2.16), and the same for the étale topology
in characteristic 0, or more generally for perfect fields (Proposition 2.2.17). In §2.3, we
give several applications of this vanishing, the most significant of which is the exactness of
the functor G 7→ Ĝ for affine commutative G of finite type over k (in the étale topology
in characteristic 0 and in the fppf topology in characteristic p; Proposition 2.3.1). This
exactness plays a crucial role throughout this work, as it allows us to carry out various
dévissage arguments involving exact sequences of affine groups. In the spirit of treating
the sheaves G and Ĝ symmetrically, in §2.4 we prove that the natural map G→ G∧∧ is an
isomorphism of fppf sheaves (Proposition 2.4.3).
We next turn to a study of the cohomology of the sheaf Ĝa, which plays a crucial role
in proving our duality theorems for the additive group Ga, a fundamental building block
for general affine groups. We begin to undertake this study in §2.5, and we relate the
most interesting cohomology group, H2(k, Ĝa), to the (primitive) Brauer group of Ga (we
actually undertake this study for somewhat more general rings than fields; see Propositions
2.5.12 and 2.5.13). We then study these Brauer groups by relating them to differential forms
in §2.6 (see Proposition 2.6.3), and we use this relationship to explicitly compute H2(k, Ĝa)
in §2.7 (see Proposition 2.7.6 and Corollary 2.7.7). We then complete our study of the
cohomology of Ĝa by showing in §2.8 that the third cohomology group H3(k, Ĝa) vanishes
(Proposition 2.8.7). The chapter concludes with §2.9 by showing that the Čech and derived
cohomology groups agree for the sheaves of interest in this work. This agreement will play
a crucial role in Chapter 3 in proving the continuity of the local duality pairings, as well as
in defining the pairings of Theorem 1.2.9 in §5.10.
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2.1 Structure of affine commutative group schemes of finite
type
In this section we prove some results that we shall require about the structure of affine
commutative group schemes of finite type over a general field.
Lemma 2.1.1. Let k be a field, G a commutative k-group scheme of finite type. Then there
is a finite k-subgroup scheme E ⊂ G such that G/E is smooth and connected.
Remark 2.1.2. Lemma 2.1.1 holds without commutative hypotheses, as may be deduced
from [Bri, Thm. 1.1] in conjunction with [SGA3, VIIA, Prop. 8.3] (the latter in order to
reduce to the smooth case, for which there is a smooth connected normal subgroup with
finite quotient, namely, the identity component). We provide a proof here, however, in the
more restricted commutative setting that we shall require, since it is much simpler.
Proof. By [SGA3, VIIA, Prop. 8.3], there is an infinitesimal subgroup scheme I ⊂ G such
that G/I is smooth. Replacing G with G/I, therefore, we may assume that G is smooth. We
next reduce to the case when k is perfect (so k/k is Galois). Without loss of generality we
may assume char(k) = p > 0. Let F : G→ G(p) be the relative Frobenius homomorphism;
this is an isogeny since G is smooth. If E′ ⊂ G(p) is a finite k-subgroup scheme such that the
smooth k-group G(p)/E′ is connected then E := F−1(E′) is finite and clearly the smooth
k-group G/E is connected (as G/E ≃ G(p)/E′). Hence, we may replace G with G(p), or
more generally with G(p
n) for any desired n ≥ 0.
If the problem can be solved over the perfect closure of k then by standard limit consid-
erations it is solved over some purely inseparable finite extension of k. Any such extension
is contained in kp
−n
for some large n, and the field extension k →֒ kp
−n
is identified with
the pn-power map k → k. Hence, passing to G(p
n) would then do the job. Thus, we may
and do assume that k is perfect (of any characteristic).
We claim that each component of G contains a torsion point of G(k). Assuming this,
we can choose one such point in each component of G, and the subgroup of G(k) generated
by their Galois-orbits is Gal(k/k)-stable and hence descends to a finite k-subgroup E ⊂ G
with the desired property.
To prove the claim, we may assume that k = k. Let N be the exponent of G/G0.
Consider the smooth k-subgroups [N r]G ⊂ G. These form a descending chain, and for
r > 0 they are contained in G0. This chain must stabilize; that is, [N r]G = [N r+1]G for
some r > 0. Let H := [N r]G be this stabilized group. Then H ⊂ G0 is N -divisible.
Now let X be a component of X. We want to find a torsion point in X(k). Choose
x ∈ X(k). Then N rx = N rh for some h ∈ H(k) ⊂ G0, since H is N -divisible and k = k.
Since h ∈ G0, we have x−h ∈ X(k) and by construction, N r(x−h) = 0. Thus, x−h ∈ X(k)
is a torsion point.
Next we will introduce the notion of an almost-torus.
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Lemma 2.1.3. Let k be a field, G a commutative affine k-group scheme of finite type. The
following are equivalent:
(i) (Gk)
0
red is a torus.
(ii) There is a k-torus T ⊂ G such that G/T is finite.
(iii) There exist a k-torus T , a finite k-group scheme A, and an isogeny A× T ։ G.
(iv) There exist a positive integer n, a finite commutative k-group scheme A, finite sep-
arable extensions k1, k2/k, split ki-tori Ti, and an isogeny A × Rk1/k(T1) ։ G
n ×
Rk2/k(T2).
Proof. (i) =⇒ (ii): Let l 6= char(k) be a fixed prime, and let G[l∞] := ∪∞n=1G[l
n](k). Let
T ′ ⊂ Gk be the identity component of the Zariski closure of G[l
∞]. Since (Gk)
0
red is a torus,
and the l-power torsion is dense in any k-torus, we see that T ′ = (Gk)
0
red. We claim that
T ′ descends to a k-torus in G. Since Gk/T
′ is finite, this will show what we want.
First, G[ln](ks) = G[ln](k), since G[ln] is étale, so, since the Zariski closure of a set of
rational points commutes with field extension, T ′ descends to a ks-torus T ′′ ⊂ Gks . Now
G[l∞] is clearly preserved by Aut(k/k) = Gal(ks/k), so T ′ is also preserved and hence
descends to a k-torus T , as claimed.
(ii) =⇒ (iii): Let A ⊂ G be a finite k-subgroup scheme such that G/A is smooth and
connected (Lemma 2.1.1). Then T × A → G is the desired isogeny, since the cokernel of
this map is smooth, connected, and finite, hence trivial.
(iii) =⇒ (iv): We may assume that G = T is a torus. Then (iii) is essentially [Ono,
Thm. 1.5.1]; there the theorem is stated over number fields, but it works over any field.
The idea of the proof is to use the equivalence between tori and Galois lattices, combined
with Artin’s theorem on induced representations.
(iv) =⇒ (i): Since ki/k are separable, each Rki/k(Ti) is a torus. So ((Gk)
0
red)
n × T ′2 is the
isogenous quotient of a torus, for some torus T ′2. It follows that (Gk)
0
red is itself a torus.
Definition 2.1.4. A k-group scheme G satisfying the equivalent conditions of Lemma 2.1.3
is called an almost-torus.
Condition (iv) in Lemma 2.1.3 will be the most useful for us, since it reduces many
questions about tori to the case of separable Weil restrictions of split tori. Note in particular
that finite group schemes are almost-tori. Let us also note the following easy fact.
Lemma 2.1.5. Suppose that we have a short exact sequence of affine commutative k-group
schemes of finite type:
1 −→ G′ −→ G −→ G′′ −→ 1
Then G is an almost-torus if and only if both G′ and G′′ are almost-tori.
Proof. This follows easily from the well-known analogous statement for tori.
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Now we study unipotent groups. The key result is the following lemma.
Lemma 2.1.6. Let k be a field, U a smooth connected commutative unipotent k-group.
Then there is an infinitesimal k-subgroup scheme A ⊂ U such that U/A is split unipotent.
The same result also holds with A étale.
Proof. When char(k) = 0, this is trivial, since every smooth connected unipotent k-group is
split. So assume that char(k) = p > 0. First we treat the infinitesimal case. The unipotent
group U splits over the perfect closure of k, hence over k1/p
n
for some n > 0. Hence U (p
n)
is split. Since U is smooth, the n-fold relative Frobenius map U → U (p
n) is an isogeny.
Therefore, letting I denote its infinitesimal kernel, we have U/I ≃ U (p
n), hence U/I is split.
Next we treat the étale case. When U is p-torsion, this is part of [CGP, Lemma B.1.10].
Otherwise, we proceed by induction: suppose that we have a short exact sequence
1 −→ U ′ −→ U −→ U ′′ −→ 1
such that U ′, U ′′ are nontrivial smooth connected commutative unipotent k-groups for which
the lemma holds. (We may take U ′ = [p]U,U ′′ = U/U ′.) That is, there exist finite étale
k-subgroup schemes E′ ⊂ U ′, E′′ ⊂ U ′′ such that U ′/E′ and U ′′/E′′ are split. Replacing
U ′ with U ′/E′ and U with U/E′, we may assume that U ′ is split. So we only need to find
a finite étale k-subgroup scheme E ⊂ U such that E ։ E′′, as U/E is then split. To do
this, we may assume that k = ks, as we may then replace E with the subgroup generated
by its (finitely many) Galois translates in order to ensure that it is defined over k.
So suppose that k = ks. Then E′′ is constant, hence we merely need to show that for
every e′′ ∈ E′′(k), there is e ∈ U(k) such that e 7→ e′′ since U is torsion (if we choose one
such e for each e′′ ∈ E′′(k), then the finite subgroup generated by the various e surjects
onto E′′). But the existence of such e is clear: the map U → U ′′ is smooth (having smooth
kernel U ′), so the fiber above each e′′ ∈ E′′(k) contains a k-point, since k = ks.
The following lemma is the main result that we will use on the structure of affine
commutative group schemes.
Lemma 2.1.7. Let k be a field, G an affine commutative k-group scheme of finite type.
Then there is a short exact sequence of k-group schemes
1 −→ H −→ G −→ U −→ 1
with H an almost-torus and U a split unipotent k-group.
Proof. By Lemma 2.1.1, there is a finite k-subgroup scheme A ⊂ G such that G/A is smooth
and connected. Since an extension of an almost-torus by an almost-torus is an almost-torus
(Lemma 2.1.5), and A is an almost-torus, we may therefore assume that G is smooth and
connected. Letting T ⊂ G be the maximal torus, G/T is smooth connected unipotent. We
may therefore assume that G = U is smooth connected unipotent. But then by Lemma
2.1.6, there is a finite k-subgroup scheme A ⊂ U such that U/A is split unipotent, so we
are done.
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By analogy with the situation of almost-tori, we will on occasion have use for the notion
of almost-unipotence (though this will come up far less often than almost-tori):
Lemma 2.1.8. Let G be an affine commutative k-group scheme of finite type. The following
are equivalent:
(i) (Gk)
0
red is unipotent,
(ii) G contains no nontrivial k-torus,
(iii) there is an exact sequence
1 −→ A −→ G −→ U −→ 1
with A a finite commutative k-group scheme and U split unipotent over k.
Proof. (i) =⇒ (ii): Obvious.
(ii) =⇒ (iii): By Lemma 2.1.7, there is such a sequence with A an almost-torus. Since G,
hence A, contains no nontrivial tori, it follows from Lemma 2.1.3(ii) that A is finite.
(iii) =⇒ (i): We may assume that k = k. If G0red is not unipotent, then it contains a
nontrivial torus T . The map T → U is trivial, so T ⊂ A, an absurdity.
Definition 2.1.9. A k-group scheme G satisfying the equivalent conditions of Lemma 2.1.8
is said to be almost-unipotent.
Almost-unipotent groups have the expected permanence properties:
Lemma 2.1.10. A k-subgroup scheme of an almost-unipotent k-group scheme is almost-
unipotent, as is the quotient of an almost-unipotent k-group scheme by a k-subgroup scheme.
Any commutative extension of almost-unipotent k-group schemes is almost-unipotent.
Proof. For subgroups, this is probably most easily seen by appealing to Lemma 2.1.8(ii).
For quotients and extensions, the assertion follows from the corresponding fact for smooth
connected unipotent groups, by applying Lemma 2.1.8(i).
A very useful property of almost-unipotence is that it is preserved by Weil restriction:
Lemma 2.1.11. Let k′/k be a finite extension of fields, and G′ an almost-unipotent k′-group
scheme. Then Rk′/k(G′) is an almost-unipotent k-group scheme.
Proof. Since Weil restriction is transitive, we may assume that k′/k is either separable or
purely inseparable. Further, almost-unipotence may be checked after replacing k by an
extension. If k′/k is separable (so k′s is identified with a separable closure ks of k) then
Rk′/k(G
′)ks becomes a product of Galois-twisted copies of G
′
k′s
, hence almost-unipotent.
Now suppose that k′/k is purely inseparable. By [Oes, App. 3, A.3.6], there is an exact
sequence of k′-group schemes
1 −→ U −→ Rk′/k(G
′)k′ −→ G
′ −→ 1
with U split unipotent. By Lemma 2.1.10, Rk′/k(G′)k′ is therefore almost-unipotent.
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2.2 Vanishing of E xt1(·,Gm)
The purpose of this section is to prove that if G is an affine commutative group scheme
of finite type over a field k of positive characteristic, then the fppf sheaf E xt1k(G,Gm)
vanishes (Proposition 2.2.16). The key ingredient for the proof is to show that the fppf
sheaf E xt1S(Ga,Gm) vanishes for any Fp-scheme S (Proposition 2.2.14). This vanishing is
specific to characteristic p, as the analogous result fails for Q-schemes; see Remark 2.2.15.
The characteristic-p vanishing will be an easy consequence of the fact that for any Fp-
algebra R with surjective Frobenius map (but not necessarily perfect; the main difficulty
– and really the whole point in some sense – is to deal with non-reduced R), the fppf Ext
group Ext1R(Ga,Gm) vanishes (Proposition 2.2.11).
In order to prove these vanishing theorems, we will need to analyze certain formal power
series. An important notion in this context will be that of a formal character.
Definition 2.2.1. Let A be a ring. A formal character over A is a formal power series
χ ∈ AJXK such that χ(X + Y ) = χ(X)χ(Y ) and χ(0) = 1.
We will require a description of all formal characters over Fp-algebras. In order to do
this, we need to introduce the mod p exponential.
Definition 2.2.2. The mod p exponential expp(X) ∈ Fp[X] is defined by the formula
expp(X) :=
p−1∑
n=0
T n
n!
∈ Fp[X]. (2.2.1)
Note that for any Fp-algebra A and any a ∈ A such that ap = 0, expp(aX) ∈ A[X] is
a formal character over A. It follows that the same holds when we compose this character
with the additive polynomial Xp
n
. That is, if A is an Fp-algebra, then expp(aX
pn) ∈ A[X]
is a formal character for every nonnegative integer n and every a ∈ A such that ap = 0. We
will soon show that all formal characters over Fp-algebras are (potentially infinite) products
of these.
Lemma 2.2.3. Let A be an Fp-algebra. Then every element of αpn(A) is given by the
reduction of the formal character
∏n−1
i=0 expp(aiX
pi) in A[X]/Xp
n
for some ai ∈ A such
that api = 0.
Proof. Forgetting the group structure on the characters for a moment, the functor which
sends an Fp-algebra A to the set of polynomials of the form
∏n−1
i=0 expp(aiX
pi) ∈ A[X]/(Xp
n
)
with ai ∈ A such that a
p
i = 0 is represented by the Fp-algebra Fp[T1, . . . , Tn]/(T
p
1 , . . . , T
p
n).
The associated scheme Xn is a finite Fp-scheme of order pn, as is the Cartier dual α̂pn of
αpn . It follows that the natural inclusion Xn →֒ α̂pn via the map sending the polynomial∏n−1
i=0 expp(aiX
pi) to the associated character of αpn must be an isomorphism, and the
lemma follows.
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Lemma 2.2.4. Let A be an Fp-algebra. The restriction map Ĝa(A)→ α̂pn(A) is surjective
for all n ≥ 1. In particular, α̂pn+1(A)→ α̂pn(A) is surjective for all n ≥ 1.
Proof. The second assertion follows immediately from the first, so we concentrate on the
first statement. By Lemma 2.2.3, any characters of αpn over A is given by reducing the
formal character
∏n−1
i=0 expp(aiX
pi) mod Xp
n
, where the ai ∈ A satisfy a
p
i = 0. But the
polynomial
∏n−1
i=0 expp(aiX
pi) ∈ A[X] itself yields a character of Ga, precisely because it is
a formal character, and this provides our lift of the A-character of αpn .
Lemma 2.2.5. (i) If A is an Fp-algebra, then the formal characters over A are precisely
the power series
∏∞
n=0 expp(anX
pn) ∈ AJXK, where the an ∈ A satisfy a
p
n = 0.
(ii) If A is an Fp-algebra, then the characters Ga, A → Gm,A are precisely the polynomials
of the form
∏N
n=0 expp(anX
pn) ∈ A[X] for some nonnegative integer N , where the
an ∈ A satisfy a
p
n = 0.
(iii) If A is a Q-algebra, then the formal characters over A are precisely the power series
exp(aX) =
∑∞
n=0 a
nXn/n! ∈ AJXK with a ∈ A.
(iv) If A is a Q-algebra, then the characters Ga, A → Gm,A are precisely the polynomials
exp(aX) ∈ A[X] with a ∈ A nilpotent.
Proof. Assertions (ii) and (iv) follow from (i) and (iii), respectively. In order to prove (i),
we note that an element g ∈ AJXK is a formal character if and only if it is a bona fide
character mod Xp
m
for each m, i.e., if and only if g mod Xp
m
is a bona fide character of
αpm . Assertion (i) therefore follows from Lemma 2.2.3.
For (iii), we first note that all power series of the given form are formal characters, so
we only need to check that there are no others. Let f ∈ AJXK× be a formal character,
which is to say that f(0) = 1 and
f(X + Y ) = f(X)f(Y ). (2.2.2)
We have f(X) = 1+
∑
n≥1 cnX
n for some cn ∈ A. Comparing coefficients of XY m on both
sides of (2.2.2) implies (m+ 1)cm+1 = c1cm; i.e., cm+1 = c1cm/(m+ 1). An easy induction
now shows that cm = cm1 /m! for all m ≥ 1.
Lemma 2.2.6. Let R be an Fp-algebra such that the Frobenius map F : R→ R is surjective.
Then Ext1R(αpn ,Gm) = 0.
Proof. We first claim that H1(R, α̂pn) = 0. The group scheme αpn , and hence α̂pn , admits
a filtration by αp’s, so it is enough to show that H1(R,αp) = 0. This in turn follows from
the vanishing of H1fppf(R,Ga) = H
1
Zar(R,Ga) and the exact sequence
1 −→ αp −→ Ga
F
−→ Ga −→ 1
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due to our assumption that the Frobenius map on R is surjective.
We have a Leray spectral sequence
Ei,j2 = H
i(R,E xt jR(αpn ,Gm)) =⇒ Ext
i+j
R (αpn ,Gm)
We have just shown that H1(R, α̂pn) = E
1,0
2 vanishes, so it remains to prove the same for
E0,12 = H
0(R,E xt1(αpn ,Gm)). This follows from [SGA7, VIII, Prop. 3.3.1], which implies
that E xt1(αpn ,Gm) = 0.
Lemma 2.2.7. Let p be a prime, and let ai, bi (i = 0, . . . ,m) be integers such that for each
i, 0 ≤ ai, bi < p. Then(
a0 + a1p+ a2p
2 + · · ·+ amp
m
b0 + b1p+ b2p2 + · · ·+ bmpm
)
≡
(
a0
b0
)(
a1
b1
)(
a2
b2
)
. . .
(
am
bm
)
(mod p), (2.2.3)
where if ai < bi, then
(ai
bi
)
= 0.
Proof. This is well-known, but we give a proof for the reader’s convenience. Consider the
polynomial
G(X) := (X + 1)
∑m
i=0 aip
i
∈ Fp[X].
On the one hand, the coefficient of X
∑m
i=0 bip
i
in G(X) is the left side of (2.2.3). On the
other hand, we have
G(X) =
m∏
i=0
(X + 1)aip
i
=
m∏
i=0
(Xp
i
+ 1)ai . (2.2.4)
Since 0 ≤ ai, bi < p, the uniqueness of the base-p expansion for any nonnegative integer
and the expression (2.2.4) for G(X) shows that the coefficient of X
∑m
i=0 bip
i
in G(X) is also
equal to the right side of (2.2.3).
The following lemma is the key to proving the vanishing of the fppf sheaf E xt1S(Ga,Gm)
for any Fp-scheme S.
Lemma 2.2.8. Let R be an Fp-algebra such that the Frobenius map F : R → R, r 7→ rp,
is surjective. Suppose given a commutative extension of R-group schemes
1→ Gm
j
−→ E
π
−→ Ga → 1 (2.2.5)
such that there is a scheme-theoretic section (that is not necessarily an R-group homomor-
phism) Ga → E. Then the sequence (2.2.5) splits.
Proof. Let s : Ga −→ E be a scheme-theoretic section. We seek an R-group section
when F : R → R is surjective. By translating s by −s(0) ∈ E(R), we may assume that
s(0) = 0E . Then by means of s, we may identify E with Gm ×Ga as Gm-torsors over Ga,
with j the inclusion t 7→ (t, 0), s(x) = (1, x), and (1, 0) the identity of E. The group law
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on E is (t1, x1) · (t2, x2) = (t1t2h(x1, x2), x1 + x2) for some h : Ga ×Ga → Gm. That is,
h(X,Y ) ∈ R[X,Y ]×. Note that h(X, 0) = h(0, Y ) = 1, since (1, 0) is the identity.
A group-theoretic section Ga → E is the same as an f(X) ∈ R[X]× such that
f(X + Y ) = f(X)f(Y )h(X,Y ) (2.2.6)
Indeed, there is a bijection between the set of such f and the set of group-theoretic sections
by assigning to f the map x 7→ (f(x), x). We need to show that there exists f ∈ R[X]×
satisfying (2.2.6).
Let us first note that h ≡ 1 (mod I), where I ⊂ R is a finitely generated nilpotent
ideal; i.e., Ie = 0 for some e > 0. Indeed, if we show that the non-constant coefficients of h
are nilpotent, then this follows from the fact that h(X, 0) = h(0, Y ) = 1. In order to prove
such nilpotence, it is enough to show that h = 1 in every residue field of R, and this in turn
follows from the fact that h ∈ R[X]×, and that L[X]× = L× for a field L.
By Lemma 2.2.6, the pullback of the extension E to an extension of αpn ⊂ Ga by
Gm splits. Further, if we let sn denote a chosen (group-theoretic) section of E|αpn , then
sn+1|αpn = sn + χn for some χn ∈ α̂pn(R). Choose a lift χn ∈ α̂pn+1(R) of χn, which exists
by Lemma 2.2.4. Then replace sn+1 with sn+1−χn. Carrying out this process inductively,
we may assume that the sections sn are compatible; i.e., sn+1|αpn = sn. In terms of f and
h, this says that we have for each n an element fn ∈ (R[X]/(Xp
n
))× such that
fn(X + Y ) ≡ fn(X)fn(Y )h(X,Y ) mod (X
pn , Y p
n
)
and such that fn+1(X) ≡ fn(X) mod Xp
n
. The fn’s therefore “glue” to give an element
f ∈ R[[X]]× such that (2.2.6) holds; i.e.,
f(X + Y ) = f(X)f(Y )h(X,Y ). (2.2.7)
The (non-empty!) set of f ∈ R[[X]]× satisfying (2.2.7) is a torsor for the group of formal
characters over R. More precisely, the solutions g ∈ R[[X]]× to (2.2.7) are precisely those
power series of the form g = fχ, with χ a formal character over R. We will therefore try to
modify f by formal characters to make it a polynomial (rather than just a power series).
We will accomplish this in several steps. Write
f(X) =
∑
n≥00
bnX
n, h(X,Y ) = 1 +
∑
0<i,j<N
aijX
iY j
for some N and where b0 = 0; note that h is in this form since h(X, 0) = h(0, Y ) = 1 and
that f has constant term 1 by inspection upon setting X = Y = 0 on both sides of (2.2.7),
since f ∈ RJXK×. Further, amn ∈ I due to the fact that h ≡ 1 (mod I). Comparing the
coefficients of XmY s in the equation f(X + Y ) = f(X)f(Y )h(X,Y ), we obtain(
m+ s
m
)
bm+s = bmbs +
∑
0<i,j<N
aijbm−ibs−j, (2.2.8)
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where br = 0 if r < 0.
Let I = (c1, . . . , cg) (recall that I is finitely generated), and choose d1, . . . , dg ∈ R such
that dpi = ci. Set J := (d1, . . . , dg) ⊂ R. For the ease of the reader, we break the proof into
several steps.
Step 1: By multiplying f by a formal character, we may assume that bpn ∈ J for all n ≥ 0.
By looking at (2.2.7) mod I, and using the fact that h ≡ 1 (mod I), we see that f mod
I is a formal character, so fp mod I = (f mod I)p is equal to 1 (since Ga is p-torsion).
Hence, bpn ∈ I for all n > 0, so b
p
pm ∈ I for all m ≥ 0. Therefore, for each m ≥ 0 we have
(αm − bpm)
p = 0 for some αm ∈ J , and this remains true after multiplying f by a formal
character.
Let β0 := α0 − b1. Multiplying f by the formal character expp(β0X), we may assume
that b1 ∈ J . Now let β1 = α1 − bp for this new f , and multiply the new f by expp(β1Xp)
to ensure that bp ∈ J . Continuing in this fashion, (more precisely, multiplying f by the
formal character
∏
expp(βiX
pi) where the βi are defined by this inductive procedure), we
see that we may ensure that bpm ∈ J for all m ≥ 0.
Using Step 1, we now assume that each bpn ∈ J .
Step 2: Fix a positive integer M . Then for all n sufficiently large (depending on M),
brpn−i = 0 for all positive integers r and all integers 0 < i < M .
The key observation is the following: Let S(n) denote the sum of the terms in the base
p expansion of n, so if n = c0 + c1p + · · · + crpr, 0 ≤ cj < p, then S(n) :=
∑r
i=0 cr. For
any integer l ≥ 0, we claim that bn ∈ J l provided that S(n) is sufficiently large (a priori
depending on l, though in fact not, since I, hence J , is nilpotent). Then, since Jh = 0 for
some h, taking l ≥ h shows that bn = 0 provided that S(n) is sufficiently large. Since for
each positive integer i, we have S(rpn − i) → ∞ uniformly in r ∈ Z+ as n → ∞, this will
prove Step 2.
We prove the above observation by induction on l, the case l = 0 being trivial. So
suppose that the assertion is true for l, and we will prove it for l + 1. Suppose that S(n)
is large, and let n = c0 + c1p + · · · + ctpt be the base p expansion of n, with ct 6= 0. Then
S(n) = S(n − pt) + 1, and taking m = n− pt and s = pt in (2.2.8) yields(
n
pt
)
bn = bn−ptbpt +
∑
0<i,j<N
aijbn−pt−ibpt−j
Now S(n − pt) = S(n) − 1 is large, so, by induction, bn−pt ∈ J l. Further, bpt ∈ J (as
mentioned above, we may arrange this by Step 1), so the first term on the right lies in
J l+1 if S(n) is sufficiently large. Further, if S(n) (and hence S(n − pt)) is large, then so
are S(n − pt − i) for 0 < i < N , so bn−pt−i ∈ J l for each such i by induction. Finally,
aij ∈ I ⊂ J , so each term in the sum on the right lies in J l+1 if S(n) is large.
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By Lemma 2.2.7,
(n
pt
)
≡ ct (mod p), hence is nonzero in Fp, so bn ∈ J l+1. This
completes the proof of Step 2.
Step 3: bppn = 0 for n≫ 0.
Apply (2.2.8) with m = pn, s = (p − 1)pn to obtain(
pn+1
pn
)
bpn+1 = bpnb(p−1)pn +
∑
0<i,j<N
aijbpn−ib(p−1)pn−j.
Once again using Lemma 2.2.7, we now see that
(pn+1
pn
)
= 0 in Fp. Further, if we take
M = N in Step 2, then for n sufficiently large the sum on the right side is 0. Therefore,
0 = bpnb(p−1)pn
for all sufficiently large n. Now we will show by induction on 0 < r ≤ p that, provided n is
sufficiently large, brpnb(p−r)pn = 0 for 0 < r ≤ p; the base case r = 1 has just been handled.
Taking r = p will complete the proof of Step 3. So suppose that the case of some positive
r < p is settled. Taking m = pn, s = (p− r − 1)pn in (2.2.8), we see that(
(p − r)pn
pn
)
b(p−r)pn = bpnb(p−r−1)pn +
∑
0<i,j<N
aijbpn−ib(p−r−1)pn−j. (2.2.9)
Again using Lemma 2.2.7, we see that
(
(p−r)pn
pn
)
= p− r 6= 0 in Fp. Further, taking M = N
once again in Step 2, we see that for n ≫ 0, the sum on the right side of (2.2.9) vanishes.
Therefore, since brpnb(p−r)pn = 0 by our inductive hypothesis on r, multiplying both sides
of (2.2.9) by brpn shows that b
r+1
pn b(p−r−1)pn = 0, which proves the desired result for r + 1,
hence completes the induction and the proof of Step 3.
Step 4: By replacing f with fχ for some formal character χ, we may arrange that bpn = 0
for all sufficiently large n.
Indeed, using Step 3, suppose that bppn = 0 for n ≥ N . This remains true upon replacing
f with fχ for some formal character χ, since χp = 1. Let χN = expp(−bpNX
pN ). This is
a formal character, and the coefficient of Xp
n
in fχN is 0. Denote the new coefficient of
Xp
N+1
in fχN by b′pN+1 . Then multiplying by χN+1 = expp(−b
′
pN+1
Xp
N+1
), we get that
the coefficients of Xp
N
and Xp
N+1
in fχNχN+1 are both 0. Continuing in this way, we see
that we may take the χ in the statement of Step 4 to be
∏∞
n=N χn.
Since we are free to multiply f by a formal character, we now may and do assume that
bpn = 0 for all sufficiently large n.
Step 5: f ∈ R[X]; that is, f is a polynomial.
24
We will prove by induction on r that f is a polynomial mod Ir for each positive integer
r. That is, bn ∈ Ir for n ≫r 0. Taking r = e (where Ie = 0) will prove that f is a
polynomial.
The base case r = 0 is trivial, so assume that r ≥ 0 and that f is a polynomial mod Ir,
and we will show that the same holds mod Ir+1; that is, bn ∈ Ir+1 for n≫r 0. Write n in
base p: n = c0 + c1p + · · · + ctpt with 0 ≤ ci < p and ct 6= 0. Apply (2.2.8) with m = pt,
s = n− pt to conclude that(
n
pt
)
bn = bptbn−pt +
∑
0<i,j<N
aijbpt−ibn−pt−j.
Since bl ∈ Ir for l ≫ 0, the sum on the right lies in Ir+1 provided n is sufficiently large
(since aij ∈ I). We also have bpt = 0 if n ≫ 0 (since then t ≫ 0, and we have arranged
that bpm = 0 for all sufficiently large m). Finally, by Lemma 2.2.7,
(n
pt
)
= ct 6= 0 in Fp. We
therefore deduce that bn ∈ Ir+1, as desired. This completes the induction and the proof of
Step 5.
The proof of Proposition 2.2.14 is now almost complete. We have found f ∈ R[X] ∩
R[[X]]× satisfying (2.2.7). We need to show that f ∈ R[X]×. But hp
l
= 1 when pl ≥ e,
since h ≡ 1 (mod I), and Ie = 0, so fp
l
is a formal character. Therefore, fp
l+1
= 1, so
f ∈ R[X]×. The proof of Lemma 2.2.8 is finally complete.
In order to remove the hypothesis that there is a scheme-theoretic section in Lemma
2.2.8, we need a couple of lemmas.
Lemma 2.2.9. Let X be an affine scheme, and G a smooth commutative X-group scheme.
The natural map Hi(X,G)→ Hi(Xred, G) is an isomorphism for all i > 0.
Proof. Since G is smooth, we may take the cohomology to be étale. If we write X =
Spec(A), then A is the filtered direct limit of its finitely generated Z-subalgebras, and
Hi(·, G) and (·)red commute with filtered direct limits of rings, so we may assume that
X is Noetherian. We therefore have a filtration 0 = I0 ⊂ · · · ⊂ In = N of the sheaf
N ⊂ OX of nilpotents by quasi-coherent sheaves of ideals such that I 2m+1 ⊂ Im, so it
suffices to prove the following assertion: given an affine scheme X and a quasi-coherent ideal
sheaf I ⊂ OX such that I 2 = 0, the map Hi(X,G) → Hi(V (I ), G) is an isomorphism,
where V (I ) is the closed subscheme defined by I . Since G is smooth over X and I is a
square-zero ideal sheaf, we have an exact sequence of étale sheaves on X
1 −→ H omOX (J /J
2,I ) −→ G −→ i∗G −→ 1,
where i : V (I ) → X is the canonical map and J is the ideal sheaf in G of the identity
section X → G. Since i is a closed immersion, i∗ is an exact functor, hence Hi(X, i∗G) =
Hi(V (I ), G). In order to prove the lemma it suffices to show that Hie´t(X,H omOX (J /J
2,I )) =
0 for i > 0. This in turn follows from the fact that H omOX (J /J
2,I ) is a quasi-coherent
sheaf and X is affine.
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Lemma 2.2.10. Let R be an Fp-algebra such that the Frobenius map FR : R→ R, r 7→ rp,
is surjective, and let X be an affine R-scheme. Let FX/R : X → X(p) denote the relative
Frobenius R-morphism of X. Then for any L ∈ Pic(X(p))[p], we have F ∗X/R(L ) = 0 ∈
Pic(X).
Proof. By Lemma 2.2.9, we may base change X to X ⊗R Rred, and thereby assume that
FR is an isomorphism. Consider the following commutative diagram.
X(p) X X(p)
Spec(R) Spec(R)
F
X(p)
φ
∼

FX/R
∼
FR
in which we abuse notation and also refer to the map on Spec(R) induced by FR as FR,
where FX(p) denotes the absolute Frobenius map, and φ is defined by the above diagram.
The map F ∗
X(p)
: Pic(X(p)) → Pic(X(p)) is multiplication by p, hence kills L . Since φ,
hence φ∗, is an isomorphism, it follows that F ∗X/R(L ) = 0, as desired.
Proposition 2.2.11. Let R be a ring of characteristic p such that the Frobenius map
F : R→ R is surjective. Then Ext1R(Ga,Gm) = 0.
Proof. Suppose given an extension of fppf abelian sheaves over R
1 −→ Gm −→ E −→ Ga −→ 1.
We need to show that this extension splits. The sheaf E (which is actually an R-group
scheme due to the effectivity of fpqc descent for relatively affine schemes) has, via multipli-
cation by Gm, the structure of a Gm-torsor over Ga. That is, we obtain from E an element
L ∈ Pic(Ga, R). Note that L is p-torsion, since Ext1R(Ga,Gm) is p-torsion (because Ga
is), and the map Ext1R(Ga,Gm)→ Pic(Ga, R) constructed above is a homomorphism.
Consider the relative Frobenius R-isogeny FGa/R : Ga → Ga. By Lemma 2.2.10,
F ∗
Ga/R
(L ) ∈ Pic(Ga, R) is trivial. By Lemma 2.2.8, therefore, the extension F ∗Ga/R(E)
defined by the pullback diagram
1 Gm F
∗
Ga/R
(E) Ga 1
1 Gm E Ga 1

FGa/R
splits. That is, the element F ∗
Ga/R
(E) ∈ Ext1R(Ga,Gm) vanishes. The exact sequence of
R-group schemes
1 −→ αp −→ Ga
FGa/R
−−−−→ Ga −→ 1
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yields an exact sequence
Ĝa(R) −→ α̂p(R) −→ Ext
1
R(Ga,Gm)
F ∗
Ga/R
−−−−→ Ext1R(Ga,Gm),
so Lemma 2.2.4 implies that E is trivial as an element of Ext1R(Ga,Gm); that is, E splits.
Let us note the following corollary of Proposition 2.2.11, which we will have occasion
to use later.
Corollary 2.2.12. Let R be an Fp-algebra such that the Frobenius map F : R → R is
surjective. Let U be a commutative R-group scheme admitting a finite filtration by Ga’s.
Then H1(R, Û) = 0.
Proof. The Leray spectral sequence
Ei,j2 = H
i(R,E xt j(U,Gm)) =⇒ Ext
i+j(U,Gm)
shows that it suffices to show that Ext1R(U,Gm) = 0. Since U is filtered by Ga’s it suffices
to treat the case U = Ga, and this is Proposition 2.2.11.
In order to prove the vanishing of the fppf Ext sheaf, we need the following well-known
result, which identifies the Ext sheaf with the sheafification of the the Ext groups.
Lemma 2.2.13. Let S be a site, and let Sh denote the category of sheaves of abelian
groups on S. Let A ∈ D(Sh), B ∈ D+(Sh). Then for all i, the sheaf E xt i(A,B) on S is the
sheafification of the presheaf U 7→ ExtiU (A,B).
Proof. The bifunctor H om : D(Sh)×D+(Sh)→ D(Sh) is the sheafification of the bifunctor
Hom : D(Sh) × D+(Sh) → D(PSh), where PSh is the category of presheaves of abelian
groups on S. (This makes sense because sheafification is an exact functor.) It therefore
suffices to show that on D(PSh), taking cohomology commutes with sheafification, and this
follows from the fact that sheafification is exact.
Proposition 2.2.14. For any Fp-scheme S, the fppf sheaf E xt1S(Ga,Gm) vanishes.
Proof. By Lemma 2.2.13, the fppf sheaf E xt1S(Ga,Gm) is the sheafification of the presheaf
which assigns to an fppf scheme U/S the group Ext1U (Ga,Gm). Thus, the desired vanishing
is equivalent to the assertion that for any Fp-algebra R, any extension
1 −→ Gm −→ E −→ Ga −→ 1 (2.2.10)
of abelian sheaves over R splits fppf locally on Spec(R). But any such extension with E
merely a sheaf is actually representable, due to the effectivity of fpqc descent for relatively
affine schemes. By repeatedly adjoining pth roots and taking a direct limit, we may assume
that the Frobenius map F : R → R is surjective, since then a section Ga → E over R of
(2.2.10) necessarily descends to one of the rings over which one is taking a direct limit. The
proposition therefore follows from Proposition 2.2.11.
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Remark 2.2.15. Proposition 2.2.14 is false in characteristic 0. We will never use this, so
the uninterested reader may skip this remark. Before constructing a counterexample due
to Ofer Gabber, we will prove the following claim: given a Q-scheme X and a commutative
extension E of Ga by Gm over X, if E splits fppf-locally over X then it splits étale-
locally over X. (Actually, our argument will show that it splits Nisnevich-locally.) Indeed,
Ext1(Ga,Gm) commutes with filtered direct limits, so we may assume that X = Spec(R)
with R Henselian local. Any fppf cover of X may be refined by one that is finite locally free
with constant rank n > 0 because by [EGA, IV4, Cor. 17.16.2] any fppf cover of Spec(R)
may be refined by an affine quasi-finite fppf cover, and (since R is Henselian) any such cover
may be refined by one of the form Spec(S)→ Spec(R) with S a finite local R-algebra that
is free as an R-module due to [EGA, IV4, Thm. 18.5.11]. We may therefore assume that
π : X ′ → X is finite locally free of degree n, and that E splits over X ′. Let X ′ = Spec(R′).
Now for some generalities. Given fppf abelian sheaves F on X and F ′ on X ′, we have
a natural map
Ext1X(F , π∗F
′)
φ
−→ Ext1X′(π
∗F ,F ′) (2.2.11)
defined as follows: given an extension E ∈ Ext1X(F , π∗F
′), we may pull it back to X ′
to obtain the extension π∗E ∈ Ext1X′(π
∗F , π∗π∗F
′). Then we push this out along the
adjunction map π∗π∗F ′ → F ′ to obtain an element of Ext1X′(π
∗F ,F ′). We claim that
the map φ in (2.2.11) is an inclusion. Indeed, a section from our new extension φ(E ) to F ′
is the same thing as a commutative diagram
π∗π∗F
′ π∗E
F ′
which, by adjointness, is the same thing as a section E → π∗F ′. That is, E splits if and
only if φ(E ) does.
Suppose that F ′ = π∗G for some sheaf G on X. Then the adjunction map G →
π∗π
∗G = π∗F
′ induces a map
Ext1X(F ,G )
ψ
−→ Ext1X(F , π∗F
′) (2.2.12)
One can check that the composition φ ◦ ψ : Ext1X(F ,G ) → Ext
1
X′(π
∗F , π∗G ) is simply
the pullback map sending the extension E to π∗E . This uses the well-known fact that
the composition π∗G → π∗(π∗π∗G ) = (π∗π∗)π∗G → π∗G is the identity, where the first
map is induced by the adjunction map id → π∗π∗, and the second by the adjunction map
π∗π∗ → id.
We apply this with F = Ga, G = Gm. Note that π∗Ga = Ga, π∗Gm = Gm. Then we
see, using the injectivity of φ mentioned above, that if an extension E of Ga by Gm over
X splits over X ′, then it is killed by the map
ψ : Ext1X(Ga,Gm)→ Ext
1
X(Ga, π∗Gm)
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But we also have a norm map Nm : π∗Gm → Gm defined functorially on R-algebras S
by the norm map (S ⊗R R′)× → S×, which is defined by sending s′ ∈ S ⊗R R′ to the
determinant of multiplication by s′ on the finite free R-algebra S ⊗R R′. This induces a
norm map
Nm : Ext1X(Ga, π∗Gm)→ Ext
1
X(Ga,Gm)
such that the composition
Ext1X(Ga,Gm)
ψ
−→ Ext1X(Ga, π∗Gm)
Nm
−−→ Ext1X(Ga,Gm)
is induced by the composition Gm → π∗π∗Gm = π∗Gm
Nm
−−→ Gm, which is the nth-power
endomorphism. Thus, we have shown that if an element of Ext1X(Ga,Gm) dies when pulled
back to X ′, then it is n-torsion. But multiplication by n on Ext1X(Ga,Gm) is induced by
multiplication by n on (Ga)X , which is an automorphism because X is a Q-scheme. We
deduce that for Henselian local X, any element of Ext1X(Ga,Gm) which is killed fppf locally
is already trivial.
It therefore suffices to construct a Q-scheme X and an element of Ext1X(Ga,Gm) that
does not die étale locally on X. Here is Gabber’s example. Let X be two copies of
the affine line glued along the non-reduced subscheme Z := Spec(k[ε]/(ε2)) (a thickened
copy of the origin). Note that this gluing process makes sense by [Sch, Thm. 3.4]. Now
we take the trivial extension Ga × Gm of Ga by Gm on each copy of the affine line,
and then glue these along the closed subscheme Z by a nontrivial automorphism of the
trivial extension, again using [Sch, Thm. 3.4]. In order to construct a suitable nontrivial
automorphism of the trivial extension (as an extension), we note that such an automorphism
is given by a homomorphism Ga → Gm. Over a Q-algebra R, examples of these are given
by T 7→ exp(rT ) where r ∈ R is nilpotent. (Actually, although we do not need this
here, these are all such homomorphisms over a Q-algebra; see Lemma 2.2.5(iv).) Take the
automorphism of the trivial extension on Z given the homomorphism T 7→ exp(εT ).
We claim that this extension E of Ga by Gm over X does not split over any étale
neighborhood of the common point of the two copies of the affine line. Any étale X-scheme
is reduced since X is reduced. A section s : Ga → E over an étale X-scheme U must be
unique since any two differ by a homomorphism from Ga to Gm, and there are no nontrivial
such over a reduced scheme. In fact, the only global units on Ga over a reduced scheme
Y are the global sections of Y . Indeed, we may divide such a unit u by u(0) and thereby
assume that u(0) = 1. Then we need to show that u = 1. This holds over every residue
field of Y , since L[T ] has no nonconstant units for L a field, and since Y is reduced, it
follows that the equality u = 1 holds over Ga, Y .
Now the restriction of s to the preimage of the first copy Y1 of the affine line must
therefore be the obvious section of the trivial extension EY1 , hence the same holds for its
restriction to U |Z . The same holds for its restriction to the preimage of the second affine
line, hence also to U |Z . But the difference between these two restrictions to U |Z must be
the pullback of the automorphism T 7→ exp(εT ) described earlier, so ε pulls back to 0 on
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U |Z . If the étale map U → X has non-empty fiber over the common origin point then
U |Z → Z is an étale cover and so the nonzero ε on Z cannot pull back to 0 on U |Z . Hence,
E cannot split over any étale cover of X, so it cannot split fppf-locally over X either.
We may now finally prove the main result of this section.
Proposition 2.2.16. Let k be a field of characteristic p > 0, and let G be an affine
commutative k-group scheme of finite type. Then the fppf sheaf E xt1k(G,Gm) vanishes.
Proof. We may replace k with a finite extension, and after making such an extension G is
filtered by finite group schemes, Gm’s, and Ga’s. By the δ-functoriality of E xt in the first
variable, therefore we are reduced to these three cases. The case in which G is finite or
Gm is handled by [SGA7, VIII, Prop. 3.3.1], so we are reduced to the case G = Ga, which
follows from Proposition 2.2.14.
As we saw in Remark 2.2.15, Proposition 2.2.16 fails in characteristic 0. But we may
nevertheless prove a (much easier) étale analogue.
Proposition 2.2.17. On the small étale site of Spec(k) for a perfect field k, the sheaf
E xt1(G,Gm) for the étale topology vanishes for every affine commutative k-group scheme
G of finite type.
Proof. We once again use Lemma 2.2.13 which tells us that the étale sheaf E xt1k(G,Gm)
is the sheafification of the presheaf U 7→ ExtiU (G,Gm). Combining Proposition 2.1.7 and
Lemma 2.1.3(ii), we see that G admits a filtration by finite group schemes, tori, and Ga’s.
Using the δ-functoriality of E xt in the first variable, we are therefore reduced to these cases.
When G is finite or a torus, [SGA7, VIII, Prop. 3.3.1] shows that even the fppf Ext sheaf
vanishes, so any extension of G by Gm over k splits, hence (since k is perfect), any extension
of G by Gm over an étale k-scheme splits étale-locally. In order to show that the étale sheaf
E xt1k(Ga,Gm) is trivial, it suffices to show that any extension
1 −→ Gm −→ E −→ Ga −→ 1
over a field L splits. But E has the structure of a Gm-torsor over Ga, so since Pic(Ga) = 0
over a field, there is a scheme-theoretic section s : Ga → E. Replacing s by s − s(0), we
may assume that s(0) = 0E . Further, using s to identify E with Gm ×Ga as Gm-torsors
over Ga, the group law on E is given by
(t, x) + (t′, x′) = (tt′h(x, x′), x+ x′)
for some L-map h : Ga×Ga → Gm. But the only global units on Ga×Ga over a field are
the constants, so h is a constant map, say h = λ ∈ L. Then the map Ga → E defined by
x 7→ (λ−1, x) is a splitting of the extension E.
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2.3 Applications of the vanishing of E xt1(·,Gm)
The first application, and the one which will play the most significant role in the present
work, is the following.
Proposition 2.3.1. Let k be a field, and suppose that we have a short exact sequence of
affine commutative k-group schemes of finite type:
1 −→ G′ −→ G −→ G′′ −→ 1.
Then the resulting sequence of fppf dual sheaves
1 −→ Ĝ′′ −→ Ĝ −→ Ĝ′ −→ 1
is also short exact when char(k) = p > 0, and likewise for the small étale site of k when
char(k) = 0.
Proof. Pullback yields (in the fppf or étale topology) an exact sequence
1 −→ Ĝ′′ −→ Ĝ −→ Ĝ′ −→ E xt1(G′′,Gm).
The proposition therefore follows from Propositions 2.2.16 and 2.2.17.
Corollary 2.3.2. Let k be a field, and suppose that we have an inclusion H →֒ G of affine
commutative k-group schemes of finite type. Then the restriction map Ĝ(k) → Ĥ(k) has
finite cokernel. If k is algebraically closed, then this map is surjective.
Proof. The surjectivity assertion for algebraically closed fields is an immediate consequence
of Proposition 2.3.1. To treat general fields, we first note that Ĥ(k) is finitely generated.
Indeed, in order to prove this claim we may assume that k = k, hence that G has a filtration
by finite group schemes, Gm’s, and Ga’s, for all of which the claim is clear.
Returning once again to the case of general fields, the map Ĝ(k)→ Ĥ(k) therefore has
finitely generated cokernel. In order to show that this cokernel is finite, therefore, it suffices
to show that it is torsion. That is, given χ ∈ Ĥ(k), we want to show that χn extends to a
character of Ĝ(k) for some positive integer n. Since the restriction map is surjective over
k, there exists ψ ∈ Ĝ(k) such that ψ|H = χ.
We first claim that for suitable r > 0 the character ψr descends to a character in Ĝ(ks).
Indeed, when char(k) = 0 we may take r = 1, so suppose that char(k) = p > 0. Then ψ is
in particular a global unit ψ ∈ k[G]×, where k[G] := k⊗k k[G] is the affine coordinate ring
of Gk (and k[G], of course, is the affine coordinate ring over k). In particular, ψ ∈ k
1/pn
s [G]×
for some integer n > 0. It follows that ψp
n
∈ ks[G]
×, hence ψp
n
defines a character of Gks .
This proves the claim.
Therefore, by replacing χ with χr we may assume that ψ ∈ Ĝ(ks). Thus, ψ ∈ Ĝ(k′) for
some finite Galois extension k′/k – of degree d, say. Hence,
∏
σ∈Gal(k′/k) ψ
σ ∈ Ĝ(k). But∏
σ∈Gal(k′/k) ψ
σ|H = χ
d, so we are done.
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Remark 2.3.3. Oesterlé proved that if we have an inclusion H →֒ G with G smooth,
connected, and affine (and H a closed k-subgroup scheme), then the restriction map
Ĝ(k) → Ĥ(k) has finite cokernel [Oes, A.1.4]. That is, he avoids commutativity hypothe-
ses, but adds in smoothness and connectedness. The smoothness may be dispensed with:
[SGA3, VIIA, Prop. 8.3] furnishes an infinitesimal subgroup scheme I ⊂ G such that G/I
is smooth, and we then have an inclusion H/H ∩ I →֒ G/I. If χ ∈ Ĥ(k), then χn|H∩I = 1
for some positive integer n, hence some power of χn extends to a character of G/I (by the
smooth connected case), hence to one of G, so again the cokernel is torsion and finitely
generated, hence finite.
But in the absence of commutativity assumptions, the connectedness of G is absolutely
crucial (even when k = k), as the following example due to Brian Conrad illustrates. Let
G = Gm ⋊ Z/2Z with the nontrivial element of Z/2Z acting on Gm by inversion, and let
H be the normal Gm inside of G. Then we claim that for any χ ∈ Ĝ(k), we have χ|H = 1.
Indeed, χ is invariant under conjugation, hence due to the Z/2Z-action, χ|Gm must be
invariant under inversion, hence trivial.
Corollary 2.3.4. Let k be a field, G an affine commutative k-group scheme of finite type.
We have a canonical isomorphism H1(k, Ĝ)→ Ext1k(G,Gm).
Proof. By Proposition 2.2.17, any element E ∈ Ext1k(G,Gm) is an fppf form of the trivial
extension (since that proposition implies that this holds when extending scalars to the
perfection kperf of k, hence over some finite purely inseparable extension of k, hence over
k). We therefore have H1(k,A) ≃ Ext1(G,Gm), where A is the automorphism sheaf of
the trivial extension; that is, A is the sheaf whose sections over a k-algebra R are the
automorphisms ofGm×G as an extension: the group of isomorphisms φ : Gm×G→ Gm×G
of R-group schemes such that the following diagram commutes:
1 Gm Gm ×G G 1
1 Gm Gm ×G G 1
φ
We have a canonical identification A ≃ Ĝ, hence we get an isomorphism H1(k, Ĝ) ≃
Ext1(G,Gm), canonical up to a universal choice of sign.
Let us also use Proposition 2.3.1 to prove the following result, which we will use in
chapter 3.
Proposition 2.3.5. Let k be a field, G an affine commutative k-group scheme of finite
type. Then the fppf sheaf Ĝ is representable if and only if G is an almost-torus, in which
case it is locally of finite type.
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Proof. First suppose that G is an almost-torus. Then by Lemma 2.1.3(iii), there is an
isogeny T × A ։ G with A a finite k-group scheme and T a k-torus. Let B denote its
(finite) kernel. Then we have an exact sequence
1 −→ B −→ T ×A −→ G −→ 1
hence an exact sequence
1 −→ Ĝ −→ T̂ × Â −→ B̂
As is well-known, the dual sheaves of finite commutative group schemes and of tori are
representable, hence Ĝ is the kernel of a homomorphism of representable k-group schemes,
hence is representable.
Now suppose that G is not an almost-torus, and we will show that Ĝ is not representable.
By Lemma 2.1.7, there is an almost-torus H ⊂ G such that the quotient U := G/H is split
unipotent (and nontrivial!). We then have an exact sequence
1 −→ Û −→ Ĝ −→ Ĥ
so since Ĥ is representable, if Ĝ is representable, then so is Û , as it is then the kernel of
a morphism of k-group schemes. We may therefore assume that G = U is nontrivial split
unipotent.
So suppose that Û is representable. We have Û(lim
−→
Ri) = lim−→
Û(Ri) for any filtered
directed system of k-algebras Ri, so by [EGA, IV3, Prop. 8.14.2], Û is locally of finite type.
But Û has no nontrivial field-valued points, so it must be infinitesimal.
If char(k) = 0, then this means that Û = 0. But this is false: there is a surjection
U ։ Ga, hence an inclusion Ĝa →֒ Û , and Ĝa 6= 0. Indeed, over any ring R, the group
Ĝa(R) includes all of the global units exp(aX) =
∑∞
n=0(aX)
n/n! ∈ R[X] = H0(Ga,R,Gm)
with a ∈ R nilpotent. (Actually, these are all of the elements of Ĝa(R) by Lemma 2.2.5(iv).)
So Ĝa(R) 6= 0 for any non-reduced k-algebra R.
Next suppose that char(k) > 0. Then the infinitesimal Û is finite. But there is an
inclusion Ga →֒ U , hence an inclusion αpn →֒ U for each n > 0. By Proposition 2.3.1,
therefore, there is a surjection Û ։ α̂pn for each positive integer n. This is impossible since
Û is finite.
Finally, although this is not an application of Proposition 2.2.16, we prove that taking
Gm dual sheaves commutes with pushforward through a finite étale map. Let f : X ′ → X
be a finite flat map between Noetherian schemes, F ′ an abelian fppf sheaf on X ′, and let
F := f∗F
′. Then we have a natural map of abelian fppf sheaves NX′/X : f∗(F̂ ′) → F̂
defined as follows. Given an X-scheme Y and a character χ ∈ f∗(F̂ ′)(Y ) = F̂ ′(Y ×X X ′),
the character NX′/X(χ) ∈ F̂ (Y ) is defined functorially on Y -schemes Z as the composition
F (Z) = F ′(Z ×X X
′)
χZ×XX′−−−−−→ Γ(Z ×X X
′,O×Z×XX′)
NX′/X
−−−−→ Γ(Z,O×Z ), where NX′/X
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is the norm map, defined locally on Spec(A) ⊂ Z as follows. Let X = Spec(R) and
X ′ = Spec(R′). Given α ∈ A ⊗R R′, we define NmX′/X(α) ∈ A to be the determinant of
multiplication by α as an A-linear map on the finite free A-module A⊗R R′.
The following lemma is a (generalized) sheafified version of (part of) [Oes, Ch. II,
Thm. 2.4].
Proposition 2.3.6. Let f : X ′ → X be a finite étale map of Noetherian schemes, F ′ an
fppf abelian sheaf on X ′, and F := f∗(F ′). Then NX′/X : f∗(F̂ ′)→ F̂ is an isomorphism
of fppf sheaves.
Proof. The assertion is fppf local, so since étale locally on X, X ′ is a finite disjoint union
of copies of X, we may assume that X ′ is of this form. Since the norm map, pushforward,
and (̂·) functor send such a union to a product, we may therefore assume that X ′ = X, in
which case the assertion is trivial.
Remark 2.3.7. The étale hypothesis in Proposition 2.3.6 is absolutely crucial: unlike [Oes,
Ch. II, Thm. 2.4], the lemma fails for a finite inseparable extension of fields k′/k, even for
F ′ = Gm. Indeed, if k′/k is a finite nontrivial purely inseparable extension, then there
is no isomorphism between ̂Rk′/k(Gm) and Rk′/k(Ĝm) ≃ Rk′/k(Z), let alone via Nk′/k,
since the latter sheaf is a smooth (even étale) group scheme whereas the former is not even
representable. To prove such non-representability, by [Oes, App. 3, A.3.6] there is a short
exact sequence
1 −→ U −→ Rk′/k(Gm)k′
π
−→ Gm,k′ −→ 1
with U split unipotent and nontrivial. The map π is given functorially on k′-algebras R′
by the map (R′ ⊗k k′)× → R′× induced by the map R′ ⊗k k′ → R′ defined by r ⊗ λ 7→ rλ.
In particular, Rk′/k(Gm) is not an almost-torus. That ̂Rk′/k(Gm) is not representable
therefore follows from Proposition 2.3.5.
2.4 Double duality
In accordance with the philosophy that our results should be symmetric in G and Ĝ, the
purpose of this section is to prove that the canonical map
G→ G∧∧ (2.4.1)
is an isomorphism of fppf sheaves for any affine commutative group scheme G over a field
(Proposition 2.4.3). We will never use this, so the reader may skip this section.
It is well-known (part of Cartier duality) that the map (2.4.1) is an isomorphism when
G is a finite commutative group scheme, and for G = Gm, one has Ĝ = Z, and the assertion
is clear. The most difficult case is when G = Ga.
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Lemma 2.4.1. Let X be either a Q-scheme or an Fp-scheme. Then the canonical map
Ga → G
∧∧
a is an isomorphism of fppf sheaves on X.
Proof. We may assume that X = Spec(R). First we treat the case when R is a Q-algebra.
Choose an R-morphism φ : Ĝa, R → Gm (i.e., an element of G∧∧a (R)) for a Q-algebra
R; in particular, φ(1) = 1. We need to show that there is a unique r ∈ R such that
φ(exp(aX)) =
∑
n≥0 a
nrn/n! for any R-algebra A and any nilpotent a ∈ A. The uniqueness
of r – if it exists – follows from taking A := R[ǫ]/(ǫ2) and a := ǫ.
Let An := R[T ]/(T n), and let fn(T ) := φ(exp(TX)) ∈ (R[T ]/(T n))×. (Then exp(TX)
is the universal character obtained from nilpotents of order ≤ n.) For any a ∈ A satisfying
an = 0 there is a unique R-algebra map R[T ]/(T n) → A satisfying T 7→ a, so naturality
of φ as a map of functors implies φ(exp(aX)) = fn(a) for any such a ∈ A. Further use of
naturality of φ implies the “coherence condition” fn+1 mod T n = fn, so the fn’s arise as the
reductions of a single f ∈ 1 + TRJT K. (We have f(0) = 1 because φ(1) = 1.) In particular,
φ(exp(aX)) = f(a) for any R-algebra A and nilpotent a ∈ A.
For any R-algebra A and nilpotent elements a, b ∈ A, we have f(a + b) = φ(exp((a +
b)X)) = φ(exp(aX) exp(bX)) = φ(exp(aX))φ(exp(bX)) = f(a)f(b). It follows that f(S +
T ) = f(S)f(T ) in A[[S, T ]]. This says that f is a formal character. It follows from Lemma
2.2.5(iv) that f(T ) = exp(rT ) for some r ∈ R, so φ(exp(aX)) = f(a) = exp(ra) for any
nilpotent a belonging to any R-algebra A, which is what we wanted to show.
Now consider the case when R is an Fp-algebra. This is similar to the case of Q-algebras
treated above, but more complicated. Once again, choose φ ∈ G∧∧a (R). We need to find
a unique r ∈ R such that φ(
∏N
n=0 expp(anX
pn)) =
∏N
n=0 expp(anr
pn) for all R-algebras A
and all an ∈ αp(A). Uniqueness of r – if it exists – is seen by taking A := R[ǫ]/(ǫ2) and
considering φ(expp(ǫX)) = 1 + rǫ ∈ A×.
In order to prove existence, define AN := R[T0, T1, . . . , TN ]/(T
p
0 , . . . , T
p
N ) and fN (T0, . . . , TN ) :=
φ(
∏N
n=0 expp(TnX
pn)) ∈ A×N for N ≥ 0. Note that
∏N
n=0 expp(TnX
pn) is the “univer-
sal character of degree < pN+1”. For any R-algebra A and a0, . . . , aN ∈ αp(A) we have
φ(
∏N
n=0 expp(anX
pn)) = fN (a0, . . . , aN ). To proceed, it is convenient to introduce the com-
pletion B of R[T0, T1, . . . ]/(T
p
0 , T
p
1 , . . . ) for the topology defined by the decreasing sequence
of ideals JN = (TN+1, TN+2, . . . ). Elements of B have a unique expansion (that can be
manipulated R-linearly) as formal series
f(T0, T1, . . . ) =
∑
I
rIT
I
where each multi-index I = (i0, i1, . . . ) satisfies 0 ≤ ij ≤ p − 1 for all j, ij = 0 for all
but finitely many j (so only finitely many such I exist with ij ’s vanishing for j outside
a fixed finite set), and T I :=
∏
j≥0 T
ij
j . Since fN+1 mod TN+1 = fN by naturality of φ,
the fN ’s are reductions of a single f ∈ B. (We will only ever actually need to consider f
after specializing all Tm to be 0 for sufficiently large m, but to streamline notation it is
convenient to express the subsequent considerations in terms of the single f .)
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Since φ(1) = 1, we have f(0, 0, . . . ) = 1. Thus, f = 1 +
∑
I 6=0 rIT
I . We have
φ(
∏N
n=0 expp(anX
pn)) = f(a0, a1, . . . , aN , 0, 0, . . . ) for any R-algebra A and for any el-
ements a0, a1, . . . , aN ∈ αp(A). By multiplicativity, φ is determined by where it sends
characters of the form expp(aXp
n
) for R-algebras A and a ∈ αp(A). For A = R[Tn]/(T
p
n )
and a = Tn mod T
p
n ∈ A, we have φ(expp(TnX
pn)) = f(. . . , 0, Tn, 0, . . . ) ∈ (R[Tn]/(T
p
n))×,
where one evaluates f at the infinity-tuple with all entries 0 except Tn. So φ is determined
by the rI ’s for I = (i0, i2, . . . ) such that ij = 0 for all but one j (and the remaining in
belonging to {1, . . . , p − 1}).
Let C(n,m) := rI(n,m), where I(n,m) has its nth component equal tom ∈ {0, . . . , p−1}
and all of the other components equal to 0; i.e., C(n,m) is the Tmn -coefficient of f . We will
now prove:
(i) C(n,m) = C(n,m− 1)C(n, 1)/m if 1 ≤ m ≤ p− 1, n ≥ 0,
(ii) C(n+ 1, 1) = (p− 1)!C(n, 1)C(n, p − 1) for all n ≥ 0.
This will imply what we want. Indeed, these facts imply that the C(n,m)’s are determined
by C(0, 1), so φ is determined once we specify the coefficient r of T0 in f0(T0) ∈ R[T0]/(T
p
0 ).
But the image φr of r under the natural map Ga → G∧∧a sends exp(T0X) to exp(T0r); i.e.,
its “f0” has linear coefficient r. Since any φ is determined by this coefficient, it follows that
φ = φr, which is what we wanted. It therefore only remains to prove (i) and (ii) above.
Let A := R[S, T ]/(Sp, T p). Viewing S and T as elements of A, we have
expp(SX
pn) expp(TX
pn) = expp((S + T )X
pn) expp
((
p−1∑
i=1
SiT p−i
i!(p− i)!
)
Xp
n+1
)
in A[X]×; this equality may be checked directly, but the simplest way to see it is to note
that both sides are formal characters over A such that the coefficients of Xp
m
agree for
all m, vanishing except possibly for m = n, n + 1, and then to apply Lemma 2.2.5. To
exploit this identity, it is convenient to introduce some notation as follows. For a, b ∈ A =
R[S, T ]/(Sp, T p) we define f(an) to be f(0, 0, . . . , a, 0, . . . ) ∈ A× (all entries vanishing away
from the nth, which is a) and define f(an, bn+1) to be the evaluation of f on the vector
whose nth entry is a, whose (n+ 1)th entry is b, and whose other entries vanish. In terms
of this notation, we have
f(Sn)f(Tn) = φ(expp(SX
pn))φ(expp(TX
pn))
= φ
(
expp(SX
pn) expp(TX
pn)
)
= φ
(
expp((S + T )X
pn) expp
((
p−1∑
i=1
SiT p−i
i!(p − i)!
)
Xp
n+1
))
= f
(S + T )n,
(
p−1∑
i=1
SiT p−i
i!(p − i)!
)
n+1

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(the final equality by the design of f). For 1 ≤ m ≤ p−1, comparing coefficients Sm−1T in
the first and last expressions for this string of equalities yields (i) and comparing coefficients
of ST p−1 yields (ii).
Lemma 2.4.2. Suppose that we have a short exact sequence
1 −→ G′ −→ G −→ G′′ −→ 1
of commutative group schemes over a field k such that the fppf sheaf E xt1k(G
′′,Gm) vanishes.
If the canonical maps G′ → G′∧∧ and G′′ → G′′∧∧ are isomorphisms of fppf sheaves, then
so is the map G→ G∧∧.
Proof. Our assumption on E xt1k(G
′′,Gm) implies that the dual sequence
1 −→ Ĝ′′ −→ Ĝ −→ Ĝ′ −→ 1
is exact. Dualizing once more yields a left-exact sequence
1 −→ G′∧∧ −→ G∧∧ −→ G′′∧∧,
so we obtain a commutative diagram (of sheaves) with exact rows
1 G′ G G′′ 1
1 G′∧∧ G∧∧ G′′∧∧
∼ ∼
where the left and right vertical arrows are isomorphisms by assumption. A simple diagram
chase now shows that the middle vertical arrow is an isomorphism.
Proposition 2.4.3. Let k be a field, G an affine commutative k-group scheme of finite
type. Then the canonical map G→ G∧∧ is an isomorphism of fppf sheaves.
Proof. By Lemma 2.4.2 and the fact that E xt1k(E,Gm) = 0 when E is a finite k-group
scheme [SGA7, VIII, Prop. 3.3.1], we may replace G with G0 and thereby assume that G is
connected. The assertion is fppf local, so we may also replace k by a finite extension and so
assume that Gred ⊂ G is a smooth k-subgroup scheme. Then G/Gred is finite, so applying
Lemma 2.4.2 again, we may assume that G is smooth and connected. Replacing k by a
further finite extension, we may assume that G is the product of a split torus and a split
unipotent group. The map
Gm → G
∧∧
m = Z
∧
is an isomorphism, so we are left with the case when G = U is split unipotent. When
char(k) = 0, we have U ≃ Gna for some n [Mi2, Prop. 14.32], so we are done by Lemma
2.4.1. When char(k) > 0, Lemma 2.4.2 and Proposition 2.2.16 reduce us to the case
U = Ga, which is once again handled by Lemma 2.4.1.
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2.5 Cohomology of Ĝa
The crucial cases for the proofs of our results in a certain sense boil down to the groups Ga
and Gm, which are the fundamental building blocks for arbitrary affine commutative group
schemes of finite type over fields. The main cohomological results in the case G = Gm
essentially come down to the major statements of class field theory. There is no analogous
theory, however, in the case of Ga, and it is therefore necessary for us to undertake a
separate study of the cohomology of its (not even representable) dual sheaf Ĝa. That is
the object of this section.
We first note that when k is perfect, the cohomology of Ĝa is very simple:
Proposition 2.5.1. If k is a perfect field, then Hi(k, Ĝa) = 0 for all i.
Proof. By Proposition F.0.2, Hi(k, Ĝa) = Hie´t(k, Ĝa). But the sheaf Ĝa on the small étale
site of a field vanishes since Ga has no nontrivial characters over a field.
Lemma 2.5.2. If X is a reduced scheme, then every global unit on AnX (affine n-space
over X) is the pullback of a global unit on X.
Proof. Let u be a global unit on AnX . Replacing u with u/u(0), we may assume that
u(0) = 1, and we need to show u = 1. This holds over every residue field of a point on X,
because over a field Ga has no nonconstant global units. Since X is reduced, therefore, the
equality holds on AnX .
Proposition 2.5.3. Let X be a reduced scheme.
(i) H0(X, Ĝa) = 0.
(ii) If in addition Pic(Ga,X) = 0, then H1(X, Ĝa) = 0.
Proof. (i) An X-homomorphism Ga,X → Gm,X yields in particular a global unit u on
Ga,X whose restriction to the identity section is 1. By Lemma 2.5.2, it follows that this
unit must be 1. That is, the homomorphism is trivial.
(ii) The Leray spectral sequence Ei,j2 = H
i(X,E xt j(Ga,Gm)) =⇒ Ext
i+j
X (Ga,Gm) yields
an injection E1,02 = H
1(X, Ĝa) →֒ Ext
1
X(Ga,Gm), so it suffices to show that this latter
group vanishes. Given a commutative extension E of Ga by Gm over X, E in particular is
a Gm-torsor over Ga,X , so since Pic(Ga,X) = 0 by assumption, the map E → Ga,X has a
scheme-theoretic section. We need to show that there is a group-theoretic section.
Let s : Ga,X → E be a scheme-theoretic section. Replacing s with s − s(0), we may
assume that s(0) = 0E . Identifying E with the trivial Gm-torsor Gm ×Ga over Ga,X by
means of s, the group law on E = Gm ×Ga is then given by
(t, y) + (t′, y′) = (tt′h(y, y′), y + y′)
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for some map h : Ga,X ×Ga,X → Gm,X . By Lemma 2.5.2, the map h factors through an
X-valued point λ : X → Gm. Then the map y 7→ (λ−1, y) yields a group-theoretic section
Ga,X → E, so E splits.
Proposition 2.5.4. Let k be a field, U a smooth connected commutative unipotent k-group.
(i) If i > 1, then Hi(k, U) = 0.
(ii) If U is split, then Hi(k, U) = 0 for all i > 0.
(iii) If U is split, then H1(k, Û ) = 0.
Proof. Assertion (ii) follows from the well-known case U = Ga via filtering U by Ga’s over
k. To prove (i), we first claim that there is a k-group inclusion U →֒ U ′ for some split
unipotent k-group U ′. Indeed, let k′/k be a finite extension over which U splits. Then
the canonical inclusion U →֒ Rk′/k(Uk′) does the job. (The Weil restriction is split since
Rk′/k(Ga) ≃ G
[k′:k]
a .) The quotient U ′′ := U ′/U is then also necessarily split, so the exact
sequence
1 −→ U −→ U ′ −→ U ′′ −→ 1
reduces the vanishing of Hi(k, U) for i > 1 to the vanishing in positive degrees in the split
case as in the settled assertion (ii).
Finally, (iii) follows immediately from Propositions 2.5.3 and 2.3.1, as well as Proposition
F.0.2 when char(k) = 0, by filtering U by Ga.
As we shall see later (Proposition 2.5.13 and Corollary 2.7.3), H2(k, Ĝa) is nontrivial for
imperfect fields k. We will spend the rest of this section studying this cohomology group,
and in particular relating it to other groups that may be accessed more directly. But first
let us note a property of these cohomology groups that we shall require later.
Lemma 2.5.5. Let L/k be a (not necessarily algebraic) separable extension of fields. Then
the pullback map H2(k, Ĝa)→ H2(L, Ĝa) is injective.
Proof. Since L/k is separable, L is the direct limit of its smooth k-subalgebras. Specializing
to a separable point of a suitable such algebra, we see that it suffices to treat the case in
which k = ks. Let g := Gal(ks/k). Then we have a Hochschild-Serre spectral sequence
Ei,j2 = H
i(g,Hj(ks, Ĝa)) =⇒ H
i+j(k, Ĝa),
and the edge map H2(k, Ĝa) = E2 → E
0,2
2 = H
2(ks, Ĝa)
g is the pullback map of the
lemma. In order to show that this map is injective, it suffices to show that E2,02 = E
1,1
2 = 0.
The vanishing of both of these groups follows from Proposition 2.5.3 applied with X =
Spec(k).
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Definition 2.5.6. If G is a commutative group scheme, then an element α ∈ Br(G) is
called primitive if m∗α = p∗1α + p
∗
2α, where m, pi : G ×G → G are the multiplication and
projection maps, respectively. We denote the subgroup of primitive Brauer elements by
Br(G)prim.
Note that over any ring A, Ga, A has a natural A-linear action, given on R-valued points
(for R an A-algebra) by a · r = ar for a ∈ A, r ∈ Ga(R) = R. This yields a “multiplicative
action” of A on any functor evaluated at Ga. For certain such functors valued in abelian
groups, this action is also additive. That is, we obtain an A-module structure on the
associated functor evaluated at Ga. This is the case, for example, for the groups Hi(A, Ĝa)
and ExtiA(Ga,Gm), by general nonsense, since ma+b = ma + mb, where ma : Ga → Ga
is multiplication by a ∈ A. We do not obtain an A-linear action on Br(Ga, A) in general.
We do, however, obtain one on Br(Ga, A)prim. Indeed, the A-linearity of the action follows
from the fact that for X ∈ Br(Ga)prim, pulling back the equality m∗X = p∗1X + p
∗
2X along
the map Ga → G2a given by y 7→ (a1y, a2y) yields (a1 + a2)
∗X = a∗1X + a
∗
2X.
Remark 2.5.7. In fact, if k is an imperfect field, then there is no k-linear action on Br(Ga, k).
(If k is perfect, then Br(Ga, k) = Br(k), via pullback along the structure map. This can be
deduced from the case k = k [BrIII, Cor. 1.2] by using a Hochschild–Serre spectral sequence
[Poo, Cor. 6.7.8]. Note that while [Poo] states the result for proper varieties, it only uses
properness in order to deduce – in the notation of that corollary – that H0(Xs,Gm) = k×s ,
a statement which still holds for X = Ga.) Indeed, by Corollary 2.7.3, Br(Ga, k)[p∞] 6= 0,
while [Tre, §1, Thm. §3, Prop. ] shows that Br(Ga, k)[p∞] is p-divisible. (Note that
the definition of the Brauer group in [Tre] is the Azumaya Brauer group rather than the
cohomological Brauer group, which is why we need the cited theorem to ensure that for
p-torsion classes they agree.) It follows that Br(Ga, k) is not p-torsion, hence admits no
k-vector space structure. We will never use this.
Let X be a scheme. In order to understand the groups H2(X, Ĝa), we will relate them
to other groups that are easier to try to analyze directly. We will accomplish this by
constructing maps, functorial in X and in X-morphisms of Ga
H2(X, Ĝa)→ Ext
2
X(Ga,Gm)→ Br(Ga,X)prim. (2.5.1)
First, the Leray spectral sequence
Di,j2 = H
i(X,E xt jX(Ga,Gm)) =⇒ Ext
i+j
X (Ga,Gm)
yields an edge map
D2,02 = H
2(X, Ĝa)→ Ext
2
X(Ga,Gm),
which yields the first map in (2.5.1).
In order to define the second map, we note that for any commutative group scheme G
over X, Yoneda’s Lemma yields a natural transformation of functors from the category of
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fppf abelian sheaves on G to the category of abelian groups
HomX(G, ·)→ H
0(G, ·).
Further, this map factors through H0(G, ·)prim, hence so does the induced map of derived
functors:
ExtiX(G, ·)→ H
i(G, ·)prim. (2.5.2)
Specializing to the case G = Ga and evaluating atGm yields the second map in (2.5.1). Our
goal will be to show that in certain favorable situations (especially when X is the spectrum
of a field) these maps are isomorphisms. In order to do this we will make essential use of
some spectral sequences constructed by Breen, so we discuss these in Remark 2.5.8 below.
Remark 2.5.8. We now discuss a few spectral sequences constructed by Breen that play an
important role in our analysis of the cohomology of Ĝa. For more details, see [Br2, §1]
and especially [Br1, page 1250]. Let S be a scheme. Associated to any commutative S-
group scheme G, there is a complex A(G) = A(G)• of fppf abelian sheaves concentrated in
nonnegative degrees such that each term of A(G) is a product of sheaves of the form Z[Gn]
(the sheaf freely generated by Gn). Further, A(G)0 = Z[G], the canonical map G→ A(G)0
induces an isomorphism
G ≃ H0(A(G)), (2.5.3)
and we have
H1(A(G)) = 0 H2(A(G)) = G/2G. (2.5.4)
We also have
A(G)1 = Z[G
2],
and the differential A(G)1 = Z[G2]→ Z[G] = A(G)0 is the map induced by m− p1 − p2 :
G × G → G, where, as before, m, pi : G × G → G are the multiplication and projection
maps, respectively.
Breen obtains first a spectral sequence
F i,j1 = Ext
j(A(G)i,H) =⇒ Ext
i+j(A(G),H).
We have a canonical isomorphism Extj(Z[G], ·) ≃ Hj(G, ·) of functors on fppf abelian
sheaves, since both are the derived functors of Γ(G, ·), thanks to Yoneda’s Lemma. Thus,
the sequence above becomes
F i,j1 = H
j(Xi,H) =⇒ Ext
i+j(A(G),H), (2.5.5)
where Xi is some explicit disjoint union of products of copies of G, and in particular,
X0 = G X1 = G
2 X2 = G
2
∐
G3 (2.5.6)
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with the differentials F 0,j1 → F
1,j
1 being
m∗ − π∗1 − π
∗
2 , (2.5.7)
where m,πi : G ×G → G are the multiplication and projection maps, and the differential
F 1,j1 → F
2,j
1 being
(σ∗ − 1∗)× (π31 ,m ◦ π23)
∗ + π∗23 − (m ◦ π12, π
3
3)
∗ − π∗12, (2.5.8)
where σ : G × G → G is the switching map (x, y) 7→ (y, x), 1 is the identity of G × G,
π3i : G
3 → G is projection onto the ith factor, πij : G3 → G2 is projection onto the ith and
jth factors, and m : G2 → G is once again multiplication.
In fact, Breen shows that we may replace the above sequence with another one that is
somewhat more convenient, involving “reduced” cohomology groups H˜j(Xi,H) defined as
follows. Let Yi be the analogue of Xi for the 0 group; that is, Yi is a corepresenting object
for Hom(A(0)i, ·) (so Yi is a disjoint union of copies of S). Then via the identity section
S → G, we obtain maps Yi → Xi, and we define H˜j(Xi,H) := ker(Hj(Xi,H)→ Hj(Yi,H))
to be the kernel of the induced map on cohomology. Breen proved that these reduced
cohomology groups provide a spectral sequence analogous to (2.5.5) and with the same
abutment. That is, we have a spectral sequence
Ei,j1 = H˜
j(Xi,H) =⇒ Ext
i+j(A(G),H). (2.5.9)
Let us note in particular that the differential H˜j(G,H) = E0,j1 → E
1,j
1 = H˜
j(G ×G,H) is
given by m∗ − π∗1 − π
∗
2, so we have
E0,j2 = H
j(G,H)prim, (2.5.10)
where the H˜j may be replaced with just Hj because Hj(0S ,H)prim = 0 where 0S is the
trivial S-group scheme.
The second spectral sequence constructed by Breen takes the following form:
′Ei,j2 = Ext
i
S(Hj(A(G)),H) =⇒ Ext
i+j
S (A(G),H). (2.5.11)
Finally, the composition of the edge maps ′Ei,02 = Ext
i
S(G,H)→ Ext
i
S(A(G),H)→ E
0,i
2 =
Hi(G,H)prim (the last equality by (2.5.10)) coming from the sequences (2.5.9) and (2.5.11)
is just the Yoneda map (2.5.2).
We shall apply the Breen spectral sequences with G = Ga and H = Gm in order to
study the second map in (2.5.1).
Proposition 2.5.9. If X is an Fp-scheme, then the map H2(X, Ĝa)→ Ext2X(Ga,Gm) in
(2.5.1) is injective.
42
Proof. The map in question is the edge map D2,02 → D2 in the Leray spectral sequence
Di,j2 = H
i(X,E xt jX(Ga,Gm)) =⇒ Ext
i+j
X (Ga,Gm).
In order to show that this edge map is injective, it suffices to show that the group D0,12 =
H0(X,E xt1X(Ga,Gm)) vanishes, and this follows from Proposition 2.2.14.
Proposition 2.5.10. Let S be a reduced scheme such that pullback induces isomorphisms
Pic(S) → Pic(AnS) for n = 2, 3. Then the functorial Γ(S,OS)-module homomorphism
Ext2S(Ga,Gm)→ Br(Ga, S)prim in (2.5.1) is an isomorphism.
Proof. We will use the Breen spectral sequences discussed above. We first use the spectral
sequence (2.5.11) with G = Ga and H = Gm:
′Ei,j2 = Ext
i
S(Hj(A(Ga)),Gm) =⇒ Ext
i+j
S (A(Ga),Gm).
This yields a map Ext2S(Ga,Gm) =
′E2,02 → Ext
2
S(A(Ga),Gm), and we will now show
that this map is an isomorphism. In order to do this, it suffices to show that the groups
′Ei,12 and
′E0,22 vanish. The groups
′Ei,12 = Ext
i
S(H1(A(Ga)),Gm) vanish because the sheaf
H1(A(Ga)) does by (2.5.4), and the group ′E
0,2
2 = Hom(H2(A(Ga)),Gm) vanishes because
H2(A(Ga)) = Ga/2Ga, again by (2.5.4), and there are no nontrivial homomorphisms from
Ga to Gm over the reduced scheme S, by Lemma 2.5.2.
Now we use the spectral sequence (2.5.9), again with G = Ga and H = Gm:
Ei,j1 = H˜
j(Xi,Gm) =⇒ Ext
i+j(A(Ga),Gm).
This yields a map Ext2(A(Ga),Gm)→ E
0,2
2 = Br(Ga, S)prim, this last equality by (2.5.10),
and we want to show that this map is an isomorphism, since the composition Ext2S(Ga,Gm) =
′E2,02 → Ext
2
S(A(Ga),Gm)→ E
0,2
2 = Br(Ga, S)prim is the Yoneda map. In order to do this,
it suffices to show that the groups Ei,01 all vanish, as do the groups E
i,1
1 for i = 1, 2.
The groups Ei,01 = H˜
0(Xi,Gm) vanish because the only global units on Gna,S are the
elements of Γ(S,OS)× by Lemma 2.5.2 (since S is reduced). Next, E
i,1
1 = H˜
1(Xi,Gm).
But X1 = G2a, S and X2 = G
2
a, S
∐
G3a, S by (2.5.6), so the groups H˜
1(Xi,Gm) vanish for
i = 1, 2 by assumption.
Lemma 2.5.11. Let R be either a Henselian DVR or a field. Then H0(R,E xt2R(Ga,Gm)) =
0, where, as usual, E xt2 denotes the fppf Ext sheaf.
Proof. Any fppf cover of Spec(R) may be refined by one of the form Spec(S), where S is
either a finite field extension of R when R is a field, or a finite local R-algebra contained
in a fixed algebraic closure K of K := Frac(R) when R is a DVR. For fields this is the
Nullstellensatz, while for DVR’s, [EGA, IV4, Cor. 17.16.2] implies that any fppf cover of
Spec(R) may be refined by an affine quasi-finite cover, and since R is Henselian, any such
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cover may be refined by one of the form Spec(S)→ Spec(R) with S a finite local R-algebra
([EGA, IV4, Thm. 18.5.11]).
By Proposition 2.5.10, it therefore suffices to show that
lim
−→
S
Br(Ga, S) = 0,
where the limit is over the filtered direct system of all finite local R-algebras S contained
in K. Cofinal among these is the set of S that are integrally closed, so we may take a
limit over only these extensions of R. The map Br(Ga S) → Br(Ga, KS) is an inclusion,
where KS := Frac(S), since Ga, S is regular. Since the ring of integers RL of any finite
extension L/K with L ⊂ K is a finite flat local R-algebra, it therefore suffices to show that
Br(Ga,K) = 0, and this follows from [BrIII, Cor. 1.2].
Proposition 2.5.12. Let R be an Fp-algebra that is either a Henselian DVR or a field.
Then the maps H2(R, Ĝa) → Ext2R(Ga,Gm) → Br(Ga, R)prim in (2.5.1) are functorial R-
module isomorphisms.
Proof. Due to Propositions 2.5.9 and 2.5.10, it only remains to show that the map H2(R, Ĝa)→
Ext2R(Ga,Gm) is surjective. Recall that this map was defined to be the edge mapD
2,0
2 → D2
coming from the Leray spectral sequence
Di,j2 = H
i(R,E xt jR(Ga,Gm)) =⇒ Ext
i+j
R (Ga,Gm).
In order to show that this edge map is surjective, it suffices to show that D1,12 = D
0,2
2 =
0. The vanishing of D1,12 follows from Proposition 2.2.14, and that of D
0,2
2 from Lemma
2.5.11.
Proposition 2.5.13. Let k be a field. The maps (2.5.1) are functorial isomorphisms of
k-vector spaces H2(k, Ĝa) ≃ Ext2k(Ga,Gm) ≃ Br(Ga,k)prim. If k is perfect, then all three
groups vanish.
For imperfect fields k we will see later that these three common groups can be rather
interesting (and are always nontrivial, due to Corollary 2.7.3).
Proof. The isomorphism assertion when char(k) > 0 follows from Proposition 2.5.12, so it
only remains to show the vanishing assertion when k is perfect, which we now assume.
The group H2(k, Ĝa) vanishes by Proposition 2.5.1. To show that Br(Ga,k)prim = 0,
we note that the map Br(k) → Br(Ga,k) is an isomorphism by Remark 2.5.7. Restricting
the equality m∗α = p∗1α + p
∗
2α to the point (0, 0), we find that Br(Ga,k)prim contains no
nontrivial constant Brauer classes, hence Br(Ga,k)prim = 0. The vanishing of Ext2k(Ga,Gm)
now follows from Proposition 2.5.10.
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It will be important later for us to know that the maps (2.5.1) are compatible with
evaluation at a point x ∈ (Ga)(X). More precisely, given such an x, we get a morphism
of fppf sheaves Ĝa → Gm on X given by evaluation at x. This induces a map evx :
H2(X, Ĝa)→ H
2(X,Gm) = Br(X). On the other hand, via evaluation (i.e., restriction) at
x, we have a map Br(Ga,X) → Br(X) that we will also denote by evx. Then we have the
following lemma.
Lemma 2.5.14. The following diagram commutes:
H2(X, Ĝa) Br(Ga,X)prim
Br(X) Br(X)
evx evx
where the horizontal map H2(X, Ĝa)
∼
−→ Br(Ga)prim is the composition in (2.5.1).
Proof. We will define a map evx : Ext2X(Ga,Gm)→ H
2(X,Gm) and show that the following
diagram commutes:
H2(X, Ĝa) Ext
2
X(Ga,Gm) H
2(Ga, X ,Gm)
H2(X,Gm) H
2(X,Gm) H
2(X,Gm)
evx evx evx (2.5.12)
where all maps are those in (2.5.1). The map evx : Ext2X(Ga,Gm)→ H
2(X,Gm) is defined
as follows. We have a natural transformation of functors HomX(Ga, ·) → Γ(X, ·) from
the category of abelian fppf sheaves on X to the category of abelian groups, defined by
evaluation at x ∈ Ga(X). That is, given an element of HomX(Ga,F ), we get a map
Ga(X)→ F (X) and we take the image of x under this map. This yields a corresponding
map of derived functors evx : Ext•X(Ga,F )→ H
•(X,F ), and we specialize this to the case
F = Gm in degree 2.
Now let us check the commutativity of the first square in (2.5.12). Recall that the map
H2(X, Ĝa)→ Ext
2
X(Ga,Gm) was defined as the edge map D
2,0
2 → D2 in the Leray spectral
sequence
Di,j2 = H
i(X,E xt jX(Ga,F )) =⇒ Ext
i+j
X (Ga,F ),
where F is an fppf abelian sheaf on X. (We apply this with F = Gm.) But the composite
functor spectral sequence is natural in the associated functors. That is, given two pairs of
functors F1, G1 and F2, G2, together with natural transformations F1 → F2, G1 → G2, the
induced maps of derived functors yield a natural transformation from the spectral sequence
RiF1(R
jG1) =⇒ R
i+j(F1 ◦G1) to the spectral sequence RiF2(RjG2) =⇒ Ri+j(F2 ◦G2).
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We now apply this with F1 = F2 = Γ(X, ·) with the identity transformation F1 →
F2, and G1 = H omX(Ga, ·), G2 = Identity, with the transformation G1 → G2 being
evaluation at x. (That is, given an fppf sheaf F on X, for each X-scheme U we have a
map H om(Ga,F )(U) = Hom((Ga)U ,F |U )→ F (U) given by evaluating at the pullback
of x ∈ Ga(X) to a section xU ∈ Ga(U).) This induces on the derived functor level the first
two vertical maps evx appearing in diagram (2.5.12). The maps Hi(X,F ) → Hi(X,F )
associated to the spectral sequence for F2, G2 are the identity map for all i; specializing the
functoriality of the spectral sequence to this situation, for F = Gm and i = 2 we obtain
the commutativity of the first square in (2.5.12).
It remains to prove the commutativity of the second square. Recall that the map
Ext2X(Ga,Gm)→ H
2(Ga, X ,Gm) was defined as follows. We have a natural transformation
of functors HomX(Ga, ·)
Yon
−−→ Γ(Ga,X , ·) defined on an fppf abelian sheaf F on X by using
Yoneda’s Lemma to assign to any Ga → F the corresponding element of Γ(Ga,F ). Then
we obtain an induced map on derived functors Ext•X(Ga,F )→ H
•(Ga, X ,F ), and the map
in (2.5.12) is simply this map specialized to the case F = Gm and degree 2. So to check
that the second square in (2.5.12) commutes, we merely need to check that the associated
square for the 0th derived functors commutes for any abelian fppf sheaf F . That is, we
need commutativity of
HomX(Ga,F ) Γ(Ga,X ,F )
Γ(X,F ) Γ(X,F )
Yon
evx evx
and this is clear.
We will use the isomorphism H2(k, Ĝa) ≃ Br(Ga)prim to study H2(k, Ĝa) if char(k) =
p > 0. (There is nothing to do when char(k) = 0, since in that case these isomorphic
groups vanish by Proposition 2.5.13.) To this end, in §2.6 we turn to a method for studying
p-torsion Brauer classes by relating them to differential forms.
2.6 Brauer groups and differential forms
Throughout this section, k denotes a field of characteristic p > 0. Due to Proposition 2.5.13,
in order to understand H2(k, Ĝa) we need to understand Br(Ga, k)prim ⊂ Br(Ga, k)[p]. In
order to do this, we recall an observation of Kato that in geometrically favorable situations
p-torsion Brauer elements can be related to differential forms by utilizing the (inverse)
Cartier operator.
Let X be an Fp-scheme, and let Ω1X = Ω
1
X/Fp
be the sheaf of Kähler differential forms on
X. Let B1X ⊂ Ω
1
X denote the subsheaf of coboundaries; that is, B
1
X := Im(d : OX → Ω
1
X).
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There is a morphism C−1 : Ω1X → Ω
1
X/B
1
X defined by
C−1(fdg) = fpgp−1dg
(The reason for the “inverse” notation is that the Cartier operator is usually defined in a
relative setting, and is essentially built as the inverse of the above operator. The “inverse”
notation should not be taken to mean that the operator defined above is the inverse of some
operator C.) The above map is well-defined. The only nontrivial point is to check that
C−1(d(f + g)) = C−1(df) + C−1(dg). This is a consequence of the identity
(f + g)p−1d(f + g) − fp−1df − gp−1dg = d
(
(f + g)p − fp − gp
p
)
,
where the expression in parentheses is defined to be Q(f, g), where Q ∈ Z[X,Y ] is defined
by the formula Q(X,Y ) := ((X + Y )p −Xp − Y p)/p.
Lemma 2.6.1. Let X be a normal locally Noetherian Fp-scheme. Then the complex
0 −→ OX
F
−→ OX
d
−→ Ω1X
is exact, where F is the Frobenius map s 7→ sp.
Proof. Exactness on the left follows from reducedness of X. To see that the complex is
exact at the second OX , suppose that we have an element s ∈ Γ(X,OX ) such that ds = 0.
Then the same holds for the differential of s in the residue field of each generic point of X.
Since the lemma holds for spectra of fields by [Mat, Thm. 26.5], it follows that s = fp for
some rational function f on X. Since s has nonnegative order at each point of codimension
one on the normal scheme X, the same holds for f , hence – since X is normal and locally
Noetherian – f extends uniquely to a global section f ′ ∈ Γ(X,OX ), and this section satisfies
f ′p = s.
Define the map dlog : Gm/(Gm)p → Ω1X by f 7→ df/f , and let i : Ω
1
X → Ω
1
X/B
1
X
denote the projection. Then we have the following lemma, which is the key to relating
Brauer elements to differential forms.
Lemma 2.6.2. Let X be a regular Fp-scheme. The following sequence of étale sheaves on
X is exact:
0 −→ Gm/(Gm)
p dlog−−−→ Ω1X
C−1−i
−−−−→ Ω1X/B
1
X −→ 0.
Proof. Exactness on the left follows from Lemma 2.6.1. For exactness on the right, in order
to hit a class in Ω1X/B
1
X (over an étale X-scheme U) represented by fdg, over an étale cover
of U we can find an H such that Hpgp−1 −H = f . Then (C−1 − i)(Hdg) = fdg. It is also
easy to see that the sequence is a complex: we have (C−1−i)(dlog(f)) = (C−1−i)(df/f) =
(1/fp)fp−1df − df/f = 0.
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It is harder to show that the sequence is exact at Ω1X , and this is where the regularity
comes in. In the case that X = Spec(K) for a field K, this is [GS, Thm. 9.2.2]. For the
general case, the claimed exactness is a local assertion, so we may assume that R is a regular
local ring. Given ω ∈ Ω1R such that C
−1(ω) = i(ω), we need to check that ω = du/u for
some u ∈ R×. By the already-known case in which R is a field, we know that ω = df/f for
some f ∈ K := Frac(R). Since R is regular local, it is a UFD, so we may write f = u
∏
πeii
for some pairwise non-associate prime elements πi ∈ R, some ei ∈ Z, and some u ∈ R×.
We then have df/f = du/u+ ei
∑
dπi/πi. We may assume that p ∤ ei for each i, since the
terms with p | ei disappear. We need to show that if df/f extends to a differential form in
Ω1R, then the sum is empty, hence ω = du/u. We may localize at one of the primes (πi) to
reduce ourselves to the following assertion: if R is an equicharacteristic discrete valuation
ring with uniformizer t and fraction field K then the element dt/t ∈ K ⊗R Ω1R = Ω
1
K does
not arise from an element of Ω1R.
By considering the commutative diagram
Ω1R Ω
1
R̂
Ω1K Ω
1
K̂
we may replace R with its completion, and so we may assume that R is a complete discrete
valuation ring. Then R is isomorphic to κJtK, where κ is the residue field of R. The module
Ω1R of (absolute) differentials is rather huge, so we will work with a completed version of this
that is more amenable to calculations. Any continuous (absolute) derivation D : R → M
to an mR-adically separated and complete R-module M arises from a unique compatible
system of derivations Dn : R/(tn+1) → M/tnM . Each Dn uniquely factors through the
universal (absolute) derivation dn from R/(tn+1) = κ[t]/(tn+1) to
Ω1R/(tn+1) = (R/(t
n+1, (n + 1)tn))dt⊕ Ω1κ[t]/(t
n+1).
Passing to the inverse limit, we see that the mR-adic completion of Ω1R is Rdt⊕Ω
1
κJtK into
which d̂ := lim
←−
dn is given by d̂g = g′(t)dt⊕
∑∞
i=0 t
idαi for g =
∑∞
i=0 αit
i ∈ κJtK.
It suffices to check that the element d̂t/t ∈ K ⊗R Ω̂1R doesn’t arise from an element of
Ω̂1R. Using the above explicit description of Ω̂
1
R and d̂ it is obvious that Ω̂
1
R is torsion-free,
so the map Ω̂1R → Ω̂
1
R ⊗R K is injective. Hence, it suffices to show that d̂t is not divisible
by t in Ω̂1R, which in turn is obvious from the explicit description of (Ω̂
1
R, d̂).
Let X be a regular Fp-scheme. Lemma 2.6.2 provides a functorial (in X) map
H0(X,Ω1X )→ H
0(X,Ω1X/B
1
X)→ H
1(X,Gm/(Gm)
p).
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Composing with the map H1(X,Gm/(Gm)p) → Br(X)[p] provided by the short exact
sequence of étale sheaves on X
0 −→ Gm
p
−→ Gm −→ Gm/(Gm)
p −→ 0,
in which left-exactness holds because any étale X-scheme is reduced, we obtain for every
regular Fp-scheme X a functorial map
ψ :
H0(X,Ω1X)
dH0(X,OX ) + (C−1 − i)(H0(X,Ω1X))
→ Br(X)[p]. (2.6.1)
Proposition 2.6.3. Let A be a regular ring of characteristic p > 0. Then we have a
functorial short exact sequence
0 −→
Pic(A)
p · Pic(A)
−→
Ω1A
dA+ (C−1 − i)Ω1A
ψ
−→ Br(A)[p] −→ 0,
where d : A→ Ω1A is the canonical derivation and the ψ is the map (2.6.1).
Proof. All of the cohomology in this proof is étale. Let X = Spec(A). Lemma 2.6.2 yields
an exact sequence
0 −→
H0(X,Ω1X/B
1
X)
(C−1 − i)(H0(X,Ω1X))
−→ H1(X,Gm/(Gm)
p) −→ H1(X,Ω1X). (2.6.2)
Since Ω1X is a quasi-coherent sheaf, its étale and Zariski cohomology agree. Therefore, since
X is affine, H1(X,Ω1X) = 0. We claim that the natural maps H
0(X,Ω1X)→ H
0(X,Ω1X/B
1
X)
and d : A = H0(X,OX )→ H0(X,B1X ) are surjective. For the surjectivity of the first map,
it is enough show that H1(X,B1X ) = 0. By Lemma 2.6.1, we have an exact sequence
0 −→ OX
F
−→ OX
d
−→ B1X −→ 0. (2.6.3)
That H1(X,B1X) = 0 therefore follows from the fact that H
i(X,OX ) = 0 for all i > 0, since
X is affine. The surjectivity of the map d : H0(X,OX ) → H0(X,B1X) follows from the
exact sequence (2.6.3) and the fact that H1(X,OX ) = 0. We therefore obtain from (2.6.2)
an isomorphism
Ω1A
dA+ (C−1 − i)(Ω1A)
∼
−→ H1(X,Gm/(Gm)
p). (2.6.4)
The exact sequence of étale sheaves on X
0 −→ Gm
p
−→ Gm −→ Gm/(Gm)
p −→ 0
(exactness on the left because X is reduced, hence so is every étale X-scheme) yields an
exact sequence
0 −→
Pic(X)
p · Pic(X)
−→ H1(X,Gm/(Gm)
p) −→ Br(X)[p] −→ 0.
Combining this with (2.6.4) yields the lemma.
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2.7 Computation of H2(R, Ĝa) and Br(Ga,R)prim
In this section we will compute H2(R, Ĝa) ≃ Br(Ga, R)prim for a ring R of characteristic
p > 0 that is either a field or a Henselian DVR, and such that the fraction field k of R
satisfies [k : kp] = p. By Proposition 2.5.13 these are isomorphic as R-modules, and we
will show that they are free of rank 1 for such rings (Corollary 2.7.7). We will accomplish
this by exploiting the relationship between p-torsion Brauer elements (among which are
the primitive Brauer elements on Ga) and differential forms obtained in §2.6, particularly
Proposition 2.6.3.
Lemma 2.7.1. Let R be an Fp-algebra, and suppose that there exists t ∈ R such that
R =
∑p−1
i=0 t
iRp. In the quotient
Ω1R[X1,...,Xn]
d(R[X1, . . . ,Xn]) + (C−1 − i)(R[X1, . . . ,Xn])
, (2.7.1)
every element represented by a differential form Fdt with F ∈ R[X1, . . . ,Xn] is represented
by a differential form Gdt, where G ∈ R[X1, . . . ,Xn] contains no monomials of the form
XpI with I ∈ Nn − {0} and such that G has the following property: if I ∈ Nn − (pN)n
is such that the monomial XI :=
∏n
i=1X
Ii
i appears in F with nonzero coefficient, and for
every positive integer r the monomial Xp
rI has coefficient 0 in F , then the monomial XI
appears in G with nonzero coefficient.
Proof. It suffices to show that every differential form λXpIdt with λ ∈ R and I 6= 0 is
equivalent in (2.7.1) to a 1-form λ′XIdt with λ′ ∈ R. By assumption, we may write
λ =
∑p−1
i=0 a
p
i t
i for some ai ∈ R, so we may assume that the representative 1-form is
aptiXpIdt for some a ∈ R and 0 ≤ i < p. If i 6= p − 1 then aptiXpIdt = d(apXpI t
i+1
i+1 ), so
this element is trivial in (2.7.1). If i = p−1, then aptp−1XpIdt = aXIdt+(C−1−i)(aXIdt),
so as elements of (2.7.1), aptp−1XpIdt = aXIdt.
Lemma 2.7.2. Let Y be a regular Fp-scheme, and let F ∈ H0(Y,OY )[X1, . . . ,Xn]. Suppose
that there exists I ∈ Nn − (pN)n such that XI :=
∏n
i=1X
Ii
i appears in F with nonzero
coefficient, and such that for every positive integer r, the coefficient of Xp
rI in F vanishes.
Let 0 6= ω ∈ H0(Y,Ω1Y ). Then for the map ψ in (2.6.1), the element ψ(Fω) ∈ Br(A
n
Y )[p] is
nonzero.
Proof. We may break Y up into its connected components and thereby assume that Y is
connected, hence irreducible (since it is normal). Let Spec(k) be the generic point of Y .
Since AnY is regular, the map Br(A
n
Y )→ Br(A
n
k ) is an inclusion. Further, since Spec(k) is
an inverse limit of étale X-schemes, ω|Spec(k) ∈ Ω1k is nonzero. Therefore, in order to prove
the lemma, we may replace Y by Spec(k) and thereby assume that Y = Spec(k). We have
ω =
∑n
i=1 λidti for some λi ∈ k
× and some ti ∈ k such that the elements {t1, . . . , tn} form
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part of a p-basis for k, due to [Mat, Thm. 26.5]. In order to prove the desired nonvanishing
we may extend scalars to k(t1/p2 , t
1/p
3 , . . . , t
1/p
n ) and thereby assume that ω = λdt for some
λ ∈ k× and some t ∈ k − kp. Replacing F by λF , we may assume that ω = dt for some
t ∈ k − kp. We will next reduce to the case in which k is a local function field.
In order to do this, we may apply a standard spreading out and specializing argument,
as follows. If Fdt represents the trivial Brauer class over Ank , then Proposition 2.6.3 implies
that there exist ω, ω′ ∈ Ω1
A1k
such that
Fdt = dω + (C−1 − i)(ω′). (2.7.2)
Since t ∈ k is not a pth power, the extension k/Fp(t) is separable, so we may write k as
the filtered direct limit k = lim−→iRi of smooth Fp(t)-algebras Ri. The equation (2.7.2) then
descends to some such smooth Fp(t)-algebra Ri. Replacing Ri with some Rj if necessary,
we may arrange that the nonzero coefficients rI of F are generically nonzero in Ri. Since
Ri is smooth and the rI ∈ R are generically nonzero, we may specialize (2.7.2) to some
L-valued point x : Spec(L) → R for some finite separable extension L/Fp(t) such that
0 6= rI(x) ∈ L for all I. Then the class Fx(X1, . . . ,Xn)dt ∈ Br(AnL) vanishes and, because
L/Fp(t) is separable, we still have t /∈ Lp, so all of the hypotheses of the lemma are satisfied
for Fxdt and Y = Spec(L). Replacing k with L, therefore, we have reduced to the case in
which k is a global function field. Replacing k with the separable extension kv/k for some
place kv of k, we may in fact assume that k is a local function field.
So we now assume that R = k is a local function field, and we prove the assertion of
the lemma. We first treat the case n = 1. Then F ∈ k[X] is nonconstant, and by Lemma
2.7.1 (whose hypotheses are satisfied for the pair k, t ∈ k because [k : kp] = p), we may
assume that F contains no monomials of the form Xpr with r > 0. In particular, the
degree of F is prime to p. We need to show that the element of Br(A1k)[p] represented via
Proposition 2.6.3 by the differential form Fdt (with t ∈ k− kp) is nonzero. Since Ω1k = kdt
(as follows from [Mat, Thm. 26.5] and the fact that [k : kp] = p), using the isomorphism
Br(k) ≃ 1pZ/Z provided by taking invariants, choose an element λ ∈ k such that the
Brauer class represented by λdt has invariant 1/p. Then the polynomial F (X) − λ ∈ k[X]
has degree prime to p, and therefore has an irreducible factor of some degree, say m, prime
to p. Let β be a root of this irreducible factor in some finite extension of k. Then setting
X = β, we get that F (β)dT = λdt as Brauer classes in Br(k(β)). We claim that this
Brauer class is nonzero, which will complete the proof of the case n = 1. In fact, the
invariant of an element of Br(k), after extending scalars to some finite extension of k, gets
multiplied by the degree of the extension. Since p ∤ [k(β) : k] = m, therefore, we deduce
that invk(β)(λdt) = m ∗ invk(λdt) = m/p ∈ Q/Z is nonzero, as claimed.
Now we treat the general case. Let F ∈ k[X1, . . . ,Xn] be a nonconstant polynomial as
in the lemma. By Lemma 2.7.1, we may assume that F contains no monomials of the form
XpI with I ∈ Nn − {0}. Now consider the lexicographic ordering on Nn, which is a total
ordering defined by declaring that, for I, J ∈ Nn, I is greater than J precisely when there
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exists r ∈ {1, . . . , n} such that Is = Js for s < r and such that Ir > Jr.
Write
F =
∑
I∈Nn
CIX
I
with CI ∈ k, and let
M := max{I ∈ Nn | CI 6= 0}. (2.7.3)
Since F contains no monomials of the form XpI with I ∈ Nn − {0}, we have
p ∤Mi0 (2.7.4)
for some i0 ∈ {1, . . . , n}.
Now we inductively choose a sequence rn, rn−1, . . . , r1 of positive integers as follows.
Having chosen rj for all j > i, we choose ri (including at the beginning of the process, with
i = n) to be a positive integer satisfying the conditions
ri > max
CI 6=0

n∑
j=i+1
rjIj
 , (2.7.5)
ri
{
≡ 0 (mod p), i 6= i0
6≡ 0 (mod p), i = i0.
(2.7.6)
Then we pull back the element of Br(Ank) represented by Fdt to an element of Br(A
1
k)
via the map A1k → A
n
k given on coordinate rings by the k-algebra map k[X1, . . . ,Xn] →
k[Y ], Xi 7→ Y ri . This amounts to replacing F (X1, . . . ,Xn)dt by G(Y )dt, where G(Y ) :=
F (Y r1 , . . . , Y rn). We claim that G has degree prime to p. Assuming this, it will follow from
the already-treated n = 1 case of the lemma that G(Y )dt represents a nontrivial Brauer
class, hence the same must hold for Fdt, which will prove the lemma.
In order to show that G has degree prime to p, we claim that the degree of G is∑n
j=1 rjMj . That is, the degree is determined by making the replacements Xi 7→ Y
ri in
the monomial XM . Assuming this, it then follows from (2.7.4) and (2.7.6) that the degree
of G is prime to p. In order to show that G does in fact have degree
∑n
i=1 rjMj , it suffices
to show that for any I 6=M ∈ Nn such that CI 6= 0, we have
n∑
j=1
rjMj >
n∑
j=1
rjIj. (2.7.7)
Since M > I for any such I by (2.7.3), there exists i ∈ {1, . . . , n} such that Mj = Ij for all
j < i and Mi > Ii. Then, using (2.7.5), we have
n∑
j=1
rjMj =
∑
j<i
rjIj + riMi +
∑
j>i
rjMj ≥
∑
j<i
rjIj + riMi
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≥
∑
j<i
rjIj + ri(Ii + 1) >
∑
j≤i
rjIj +
∑
j>i
rjIj =
n∑
j=1
rjIj ,
which proves (2.7.7).
Now let Y be a regular Fp-scheme. The map Ω1Y → Ω
1
Ga, Y
defined by ω 7→ Xω is
OY -linear for the OY -action induced by the OY -action on Ga, since for λ ∈ OY , the action
of λ on Ga is given by X 7→ λX, and X(λω) = (λX)ω. Via the map
ψ :
H0(Ga, Y ,Ω
1
Ga, Y
)
d(H0(Y,OY )) + (C−1 − i)(H0(Y,OY ))
→ Br(Ga, Y )[p]
in (2.6.1), we thereby obtain a map H0(Y,Ω1Y )→ Br(Ga, Y )[p] with image contained in the
primitive Brauer group, since m∗(Xω) = (X1 +X2)ω = X1ω +X2ω = π∗1(Xω) + π
∗
2(Xω).
We thereby obtain for any Fp-scheme Y a functorial H0(Y,OY )-linear map
φY : H
0(Y,Ω1Y )→ Br(Ga, Y )prim. (2.7.8)
If Y = Spec(R) for a ring R, then we also denote this map by φR. We will first show that
this map φY is injective for any regular Fp-scheme Y .
Corollary 2.7.3. Let Y be a regular Fp-scheme. The H0(Y,OY )-linear map φY : H0(Y,Ω1Y )→
Br(Ga, Y )prim defined by ω 7→ ψ(Xω) ∈ Br(Ga, Y )prim is injective, where ψ is the map in
(2.6.1).
Proof. This is an immediate consequence of Lemma 2.7.2.
Lemma 2.7.4. Let R be an Fp-algebra that is either a Henselian DVR or a field, and let
F : Ga → Ga be the relative Frobenius R-isogeny, given on coordinate rings by X 7→ Xp.
Then the pullback map F ∗ : Br(Ga, R)prim → Br(Ga, R)prim is surjective.
Proof. By Proposition 2.5.13, it suffices to prove this with Br(Ga, R)prim replaced byH2(R, Ĝa).
We have an exact sequence of R-group schemes
1 −→ αp −→ Ga
F
−→ Ga −→ 1 (2.7.9)
hence by Proposition 2.2.14 an exact sequence
1 −→ Ĝa
F̂
−→ Ĝa −→ α̂p −→ 1,
so it suffices to show that H2(R, α̂p) = 0. This follows from the sequence (2.7.9), since
α̂p ≃ αp and the groups Hi(X,Ga) agree with the Zariski cohomology groups for any
scheme X, hence vanish in positive degree when X is affine.
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Lemma 2.7.5. Let R be a DVR in which p = 0 and such that the fraction field k of R
satisfies [k : kp] = p. Then for any uniformizer π of R, we have R = ⊕p−1i=0π
iRp, and Ω1R is
a free R-module of rank one with generator dπ.
Proof. Since π ∈ k − kp and [k : kp] = p, we have k = ⊕p−1i=0 π
ikp. It follows that for any
r ∈ R, we may write
r =
p−1∑
i=0
πiλpi
for some unique λi ∈ k. Since the valuation of πiλ
p
i is congruent to i modulo p, the
summands all have distinct valuations. The sum, r, therefore must have valuation equal
to the minimum of the valuations of the summands. In particular, each summand has
nonnegative valuation, i.e., each λi has nonnegative valuation. That is, each λi ∈ R. This
proves the first assertion. This first assertion also implies that Ω1R is generated by dπ. To
see that it is freely generated by dπ, it suffices to show that as elements of the k-vector
space Ω1k, we have rdπ 6= 0 for any 0 6= r ∈ R. For this, in turn, it suffices to note that
0 6= dπ ∈ Ω1k because π /∈ k
p [Mat, Thm. 26.5].
Proposition 2.7.6. Let R be an Fp-algebra that is either a Henselian DVR or a field, and
suppose that the fraction field k of R satisfies [k : kp] = p. Then the R-linear map φR in
(2.7.8) is an R-module isomorphism:
Ω1R
φ
−→
∼
Br(Ga, R)prim ≃ H
2(R, Ĝa) ≃ Ext
2
R(Ga,Gm).
The isomorphisms between the last three groups are given by Proposition 2.5.13. What
is new is that φR is an isomorphism when [k : kp] = p.
Proof. The map φR is injective by Corollary 2.7.3, so it only remains to check surjectivity.
Let α ∈ Br(Ga, R)prim. By Lemma 2.7.4, α = F ∗(β) for some β ∈ Br(Ga, R)prim, where
F : Ga → Ga is the Frobenius R-isogeny. Since [k : kp] = p, Lemma 2.7.5 and [Mat,
Thm. 26.5] imply that there exists t ∈ R such that R =
∑p−1
i=0 t
iRp and Ω1R = Rdt. By
Proposition 2.6.3, therefore, β is represented by a differential form H1(X)dX + H2(X)dt
for some Hi ∈ R[X]. Then α = F ∗(β) is represented by H1(Xp)d(Xp) + H2(Xp)dt =
H2(X
p)dt. That is, α is represented by Gdt for some G ∈ R[X]. By Lemma 2.7.1, we
may assume that G contains no monomials of the form Xpr with r > 0. The primitivity
of α implies that 0 = m∗α − π∗1α − π
∗
2α, and this Brauer class on A
2
k = Spec(k[X1,X2])
is represented by the form (G(X1 + X2) − G(X1) − G(X2))dt. Lemma 2.7.2 therefore
implies that G(X) = λ +H(X) for some λ ∈ R and H(X) ∈ R[X] having no monomials
of degree divisible by p and such that H(X1 +X2) = H(X1) +H(X2). This implies that
H(X) = γX for some γ ∈ R. Thus, subtracting the primitive Brauer class represented by
γXdt = φR(γdt) from α, we may assume that α ∈ Br(R). But Br(Ga, R)prim contains no
nontrivial elements of Br(R), so this implies that α = 0.
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Under the hypotheses of Proposition 2.7.6, Ω1R is a free R-module of rank 1, by Lemma
2.7.5 in the DVR case and by [Mat, Thm. 26.5] in the field case, so we immediately obtain
the following corollary.
Corollary 2.7.7. Let R be an Fp-algebra that is either a Henselian DVR or a field, and
suppose that the fraction field k of R satisfies [k : kp] = p. Then H2(R, Ĝa) is a free
R-module of rank 1.
Remark 2.7.8. Let k be a field of characteristic p > 0. The map φ := φk of Corollary
2.7.3, though always injective, is an isomorphism if and only if [k : kp] ≤ p. We will
never use this so the reader may skip this remark. If k is perfect, then Br(Ga)prim = 0 by
Proposition 2.5.13, so φ is clearly surjective in this case. It is also surjective if [k : kp] = p,
by Proposition 2.7.6.
Now suppose that [k : kp] > p; we will show that φ is not surjective. In fact, the
cokernel of the k-linear φ is infinite-dimensional over k whenever [k : kp] > p. To see this,
it suffices to show that if t, w ∈ k are p-independent (that is, {tiwj}0≤i,j<p are linearly
independent over kp), then no nontrivial k-linear combination of the primitive Brauer el-
ements represented (via Proposition 2.6.3) by twp
n
Xp
n
dw/w (n ≥ 1) is of the form Xω
for some ω ∈ Ω1k. Suppose that some k-linear combination of these differential forms, say∑N
n=1 λ
pn
n twp
n
Xp
n
dw/w, does lie in the image of φ. (Note for the k-action on Ga, an el-
ement λ ∈ k acts on Xp
n
via Xp
n
7→ (λX)p
n
= λp
n
Xp
n
.) We want to check that each λn
vanishes. It suffices to check such vanishing in k(t1/p
N
).
For any extension field F/k, µ ∈ F , and n ≥ 1 we have
(C−1 − i)(µwp
n−1
Xp
n−1
dw/w) = µpwp
n
Xp
n
dw/w − µwp
n−1
Xp
n−1
dw/w
in Ω1F [X]/d(F [X]). Hence, as Brauer classes for Ga,F we have
µpwp
n
Xp
n
dw/w = µwp
n−1
Xp
n−1
dw/w
for n ≥ 1. Applying this repeatedly with F = k(t1/p
N
), we see for 1 ≤ n ≤ N that
λp
n
n twp
n
Xp
n
dw/w = λnt
1/pnXdw/w as Brauer classes over k(t1/p
N
). By Corollary 2.7.3,
therefore, we have (
N∑
n=1
λnt
1/pn
)
dw
w
= f∗ω
in Ω1
k(t1/p
N
)
for some ω ∈ Ω1k, where f : Spec(k(t
1/pN )) → Spec(k) is the indicated map.
Since {t, w} are p-independent in k, so part of a p-basis, the relationship between p-bases
and differential bases [Mat, Thm. 26.5] gives that dw 6= 0 in Ω1
k(t1/p
N
)
and ω = adw +
bdt +
∑M
i=1 αidzi for some a, b, αi ∈ k and {w, t, z1, . . . , zM} part of a p-basis for k. Since
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{w, t1/p
N
, z1, . . . , zM} is part of a p-basis for k(t1/p
N
), the αi’s and b vanish, and
N∑
n=1
λnt
1/pn = aw ∈ k.
Raising both sides to the pN th power then shows that all of the λn must vanish, since
{1, t, tp, . . . , tp
N−1
} are linearly independent over kp
N
.
2.8 Vanishing of H3(R, Ĝa)
The goal of this section is to show that the group H3(R, Ĝa) vanishes when R is a Henselian
DVR of characteristic p whose fraction field k := Frac(R) satisfies [k : kp] = p (Proposition
2.8.7).
Lemma 2.8.1. Let R be an Fp-algebra that is either a field or a Henselian DVR. Suppose
that the fraction field k of R satisfies [k : kp] = p. Then the pullback map H3(R, Ĝa) →
H3(Rsh, Ĝa) is injective, where R → Rsh is a strict Henselization of R (equivalently, the
ring of integers in the maximal unramified extension of R in some fixed separable closure
of k).
Proof. We have the Hochschild-Serre spectral sequence
Ei,j2 = H
i(π,Hj(Rsh, Ĝa)) =⇒ H
i+j(R, Ĝa),
where κ is the residue field of Rsh and π = π1(R,κ), the étale fundamental group of Spec(R).
The map H3(R, Ĝa) = E3 → E
0,3
2 = H
3(Rsh, Ĝa)
π is the pullback map that we want to
show is injective. In order to do this it suffices to show that the groups E3,02 , E
2,1
2 , and E
1,2
2
all vanish. The groups E3,02 and E
2,1
2 vanish by Proposition 2.5.3.
It remains to show that E1,22 = H
1(π,H2(Rsh, Ĝa)) vanishes. Note that the hypotheses
on R are preserved upon replacing R with Rsh. Proposition 2.7.6 and Lemma 2.7.5 therefore
yield an isomorphism of π-modules H2(Rsh, Ĝa) ≃ Rsh. We therefore have an isomorphism
E1,22 ≃ H
1(π,Rsh). This latter group is isomorphic to H1e´t(R,Ga), which vanishes.
Lemma 2.8.2. Let R be an Fp-algebra, and assume that F ∈ R[X,Y ] satisfies the identi-
ties:
F (X,Y ) = F (Y,X),
F (X,Y + Z) + F (Y,Z)− F (X + Y,Z)− F (X,Y ) = 0. (2.8.1)
Then there exist G ∈ R[X], an integer N ≥ 0, and r0, . . . , rN ∈ R such that
F (X,Y ) = G(X + Y )−G(X)−G(Y ) +
N∑
i=0
riS(X
pi , Y p
i
),
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where S(X,Y ) is the mod p reduction of the Witt polynomial ((X + Y )p −Xp − Y p)/p ∈
Z[X,Y ]. Further, any polynomial of the above form satisfies the identities (2.8.1).
Proof. It is straightforward to check that any polynomial of the form G(X + Y )−G(X)−
G(Y ) (over any ring) satisfies (2.8.1). It follows that the Witt polynomial, which is of this
form with G = Xp/p, satisfies these identities over Z, hence so does its mod p reduction.
Therefore, over any Fp-algebra, the composition of the Witt polynomial with the additive
map X 7→ Xp
i
also satisfies (2.8.1). It remains to show that any polynomial satisfying
(2.8.1) is of the form given in the lemma.
The identities (2.8.1) break up degree by degree, so we may assume that F is homoge-
neous of degree n ≥ 0. So let F (X,Y ) =
∑n
i=0 βi,n−iX
iY n−i ∈ R[X,Y ] be a homogenous
polynomial of degree n satisfying the identities (2.8.1). If n = 0, then F (X) = r for some
r ∈ R and we may take G(X) = −r, so assume that n > 0. The first identity in (2.8.1)
says that βi,j = βj,i for any i, j.
Comparing coefficients of Xn on both sides of the identity
F (X,Y + Z) + F (Y,Z)− F (X + Y,Z)− F (X,Y ) = 0 (2.8.2)
gives βn,0 = 0, so β0,n = 0 by symmetry. We may therefore assume that n > 1. We will show
that F is of the form given in the lemma by showing that for all 0 < i, j < n, either βi,n−i = 0
for all polynomials F , over all Fp-algebras R, satisfying (2.8.1), or else βj,n−j = λβi,n−i
for some universal λ ∈ Fp; that is, λ ∈ Fp depends only on n and i, j, and is independent
of both F and R. Once we show this, it follows that if 0 6= H(X,Y ) ∈ Fp[X,Y ] satisfies
(2.8.1), then every polynomial F ∈ R[X,Y ] satisfying (2.8.1) must be some R-multiple of
H. If n is not a power of p, then we may take H(X,Y ) = G(X + Y ) − G(X) − G(Y ),
where G(X) := Xn. If, on the other hand, n = pj+1 for some j ≥ 0, then we may take
H(X,Y ) := S(Xp
j
, Y p
j
). This claim about the βi,n−i all being universal multiples of one
another will therefore prove the lemma. So we concentrate on proving this claim.
Comparing coefficients of XaY bZc on both sides of (2.8.2) gives(
b+ c
b
)
βa,b+c =
(
a+ b
a
)
βa+b,c if a, c > 0. (2.8.3)
Let 0 < i < n, and let let j be such that the coefficient of pj in the base p expansion of i
is nonzero. We may apply (2.8.3) with a = i − pj, b = pj, c = n − i provided that i 6= pj.
Hence, when i 6= pj we have(
n− i+ pj
pj
)
βi−pj ,n−i+pj =
(
i
pj
)
βi,n−i.
By Lemma 2.2.7,
( i
pj
)
6= 0 in Fp because the jth digit in the base-p expansion of i is
nonzero. We therefore get that βi,n−i is some universal Fp-multiple of βi−pj ,n−i+pj . That is,
the XiY n−i-coefficient of F is some universal Fp-multiple of the Xi−p
j
Y n−i+p
j
-coefficient.
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Applying this inductively, we see that the XiY n−i-coefficient is some universal Fp-multiple
of βpl,n−pl, where l is any index such that the coefficient of p
l in the base p expansion of i
is nonzero. It therefore only remains to show that for any powers pj, pj
′
< n of p, βpj ,n−pj
is a universal Fp-multiple of βpj′ ,n−pj′ or vice versa (if βpj′ ,n−pj′ = 0).
We first show that if pj, pj
′
< n both have nonzero coefficients in the base p expansion
of n, then βpj ,n−pj′ is some universal Fp-multiple of βpj′ ,n−pj′ . We may of course suppose
that j 6= j′. We have βpj ,n−pj = βn−pj ,pj , and the coefficient of pj
′
in the base-p expansion
of n − pj is nonzero. By what we have just shown, therefore, βn−pj ,pj is some universal
Fp-multiple of βpj′ ,n−pj′ .
Next suppose that the coefficient of pj in the base p expansion of n is 0. Then we will
show that βpj ,n−pj = 0 unless n = pj+1. This will complete the proof of the lemma because
we will have shown that if n > 1 is not a power of p, then each of the βpj ,n−pj either
universally vanishes or is a universal multiple of one particular βpj ,n−pj , while if n = pr+1,
then they all vanish except perhaps for βpr,n−pr . So it remains to prove this claim.
So assume that pj < n and that n 6= pj+1, and apply (2.8.3) with a = pj, b = (p− 1)pj ,
c = n− pj+1. Since
(pj+1
pj
)
= 0 in Fp by Lemma 2.2.7, we get(
n− pj
(p− 1)pj
)
βpj ,n−pj = 0.
On the other hand, because pj < n and the base p expansion of n has vanishing pj coefficient,
the coefficient of pj in the base p expansion of n − pj is p − 1. By Lemma 2.2.7 again,
therefore,
( n−pj
(p−1)pj
)
6= 0, hence βpj ,n−pj = 0, as claimed.
Recall the following definition.
Definition 2.8.3. Let R be an Fp-algebra. An additive map T :M → N of R-modules is
said to be Frobenius-semilinear if T (rm) = rpT (m) for all r ∈ R and m ∈M .
Lemma 2.8.4. For any Fp-algebra R, the relative Frobenius R-isogeny F : Ga, R → Ga, R
induces a Frobenius-semilinear isomorphism of R-modules F̂ ∗ : Hi(R, Ĝa)→ Hi(R, Ĝa) for
all i > 2.
Proof. The Frobenius-semilinearity follows from the covariant (as opposed to contravariant,
which would yield Frobenius-inverse semilinearity) functoriality of ̂∗, together with the
equality F ◦mr = mrp ◦ F for r ∈ R, where mr : Ga, R → Ga, R is the multiplication by
r map. To show that F̂ ∗ is an isomorphism, we begin with the short exact sequence of
R-group schemes
1 −→ αp −→ Ga
F
−→ Ga −→ 1. (2.8.4)
By Proposition 2.2.14, the induced sequence
1 −→ Ĝa
F̂
−→ Ĝa −→ α̂p −→ 1
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is also short exact. To prove the lemma, it therefore suffices to show that Hi(R, α̂p) = 0 for
all i > 1. But this follows from the isomorphism α̂p ≃ αp, together with the sequence (2.8.4)
and the fact that the groups Hi(R,Ga) agree with the Zariski cohomology groups (because
Ga is quasi-coherent), hence – due to the affineness of Spec(R) – vanish for i > 0.
Lemma 2.8.5. Let R be a strictly Henselian local ring in which p = 0, and let M be a free
R-module of rank n. Let T : M → M be a Frobenius-semilinear isomorphism, and let I
denote the identity map of M . Then T − I : M →M is surjective with kernel of cardinality
pn.
Proof. Upon choosing an R-basis for M , T − I becomes a morphism φ of the vector group
scheme V (M) associated to M . We claim that φ is étale. In fact, this may be checked on
the fibers over a point of Spec(R), due to the fibral flatness criterion, hence we reduce this
étaleness claim to the case when R is a field, for which it suffices to note that the morphism
T has trivial differential due to Frobenius semilinearity, hence φ induces an isomorphism
on Lie algebras. Smoothness of M then implies that φ is étale.
Next we claim that φ is a finite morphism of constant degree pn. In fact, if we choose
a basis {ei} for M , then we have for each i that
T (ei) =
∑
j
rijej
for some rij ∈ R. Then on coordinate rings the map φ is given by the map
R[E1, . . . , En]→ R[X1, . . . ,Xn]
given by Ej 7→
∑
i(−Xj +
∑
jX
p
i rij). Thus, R[X1, . . . ,Xn] is given by taking the ring
φ∗(R[E1, . . . , En])[X1, . . . ,Xn] and then modding out by the relations given by A[X
p
1 . . . X
p
n]t =
[X1 . . . Xn]
t, where A is the matrix {−rij}. Since T is an isomorphism, this matrix is in-
vertible, hence these relations are equivalent to [Xp1 . . . X
p
n]t = A−1[X1 . . . Xn]
t, and these
relations give the finite module over φ∗(R[E1, . . . , En]) freely generated by the monomials∏n
i=1X
mi
i , where 0 ≤ mi < p. The morphism φ : V (M) → V (M) is therefore finite étale
surjective of constant degree pn.
Now an element of M is the same as an R-valued point of V (M), so in order to prove
the lemma we need to show that for any x ∈ V (M)(R), the fiber φ−1(x) has exactly pn
R-valued points. But because φ is finite étale of constant degree pn, this fiber is a finite
étale R-scheme of order pn. Since R is strictly Henselian local, it follows that it is a disjoint
union of pn copies of Spec(R), hence has exactly pn R-points.
Lemma 2.8.6. Let R be a strictly Henselian DVR of characteristic p > 0, and let M be
a finitely generated R-module with residue field κ. Let n := dimκ(κ ⊗R M). Suppose that
T : M → M is a Frobenius-semilinear isomorphism, and let I denote the identity map of
M . Then T − I :M →M is surjective with kernel of order pn.
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Proof. We first note that T induces isomorphisms Mtors →Mtors andM/Mtors →M/Mtors.
Indeed, it maps torsion elements into torsion elements, and the first map is clearly injective
while the second is clearly surjective. To show that both maps are isomorphisms, it suffices
to check that the map Mtors → Mtors induced by T is surjective. But given y ∈ Mtors, we
have y = T (x) for some x ∈M . Since y is torsion, we have πpℓy = 0 for some ℓ ≥ 0, hence
πpℓT (x) = T (πℓx) = 0, so πℓx = 0, hence x is torsion.
Applying the snake lemma to the diagram
0 Mtors M M/Mtors 0
0 Mtors M M/Mtors 0
T−I T−I T−I
shows that it suffices to treat the R-modules Mtors and M/Mtors. That is, we may assume
that M is either free or torsion. The case when M is free follows from Lemma 2.8.5.
To treat the case when M is torsion, we first note that if M is a κ-module, then the
result follows from Lemma 2.8.5 because κ is separably closed. It therefore suffices to show
thatM must be killed by a uniformizer π of R. If not, then we have πM 6= 0. It follows that
0 6= T ℓ(πM) ⊂ πpℓM for all positive integers ℓ, which is a contradiction because πpℓM = 0
for large ℓ. We deduce that πM = 0 as claimed.
Proposition 2.8.7. Let R be an Fp-algebra that is either a field or a Henselian DVR and
such that the fraction field k of R satisfies [k : kp] = p. Then H3(R, Ĝa) = 0.
Proof. By Lemma 2.8.1, we may assume that R is strictly Henselian. The proof will use
Breen’s spectral sequences discussed in Remark 2.5.8. We first consider the Leray spectral
sequence
Di,j2 = H
i(R,E xt jR(Ga,Gm)) =⇒ Ext
i+j
R (Ga,Gm).
We claim that the R-linear (for the actions coming from the R-action on Ga given by
X 7→ rX for r ∈ R) map
H3(R, Ĝa) = D
3,0
2 → D
3 = Ext3R(Ga,Gm) (2.8.5)
is injective. For this, it suffices to show that D1,12 = D
0,2
2 = 0. The first group vanishes by
Proposition 2.2.14, and the second by Lemma 2.5.11.
Next we consider the Breen spectral sequence
′Ei,j2 = Ext
i
R(Hj(A(Ga)),Gm) =⇒ Ext
i+j
R (A(Ga),Gm).
This provides an R-linear map
Ext3R(Ga,Gm) =
′E3,02 →
′E3 = Ext3R(A(Ga),Gm), (2.8.6)
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(where the first equality is by (2.5.3)) which we claim is also injective. To prove this
injectivity, it suffices to show that ′E1,12 =
′E0,22 = 0. The first group vanishes be-
cause H1(A(Ga)) = 0 by (2.5.4), and the second group – using (2.5.4) again – equals
HomR(Ga/2Ga,Gm), and Ga admits no nontrivial homomorphisms to Gm over a reduced
ring by Proposition 2.5.3(i).
In order to study the group Ext3R(A(Ga),Gm), we use the other Breen spectral sequence
Ei,j1 = H˜
j(Xi,Gm) =⇒ Ext
i
R(A(Ga),Gm),
where recall that the Xi are some explicit finite disjoint unions of finite products of copies
of Ga, R. Because the only global units on Gna,R are those coming from the base (Lemma
2.5.2), and because Pic(Gna,R) = 0, we see that
Ei,01 = E
i,1
1 = 0 for all i. (2.8.7)
We claim that the edge map E3 = Ext3R(A(Ga),Gm) → E
0,3
1 ⊂ H
3(X0,Gm) is trivial.
Indeed, since the source is p-torsion, it suffices to show that H3(X0,Gm)[p] = 0, and this
follows from [Tre, §1, Thm. ]. It follows from this and (2.8.7) that we obtain an inclusion –
functorial in R-morphisms of Ga –
Ext3R(A(Ga),Gm) = E
3 →֒ E1,22 [p]. (2.8.8)
So we now compute E1,22 . By (2.5.6), X0 = Ga, R, X1 = G
2
a, R, and X2 = G
2
a, R
∐
G3a, R.
The differentials E0,i1 → E
1,i
1 and E
1,i
1 → E
2,i
1 are given by the maps in (2.5.7) and (2.5.8),
so if we for shorthand denote these maps by f0 and f1, respectively, so that we have a
complex
B˜r(Ga, R)
f0
−→ B˜r(G2a, R)
f1
−→ B˜r(G2a, R)× B˜r(G
3
a, R),
then
E1,22 =
ker(f1)
im(f0)
.
Taking the composition of the maps (2.8.5), (2.8.6), and (2.8.8), therefore, we obtain an
inclusion
ζ : H3(R, Ĝa) →֒
(
ker(f1)
im(f0)
)
[p] (2.8.9)
that respects the (not a priori additive in R; see Remark 2.5.7) R-action on both groups.
Since Br(Ga, R) is p-divisible ([Tre, Thm. and Prop. ]), the same holds for B˜r(Ga, R). It
follows that the same holds for im(f0), hence the map
ker(f1)[p]→
(
ker(f1)
im(f0)
)
[p]
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is surjective; that is each class in (ker(f1)/im(f0))[p] is represented by an element of
ker(f1)[p]. By Proposition 2.6.3, therefore, any element of (ker(f1)/im(f0))[p] is represented
by a Brauer element of the form ψ(ω) for some differential form ω ∈ Ω1R[X,Y ]. By Lemma
2.8.4, any such element coming from H3(R, Ĝa) via the map ζ of (2.8.9) is represented by
ψ(F ∗ω) for some ω ∈ Ω1R[X,Y ]. Then F
∗ω = H(X,Y )ω′ for some H ∈ R[X,Y ] and ω′ ∈ Ω1R,
since d(Xp) = d(Y p) = 0. There is an element t ∈ R such that R =
∑p−1
i=0 t
iRp and such
that Ω1R is free of rank one with generator dt. Indeed, when R is a field this follows from
[Mat, Thm. 26.5], and when R is a DVR it follows from Lemma 2.7.5. By Lemma 2.7.1,
therefore, for any α ∈ H3(R, Ĝa), we have ζ(α) = ψ(H(X,Y )dt) for some H ∈ R[X,Y ]
such that H contains no nonconstant monomials of the form (XaY b)p. Since H ∈ ker(f1),
it follows from the very definition of f1 that
ψ((H(X,Y )−H(Y,X))dt) = 0,
ψ((H(X,Y + Z) +H(Y,Z)−H(X + Y,Z)−H(X,Y ))dt) = 0.
Since H contains no conconstant monomials of the form XpaY pb, Lemma 2.7.2 implies
that we must have
H(X,Y )−H(Y,X) = 0,
H(X,Y + Z) +H(Y,Z)−H(X + Y,Z)−H(X,Y ) = 0.
Then – again using the fact that H contains no noconstant monomials with both exponents
divisible by p – Lemma 2.8.2 implies that H(X,Y ) = G(X+Y )−G(X)−G(Y )+rS(X,Y )
for some G ∈ R[X,Y ] and some r ∈ R, where recall that S is the mod p reduction of the
Witt polynomial ((X + Y )p −Xp − Y p)/p ∈ Z[X,Y ].
This means that by modifying ψ(H(X,Y )dt) by the element f0(ψ(G(X)dt)) = (G(X +
Y ) − G(X) − G(Y ))dt, we may assume that H(X,Y ) = rS(X,Y ) for some r ∈ R. Be-
cause S(X,Y ) is homogenous of degree p, the R-action on Ga induces an R-action on
ψ(R · S(X,Y )dt) by having r ∈ R act via multiplication by rp: r · ψ(r′S(X,Y )dt) =
ψ(r′S(rX, rY )dt) = ψ(rpr′S(X,Y )dt). We have just shown that the map of R-sets (with
actions that are multiplicative in R but not a priori necessarily additive in R; see Remark
2.5.7)
R −→
(
ker(f1)
im(f0)
)
[p]
sending r to the class of ψ(rS(X,Y )dt) – and with R-action on the left given by r · s := rps
– has image containing the R-submodule (and not just R-set) H3(R, Ĝa) ≃ ζ(H3(R, Ĝa)).
We deduce that H3(R, Ĝa) is a finitely generated R-module, because R with R-action given
for r ∈ R by multiplication by rp is a finitely generated R-module.
If F : Ga, R → Ga, R is the relative Frobenius R-isogeny, then by Lemma 2.8.4 the
induced map
F̂ ∗ : H3(R, Ĝa)→ H
3(R, Ĝa)
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is a Frobenius-semilinear isomorphism. We claim that the map
F̂ ∗ − I : H3(R, Ĝa)→ H
3(R, Ĝa)
has trivial kernel. Since H3(R, Ĝa) is finitely generated and R is strictly Henselian, Lemma
2.8.6, together with Nakayama’s Lemma, will then imply that H3(R, Ĝa) = 0.
We have F̂ ∗ − I = F̂ − I
∗
. The short exact sequence of R-group schemes
1 −→ Z/pZ −→ Ga
F−I
−−−→ Ga −→ 1,
yields by Proposition 2.2.14 a short exact sequence
1 −→ Ĝa
F̂−I
−−−→ Ĝa −→ µp −→ 1,
where we have used the isomomorphism Ẑ/pZ ≃ µp. In order to prove that F̂ ∗ − I :
H3(R, Ĝa)→ H
3(R, Ĝa) has trivial kernel, therefore, it suffices to show that H2(R,µp) = 0.
But this follows from the exact sequence of R-group schemes
1 −→ µp −→ Gm
p
−→ Gm −→ 1
together with the fact that Hi(R,Gm) = 0 for i > 0, since the cohomology may be taken to
be étale due to the smoothness of Gm, and because the higher étale cohomology of strictly
Henselian local rings vanishes.
2.9 Comparison between Čech and sheaf cohomology
We shall in several places require an explicit description of certain cohomology classes
in terms of Čech cocycles. In particular, if G is an affine commutative group scheme of
finite type over a field k, then we will need to know that the canonical map Hˇi(k,F ) →
Hi(k,F ) from fppf Čech to derived functor cohomology is an isomorphism in low degrees
for F = G or Ĝ. In this section we prove this for F = G in all degrees and without
affineness assumptions on G (Proposition 2.9.8), and we prove this for F = Ĝ up to degree
2 (Proposition 2.9.11).
Remark 2.9.1. The canonical map from Čech to derived functor cohomology is an isomor-
phism in degrees 0 and 1, and injective in degree 2, for any sheaf on any site. The real
content in the statement above for F = Ĝ is therefore the surjectivity in degree 2.
Proposition 2.9.2. Let k be a perfect field, and let F be an fppf abelian sheaf on the
category of all k-schemes that is locally of finite presentation (Definition F.0.1). Then the
canonical map Hˇi(k,F )→ Hi(k,F ) is an isomorphism for all i.
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Proof. By the Nullstellensatz and because k is perfect, any fppf cover of Spec(k) may be
refined by one of the form Spec(L) for some finite Galois extension L/k contained in k.
We may therefore compute the Čech cohomology using only these covers. But these Čech
cohomology groups are precisely the Galois cohomology groups of lim
−→L
F (L), and these
agree with the étale cohomology groups. By Proposition F.0.2, they therefore also agree
with the fppf cohomology groups.
Lemma 2.9.3. Let k be a field, and let F be a presheaf on the category of all k-schemes
such that F is locally of finite presentation. Then the Čech cohomology groups Hˇi(k,F )
may be computed using the (not generally fppf) cover Spec(k)→ Spec(k).
Proof. By the Nullstellensatz, any fppf cover of Spec(k) may be refined by one of the
form Spec(L), where L is a finite extension of k contained in k, hence the Čech cohomology
groups may be computed using only covers of the form Spec(L) for such L. Since F (k
⊗kn) =
lim
−→L
F (L⊗kn) for all n > 0, one may therefore replace a direct limit over these covers with
the Čech groups obtained using the single cover Spec(k).
Lemma 2.9.4. Let G be a smooth commutative group scheme over a field k. Then the
groups Hj(k
⊗kn, G) vanish for all j, n > 0.
Proof. By Proposition F.0.2, in order to prove the lemma it is enough to show that
lim−→
L
Hj(L⊗kn, G) = 0, (2.9.1)
where the limit is over all finite extensions L/k contained in k. Since G is smooth, the
cohomology may be taken to be étale. If L′ ⊂ L is the maximal subfield of L separable
over k, then the morphism Spec(L⊗kn)→ Spec(L′⊗kn) is radicial, hence
Hj(L⊗kn, G)
∼
−→ Hj(L′⊗kn, G).
The limit in (2.9.1) may therefore be taken to be over all finite Galois extensions L/k. But
because higher étale cohomology over separably closed fields is trivial, it suffices to note
that since L⊗kn is just a product of copies of L for L/k finite Galois, it follows that for
any α ∈ Hj(L⊗kn, G) there is a finite extension L′/L – still Galois over k – such that the
image of α dies in Hj(L′⊗kn, G), because the induced map from a product of copies of L to
a product of copies of L′ is given on each factor of L by a diagonal embedding into some
subset of the factors in the product of copies of L′.
Lemma 2.9.5. Let I be an infinitesimal commutative group scheme over a field k. Then
Hj(k
⊗kn) = 0 for all j, n > 0.
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Proof. We may assume that char(k) = p > 0, since in the characteristic 0 case I must be
trivial. Over k, hence over k
⊗kn, I has a filtration with successive quotients isomorphic to
either αp or µp. We may therefore assume that I is one of these groups. The short exact
sequences
1 −→ αp −→ Ga
F
−→ Ga −→ 1
1 −→ µp −→ Gm
p
−→ Gm −→ 1
(where F is the relative Frobenius isogeny of Ga over k), together with Lemma 2.9.4, reduce
us to showing that the pth power map on k
⊗kn is surjective. Since this map is additive, the
desired surjectivity follows from the surjectivity of the pth power map on k.
For a scheme S and an fppf abelian sheaf F on S, let H j(F ) denote the presheaf
U 7→ Hj(U,F ).
Proposition 2.9.6. Let G be a commutative group scheme over a field k. Assume that
G is either smooth or infinitesimal. Then the canonical map Hˇi(k,G) → Hi(k,G) is an
isomorphism for all i.
Proof. Consider the Čech-to-derived functor spectral sequence
Ei,j2 = Hˇ
i(k,H j(G)) =⇒ Hi+j(k,G).
In order to prove the proposition, it suffices to show that Ei,j2 = 0 for all j > 0. By
Proposition F.0.2, the presheaves H j(G) are locally of finite presentation, so by Lemma
2.9.3, their Čech cohomology groups may be computed using the cover Spec(k)→ Spec(k).
In order to show that Ei,j2 = 0 for all j > 0, therefore, it suffices to show that
Hj(k
⊗kn, G) = 0 (2.9.2)
for all j, n > 0, and this is the content of Lemmas 2.9.4 and 2.9.5.
Lemma 2.9.7. Suppose given a short exact sequence
1 −→ I −→ G −→ H −→ 1 (2.9.3)
of locally finite type commutative group schemes over a field k, with I infinitesimal. Then
this induces a long exact sequence of Čech cohomology groups
· · · → Hˇi(k, I)→ Hˇi(k,G)→ Hˇi(k,H)→ Hˇi+1(k, I)→ . . .
that is compatible with the long exact sequence of derived functor cohomology groups via the
canonical maps from Čech to derived functor cohomology.
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Proof. By Lemma 2.9.3, we may compute the Čech cohomology groups using the cover
Spec(k)→ Spec(k). What we need to show is that the sequence of Čech complexes associ-
ated to this cover coming from the sequence (2.9.3) is short exact. The compatibility with
the derived functor long exact sequence will then follow from Proposition E.2.1.
The left-exactness of the sequence of Čech complexes is immediate. In order to prove
right-exactness, we need to show that for all n > 0, the map G(k
⊗kn) → H(k
⊗kn) is
surjective, for which it suffices to show that H1(k
⊗kn, I) = 0, and this follows from Lemma
2.9.5.
Proposition 2.9.8. If G is a commutative group scheme locally of finite type over a field
k, then the canonical map Hˇi(k,G)→ Hi(k,G) is an isomorphism for all i.
Proof. By [SGA3, VIIA, Prop. 8.3], there is an exact sequence
1 −→ I −→ G −→ H −→ 1
with I infinitesimal and H smooth. By Lemma 2.9.7, we obtain a commutative diagram of
long exact sequences
. . . Hˇi(k, I) Hˇi(k,G) Hˇi(k,H) Hˇi+1(k, I) . . .
. . . Hi(k, I) Hi(k,G) Hi(k,H) Hi+1(k, I) . . .
in which the vertical maps between cohomology groups for I and H are isomorphisms by
Lemma 2.9.6. The Five Lemma implies that the vertical maps for G are isomorphisms as
well.
We now turn to the comparison between Čech and derived functor cohomology for Ĝ.
Lemma 2.9.9. If U is a smooth connected unipotent group over a field k of characteristic
p > 0, then the canonical map Hˇi(k, Û ) → Hi(k, Û ) is an isomorphism for i = 2 and
injective for i = 3.
Recall that for an fppf abelian sheaf on a scheme S, H j(F ) denotes the presheaf
U 7→ Hj(U,F ).
Proof. Recall from Remark 2.9.1 that the map is automatically injective for i = 2. Consider
the Čech-to-derived functor spectral sequence
Ei,j2 = Hˇ
i(k,H j(Û )) =⇒ Hi+j(k, Û ).
To prove the lemma, it suffices to show that E0,22 = E
1,1
2 = 0. Note that the presheaf
H j(F ) is locally of finite presentation by Proposition F.0.2, so by Lemma 2.9.3 we may
compute its Čech cohomology groups using the cover Spec(k)→ Spec(k).
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In order to show that E0,22 vanishes, it suffices to show that H
2(k, Û) = 0, and this holds
because the higher cohomology of k with coefficients in any fppf abelian sheaf vanishes due
to the Nullstellensatz. In order to show that E1,12 = Hˇ
1(k,H 1(Û)) vanishes, it suffices to
show that H1(k ⊗k k, Û) = 0, and this in turn follows from Corollary 2.2.12 because U
admits a filtration with successive Ga quotients over k, hence over k ⊗k k.
Lemma 2.9.10. Let k be a field of positive characteristic, and suppose that we have a short
exact sequence
1 −→ H −→ G −→ U −→ 1 (2.9.4)
of commutative k-group schemes with U smooth, connected, and unipotent. Then this in-
duces a long exact Čech cohomology sequence
· · · −→ Hˇi(k, Û ) −→ Hˇi(k, Ĝ) −→ Hˇi(k, Ĥ) −→ Hˇi+1(k, Û ) −→ . . .
that is compatible with the derived functor long exact sequence (which exists by Proposition
2.3.1).
Proof. We first note that the Čech cohomology groups may be computed suing the cover
Spec(k) → Spec(k), by Lemma 2.9.3. We want to show that the resulting sequence of
Čech complexes obtained from (2.9.4) is short exact. The compatibility of the Čech long
exact sequence with the derived functor long exact sequence will then follow from Propo-
sition E.2.1. The left-exactness is immediate, so the only issue is right-exactness, which
amounts to showing that for every n > 0, the map Ĝ(k
⊗kn)→ Ĥ(k
⊗kn) is surjective. Since
E xt1k(U,Gm) = 0 (indeed, to show this we may replace k by a finite extension and thereby
assume that U is filtered by Ga, and then the claim follows from Proposition 2.2.14), in
order to show this, it suffices by Proposition 2.3.1 to show that H1(k
⊗kn, Û) = 0. This
follows from Corollary 2.2.12 because U admits a filtration with successive Ga quotients
over k, hence over k
⊗kn.
Proposition 2.9.11. Let G be an affine commutative group scheme of finite type over a
field k. Then the canonical map Hˇi(k, Ĝ)→ Hi(k,G) is an isomorphism for i ≤ 2.
Proof. By Proposition 2.9.2, we may assume that char(k) > 0. By Remark 2.9.1, the only
nontrivial point is the surjectivity when i = 2. By Lemma 2.1.7, there is an exact sequence
1 −→ H −→ G −→ U −→ 1
with H an almost-torus and U smooth connected unipotent over k. Lemma 2.9.10 then
provides a commutative diagram with exact rows
Hˇ2(k, Û ) Hˇ2(k, Ĝ) Hˇ2(k, Ĥ) Hˇ3(k, Û )
H2(k, Û ) H2(k, Ĝ) H2(k, Ĥ) H3(k, Û )
∼ ∼
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in which the first vertical arrow is an isomorphism and the last an inclusion by Lemma
2.9.9, and the third vertical arrow is an isomorphism by Propositions 2.3.5 and 2.9.8. A
diagram chase now shows that the middle vertical arrow, which is an inclusion by Remark
2.9.1, is an isomorphism.
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Chapter 3
Local Fields
In this chapter we establish the main local duality results (involving the perfection of the
local duality pairings) stated in §1.2, particularly Theorems 1.2.1, 1.2.2, and 1.2.4 (see
Propositions 3.2.2, 3.5.10, and 3.6.2). An important step in this process is defining and
studying the topology on the groups H1(k,G) and H1(k, Ĝ), where k is a local field, and G
is an affine commutative k-group scheme of finite type. This is done in §3.3. The proofs of
Theorems 1.2.2 and 1.2.4 are intertwined, so we begin by only proving Theorem 1.2.4 for
almost-tori (§3.4), and then turn to proving Theorem 1.2.2 (§3.5) before finally completing
the proof of Theorem 1.2.4 (§3.6). Before turning to these local duality results, however,
we prove vanishing theorems for the cohomology of G and Ĝ over local and global fields
that will prove useful in the sequel (Propositions 3.1.2 and 3.1.3).
3.1 Cohomological vanishing over local and global fields
The purpose of this section is to prove that the groups Hi(k,G) vanish for i > 2 whenever
k is either a non-archimedean local field or a global field with no real places and G is an
affine commutative k-group scheme of finite type (Proposition 3.1.2), and to prove the same
for H3(k, Ĝ) (Proposition 3.1.3). Although this chapter is primarily about local fields, we
also prove these vanishing results in the global setting here because it is more efficient to
handle both cases simultaneously.
Lemma 3.1.1. Let S be a scheme, I a finite locally free commutative S-group scheme. Let
f : Sfppf → Se´t denote the natural morphism. Then Ri f∗I = 0 for i > 1. If we further
assume that I has connected fibers over S and that S is reduced, then the same holds for
i = 0.
Proof. By [Me, II, 3.2.5], there is an exact sequence
1 −→ I −→ G −→ H −→ 1
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with G,H smooth fiberwise connected affine commutative S-groups. Explicitly, G =
R
Î/S
(GL1), with Î the (representable) Cartier dual of I, and H := G/A, where the quotient
exists as an affine S-group of finite type over which G is faithfully flat by [SGA3, V, 4.1].
The S-group H inherits smoothness and fiberwise connectedness from its fppf cover G.
In order to prove the first assertion, therefore, it suffices to show that Ri f∗G = 0 for
any smooth S-group scheme G and all i > 0. But this étale sheaf is the (étale) sheafifica-
tion of the presheaf U 7→ Hifppf(U,G). Since fppf and étale cohomology agree for smooth
commutative group schemes, this is the same as the étale sheafification of the presheaf
U 7→ Hie´t(U,G), and this vanishes for i > 0, as it agrees with R
i Id∗G, where Id : Se´t → Se´t
is the identity.
Finally, assume that S is reduced and that I has connected fibers. Then any étale
S-scheme T is also reduced. Since IT is finite and fiberwise connected, any T -section of IT
is trivial in each fiber, hence, since T is reduced, it is trivial. Therefore, f∗I = 0.
Proposition 3.1.2. Let k be a non-archimedean local field or a global field with no real
places, and let G be a commutative k-group scheme of finite type. Then Hi(k,G) = 0 for
i > 2.
Proof. Step 1: G is finite. We may write G as the product of its l-primary parts for
different primes l, hence we may assume that it is of prime power order. In the case that
char(k) ∤ |G|, G is étale, and the lemma follows from results of Poitou–Tate, using the fact
that étale and fppf cohomology agree for commutative smooth group schemes. (See [Mi1,
Ch. I, Thm. 4.10(c)] for the case in which k is global, and [Ser2, Ch. I, §5.3, Prop. 15] for
the case in which k is local, and then apply a limit argument.) Thus, we may assume that
char(k) = p > 0 and that G is of p-power order.
Using the connected-étale sequence, it suffices to treat the cases in which G is étale
or infinitesimal. If G is étale, then since any field of characteristic p has p-cohomological
dimension ≤ 1 [Ser2, Ch. II, §2.2, Prop. 3], we are done. If G is infinitesimal, then by Lemma
3.1.1, Rif∗G 6= 0 for i 6= 1, where f : Spec(k)fppf → Spec(k)e´t is the natural morphism of
sites. Therefore Hifppf(k,G) = H
i−1
e´t (k,R
1f∗G), and this latter group is 0 for i > 2, again
because fields of characteristic p have p-cohomological dimension ≤ 1.
Step 2: G is a torus. By Lemma 2.1.3 (iv), we may harmlessly modify G in order to assume
that there is an isogeny Rk′/k(T ′)×A։ G, for some finite k-group scheme A, some finite
separable extension k′/k, and some split k′-torus T ′. Thus, by Step 1, we may assume that
G = Rk′/k(Gm). Since Rk′/k(Gm) is smooth, we may take our cohomology to be étale.
Since finite pushforward is exact on categories of étale sites, we have Hi(k,Rk′/k(Gm)) ≃
Hi(k′,Gm), so (renaming k′ as k) we are reduced to the case G = Gm.
By Step 1, k has cohomological dimension at most 2, hence has strict cohomological
dimension at most 3. It follows that Hi(k,Gm) = 0 for i > 3, hence it only remains to
show that H3(k,Gm) = 0, which is proved in [CF, Ch.VII, §11.4]. Alternatively, we may
treat this by reduction to the finite case treated in Step 1. Since higher Galois cohomology
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is torsion, it suffices to show that Hi(k,Gm)[n] = 0 for i > 2 and any positive integer n.
We have the Kummer sequence (of fppf sheaves)
1 −→ µn −→ Gm
n
−→ Gm −→ 1
so the desired vanishing of Hi(k,Gm)[n] for i > 2 follows from Step 1.
Step 3: General G. By Step 1 and Lemma 2.1.1, we may assume that G is smooth and
connected. Using the exact sequence
1 −→ ker(F (p
n)) −→ G
F (p
n)
−−−−→ G(p
n) −→ 1,
where F (p
n) is the n-fold relative Frobenius isogeny, it suffices to prove the proposition for
some n-fold Frobenius twist of G. Over the perfect closure kperf of k, Chevalley’s Theorem
provides an exact sequence
1 −→ L −→ Gkperf −→ A −→ 1
with L smooth, connected, and affine and A an abelian variety. There is therefore such an
exact sequence over k for some G(p
n). We may therefore assume that G is either smooth,
connected, and affine, or an abelian variety.
First consider the affine case. If T ⊂ G is the maximal torus, then G/T is unipotent. By
Step 2, we may therefore assume that G is unipotent, and then we are done by Proposition
2.5.4(i). Now suppose that G = A is an abelian variety. Since higher Galois cohomology
is torsion, it suffices to show that Hi(k,A)[n] = 0 for all i > 2 and all positive integers n.
This follows from Step 1 and the short exact sequence
1 −→ A[n] −→ A
n
−→ A −→ 1.
Proposition 3.1.3. Let k be a non-archimedean local field or a global field with no real
places, and let G be an affine commutative k-group scheme of finite type. Then H3(k, Ĝ) =
0.
Proof. In the characteristic 0 setting, we are free to replace the fppf with the étale site
everywhere, due to Proposition F.0.2. First, if we have a short exact sequence
1 −→ G′ −→ G −→ G′′ −→ 1
of group schemes as in the proposition, then, by Proposition 2.3.1, if the result holds for G′
and G′′, then it also holds for G. Thanks to Lemma 2.1.7, therefore, we may assume that
G is either Ga or an almost-torus. The Ga case follows from Proposition 2.8.7 in positive
characteristic and the much easier Proposition 2.5.1 in characteristic 0. Thanks to Lemma
2.1.3(ii), we may therefore assume that G is either finite or a torus. When G is finite, then
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so is Ĝ, so we are done by Proposition 3.1.2. We may therefore assume that G = T is a
torus.
Let k′/k be a finite separable extension such that T splits over k′. Then we have the
natural inclusion T →֒ Rk′/k(T ′), where T ′ is the split k′-torus Tk′ , so we have an exact
sequence
1 −→ T −→ Rk′/k(T
′) −→ S −→ 1
for some k-torus S. This yields an exact sequence
H3(k, ̂Rk′/k(T ′)) −→ H
3(k, T̂ ) −→ H4(k, Ŝ)
These groups are all tori, so their fppf Gm dual sheaves are represented by étale group
schemes, hence we may take their cohomology to be étale. In particular, H4(k, Ŝ) van-
ishes because local and global function fields have strict cohomological dimension 3 (by
Proposition 3.1.2). We may therefore assume that T = Rk′/k(Gm) for some finite separable
extension k′/k.
By Proposition 2.3.6, we have ̂Rk′/k(Gm) ≃ Rk′/k(Ĝm) = Rk′/k(Z). Since finite push-
forward is exact between categories of étale sheaves, we have H3(k, ̂Rk′/k(Gm)) ≃ H3(k′,Z).
Replacing k with k′, it therefore suffices to show that H3(k,Z) = 0. Using the exact se-
quence
0 −→ Z −→ Q −→ Q/Z −→ 0
and the fact that the constant Galois module Q is uniquely divisible (hence its higher
Galois cohomology vanishes), this is equivalent to the assertion that H2(k,Q/Z) = 0. This
is proved when char(k) = 0 in [Ser1, §6.5]. The proof goes through verbatim in characteristic
p except that one must show that the map H1(k,Qp/Zp)→ H2(k,Z/pZ) coming from the
exact sequence
0 −→ Z/pZ −→ Qp/Zp
p
−→ Qp/Zp −→ 0
is surjective. This holds because the latter group vanishes (e.g., because any field of char-
acteristic p has p-cohomological dimension at most 1, by [Ser2, Ch. II, §2.2, Prop. 3]).
3.2 Duality between H2(k,G) and H0(k, Ĝ)pro
The purpose of this section is to prove Theorem 1.2.1.
Lemma 3.2.1. Let k be a field, and let G be a commutative k-group scheme of finite type.
Then H2(k,G) is a torsion group.
Proof. If G is smooth then this is immediate from the fact that H2(k,G) = H2e´t(k,G)
because higher Galois cohomology is torsion. For general G, there exists by [SGA3, VIIA,
Prop. 8.3] an infinitesimal k-subgroup scheme I ⊂ G such that H := G/I is smooth. Since
H2(k, I) is clearly torsion, and H2(k,H) is torsion because H is smooth, H2(k,G) is torsion
as well.
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Proposition 3.2.2. Theorem 1.2.1 holds. That is, if k is a local field of positive charac-
teristic, and G is an affine commutative k-group scheme of finite type, then the cohomology
group H2(k,G) is torsion, Ĝ(k) is finitely generated, and cup product H2(k,G) × Ĝ(k) →
H2(k,Gm)
inv
−−→
∼
Q/Z induces a functorial continuous perfect pairing of locally compact Haus-
dorff abelian groups
H2(k,G) × Ĝ(k)pro → Q/Z,
where H2(k,G) and Ĝ(k) are discrete.
Proof. That H2(k,G) is torsion follows from Lemma 3.2.1. The continuity of the cup
product pairing
H2(k,G) × Ĝ(k)
∪
−→ H2(k,Gm)
∼
−→
inv
Q/Z
in Theorem 1.2.1 is trivial, since by definition both groups H2(k,G) and Ĝ(k) are dis-
crete. The abelian group Ĝ(k) is finitely generated, by reduction to the case of finite
group schemes, unipotent groups, and tori, using Lemmas 2.1.7 and 2.1.3(ii), so we have
Homcts(Ĝ(k)pro,Q/Z) = Hom(Ĝ(k),Q/Z). Theorem 1.2.1 is therefore equivalent to the
assertion that the map H2(k,G) → Ĝ(k)∗ is an isomorphism. Indeed, it then follows that
the map Ĝ(k)pro → H2(k,G)∗ is a continuous bijective homomorphism, and since the source
is compact and the target is Hausdorff, it must therefore be a homeomorphism as well. We
already know Theorem 1.2.1 if G is finite, thanks to Tate local duality for finite group
schemes (as supplemented in [Čes2] for group schemes of p-power order in characteristic
p > 0; see Remark 1.2.12).
Next we prove the proposition in the special case G = Rk′/k(Gm) with k′/k a finite
separable extension. We have a natural isomorphism H2(k′,Gm) ≃ H2(k,Rk′/k(Gm)), since
we may take the cohomology to be étale, and finite pushforward is exact between categories
of étale sheaves. In addition, by Proposition 2.3.6, the norm map Nk′/k : Ĝm(k′) →
̂Rk′/k(Gm)(k) is an isomorphism. By Proposition C.0.3, we have a commutative diagram
H2(k′,Gm) Ĝm(k
′) Q/Z
H2(k,Rk′/k(Gm)) ̂Rk′/k(Gm)(k) Q/Z
×
∼
Nk′/k∼
×
Therefore, in order to prove Theorem 1.2.1 for G = Rk′/k(Gm) over k, it suffices to prove
it for G = Gm over k′, for which it is trivial, since the pairing H2(k′,Gm) × Ĝm(k′) →
H2(k′,Gm) is the one which sends a generator for Ĝm(k′), namely the identity character
of Gm, to the identity map H2(k′,Gm)→ H2(k′,Gm).
Now suppose that G is an almost-torus. By Lemma 2.1.3(iv), after harmlessly modifying
G we may assume that there is an isogeny B × Rk′/k(T ′) ։ G for some finite separable
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extension k′/k, some split k′-torus T ′, and some finite commutative k-group scheme B. For
notational convenience, let us denote B × Rk′/k(T ′) by X, and let A := ker(X → G).
The exact sequence
1 −→ A −→ X −→ G −→ 1
yields a commutative diagram of exact sequences
H2(k,A) H2(k,X) H2(k,G) 0
Â(k)∗ X̂(k)∗ Ĝ(k)∗ 0
∼ ∼
The first two vertical arrows are isomorphisms because we already know Theorem 1.2.1 for
X and the k-finite A. The bottom row is exact because (·)∗ is an exact functor on abelian
groups, and the 0 in the top row is because H3(k,A) = 0 by Proposition 3.1.2. The diagram
shows that H2(k,G)→ Ĝ(k)∗ is an isomorphism, hence proves Theorem 1.2.1 for G.
Finally, suppose G is an arbitrary affine commutative k-group scheme of finite type. By
Lemma 2.1.7, there is an exact sequence
1 −→ H −→ G −→ U −→ 1
with H an almost-torus and U split unipotent. This yields a commutative diagram of exact
sequences
0 H2(k,H) H2(k,G) 0
0 Ĥ(k)∗ Ĝ(k)∗ 0
∼
The 0’s in the top row are because Hi(k, U) = 0 for i = 1, 2, by Proposition 2.5.4. The 0’s
in the bottom row are because Û(k) = 0 and H1(k, Û ) = 0 by Proposition 2.5.4 again. The
first vertical map is an isomorphism by the already-treated case of almost-tori, so the other
vertical map is also an isomorphism.
3.3 Topology on local cohomology
In this section we describe a topology on the group H1(k,G) for k a local field and G a
locally finite type commutative k-group scheme, and we prove various desirable properties
for this topology. For H a k-group scheme locally of finite type, [Čes1] describes a topology
on H1(k,H), and shows it to have various desirable properties. The topology is defined as
follows. A subset U ⊂ H1(k,H) is open if for every locally finite type k-scheme X, and
every H-torsor sheaf X → X for the fppf topology, the set {x ∈ X(k) | Xx ∈ U} ⊂ X(k)
is open, where X(k) is endowed with its usual topology inherited from that on k.
74
This topology on H1(k,G) for commutative k-group schemes G locally of finite type
applies in particular to the fppf Gm-dual of an almost-torus by Proposition 2.3.5. We shall
later require a topology on H1(k, Ĝ) for arbitrary affine commutative k-group schemes G
of finite type (not just for G an almost-torus), a topic we address in §3.6.
One may endow H1(k,G) with a topology in a different manner, by means of the Čech
topology, defined as follows. For any finite extension L/k, both L and L⊗kL come equipped
with natural topologies as k-algebras and therefore so do G(L) and G(L⊗kL) as topological
groups. We endow the Čech cohomology group Hˇ1(L/k,G) with the subquotient topology,
and the Čech cohomology group Hˇ1(k,G) = lim−→L Hˇ
1(L/k,G) with the direct limit topology.
Finally, for any locally finite type k-group scheme G, we endow G(k) with its usual
topology (inherited from that on k), and H2(k,G) with the discrete topology. We summarize
some of the basic facts that we require about the topology on H1(k,G) below.
Proposition 3.3.1. Let k be a local field, and let G,H be commutative k-group schemes
locally of finite type.
(i) The group H1(k,G) is a locally compact Hausdorff topological group.
(ii) Given a k-group homomorphism G → H, the induced map H1(k,G) → H1(k,H) is
continuous.
(iii) If G is smooth, then H1(k,G) is discrete. In particular, if char(k) = 0 then H1(k,G)
is discrete.
(iv) The topology on H1(k,G) agrees with the Čech topology via the natural isomorphism
Hˇ1(k,G) ≃ H1(k,G).
Now suppose that one has a short exact sequence of locally finite type commutative k-group
schemes
1 −→ G′ −→ G −→ G′′ −→ 1.
(v) The maps in the associated long exact cohomology sequence up to the H2 level are
continuous.
(vi) The map H1(k,G)→ H1(k,G′′) is open.
(vii) If G is smooth, then the map G′′(k)→ H1(k,G′) is open.
Proof. (i) This follows from [Čes1, Prop. 3.6(c), Prop. 3.7(c), Prop. 3.9].
(ii) [Čes1, Cor. 2.7(i)].
(iii) [Čes1, Prop. 3.5(a)].
(iv) [Čes1, Thm. 5.11].
(v) [Čes1, Prop. 4.2].
(vi) [Čes1, 4.3(d)].
(vii) [Čes1, 4.3(b)].
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Lemma 3.3.2. Let k′/k be a finite separable extension of (arbitrary) fields, and let T ′ be
a split k′-torus. Then H1(k,Rk′/k(T ′)) = H1(k, ̂Rk′/k(T ′)) = 0.
Proof. We may assume that T ′ = Gm. In computing H1(k,Rk′/k(Gm)), we may take the co-
homology to be étale because Rk′/k(Gm) is smooth. Because finite pushforward is exact be-
tween categories of étale sheaves, we therefore obtain H1(k,Rk′/k(Gm)) ≃ H1(k′,Gm) = 0.
For the other cohomology group, Proposition 2.3.6 implies that ̂Rk′/k(Gm) ≃ Rk′/k(Ĝm) ≃
Rk′/k(Z). We may therefore once again take the cohomology to be étale, hence we have
H1(k,Rk′/k(Z)) ≃ H
1(k′,Z) = 0.
Lemma 3.3.3. Let κ be a finite field and G an affine commutative κ-group scheme of finite
type. Then the groups H1(κ,G) and H1(κ, Ĝ) are finite.
Proof. First we show that H1(κ,G) is finite. We are reduced by Lemma 2.1.1 to the cases
in which G either is finite or is smooth and connected. If G is smooth and connected, then
H1(κ,G) = 0 by Lang’s Theorem. We may therefore assume that G is finite, and by further
filtering G, we may assume that it is either infinitesimal or étale.
If G = I is infinitesimal, then H1(κ, I) = H1e´t(κ, I) = 0, the first equality holding
because κ is perfect (Proposition F.0.2) and the second because I vanishes as an étale sheaf
on Spec(κ). If G = E is finite étale, then by splitting E into its l-primary parts for various
primes l, we may assume that E is l-primary. If l 6= p := char(κ), let κ′/κ be a finite
extension over which E becomes a product of various µln ’s. If l = p, then choose κ′ so that
Eκ′ is constant. Because κ′/κ is separable, the group Rκ′/κ(Eκ′) is still finite.
The canonical inclusion E →֒ Rκ′/κ(Eκ′) defines an exact sequence
1 −→ E −→ Rκ′/κ(Eκ′) −→ A −→ 1
with A finite. Now A(κ) is finite, and so we only need to show that H1(κ,Rκ′/κ(F ′))
is finite for a finite commutative κ′-group scheme F ′ that is split multiplicative if l 6= p
and is constant if l = p. But H1(κ,Rκ′/κ(F ′)) ≃ H1(κ′, F ′) due to the exactness of finite
pushforward between categories of étale sheaves, so we may replace κ by κ′. Hence, we want
to show that H1(κ, F ) is finite if F = µln or if F is p-primary constant. Filtering F further,
we may assume that F = µl or Z/pZ. But H1(κ, µl) ≃ κ×/(κ×)l and H1(κ,Z/pZ) ≃
κ/℘(κ), where ℘ : κ → κ is the Artin-Schreier map x 7→ xp − x, so the first assertion is
proved.
Now let us prove the second assertion, i.e., that H1(κ, Ĝ) is finite. Lemma 2.1.7 and
Proposition 2.5.1 reduce us to the case in which G is an almost-torus. Then Lemma 2.1.3(iv)
allows us to harmlessly modify G and thereby assume that we have an exact sequence
1 −→ A −→ B × Rκ′/κ(T
′) −→ G −→ 1
with A,B finite, κ′/κ a finite (automatically separable) extension, and T ′ a split κ′-torus.
Since Â(κ) is finite, we are reduced by Proposition 2.3.1 to showing that H1(κ, B̂) and
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H1(κ, ̂Rκ′/κ(Gm)) are finite. The first group is finite by the already-proved first assertion
of the lemma and Cartier duality, and the second group vanishes by Lemma 3.3.2.
Following [Čes1], it will be useful to topologize the group H1(Ok,G ) for G a commu-
tative locally finite type Ok-group scheme, and we do so in a manner analogous to how
we topologized H1(k,G): declare a subset U ⊂ H1(Ok,G ) to be open if for every locally
finite type Ok-scheme X, and every G -torsor sheaf X → X for the fppf topology, the set
{x ∈ X(Ok) | Xx ∈ U} ⊂ X(Ok) is open.
Lemma 3.3.4. Let k be a local field, and let G be an affine commutative finite type k-group
scheme. Then H1(k,G) contains a second-countable profinite open subgroup. The same
holds for H1(k, Ĝ) if G is an almost-torus.
Proof. Both assertions are trivial if char(k) = 0 and in particular when k = R, due to
Proposition 3.3.1(iii), so we may assume that k is non-archimedean. Choose a separated
flat finite type Ok-group scheme G with k-fiber G (e.g., schematic closure in GLn,Ok rel-
ative to some k-subgroup inclusion G →֒ GLn,k). By [Čes1, Cor. B.7] and the first asser-
tion in Lemma 3.3.3, there is an affine Ok-scheme X and a smooth morphism X → BG
such that the induced map X(Ok) → (BG )(Ok)/isom is surjective. The map X(Ok) →
(BG )(Ok)/isom is continuous by definition, and it is open by [Čes1, Prop. 2.9(a)].
Since X(Ok) is second-countable and has a base of quasi-compact open neighborhoods of
every point, it follows that (BG )(Ok)/isom has the same properties. By [Čes1, Prop. 2.9(e)],
the map (BG )(Ok) → (BG)(k)/isom = H1(k,G) is open, hence its image is a second-
countable open subgroup of the locally compact Hausdorff abelian group H1(k,G) in which
every point has a base of compact open neighborhoods. By the Hausdorff condition, such
compact open neighborhoods are also closed, and hence H1(k,G) is totally disconnected.
Thus, any compact open subgroup must be profinite (as profinite groups are exactly the
Hausdorff topological groups that are compact and totally disconnected). This proves the
the first assertion of the lemma.
The second follows by the same argument, using the second assertion of Lemma 3.3.3
and the representability of Ĝ by a locally finite type k-group scheme when G is an almost-
torus (Lemma 2.3.5).
Proposition 3.3.5. Let k be a local field, and let G be an affine commutative k-group
scheme of finite type. Then the locally compact Hausdorff group H1(k,G) is second-countable
and locally profinite. The same holds for H1(k, Ĝ) if G is an almost-torus.
Here, by “locally profinite” we mean that there is a profinite open subgroup (and hence
a base of such around the identity). In the final assertion of Proposition 3.3.5 we must limit
ourselves (for now) to the case of almost-tori since beyond that case Ĝ is not representable
(Proposition 2.3.5), and we therefore haven’t yet defined a topology on H1(k, Ĝ).
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Proof. By Lemma 3.3.4, to prove the first assertion in Proposition 3.3.5 it suffices to show
that for some (equivalently, any) open subgroup U ⊂ H1(k,G), the quotient H1(k,G)/U is
countable. We will first show that if we have a short exact sequence
1 −→ G′
j
−→ G
π
−→ G′′ −→ 1
of affine commutative k-group schemes of finite type and the proposition holds for G′ and
G′′ then it also holds for G.
Let U ⊂ H1(k,G) be an open subgroup. The map π : H1(k,G)→ H1(k,G′′) is open by
Proposition 3.3.1(vi), soH1(k,G′′)/π(U) is countable. The same holds for H1(k,G′)/j−1(U).
The exact sequence
H1(k,G′)
j−1(U)
−→
H1(k,G)
U
−→
H1(k,G′′)
π(U)
then shows that H1(k,G)/U is countable, as desired. Lemmas 2.1.7 and 2.1.3(ii) therefore
reduce us to the cases in which G is either Ga, a torus, or finite.
The case G = Ga is trivial, since H1(k,Ga) = 0. If G = T is a torus, then H1(k, T ) is
even finite. Indeed, Lemma 2.1.3(iv) allows us to assume that there is an exact sequence
1 −→ A −→ Rk′/k(T
′) −→ T −→ 1
for some finite separable extension k′/k and some split k′-torus T ′. But H1(k,Rk′/k(T ′)) = 0
by Lemma 3.3.2, so it suffices to show that H2(k,A) is finite. By Tate local duality for finite
commutative group schemes, H2(k,A) is dual to the finite group H0(k, Â), where we mean
the Tate cohomology groups when k = R, hence finite.
So we are reduced to the case in which G is finite. Filtering G further, we may assume
that G is either étale, multiplicative, or local-local. If G = E is finite étale, then we want
to show that H1(k,E) is countable. Choose a finite separable extension k′/k splitting E.
Then via the canonical inclusion E →֒ Rk′/k(Ek′), we obtain an exact sequence
1 −→ E −→ Rk′/k(Ek′) −→ A −→ 1
with A finite (since separability of k′/k ensures that Rk′/k(Ek′) is finite). Then A(k) is
finite, so it suffices to show that H1(k,Rk′/k(F ′)) is countable for a finite constant k′-group
F ′. But H1(k,Rk′/k(F ′)) ≃ H1(k′, F ′), so by renaming k′ as k and further filtering F ′ it is
enough to show that H1(k,Z/lZ) is countable for prime l.
If l 6= char(k) then H1(k,Z/lZ) is even finite since k has (up to isomorphism) only
finitely many extensions of a given degree not divisible by char(k). We may now assume (for
the rest of the treatment of finite G) that p = char(k) > 0. Then H1(k,Z/pZ) ≃ k/℘(k),
where ℘ : k → k is the Artin-Schreier map x 7→ xp − x; the quotient k/℘(k) is second-
countable and discrete (since ℘ is a smooth map, it is open), hence countable. If G is
multiplicative, then by Tate local duality for finite group schemes the group H1(k,G) is the
Pontryagin dual of a discrete countable group, hence is second-countable.
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Finally, suppose that G = I is local-local. Filtering I further, we may assume its relative
Frobenius and Verschiebung morphisms vanish. It follows that I ≃ αnp for some n. Indeed,
this holds over k, and since Autαnp /k = GLn and H
1(k,GLn) = 1, it follows that αnp has no
nontrivial k-forms for the fppf topology. We may therefore assume that I = αp. But then
we have the exact sequence
1 −→ αp −→ Ga
F
−→ Ga −→ 1
with F the Frobenius k-isogeny, defined on k-algebras by X 7→ Xp. Since Ga is smooth,
the map Ga(k) → H1(k, αp) is open (Proposition 3.3.1(vii)), hence we have a topological
isomorphism
H1(k, αp) ≃ k/k
p, (3.3.1)
and this latter group is second-countable. This completes the proof that H1(k,G) is second-
countable for any affine commutative k-group scheme of finite type.
Now suppose that G is an almost-torus. It remains to show that H1(k, Ĝ) is second-
countable. The same argument as the one given near the start of this proof, in conjunction
with Proposition 2.3.1, shows that if we have an exact sequence
1 −→ G′ −→ G −→ G′′ −→ 1
of almost-tori, and if H1(k, Ĝ′) and H1(k, Ĝ′′) are second-countable, then so is H1(k, Ĝ).
We may therefore assume, thanks to Lemma 2.1.3(ii), that G is either finite or a torus.
If G is finite, then the result follows by the already-proved first assertion of the propo-
sition by Cartier duality. If G = T is a torus, then H1(k, T̂ ) is in fact finite. Indeed, as
usual, Lemma 2.1.3 allows us to assume that there is an exact sequence
1 −→ A −→ Rk′/k(T
′) −→ T −→ 1
with A finite, k′/k a finite separable extension, and T ′ a split k′-torus. Then Â(k) is finite,
while H1(k, ̂Rk′/k(T ′)) = 0 by Lemma 3.3.2.
3.4 Duality between H1(k,G) and H1(k, Ĝ) for almost-tori
In this section we prove Theorem 1.2.4 when G is an almost-torus (Definition 2.1.4). For
such G the sheaf Ĝ is represented by a commutative locally finite type group scheme by
Proposition 2.3.5, hence the procedure in §3.3 defines a topology not only on the group
H1(k,G), but also on H1(k, Ĝ). The non-representability of Ĝ beyond the setting of almost-
tori (Proposition 2.3.5) is the reason for our restriction to almost-tori in this section.
Lemma 3.4.1. Let k be a field, and let G be an affine commutative k-group scheme of
finite type. Then H1(k,G) and H1(k, Ĝ) have finite exponent.
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Proof. First suppose that G is an almost-torus. By Lemma 2.1.3(iv), we may assume that
there is an exact sequence
1 −→ B −→ A× Rk′/k(T
′) −→ G −→ 1
for some finite commutative k-group schemes A,B, some finite separable extension k′/k,
and some split k′-torus T ′. Since the cohomology groups of A,B, and their duals are clearly
of finite exponent, and both H1(k,Rk′/k(T ′)) and H1(k, ̂Rk′/k(T ′)) both vanish by Lemma
3.3.2, we see (using Proposition 2.3.1) that H1(k,G) and H1(k, Ĝ) are of finite exponent.
For general G, by Lemma 2.1.7 there is an exact sequence
1 −→ H −→ G −→ U −→ 1
with H an almost-torus and U split unipotent. Now H1(k, U) and H1(k, Û ) vanish, the
latter due to Proposition 2.5.3. Since we have already shown that H1(k,H) and H1(k, Ĥ)
are of finite exponent, the same holds for H1(k,G) and H1(k, Ĝ).
Lemma 3.4.2. If G is an almost-torus over a non-archimedean local field k, then the cup
product pairing
H1(k,G) ×H1(k, Ĝ)
∪
−→ H2(k,Gm)
inv
−−→
∼
Q/Z
is continuous.
Proof. The desired continuity is equivalent to the following pair of assertions:
(i) There are neighborhoods UG ⊂ H1(k,G), UĜ ⊂ H
1(k, Ĝ) of 0 such that 〈UG, UĜ〉 =
{0}.
(ii) For any α ∈ H1(k,G), there exists a neighborhood U ⊂ H1(k, Ĝ) of 0 such that
〈α,U〉 = {0}, and the same holds if we switch the roles of G and Ĝ.
In order to prove (i) and (ii), we use the fact that the topologies on H1(k,G) and H1(k, Ĝ)
agree with the Čech topologies, by Proposition 3.3.1(iv). Both assertions therefore follow
easily from the continuity of the map G(L ⊗k L) × Ĝ(L ⊗k L)
∪
−→ (L ⊗k L ⊗k L)
× (using
the explicit formula defining this cup product) combined with the openness of the subset
(OL ⊗Ok OL ⊗Ok OL)
× ⊂ (L⊗k L⊗k L)
× and the fact that Br(Ok) = 0.
Lemma 3.4.3. Let H1,H2 be locally compact topological groups, with H1 second-countable
and H2 Hausdorff. Any continuous surjective homomorphism f : H1 → H2 is open. In
particular, if f is also bijective then it is a homeomorphism.
Proof. This is [Bou, Ch. IX, §5, Prop. 6].
Lemma 3.4.4. Theorem 1.2.4 holds for almost-tori.
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Proof. Let G be an almost-torus over a non-archimedean local field k. Because G is an
almost-torus, Proposition 2.3.5 implies that the fppf sheaf Ĝ on Spec(k) is represented by
a commutative locally finite type k-group scheme. Proposition 3.3.1(i) and Lemma 3.4.1
therefore imply that H1(k,G) and H1(k, Ĝ) are locally compact Hausdorff groups of finite
exponent.
Lemma 3.4.2 implies that the cup product pairing yields a continuous map H1(k,G)→
H1(k, Ĝ)D, and we want to show that this map is a topological isomorphism. By Proposition
3.3.5 and Lemma 3.4.3, it suffices to prove bijectivity (i.e., this map is an isomorphism of
groups, disregarding their topologies).
As usual, we may assume by Lemma 2.1.3(iv) that there is an exact sequence
1 −→ A
j
−→ B × Rk′/k(T
′)
π
−→ G −→ 1
for some finite commutative k-group schemes A,B, some finite separable extension k′/k,
and some split k′-torus T ′. For notational simplicity, let us denote B × Rk′/k(T ′) by X.
Using Proposition 2.3.1 and the δ-functoriality of cup products (for fppf abelian sheaves),
we obtain a commutative diagram
H1(k,A) H1(k,X) H1(k,G) H2(k,A) H2(k,X)
H1(k, Â)D H1(k, X̂)D H1(k, Ĝ)D H0(k, Â)D Hom(X̂(k),Q/Z)
∼ ∼ ∼ ∼
(3.4.1)
where the maps in the bottom row are obtained by dualizing the long exact cohomology
sequence associated to the exact sequence
1 −→ Ĝ −→ X −→ Â −→ 1
using Proposition 3.3.1(v). Note that H0(k, Â)∗ = H0(k, Â)D because H0(k, Â) is discrete.
We claim that the bottom row of (3.4.1) is exact (as the top row certainly is) and that
the indicated vertical maps are isomorphisms of groups. Granting these properties of the
diagram, a simple diagram chase (or the 5-lemma) then shows that the map H1(k,G) →
H1(k, Ĝ)D is an isomorphism of groups, which is all we need.
The first and fourth vertical arrows in (3.4.1) are isomorphisms by local duality for
finite commutative group schemes. The second vertical arrow is an isomorphism by local
duality for finite commutative group schemes and Lemma 3.3.2. The fifth vertical arrow is
an isomorphism by Proposition 3.2.2.
To see that the bottom row of (3.4.1) is exact, we first note that exactness at Â(k)D
is unaffected by replacing Hom(X̂(k),Q/Z) with X̂(k)D, and the first map in the bottom
row arises from applying Pontryagin duality to an exact sequence of continuous maps that
extends to an exact sequence of continuous maps
H1(k, X̂) −→ H1(k, Â) −→ H2(k, Ĝ)
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by Proposition 3.3.1(v). Exactness of the bottom row of (3.4.1) is reduced by Proposition
3.3.5 to showing that if
M ′
f
→M
g
→M ′′
h
→M ′′′
is an algebraically exact sequence of continuous maps between locally compact second-
countable Hausdorff topological abelian groups, then the diagram of Pontryagin duals
M ′′
D
→MD →M ′
D
is algebraically exact. For this, it suffices to check that the map M/f(M ′) →֒ M ′′ is
a homeomorphism onto a closed subgroup. By Lemma 3.4.3, it suffices to check that the
image g(M) ⊂M ′′ is closed, and this holds because im(g) = ker(h), which is closed because
M ′′′ is Hausdorff. This completes the proof of the lemma.
Before we can finish the proof of Theorem 1.2.4 in general, to push through some exact
sequence arguments we need to prove Theorem 1.2.2, so we now turn to that task.
3.5 Duality between H2(k, Ĝ) and G(k)pro
In this section we prove Theorem 1.2.2.
Lemma 3.5.1. Let k be a field, G an affine commutative k-group scheme of finite type.
Then H2(k, Ĝ) is a torsion group.
Proof. Suppose first that G is an almost-torus. By Lemma 2.1.1, there is a finite k-subgroup
scheme A ⊂ G such that T := G/A is a torus. Proposition 2.3.1 yields an exact sequence
H2(k, T̂ ) −→ H2(k, Ĝ) −→ H2(k, Â)
Since T̂ is representable by a smooth group scheme, H2(k, T̂ ) = H2e´t(k, T̂ ) is a torsion group
since higher Galois cohomology is torsion. Further, H2(k, Â) is clearly torsion, so H2(k, Ĝ)
is torsion as well.
Next suppose that G = U is split connected unipotent. If char(k) = 0 then H2(k, Û ) =
H2e´t(k, Û ) by Proposition F.0.2, and this vanishes since Û is 0 as an étale sheaf. If char(k) =
p > 0 then U has finite exponent, so Û does as well, and hence the lemma is clear.
Finally, in the general case, by Lemma 2.1.7 there is an exact sequence
1 −→ H −→ G −→ U −→ 1
with H an almost-torus and U split unipotent. We therefore have an exact sequence
H2(k, Û ) −→ H2(k, Ĝ) −→ H2(k, Ĥ)
Since H2(k, Û ) is torsion and H2(k, Ĥ) is torsion, so is H2(k, Ĝ).
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Lemma 3.5.2. Let k be a non-archimedean local field, G an affine commutative k-group
scheme of finite type. The pairing
H2(k, Ĝ)×H0(k,G)
∪
−→ H2(k,Gm)
∼
−→
inv
Q/Z
is continuous, where the isomorphism on the right is given by taking invariants, H2(k, Ĝ)
is endowed with the discrete topology, and H0(k,G) is given its usual topology arising from
that on k. This pairing extends uniquely to a continuous bilinear pairing
H2(k, Ĝ)×H0(k,G)pro → Q/Z. (3.5.1)
Proof. We first prove that the first pairing is continuous. It suffices to show that if α ∈
H2(k, Ĝ), then there is an open set U ⊂ G(k) containing 0 ∈ G(k) such that for all g ∈ U ,
we have α ∪ g = g(α) = 0. By Proposition 2.9.11 and Lemma 2.9.3, α is represented
by a cocycle αˇ ∈ Ĝ(L ⊗k L ⊗k L) for some finite extension L/k. The natural pairing
G(k) × Ĝ(L⊗k L⊗k L)→ (L⊗k L⊗k L)
× is continuous. Since (OL ⊗Ok OL ⊗Ok OL)
× ⊂
(L ⊗k L ⊗k L)
× is open, it follows that there is a neighborhood U of 0 ∈ G(k) such that
g(αˇ) ∈ Zˇ2(OL/Ok,Gm) (the set of 2-cocycles for the cover Spec(OL) → Spec(Ok) valued
in Gm) for all g ∈ U . Therefore g(α) ∈ Br(Ok) = 0 for all g ∈ U , so this U does the job.
Next we check that the pairing extends to a continuous one on H0(k,G)pro. Such
an extension, if it exists, is clearly unique. To see that it exists, we note that the first
continuous pairing yields a continuous map H0(k,G) → H2(k, Ĝ)D, so it suffices to show
that this latter group is profinite. Since it is the Pontryagin dual of a discrete group, it is
compact Hausdorff. To see that it is totally disconected (and therefore profinite), we note
that H2(k, Ĝ)D = Homcts(H2(k, Ĝ),Q/Z) by Lemma 3.5.1, and this latter group is totally
disconnected.
Lemma 3.5.3. Let k′/k be a finite separable extension of non-archimedean local fields.
Then Theorem 1.2.2 holds for G = Rk′/k(Gm).
Proof. We have by Proposition C.0.3 a commutative diagram of continuous pairings
H2(k′, Ĝm) Gm(k
′) Q/Z
H2(k, ̂Rk′/k(Gm)) Rk′/k(Gm)(k) Q/Z
∼
×
∼
×
To prove Lemma 3.5.3, it thus suffices to treat the case G = Gm. We have H2(k, Ĝm) =
H2(k,Z). Since Z is smooth, H2(k,Z) = H2e´t(k,Z). Therefore, thanks to the exact sequence
of étale sheaves
0 −→ Z −→ Q −→ Q/Z −→ 0
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and the fact that Q is uniquely divisible, we have a canonical isomorphism
H2(k,Z) ≃ H1e´t(k,Q/Z) = (g
ab
k )
D
onto the Pontryagin dual of the profinite topological abelianization of the absolute Galois
group gk of k. (This is a topological isomorphism, because the compactness of gabk implies
that its dual is discrete.)
We obtain a continuous map φ : Gm(k) = k× → H2(k, Ĝm)D = (gabk )
DD ≃ gabk due
to Pontryagin double duality. But there is another natural map k× → gabk , namely the
local reciprocity map, and it is natural to ask whether these two maps agree (at least up
to a sign). If they do, then by local class field theory φ induces a topological isomorphism
(k×)pro ≃ g
ab
k , which is what we want to show. Lemma 3.5.4 below therefore completes the
proof of Lemma 3.5.3.
Lemma 3.5.4. The map φ : k× → gabk induced by the local duality pairing as above is the
local reciprocity map.
Proof. Let L/k be a finite Galois extension with Galois group Γ. The local reciprocity map
induces an isomorphism recL/k : k×/NL/k(L×)
∼
−→ Γab; the inverse rec−1L/k of this map is the
more natural one to define. In order to show that φ is the local reciprocity map, therefore,
we will show that φ|L ◦ rec−1L/k : Γ
ab → Γab is the identity map. Of course, a priori this
doesn’t make sense unless we show that φ|L(NL/k(L×)) = 0 in Γab, but our argument will
show that the composition is the identity regardless of which lift to k× of rec−1L/k(σ) we take
for any σ ∈ Γ, and it will then follow that φ|L factors through a map k×/NL/k(L×)→ Γab.
Let us recall how rec−1L/k is defined; cf. [CF, Ch.VI, §2.2]. Let n = [L : k]. We have
an isomorphism H2(Γ, L×) ≃ (1/n)Z/Z by taking invariants. Let u ∈ H2(Γ, L×) be the
element with invariant 1/n. Letting Ĥ• denote Tate cohomology groups, Ĥ−2(Γ,Z) :=
H1(Γ,Z) ≃ Γ
ab, and by definition rec−1L/k is the composition
Γab = Ĥ−2(Γ,Z)
∪u
−→ Ĥ0(Γ, L×) = k×/NL/k(L
×).
Choose σ ∈ Γab. We want to check that φ|L ◦ rec−1L/k(σ) = σ. Let δ : Γ
D =
Ĥ1(Γ,Q/Z)
∼
−→ Ĥ2(Γ,Z) be the connecting map in the long exact sequence obtained from
the exact sequence
0 −→ Z −→ Q −→ Q/Z −→ 0.
Then for any c ∈ k× with image [c] ∈ Ĥ0(Γ, L×), φ|L(c) is by definition the element τ ∈ Γab
such that inv([c] ∪ δβ) = β(τ) for all β ∈ Ĥ1(Γ,Q/Z); note that [c] has even degree, so
[c] ∪ δβ = δβ ∪ [c]. So what we need to check is that inv(σ ∪ u ∪ δβ) = β(σ).
If we once again think of σ as an element of Ĥ−2(Γ,Z), then by the definition of the
cup product, β(σ) = σ ∪ β ∈ Ĥ−1(Γ,Q/Z) ≃ ker(NΓ : Q/Z → Q/Z) = (1/n)Z/Z, where
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for any Γ-module A the map NΓ : A → A is a 7→
∑
τ∈Γ τa. We need to show, therefore,
that
inv(σ ∪ u ∪ δβ) = σ ∪ β. (3.5.2)
Now σ ∪ u ∪ δβ = (σ ∪ δβ) ∪ u since u has even degree, and this in turn is equal to
δ(σ ∪ β) ∪ u by the δ-functoriality of cup products (see [CF, Ch. IV, §7, Thm. 4(iv)] with
p = −2). Since δ(σ∪β) ∈ Ĥ0(Γ,Z) = Z/nZ, the left side of (3.5.2) equals δ(σ∪β)inv(u) =
δ(σ ∪ β) · (1/n) ∈ (1/n)Z/Z.
What we need to show, finally, is that the following diagram commutes:
Ĥ−1(Γ,Q/Z) (1/n)Z/Z
Ĥ0(Γ,Z) Z/nZ
δ
∼
x 7→nx
∼
This is simple, going back to how δ is defined in low degrees as made explicit in [CF, IV,
(6.2)]. Explicitly, an element ξ ∈ (1/n)Z/Z lifts to an element a/n ∈ Q with a ∈ Z, and
NΓ : Q → Q (which underlies the connecting map in Tate cohomology from degree −1 to
degree 0) carries a/n to a. The class of δ(ξ) ∈ Ĥ0(Γ,Z) = Z/nZ is therefore represented
by a mod nZ, which comes from a/n mod Z under n : (1/n)Z/Z ≃ Z/nZ.
Next we show that Theorem 1.2.2 holds for G = Ga.
Proposition 3.5.5. For k a non-archimedean local field, the map kpro → H2(k, Ĝa)∗ in-
duced by the local duality pairing (3.5.1) for G = Ga is a topological isomorphism.
Proof. When char(k) = 0 both groups vanish, kpro because k is divisible, and H2(k, Ĝa)∗
by Proposition 2.5.1, so assume that char(k) > 0. Since the map in question is a continuous
map from a compact space to a Hausdorff space, it suffices to show that it is a bijection, and
for this it suffices by Pontryagin duality to show that the dual map is an isomorphism. But
both dual groups are one-dimensional k-vector spaces. Indeed, H2(k, Ĝa) is one-dimensional
by Corollary 2.7.7. To see that (kpro)D is one-dimensional, we first note that the map
(kpro)
D → kD is an (algebraic) isomorphism. Indeed, it is clearly injective, and surjectivity
follows from the fact that any continuous homomorphism k → R /Z has kernel that is
closed of finite index, since k has finite exponent. It therefore suffices to show that kD is
one-dimensional, and this is [CF, Ch.XV, Lemma 2.2.1].
Since the dual map is k-linear by the functoriality of cup product, we only have to show
that it is nonzero. So we only need to show that there exist λ ∈ k and α ∈ H2(k, Ĝa)
such that α(λ) ∈ H2(k,Gm) = Br(k) is nonzero. Let π ∈ Ok be a uniformizer. We take
α = φ(dπ) = ψ(Xdπ) (where φ is the isomorphism in Proposition 2.7.6, and the ψ is the
map in (2.6.1)), and then α(λ) = ψ(λdπ), by Lemma 2.5.14. Since every p-torsion element
of Br(k) is given by an element of this form for some λ ∈ k (by Proposition 2.6.3 and [Mat,
Thm. 26.5]), and since Br(k)[p] 6= 0, some such Brauer class is nonzero.
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Lemma 3.5.6. Let k be a non-archimedean local field, and G an affine k-group scheme of
finite type. Then G(k) if locally profinite, and in particular has a fundamental system of
open neighborhoods of the identity consisting of profinite subgroups.
Proof. A closed k-subgroup inclusion G →֒ GLn reduces us to the case G = GLn, for which
the subgroup GLn(Ok) ⊂ GLn(k) is a profinite open subgroup.
Lemma 3.5.7. Let k be a non-archimedean local field, G an almost-torus over k. For any
open subgroup U ⊂ G(k), the quotient G(k)/U is finitely generated.
Proof. First, by replacing G with its maximal smooth k-subgroup scheme (see [CGP,
Lemma C.4.1]), we may assume that G is smooth. Suppose that we have a short exact
sequence
1 −→ G′
j
−→ G
π
−→ G′′ −→ 1
of smooth almost-tori over k, and that the lemma holds for G′ and G′′. The map G→ G′′
is smooth, so G(k) → G′′(k) is open. Hence, π(U) is an open subgroup of G′′(k), so the
exact sequence
G′(k)
j−1(U)
−→
G(k)
U
−→
G′′(k)
π(U)
,
in which both ends are finitely generated by hypothesis, shows that G(k)/U is finitely
generated as well.
Since G/G0 is finite étale, and the lemma is clear for finite group schemes, we may
therefore assume that G is smooth and connected; i.e., G is a torus. If we have a closed
k-subgroup inclusion G →֒ H and if the lemma holds for H, then it also holds for G because
G(k) →֒ H(k) is a homeomorphism onto its closed image. Since every torus embeds into
the finite separable Weil restriction of a split torus, we may assume that G = Rk′/k(Gnm)
for some finite separable extension k′/k and some n ≥ 1. Then we need to show that for
any open subgroup U ⊂ (k′)×, (k′)×/U is finitely generated.
Since (k′)×/O×k′ ≃ Z is finitely generated, it suffices to show that for any non-archimedean
local field k, and any open subgroup U ⊂ O×k , the group O
×
k /U is finitely generated. Since
a fundamental system of open neighborhoods of 1 ∈ O×k is given by the subgroups 1+π
nOk
for π ∈ Ok a uniformizer, we may take U = 1 + πnOk, and we then have an inclusion
Ok/U →֒ Ok/π
nOk, and this latter set is finite.
Proposition 3.5.8. Let k be a local field of characteristic p > 0. For any affine com-
mutative k-group scheme G of finite type, the continuous restriction map (G(k)pro)D →
Homcts(G(k),Q/Z) is an (algebraic, not necessarily topological) isomorphism.
Proof. The map G(k)Dpro → Homcts(G(k),Q/Z) is clearly injective. To see that it is surjec-
tive, it is equivalent to show that any continuous homomorphism φ : G(k) → Q/Z (where
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Q/Z is given the subspace topology from R/Z) factors through (1/n)Z/Z for some posi-
tive integer n. Indeed, then kerφ is a closed subgroup of finite index and hence φ factors
(continuously) through G(k)pro.
Since Q/Z has no nontrivial subgroups contained in a small neighborhood of 0, Lemmas
3.5.6 and 3.5.7 imply that for any almost-torus G, any continuous homomorphism φ :
G(k)→ Q/Z (where Q/Z is viewed with its subspace topology from R/Z) factors through
some (1/n)Z/Z, as needed.
Now we treat general G. Given an arbitrary affine commutative k-group scheme G of
finite type, we have by Lemma 2.1.7 an exact sequence
1 −→ H −→ G −→ U −→ 1
with H an almost-torus and U split unipotent. Let φ : G(k) → Q/Z be a continuous
homomorphism. By the case of almost-tori, φ|H(k) factors through some (1/m)Z/Z. Since
G(k)/H(k) →֒ U(k) has finite exponent (as U does, since char(k) > 0; this is the place in
the proof of Proposition 3.5.8 where we use avoidance of characteristic 0), it follows that φ
factors through (1/n)Z/Z for some positive multiple n of m.
Remark 3.5.9. Proposition 3.5.8 is false in characteristic 0. Indeed, if G = Ga then kpro = 0
(because k is divisible), yet Homcts(k,Q/Z) 6= 0, as may already be seen in the case k = Qp,
for which we have the canonical continuous isomorphism between Qp/Zp and the p-primary
part of Q/Z. Proposition 3.5.8 does remain true in characteristic 0, however, if we assume
that G is an almost-torus, as the proof given above goes through in that case.
Proposition 3.5.10. Theorem 1.2.2 holds. That is, if k is a local field of positive char-
acteristic, and G is an affine commutative k-group scheme of finite type, then the coho-
mology group H2(k, Ĝ) is torsion, and the cup product pairing H2(k, Ĝ) × H0(k,G) →
H2(k,Gm)
inv
−−→
∼
Q/Z induces a functorial continuous perfect pairing of locally compact
Hausdorff groups
H2(k, Ĝ)×H0(k,G)pro → Q/Z,
where H2(k, Ĝ) is discrete.
Proof. That the group H2(k, Ĝ) is torsion is Lemma 3.5.1. The continuity of the cup product
pairing, and its extension to a pairing H2(k, Ĝ) × H0(k,G)pro → Q/Z, is Lemma 3.5.2. It
remains to show that the pairing is perfect. For this we first make some preliminary remarks.
For any affine commutative k-group scheme G of finite type, the continuous map of profinite
groups G(k)pro → H2(k, Ĝ)D is an isomorphism (algebraically, or equivalently topologically)
if and only if the dual map H2(k, Ĝ) → (G(k)pro)D (between discrete groups) is bijective.
Since (G(k)pro)D
∼
−→ Homcts(G(k),Q/Z) as groups (not necessarily as topological groups)
by Proposition 3.5.8, we see that Theorem 1.2.2 is equivalent to bijectivity of the natural
map H2(k, Ĝ)→ Homcts(G(k),Q/Z). This latter reformulation will be used below without
comment.
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We first prove the proposition when G is an almost-torus. After harmlessly modifying
G, we may assume by Lemma 2.1.3(iv) that there is an isogeny Rk′/k(T ′)×B ։ G for some
finite k-group scheme B, some finite separable extension k′/k, and some split k′-torus T ′.
For notational convenience, denote Rk′/k(T ′) × B by X. Let A := ker(X → G). Then we
have an exact sequence
1 −→ A −→ X −→ G −→ 1.
This yields by Proposition 2.3.1 a commutative diagram
H1(k, X̂) H1(k, Â) H2(k, Ĝ)
H1(k,X)D H1(k,A)D Homcts(G(k),Q/Z)
∼ ∼
H2(k, X̂) H2(k, Â)
Homcts(X(k),Q/Z) Homcts(A(k),Q/Z)
∼ ∼
(3.5.3)
where the maps in the bottom row come from the fact that all of the maps in the “und-
ualized” exact sequence are continuous by Proposition 3.3.1(v). We claim that the indicated
maps are isomorphisms and that the bottom row is exact atH1(k,A)D and Homcts(G(k),Q/Z).
A diagram chase would then give the (algebraic) isomorphism property for the middle ver-
tical map, establishing Proposition 3.5.10 for G.
The second and fifth vertical arrows in (3.5.3) are (topological) isomorphisms by lo-
cal duality for finite commutative k-group schemes. The fourth is an algebraic (perhaps
not topological) isomorphism by local duality for finite commutative k-group schemes and
Lemma 3.5.3. Finally, the first vertical arrow is an isomorphism by Lemma 3.4.4.
To see that the bottom row of (3.5.3) is exact at H1(k,A)D, by the exactness of Pon-
tryagin duality it suffices to show that the map H1(k,A)/im(G(k)) →֒ H1(k,X) is a home-
omorphism onto a closed subgroup. The image is closed because it is the kernel of the con-
tinuous map H1(k,X) → H1(k,G). Thus, by Proposition 3.3.5 and Lemma 3.4.3, the map
H1(k,A)/im(G(k)) →֒ H1(k,X) is a homeomorphism onto its image. This proves the exact-
ness of (3.5.3) at H1(k,A)D . A similar argument shows exactness at Homcts(G(k),Q/Z).
This completes the proof of the proposition for almost-tori. In order to treat the general
case, we need the following lemma.
Lemma 3.5.11. Consider a short exact sequence
1 −→ H −→ G −→ U −→ 1
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of affine commutative k-group schemes of finite type such that U is split unipotent. If
Proposition 3.5.10 holds for H and U , and H is either split unipotent or an almost-torus,
then Proposition 3.5.10 holds for G.
Proof. Using Proposition 2.3.1, we have a commutative diagram
H1(k, Ĥ) H2(k, Û ) H2(k, Ĝ) H2(k, Ĥ) 0
H1(k,H)D Homcts(U(k),Q/Z) Homcts(G(k),Q/Z) Homcts(H(k),Q/Z)
∼ ∼ ∼
with exact top row by Proposition 3.1.3, the second and fourth vertical arrows isomorphisms
by hypothesis, and the first vertical arrow an isomorphism when H is an almost-torus by
Lemma 3.4.4, and when H is split unipotent by Proposition 2.5.4. The first map in the
bottom row is well-defined because the map U(k)→ H1(k,H) is continuous by Proposition
3.3.1(v), and because H1(k,H)D = Homcts(H1(k,H),Q/Z) by Lemma 3.4.1.
We claim that the bottom row is exact, and a simple diagram chase will then prove the
lemma. For exactness at Homcts(U(k),Q/Z), it suffices by exactness properties of Pon-
tryagin duality to show that the continuous inclusion j : U(k)/im(G(k)) →֒ H1(k,H) is
homeomorphism onto a closed subgroup. The image is closed because it is the kernel of the
continuous map H1(k,H)→ H1(k,G). It then follows from Lemma 3.4.3 that j is a home-
omorphism onto its closed image, as desired. The proof of exactness at Homcts(G(k),Q/Z)
is similar, since Homcts(U(k),Q/Z) coincides with the Pontryagin dual of U(k), because U
is of finite exponent (since we are assuming that char(k) = p > 0).
Returning to the proof of Proposition 3.5.10, induction together with Proposition 3.5.5
and Lemma 3.5.11 complete the proof when G is split unipotent. For the general case,
suppose that G is an affine commutative k-group scheme of finite type. By Lemma 2.1.7
we have an exact sequence
1 −→ H −→ G −→ U −→ 1
with H an almost-torus and U split unipotent. By Lemma 3.5.11 and the already-treated
cases of almost-tori and split unipotent groups, Proposition 3.5.10 holds for G.
3.6 Duality between H1(k,G) and H1(k, Ĝ)
Recall that Theorem 1.2.4 is only well-posed so far for almost-tori, since if G is not an
almost-torus, then Ĝ is not representable (Proposition 2.3.5) and so we have not yet defined
a topology on H1(k, Ĝ). In the case of almost-tori, Theorem 1.2.4 has been proved in Lemma
3.4.4. To go beyond that, the first order of business is to define a reasonable topology on
H1(k, Ĝ) for arbitrary affine commutative group schemes of finite type over the local function
field k. In this section we define such a topology and then prove Theorem 1.2.4.
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Let G be an affine commutative k-group scheme of finite type, so Lemma 2.1.7 furnishes
an exact sequence
1 −→ H −→ G −→ U −→ 1 (3.6.1)
with H an almost-torus and U split unipotent. By Proposition 2.3.1, we have an fppf-exact
sequence of dual sheaves
1→ Û → Ĝ→ Ĥ → 1
Since H1(k, Û ) = 0 (Proposition 2.5.4(iii)), the map H1(k, Ĝ)→ H1(k, Ĥ) is injective.
Recall that Ĥ is represented by a locally finite type commutative k-group scheme
(Proposition 2.3.5), so we obtain a topology on H1(k, Ĥ), by the methods in [Čes1] as
discussed in §3.3, that is even second-countable and locally profinite (Proposition 3.3.5).
We wish to give H1(k, Ĝ) the subspace topology from its inclusion into H1(k, Ĥ).
In the commutative diagram of pairings
H1(k,G) H1(k, Ĝ) Q/Z
H1(k,H) H1(k, Ĥ) Q/Z
×
×
the continuous surjection along the left side is a topological quotient map (due to Proposi-
tion 3.3.5 and Lemma 3.4.3). Thus, if we define the topological group structure on H1(k, Ĝ)
as a subgroup of H1(k, Ĥ) for a fixed choice of (3.6.1), then continuity of the pairing
H1(k,H) × H1(k, Ĥ) → Q/Z (Lemma 3.4.2) implies that of H1(k,G) × H1(k, Ĝ) → Q/Z.
(Recall that it does not matter if we view Q/Z discretely or with its subspace topology
from R/Z for this continuity because the cohomologies involved have finite exponent, due
to Lemma 3.4.1.)
There are two immediate problems:
(i) Is H1(k, Ĝ) →֒ H1(k, Ĥ) a closed subgroup (and therefore locally compact)?
(ii) Is this topology independent of the choice of sequence (3.6.1)?
To obtain an affirmative answer to (ii), we will use the topology defined by a fixed choice
of such sequence to make sense of Theorem 1.2.4 for G and to actually prove the Theorem
for G. Since the topology on H1(k,G) is intrinsic, it will then follow that the topology just
defined on H1(k, Ĝ) using a choice of (3.6.1) is the Pontryagin dual topology, and hence
this topology is independent of the choice of (3.6.1)! Note in particular that if G is an
almost-torus, then this method of defining an intrinsic topology on H1(k, Ĝ) would have to
recover the topology as already defined earlier in such cases, since we can use the choice
H = G and U = 0. We now settle problem (i):
Lemma 3.6.1. The subgroup H1(k, Ĝ) ⊂ H1(k, Ĥ) arising from a sequence (3.6.1) is closed
(and hence is locally profinite and second-countable, by Proposition 3.3.5 applied to H).
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Proof. It suffices to show that for any α ∈ H1(k, Ĥ) such that φ(α) = 0 for every φ ∈
H1(k, Ĥ)D satisfying φ|
H1(k,Ĝ)
= 0, necessarily α ∈ H1(k, Ĝ). Indeed, the common kernel
of all such elements φ is exactly the closure of H1(k, Ĝ) inside H1(k, Ĥ).
We want to show that α maps to 0 in H2(k, Û ). By Proposition 3.5.10, the map
H2(k, Û )→ U(k)D arising from the local duality (i.e., cup product) pairing is an inclusion,
so it suffices to show that α (more precisely, its image inside H2(k, Û )) pairs trivially with
U(k). But U(k) pairs trivially with H1(k, Ĝ), which is to say that the image of the natural
map U(k)→ H2(k, Û)∗ → H1(k, Ĥ)∗ consists of elements φ vanishing on H1(k, Ĝ). Hence,
U(k) pairs trivially with α by the hypothesis on α.
Proposition 3.6.2. Let G be an affine commutative group scheme of finite type over a local
field k of positive characteristic. Then for the topology on H1(k, Ĝ) arising from any choice
of short exact sequence (3.6.1) with H an almost-torus and U split unipotent, Theorem 1.2.4
holds for G. That is, cup product yields a perfect pairing between locally compact Hausdorff
groups of finite exponent
H1(k,G) ×H1(k, Ĝ)→ H2(k,Gm)
inv
−−→
∼
Q/Z.
In particular, the topology on H1(k, Ĝ) is independent of the choice of (3.6.1).
Proof. That the groups H1(k,G) and H1(k, Ĝ) have finite exponent follows from Lemma
3.4.1. As discussed above, the continuity of the cup product pairing for G follows from
the corresponding continuity for the almost-torus H, which is Lemma 3.4.2. As was also
discussed above, the independence of the topology on H1(k, Ĝ) from the choice of sequence
3.6.1 follows once we prove that the cup product pairing is perfect, since the topology on
H1(k,G) is completely intrinsic, defined in §3.3. It therefore only remains to prove this
perfection.
Since the group H1(k, Ĝ) is locally compact, Hausdorff, and second-countable, as follows
from Lemma 3.6.1 and the corresponding properties for H1(k, Ĥ) (Propositions 3.3.1(i) and
3.3.5), it suffices by Lemma 3.4.3 to show that the continuous map H1(k, Ĝ)→ H1(k,G)D
is an algebraic isomorphism. We claim that we have a commutative diagram
0 H1(k, Ĝ) H1(k, Ĥ) H2(k, Û)
0 H1(k,G)D H1(k,H)D U(k)D
∼
in which the top row is exact, the bottom row is exact at H1(k,G)D , and the indicated
maps are isomorphisms or inclusions. Assuming this, a simple diagram chase shows that
the first vertical arrow is an isomorphism. As we have already seen, the top row is exact
due to Propositions 2.3.1 and 2.5.4(iii). The second vertical arrow is an isomorphism by
Lemma 3.4.4. The third vertical arrow is an inclusion by Proposition 3.5.10.
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The maps in the bottom row are well-defined because the “undualized” maps are con-
tinuous by Proposition 3.3.1(v). Finally, the bottom row is exact at H1(k,G)D because
the map H1(k,H) → H1(k,G) is surjective due to the vanishing of H1(k, U) (Proposition
2.5.4(ii)).
Before ending this section, let us a make a couple more observations about the topology
on H1(k, Ĝ). First, lest the reader become complacent, we note that it is not in general
δ-functorial. That is, given an exact sequence
1 −→ G′ −→ G −→ G′′ −→ 1
of affine commutative k-groups of finite type, the induced map H1(k, Ĝ′) → H2(k, Ĝ′′)
coming from Proposition 2.3.1 is not in general continuous, where the latter group has
the discrete topology as usual; cf. Remark 1.2.3. Of course, it is continuous when all
of the groups are almost-tori due to Proposition 3.3.1(v), since then the dual sheaves are
represented by locally finite type group schemes, by Proposition 2.3.5.
On the other hand, we observe that H1(k, (̂·)) is functorial:
Proposition 3.6.3. Suppose that we have a homomorphism G→ G′ of affine commutative
group schemes of finite type over a local field k. Then the induced map H1(k, Ĝ′)→ H1(k, Ĝ)
is continuous.
Proof. The key is to show that we have a commutative diagram of short exact sequences
1 H G U 1
1 H ′ G′ U ′ 1
(3.6.2)
with H,H ′ almost-tori and U,U ′ split unipotent. Then the continuity follows (just by
definition of the topologies) from the continuity of the map H1(k, Ĥ ′)→ H1(k, Ĥ) between
cohomology groups of locally finite type k-group schemes (Proposition 2.3.5).
To see that we have such a commutative diagram, let f : G→ G′ be the map between
the two groups. First choose an almost-torus H ⊂ G such that U := G/H is split unipotent.
Then f(H) ⊂ G′ is an almost-torus, by Lemma 2.1.5. Let G′ := G/f(H), and let π : G′ →
G′ denote the quotient map. By Lemma 2.1.7, there is an almost-torus H ′ ⊂ G′ such that
U ′ := G′/H ′ is split unipotent. Then H ′ := π−1(H ′) is an extension of H ′ by f(H), hence is
an almost-torus by Lemma 2.1.5, and we have the diagram (3.6.2) because f(H) ⊂ H ′.
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Chapter 4
Local Integral Cohomology
In this chapter we prove the integral annihilator aspects of local Tate duality mentioned
in §1.2, namely, Theorems 1.2.5, 1.2.6, and 1.2.7 (see Propositions 4.1.7, 4.4.3, and 4.3.2),
generalizing the analogous classical results for finite discrete Galois modules (often stated
in terms of unramified cohomology classes). Since there is no good structure theory for
arbitrary affine commutative flat group schemes of finite type over discrete valuation rings,
we are not able to prove results of such precision, only obtaining the classical results at all
but finitely many places (by choosing a model for our group scheme over some dense open
subscheme of the scheme of integers of our global field k, by which we mean the scheme
Spec(Ok) when k is a number field, and the smooth proper curve X of which k is the
function field in the function field setting). These results - and especially the injectivity
statements for the maps from cohomology of Ov to cohomology of kv for almost all places
v of k - while interesting in their own right, will also play an important role in relating the
cohomology of A to that of the local fields kv in §5.2. Perhaps somewhat surprisingly, it
seems that the injectivity of the maps H2(Ov, Ĝ ) → H2(kv , Ĝ) for almost all v cannot be
proved directly, but actually requires one to prove Theorem 1.2.6 in its entirety, and the
proof of this result in turn depends upon first proving Theorem 1.2.7.
4.1 Integral annihilator aspects of duality between H2(kv, G)
and H0(kv, Ĝ)
In this section we prove Theorem 1.2.5.
Although we will not use it, we feel it is appropriate to give the following result here.
Lemma 4.1.1. Let O be a Henselian local ring with finite residue field, and let A be a finite
flat commutative O-group scheme. Then Hi(O, A) = 0 for i > 1.
Proof. By [Me, II, 3.2.5] we have an exact sequence
1 −→ A −→ G −→ H −→ 1
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with G,H smooth commutative affine O-group schemes with connected fibers. Indeed, by
[Me, II, 3.2.5] we may take G := R
Â/O
(GL1) and H := G/A, where the quotient H exists
as an affine O-group of finite type over which G is faithfully flat by [SGA3, V, 4.1], so O-
smoothness of G implies O-smoothness of H and the fibral connectedness for G and hence
H follows from [CGP, A.5.11]. It therefore suffices to show that Hi(O, G) = 0 for all i > 0
whenever G is a smooth O-group scheme with connected fibers. We proceed by induction
on i. Let us note that the smoothness of G allows us to take our cohomology to be étale
rather than fppf.
Let κ denote the (finite) residue field of O. To show that H1(O, G) = 0, we need to check
that for any étale G-torsor X over O, we have X(O) 6= ∅. First, since G has connected
special fiber, X(κ) 6= ∅ by Lang’s Theorem. Since G is smooth, so is X, hence, since O is
Henselian, the map X(O)→ X(κ) is surjective. In particular, X(O) 6= ∅, as desired.
Now suppose that i > 1 and that the claim holds for i− 1. Let α ∈ Hi(O, G). We need
to show that α = 0. Since O is Henselian local, its finite étale covers are cofinal among
all étale covers. There is therefore a finite étale cover O′ of O such that α pulled back to
O′ is 0. Consider the composition Hi(O, G) → Hi(O,RO′/O(GO′)) → Hi(O′, GO′), where
the first map is induced by the canonical inclusion G →֒ RO′/O(GO′) and the second is
the canonical map. This composition is none other than the pullback map. Indeed, we
have such a map with G replaced by any étale sheaf on O, so this is the specialization to
G of a map of δ-functors, hence this agreement (for all sheaves) reduces to the H0 case,
which is clear. The map Hi(O,RO′/O(GO′)) → Hi(O′, GO′) is an isomorphism because
Spec(O′) → Spec(O) is finite, so it follows that the map Hi(O, G) → Hi(O,RO′/O(GO′))
kills α. Let H := RO′/O(GO′)/G, a smooth affine O-group scheme with connected fibers
(as we may check by working over a finite étale cover of O that splits O′). Then we have
an exact sequence
1 −→ G −→ RO′/O(GO′) −→ H −→ 1.
Since α dies in Hi(O,RO′/O(GO′)), and Hi−1(O,H) = 0 by induction, we deduce that
α = 0.
Lemma 4.1.2. Let {Ri}I∈I be a set of rings, let A :=
∏
i∈I Ri, and suppose that X is
a quasi-compact quasi-separated algebraic space over A. Then the natural map X(A) →∏
i∈I X(Ri) is bijective.
Proof. If X is an affine scheme then the result is clear. If X is a quasi-compact separated
algebraic space then we can pick an étale cover U → X by an affine scheme and then
U ×X U is also an affine scheme fitting into a commutative diagram
X(A) U(A) (U ×X U)(A)
∏
X(Ri)
∏
U(Ri)
∏
(U ×X U)(Ri)
∼ ∼
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whose rows are equalizer kernels. Thus, the result follows for such X. In particular, the
case of quasi-compact separated schemes is settled. But then we can run through the same
argument for X any quasi-compact quasi-separated algebraic space since by taking U to be
affine we see that U ×X U is a quasi-compact separated scheme (as U ×X U → U × U is a
quasi-compact immersion into an affine scheme).
Remark 4.1.3. Lest the reader become complacent, we note that Lemma 4.1.2 fails in general
even if X is a separated scheme locally of finite type over A that is not quasi-compact. As
an example, if I = Z each Ri is a field, say each Ri = K, and X is the constant scheme Z,
then the lemma fails for X. Indeed, we claim that the element
∏
i∈Z i is not in the image
of the map X(A) = X(
∏
i∈ZK)→
∏
i∈ZX(K). To see this, we note that X is the Zariski
sheafification of the constant presheaf Zpre, and therefore any section of X is Zariski-locally
given by a section of Zpre. Since Spec(A) is quasi-compact, cofinal among its Zariski covers
are its finite Zariski covers (i.e., covers with finitely many elements), hence any element
x ∈ X(A) takes only finitely many values in Z; more precisely, the set of images of x in
the local rings of Spec(A) are finite. It follows that the images of x in the various X(Ki)
(where Ki denotes the ith component of A) form a finite set, and in particular, the image
of x in
∏
i∈ZX(Ki) cannot be
∏
i∈Z i.
Proposition 4.1.4. Let k be a global field, G a smooth connected commutative k-group
scheme of finite type. Then there is a finite nonempty set S of places of k and an OS-model
G of G such that Hi(
∏
v/∈S Ov,G ) = 0 for all i > 0.
Proof. (B.Conrad) The proof will proceed by induction on i > 0, but to make the induction
work we need to vastly enlarge the scope of the assertion. Note that by enlarging S if
necessary at the start (after making a first choice of G ), we can arrange that G → Spec(OS)
is smooth with geometrically connected fibers. Since étale and fppf cohomology over OS
with coefficients in the OS-smooth G agree by [BrIII, Thm. 11.7], we may and do consider
cohomology to be étale rather than fppf. Let ÔS :=
∏
v 6∈S Ov (the profinite completion of
OS).
To carry out the induction, we shall prove the following more precise assertion in which
we do not change S (as will be essential for the success of the induction): if G is a smooth
commutative finitely presented algebraic space group over ÔS such that the special fiber of
G ⊗Ov is connected for every v /∈ S, then we claim that Hi(ÔS ,G ) = 0 for all i > 0. In the
case i = 1, we need to show that if we have an algebraic space G -torsor X over ÔS then
X (ÔS) 6= ∅. Since X is an algebraic space of finite presentation over ÔS (inherited from
ÔS), so it is quasi-compact and quasi-separated, by Lemma 4.1.2 it suffices to show that
X (Ov) 6= ∅ for each v /∈ S. Now Xv := X ⊗Ov is an algebraic space Gv-torsor, and the
special fiber of Gv is geometrically connected. But over fields, torsors for group schemes
of finite type are necessarily schemes (by considerations with quasi-projectivity descending
through finite extensions of fields), so by Lang’s Theorem X (κv) 6= ∅, where κv is the finite
residue field of Ov.
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Since Xv is a quasi-compact and quasi-separated algebraic space, any monic map x :
Spec(F )→ Xv for a field F factors through an étale map U → Xv for some affine scheme
U [Kn, II, 6.4]. Taking x with F = κv, we get a κv-point of U . But U is Ov-smooth, so
its κv-point lifts to an Ov-point since Ov is henselian. That provides an Ov-point of Xv as
desired, so the case i = 1 is settled.
Next suppose i > 1 and that the Proposition holds for i − 1. Choose α ∈ Hi(ÔS ,G ).
On any scheme, any higher étale cohomology class vanishes under pullback to some étale
cover. But for the scheme Spec(ÔS), the finite étale covers are cofinal among all étale
covers [Con, Lemma 7.5.5]. Hence, there exists a finite étale cover E → Spec(ÔS) such
that α|E = 0 in Hi(E,G ). By exactness of finite pushforward for the étale topology,we have
a natural isomorphism Hi(E,G ) ≃ Hi(ÔS ,RE/ÔS(GE)), and this identifies E-pullback with
the effect of composition with the natural map G → RE/ÔS(GE). Since E is finite étale
over ÔS , it is easy to check that RE/ÔS (GE) is an algebraic space that is moreover smooth
with geometrically connected fibers over Spec(ÔS).
The quotient H := RE/ÔS(GE)/G is also a quasi-compact and quasi-separated algebraic
space, by [Ar, Cor. 6.3] (this is the entire reason that we needed to set up the induction
with algebraic spaces: at this step if we had worked with schemes then we would have had
to shrink S to arrange that H is a scheme, but H depends on E that in turn depends on
the original cohomology class α, and the induction would be destroyed if we had to shrink S
depending on α). Clearly H is smooth with geometrically connected fibers over Spec(ÔS),
and in the cohomology sequence associated to
1 −→ G −→ RE/ÔS(GE) −→ H −→ 1
the class of α in degree i is forced to lie in the image of Hi−1(ÔS ,H ). But i − 1 > 0, so
by induction this latter cohomology group vanishes (no shrinking of S!), and thus α = 0 as
desired.
Proposition 4.1.5. Let k be a global field, G a commutative k-group scheme of finite type.
Then there is a finite nonempty set S of places of k and an OS-model G of G such that
Hi(
∏
v/∈S Ov ,G ) = 0 for all i > 1.
Proof. First consider finite G. By [Me, II, 3.2.5], G fits into an exact sequence
1 −→ G −→ U −→ H −→ 1
with commutative smooth connected affine k-groups U and H. This may be spread out to
an exact sequence of commutative flat affine OS -group schemes of finite type
1 −→ G −→ U −→ H −→ 1.
The desired refined vanishing assertion for the general finite G therefore follows from Propo-
sition 4.1.4 (applied to U and H).
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Now consider an arbitrary commutative finite type k-group scheme G. Let G0 be its
identity component, and let E := G/G0 be the finite étale component group. Then the
exact sequence
1 −→ G0 −→ G −→ E −→ 1
spreads out to a short exact sequence of commutative flat affine OS-groups of finite type,
so by the settled finite case we are reduced to the connected case.
By [SGA3, VIIA, Prop. 8.3], there is an infinitesimal subgroup scheme I ⊂ G such that
H := G/I is smooth (and connected). Once again spreading out and applying the smooth
connected case (Proposition 4.1.4) finishes the argument.
The following lemma will play an important role in our proofs of the integral annihilator
aspects of local duality.
Lemma 4.1.6. Suppose that we have a short exact sequence
1 −→ G′ −→ G −→ G′′ −→ 1
of affine commutative group schemes of finite type over the global function field k. Then
there is a finite set S of places of k such that this sequence spreads out to an exact sequence
1 −→ G ′ −→ G −→ G ′′ −→ 1
of OS-group schemes such that the corresponding sequence
1 −→ Ĝ ′′ −→ Ĝ −→ Ĝ ′ −→ 1
of fppf dual sheaves is exact. The same holds with OS replaced by
∏
v/∈S Ov.
Proof. We will prove the lemma for OS ; the proof for
∏
Ov is exactly the same. Since
faithful flatness of a map spreads out, the only thing that is not clear is that we may obtain
surjectivity of the map Ĝ → Ĝ ′. For this, it is enough to show that E xt1OS(G
′′,Gm) = 0 for
sufficiently large S. We know that G′′ admits a filtration by finite group schemes, tori, and
Ga. This filtration spreads out to one by finite flat group schemes, tori, and Ga over some
OS . It therefore suffices to show that each of these group schemes has vanishing E xt1(·,Gm).
For tori and finite flat group schemes, this follows from [SGA7, VIII, Prop. 3.3.1], so we are
reduced to the case of Ga, which follows from Proposition 2.2.14.
Proposition 4.1.7. Theorem 1.2.5 holds. That is, if k if a global function field, and G is
an affine commutative k-group scheme of finite type, and G an OS-model of G, then for all
but finitely many places v of k, we have H2(Ov ,G ) = 0 and the map Ĝ (Ov)→ Ĝ(kv) is an
isomorphism.
In particular, for such v the maps H2(Ov ,G )→ H2(kv , G) and H0(Ov, Ĝ )→ H0(kv , Ĝ)
are injective, and H2(Ov ,G ) is the exact annihilator of H0(Ov, Ĝ ).
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Proof. Let us first note that it suffices to prove the proposition for some S and some OS-
model of G, since any two such become isomorphic once we enlarge S. The vanishing
of H2(Ov,G ) for all but finitely many v follows from Proposition 4.1.5. It therefore only
remains to check that Ĝ (Ov)
∼
−→ Ĝ(kv) for all but finitely many v. When G is finite we
may, perhaps after shrinking S, assume that G is finite flat over OS . The same then holds
for the Cartier dual Ĝ , so the valuative criterion for properness yields that Ĝ (Ov) = Ĝ(kv).
Next suppose that G = Rk′/k(T ′) for some finite separable extension k′/k and some
split k′-torus T ′. We may assume that T ′ = Gm. By Proposition 2.3.6, ̂Rk′/k(Gm)(kv) =
Rk′/k(Z)(kv) =
∏
v′|v Z, where the product is over the places v
′ of k′ lying above v. On the
other hand, we may take our OS-model for G to be G := ROS′/OS (Gm), where S
′ is the set
of places of k′ lying above S. If we choose S to consist of all places ramified in k′, then for
each v /∈ S, Proposition 2.3.6 again yields ̂ROS′/OS (Gm)(Ov) = ROS′/OS (Z)(Ov) =
∏
v′|v Z,
so the map Ĝ (Ov)→ Ĝ(kv) is an isomorphism.
Next suppose that G is an almost-torus. By Lemma 2.1.3(iv), we may harmlessly modify
G and thereby assume that there is an exact sequence
1 −→ B −→ C × Rk′/k(T
′) −→ G −→ 1,
where B,C are finite commutative k-group schemes, k′/k is a finite separable extension,
and T ′ is a split k′-torus. Let X := C × Rk′/k(T ′). We may spread this out and apply
Lemma 4.1.6 to obtain an exact sequence
1 −→ Ĝ −→ X̂ −→ B̂ −→ 1.
Consider the following commutative diagram:
0 Ĝ (Ov) X̂ (Ov) B̂(Ov)
0 Ĝ(kv) X̂(kv) B̂(kv)
∼ ∼
The rows are clearly exact, and the second and third vertical arrows are isomorphisms by
the already-treated cases of finite group schemes and separable Weil restrictions of split
tori. A simple diagram chase now shows that the first vertical arrow is an isomorphism.
Finally, suppose that G is an arbitrary affine commutative k-group scheme of finite type.
By Lemma 2.1.7, there is an exact sequence
1 −→ H −→ G −→ U −→ 1
with H an almost-torus and U split unipotent. By Lemma 4.1.6, this spreads out to yield
an exact sequence
1 −→ Û −→ Ĝ −→ Ĥ −→ 1.
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Consider the following commutative diagram:
Ĝ (Ov) Ĥ (Ov)
Ĝ(kv) Ĥ(kv)
∼
∼
The top horizontal arrow is injective for almost all v because Û (Ov) = 0 for almost
all v, since U admits a filtration by Ga’s (after enlarging S). This arrow is surjective
because H1(Ov, Û ) = 0 for almost all v (by filtering U , this reduces to showing that
H1(Ov, Ĝa) = 0; that in turn follows from Proposition 2.5.3). The right vertical arrow is
an isomorphism by the already-treated case of almost-tori. Finally, the bottom arrow is
an inclusion because Û(kv) = 0. A simple diagram chase now shows that the left vertical
arrow is an isomorphism.
4.2 Injectivity of H1(Ov, Ĝ )→ H1(kv, Ĝ) and H1(Ov,G )→ H1(kv, G)
In this section we show that if we have an affine commutative group scheme G of finite type
over a global field k, a finite nonempty set S of places of k, and an OS-model G of G, then
for all but finitely many v the maps H1(Ov, Ĝ ) → H1(kv , Ĝ) and H1(Ov,G ) → H1(kv , G)
are injective (Propositions 4.2.1 and 4.2.9).
Proposition 4.2.1. Let G be an affine commutative group scheme of finite type over the
global field k, and G an OS-model of G for a non-empty finite set S of places of k. Then
for all but finitely many places v of k, the map H1(Ov , Ĝ )→ H1(kv , Ĝ) is injective.
Proof. When G is finite, then one may (after enlarging S) take Ĝ to be finite and locally
free over OS , hence the same holds for Ĝ. Therefore, any torsor X for this group over Ov
is a finite flat Ov-scheme. If such a scheme has a kv-point then it has an Ov-point by the
valuative criterion for properness. This settles injectivity when G is finite.
Next suppose that G = Rk′/k(T ′) for some finite separable extension k′/k and some
split k′-torus T ′. We may assume that T ′ = Gm. Choose any S that contains all places
of k that are ramified in k′, and let S′ be the set of places of k′ lying above S. For the
OS-model G = ROS′/OS (Gm) of G, we claim that H
1(Ov , Ĝ ) = 0 for all v /∈ S.
By Proposition 2.3.6 we have Ĝ = ROS′/OS (Z), so we just need to show that
H1(Ov ,
∏
v′|v
ROv′/Ov(Z)) = 0
for all v 6∈ S. The group scheme ROv′/Ov(Z) is smooth, so we may take our cohomology to
be étale. Since finite pushforward is an exact functor between categories of étale sheaves, it
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suffices to show that H1(Ov,Z) = 0. But Ov is a normal noetherian domain, so H1(Ov,Z) =
Homcts(π1(Ov),Z) = 0, since π1(Ov) is profinite.
Now suppose that G = U is split unipotent. Then H1(Ov , Û ) = 0 for almost all v.
Indeed, Lemma 4.1.6 reduces us to the case U = Ga, so we need to show H1(Ov , Ĝa) = 0.
That vanishing in turn follows from Proposition 2.5.3.
Next assume that G is an almost-torus. By Lemma 2.1.3(iv), after harmlessly modifying
G we may assume that there is an exact sequence
1 −→ B −→ X −→ G −→ 1,
where X = C × Rk′/k(T ′) for a finite separable extension field k′/k, B and C are commu-
tative finite k-group schemes, and T ′ is a split k′-torus. Spreading out, we obtain (perhaps
after enlarging S) by Lemma 4.1.6 an exact sequence
1 −→ Ĝ −→ X̂ −→ B̂ −→ 1.
We therefore obtain for almost all v a commutative diagram with exact rows:
X̂ (Ov) B̂(Ov) H
1(Ov , Ĝ ) H
1(Ov , X̂ )
X̂(kv) B̂(kv) H
1(kv , Ĝ) H
1(kv , X̂)
∼ ∼
in which the first two vertical arrows are isomorphisms for all but finitely many v by
Proposition 4.1.7, and the last vertical arrow is an inclusion for all but finitely many v by
the already-treated cases of finite group schemes and separable Weil restrictions of split
tori. A simple diagram chase now shows that the third vertical arrow is an inclusion.
Now consider the general case; that is, let G be an affine commutative k-group scheme
of finite type. By Lemma 2.1.7, there is an exact sequence
1 −→ H −→ G −→ U −→ 1
with H an almost-torus and U split unipotent. By Lemma 4.1.6, after enlarging S this
spreads out to yield an exact sequence
1 −→ Û −→ Ĝ −→ Ĥ −→ 1.
We therefore obtain a commutative diagram for almost every v
H1(Ov , Ĝ ) H
1(Ov, Ĥ )
H1(kv , Ĝ) H
1(kv, Ĥ)
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in which the top arrow is an inclusion because H1(Ov , Û ) = 0 for almost all v and the right
arrow is an inclusion because of the already-treated case of almost-tori. It follows that the
left vertical arrow is an inclusion.
Now we turn to proving the injectivity of H1(Ov,G ) → H1(kv , G) for all but finitely
many v. We will actually prove this beyond the affine setting. What we want to show is
that every commutative finite type group scheme over a global field k has the following
property:
For any (equivalently, for some) finite nonempty set S of places of k and OS-
model G of G, the map H1(Ov,G )→ H1(kv , G) is injective for all but finitely
many places v of k.
(4.2.1)
The truth of the statement for one S and one OS-model of G implies it for all S and all
OS-models because any two such models over OS and OS′ become isomorphic over some
OS′′ .
Lemma 4.2.2. (4.2.1) holds if G is a finite commutative k-group scheme.
Proof. By Cartier duality, it suffices to prove this for Ĝ. We may enlarge S and thereby
assume that G is finite locally free over OS . Then the Cartier dual Ĝ is an OS-model for
Ĝ, hence the result follows from Proposition 4.2.1.
Lemma 4.2.3. Let G be a finite type commutative group scheme over a global field k, and
suppose that we have an exact sequence
1 −→ H −→ G −→ B −→ 1
with B a finite commutative k-group scheme. If (4.2.1) holds for H, then it also holds for
G.
Proof. We have an exact sequence
1 −→ H −→ G −→ B −→ 1
and this spreads out to an exact sequence
1 −→ H −→ G −→ B −→ 1
over some OS . At the cost of enlarging S, for v 6∈ S the resulting commutative diagram of
exact sequences
B(Ov) H1(Ov,H ) H1(Ov ,G ) H1(Ov ,B)
B(kv) H
1(kv,H) H
1(kv , G) H
1(kv , B)
∼
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has the first vertical arrow an isomorphism due to the valuative criterion for properness
because B is finite, the second vertical arrow an inclusion by hypothesis on H, and the last
vertical arrow an inclusion by Lemma 4.2.2. A simple diagram chase now shows that the
third vertical arrow is injective.
Lemma 4.2.4. (4.2.1) holds for smooth commutative G.
Proof. By Lemma 4.2.3, we may replace G with G0 to arrange that G is connected. Then
in fact H1(Ov ,G ) = 0 for all but finitely many v by Proposition 4.1.4.
Note that in the number field setting, Lemma 4.2.4 completes the proof of (4.2.1) for
all commutative groups schemes G of finite type. The argument for function fields is more
difficult, beginning with some more lemmas.
Lemma 4.2.5. Let k′ be a finite extension of the global field k, B′ a finite commutative
k′-group scheme, and G ⊂ Rk′/k(B′) a k-subgroup scheme. Then (4.2.1) holds for G.
Proof. We first treat the case G = Rk′/k(B′). Let B′ be a finite flat commutative OS′-
model for B′, where S′ is the set of places of k′ above a non-empty finite set S of places of k,
so G := ROS′/OS (B
′) is an OS-model of G. The Leray spectral sequence associated to the
morphism Spec(
∏
v′|vOv′)→ Spec(Ov) yields an inclusion H
1(Ov ,G ) →֒
∏
v′|v H
1(Ov′ ,B
′),
and similarly with Ov replaced by kv. By functoriality of the spectral sequence, therefore,
we obtain a commutative diagram
H1(Ov ,G )
∏
v′|v H
1(Ov′ ,B
′)
H1(kv , G)
∏
v|v H
1(kv′ , B
′)
where the second vertical arrow is an inclusion by Lemma 4.2.2. It follows that the first
vertical arrow is an inclusion.
Now we turn to the general case. Let H := Rk′/k(B′)/G; note that H is affine. For
sufficiently big S (and S′ the set of places over it in k′) the exact sequence
1 −→ G −→ Rk′/k(B
′) −→ H −→ 1
spreads out to an exact sequence
1 −→ G −→ ROS′/OS (B
′) −→ H −→ 1
with B′ a finite flat commutative OS′-group scheme, and H a commutative flat affine
OS-group of finite type. For each v /∈ S, in the commutative diagram with exact rows
ROS′/OS(B
′)(Ov) H (Ov) H
1(Ov,G ) H
1(Ov ,ROS′/OS (B
′))
Rk′/k(B
′)(kv) H (kv) H
1(kv, G) H
1(kv ,Rk′/k(B
′))
∼
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the first vertical arrow is an isomorphism because B′(Ov′) = B(kv′) for each v′ | v (as B′
is finite), the second vertical arrow is an inclusion by affineness of H , and the last vertical
arrow is an inclusion by the settled case “G = Rk′/k(B′)”. A simple diagram chase now
shows that the third vertical arrow is an inclusion.
Lemma 4.2.6. Let k′ be a finite extension of the global field k, B′ a finite commutative
k′-group scheme, and G ⊂ Rk′/k(B′) a k-subgroup scheme. Let G be an OS-model for G
(where, as usual, S denotes a non-empty finite set of places of k). Then for all but finitely
many v, the map G (Ov)→ G(kv) is an isomorphism.
Proof. Let H := Rk′/k(B′)/G. We may spread out the exact sequence
1 −→ G −→ Rk′/k(B
′) −→ H −→ 1
to obtain an exact sequence
1 −→ G −→ ROS′/OS (B
′) −→ H −→ 1
over OS , where B′ is finite flat commutative over OS′ and H is a commutative flat affine
OS-group of finite type. Then we obtain a commutative diagram with exact rows
0 G (Ov) ROS′/OS(B
′)(Ov) H (Ov)
0 G(kv) Rk′/k(B
′)(kv) H(kv)
∼
in which the middle vertical arrow is an isomorphism because B′ is finite and the last
vertical arrow is an inclusion because H is affine. An easy diagram chase now shows that
the first vertical arrow is an isomorphism.
Lemma 4.2.7. For a global field k, consider a short exact sequence of commutative k-group
schemes of finite type
1 −→ H −→ G −→ Rk′/k(B
′)
with k′/k a finite extension and B′ a finite commutative k′-group scheme. If (4.2.1) holds
for H, then it also holds for G.
Proof. Let C := im(G→ Rk′/k(B′)). Then we have a short exact sequence
1 −→ H −→ G −→ C −→ 1
which we may spread out to a short exact sequence
1 −→ H −→ G −→ C −→ 1
103
After enlarging S, the commutative diagram with exact rows (for v 6∈ S)
C (Ov) H
1(Ov ,H ) H
1(Ov,G ) H
1(Ov ,C )
C(kv) H
1(kv ,H) H
1(kv, G) H
1(kv , C)
∼
has the first vertical arrow an isomorphism by Lemma 4.2.6, the second an inclusion by
hypothesis, and the last an inclusion by Lemma 4.2.5. A simple diagram chase now shows
that the third vertical arrow is an inclusion.
Here is the crucial lemma that allows us to go beyond the smooth case.
Lemma 4.2.8. Let k be a field, G a connected commutative k-group scheme of finite type.
Suppose that the underlying reduced scheme Gred ⊂ G is not a smooth k-subgroup scheme.
Then there is an exact sequence
1 −→ H −→ G −→ Rk′/k(I
′)
for some finite purely inseparable extension k′/k and some infinitesimal commutative k′-
group scheme I ′, such that dim(H) < dim(G).
Proof. By descent from the perfect closure, there exists a finite purely inseparable extension
k′/k such that (Gk′)red ⊂ Gk′ is a smooth k′-subgroup scheme. Let I ′ := Gk′/(Gk′)red, so
I ′ is infinitesimal. Let H be the kernel of the composition G →֒ Rk′/k(Gk′) → Rk′/k(I ′).
We need to show that dim(H) < dim(G).
Suppose to the contrary that dim(H) = dim(G). The composition Hk′ →֒ Gk′ → I ′
vanishes by definition of H. Thus, by definition of I ′, we have Hk′ ⊂ (Gk′)red. But (Gk′)red
is smooth and connected, so its only closed k′-subgroup scheme of the same dimension
is (Gk′)red itself. It follows that Hk′ is smooth, hence so is H. Therefore we must have
H = Gred (since G is connected and dim(H) = dim(G)), so Gred is a smooth k-subgroup
scheme, violating our assumption. This contradiction shows that dim(H) < dim(G).
Proposition 4.2.9. Let G be a commutative group scheme of finite type over a global field
k, S a finite nonempty set of places of k, and let G be an OS-model of G. Then for all but
finitely many places v of k, the map H1(Ov,G )→ H1(kv , G) is injective.
Proof. We proceed by induction on dim(G). Since the component group G/G0 is finite,
by Lemma 4.2.3 it suffices to prove Proposition 4.2.9 for G0; i.e., we may assume G is
connected. If Gred ⊂ G is a smooth k-subgroup scheme then by finiteness of G/Gred we
are done by Lemmas 4.2.3 and 4.2.4. If Gred is not a smooth k-subgroup scheme, then we
apply Lemmas 4.2.8 and 4.2.7, together with induction, to conclude.
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4.3 Integral annihilator aspects of duality between H1(kv, G)
and H1(kv, Ĝ)
In this section we prove Theorem 1.2.7. In order to do this, we first prove Theorem 1.2.6
for Ga:
Proposition 4.3.1. For a local function field k, the map H2(Ov , Ĝa)→ (Ga(kv)/Ga(Ov))D =
(kv/Ov)
D is an isomorphism.
Equivalently, the map H2(Ov , Ĝa)→ H2(kv , Ĝa) is injective with image that is the exact
annihilator of Ga(Ov) under the cup product pairing.
The equivalence between the two formulations is immediate from the already-established
local duality in the case of Ga (Proposition 3.5.10) and from the surjectivity of the map
((kv)pro)
D → kDv (this surjectivity holding because any continuous homomorphism kv →
R /Z has kernel that is closed of finite index because the image is contained in 1pZ/Z).
Proof. First we check that the map H2(Ov , Ĝa)→ H2(kv , Ĝa) is injective. By Proposition
2.5.12, it suffices to check that the map Br(Ga,Ov ) → Br(Ga, kv) is injective, and this in
turn holds because Ga,Ov is a regular scheme.
Next we check that H2(Ov, Ĝa) is the exact annihilator of Ov. By Propositions 2.5.12
and 2.7.6, and Lemmas 2.5.14 and 2.7.5, it suffices to prove that for a uniformizer π of Ov,
if λ ∈ kv satisfies ψ(λαdπ) = 0 ∈ Br(kv) for every α ∈ Ov, where ψ is the map (2.6.1) for
X = Spec(kv), then λ ∈ Ov. That is, we will show that if λ /∈ Ov, then ψ(λαdπ) 6= 0 for
some α ∈ Ov.
Let Fv denote the finite residue field of Ov . Choose c ∈ Fv such that TrFv/Fp(c) 6= 0.
Write λ =
∑
n≥−N bnπ
n with bn ∈ Fv, N > 0, and b−N 6= 0. Choose α := cπN−1/b−N , so
that λαdπ has residue Res(λαdπ) = c. Therefore, identifying Fp with 1pZ/Z, this Brauer
element has invariant inv(λαdπ) = TrFv/Fp(Res(λαdπ)) 6= 0 by construction. We therefore
have ψ(λαdπ) 6= 0 ∈ Br(kv), as desired.
We will prove the following reformulation of Theorem 1.2.7:
Proposition 4.3.2. Theorem 1.2.7 holds. That is, if k is a global function field, G an
affine commutative k-group scheme of finite type, and G an OS-model of G, then for all
but finitely many v the maps H1(Ov ,G ) → H1(kv, G) and H1(Ov , Ĝ ) → H1(kv, Ĝ) are
inclusions and the map H1(Ov , Ĝ ) → (H1(kv, G)/H1(Ov,G ))D induced by the composition
H1(Ov, Ĝ ) → H
1(kv, Ĝ) → H
1(kv , G)
D (the last map being induced by cup product) is a
topological isomorphism for almost all v, where we endow H1(Ov , Ĝ ) with the subspace
topology from H1(kv, Ĝ).
Remark 4.3.3. In order to show that Proposition 4.3.2 is equivalent with Theorem 1.2.7,
we note that it is equivalent to saying that H1(Ov, Ĝ ) ⊂ H1(kv , Ĝ) is closed, and that its
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annihilator under the local duality pairing is the closure of H1(Ov ,G ) ⊂ H1(kv , G). Thus,
we only need to show that H1(Ov ,G ) ⊂ H1(kv, G) is closed. In order to do this, we note
that we may define a topology on H1(Ov ,G ) directly as in §3.3, as follows.
Declare a subset U ⊂ H1(Ov,G ) to be open if for every locally finite type Ov-scheme
X, and every G -torsor X → X over X, the set {x ∈ X(Ov) | Xx ∈ U} ⊂ X(Ov) is open.
If we choose G to be affine (as we may by choosing an inclusion G ⊂ GLn, k and then
taking G to be the Zariski closure of G inside GLn,OS ), then this makes H
1(Ov,G ) into
a topological group [Čes1, Prop. 3.6(c)], and this group is compact by [Čes1, Prop. 2.9(d)]
and Lemma 3.3.3. With this topology, the map H1(Ov ,G )→ H1(kv , G) is continuous, due
to the continuity of the map X(Ov) → X(kv) for any locally finite type Ov-scheme X. It
follows that the image is compact, hence closed, which is what we wanted to show. It is
perhaps worth noting that this map is actually a homeomorphism onto its image, as follows
from the compactness of the source and the Hausdorffness of the target.
Proof of Proposition 4.3.2. The injectivity assertion is contained in Propositions 4.2.1 and
4.2.9. Further, if the map of the proposition is an algebraic isomorphism, then it is auto-
matically a topological isomorphism since Pontryagin duality then topologically identifies
H1(Ov, Ĝ ) with (H1(kv, G)/H1(Ov,G ))D. If G is finite, then when char(k) ∤ #G, this is part
of classical Tate local duality, and the general case is due to Milne [Mi1, Ch. 3, Cor. 7.2]. To
go beyond finite G, we next note that Proposition 4.3.2 holds for G = Rk′/k(Gm) with k′/k
a finite separable extension because H1(kv ,G ) and H1(kv , Ĝ) vanish for all v by Lemma
3.3.2.
Next we turn to the case when G is an almost-torus over k. By Lemma 2.1.3(iv), after
harmlessly modifying G we may assume that there is an exact sequence
1 −→ B −→ X −→ G −→ 1
where X = C × Rk′/k(T ′) for a finite separable extension field k′/k and split k′-torus T ′,
and B and C are finite commutative k-group schemes. Using Lemma 4.1.6, we may spread
this out to obtain an exact sequence of affine flat commutative group schemes of finite type
over some OS :
1 −→ B −→ X −→ G −→ 1
such that the dual sequence
1 −→ Ĝ −→ X̂ −→ B̂ −→ 1
is also exact. Define the covariant functor Qi := Hi(kv, (·)kv )/H
i(Ov, ·) on affine flat com-
mutative Ov-group schemes of finite type. In the commutative diagram
X̂ (Ov) B̂(Ov) H
1(Ov , Ĝ ) H
1(Ov , X̂ ) H
1(Ov , B̂)
Q2(X )D Q2(B)D Q1(G )D Q1(X )D Q1(B)D
∼ ∼ ∼ ∼
(4.3.1)
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(where all maps in the bottom row are well-defined due to Proposition 3.3.1(v)), the top
row is exact, and perhaps after expanding S the first two vertical arrows are isomorphisms
by Proposition 4.1.7, and the last two are isomorphisms by the already-treated cases of
finite group schemes and separable Weil restrictions of split tori. We claim that the bottom
row is exact at the second and third entries for all but finitely many v. (It is actually exact
everywhere for almost all v, but we will not need this.) Assuming this, a simple diagram
chase shows that the middle vertical arrow is an isomorphism, as desired.
Let us first check exactness at the second entry along the bottom of (4.3.1) for almost
all v. Consider the 3-term complex of continuous maps
H1(kv , G)
H1(Ov,G )
−→
H2(kv, B)
H2(Ov,B)
−→
H2(kv,X)
H2(Ov,X )
,
in which the last 2 terms are discrete (the kv-cohomologies are discrete in degree 2). This
is exact for almost all v because H2(Ov,B) and H2(Ov ,X ) vanish for all but finitely many
v by Proposition 4.1.7. Thus, the map
Q2(B)/ imQ1(G )→ Q2(X )
between discrete groups is an inclusion, so we have an exact sequence of R/Z-duals of
discrete groups
Q2(X )D → Q2(B)D → (imQ1(G ))D.
This yields exactness at the second term along the bottom of (4.3.1).
To complete the proof of Proposition 4.3.2 for almost-tori, it remains to check exactness
at the third entry along the bottom of (4.3.1). It suffices to show that the complex of
continuous maps
Q1(X )→ Q1(G )→ Q2(B)
between locally compact Hausdorff groups with discrete third term is algebraically exact
for almost all v. The algebraic exactness is immediate because H2(Ov,B) = 0 for almost
all v by Proposition 4.1.7 again. This proves the proposition for almost-tori.
Now we treat the general case. Let G be an affine commutative k-group scheme of finite
type. By induction on the dimension of the unipotent radical of (Gk)
0
red (the 0-dimensional
case being the already-treated case of almost-tori), we may assume (by Lemma 2.1.7) that
we have an exact sequence
1 −→ H −→ G −→ Ga −→ 1
such that Proposition 4.3.2 holds for H. Using Lemma 4.1.6, we may then spread this out
to obtain exact sequences over some OS :
1 −→ H −→ G −→ Ga −→ 1,
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1 −→ Ĝa −→ Ĝ −→ Ĥ −→ 1.
In the commutative diagram of homomorphisms
0 H1(Ov , Ĝ ) H
1(Ov , Ĥ ) H
2(Ov , Ĝa)
0 Q1(G )D Q1(H )D Q0(Ga)
D
∼ ∼
(with well-defined maps in the bottom row due to Proposition 3.3.1(v)), the top row is exact
because H1(Ov , Ĝa) = 0 by Proposition 2.5.3, the middle vertical arrow is an isomorphism
by hypothesis, and the last vertical arrow is an (algebraic) isomorphism by Proposition
4.3.1. The bottom row is exact at Q1(G )D because the map H1(kv ,H) → H1(kv , G) is
surjective (since H1(kv ,Ga) = 0). A simple diagram chase now shows that the first vertical
arrow is an isomorphism. This completes the proof of Proposition 4.3.2.
4.4 Integral annihilator aspects of duality between H2(kv, Ĝ)
and H0(kv, G)
In this section we prove Theorem 1.2.6. Let G be an affine commutative group scheme of
finite type over a global function field k. Consider the following statement:
For any (equivalently, for some) finite nonempty set S of places of k and OS-
model G of G, the continuous map H2(Ov , Ĝ )→ Homcts(G(kv)/G (Ov),Q/Z)
is an isomorphism for all but finitely many places v of k.
(4.4.1)
Remark 4.4.1. We claim that (4.4.1) is equivalent to Theorem 1.2.6 for G. Indeed, we first
note that the injectivity of the map G (Ov)→ G(kv) for all but finitely many v is trivial. In-
deed, we may spread G out to some affine OS-model G , and the injectivity for affine G is ob-
vious. The injectivity of the map H2(Ov , Ĝ )→ H2(kv, Ĝ) for all but finitely many v follows
from (4.4.1) and the fact that the map H2(Ov , Ĝ )→ Homcts(G(kv)/G (Ov),Q/Z) factors as
a composition H2(Ov , Ĝ )→ H2(kv, Ĝ)→ Homcts(G(kv)/G (Ov),Q/Z). Finally, the equiva-
lence of Theorem 1.2.6 with (4.4.1) follows from the perfectness of the local duality pairing
(Proposition 3.5.10) and from the fact that the map (G(kv)pro)D → Homcts(G(k),Q/Z) is
an (algebraic) isomorphism (Proposition 3.5.8).
Lemma 4.4.2. For a global function field k a finite separable extension k′/k, and a split
k′-torus T ′, (4.4.1) holds for G = Rk′/k(T ′).
Proof. We may assume that T ′ = Gm and that S contains the set of places of k unramified
in k′, and that G := ROS′/OS(Gm), where S
′ is the set of places of k′ lying over S. By
Proposition 2.3.6, ̂ROS′/OS (Gm) = ROS′/OS (Z). Since the constant group Z is smooth,
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we may consider cohomology relative to the étale topology. For each v /∈ S, we have by
Proposition C.0.3 a commutative diagram with vertical isomorphisms
H2(Ov,ROS′/OS (Z)) Homcts(ROS′/OS (Gm)(kv)/ROS′/OS (Gm)(Ov),Q/Z)
∏
v′|v H
2(Ov′ ,Z)
∏
v′|v Homcts(k
×
v′/O
×
v′ ,Q/Z)
∼ ∼
in which the products are taken over all places v′ of k′ lying above v. We are therefore
reduced to the case k′ = k.
Our task now is to show that the map H2(Ov,Z)→ (k×v /O
×
v )
∗ is an isomorphism. Via
the exact sequence of étale sheaves
0 −→ Z −→ Q −→ Q/Z −→ 0
and the fact that Hi(Ov,Q) = 0 for all i > 0 (this actually holds for any noetherian nor-
mal scheme), we see that H2(Ov ,Z) = Homcts(π1(Ov),Q/Z) = (Gal(knrv /kv))
D, where
knrv is the maximal unramified extension of kv. Further, the map (Gal(k
nr
v /kv))
D →
Homcts(k
×
v /O
×
v ,Q/Z) is compatible with the map Gal(k
ab
v /kv)
D → Homcts(k
×
v ,Q/Z) that
is the Pontryagin dual of the local reciprocity map (see Lemma 3.5.4). What we want to
show, therefore, is that the profinite group O×v (which injects into (kv)pro ≃ O
×
v × Zpro)
is the kernel of the composition k×v → Gal(k
ab
v /kv) → Gal(k
nr
v /kv), and this follows from
local class field theory.
Proposition 4.4.3. If G is an affine commutative group scheme of finite type over a global
function field k, then (4.4.1) – and hence Theorem 1.2.6 – holds for G.
Proof. The equivalence between (4.4.1) and Theorem 1.2.6 was discussed in Remark 4.4.1.
Note also that Theorem 1.2.6 holds for finite G by Proposition 4.1.7 and Cartier duality.
First suppose that G is an almost-torus over k. To prove (4.4.1) for G, by Lemma
2.1.3(iv) we may harmlessly modify G so that there is an exact sequence
1 −→ B −→ X −→ G −→ 1,
where B is a finite commutative k-group scheme and X = C × Rk′/k(T ′) for a finite
commutative k-group scheme C, a finite separable extension k′/k, and a split k′-torus T ′.
By Lemma 4.1.6, this spreads out to yield exact sequences over some OS :
1 −→ B −→ X −→ G −→ 1,
1 −→ Ĝ −→ X̂ −→ B̂ −→ 1.
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Recall that Qi(H ) := Hi(kv ,H)/Hi(Ov ,H ) for a commutative Ov-group scheme H with
generic fiber H. After possibly enlarging S, we can arrange that in the resulting commu-
tative diagram (for v 6∈ S)
H1(Ov , X̂ ) H
1(Ov , B̂) H
2(Ov, Ĝ ) H
2(Ov , X̂ ) 0
Q1(X )D Q1(B)D Homcts(Q
0(G ),Q/Z) Homcts(Q
0(X ),Q/Z)
∼ ∼ ∼
(4.4.2)
the top row is exact (because H2(Ov, B̂) = 0 for almost all v by Proposition 4.1.7 and
Cartier duality), the first two vertical arrows are isomorphisms (by Proposition 4.3.2), the
last vertical arrow is an isomorphism by the already-treated cases of finite group schemes
and separable Weil restrictions of split tori (Lemma 4.4.2), and the maps in the bottom row
are well-defined due to Proposition 3.3.1(v) and Lemma 3.4.1. We claim that the bottom
row is exact for all but finitely many v 6∈ S. Assuming this, a simple diagram chase shows
that the third vertical arrow is an isomorphism, as required.
So we now prove exactness of the bottom row of (4.4.2). We first claim that (for all but
finitely many v) the complex
X(kv)
X (Ov)
−→
G(kv)
G (Ov)
−→
H1(kv, B)
H1(Ov,B)
−→
H1(kv ,X)
H1(Ov ,X )
−→
H1(kv, G)
H1(Ov ,G )
. (4.4.3)
is exact. Indeed, in the commutative diagram with exact rows
X (Ov) G (Ov) H
1(Ov ,B) H
1(Ov ,X ) H
1(Ov,G ) 0
X(kv) G(kv) H
1(kv, B) H
1(kv ,X) H
1(kv, G)
the last two vertical arrows are inclusions for almost all v by Proposition 4.2.9, and the top
row is exact because H2(Ov,B) = 0 for all but finitely many v by Proposition 4.1.7. A
simple diagram chase now shows that (4.4.3) is exact.
We may now prove that the bottom row of (4.4.2) is exact. The groups Q1(F ) for
F = B, X , or G are Hausdorff since H1(Ov,F ) ⊂ H1(kv, F ) are closed by Proposition
4.3.2 (since the exact annihilator of any set is closed), so exactness of (4.4.3) implies that the
maps Q1(B)/Q0(G ) → Q1(X ) and Q0(G )/Q0(X ) → Q1(B) are inclusions with closed
image, hence these inclusions are homeomorphisms onto closed subgroup by Propositions
3.3.1(i) and 3.3.5, and Lemma 3.4.3. Pontryagin duality would then yield the exactness of
the bottom row of (4.4.2). This completes the proof of the proposition for almost-tori.
Now we turn to the proof of the proposition in general. Let G be an affine commutative
k-group scheme of finite type. By induction on the dimension of the unipotent radical of
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(Gk)
0
red (the 0-dimensional case corresponding to the settled case of almost-tori), we may
assume by Lemma 2.1.7 that there is an exact sequence
1 −→ H −→ G −→ Ga −→ 1
such that the proposition holds for H. By Lemma 4.1.6, we may then spread this out to
obtain exact sequences over some OS :
1 −→ H −→ G −→ Ga −→ 1,
1 −→ Ĝa −→ Ĝ −→ Ĥ −→ 1.
In the resulting commutative diagram
H1(Ov , Ĥ ) H
2(Ov, Ĝa) H
2(Ov , Ĝ ) H
2(Ov, Ĥ ) 0
Q1(H )D Q0(Ga)
D Homcts(Q
0(G ),Q/Z) Homcts(Q
0(H ),Q/Z)
∼ ∼ ∼
(4.4.4)
the top row is exact because H3(Ov , Ĝa) = 0 (Proposition 2.8.7), the first vertical arrow
is an isomorphism for almost all v by Proposition 4.3.2, the second is an isomorphism for
all v by Proposition 4.3.1, and the last vertical arrow is an isomorphism for almost all v by
hypothesis. The first map in the bottom row is well-defined by Proposition 3.3.1(v) and
because Qo(Ga) is p-torsion. We claim that the bottom row is exact for all but finitely many
v. Assuming this, a diagram chase shows that the third vertical arrow is an isomorphism
for such v, which would prove the proposition.
We first claim that for almost all v the following complex is exact:
H(kv)
H (Ov)
−→
G(kv)
G (Ov)
−→
Ga(kv)
Ga(Ov)
−→
H1(kv ,H)
H1(Ov,H )
−→
H1(kv , G)
H1(Ov,G )
. (4.4.5)
To see this, consider the following commutative diagram:
H (Ov) G (Ov) Ga(Ov) H
1(Ov,H ) H
1(Ov ,G ) 0
H(kv) G(kv) Ga(kv) H
1(kv,H) H
1(kv , G)
The top row is exact because H1(Ov,Ga) = 0, and the last two vertical arrows are inclusions
by Proposition 4.2.9. A simple diagram chase thereby yields that (4.4.5) is exact.
To show that the bottom row of (4.4.4) is exact, it suffices by Pontryagin duality to show
that the maps Q0(Ga)/Q0(G ) → Q1(H ) and Q0(G )/Q0(H ) → Q0(Ga) are homeomor-
phisms onto closed subgroups. Exactness of the sequence (4.4.5) of continuous (by Propo-
sition 3.3.1(v)) maps and Hausdorffness of Q1(H ) and Q1(G ) (which follows from the fact
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that the integral cohomology groups H1(Ov,H ) ⊂ H1(kv,H) and H1(Ov ,G ) ⊂ H1(kv , G)
are closed, since they are the exact annihilators of subsets of the Pontryagin dual group by
Proposition 4.3.2) imply that these maps are isomorphisms onto closed subgroups. They
are therefore homeomorphisms onto their closed images by Lemma 3.4.3 and Proposition
3.3.1(i). This completes the proof that the bottom row of (4.4.4) is exact, and of the
proposition.
112
Chapter 5
Global Fields
In this chapter, we establish the main global theorems stated in §1.2. That is, we prove
Theorems 1.2.8, 1.2.9, and 1.2.10. We begin by verifying the easy parts of Theorem 1.2.8
in §5.1, and we then describe the relationship between the cohomology of Ak and that of
the fields kv , both algebraically and topologically (§§5.2-5.3). Among other things, this
explains the relationship between our results stated in terms of adelic cohomology and
the classical results of Poitou and Tate stated in terms of various products and restricted
products of local cohomology groups. We will also use this discussion to prove duality
theorems for the adelic cohomology groups (Proposition 5.3.5), which are consequences of
the main local duality results. The first half of the chapter (as well as §5.13) proves the
exactness of the nine-term exact sequence in Theorem 1.2.8 at various places. The second
half is primarily concerned with the pairings between Tate-Shafarevich groups given by
Theorem 1.2.9. Unlike the rest of the results in this manuscript, these results are proven
from scratch, without using the case of finite commutative group schemes as a black box.
This is done for two reasons: (i) it is convenient for the reader; and (ii) it allows us to
avoid checking compatibility between our pairings and the pairings given in [Čes2] (defined
in a totally different manner). Finally, the chapter concludes with a proof of the “dual
nine-term exact sequence” (§5.16), obtained by dualizing the sequence of Theorem 1.2.8
and then applying the duality results for adelic cohomology groups mentioned above.
5.1 Preliminaries
In this section we describe all of the maps in Theorem 1.2.8, show that they are well-defined,
and prove the easy parts of that theorem.
Recall that we endow G(k) with the discrete topology and G(A) with the natural
topology arising from that on A (via a closed embedding from G into some affine space).
This latter topology coincides with the restricted product topology defined as follows. We
spread out G to an OS -model G (where S is a non-empty finite set of places of k), and
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declare a fundamental system of neighborhoods of the identity to be the sets of the form∏
v∈S′ Uv ×
∏
v/∈S′ G (Ov), where S
′ ⊃ S is a finite set of places and Uv ⊂ G(kv) is a
neighborhood of 0 ∈ G(kv). This topology is independent of the chosen model, since any two
become isomorphic over some OS′′ . The natural map G(k)→ G(A) induced by the diagonal
inclusion k →֒ A is trivially continuous, and therefore uniquely extends to a continuous map
G(k)pro → G(A)pro. The maps H1(k,G) → H1(A, G) and H2(k,G) → H2(A, G) are also
induced by the diagonal inclusion k →֒ A.
The maps Hi(A, G)→ H2−i(k, Ĝ)∗ are defined by the pairing Hi(A, G)×H2−i(k, Ĝ)→
Q/Z which for every place v of k cups the corresponding elements of Hi(kv , G) and H2−i(kv , Ĝ)
to obtain an element of H2(kv,Gm), takes the invariant, and then sums the result over all
places v. We need to check that this sum contains only finitely many nonzero terms.
In order to do this, we spread out G to an OS-model G for some non-empty finite set
S of places of k. Since A = lim
−→S′
(∏
v∈S′ kv ×
∏
v/∈S′ Ov
)
, where the limit is over all
finite sets S′ of places of k that contain S, Proposition D.0.1 shows that Hi(A, G) =
lim
−→S′
(∏
v∈S′ H
i(kv, G) ×H
i(
∏
v/∈S′ Ov,G )
)
. We similarly obtain the equality H2−i(k, Ĝ) =
lim
−→S′
(
H2−i(OS′ , Ĝ )
)
.
We conclude that any element of Hi(A, G) lands inside the image of Hi(Ov ,G ) →
Hi(kv , G) for all but finitely many places v of k, and any element of H2−i(k, Ĝ) comes from
H2−i(OS′ , Ĝ ) for sufficiently large S′ ⊃ S and so restricts into the image of H2−i(Ov , Ĝ )→
H2−i(kv, Ĝ) for all but finitely many v. For any α ∈ Hi(A, G) and β ∈ H2−i(k, Ĝ), therefore,
〈αv, βv〉 ∈ im(H
2(Ov,Gm) → H
2(kv ,Gm)) for all but finitely many v. But H2(Ov ,Gm) =
Br(Ov) = 0, so the local pairing is 0 for all but finitely many places, as desired.
To extend the map G(A) → H2(k, Ĝ)∗ to a map from G(A)pro, endow H2(k, Ĝ) with
the discrete topology. Since H2(k, Ĝ) is torsion (Lemma 3.5.1), H2(k, Ĝ)∗ is the Pontryagin
dual of the discrete group H2(k, Ĝ), and so it is naturally a profinite group. We next show
that the map G(A) → H2(k, Ĝ)∗ is continuous, hence it uniquely extends to a continuous
map G(A)pro → H2(k, Ĝ)∗.
Lemma 5.1.1. If G is a commutative group scheme of finite type over a global field k, then
the global duality map G(A) → H2(k, Ĝ)∗, obtained from the pairing that cups everywhere
locally and then adds the invariants, is continuous.
Proof. We need to show that for any finite subset T ⊂ H2(k, Ĝ) and any ǫ > 0, there exists
a neighborhood U ⊂ G(A) of the identity such that |〈u, t〉| < ǫ for all u ∈ U, t ∈ T . Choose
some OS -model G of G, and enlarge S if necessary so that each t ∈ T extends to a class
in H2(OS , Ĝ ). By continuity of the local duality pairing (Lemma 3.5.2), we may choose for
each v ∈ S a neighborhood Uv ⊂ G(kv) of the identity such that 〈Uv, T 〉 ⊂ (−ǫ/#S, ǫ/#S).
Now we may take U :=
∏
v∈S Uv ×
∏
v/∈S G (Ov). Indeed, given u ∈ U and t ∈ T , we have
|〈uv , tv〉| < ǫ/#S for v ∈ S by our choice of U , while for v /∈ S, 〈uv, tv〉 factors through
H2(Ov,Gm) = 0, hence vanishes. Thus, |〈u, t〉| = |
∑
v〈uv, tv〉| < ǫ, as desired.
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Finally, recall that the maps H2(k, Ĝ)∗ → H1(k,G) and H1(k, Ĝ)∗ → H2(k,G) in The-
orem 1.2.8 are defined by using the (still unproven) Theorem 1.2.9. Indeed, that theorem
provides isomorphisms Xi(k, Ĝ)∗ ∼−→X3−i(k,G), for i = 1, 2, and the above maps are then
defined to be the compositions
H2(k, Ĝ)∗ ։X2(k, Ĝ)∗
∼
−→X1(k,G) →֒ H1(k,G),
H1(k, Ĝ)∗ ։X1(k, Ĝ)∗
∼
−→X2(k,G) →֒ H2(k,G).
Some easy parts of the proof of Theorem 1.2.8 can be settled immediately. First we check
that the sequence is a complex. That it is a complex at H1(k,G) and H2(k,G) is immediate
from the definitions. That the sequence is a complex at G(A), H1(A, G), and H2(A, G)
follows from the fact that the sum of the local invariants of a class in H2(k,Gm) = Br(k)
is 0. It is a complex at H1(k, Ĝ)∗ due to the fact that the pairing between H1(A, G)
and X1(k, Ĝ) is trivial (since by definition any element of X1(k, Ĝ) has trivial image
in H1(kv , Ĝ) for each v). The sequence is a complex at H2(k, Ĝ)∗ by similar reasoning.
Finally, the sequence is exact at Hi(k,G) (i = 1, 2) by definition. Proving that the rest of
the sequence is exact will be the main work of this chapter.
5.2 Relation between adelic and local cohomology
Let k be a global field function field with ring of adeles A. Let F be an fppf abelian sheaf
on Spec(A). Then the projection maps A → kv induce maps Hi(A,F ) →
∏
v H
i(kv,F ).
The purpose of this section is to study these maps. In particular, we will show that when
F = G for a commutative k-group scheme G of finite type, these maps identify Hi(A, G)
with ⊕vHi(kv , G) when i > 1 (when i > 0 if G is smooth and connected), and with the
restricted product
∏′
v H
1(kv , G) with respect to integral cohomology groups when i = 0, 1
(Proposition 5.2.2). We will also show that these maps are inclusions for i ≤ 2 when
F = Ĝ for affine commutative G of finite type over k, and an isomorphism onto the
restricted product with respect to the integral cohomology groups when i = 1 (Proposition
5.2.16). Note in particular that the two definitions
X
i(k,F ) := ker
(
Hi(k,F )→ Hi(A,F )
)
,
X
i(k,F ) := ker
(
Hi(k,F )→
∏
v
Hi(kv,F )
)
agree for all i when F = G, and for i ≤ 2 when F = Ĝ. We are therefore free to use either
definition in the sequel, since the only Xi that we will deal with will be when i = 1 or 2.
(Our main interest in these groups lies in Theorem 1.2.9.)
Let us introduce a bit of notation. For a set S of places of a global field k containing
all of the archimedean places of k, let
ÔS :=
∏
v/∈S
Ov .
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Lemma 5.2.1. If G is a commutative group scheme of finite type over a global field k, then
there is a finite nonempty set S of places of k containing the archimedean places and an
OS-model G of G such that the map H1(ÔS ,G )→
∏
v/∈S H
1(Ov ,G ) is an isomorphism.
Proof. We first treat the case when G is finite. Spread G out to an OS-model G that is
finite flat over OS with rank n > 0. Injectivity follows by Lemma 4.1.2. For surjectivity,
we consider for each v /∈ S a G -torsor Xv over Ov and seek to make a G -torsor X over∏
v 6∈S Ov inducing Xv over Ov for each v 6∈ S. Each Xv has the form Spec(Bv) with Bv a
finite free Ov-module of rank n. Then B :=
∏
v 6∈S Bv is a finite free ÔS-module of rank n,
and the co-action maps αv : Bv → Ov[G ]⊗Ov Bv define a map
α =
∏
αv : B →
∏
v
(Ov [G ]⊗Ov Bv) = ÔS [G ]⊗ÔS B
(equality since OS [G ] is a finite projective OS-module, and arbitrary direct products com-
mute with tensor products against a finite projective module over any ring, such as OS).
Then α is a co-action map – which is to say that the ÔS-scheme X := Spec(B) is
equipped with a G -action – and we have G -compatible isomorphisms XOv ≃ Xv for all
v 6∈ S. We therefore just need to prove that X is a G -torsor for the fppf topology. But X
is an fppf ÔS-scheme, so it suffices to show that the natural map
G ×
ÔS
X → X ×
ÔS
X
defined by (g, x) 7→ (g.x, x) is an isomorphism. This map of affine schemes corresponds to
the direct product of the analogous maps on coordinate rings for each Xv over Ov, so we
are done because Xv is a G -torsor over Ov for each v 6∈ S. This completes the proof for
finite G.
To treat the general case, we have by Lemma 2.1.1 an exact sequence
1 −→ B −→ G −→ H −→ 1
with B a finite commutative k-group scheme and H smooth and connected. We may then
spread this out to an exact sequence of OS-models
1 −→ B −→ G −→ H −→ 1
with H a separated OS-group scheme of finite type. In the commutative diagram
H (ÔS) H
1(ÔS ,B) H
1(ÔS ,G ) 0
∏
v/∈S H (Ov)
∏
v/∈S H
1(Ov ,B)
∏
v/∈S H
1(Ov,G ) 0
∼ ∼
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after enlarging S, the top row is exact by Proposition 4.1.4, the bottom row by the same
proposition (which implies that H1(Ov ,H ) = 0 for all but finitely many v), the first vertical
arrow is an isomorphism by Lemma 4.1.2, and the second vertical arrow is an isomorphism
by the already-treated finite case of the lemma. A diagram chase now shows that the third
vertical arrow is an isomorphism.
Here is the first main result of this section.
Proposition 5.2.2. Let k be a global field, G a commutative k-group scheme of finite type,
and let G be an OS-model of G for some finite nonempty set S of places of k. The map
Hi(Ak, G)→
∏
v H
i(kv , G) induces an isomorphism onto the restricted product
∏′
v H
i(kv , G)
with respect to the subgroups Hi(Ov,G ) for i = 0, 1. For i = 2, it induces an isomorphism
onto
⊕
v
Hi(kv, G), and the same holds for i = 1 if G is smooth and connected. Finally, it
induces an isomorphism onto
∏
v real H
i(kv , G) for i > 2.
Proof. Note that the groups H1(Ov ,G ) ⊂ H1(kv , G) are indeed subgroups by Proposition
4.2.9. We may choose G to be a separated OS-group scheme of finite type. By Proposition
D.0.1, Hi(A, G) = lim−→S
(∏
v∈S H
i(kv, G) ×H
i(
∏
v/∈S Ov,G )
)
. That the adelic cohomology
groups agree with the restricted product for i = 0 follows from Lemma 4.1.2 and for
i = 1 follows from Lemma 5.2.1. The latter two assertions of the proposition (about the
isomorphism onto a direct sum and onto the product over the real places) follow immediately
from Propositions 4.1.5, 4.1.4, and 3.1.2.
Remark 5.2.3. In classical Tate duality for finite discrete Galois modules over a global
field k (i.e., finite étale k-group schemes) with order prime to char(k), the role of the
group H1(A, G) is usually taken by the restricted product of the local cohomology groups
H1(kv, G) with respect to unramified cohomology groups. By standard results on the étale
cohomology of discrete valuation rings, these unramified groups are the same as the groups
H1(Ov,G ), where G is a finite flat OS-group scheme with generic fiber G. Thus, our global
results involving adelic cohomology groups recover the classical results.
We now turn to proving that the map Hi(Ak, Ĝ) →
∏
v H
i(kv , Ĝ) is an inclusion for
i ≤ 2 whenever G is an affine commutative group scheme of finite type over a global field
k.
Lemma 5.2.4. Let {Ri}i∈I be a set of local rings, and let R :=
∏
i∈I Ri. For a subset
J ⊂ I, let RJ :=
∏
i∈J Ri. Then any open cover of Spec(R) may be refined by one of the
form {Spec(RI1), . . . ,Spec(RIn)}, where I = I1 ∐ · · · ∐ In is a finite partition of I.
Proof. Any open cover of Spec(R) may be refined by {Spec(Rf1), . . . ,Spec(Rfn)} for some
fj ∈ R that generate the unit ideal. Since each Ri is local, it follows that for each i ∈ I,
we have (fj)i ∈ R×i for some 1 ≤ j ≤ n. Choose one such j := j(i) for each i ∈ I. Then,
for 1 ≤ m ≤ n, we may take Im := {i ∈ I | j(i) = m}.
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Lemma 5.2.5. Let k′/k be a finite separable extension of global fields, let S be a non-empty
finite set of places of k containing all archimedean places and all places of k that ramify in
k′, and let S′ be the set of places of k′ lying above S. Then H1(ÔS , ̂ROS′/OS (Gm)) = 0, and
H1(Ov, ̂ROS′/OS (Gm)) = 0 for v /∈ S.
Proof. By Proposition 2.3.6, we have ̂ROS′/OS (Gm) = ROS′/OS (Ĝm) = ROS′/OS (Z). The
Leray spectral sequence for the finite morphism Spec(OS′)→ Spec(OS) yields an inclusion
H1(Ov,ROS′/OS (Z)) →֒ H
1(
∏
v′|vOv′ ,Z). We therefore see that it suffices to treat the
case k′ = k, and a similar argument applies to the first assertion of the lemma, since
ÔS′ = OS′ ⊗Os ÔS .
Since the constant OS -group Z is smooth, we may take our cohomology to be étale. We
first note that for any noetherian normal domain A, we have H1(A,Z) = 0. Indeed, we have
H1(A,Z) = Homcts(π1(Spec(A)),Z) where Z is discrete, and this group vanishes because
π1(Spec(A)) is profinite and Z contains no nontrivial finite subgroup. That H1(Ov ,Z) = 0
now follows because Ov is noetherian and normal. To show H1(ÔS ,Z) = 0, we first show
that H1((ÔS)p,Z) = 0 for each prime p ∈ Spec(ÔS).
By Lemma A.2.1, (ÔS)p is a normal domain, so in order to prove the claim it suffices to
show that H1(A,Z) = 0 for any normal domain A. But A is the direct limit of its finitely
generated Z-algebras, and because A is a normal domain, the normalization of any such
subalgebra (which is a module-finite extension, due to excellence) is also contained in A. It
follows that A is the direct limit of its noetherian normal subrings, so we may assume that
A is noetherian by Proposition D.0.1.
We conclude that H1((ÔS)p,Z) = 0 for every prime p of ÔS . By spreading out, it then
follows from Proposition D.0.1 that for any α ∈ H1(ÔS ,Z) there is a Zariski-open cover
{Ui} of Spec(ÔS) such that α|Ui = 0. By Lemma 5.2.4, this cover may be refined to the
open cover arising from a partition of the index set I (the set of places outside S) into
finitely many pairwise disjoint subsets, so α = 0.
Lemma 5.2.6. Let X be a reduced scheme such that Pic(X) = 0. If Pic(AnOX,x) = 0 for
every x ∈ X then Pic(AnX) = 0; here, A
n
Y denotes affine n-space over a scheme Y (no
relationship with adele rings).
Proof. Let L be a line bundle on AnX , and let 0 : X → A
n
X denote the zero section. By
our assumptions, there is a trivialization of 0∗L . Fix one such trivialization φ. Given an
open subset U ⊂ X such that L |AnU is trivial, there is a unique trivialization of L |AnU such
that its pullback along the 0 section is compatible with φ. Indeed, existence is clear and
uniqueness follows from the equality Γ(AnU ,Gm) = Γ(U,Gm), which holds because X is
reduced (Lemma 2.5.2).
Thus, if there exists an open cover {Ui}i∈I of X such that each L |AnUi is trivial then
once we modify these trivializations to be compatible with φ we see that they must glue,
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hence yield a trivialization of L . But there exists such an open cover because for each
x ∈ X, the pullback L |AnOX,x is trivial by hypothesis and such triviality spreads out over
some open neighborhood of x in X.
Proposition 5.2.7. If R is a valuation ring, then Pic(R[X1, . . . ,Xn]) = 0.
Proof. First, we may write R as the direct limit of its valuation subrings that have the same
fraction field as a finitely generated Z-subalgebra (by writing K = Frac(R) as the direct
limit of the subfields that are finitely generated (as fields) over the prime field). Since any
such valuation ring is of finite height [Tem, Cor. 2.1.3], we may assume R is of finite height.
We now recall a standard method for obtaining new valuation rings from old ones. Given
a valuation ring R0 with residue field κ, let R ⊂ κ be the valuation subring associated to
a valuation on κ. The preimage R of R inside R0 is a valuation ring (and its fraction field
coincides with that of R0). One says that R is composed from the valuation rings R0, R.
Any valuation ring with finite positive height on a field may be obtained via repeated
compositions beginning with R0 of height 1 with each residual R also of height 1 [Tem,
Lemma 2.1.4(iii)].
Thus, if we show that the lemma for R0, R implies it for R, then by induction we will be
reduced to the case in which R is of height 1 (since the case of a trivial valuation ring, which
is to say a field, is well-known). Suppose that Pic(R0[X1, . . . ,Xn]) and Pic(R[X1, . . . ,Xn])
vanish. Observe that
R[X1, . . . ,Xn] = R0[X1, . . . ,Xn]×κ[X1,...,Xn] R[X1, . . . ,Xn],
and it is well-known that Pic(κ[X1, . . . ,Xn]) = 0. By [CCO, Prop. 1.4.4.11(1)] applied
to the module M of global sections of a line bundle on R[X1, . . . ,Xn], we have M ≃
M0×MκM whereM0 :=M⊗R[X1,...,Xn]R0[X1, . . . ,Xn], and similarly forMκ andM . Thus,
if we choose a trivialization of M , pull this back to a trivialization of Mκ, and choose an
arbitrary trivialization of M0 we can use the fact that R0[X1, . . . ,Xn]× → κ[X1, . . . ,Xn]×
is surjective (it is the same as R×0 → κ
×) to modify the M0-trivialization to be compatible
with the one already chosen for Mκ. This compatibility yields a trivialization of M , so
Pic(R[X1, . . . ,Xn]) = 0, as desired.
We therefore may and do assume that R is a valuation ring of height 1, and let K
denote its fraction field. Let Y := Spec(R[X1, . . . ,Xn]), U := Spec(K[X1, . . . ,Xn]), and
let j : U → Y be the obvious map. Let m be the maximal ideal of R, κ = R/m the residue
field, and Z := Spec(κ[X1, . . . ,Xn]), so the closed immersion i : Z →֒ Y is complementary
to U . Let Γ = K×/R× be the value group of R and v : K× → Γ the valuation on K.
We will define a surjective morphism of sheaves φ : j∗O×U → i∗Γ, where by abuse of
notation, Γ also denotes the constant sheaf on Z associated to the group Γ. It suffices to de-
fine φ on distinguished open subsets D(f) := Spec(R[X1, . . . ,Xn]f ) for f ∈ R[X1, . . . ,Xn].
If f ∈ m[X1, . . . ,Xn], then Z ∩ D(f) = ∅, so (i∗Γ)(D(f)) = 0 and the map is then
just the zero map. If f ∈ R[X1, . . . ,Xn] − m[X1, . . . ,Xn], then (i∗Γ)(D(f)) = Γ, so φ
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on D(f)-sections has to correspond to a map φf : (K[X1, . . . ,Xn]f )× → Γ. For nonzero
h ∈ K[X1, . . . ,Xn], we define v(h) to be the minimal v-valuation of the coefficients of h. As
an example, note that v(f) = 0 since f ∈ R[X1, . . . ,Xn]−m[X, . . . ,Xn]. Thus, for nonzero
g ∈ K[X1, . . . ,Xn]
×
f we choose n ≥ 0 so that gf
n ∈ K[X1, . . . ,Xn] and are motivated to
define φf (g) := v(gfn).
To show φf is a well-defined homomorphism, we first claim that v : K[X1, . . . ,Xn] −
{0} → Γ satisfies v(gh) = v(g)+v(h). The proof is the same as the classical Gauss’ Lemma.
Indeed, it is clear that v(ch) = v(c) + v(h) for c ∈ K× and h ∈ K[X1, . . . ,Xn]−{0}, so we
reduce to the case v(g) = 0 and v(h) = 0, which is to say g, h ∈ R[X1, . . . ,Xn] with nonzero
reductions in κ[X1, . . . ,Xn]. Since κ[X1, . . . ,Xn] is an integral domain, the reduction of gh
is also nonzero, so v(gh) = 0, as desired. Thanks to the identity v(gh) = v(g) + v(h), the
vanishing of v(f) ensures that φf is well-defined and, moreover, is a homomorphism.
Finally, to ensure that φ is a morphism of sheaves, we need to check that if D(g) ⊂ D(f)
then φf and φg are compatible on D(g)-sectons. If g ∈ m[X1, . . . ,Xn] then this is trivial,
so we may assume that g, f ∈ R[X1, . . . ,Xn]−m[X1, . . . ,Xn], and in this case the assertion
is again clear since both φf and φg are defined by v, which extends to a homomorphism
K(X1, . . . ,Xn)
× → Γ.
To show that φ is surjective, it suffices to check that each φf is surjective. But that is
trivial if f ∈ m[X1, . . . ,Xn], whereas if f ∈ R[X1, . . . ,Xn]−m[X1, . . . ,Xn], then it follows
from the fact that the map v : K× → Γ is surjective. Going a step further, we claim that
the diagram of sheaves
1 −→ O×Y −→ j∗O
×
U
φ
−→ i∗Γ −→ 1 (5.2.1)
is a short exact sequence. In order to show this, we need to check that for each nonzero
f ∈ R[X1, . . . ,Xn], the sequence
1 −→ (R[X1, . . . ,Xn]f )
× −→ (K[X1, . . . ,Xn]f )
× φf−→ (i∗Γ)(D(f)) (5.2.2)
is exact. If f ∈ m[X1, . . . ,Xn] − {0}, then we need to check that (R[X1, . . . ,Xn]f )× =
(K[X1, . . . ,Xn]f )
×. For a nonzero coefficient π ∈ m − {0} of f with minimal valuation,
π|f in R[X1, . . . ,Xn], and so π ∈ (R[X1, . . . ,Xn]f )×. But R[1/π] = K by the height-1
hypothesis (this is the only place where we use this), so R[X1, . . . ,Xn]f = K[X1, . . . ,Xn]f
and thus (5.2.2) is exact for such f .
Next suppose f ∈ R[X1, . . . ,Xn] − m[X1, . . . ,Xn]. We need to check that a unit g ∈
(K[X1, . . . ,Xn]f )
× lies in (R[X1, . . . ,Xn]f )× when φf (g) = 0 (the converse being clear).
For this, it suffices to check that g ∈ R[X1, . . . ,Xn]f precisely when φf (g) ≥ 0, and in order
to show that it suffices to check that for g ∈ K[X1, . . . ,Xn], we have g ∈ R[X1, . . . ,Xn]
precisely when v(g) ≥ 0. But that is obvious, so (5.2.2) is exact in general and hence (5.2.1)
is short exact.
Taking the associated long exact cohomology sequence, we get an exact sequence
K×
v
−→ Γ −→ Pic(R[X1, . . . ,Xn]) −→ H
1(Y, j∗O
×
U )
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Since v : K× → Γ is surjective, the proof will be complete if we show that H1(Y, j∗O×U ) = 0.
Thanks to the Leray spectral sequence Ea,b2 = H
a(Y,Rbj∗O
×
U ) =⇒ H
a+b(U,O×U ), this follows
from the fact that H1(U,O×U ) = Pic(K[X1, . . . ,Xn]) = 0.
Proposition 5.2.8. Let {Ri}i∈I be a set of valuation rings, and let A :=
∏
i∈I Ri. Then
Pic(A[X1, . . . ,Xn]) = 0.
Proof. We first claim that Pic(A) = 0. Indeed, for a Gm-torsor Y over A we have
Y (Ri) 6= ∅ for each i (as each Ri is local), so Y (A) 6= ∅ by Lemma 4.1.2. (This ar-
gument shows more generally that for an arbitrary collection of commutative rings {Ri},
Pic(
∏
Ri) →
∏
Pic(Ri) is injective.) By Lemma 5.2.6, therefore, it suffices to show that
Pic(Ap[X1, . . . ,Xn]) = 0 for each prime ideal p of A. But each such localization Ap of A is a
valuation ring by Lemma A.2.2, so the desired vanishing follows from Proposition 5.2.7.
Lemma 5.2.9. We have H1(Ov , Ĝa) = 0 and H1(ÔS , Ĝa) = 0.
Proof. The assertion for Ov follows from Proposition 2.5.3. For ÔS , the result follows from
the same proposition and Lemma 5.2.8.
Lemma 5.2.10. For a global function field k, the map H2(ÔS , Ĝa)→
∏
v/∈S H
2(Ov, Ĝa) is
injective for any set S of places of k.
Proof. We have a natural inclusion H2(ÔS , Ĝa) → Br(Ga, ÔS)prim by Propositions 2.5.9,
2.5.10, and 5.2.8, and likewise for cohomology over each Ov. It therefore suffices to show
that the map Br(G
a, ÔS
)[p] →
∏
v Br(Ga,Ov)[p] is injective. For this, we shall use the
Azumaya algebra interpretation of Brauer groups, and the fact that the torsion subgroup
of the cohomological Brauer group agrees with the Azumaya Brauer group for affine schemes
[Ga, Ch. II, Thm. 1].
Let us show more generally that for a product R :=
∏
i∈I Ri of local rings Ri and an
Azumaya algebra A over R that splits over each Ri, A splits over R. We first reduce to the
case when A has constant fiber rank. Indeed, for each positive integer n, let Un ⊂ Spec(R)
be the open subset on which A has rank n2. By Lemma 5.2.4, the open cover {Un} may be
refined by one obtained by a finite partition of the index set I. By restricting our attention
to each open subset defined by this partition, we are reduced to the case in which A has
constant fiber rank n2. That is, we know (since each Ri is local, hence every vector bundle
on it is trivial) that A⊗RRi ≃ Mn(Ri) for each i, and we want to show that A ≃ Mn(R) as
R-algebras. It suffices to show that the natural map of R-algebras A→
∏
i∈I(A⊗R Ri) is
an isomorphism. But more generally, the natural map of R-modules M →
∏
i∈I(M ⊗RRi)
is an isomorphism for any finite projective R-module M (by realizing M as a direct factor
of a finite free module to infer the result from the easy case of free M).
Proposition 5.2.11. Let k be a global field, G an affine commutative k-group scheme of
finite type. There exists a non-empty finite set S of places of k containing the archimedean
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places and an OS-model G of G such that the map H1(ÔS , Ĝ ) →
∏
v/∈S H
1(Ov , Ĝ ) is an
isomorphism (and likewise for any S′ ⊃ S).
Proof. First suppose that G is an almost-torus. By Lemma 2.1.3(iv), after harmlessly
modifying G, we obtain an exact sequence
1 −→ B −→ X −→ G −→ 1
where X = C ×Rk′/k(T ′), k′/k is a finite separable extension, T ′ is a split k′-torus, and B
and C are finite commutative k-group schemes. By Lemma 4.1.6, we may spread this out
to obtain the dual exact sequence (for the fppf topology on the category of all OS-schemes)
1 −→ Ĝ −→ X̂ −→ B̂ −→ 1,
with B a finite flat commutative OS -group scheme. Perhaps after enlarging S, in the
commutative diagram with exact rows (where all products are over v /∈ S)
B̂(ÔS) H
1(ÔS , Ĝ ) H
1(ÔS , X̂ ) H
1(ÔS , B̂)
∏
v B̂(Ov)
∏
v H
1(Ov, Ĝ )
∏
v H
1(Ov , X̂ )
∏
v H
1(Ov , B̂)
∼ ∼ ∼
the last two vertical arrows are isomorphisms by Cartier duality and Lemmas 5.2.1 and
5.2.5, and the first vertical arrow is an isomorphism because the Cartier dual B̂ is an affine
(even finite) OS-group scheme. A simple diagram chase shows that the second vertical
arrow is surjective, and it remains to show that this arrow is injective.
Letting N be the exponent of B, it suffices to show that in the related commutative
diagram with exact rows
X̂ (ÔS)/NX̂ (ÔS) B̂(ÔS) H
1(ÔS , Ĝ ) H
1(ÔS , X̂ )
(
∏
v X̂ (Ov))/N
∏
v X̂ (Ov)
∏
v B̂(Ov)
∏
v H
1(Ov , Ĝ )
∏
v H
1(Ov , X̂ )
∼ ∼
the first vertical arrow is surjective after possibly enlarging S.
By increasing S we may assume X = C × ROS′/OS (Gm) with C finite flat over OS
and OS′ finite étale over OS . It suffices to treat the analogous surjectivity questions for C
and ROS′/OS(Gm) separately in place of X . The case of C is trivial since then Ĉ is the
Cartier dual that is represented by an affine scheme. The case of R
ÔS′/ÔS
(Gm) is reduced
by Proposition 2.3.6 to the surjectivity of the natural map
Z(ÔS′)/NZ(ÔS′)→
∏
v′ /∈S′
(Z/NZ).
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Pick α ∈
∏
v′ /∈S′(Z/NZ). Partition the index set I of the product (which is just the set
of places of k′ not in S′) into N pieces: I = ∐n∈Z/NZIn, where In := {i ∈ I | αi = n}. For
J ⊂ S, let ÔJ :=
∏
v∈J Ov. We have Z(ÔS′) =
∏
n∈Z/NZ Z(ÔIn). Clearly
∏
i∈In
n comes
from Z(ÔIn), so we are done.
Now we turn to the general case. Let G be an affine commutative k-group scheme
of finite type. By induction on the dimension of the unipotent radical of (Gk)
0
red (the
dimension-0 case corresponding to the case of almost-tori that we just settled), together
with Lemma 2.1.7, we may assume that there is an exact sequence
1 −→ H −→ G −→ Ga −→ 1
such that the proposition holds for H. By Lemma 4.1.6, we may then spread this out and
obtain an exact sequence of dual sheaves
1 −→ Ĝa −→ Ĝ −→ Ĥ −→ 1
for the fppf topology on the category of OS-schemes for some finite nonempty S.
After possibly increasing S, in the commutative diagram
0 H1(ÔS , Ĝ ) H
1(ÔS , Ĥ ) H
2(ÔS , Ĝa)
0
∏
v H
1(Ov, Ĝ )
∏
v H
1(Ov , Ĥ )
∏
v H
2(Ov, Ĝa)
∼
the rows are exact by Lemma 5.2.9, the middle vertical arrow is an isomorphism by as-
sumption, and the last vertical arrow is an inclusion by Lemma 5.2.10. A diagram chase
now shows that the first vertical arrow is an isomorphism. This completes the proof of the
proposition.
Lemma 5.2.12. If X is a noetherian normal scheme, then Hi(X,Q) = 0 for i > 0.
Proof. Since the constant commutative X-group Q is smooth, we may take our cohomology
to be étale. We may assume that X is connected, hence (because of normality) irreducible.
Let η be its generic point, f : η → X the canonical inclusion. We have a Leray spectral
sequence
Ei,j2 = H
i(X,Rj f∗Q) =⇒ H
i+j(η,Q).
We claim that Rj f∗Q = 0 for j > 0. Indeed, it is the sheafification of the étale presheaf
U 7→ Hj(Uη,Q). But if U is an étale X-scheme, then Uη is a disjoint union of spectra
of fields, so because of the vanishing of the higher Galois cohomology of Q (due to its
unique divisibility), we see that Hj(Uη,Q) = 0 for j > 0. For the same reason, we have
Hi(η,Q) = 0 for i > 0. The lemma will follow, therefore, if we show that the natural map
Q→ f∗Q is an isomorphism.
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For any étale X-scheme U we have (f∗Q)(U) = Q(Uη) by definition. Since U is a
disjoint union of connected components, it suffices to show that Uη is connected when U
is connected. Because U is étale over X, Uη is the disjoint union of the generic points of
U , so it suffices to show that U is irreducible. But U is connected, noetherian, and normal
(because it is étale over the noetherian normal scheme X), so it is indeed irreducible.
Lemma 5.2.13. Hi(ÔS ,Q) = 0 for i > 0.
Proof. We will first show that Hi((ÔS)p,Q) = 0 for i > 0 and for every prime ideal p
of ÔS . By Lemma A.2.1, (ÔS)p is a normal domain and hence is the direct limit of its
finite-type Z-subalgebras Ai. Replacing Ai with its normalization (which is finite over Ai
due to excellence), we see that (ÔS)p is the direct limit of noetherian normal subrings Ai.
By Lemma D.0.1, therefore, Hi((ÔS)p,Q) = lim−→iH
i(Ai,Q) = 0 for i > 0 by Lemma 5.2.12.
Let α ∈ Hi(ÔS ,Q) for i > 0. We need to show that α = 0. Since the pullback of α to
each local ring of ÔS vanishes, there is an open cover {Uj} of Spec(ÔS) such that α|Uj = 0
for each j. By Lemma 5.2.4, any open cover of Spec(ÔS) may be refined by one obtained
by a finite partition of the index set I for the product ÔS =
∏
v/∈S Ov . That is, there is a
partition I = I1 ∐ · · · ∐ In (depending on i) such that α|∏
v∈Im
Ov = 0 for each 1 ≤ m ≤ n.
It follows that α = 0.
Lemma 5.2.14. Let k′/k be a finite separable extension of global fields, let S be a set of
places of k containing the archimedean places as well as all places of k that are ramified in
k′, and let S′ be the set of places of k′ lying above S. Then the map
H2(ÔS , ̂ROS′/OS (G
n
m))→
∏
v/∈S
H2(Ov , ̂ROS′/OS (G
n
m))
is injective.
Proof. We may assume n = 1. By Proposition 2.3.6,
̂RÔS′/ÔS
(Gm) = RÔS′/ÔS
(Ĝm) = RÔS′/ÔS
(Z).
The constant ÔS′-group scheme Z is smooth, so its Weil restriction to ÔS is as well, and
hence we may take our cohomology to be étale. Since finite pushforward is exact between
categories of abelian étale sheaves, we see that H2(ÔS ,RÔS′/ÔS(Z)) = H
2(ÔS′ ,Z), and
similarly H2(Ov ,RÔS′/ÔS (Z)) =
∏
v|v H
2(Ov′ ,Z). We have therefore reduced to the case
k′ = k. That is, we want to show that the map H2(ÔS ,Z)→
∏
v/∈S H
2(Ov,Z) is injective.
We have an exact sequence of étale sheaves
0 −→ Z −→ Q −→ Q/Z −→ 0,
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so by Lemmas 5.2.12 and 5.2.13, this is equivalent to showing that the map H1(ÔS ,Q/Z)→∏
v/∈S H
1(Ov ,Q/Z) is injective. Since Q/Z = lim−→n Z/nZ, it suffices to show that the maps
H1(ÔS ,Z/nZ) →
∏
v/∈S H
1(Ov,Z/nZ) are injective for every n > 0. This follows from the
torsor description of H1 and Lemma 4.1.2, since any Z/nZ-torsor over ÔS is affine.
Proposition 5.2.15. Let k be a global function field, G an affine commutative k-group
scheme of finite type. Then there is a non-empty finite set S of places of k and an OS-
model G of G such that the map H2(ÔS′ , Ĝ )→
∏
v/∈S′ H
2(Ov, Ĝ ) is injective for any S′ ⊃ S.
Proof. First suppose that G is an almost-torus. By Lemma 2.1.3(iv), we may harmlessly
modify G in order to assume that there is an exact sequence
1 −→ B −→ X −→ G −→ 1,
where X = C ×Rk′/k(T ′) with B and C finite commutative k-group schemes, k′/k a finite
separable extension, and T ′ a split k′-torus. As usual, Lemma 4.1.6 allows us to spread this
out to get an exact sequence for the fppf topology on the category of schemes over some
OS :
1 −→ Ĝ −→ X̂ −→ B̂ −→ 1.
Perhaps after enlarging S, in the commutative diagram with exact rows
H1(ÔS , X̂ ) H
1(ÔS , B̂) H
2(ÔS , Ĝ ) H
2(ÔS , X̂ )
∏
v H
1(Ov , X̂ )
∏
v H
1(Ov , B̂)
∏
v H
2(Ov , Ĝ )
∏
v H
2(Ov, X̂ )
∼ ∼
the first two vertical arrows are isomorphisms by Proposition 5.2.11. Perhaps after enlarging
S, we may assume that X = C × ROS′/OS (G
n
m) for some OS-model C of C, and that the
last vertical arrow is an inclusion on the Rk′/k(T ′)-factor by Lemma 5.2.14 and an inclusion
on the C-factor because (after enlarging S) H2(ÔS , Ĉ ) = 0 (by Proposition 4.1.5). A
simple diagram chase now shows that the third vertical arrow is an inclusion, as desired.
This proves the proposition for almost-tori.
Now consider the general case. That is, suppose that G is a commutative affine k-group
scheme of finite type. By induction on the dimension of the unipotent radical of (Gk)red
(the dimension-0 case corresponding to the settled case of almost-tori), we may (by Lemma
2.1.7) suppose that there is an exact sequence
1 −→ H −→ G −→ Ga −→ 1
such that Proposition 5.2.15 holds for H. We use Lemma 4.1.6 to spread this out to get an
exact sequence for the fppf topology on the category of schemes over some OS :
1 −→ Ĝa −→ Ĝ −→ Ĥ −→ 1.
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After possibly enlarging S, in the commutative diagram with exact rows
H1(ÔS , Ĥ ) H
2(ÔS , Ĝa) H
2(ÔS , Ĝ ) H
2(ÔS , Ĥ )
∏
v H
1(Ov , Ĥ )
∏
v H
2(Ov, Ĝa)
∏
v H
2(Ov , Ĝ )
∏
v H
2(Ov , Ĥ )
∼
the first vertical arrow is an isomorphism by Proposition 5.2.11, the second vertical arrow is
an inclusion by Lemma 5.2.10, and the last vertical arrow is an inclusion by hypothesis. A
simple diagram chase now shows that the third vertical arrow is an inclusion, so the proof
of the proposition is complete.
We may now finally prove the second main result of this section relating cohomology
over Ak and the various kv.
Proposition 5.2.16. Let k be a global function field, G an affine commutative k-group
scheme of finite type. Then the map Hi(Ak, Ĝ) →
∏
v H
i(kv , Ĝ) is an inclusion for i ≤ 2.
For i = 1, it is an isomorphism onto the restricted product
∏′
v H
1(kv, Ĝ) with respect to the
subgroups H1(Ov,G ) ⊂ H1(kv, Ĝ), where G is an OS-model of G for some finite nonempty
set S of places of k.
Proof. The proposition is clear for i = 0, so we may concentrate on the cases i = 1, 2.
By Lemma D.0.1, Hi(A, Ĝ) = lim−→S
(∏
v∈S H
i(kv, Ĝ)×H
i(ÔS , Ĝ )
)
. It therefore suffices to
show that the composition Hi(ÔS , Ĝ ) →
∏
v/∈S H
i(Ov, Ĝ ) →
∏
v/∈S H
i(kv, Ĝ) is injective
for suitably large S and i = 1, 2, and that the first map is an isomorphism for i = 1.
The required properties of the first map for suitably large finite S follow from Propositions
5.2.11 and 5.2.15. The second map is an inclusion for i = 1, 2 by Propositions 4.2.1 and
4.4.3.
5.3 Topology on cohomology of the adeles
Let k be a global function field, G an affine commutative k-group scheme of finite type. We
have made the groups Hi(kv , G) and Hi(kv , Ĝ) into topological groups for i ≤ 2, the most
subtle case being i = 1, which was treated in §§3.3 and 3.6. The purpose of this section
is to similarly topologize the corresponding adelic cohomology groups. This topology will
play an important role later in this work. We will also prove analogues of some of the local
duality theorems for these adelic cohomology groups.
Recall that if G is a commutative group scheme of finite type over kv, then we endow the
group H0(kv , G) with the topology arising from the topology on kv , and we endow the group
H0(kv, Ĝ) with the discrete topology. We endow H1(kv, G) with the minimal topology that
makes every map X → BG for a locally finite type kv-scheme X continuous (as discussed
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at the beginning of §3.3), and similarly for H1(kv, Ĝ) when G is in almost-torus (in which
case Ĝ is represented by a locally finite type kv-group scheme by Lemma 2.3.5), and we use
this topology for almost-tori to define a topology on this group for any affine commutative
kv-group scheme of finite type, as discussed in §3.6. Although we shall have no use of
this beyond degree 2, following [Čes1] let us also endow all of the groups Hn(kv, G) and
Hn(kv , Ĝ) for n > 1 with the discrete topology.
Now let k be a global field (the subtler case being global function fields), and let G be
a commutative k-group scheme of finite type. Let G be an OS-model of G for some finite
nonempty set S of places of k. We then topologize the groups Hi(A, G) by declaring a
fundamental system of neighborhoods of 0 to be the the sets of the form
∏
v∈S′
Uv × im
(
Hi
(∏
v/∈S′
Ov,G
)
→ Hi(AS , G)
)
,
where S′ ⊃ S is a finite set of places of k, and Uv ⊂ Hi(kv , G) is a neighborhood of
0 ∈ Hi(kv , G). We topologize Hi(A, Ĝ) in the analogous manner. Note that this topology is
independent of S and the choice of model G , since any two such over some OS , OS′ become
isomorphic over some OS′′ . We first check that these topologies have various desirable
properties.
Proposition 5.3.1. Let G be a commutative group scheme of finite type over a global field
k.
(i) For i > 2, the map
Hi(A, G)→
∏
v real
Hi(kv , G)
is a topological isomorphism. In particular, these groups are discrete.
(ii) For i = 2, the map
Hi(A, G)→
⊕
v
Hi(kv , G)
is a topological isomorphism, where the direct sum is endowed with the discrete topol-
ogy. The same holds for i = 1 if G is smooth and connected.
(iii) Let G be an OS-model of G for some finite nonempty set S of places of k. Then for
i = 0, 1, the map
Hi(A, G)→
′∏
v
Hi(kv, G)
to the restricted direct product with respect to the groups Hi(Ov ,G ) is a topological
isomorphism (where the latter group has the restricted product topology).
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(iv) The groups Hi(A, G) are locally compact, Hausdorff, second-countable topological groups.
(v) These topologies are functorial, That is, given a k-homomorphism G → G′, the in-
duced maps Hi(A, G)→ Hi(A, G′) are continuous.
Now suppose that one has a short exact sequence of finite type commutative k-group schemes
1 −→ G′ −→ G −→ G′′ −→ 1.
(vi) The maps between adelic cohomology groups in the associated long exact cohomology
sequence are continuous.
(vii) If G′ is smooth and connected, then the map H0(A, G)→ H0(A, G′′) is open.
(viii) If G is smooth and connected, then the map H0(A, G′′)→ H1(A, G′) is open.
(ix) If G′′ is smooth and connected, then the map H1(A, G′)→ H1(A, G) is open.
(x) The map H1(A, G)→ H1(A, G′′) is open.
Proof. (i) This map is an isomorphism by Proposition 5.2.2. It then follows immediately
from the definitions that it is a topological isomorphism. The groups Hi(R, G) are discrete
by definition for i > 2, hence so are the groups Hi(A, G) for i > 2.
(ii) This map is an isomorphism under the given hypotheses by Proposition 5.2.2. To show
that it is a topological isomorphism, we need to show that for a suitable finite nonempty
set S of places of k, and OS -model G of G, we have Hi(
∏
v/∈S Ov,G ) = 0. This follows from
Propositions 4.1.4 and 4.1.5. The discreteness of the group on the right then follows from the
discreteness of the corresponding cohomology groups over kv. For i = 2, this discreteness
holds by definition, while for smooth connected G it holds for i = 1 by Proposition 3.3.1(iii).
(iii) The map to the restricted product is an isomorphism by Proposition 5.2.2. It is a
topological isomorphism for i = 0 by Lemma 4.1.2 and for i = 1 by Lemma 5.2.1.
(iv) That these are Hausdorff topological groups follows from the analogous results for
the Hi(kv , G) (the nontrivial case being Proposition 3.3.1(i)) in conjunction with parts (i)-
(iii). Second-countability follows from the analogous results for the local groups, which is
clear for i = 0, for i = 1 and kv 6= R follows from Proposition 3.3.5, for i = 2 and kv 6= R
from Proposition 3.2.2, for i > 2 and kv 6= R from Proposition 3.1.2, for i = 1 and kv = R
from the finiteness of these cohomology groups, and for i > 1 and kv = R from the fact
that the cohomology of R is periodic with period 2.
Finally, it remains to prove local compactness. This follows from the local compactness
of the groups Hi(kv, G) (clear for i 6= 1, and for i = 1 follows from Proposition 3.3.1(i)),
together with parts (i)-(iii), except that for i = 0, 1 one needs to show that the groups
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Hi(Ov ,G ) ⊂ H
i(kv , G) are compact for all but finitely many places v of k. For i = 0, this is
well-known, and ultimately follows from the compactness of Ov . For i = 1, this was proven
in Remark 4.3.3.
(v) Given such a k-homomorphism, we can spread it out to a homomorphism of OS-models
G → G ′, and the continuity then follows from the definition of the topologies together with
the continuity of the corresponding maps on kv-cohomology groups (Proposition 3.3.1(ii)).
(vi) We may spread out the exact sequence to an exact sequence of OS -group schemes
1 −→ G ′ −→ G −→ G ′′ −→ 1. (5.3.1)
The continuity of all of the relevant maps then follows from the continuity of the maps
on kv-cohomology groups, which holds up to degree 2 by Proposition 3.3.1(v), and holds
trivially in higher degrees.
(vii) Having spread out our exact sequence to a sequence (5.3.1) of OS-models, this follows
from [Čes1, Prop. 4.3(a)] provided that we show that, perhaps after expanding S, the map
H0(ÔS ,G ) → H
0(ÔS ,G
′′) is surjective, where recall that ÔS :=
∏
v/∈S Ov . For this, it suf-
fices to show that H1(ÔS ,G ′) = 0 for suitable S, and this follows from Proposition 4.1.4.
(viii) This follows from [Čes1, Prop. 4.3(b)] provided that we show that the map H0(ÔS ,G ′′)→
H1(ÔS ,G
′) is surjective for suitably large S, for which it suffices to show that H1(ÔS ,G ) =
0, and this follows from Proposition 4.1.4.
(ix) This follows from [Čes1, Prop. 4.3(c)], provided that we show that H1(ÔS ,G ′) →
H1(ÔS ,G ) is surjective for suitable S, for which it suffices to show that H1(ÔS ,G ′′) = 0,
and this follows once again from Proposition 4.1.4.
(x) This follows from [Čes1, Prop. 4.3(d)], provided we show that the map H1(ÔS ,G ) →
H1(ÔS ,G
′′) is surjective for suitable S, for which it suffices to show that H2(ÔS ,G ′) = 0,
and this follows from Proposition 4.1.5.
Proposition 5.3.2. Let G be an affine commutative group scheme of finite type over a
global field k.
(i) The Hi(A, Ĝ) are topological groups.
(ii) The group H2(A, Ĝ) is Hausdorff.
(iii) The group H0(A, Ĝ) is second-countable and Hausdorff.
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(iv) The map
H1(A, Ĝ)→
′∏
v
H1(kv , Ĝ)
to the restricted product with respect to the subgroups H1(Ov, Ĝ) is a topological iso-
morphism (where the latter group has the restricted product topology). The group
H1(A, Ĝ) is Hausdorff, locally compact, and second-countable.
(v) These topologies are functorial: given a k-homomorphism G → G′ between affine
commutative k-group schemes of finite type, the induced maps Hi(A, Ĝ′)→ Hi(A, Ĝ)
are continuous.
Proof. (i) This is immediate from the corresponding property of the Hi(kv, Ĝ) (Proposition
3.3.1(i)) and the fact that G spreads out to an OS-group scheme for some finite nonempty
set S of places of k.
(ii) This follows from the Hausdorffness of the discrete groups H2(kv, Ĝ) together with
the injectivity of the map H2(A, Ĝ)→
∏
v H
2(kv , Ĝ) (Proposition 5.2.16).
(iii) The second-countability follows from the corresponding property of the discrete finitely-
generated abelian groups H0(kv , Ĝ). Hausdorffness follows from the corresponding prop-
erty of the discrete groups H0(kv , Ĝ) together with the injectivity of the map H0(A, Ĝ)→∏
v H
0(kv, Ĝ).
(iv) The map is an isomorphism by Proposition 5.2.16. It is a topological isomorphism due
to Proposition 5.2.11. The Hausdorffness and second-countability of the group H1(A, Ĝ)
then follow from the corresponding properties of the groups H1(kv , Ĝ) (Proposition 3.3.1(i)
and Lemma 3.6.1).
To show that H1(A, Ĝ) is locally compact, we first note that the groups H1(kv , Ĝ)
are, by Lemma 3.6.1. It therefore suffices to prove that the groups H1(Ov, Ĝ ) are com-
pact for all but finitely many v /∈ S, and for this it suffices to show that their Pontrya-
gin dual groups are discrete. By Proposition 4.3.2, for all but finitely many v this dual
group is H1(kv, G)/H1(Ov ,G ). It therefore suffices to show that the subgroup H1(Ov ,G ) ⊂
H1(kv, G) is open, and this follows from [Čes1, Prop. 2.9(e)].
(v) The corresponding property of the groups Hi(kv , Ĝ) is clear for i 6= 1, since then the
groups are discrete, and follows from Proposition 3.6.3 for i = 1. The property for Hi(A, Ĝ)
then follows from the kv-version together with the fact that the k-homomorphism spreads
out and thereby yields a morphism of fppf sheaves Ĝ ′ → Ĝ over some OS .
We now turn to proving adelic analogues of the local duality theorems. If G is an affine
commutative group scheme of finite type over a global field k, then for 0 ≤ i ≤ 2, we have
130
pairings
Hi(A, G) ×H2−i(A, Ĝ)→ Q/Z (5.3.2)
defined by cupping everywhere locally and then summing the invariants. To show that
this makes sense, we need to verify that all but finitely many of the summands vanish.
In fact, we have A = lim−→S′
(∏
v∈S′ kv ×
∏
v/∈S′ Ov
)
, where the limit is over all finite sets
S′ of places of k containing the archimedean places. Therefore, by Proposition D.0.1, we
have Hi(A, G) = lim−→S′
(∏
v∈S′ H
i(kv , G)×H
i(
∏
v/∈S′ Ov,G )
)
, and similarly for Ĝ, where G
is an OS-model of G for some finite nonempty set S of places of k containing all of the
archimedean places, where the limit is over all finite sets of places S′ ⊃ S. It follows that
for any α ∈ Hi(A, G) and β ∈ H2−i(A, Ĝ), the element 〈αv , βv〉 ∈ H2(kv ,Gm) lifts to
H2(Ov,Gm) = 0 for all but finitely many v, as desired.
Proposition 5.3.3. Let k be a global field, G a k-group scheme of finite type. Then the
natural map
G(A)pro →
∏
v
G(kv)pro
is a topological isomorphism. If G is affine, then the natural map
Ĝ(A)pro →
∏
v
Ĝ(kv)pro
is a topological isomorphism.
Proof. We give the proof for G; the proof for Ĝ is the same. It suffices to show that the map
is a bijection, because it is continuous, the source is compact, and the target is Hausdorff.
First, the map clearly has dense image, so, since the image is compact and therefore closed,
the map is surjective. To see that it is injective, let X ⊂ G(A) be a closed subgroup of
finite index. We will show that there exist a finite set S of places of k and closed subgroups
Xv ⊂ G(kv) of finite index for each v ∈ S such that
∏
v∈S Xv × G(A
S) ⊂ X, where AS
denotes the ring of S-adeles (i.e. the projection of A onto factors outside S). This will
suffice.
For each place v, let Xv := X ∩G(kv) (via the inclusion G(kv) →֒ G(A) which is the 0
map on each factor other than v). Then for any finite set S′ of places,
∏
v∈S′ Xv×
∏
v/∈S′ 0 ⊂
X, so (since X is closed) G(A) ∩
∏
v Xv ⊂ X. Now [G(A) : X] ≥
∏
v∈I [G(kv) : Xv ] for
every finite set I of places of k, so Xv = G(kv) for all but finitely many v. This proves the
claim and the proposition.
Lemma 5.3.4. Let {Gi}I∈I be a set of locally compact Hausdorff abelian groups, and sup-
pose that for all but finitely many i ∈ I, one has compact open subgroups Hi ⊂ Gi. Let
H ′i ⊂ G
D
i denote the annihilator of Hi. Let
∏′
iGi denote the restricted direct product of
the Gi with respect to the Hi (with the restricted product topology), and similarly for
∏′
iG
D
i
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with respect to the H ′i. Then the canonical map (
∏′
iGi)
D →
∏
iG
D
i induces a topological
isomorphism (
′∏
i
Gi
)D
∼
−→
′∏
i
GDi .
Proof. We first show that the map (
∏′
iGi)
D →
∏
iG
D
i factors through a map to the
restricted product
∏′
iG
D
i . Suppose that φ ∈ (
∏′
iGi)
D. Continuity of φ implies that for a
suitably large finite subset S ⊂ I, the subgroup
∏
i∈S 0 ×
∏
i∈I−S Hi ⊂
∏′
iGi is sent by φ
onto a small (as in contained in a small neighborhood of 0) subgroup of R/Z. Since R/Z
has no small nontrivial subgroups, it follows that this group is killed by φ. That is, φ ∈ GDi
annihilates Hi for i /∈ S, i.e., φi ∈ H ′i. It follows that (
∏′
iGi)
D ⊂
∏′
iG
D
i , as claimed.
Next we need to show that this (manifestly injective) map is surjective. So suppose
given φ = (φi)i∈I ∈
∏′
iG
D
i . Then we may define an element of Hom(
∏′
iGi,R/Z) – which
we still denote by φ – by the obvious formula: φ((gi)i∈I) :=
∑
i φi(gi). This sum has only
finitely many nonzero terms because gi ∈ Hi and φi ∈ H ′i for all but finitely many i. We
need to check that this map is continuous; it suffices to check continuity at 0. Suppose
given a neighborhood U ⊂ R/Z of 0. For some finite subset S ⊂ I, we have φi ∈ H ′i
for all i ∈ I − S. Choose a neighborhood U ′ ⊂ R/Z of 0 such that
∑|S|
n=1 un ∈ U for all
u1, . . . , u|S| ∈ U
′. For each i ∈ S, there is an open neighborhood Wi ⊂ Gi of 0 ∈ Gi such
that φi(Wi) ⊂ U ′. Then we claim that the open neighborhood∏
i∈S
Wi ×
∏
i∈I−S
Hi ⊂
′∏
i
Gi
of 0 is contained in φ−1(U). Indeed, since φi ∈ H ′i annihilates Hi for i ∈ I −S, we see that
if α ∈
∏
i∈SWi ×
∏
i∈I−S Hi, then
φ(α) =
∑
i∈S
φi(αi) ∈
∑
i∈S
φi(Wi) ⊂
∑
i∈S
U ′ ⊂ U,
as claimed. This proves that the map (
∏′
iGi)
D →
∏′
iG
D
i is an isomorphism.
We need to show that this map is a topological isomorphism. In order to do this, we
first claim that any compact subset of
∏′
iGi is contained in a set of the form
∏
i∈S Ci ×∏
i∈I−S Hi, where S ⊂ I is finite, and Ci ⊂ Gi is compact. Since these sets are themselves
compact (because the Hi are compact by hypothesis), they are therefore cofinal among the
compact subsets. In order to prove this claim, let C ⊂
∏′
iGi be compact. Then the sets
C ∩ (
∏
i∈S Gi×
∏
i∈I−S Hi) form an open cover of C as S varies over all finite subsets of I.
It follows that C is contained in one such set. That is, C ⊂
∏
i∈S Gi×
∏
i∈I−S Hi. If we let
πi denote projection onto the i coordinate, then Ci := πi(C) ⊂ Gi is compact. It follows
that
C ⊂
∏
i∈S
Ci ×
∏
i∈I−S
Hi,
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as desired.
Now by definition, the topology on the Pontryagin dual of a locally compact Hausdorff
abelian group is the compact-open topology, i.e., a fundamental system of neighborhoods
of 0 is given by those characters that are small on given compact subsets. Thus, by the
claim of the previous paragraph, a fundamental system of neighborhoods of 0 ∈ (
∏′
iGi)
D
is given by those continuous characters that are small on some compact subsets Ci ⊂ Gi
for i ∈ S (for some finite subset S ⊂ I), and which are small on
∏
i∈I−SHi. But since
R/Z contains no nontrivial subgroups contained in a small neighborhood of 0, this latter
condition is equivalent to saying that this homomorphism kills
∏
i∈I−S Hi. This is exactly
the same as the topology on
∏′
iG
D
i .
The following result is the adelic analogue of our main local duality theorems.
Proposition 5.3.5. Let G be an affine commutative group scheme of finite type over a
global function field k. Then the adelic pairings induce perfect pairings of locally compact
Hausdorff abelian groups
H2(A, G) ×H0(A, Ĝ)pro → Q/Z,
H1(A, G)×H1(A, Ĝ)→ Q/Z,
H0(A, G)pro ×
⊕
v
H2(kv, Ĝ)→ Q/Z,
where, in the last pairing, we endow the group ⊕vH2(kv , Ĝ) with the discrete topology.
Proof. Since the adelic pairings are given by summing the local duality pairings, all of the
results will follow from the local duality theorems and Lemma 5.3.4. Indeed, to show that
the pairing
H2(A, G) ×H0(A, Ĝ)pro → Q/Z
is perfect, we note that H2(A, G) is identified with the restricted product of the groups
H2(kv, G) with respect to the trivial subgroups by Proposition 5.3.1(ii), and Ĝ(A)pro is
identified with the restricted product of the groups Ĝ(kv)pro with respect to the full sub-
groups Ĝ(kv)pro by Proposition 5.3.3. Then Proposition 3.2.2 identifies these factors as
Pontryagin dual groups via the local duality (that is, cup product) pairing, and the sub-
groups with respect to which one is taking restricted products are trivially the annihilators
of one another under this pairing. The desired perfection therefore follows from Lemma
5.3.4. The perfection of the pairing between H0(A, G)pro and ⊕vH2(kv, Ĝ) similarly follows
from Propositions 5.3.3 and 3.5.10, and Lemma 5.3.4, together with the fact that the dis-
crete topology on ⊕vH2(kv , Ĝ) is the same as the restricted product topology with respect
to the subgroups 0 ⊂ H2(kv , Ĝ).
The perfection of the pairing between H1(A, G) and H1(A, Ĝ) is proved similarly, but
also uses the integral annihilator aspects of local duality. To see how this goes, let G
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denote an OS-model of G for some finite nonempty set S of places of k. Proposition
5.3.1(iii) identifies H1(A, G) with the restricted product
∏′
v H
1(kv, G) with respect to the
subgroups H1(Ov ,G ), and Proposition 5.3.2(iv) identifies H1(A, Ĝ) with the restricted prod-
uct
∏′
v H
1(kv , Ĝ) with respect to the subgroups H1(Ov , Ĝ ). Proposition 3.6.2 identifies
H1(kv, G) and H1(kv, Ĝ) as Pontryagin dual groups under the local duality pairing, and
Proposition 4.3.2 identifies H1(Ov , Ĝ ) as the annihilator of H1(Ov,G ) ⊂ H1(kv, G), which
is a compact subgroup by Remark 4.3.3, and is an open subgroup by [Čes1, Prop. 2.9(e)].
Thus, one more time, Lemma 5.3.4 completes the proof.
Remark 5.3.6. The reader may wonder whether one may identify the Pontryagin dual of
the group H2(A, Ĝ). In fact, this group does not in general even lie in the correct category
in order to speak reasonably about Pontryagin duality, because it is not locally compact.
Indeed, if it were, then, since any neighborhood of 0 contains a closed subset of the form
∏
v∈S
0× im
(
H2(
∏
v/∈S
Ov, Ĝ )→ H
2(AS , Ĝ )
)
for some finite set S of places of k, it would follow that some such subset must be compact.
Since this subset surjects onto im(H2(Ov, Ĝ ) → H2(kv , Ĝ)) for any v /∈ S, it would follow
that all such groups are necessarily compact, hence (because H2(kv, Ĝ) is discrete by defi-
nition) finite. Since the map H2(Ov , Ĝ )→ H2(kv , Ĝ) is injective for all but finitely many v
by Proposition 4.4.3, this would imply that H2(Ov, Ĝ ) is finite for all but finitely many v.
This is false in general.
Indeed, if we take G = Gm, then we also have, perhaps after expanding S, G = Gm.
Then Ĝ = Z, so we need to show that H2(Ov ,Z) is infinite. Using the exact sequence of
sheaves
0 −→ Z −→ Q −→ Q/Z −→ 0,
together with the vanishing of Hi(Ov ,Q) for i > 0 (Lemma 5.2.12), shows that H2(Ov,Z) =
H1(Ov,Q/Z) = Homcts(π1(Ov),Q/Z), where π1(Ov) is the étale fundamental group of Ov.
This group is isomorphic to the profinite completion Zpro of Z (we do not write this as Ẑ
so as not to create confusion with the Gm dual sheaf), hence H2(Ov ,Z) ≃ Q/Z, and is
therefore infinite.
5.4 Exactness properties for profinite completions of rational
points
In this section we study the exactness properties of the sequence of profinite completions of
groups of rational and adelic points induced by a short exact of affine commutative group
schemes of finite type. The main results (Propositions 5.4.1 and 5.4.4) state that these
sequences are left-exact, just as with the uncompleted sequences of points. These results
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will play an important role in the proofs that the global duality sequence in Theorem 1.2.8
is exact at H0(k,G)pro and H0(A, G)pro.
Here is our first main exactness result for profinite completions. (For the definition of
the profinite completion of an abelian topological group, see Remark B.1.1.)
Proposition 5.4.1. Let k be a local function field, and suppose that we have an exact
sequence
1 −→ G′ −→ G −→ G′′ −→ 1
of affine commutative k-group schemes of finite type. Then the induced sequence
1 −→ G′(k)pro −→ G(k)pro −→ G
′′(k)pro
is exact.
Proof. Perhaps one can prove this directly, but it is easier at this stage to simply use local
duality. It suffices to check that the discrete Pontryagin dual sequence is algebraically exact.
By local duality (in particular, Proposition 3.5.10), this is equivalent to the exactness of
the sequence
H2(k, Ĝ′′) −→ H2(k, Ĝ) −→ H2(k, Ĝ′) −→ 0.
This exactness follows from Propositions 2.3.1 and 3.1.3.
For an abelian group A, Adiv :=
⋂
n∈Z+
nA denotes the group of divisible elements, and
Ators ⊂ A the group of torsion elements.
Lemma 5.4.2. Let k be a global function field, G a commutative k-group scheme of finite
type. Then G(k)div = 0 and G(k)tors has finite exponent.
Proof. By Lemma B.2.6, if we have an exact sequence
1 −→ G′ −→ G −→ G′′ −→ 1
and the lemma holds for G′, G′′, then it also holds for G. Note also that the lemma is clear
for groups of finite exponent, so in particular for finite group schemes.
By [SGA3, VIIA, Prop. 8.3], there is a normal infinitesimal k-subgroup scheme I ⊂ G
such that G/I is smooth, so we may assume that G is smooth. Filtering G by G0 and
G/G0, we may also assume that G is connected. There is therefore an anti-affine smooth
connected k-group Gant ⊂ G (anti-affinemeans that H0(Gant,OGant) = k) such that G/Gant
is affine [CGP, Thm.A.3.9]. We may therefore assume that G is either affine or anti-affine.
By [CGP, Thm.A.3.9] again, any anti-affine k-group is a semi-abelian variety. We may
therefore assume that G is either an abelian variety or affine. If G is an abelian variety
then G(k) is finitely generated by the Mordell–Weil theorem, so the lemma is clear. If G
is affine, then for the maximal k-torus T ⊂ G the quotient G/T is unipotent, so we may
assume that G is either a torus or unipotent. In the latter case, G has finite exponent (this
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is where we use char(k) > 0!), hence the lemma is clear. So we may assume that G = T is
a torus.
Let k′/k be a finite separable extension that splits T . Then thanks to the inclusion
T (k) →֒ T (k′), we may (renaming k′ as k) assume that T is split. That is, we need to show
that (k×)div = 0 and that (k×)tors has finite exponent. If λ ∈ (k×)div, then ordv(λ) = 0
for all non-archimedean places v of k. Thus, λ is a global unit. Since the group of global
units is finitely generated, and an element of k× is a global unit whenever its nth power is
for any fixed n > 0, we deduce that λ = 1. Finally, as is well-known, (k×)tors = µ∞(k) is
finite.
Remark 5.4.3. Lemma 5.4.2 is false for number fields (and in fact for any characteristic 0
field). For example, Ga(k) = k is divisible. The result remains true, however, for groups
whose reduced geometric identity component is a semi-abelian variety. The proof is basically
the same as the one given above.
Recall that if X is a scheme over a global field k, then we endow X(k) with the discrete
topology.
Proposition 5.4.4. Let k be a global function field, and suppose that we have an exact
sequence
1 −→ G′ −→ G −→ G′′ −→ 1
of affine commutative k-group schemes of finite type. Then the induced sequences
1 −→ G′(k)pro −→ G(k)pro −→ G
′′(k)pro
and
1 −→ G′(A)pro −→ G(A)pro −→ G
′′(A)pro
are exact.
Proof. The adelic sequence is exact by Propositions 5.3.3 and 5.4.1, so we may concen-
trate on the completed sequence of k-points. Let us first show that the map G′(k)pro →
G(k)pro is injective. By Proposition B.2.8 applied to the discrete groups of rational points
over the global function field k, it suffices to show that (G(k)/G′(k))div = 0 and that
(G(k)/G′(k))tors has finite exponent. Since G(k)/G′(k) →֒ G′′(k), this follows from Lemma
5.4.2.
Next we check exactness in the middle. Let f denote the map G → G′′. We have an
exact sequence
1 −→ G′(k) −→ G(k) −→ f(G(k)) −→ 1.
Since profinite completion is right-exact (Proposition B.1.4), this yields an exact sequence
G′(k)pro −→ G(k)pro −→ f(G(k))pro −→ 1.
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If we show that the map f(G(k))pro → G′′(k)pro is injective, it will follow that the sequence
G′(k)pro −→ G(k)pro −→ G
′′(k)pro
is exact, and the proof will be complete.
To see this injectivity, we note that we have an inclusion G′′(k)/f(G(k)) →֒ H1(k,G′),
hence by Lemma 3.4.1, G′′(k)/f(G(k)) has finite exponent. The desired injectivity therefore
follows from Corollary B.2.9 (applied to discrete topological groups).
5.5 Exactness at H0(k,G)pro
The goal of this section is to prove that if G is an affine commutative group scheme of
finite type over a global function field, then the Tate duality sequence of Theorem 1.2.8
is exact at G(k)pro. That is, the map G(k)pro → G(A)pro is injective (Proposition 5.5.4).
This remains true over number fields, but the proof must be slightly modified. We briefly
indicate the required changes in Remark 5.5.5.
Lemma 5.5.1. For a global function field k, the map (k×)pro → (A×)pro is injective.
Proof. Choose a finite nonempty set S of places of k such that Pic(OS) = 1. Then we have
the short exact sequence
0 −→ O×S −→ k
× −→
⊕
v/∈S
Z −→ 0,
in which the map from k× is given by taking valuations at each place v /∈ S. For each v /∈ S,
choose an element πv ∈ k× having valuation 1 at v and 0 at all other places v′ /∈ S. (This
is possible because Pic(OS) = 0.) These elements yield a splitting of the sequence, hence
an isomorphism k× ≃ O×S ×
⊕
v/∈S Z. It suffices to show that for any subgroups X ⊂ O
×
S ,
Y ⊂
⊕
v/∈S Z of finite index, there exist closed subgroups X
′, Y ′ ⊂ A× of finite index such
that X ′ ∩ k× ⊂ X ×
⊕
v/∈S Z, and Y
′ ∩ k× ⊂ O×S × Y (as then X
′ ∩ Y ′ is closed of finite
index in A× and meets k× inside X × Y ). We first treat the case of subgroups of
⊕
v/∈S Z.
The map k× →
⊕
v/∈S Z factors as a composition k
× → A× →
⊕
v/∈S Z whose second
map has open kernel. Given a subgroup Y ⊂
⊕
v/∈S Z of finite index, we simply let Y
′ be
its preimage in A×.
Now we treat finite-index subgroups of O×S . This group is finitely generated, so cofinal
among these subgroups are the groups (O×S )
n for n a positive integer. We are free to replace
n with some positive multiple of itself, hence we may choose some v0 /∈ S and assume that
(O×S )
n ⊂ 1 + πv0Ov0 . Let C be the smooth proper geometrically connected curve (over a
finite field F) such that k is the function field of C, and let N be the exponent of the finite
group Pic0(C). Let X ′ ⊂ A× be the closed finite index subgroup of ideles a ∈ A× such
that ordw(aw/
∏
v/∈S π
ordv(av)
v ) ≡ 0 (mod nN) for all w ∈ S and av0/
∏
v/∈S π
ordv(av)
v ≡ 1
(mod πv0).
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We claim that X ′ ∩ k× ⊂ (O×S )
n ×
⊕
v/∈S Z via the isomorphism k
× ≃ O×S ×
⊕
v/∈S Z.
Indeed, given f ∈ X ′ ∩ k×, let g := f/
∏
v/∈S π
ordv(f)
v ∈ O
×
S . Then g ≡ 1 (mod πv0) and
div(g) ∈ nN · Div0(C), where Div0(C) denotes the group of degree-0 divisors on C. Note
that g ∈ O×S is the image of f ∈ k
× under the projection k× → O×S corresponding to
the isomorphism k× ≃ O×S × ⊕v/∈SZ. By design, N kills Pic
0(C), so div(g) = div(hn) for
some h ∈ k×, and h must be an S-unit since hn is one (as g is an S-unit). Since hn ≡ 1
(mod πv0) by our choice of n, we deduce that g/h
n ≡ 1 (mod πv0). But g/h
n is a global
unit of C, hence lies in F×, and the map F → Ov/πvOv is an inclusion, so g = hn, and
we’re done.
Remark 5.5.2. If k is a number field, one proceeds similarly, but must use a theorem of
Chevalley [Che, Thm. 1] that every finite-index subgroup of O×k is a congruence subgroup;
that is, it contains a subgroup of the form {x ∈ O×k | x ≡ 1 (mod α)} for some nonzero
α ∈ Ok.
Lemma 5.5.3. Let k be a global field, G a finite k-group scheme. Then G(k) and G(A)
are profinite.
Proof. For G(k), this is obvious because it is finite. For G(A), we claim that the natural
map G(A)→
∏
v G(kv) is a topological isomorphism where the target is given the product
topology, hence is profinite because each G(kv) is finite discrete. To see that this map is
a topological isomorphism, we spread G out to a finite OS-group scheme G for some non-
empty finite set S of places of k containing the archimedean places. For v /∈ S, we have
G (Ov) = G(kv) by the valuative criterion for properness. Thus, topologically,
∏
v
G(kv) =
∏
v∈S
G(kv)×
∏
v 6∈S
G (Ov)
 = G(∏
v∈S
kv
)
× G
∏
v 6∈S
Ov
 .
It follows that the map is indeed an isomorphism of topological groups.
Proposition 5.5.4. Let k be a global function field, G an affine commutative k-group
scheme of finite type. Then the map G(k)pro → G(A)pro is injective.
Proof. First suppose that we have an exact sequence
1 −→ G′ −→ G −→ G′′ −→ 1
of affine commutative k-group schemes of finite type. If the map H(k)pro → H(A)pro is
injective for H = G′, G′′, then we claim that the same holds for H = G. Indeed, consider
the commutative diagram
G′(k)pro G(k)pro G
′′(k)pro
1 G′(A)pro G(A)pro G
′′(A)pro
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The rows are exact by Proposition 5.4.4, and the first and third vertical arrows are injective
by hypothesis. A simple diagram chase shows that the middle vertical arrow is injective,
which proves our claim. It follows from Lemma 2.1.7 that we may assume that G = Ga or
an almost-torus. By Lemmas 2.1.3(ii) and 5.5.3, we may therefore assume that G is either
Ga or a torus. First consider the case G = Ga.
We need to show that the map kpro → Apro is injective. It is equivalent to show that
the associated map (Apro)D → (kpro)D between discrete Pontryagin duals is surjective. But
for any locally compact Hausdorff abelian topological group X with finite exponent, the
map (Xpro)D → XD is an (algebraic, not necessarily topological) isomorphism because the
kernel of any continuous homomorphism X → R/Z is closed of finite index. We therefore
want to show that the map AD → kD is surjective, and this holds because k is closed inside
A.
Finally, we come to the case when G = T is a torus. First note that given an inclusion
T →֒ T ′ of k-tori, if Proposition 5.5.4 holds for T ′, then it also holds for T due to the
commutative diagram
T (k)pro T
′(k)pro
T (A)pro T
′(A)pro
in which the top horizontal arrow is an inclusion by Proposition 5.4.4, and the right vertical
arrow is an inclusion by hypothesis. Let k′/k be a finite separable extension splitting T .
Using the inclusion T →֒ Rk′/k(Tk′), and renaming k′ as k, we are reduced to showing that
(k×)pro → (A
×)pro is injective, and this is the content of Lemma 5.5.1. The proof of the
proposition is now complete.
Remark 5.5.5. We have throughout assumed that k is a global function field. This is because
we have made essential use of the fact that any unipotent k-group U has finite exponent, a
property that is completely false for number fields. However, one may modify the arguments
in the case that k is a number field by utilizing the fact that any connected k-group scheme
is the product of a torus and Gna . Then one uses the fact that Ga(k)pro = kpro = 0 because
k is divisible, and so one reduces everything to the case of tori, for which the proofs are
essentially the same as in the function field case. We leave the details to the interested
reader.
5.6 Exactness at H0(A, G)pro
In this section we prove that the global duality sequence of Theorem 1.2.8 is exact at
H0(A, G)pro (Proposition 5.6.8). That is, if H is an affine commutative group scheme of
finite type over a global function field k, then we wish to show that the sequence
H(k)pro −→ H(A)pro −→ H
2(k, Ĥ)∗, (5.6.1)
139
is exact, where the last map is induced by the global duality pairing H(A) × H2(k, Ĥ) →
Q/Z which cups everywhere locally and then adds the invariants. As we have already
mentioned previously, this sequence is a complex because the sum of the local invariants of
a global Brauer class is 0.
Remark 5.6.1. Let us note that if G is an affine commutative group scheme of finite type
over a global field k, then the map H0(k,G) → H0(A, G), which is trivially continuous, is
actually a topological embedding. Indeed, this is equivalent to saying that G(k) ⊂ G(A) is
discrete, and this follows from the discreteness of k ⊂ A by embedding G into some affine
space.
Lemma 5.6.2. Suppose that we have an exact sequence
1 −→ G′ −→ G −→ G′′ −→ 1
of affine commutative group schemes of finite type over a global field k such that H1(k,G′) =
0. If (5.6.1) is exact for H = G′ and H = G′′, then it is exact for H = G.
Proof. Consider the following commutative diagram:
G′(k)pro G(k)pro G
′′(k)pro 0
G′(A)pro G(A)pro G
′′(A)pro
0 H2(k, Ĝ′)∗ H2(k, Ĝ)∗ H2(k, Ĝ′′)∗
The first and third columns are exact by hypothesis. Proposition 5.4.4 implies exactness of
the first two rows except at G′′(k)pro, where exactness holds because H1(k,G′) = 0 (which
implies that G(k) → G′′(k) is surjective, hence so is the map on profinite completions).
Finally, the bottom row is exact by Proposition 3.1.3. A diagram chase now shows that the
middle column is exact.
Proposition 5.6.3. For k a global field of positive characteristic, the mapAk/k → H2(k, Ĝa)∗
induced by the global duality pairing is a topological isomorphism.
Proof. The source is compact and the target is Hausdorff, so it suffices to show that the
map is a continuous bijection. Continuity follows from Lemma 5.1.1. To show that the map
is an (algebraic) isomorphism, we pass to the dual map and show that it is an isomorphism.
The discrete group (A/k)D dual to the compact quotient A/k is the annihilator of k in AD
and as a k-vector space is 1-dimensional by [Weil, Ch. IV, §2, Thm. 3]. Likewise, H2(k, Ĝa)
is 1-dimensional for its natural k-vector space structure by Corollary 2.7.7. Therefore, since
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the map is k-linear, in order to show that it is an isomorphism we only have to show that
it is nonzero. That is, we want to show that the map A→ H2(k, Ĝa)∗ is nonzero.
In order to do this, it suffices to show that for a place v of k, the image of the map
H2(k, Ĝa)→ H
2(kv , Ĝa) is not killed by the local duality pairing with kv (since the global
pairing is obtained by adding the local pairings). But by local duality (more precisely,
the special case given by Proposition 3.5.5), for this we only need to show that the map
H2(k, Ĝa) → H
2(kv , Ĝa) is nonzero. In fact, this map is injective by Lemma 2.5.5, hence
nonzero because H2(k, Ĝa) is nonzero. (It is a 1-dimensional k-vector space.)
Lemma 5.6.4. (5.6.1) is exact if H is a split torus or a split unipotent group over the
global function field k.
Proof. First we treat split tori, so we may assume G = Gm. Due to the right-exactness
of profinite completion (Proposition B.1.4), in conjunction with Remark 5.6.1, we have
(A×)pro/(k
×)pro = (A
×/k×)pro, so we want to show that the map A×/k× → H2(k,Z)∗
induces an isomorphism from the profinite completion of the idele class group. Let g :=
Gal(ks/k). Via the exact sequence of Galois modules
0 −→ Z −→ Q −→ Q/Z −→ 0,
and the unique divisibility of Q, we have H2(k,Z) = (gabk )
D as torsion discrete topological
groups, so H2(k,Z)∗ = gabk . Thus we have a map A
×/k× → gabk , and we would like to say
that it induces an isomorphism from the profinite completion of the idele class group. If
this map were the reciprocity map of global class field theory, then the result would follow
from class field theory. But it is indeed the reciprocity map, thanks to Lemma 3.5.4 and
the compatibility of local and global class field theory.
Next we treat split unipotent groups. Lemma 5.6.2 reduces us to the case of Ga.
Proposition 5.6.3 shows that the map A/k → H2(k, Ĝa)∗ is a topological isomorphism.
Since Apro/kpro = (A/k)pro by Proposition B.1.4 and Remark 5.6.1, to complete the proof
we must show that A/k is profinite. It is compact, and it is Hausdorff because k is closed in
A. It only remains to check that A/k is totally disconnected. By translation, and because
k ⊂ A is discrete, it suffices to build a fundamental system of compact open neighborhoods
of 0 ∈ A. For this, in turn, it suffices to construct a profinite open neighborhood of 0 ∈ A,
and for this we may take
∏
vOv.
Lemma 5.6.5. If we have an inclusion G →֒ G′ of affine commutative group schemes of
finite type over a global field k and (5.6.1) is exact for H = G′, then it is exact for H = G.
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Proof. Let G′′ := G′/G. Consider the commutative diagram
0
G(k)pro G(A)pro H
2(k, Ĝ)∗
G′(k)pro G
′(A)pro H
2(k, Ĝ′)∗
0 G′′(k)pro G
′′(A)pro
The second row is exact by hypothesis, the bottom row is exact by Proposition 5.5.4, and
the columns are exact by Proposition 5.4.4. A diagram chase now shows that the first row
is exact.
Lemma 5.6.6. Let k′/k be a finite separable extension of global function fields, and let G
be an affine commutative k-group scheme of finite type. If (5.6.1) is exact for H = Gk′
(with k replaced by k′), then it is exact for G (with cohomology over k).
Proof. The canonical inclusion G →֒ Rk′/k(Gk′), together with Lemma 5.6.5, shows that it
suffices to prove that if H ′ is an affine commutative k′-group scheme of finite type such that
(5.6.1) is exact (with k replaced by k′) for H = H ′, then it is also exact for H = Rk′/k(H ′)
(with cohomology over k).
So now let H := Rk′/k(H ′). By Proposition C.0.4, we have a commutative diagram
H(k) H(Ak) H
2(k, Ĥ)∗
H ′(k′) H ′(Ak′) H
2(k′, Ĥ ′)∗
The lemma follows immediately.
Recall the notion of the maximal smooth k-subgroup scheme of a locally finite type
k-group. For background on this notion, see the beginning of [CGP, §C.4].
Lemma 5.6.7. Let G be an affine commutative group scheme of finite type over a global
function field k, and let Gsm ⊂ G be the maximal smooth k-subgroup scheme. If (5.6.1) is
exact for H = Gsm, then it is exact for H = G.
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Proof. We have a commutative diagram
Gsm(k) Gsm(A) H2(k, Ĝsm)∗
G(k) G(A) H2(k, Ĝ)∗
in which the top row is exact by hypothesis, and the third vertical arrow is an inclusion
by Proposition 2.3.1 and Proposition 3.1.3 applied to G/Gsm. A simple diagram chase now
shows that the bottom row is also exact.
Proposition 5.6.8. Let k be a global function field, G an affine commutative k-group
scheme of finite type. Then the global duality sequence
G(k)pro −→ G(A)pro −→ H
2(k, Ĝ)∗
in Theorem 1.2.8 is exact.
Proof. The case in which G is finite follows from Poitou–Tate for finite commutative k-
group schemes (see Remark 1.2.12) together with Lemma 5.5.3. Now let G be an arbitrary
affine commutative group scheme of finite type over a global function field k. Lemma 5.6.7
allows us to assume that G is smooth. First suppose that G contains no nontrivial k-torus
(i.e., G is almost-unipotent; see Definition 2.1.9 and Lemma 2.1.8(ii)). Then by Lemma
2.1.8(i), since G is smooth its identity component U is a smooth connected unipotent k-
group scheme. Thus we have an exact sequence
1 −→ U −→ G −→ E −→ 1 (5.6.2)
with E a finite étale commutative k-group scheme. Choose an inclusion U →֒ W for some
split unipotent k-group W . One way to do this is to choose some finite extension k′/k such
that Uk′ is split, and then take the canonical inclusion U →֒ Rk′/k(Uk′). The latter group
is split unipotent because it admits a filtration by Rk′/k(Ga) ≃ G
[k′:k]
a . Pushing out the
exact sequence (5.6.2) along the inclusion U →֒ W , we obtain a commutative diagram of
exact sequences
1 U G E 1
1 W H E 1
in which the first square is a pushout diagram (and H is defined to be the pushout of
U →֒ G along the map U →֒ W ). The proposition holds for the finite k-group E, and it
holds for the split unipotent group W by Lemma 5.6.4. By Lemma 5.6.2, therefore, it holds
for H. Lemma 5.6.5 then implies the proposition for G.
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Now consider the general case, in which G may contain a nontrivial k-torus, and let
T ⊂ G denote the maximal k-torus. Let H := G/T . Then H contains no nontrivial k-torus,
hence the proposition holds for H by the previous paragraph. Let k′/k be a finite separable
extension over which T splits. By Lemma 5.6.6, in order to prove the proposition for G it
suffices to prove it for Gk′ , hence we may assume that T is split. The proposition for G
then follows from Lemma 5.6.4 and Lemma 5.6.2 applied to the exact sequence
1 −→ T −→ G −→ H −→ 1.
5.7 Exactness at H0(A, G)
In this section, we will prove that if G is an affine commutative group scheme of finite type
over a global function field k, then the complex
G(k) −→ G(Ak) −→ H
2(k, Ĝ)∗ (5.7.1)
arising from the global duality pairing G(A) × H2(k, Ĝ) → Q/Z (which cups everywhere
locally and then adds the invariants) is exact (Proposition 5.7.8). That is, we want the
uncompleted version of Proposition 5.6.8, though the proof will of course depend upon that
proposition. In addition to being interesting in its own right, we shall require this exactness
later (in §5.11) in order to prove the exactness of the pairings in Theorem 1.2.9.
Unlike most of the results that we prove for global fields, exactness of (5.7.1) really only
holds for global function fields. Indeed, if k is a number field, then (5.7.1) fails to be exact
for G = Ga, since H2(k, Ĝa) = 0 because k is perfect (Lemma 2.5.1), but clearly A/k 6= 0.
We begin by making a definition. Given a global field k, we have the norm map || · || :
A× → R>0 given by a 7→
∏
v ||a||v . By the product formula, ||λ|| = 1 for any λ ∈ k
×. Now
given a finite type k-group scheme G, we obtain for any character χ ∈ Ĝ(k) a continuous
norm map ||χ|| : G(A)→ R>0 via a 7→ ||χ(a)||. We then make the following definition.
Definition 5.7.1. G(A)1 :=
⋂
χ∈Ĝ(k)
ker(||χ||).
Since ||k×|| = {1}, we have G(k) ⊂ G(A)1. Further, the group Ĝ(k) is finitely generated.
(Indeed, to check this assertion we may extend scalars to k, and if true for a subgroup and
the quotient, then this is true for G, so we are thereby reduced to the well-known cases of
Ga, Gm, semisimple groups, abelian varieties, and finite group schemes.) Let χ1, . . . , χn
be elements that freely generate Ĝ(k) modulo torsion. Then G(A)1 is the kernel of the
continuous map (||χ1||, . . . , ||χn||) : G(A) → (R>0)n. If k is a global function field then the
image of this map is a lattice in (R>0)n (i.e., a discrete subgroup that is cocompact, or
equivalently, has full rank). If k is a number field, then the image is (R>0)n [Oes, Ch. I,
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Prop. 5.6]. In particular, if k is a global function field then G(A)1 is open and G(A)/G(A)1
is a discrete free abelian group of finite rank, whereas if k is a number field then this quotient
is divisible.
Lemma 5.7.2. If we have an exact sequence
0 −→ A′ −→ A −→ A′′ −→ 0
of locally compact, second-countable, Hausdorff abelian groups such that A′ and A′′ are
compact, then so is A.
Proof. It suffices by Pontryagin duality to check that AD is discrete. First, we claim that
the sequence
0 −→ A′′D −→ AD −→ A′D −→ 0
is exact. Exactness at A′′D is clear. Exactness at A′D holds because A′ →֒ A is an
embedding onto a closed subgroup (since the source is compact and the target is Hausdorff).
For exactness in the middle, we need to check that the map A/A′ → A′′ is a homeomorphism,
and this follows from Lemma 3.4.3. Since A′D is discrete, it follows that the image of the
map A′′D →֒ AD is open. If we check that this map is a homeomorphism onto its image,
then we will be done, since A′′D is discrete. The image is the kernel of the continuous map
AD → A′D, hence closed, so the result once again follows from Lemma 3.4.3.
Proposition 5.7.3. Let k be a global field, G an affine commutative k-group scheme of
finite type. Then G(A)1/G(k) is compact Hausdorff.
Remark 5.7.4. The compactness assertion in Proposition 5.7.3 is made in [Oes, Ch. IV,
Thm. 1.3] for any solvable smooth affine k-group G. The proof requires that G be connected
(in order to apply the Lie–Kolchin theorem to G), so the correct statement of [Oes, Ch. IV,
Thm. 1.3] is that if G is a smooth connected affine solvable group scheme over the global
field k, then G(A)1/G(k) is compact. It is false without connectedness, as the following
example due to Brian Conrad illustrates.
Let G = Gm ⋊ Z/2Z where the semi-direct product structure is through inversion. As
we saw in Remark 2.3.3, any χ ∈ Ĝ(k) restricts to the trivial character on Gm, hence has
finite order. It follows that G(A)1 = G(A). But we claim that G(A)/G(k) is not compact.
The quotient group Gm(A)/Gm(k) = A×/k× is non-compact (due to non-compactness
of its image in R>0 under the idelic norm), so it suffices to show that the natural continuous
injective map
j : Gm(A)/Gm(k) →֒ G(A)/G(k) (5.7.2)
is a homeomorphism onto a closed subspace. Since G(k) → Z/2Z is surjective, this image
coincides with the fiber over 1 for the continuous map G(A)/G(k) → (Z/2Z)(A)/(Z/2Z),
which is closed because (Z/2Z)(A)/(Z/2Z) is Hausdorff. To show that the map (5.7.2) is
a homeomorphism onto its image, we note that the continuous map G(A)→ Gm(A) given
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by projection onto the Gm factor descends to a well-defined map im(j) → Gm(A)/Gm(k)
(though it does not descend to a well-defined map G(A)/G(k) → Gm(A)/Gm(k)) that
provides a continuous inverse (on im(j)) to j, hence j is a homeomorphism onto its image,
as claimed.
Proof of Proposition 5.7.3. Since k →֒ A is a closed subgroup, by choosing an embedding
of G into some affine n-space over k, we can see that G(k) →֒ G(A) is closed, hence
G(A)1/G(k) is Hausdorff, so we concentrate on compactness. Replacing G with its maximal
smooth k-subgroup scheme (see [CGP, Lemma C.4.1, Remark C.4.2]) has no effect on its
adelic or rational points. We claim that it also has no effect on the norm-1 points. That is,
if g ∈ G(A) satisfies ||χ(g)|| = 1 for every χ ∈ Ĝ(k), then ||χ(g)|| = 1 for every χ ∈ Ĝsm(k),
where Gsm ⊂ G is the maximal smooth subgroup. For this, it suffices to show that for every
χ ∈ Ĝsm(k), χn extends to Ĝ(k) for some n > 0. This follows from Corollary 2.3.2. So we
may assume that G is smooth. By Remark 5.7.4, we know the result when G is smooth
and connected. We will deduce the general case from this one.
Let G0 be the identity component of G, and let E := G/G0 be the finite étale quotient.
Then E(A) = E(A)1 is compact by Lemma 5.5.3, hence so is E(A)/E(k). Let X be
defined by the following exact sequence
0 −→ X −→ G(A)1/G(k) −→ E(A)/E(k)
Then we claim that the map G(A)1/G(k) → E(A)/E(k) has closed image and that X is
compact. Lemma 5.7.2 will then complete the proof.
First we check that the map G(A)1/G(k)→ E(A)/E(k) has closed image. Since E(k)
is finite, it suffices to check that the map G(A)1 → E(A) has closed image. We note that
the map G(A) → E(A) has closed image, since it is the kernel of the continuous map
E(A) → H1(A, G0), in which the target group is Hausdorff by Proposition 5.3.1(iv). It
follows from Lemma 3.4.3 that the map G(A)/G0(A) →֒ E(A) induces a homeomorphism
onto a closed subgroup. Therefore, if we show that the map G(A)1 → G(A)/G0(A) has
closed image, then the claim will follow. That is, we need to show that the subgroup
G(A)1G
0(A) ⊂ G(A) is closed.
First suppose that k is a function field. Then the quotient G(A)/G(A)1 is discrete,
hence the quotient G(A)/G(A)1G0(A) is discrete, so G(A)1G0(A) ⊂ G(A) is closed.
Next suppose that k is a number field. Then the quotient G(A)/G(A)1 is divisible, and the
quotient G(A)/G0(A) →֒ E(A) is of finite exponent, so the quotient G(A)/G(A)1G0(A)
is divisible and of finite exponent, thus trivial.
Next we need to show that X is compact. We will show that [X : G0(A)1/G0(k)]
is finite, and the desired compactness will then follow from the known compactness of
G0(A)1/G
0(k) (Remark 5.7.4). We prove finiteness in two steps: first that [X : (G0(A) ∩
G(A)1)/G
0(k)] is finite, and then that G0(A) ∩G(A)1 = G0(A)1.
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Define an inclusion
φ :
X
(G0(A) ∩G(A)1)/G0(k)
→֒X1(G0)
as follows. We have a commutative diagram with exact rows:
G0(k) G(k) E(k) H1(k,G0)
G(A)1 ∩G
0(A) G(A)1 E(A) H
1(A, G0)
δ
f
Given g ∈ G(A)1 representing an element of X, f(g) lifts to an element e ∈ E(k) and
we define φ(g) := δ(e). A straightforward diagram chase then shows that φ is indeed an
inclusion into X1(G0). By [Con, Thm. 1.3.3(i)], X1(k,H) is finite for all affine k-group
schemes H of finite type (even without commutativity hypotheses). This therefore proves
the finiteness of [X : (G0(A) ∩G(A)1)/G0(k)]. It remains to show that G0(A) ∩G(A)1 =
G0(A)1.
Suppose that g ∈ G0(A)∩G(A)1. We need to show that ||χ(g)|| = 1 for χ ∈ Ĝ0(k). By
Corollary 2.3.2, χn extends to a character of Ĝ(k) for some positive integer n. Therefore,
||χn(g)|| = 1, so ||χ(g)|| = 1, as desired.
Proposition 5.7.5. Let k be a global function field, G an affine commutative k-group
scheme of finite type. Then G(A)1/G(k) is profinite.
Proof. By Proposition 5.7.3, G(A)1/G(k) is compact Hausdorff, so we only need to check
that G(A)/G(k) is totally disconnected. In order to do this, it suffices to show that if
g ∈ G(A)−G(k), then there is a compact open set U ⊂ G(A) containing g and disjoint from
G(k). Since G(k) ⊂ G(A) is closed, there exists an open such U . Since any neighborhood
of g contains a compact open neighborhood of g (as k is a function field, so it has no
archimedean places), we are done.
Remark 5.7.6. Proposition 5.7.5 is false if k is a number field. Indeed, if G = Ga then
G(A)1 = A, but A/k is divisible and so not profinite.
Lemma 5.7.7. Let k be a global function field, G an affine commutative k-group scheme
of finite type. Then the canonical map
G(A)/G(k) −→ (G(A)/G(k))pro
is an inclusion.
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Proof. Consider the following commutative diagram:
G(A)1/G(k) G(A)/G(k) G(A)/G(A)1
0 (G(A)1/G(k))pro (G(A)/G(k))pro (G(A)/G(A)1)pro
∼
The top row is clearly exact. The bottom row is exact by Proposition B.2.1, since the
quotient G(A)/G(A)1 is discrete and finitely generated. The first vertical arrow is an
isomorphism by Proposition 5.7.5, and the third vertical arrow is an inclusion because
G(A)/G(A)1 is discrete and finitely generated. A simple diagram chase now shows that
the middle vertical arrow is an inclusion.
Proposition 5.7.8. Let k be a global function field, G an affine commutative k-group
scheme of finite type. Then the complex
G(k) −→ G(A) −→ H2(k, Ĝ)∗
induced by the global duality pairing G(A) ×H2(k, Ĝ)→ Q/Z is exact.
Proof. Thanks to Proposition 5.6.8 and the right-exactness of profinite completion (Propo-
sition B.1.4), in conjunction with Remark 5.6.1, this follows from Lemma 5.7.7.
5.8 Exactness at H2(k, Ĝ)∗
The goal of this section is essentially to prove that the global duality sequence of The-
orem 1.2.8 is exact at H2(k, Ĝ)∗. We say essentially because strictly speaking the map
H2(k, Ĝ)∗ → H1(k,G) is not defined until we obtain the perfect pairing between the groups
X
2(k, Ĝ) and X1(k,G). Indeed, recall that this map is defined to be the composition
H2(k, Ĝ)∗ ։X2(Ĝ)∗
∼
−→X1(G) →֒ H1(k,G),
where the middle isomorphism is defined via still unproven Theorem 1.2.9. Once that
theorem is proven, however, the exactness of the complex at H2(k, Ĝ)∗ is then equivalent to
the exactness of the following sequence, which involves no input from any pairing between
Tate-Shafarevich groups:
H0(A, G)pro −→ H
2(k, Ĝ)∗ −→X2(Ĝ)∗. (5.8.1)
What we shall show in this section is that the complex (5.8.1) is in fact an exact sequence:
Proposition 5.8.1. Let k be a global function field, G a commutative affine k-group scheme
of finite type. Then the global duality sequence
H0(A, G)pro −→ H
2(k, Ĝ)∗ −→X2(Ĝ)∗
is exact.
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Proof. It is clear from the definitions that the diagram in Proposition 5.8.1 is a complex
(as was discussed in §5.1). The compact group G(A)pro has closed image inside the closed
subgroup
ker(H2(k, Ĝ)∗ →X2(Ĝ)∗) ⊂ H2(k, Ĝ)∗.
Hence, it suffices to show that G(A)pro has dense image inside this kernel, or equivalently,
that the more tangible G(A) has dense image. That is, given a finite subset T ⊂ H2(k, Ĝ)
and φ ∈ H2(k, Ĝ)∗ vanishing on X2(Ĝ), we seek g ∈ G(A) such that 〈g, α〉 is close to φ(α)
inside R/Z for every α ∈ T . Since H2(k, Ĝ) is torsion (Lemma 3.5.1), we may replace T
with the finite group that it generates and thereby assume that T is a subgroup.
Note that φ|T factors through the quotient T/(T ∩X2(Ĝ)) since φ vanishes on X2(Ĝ).
We claim that for some finite set S of places of k, the map T/(T∩X2(Ĝ))→
∏
v∈S H
2(kv , Ĝ)
is injective, so φ|T is induced by an element of (
∏
v∈S H
2(kv, Ĝ))
∗. Indeed, for each α ∈
T − (T ∩X2(Ĝ)), there exists a place v = v(α) of k such that αv 6= 0. We may choose S
to consist of the v(α).
We will construct the desired g ∈ G(A) approximating φ on T to satisfy gv = 0 for
v /∈ S. Our task is to appropriately choose gv ∈ G(kv) for each v ∈ S. (Note that g =
(gv) ∈
∏
G(kv) then lies in G(A).) It has been shown that φ|T lifts to (
∏
v∈S H
2(kv , Ĝ))
∗,
so to find the required (gv)v∈S ∈
∏
v∈S G(kv), it suffices to show that the natural map∏
v∈S G(kv) → (
∏
v∈S H
2(kv, Ĝ))
∗ induced by the local duality pairings has dense image,
or equivalently that the natural continuous homomorphism G(kv)→ H2(kv, Ĝ)∗ has dense
image for each v ∈ S. By local duality (Proposition 3.5.10), the target of this latter map
is topologically identified via the local duality pairing with G(kv)pro. The desired density
follows, completing the proof of the proposition.
5.9 The fundamental exact sequence
The goal of this section is to prove that the last three terms in Theorem 1.2.8 form an exact
sequence. We refer to this 3-term sequence as the fundamental exact sequence since when
G = Gm, it forms (most of) the fundamental exact sequence of class field theory (due to
Proposition 5.2.2 for degree-2 cohomology of Gm).
Proposition 5.9.1. Let k be a global function field, G an affine commutative k-group
scheme of finite type. Then the global duality sequence
H2(k,G) −→ H2(A, G) −→ Ĝ(k)∗ −→ 0
of Theorem 1.2.8 is exact.
Proof. Note that we may replace H2(A, G) with
⊕
v
H2(kv , G), by Proposition 5.2.2. When
G is finite, this proposition is part of the Poitou–Tate sequence for finite group schemes
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(see Remark 1.2.12). Let us first treat separable Weil restrictions of split tori. So suppose
that G = Rk′/k(T ′), where k′/k is a finite separable extension and T ′ is a split k′-torus. We
may assume that T ′ = Gm. By Proposition C.0.4, we have a commutative diagram
H2(k′, T ′)
⊕
w
H2(k′w, T
′) T̂ ′(k)∗ 0
H2(k,Rk′/k(T
′))
⊕
v
H2(kv ,Rk′/k(T
′)) ̂Rk′/k(T ′)(k)
∗ 0
∼ ∼
∼
where the top row is exact by class field theory (the fundamental exact sequence), the first
two vertical arrows are isomorphisms because we may take our cohomology to be étale (since
the coefficients are smooth groups) and étale cohomology commutes with finite pushforward,
and the third vertical arrow – which is given by the norm map – is an isomorphism by
Proposition 2.3.6. It follows that the bottom row is also exact.
Next we prove the proposition when G is an almost-torus. By Lemma 2.1.3(iv), we may
harmlessly modify G and thereby assume that there is an exact sequence
1 −→ B −→ X −→ G −→ 1
with X = C ×Rk′/k(T ′), B,C finite commutative k-group schemes, k′/k a finite separable
extension, and T ′ a split k′-torus. Consider the commutative diagram
H2(k,X) H2(k,G)
⊕
v
H2(kv , B)
⊕
v
H2(kv,X)
⊕
v
H2(kv, G) 0
B̂(k)∗ X̂(k)∗ Ĝ(k)∗ 0
0 0 0
The third row is exact due to the injectivity of the group Q/Z, and the second row is exact
by Proposition 3.1.2. The first and second columns are exact due to the already-settled
cases of finite group schemes and separable Weil restrictions of split tori. That the last
column, which we know to be a complex, is exact now follows from a diagram chase.
Now we treat the general case. Let G be an affine commutative k-group scheme of finite
type. By Lemma 2.1.7, there is an exact sequence
1 −→ H −→ G −→ U −→ 1
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with H an almost-torus and U split unipotent. We then have a commutative diagram
H2(k,H)
⊕
v
H2(kv ,H) Ĥ(k)
∗ 0
H2(k,G)
⊕
v
H2(kv , G) Ĝ(k)
∗ 0
∼
in which the top row is exact by the already treated case of almost-tori; the second vertical
arrow is surjective because H2(kv , U) = 0 by Proposition 2.5.4(i); and the last vertical arrow
is an isomorphism by Proposition 2.3.1 and because Û(k) = 0 (since the unipotent group
U has no nontrivial characters) and H1(k, Û ) = 0 (Proposition 2.5.4(iii)). A diagram chase
now shows that the second row (which, again, we already know to be a complex) is exact.
This completes the proof of the proposition.
5.10 Defining the X-pairings
In this section we will define the pairings between Tate-Shafarevich groups arising in The-
orem 1.2.9. Our definition imitates Tate’s original definition in terms of cocycles. First, we
need a lemma.
Lemma 5.10.1. If k is a global field, then Hˇ3(k,Gm) = 0.
This is the Čech-fppf variant of the well-known derived-functor result H3(k,Gm) = 0
[CF, Ch.VII, §11.4].
Proof. We have the Čech-to-derived functor spectral sequence
Ei,j2 = Hˇ
i(k,H j(Gm)) =⇒ H
i+j(k,Gm).
Since H3(k,Gm) = 0, it is enough to show that E
1,1
2 and E
0,2
2 vanish. First,
E0,22 = Hˇ
0(k,H 2(Gm)) = 0
because for any finite extension L/k and any α ∈ H2(L,Gm) = Br(L), there is a finite
extension L′/L such that α dies in Br(L′) = H2(L′,Gm). Next, to show that E
1,1
2 =
Hˇ1(k,H 1(Gm)) vanishes, it is enough to show that Pic(L⊗kL) = 0 for any finite extension
L/k. But this is clear, because Spec(L⊗k L) is topologically a disjoint union of points.
Now we will define the pairings. Let k be a global function field, and let G be an affine
commutative k-group scheme of finite type. We first define the pairing
〈·, ·〉
X
2
G
: X2(k,G) ×X1(k, Ĝ) −→ Q/Z. (5.10.1)
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By Propositions 2.9.8 and 2.9.11, it suffices to define the pairing on Čech cohomology. Let
k be a global function field, and choose
ξ ∈X2(k,G) ⊂ H2(k,G) = Hˇ2(k,G), ξ′ ∈X1(k, Ĝ) ⊂ H1(k, Ĝ) = Hˇ1(k, Ĝ).
Let α ∈ Zˇ2(k,G), α′ ∈ Zˇ1(k, Ĝ) be respective representative Čech cocycles, so they are each
everywhere locally coboundaries. That is, for every place v of k, there exists a 1-cochain
βv ∈ Cˇ
1(kv , G) and a 0-cochain β′v ∈ Cˇ
0(kv, Ĝ) such that αv = dβv, α′v = dβ
′
v.
Since Hˇ3(k,Gm) = 0, there exists a 2-cochain h ∈ Cˇ2(k,Gm) such that α ∪ α′ = dh.
Then d(βv ∪ α′v) = dh = d(αv ∪ β
′
v). It follows that (αv ∪ β
′
v) − hv and (βv ∪ α
′
v) − hv
are 2-cocycles. Further, they yield the same class in Hˇ2(kv ,Gm) = H2(kv ,Gm), because
d(βv ∪ β
′
v) = (αv ∪ β
′
v) − (βv ∪ α
′
v). We then define 〈ξ, ξ
′〉
X
2
G
to be the sum over all v of
the invariants of these elements of H2(kv ,Gm).
This pairing is clearly functorial in G, and it is easy to check that it is bilinear. To see
that it is independent of choices, suppose that we replace βv by βv + ǫv for some 1-cocycle
ǫv ∈ Zˇ
1(kv , G). Then the element of H2(kv ,Gm) whose invariant is taken in the above
calculation is ((βv + ǫv) ∪ α′v)− hv rather than (βv ∪ α
′
v)− hv . Thus we need to show that
ǫv∪α
′
v is trivial as a cohomology class. This follows from the equality ǫv∪α
′
v = d(−ǫv∪β
′
v),
which holds because dǫv = 0. The independence of choice of β′v is proved similarly. The
independence of choices of h, α, α′ follows from the fact that the sum of the local invariants
of a global Brauer class is 0.
In order to check that the pairing is well-defined, it only remains to check that the sum
appearing in the definition contains only finitely many nonzero terms. But by assumption,
α′ maps to a coboundary in Hˇ1(A, Ĝ) (since Čech and derived functor cohomology agree in
degree 1 for any sheaf over any scheme), which implies that we may choose β′v to actually
come from Cˇ0(Ov , Ĝ) for almost every v. Since α and h both extend to cocycles over
some OS , it follows that the cocycle (α ∪ β′v) − h ∈ Zˇ
2(kv,Gm) extends to an element
of Zˇ2(Ov ,Gm) for almost every v, hence represents the trivial cohomology class, since
H2(Ov,Gm) = 0. The sum is therefore finite.
The definition of the other X-pairing
〈·, ·〉
X1G
: X1(k,G) ×X2(k, Ĝ) −→ Q/Z (5.10.2)
is entirely analogous, once again using Propositions 2.9.8 and 2.9.11.
Remark 5.10.2. Suppose that G is a finite commutative k-group scheme. We have now
defined pairings between X1(G) and X2(Ĝ), and between X1(G∧∧) and X2(Ĝ). Via
Cartier duality, of course, we have, canonically, G∧∧ = G, and we would like to know that
these two pairings are compatible with Cartier duality. This follows immediately from their
definitions in terms of cocycles.
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5.11 Injectivity of X1(G)→X2(Ĝ)∗
The goal of this section is to prove that if G is an affine commutative group scheme of finite
type over a global function field k, then the map X1(k,G) → X2(k, Ĝ)∗ induced by the
pairing 〈·, ·〉
X
1
G
in (5.10.2) is injective (Proposition 5.11.7). As with many of the results
in this work, the same result is true for number fields, but we concentrate on the function
field setting. Unlike many of the other results of this manuscript, however, we do not take
the finite case as a black box; see Remark 1.2.12.
Lemma 5.11.1. For any inclusion A →֒ A′ of discrete finitely generated abelian groups,
the following diagram is Cartesian:
A A′
Apro A
′
pro
Proof. Using the structure theorem for finitely generated abelian groups, one sees that the
canonical map Zpro ⊗Z A→ Apro is an isomorphism. If we define A′′ = A′/A, then by the
Z-flatness of Zpro we have a commutative diagram of short exact sequences
0 A A′ A′′ 0
0 Apro A
′
pro A
′′
pro 0
Thus, the Cartesian assertion reduces to showing thatM →Mpro is injective for any finitely
generated abelian group M (applied to M = A′′). Such injectivity is immediate either from
the faithful flatness of Zpro over Z, or by using the structure theorem to reduce to the easy
cases when M = Z and M = Z/nZ.
Lemma 5.11.2. Let k be a global function field. Suppose that we have an inclusion G →֒
G′ of affine commutative k-group schemes of finite type. Then the following diagram is
Cartesian:
G(A)/G(k) G′(A)/G′(k)
(G(A)/G(k))pro (G
′(A)/G′(k))pro
Proof. The vertical maps are inclusions by Lemma 5.7.7. For ease of notation, let B :=
G(A)/G(k), B′ := G′(A)/G′(k). Also let B1 := G(A)1/G(k) and B′1 := G
′(A)1/G
′(k).
(For the definition of G(A)1, see Definition 5.7.1.) Then B/B1 and B′/B′1 are discrete and
finitely generated, and B1, B′1 are profinite (Proposition 5.7.5).
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We claim that B/B1 → B′/B′1 is an inclusion. Indeed, pick g ∈ G(A) ∩ G
′(A)1 and
χ ∈ Ĝ(k). We need to show that ||χ(g)|| = 1. By Corollary 2.3.2, χn extends to a character
in Ĝ′(k) for some positive integer n. We then have that ||χn(g)|| = 1, so ||χ(g)|| = 1, hence
g ∈ G(A)1, as desired.
We will use repeatedly below the right-exactness of profinite completion (Proposition
B.1.4). Consider b′ ∈ B′ and b ∈ Bpro such that b maps to the image of b′ in B′pro. We
want to show that b comes from an element of B. The diagram
B/B1 B
′/B′1
(B/B1)pro (B
′/B′1)pro
is Cartesian by Lemma 5.11.1, so by modifying b′ by an element of B, we may assume
that b′ ∈ B′1. Since the map Bpro/(B1)pro = (B/B1)pro → (B
′/B′1)pro = B
′
pro/(B
′
1)pro is
an inclusion by Proposition B.2.1, we see that b lies in the image of the map (B1)pro =
B1 → Bpro. Modifying b′ by an element of B1, therefore, we may assume that it maps to
0 ∈ (B′/B′1)pro, hence b = 0, because the map B
′/B′1 → (B
′/B′1)pro is injective.
Lemma 5.11.3. Let k be a global function field. Suppose that we have an inclusion G →֒ G′
of affine commutative k-group schemes of finite type such that the map X1(G′)→X2(G′)∗
induced by 〈·, ·〉
X
1
G′
is injective. Then the map X1(G)→X2(G)∗ is also injective.
Proof. Let H := G′/G, so we have an exact sequence
1 −→ G
j
−→ G′
π
−→ H −→ 1.
Consider the following commutative diagram with exact rows:
G′(k) H(k) H1(k,G) H1(k,G′)
G(A) G′(A) H(A) H1(A, G) H1(A, G′)
π δ j
j π δ
Suppose that α ∈X1(G) annihilates X2(Ĝ) under 〈·, ·〉
X
1
G
. We want to show that α = 0.
By functoriality of 〈·, ·〉
X
1
G
and our hypothesis that X1(G′) → X2(Ĝ)∗ is injective, we
deduce that j(α) = 0, hence α = δ(h) for some h ∈ H(k). Then δ(hA) = 0 in H1(A, G), so
hA = π(g
′) for some g′ ∈ G′(A). We are going to show that by adjusting g′ by an element
of G′(k) (which corresponds to changing h by an element of π(G′(k)), as we are free to
do for the purpose of studying α = δ(h)), we can arrange that g′ comes from G(A), so
hA ∈ π(j(G(A))) = 0, forcing h = 0, so α = 0, as desired. Note that in order to do this,
we are free to modify g′ by an element of G(A).
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The natural map G′(A) → H2(k, Ĝ′)∗ induced by the global duality pairing assigns to
g′ a homomorphism H2(k, Ĝ′) → Q/Z. Consider the subgroup ĵ−1(X2(Ĝ)) ⊂ H2(k, Ĝ′),
where ĵ : H2(k, Ĝ′)→ H2(k, Ĝ) is the map induced by j. The key point for controlling the
choice of g′ is the following lemma.
Lemma 5.11.4. The point g′ annihilates ĵ−1(X2(Ĝ)) ⊂ H2(k, Ĝ′).
Proof. Since α annihilates X2(Ĝ) by assumption, it suffices to show (without any hypothe-
ses on α!) that for any z ∈ ĵ−1(X2(Ĝ)) we have
〈g′, z〉
?
= 〈α, ĵ(z)〉
X
1
G
. (5.11.1)
Lift h ∈ H(k) to some x ∈ Cˇ0(k,G′) = G′(k) (Lemma 2.9.3). Then π(dx) = dh = 0, so
dx = j(α′) for some 1-cochain α′ ∈ Cˇ1(k,G) that is a 1-cocycle (as d(dx) = 0 and j is
injective). The Čech cohomology class of α′ coincides with the derived functor cohomology
class of δ(h) = α since the identification of Čech and derived functor cohomology in degrees
≤ 1 is δ-functorial by Proposition E.2.1, so we will abuse notation and denote the 1-cocycle
α′ as α.
Since ĵ(z) ∈ X2(Ĝ) by hypothesis, if we also write z to denote a representative class
in Zˇ2(k, Ĝ) (which makes sense by Proposition 2.9.11!), then for each place v of k we have
ĵ(z) = dyv for some yv ∈ Cˇ1(kv, Ĝ). We have α ∪ ĵ(z) = dm for some m ∈ Cˇ2(k,Gm),
since Hˇ3(k,Gm) = 0 (Lemma 5.10.1). Then by definition of the two pairings, (5.11.1) is
equivalent to ∑
v
invv(g
′
v ∪ z)
?
=
∑
v
invv((α ∪ yv)−m). (5.11.2)
Since π(g′v) = h = π(x), we deduce that g
′
v = x+ j(fv) for some fv ∈ Cˇ
0(kv , G). Applying
d to both sides yields (since g′v is a cocycle, representing an element of H
0(kv, G
′))
0 = dx+ dj(fv) = j(α) + j(dfv),
so dfv = −α. Now we compute at the cochain level
g′v∪z = (x+j(fv))∪z = (x∪z)+(fv∪ĵ(z)) = (x∪z)+(fv∪dyv) = (x∪z)−(dfv∪yv)+d(fv∪yv).
The final expression is cohomologous to
(x ∪ z)− (dfv ∪ yv) = (x ∪ z) + (α ∪ yv).
The way we have arrived at this ensures that the final expression is a cocycle, and likewise
the differences (α ∪ yv) −m appearing on the right side of (5.11.2) are cocycles, so taking
the difference gives that the global cochain (x∪ z) +m is a cocycle (as this can be checked
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locally at any single place). Thus, the desired identity (5.11.2) is equivalent to the vanishing
of the sum ∑
v
invv((x ∪ z) +m)
of the local invariants of a global Brauer class, and such sums always vanish.
Via the inclusion
H2(k, Ĝ′)/ĵ−1(X2(Ĝ)) →֒ H2(k, Ĝ)/X2(Ĝ),
we can extend the homomorphism induced by g′ to a homomorphism on H2(k, Ĝ) that kills
X
2(Ĝ). We would like to say that this homomorphism is induced by an element of G(A).
Thanks to Propositions 5.6.8 and 5.7.8, this follows from Lemma 5.11.2.
Modifying g′ by a suitable element of G(A), therefore (as we are free to do), we may
assume that it annihilates all of H2(k, Ĝ′). By Proposition 5.7.8, it follows that it lifts to an
element of G′(k). Modifying h by this element of G′(k) (as we may do), we obtain hA = 0,
hence h = 0, so α = δ(h) = 0, and the proof of Lemma 5.11.3 is complete.
Lemma 5.11.5. Let k be a field, L/k a (not necessarily algebraic) separable extension field
of k, and let I be an infinitesimal k-group scheme. Then the map H1(k, I) → H1(L, I) is
injective.
Proof. Suppose that we have an I-torsor E over k such that E(L) 6= ∅. We want to show
that E(k) 6= ∅. Any such E is finite radicial over k by fppf descent of this property, due to
the same property holding for I, so it suffices to show that for any finite radicial k-scheme
X we have X(L) 6= ∅ =⇒ X(k) 6= ∅. The pullbacks of x ∈ X(L) under the two projections
L⊗k L⇒ L must yield the same point in X(L⊗k L), since this latter set has at most one
point (as L⊗k L is reduced due to the separability of L/k, and because X is finite radicial
over k). By fppf descent, x therefore descends to a point in X(k), as desired.
Lemma 5.11.6. Let G be an affine commutative group scheme of finite type over a global
field k. Then for some finite extension k′/k, we have X1(Gk′) = 0.
Proof. After such a base change, we may assume that G0red is a subgroup scheme and is in
fact the product of a split torus and a split unipotent group. Thus, H1(k′, G0red) = 0, so we
only need to show that X1(B) = 0, where B = G/G0red. By extending scalars further, we
may assume that B is the product of an infinitesimal and a finite étale group scheme. We
know that X1 vanishes for infinitesimal groups (by Lemma 5.11.5 applied to the separable
extension kv/k), so we are left to treat the case when B = E is étale. Extending scalars
further, we may assume that E is constant. Since X1(k′,Z/nZ) = 0 by the Chebotarev
Density Theorem, we are done.
Proposition 5.11.7. Let G be an affine commutative group scheme of finite type over a
global function field k. Then the map X1(G)→X2(Ĝ)∗ induced by 〈·, ·〉
X
1
G
is injective.
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Proof. Using Lemma 5.11.6, let k′/k be a finite extension such thatX1(Gk′) = 0. Using the
canonical inclusion G →֒ Rk′/k(Gk′) and Lemma 5.11.3, it suffices to prove the proposition
for Rk′/k(Gk′). But we have a Leray spectral sequence associated to the morphism f :
Spec(k′)→ Spec(k), namely
Ei,j2 = H
i(k,Rj f∗Gk′) =⇒ H
i+j(k′, Gk′),
and similarly for the morphism Spec(Ak′)→ Spec(Ak). By compatibility of these spectral
sequences, we get an inclusion X1(k,Rk′/k(Gk′)) →֒ X1(k′, Gk′). Since the latter group
vanishes, so does the former, hence the proposition holds trivially for Rk′/k(Gk′).
5.12 Injectivity of X2(G)→X1(Ĝ)∗
The purpose of this section is to prove that for an affine commutative group scheme of finite
type over a global function field k, the map X2(k,G)→X1(k, Ĝ)∗ induced by the pairing
〈·, ·〉
X2G
of (5.10.1) is injective (Proposition 5.12.12). As a consequence of this injectivity
and Proposition 5.11.7, we will deduce that Theorem 1.2.9 holds for finite commutative
group schemes (Corollary 5.12.13). In the process, we will also essentially prove exactness
of the Poitou–Tate sequence of Theorem 1.2.8 at H1(k, Ĝ)∗ (Proposition 5.12.4).
Lemma 5.12.1. Let G be a finite commutative group scheme over a global field k. There
exists a finite separable extension k′/k such that X1(k′′, Gk′′) = 0 for all finite extensions
k′′/k′.
Proof. We have the connected-étale exact sequence
1 −→ I −→ G −→ E −→ 1
with I infinitesimal and E étale. Replacing k with a finite separable extension, we may
assume that E is constant. Of course, this constancy is preserved under any further exten-
sion of scalars. It suffices to show, then, that if E is constant, then X1(k,G) = 0. We have
a commutative diagram with exact rows
E(k) H1(k, I) H1(k,G) H1(k,E)
∏
v E(kv)
∏
v H
1(kv , I)
∏
v H
1(kv , G)
∏
v H
1(kv , E)
in which the last vertical arrow is an inclusion because X1(E) = 0 by the Chebotarev
density Theorem. Now suppose that α ∈ X1(G). Then looking at the diagram, we see
that α lifts to some β ∈ H1(k, I). Fix a place v of k. Then βv 7→ 0 ∈ H1(kv , G), hence
lifts to some ev ∈ E(kv). Since E is constant, we may lift ev to e ∈ E(k). Then modifying
β by e, we see that βv = 0, hence β = 0 by Lemma 5.11.5. Therefore α = 0 as well, so
X
1(G) = 0.
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Next we would like to prove the analogue of Lemma 5.12.1 for X2. This lies deeper,
and we require several preparatory lemmas.
Lemma 5.12.2. If G is a finite commutative group scheme over a field k, and if Ĝ is
infinitesimal, then H2(k,G) = 0.
Proof. Using the connected-étale sequence, we may assume that G is either local-local
or étale. The latter case follows from the fact that fields of characteristic p have p-
cohomological dimension at most 1 [Ser2, Ch. II, §2.2, Prop. 3]. For the former, we may
filter G and thereby assume that G is killed by both Frobenius and Verschiebung. Over k,
this implies that G is isomorphic to αnp for some n. Since H
1(k,Autαnp /k) = H
1(k,GLn) = 1,
this implies that G ≃ αnp . We may therefore assume that G = αp. Then the lemma follows
from the exact sequence
1 −→ αp −→ Ga
F
−→ Ga −→ 1,
in which F is the relative Frobenius isogeny, and from the vanishing of the higher cohomol-
ogy of Ga.
Lemma 5.12.3. Let k be a global field, G an affine commutative k-group scheme of finite
type. Then Hi(k,G) and Hi(k, Ĝ) are countable for i ≤ 2.
Proof. Lemma 2.1.7 and Proposition 2.3.1 reduce us to the case when G is either an almost-
torus or Ga. Further, Lemma 2.1.3(ii) reduces the almost-torus case to the case when G is
either finite or a torus. So we may assume that G is either finite, a torus, or Ga.
For G = Ga, all of the relevant cohomology groups vanish except for H0(k,Ga) = k,
which is countable, and possibly H2(k, Ĝa) (Propositions 2.5.3 and 2.5.4(ii)). So we are left
to show that H2(k, Ĝa) is countable. If char(k) = 0, then this group vanishes (Proposition
2.5.1), while if char(k) > 0, then it is a one-dimensional k-vector space (Corollary 2.7.7),
hence countable.
We next treat the case when G is finite, for which we only need to treat the cohomology
of G (and not also Ĝ) by Cartier duality. We proceed by induction on i. The assertion
is trivial for i = 0. If it holds for i − 1, then to deduce it for i, we first note that we
may filter B and therefore assume that it is either étale, multiplicative, or local-local. If
B is local-local, then we may filter it further to assume that its relative Frobenius and
Verschiebung morphisms vanish, hence B = αnp , so then we may assume B = αp. Further
note that we may replace (k,B) with (k′, Bk′) for any finite separable extension k′/k (as
follows by induction on i via the canonical inclusion B →֒ Rk′/k(Bk′) and the fact that
Hi(k,Rk′/k(Bk′)) ≃ H
i(k′, Bk′) (since finite separable pushforward is exact)). We may
therefore assume that either B = αp, B = µn, or B = Z/pZ, with p = char(k) > 0 in the
first and third cases.
If p = char(k) > 0, then H1(k, αp) = k/kp is countable and H2(k, αp) = 0 by Lemma
5.12.2. For µn and arbitrary characteristic, we have H1(k, µn) = k×/(k×)n (which is count-
able) and H2(k, µn) = Br(k)[n] (which is countable by global class field theory). Finally,
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if p = char(k) > 0 then H1(k,Z/pZ) = k/℘(k) (hence countable) with ℘ : k → k the
Artin-Schreier map x 7→ xp − x, and H2(k,Z/pZ) = 0 by Lemma 5.12.2.
Next we treat the case when G = T is a torus. The cases with i = 0 are clear, so we
may assume that i > 0. Since T and T̂ are represented by smooth k-group schemes, the
cohomology may be taken to be étale. Since higher Galois cohomology is torsion, it suffices
to show that the groups Hi(k, T )[n] are countable for all n > 0, and ditto for T̂ . For this,
note that we have an exact sequence
1 −→ T [n] −→ T
[n]
−→ T −→ 1
with T [n] a finite k-group scheme. Indeed, this may be checked fppf locally, so we may
assume that T is split, and the assertion is then obvious. We therefore obtain for all i a
surjective map Hi(k, T [n])։ Hi(k, T )[n], so the already-treated finite case implies that the
latter group is countable. The groups Hi(k, T̂ )[n] are treated similarly, by using the exact
sequence
1 −→ T̂
[n]
−→ T̂ −→ T̂ /[n]T̂ −→ 1
in which T̂ /[n]T̂ is a finite k-group scheme.
Proposition 5.12.4. Let G be an affine commutative group scheme of finite type over a
global function field k. Then the following sequences
H1(A, G) −→ H1(k, Ĝ)∗ −→X1(k, Ĝ)∗ −→ 0,
H1(A, Ĝ) −→ H1(k,G)∗ −→X1(k,G)∗ −→ 0,
in which the maps H1(A, G) → H1(k, Ĝ)∗ and H1(A, Ĝ) → H1(k,G)∗ are induced by the
global duality pairings, are exact.
Proof. We prove that the first sequence is exact. The proof for the second sequence is
analogous. Exactness at X1(k, Ĝ)∗ follows from the injectivity of Q/Z as an abelian
group, so we concentrate on proving exactness at H1(k, Ĝ)∗. Consider the exact sequence
X
1(Ĝ) −→ H1(k, Ĝ) −→ H1(A, Ĝ). (5.12.1)
We claim that applying (·)D to this sequence preserves exactness (where we are endowing
H1(k, Ĝ) and X1(Ĝ) with the discrete topology).
For this, it suffices to show that the continuous inclusion H1(k, Ĝ)/X1(Ĝ) →֒ H1(A, Ĝ)
is a homeomorphism onto a closed subgroup. (Recall that H1(A, Ĝ) is a locally compact
Hausdorff abelian group by Proposition 5.3.2(iv), so the formalism and results of Pontryagin
duality apply to it.) By Lemmas 3.4.3 and 5.12.3, and Proposition 5.3.2(iv), it suffices to
simply show that the image is closed. This follows from exactness of the sequence of
continuous maps
H1(k, Ĝ) −→ H1(A, Ĝ) −→ H1(k,G)∗,
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which is part of the Poitou–Tate sequence for finite commutative group schemes (and even
of the part that we are assuming to be exact! see Remark 1.2.12), since this expresses this
image as the kernel of a continuous map to a Hausdorff group. Note that continuity of the
last map in the above sequence follows from the continuity of the adelic pairing H1(A, G)×
H1(A, Ĝ)→ Q/Z (which is contained in Proposition 5.3.5), together with continuity of the
map H1(A, G)D → H1(k,G)D dual to the trivially continuous map H1(k,G)→ H1(A, G).
Applying (·)D, therefore, to (5.12.1), and using the fact that H1(k, Ĝ)∗ = H1(k, Ĝ)D by
Lemma 3.4.1, we get an exact sequence
H1(A, Ĝ)D −→ H1(k, Ĝ)∗ −→X1(Ĝ)∗.
Proposition 5.3.5 (and the compatibility of the pairings H1(A, G)×H1(A, Ĝ)→ Q/Z and
H1(A, G)×H1(k, Ĝ)→ Q/Z) then completes the proof of the lemma.
Lemma 5.12.5. Suppose that we have an exact sequence
1 −→ G′
j
−→ G
π
−→ G′′ −→ 1
of finite commutative group schemes over a global function field k, and suppose that α ∈
X
2(G) annihilates X1(Ĝ) under 〈·, ·〉
X
2
G
and lifts to an element of H2(k,G′). Then α lifts
to an element of X2(G′).
Proof. Consider the following commutative diagram with exact rows:
H1(k,G) H1(k,G′′) H2(k,G′) H2(k,G)
H1(A, G) H1(A, G′′) H2(A, G′) H2(A, G)
H1(k, Ĝ)∗ H1(k, Ĝ′′)∗
X
1(Ĝ)∗ X1(Ĝ′′)∗
δ
The two leftmost columns are exact by Proposition 5.12.4 and by Poitou–Tate for finite com-
mutative group schemes (see Remark 1.2.12). Lift α to β ∈ H2(k,G′), so βA ∈ H2(A, G′)
lifts to some γ ∈ H1(A, G′′). Via the adelic pairing, γ yields an element φγ ∈ H1(k, Ĝ′′)∗.
We need a lemma.
Lemma 5.12.6. With notation as above, φγ annihilates π̂−1(X1(Ĝ)) ⊂ H1(k, Ĝ′′).
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Proof. The key point is to prove the following equality: for z ∈ π̂−1(X1(Ĝ)), we have
〈γ, z〉 = 〈α, π̂(z)〉
X2G
. (5.12.2)
Since α annihilates X1(Ĝ) by assumption, this would imply what we want.
Let us first note that (5.12.2) is independent of the choice of lift γ ∈ H1(A, G′′). Indeed,
if we change γ by π(ζ) for some ζ ∈ H1(A, G), then for c ∈ π̂−1(X1(Ĝ)), 〈γ, c〉 changes by
〈π(ζ), c〉 = 〈ζ, π̂(c)〉 = 0, since ζ pairs trivially with X1(Ĝ) (because an element of X1(Ĝ)
is by definition locally trivial).
We have δ(γ) = βA as cohomology classes, where δ is the connecting map in derived-
functor cohomology. For the rest of this proof we shall use the symbols γ, α, etc. to denote
fixed Čech cocycles representing the corresponding cohomology classes (which makes sense
by Propositions 2.9.8 and 2.9.11). Consider the Čech cocycle γ′ defined as follows. We
know that the image j(βA) ∈ H2(A, G) vanishes, so its image in the Čech cohomology
group Hˇ2(A, G) vanishes since the edge map Hˇ2 → H2 is always injective (due to Hˇ1 → H1
being an isomorphism). Hence, j(βA) = dw in Zˇ2(A, G) for some w ∈ Cˇ1(A, G). The
Čech 1-cochain γ′ := π(w) ∈ Cˇ1(A, G′′) is a cocycle since dπ(w) = π(dw) = π(j(βA)) = 0
in Cˇ2(A, G′′) due to the vanishing of π ◦ j. Hence, by Proposition E.2.1, δ(γ′) = βA as
Čech cohomology classes. We may then replace γ with the cocycle γ′, and thereby assume
that γ = π(w) and dw = j(βA) as Čech cochains. We may also replace the Čech cocycle
α ∈ Zˇ2(k,G) with the cohomologous Čech cocycle j(β) so that α = j(β) as Čech 2-cocycles
and not just as cohomology classes.
The left side of (5.12.2) is by definition∑
v
invv(γ ∪ z).
Since π̂(z) represents an element of X1(Ĝ) = ker(H1(k, Ĝ) → H1(A, Ĝ)) with Hˇ1 = H1,
we have π̂(z) = dx for some x ∈ Cˇ0(A, Ĝ). Further, we have α ∪ π̂(z) = dh for some
h ∈ Cˇ2(k,Gm) since Hˇ3(k,Gm) = 0 by Lemma 5.10.1. The right side of (5.12.2) is then by
definition ∑
v
invv((α ∪ xv)− h).
Now we have as adelic Čech 2-cocycles
γ ∪ z = π(w) ∪ z = w ∪ π̂(z) = w ∪ dx = dw ∪ x− d(w ∪ x).
The last expression is cohomologous to
dw ∪ x = j(β) ∪ x = α ∪ x.
It follows that the difference h between the two sides of (5.12.2) is a cocycle, and that
(5.12.2) is equivalent to the assertion∑
v
invv(h) = 0,
161
that in turn holds because the sum of the invariants of a global Brauer class is 0.
By Lemma 5.12.6, we see that φγ lifts to an element ψ ∈ (H1(k, Ĝ)/X1(Ĝ))∗ due to
the injectivity of the map
H1(k, Ĝ′′)/π̂−1(X1(Ĝ))→ H1(k, Ĝ)/X1(Ĝ)
and the injectivity of the abelian group Q/Z. By Proposition 5.12.4, there exists g ∈
H1(A, G) inducing ψ. Modifying γ by g (which has no effect on δ(γ)), we then obtain
φγ = 0, hence γ lifts to an element g′′ ∈ H1(k,G′′). Modifying β by the image of g′′ (which
has no effect on j(β) = α), we then obtain that β ∈X2(G′), as desired.
Lemma 5.12.7. Let G be a finite commutative group scheme over a global function field
k. There exists a finite separable extension k′/k such that X2(k′′, Gk′′) = 0 for every finite
extension k′′/k′.
Proof. First suppose that we have an exact sequence
1 −→ G′ −→ G −→ G′′ −→ 1
of finite commutative k-group schemes, and that the proposition holds for G′ and G′′. Then
we claim that it also holds for G. Indeed, we may by hypothesis extend scalars and thereby
assume that X2(G′) = X2(G′′) = 0 (and that this remains true after any further finite
extension of scalars on k). By Lemma 5.12.1, we may further assume that X1(Ĝ) = 0 and
that this remains true after any further finite extension of scalars on k.
We will show under these hypotheses that X2(G) = 0 (so we can reduce to treating G′
and G′′ in place of G). Pick α ∈ X2(G). Since X2(G′′) = 0, α lifts to H2(k,G′). Since
X
1(Ĝ) = 0, by Lemma 5.12.5 α lifts to X2(G′) = 0, so α = 0.
Now we run a dévissage based on the preceding argument: using the connected-étale
sequence for Ĝ, it suffices to treat separately the cases when Ĝ is either infinitesimal or
étale. In the former case, we even have H2(k,G) = 0 by Lemma 5.12.2. In the latter,
we may replace k by a finite separable extension and thereby assume that G ≃ µn (since
after a finite separable extension it becomes a product of such groups), and the lemma then
follows because X2(µn) = ker(Br(k)[n]→
∏
v Br(kv)[n]) = 0 by class field theory.
Lemma 5.12.8. Let G be an almost-torus over a global function field k. There is a sur-
jection G′ ։ G with G′ an almost-torus over k such that X2(k,G′) = 0.
Proof. We first treat the case when G is finite, and in this case we may prove the lemma
for Ĝ instead of G thanks to Cartier duality. By Lemma 5.12.7, there is a finite sepa-
rable extension k′/k such that X2(k′, Ĝk′) = 0. Consider the canonical inclusion G →֒
Rk′/k(Gk′). Since k′/k is separable, Rk′/k(Gk′) is a finite k-group scheme. By dualizing
this inclusion, therefore, we obtain the desired surjection (due to Proposition 2.3.1), since
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X
2(k, ̂Rk′/k(Gk′)) ≃ X
2(k,Rk′/k(Ĝk′)) = X
2(k′, Ĝk′) = 0, where the first equality is due
to Proposition 2.3.6, and the second is because finite separable Weil restriction is an exact
functor on fppf abelian sheaves (since such exactness may be checked after scalar extension
to a Galois closure K/k of k′/k, which causes the Weil restriction to become a product of
copies of pullbacks by the various k-embeddings of k′ into K).
Now we treat the general case. So let G be an almost-torus over k. By Lemma 2.1.3(iv),
we may assume that G = Rk′/k(T ′) × B for some finite commutative k-group scheme B,
finite separable extension k′/k, and split k′-torus T ′. We may treat the two groups B and
Rk′/k(T
′) separately. The group scheme B is finite, so the lemma for it has already been
proven. On the other hand, the k-group Rk′/k(T ′) already has trivial X2. Indeed, we have
X
2(k,Rk′/k(T
′)) ≃ X2(k′, T ′) because the two groups are smooth, so the cohomology
may be taken to be étale, and finite pushforward is an exact functor between categories
of étale abelian sheaves. Finally, we have X2(k′,Gm) = 0 by class field theory, hence
X
2(k′, T ′) = 0.
Lemma 5.12.9. Suppose that we have a surjection G′ ։ G between affine commutative
group schemes of finite type over a global function field k, and that an element α ∈X2(k,G)
annihilates X1(k, Ĝ) under 〈·, ·〉
X
2
G
. Then α lifts to an element of X2(k,G′).
Proof. The proof is very similar to that of Lemma 5.12.5. Let H := ker(G′ → G). Then
we have an exact sequence
1 −→ H
j
−→ G′
π
−→ G −→ 1.
We claim that the commutative diagram
H2(k,H) H2(k,G′) H2(k,G) 0
H1(A, G) H2(A,H) H2(A, G′) H2(A, G)
H1(k, Ĝ)∗ Ĥ(k)∗
X
1(Ĝ)∗
(5.12.3)
has exact rows and columns. Indeed, the first row is exact because H3(k,H) = 0 by
Proposition 3.1.2, and the second row is clearly exact. The first column is exact by
Proposition 5.12.4, and the second column is exact by Proposition 5.9.1. We deduce that
α lifts to some β ∈ H2(k,G′) and that the adelic class βA ∈ H2(A, G′) lifts to some
γ ∈ H2(A,H). The dual sequence 1 → Ĝ → Ĝ′ → Ĥ → 1 is exact by Proposition 2.3.1.
Let δ̂ : Ĥ(k)→ H1(k, Ĝ) denote the connecting map. We need a lemma.
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Lemma 5.12.10. With notation as above, γ annihilates δ̂−1(X1(Ĝ)) ⊂ Ĥ(k) under the
adelic pairing.
Proof. Choose z ∈ δ̂−1(X1(Ĝ)). We will show that
〈γ, z〉 = −〈α, δ̂(z)〉
X
2
G
. (5.12.4)
This will prove the lemma because α annihilates X1(Ĝ) by hypothesis.
Since Hˇ2(k,G′) = H2(k,G′) by Proposition 2.9.8, we can represent β by an element of
Zˇ2(k,G′) (and we will abuse notation and also denote this cocycle by β) and then take
π(β) ∈ Zˇ2(k,G) as our representative for α. In what follows, we use the symbols α, β, etc.
to denote fixed Čech cocycles representing the corresponding cohomology classes (and in
particular we have arranged that π(β) = α as Čech cochains). The left side of (5.12.4) is
by definition ∑
v
invv(γv ∪ z).
The cohomology class δ̂(z) ∈ H1(k, Ĝ) = Hˇ1(k, Ĝ) is represented by a Čech 1-cocycle
computed as follows. We may write z = ĵ(x) for some x ∈ Cˇ0(k, Ĝ′). Then we have
dx = π̂(y) for some y ∈ Zˇ1(k, Ĝ), and y represents the cohomology class δ̂(z) by Proposition
E.2.1.
Since Hˇ1 = H1, we have j(γ) = β + df for some f ∈ Cˇ1(A, G′). Therefore, α =
π(β) = −dπ(f) since π ◦ j = 0. We also have α ∪ y = dh for some h ∈ Cˇ2(k,Gm) since
Hˇ3(k,Gm) = 0 by Lemma 5.10.1 The right side of (5.12.4) is by definition
−
∑
v
invv (−(π(fv) ∪ y)− h) .
In Cˇ2(A, Ĝ), we have
π(f) ∪ y = f ∪ π̂(y) = f ∪ dx = df ∪ x− d(f ∪ x).
This is cohomologous to df ∪ x. Equation (5.12.4) is therefore equivalent to∑
v
invv((γv ∪ z)− (dfv ∪ x)− h) = 0. (5.12.5)
But
γv ∪ z = γv ∪ ĵ(x) = j(γv) ∪ x = (β + dfv) ∪ x = (β ∪ x) + (dfv ∪ x),
so (5.12.5) is equivalent to ∑
v
invv((β ∪ x)− h) = 0,
and this is true because the sum of the invariants of a global Brauer class is 0.
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By Lemma 5.12.10, the homomorphism φγ ∈ Ĥ(k)∗ induced by γ under the adelic pair-
ing kills δ̂−1(X1(Ĝ)) ⊂ Ĥ(k). It therefore extends to an element of (H1(k, Ĝ)/X1(Ĝ))∗.
By exactness of the first column of (5.12.3), this latter homomorphism is induced by an el-
ement g ∈ H1(A, G). Modifying γ by g (which has no effect on its image βA ∈ H2(A, G′)),
we may assume that φγ = 0. Therefore, due to the exactness of the second column of
(5.12.3), γ lifts to some element h ∈ H2(k,H). Modifying β by h (which has no effect on
its image α ∈ H2(k,G)), we may assume that β ∈X2(G′), as desired.
Lemma 5.12.11. Suppose that we have an exact sequence
1 −→ H −→ G −→ U −→ 1
of affine commutative k-group schemes of finite type with U split unipotent. Then the maps
X
2(H)→X2(G) and X1(Ĝ)→X1(Ĥ) are isomorphisms.
Proof. By filtering U by Ga’s, it suffices to treat the case U = Ga. First we handle X2.
In the commutative diagram
H2(k,H) H2(k,G)
H2(A,H) H2(A, G)
∼
∼
the two horizontal arrows are isomorphisms because Hi(k,Ga) = Hi(A,Ga) = 0 for i > 0
by Proposition 2.5.4(ii), and Proposition 5.2.2. The X2 assertion follows immediately.
Now we treat the X1 assertion. In the commutative diagram
0 H1(k, Ĝ) H1(k, Ĥ) H2(k, Ĝa)
0 H1(A, Ĝ) H1(A, Ĥ) H2(A, Ĝa)
the rows are exact by Propositions 2.5.4(iii) and 5.2.2, and the last vertical arrow is an
inclusion by Lemma 2.5.5. A simple diagram chase now shows that the map X1(Ĝ) →
X
1(Ĥ) is an isomorphism.
We now come to the main result of this section.
Proposition 5.12.12. Let G be an affine commutative group scheme of finite type over
a global function field k. Then the map X2(k,G) → X1(k, Ĝ)∗ induced by 〈·, ·〉
X
2
G
is
injective.
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Proof. Lemmas 2.1.7 and 5.12.11, and the functoriality of 〈·, ·〉
X
2
G
, reduce us to the case
of almost-tori. Suppose that α ∈X2(G) annihilates X1(Ĝ). By Lemma 5.12.8, there is a
surjection G′ ։ G for some k-almost-torus G′ such that X2(G′) = 0. By Lemma 5.12.9, α
lifts to an element of X2(G′) = 0, hence α = 0.
Let us finally note that we may already complete the proof of Theorem 1.2.9 for finite
commutative group schemes.
Corollary 5.12.13. Theorem 1.2.9 holds for finite commutative group schemes. More
precisely, if G is a finite commutative group scheme over a global function field k, then the
groups Xi(k,G) and Xi(k, Ĝ) are finite for i = 1, 2. Further, for i = 1, 2, the functorial
bilinear pairings
X
i(k,G) ×X3−i(k, Ĝ)→ Q/Z.
given by 〈·, ·〉
X
i
G
(i = 1, 2) are perfect pairings.
Proof. Combining Propositions 5.11.7 and 5.12.12 and Cartier duality, it only remains to
prove the finiteness assertion. By Cartier duality, it suffices to show that the groups Xi(G)
are finite for i = 1, 2. The finiteness of X1(G) is contained in [Con, Thm. 1.3.3(i)], but in
the finite commutative setting the proof is actually much simpler, so we give it here.
To prove that X1(G) is finite, we first observe that if Gsm is the maximal smooth closed
k-subgroup of G (or equivalently the maximal étale closed k-subgroup of the finite k-group
scheme G) thenX1(Gsm)→X1(G) is bijective due to the separability of kv/k for all places
v of k; see [CGP, Ex.C.4.3] (with S = ∅ there) for the details. Thus, it suffices to treat étale
G, so finite discrete Galois modules. If k′/k is a finite Galois extension that splits G, then
by finiteness of H1(k′/k,G(k′)) we see via via inflation-restriction that finiteness of X1(G)
reduces to that of X1(k′, Gk′). In other words, we may assume that G is the constant k-
group associated to a finite abelian group A. Hence, H1(F,G) = Homcts(Gal(Fs/F ), A) for
any field F/k, so X1(G) = 0 by the Chebotarev Density Theorem. Finally, the finiteness
of X2(G) follows from that of X1(Ĝ) and Proposition 5.12.12.
5.13 Exactness at H1(A, G) and H1(A, Ĝ)
In this section we will show that the Poitou–Tate sequences of Theorems 1.2.8 and 1.2.10
are exact at H1(A, G) and H1(A, Ĝ), respectively.
Lemma 5.13.1. Let k be a global function field, G a finite commutative k-group scheme.
Then there is an inclusion G →֒ G′ with G′ a finite commutative k-group scheme such that
X
2(k,G′) = 0.
Proof. By Lemma 5.12.7, there is a finite separable extension k′/k such that X2(k′, Gk′) =
0. Consider the canonical inclusion G →֒ Rk′/k(Gk′). The latter group scheme is finite
because k′/k is separable, and we claim that it has trivial X2. To see this, note that
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pushforward through a finite separable extension is an exact functor between categories
of fppf abelian sheaves (since such exactness may be checked after scalar extension to
a Galois closure K/k of k′/k, which causes the Weil restriction to become a product of
copies of pullbacks by the various k-embeddings of k′ into K), hence we have canonically
H2(k,Rk′/k(Gk′)) ≃ H
2(k′, G), and similarly H2(kv ,Rk′/k(Gk′)) ≃
∏
v′|v H
2(kv′ , G). There-
fore, X2(k,Rk′/k(Gk′)) ≃X2(k′, Gk′) = 0, as claimed.
Lemma 5.13.2. Suppose that we have a short exact sequence
1 −→ Rk′/k(T
′) −→ G −→ C −→ 1
of affine commutative group schemes of finite type over a global function field k, where C is
a finite commutative k-group scheme, k′/k is a finite separable extension, and T ′ is a split
k′-torus. Then the global duality sequence
H1(k,G) −→ H1(A, G) −→ H1(k, Ĝ)∗
of Theorem 1.2.8 is exact.
Proof. Consider the following commutative diagram:
0
H1(k,G) H1(k,C) H2(k,Rk′/k(T
′))
0 H1(A, G) H1(A, C) H2(A,Rk′/k(T
′))
H1(k, Ĝ)∗ H1(k, Ĉ)∗
The second column is exact by Poitou–Tate for finite commutative group schemes (see
Remark 1.2.12). The third column is exact because X2(k,Rk′/k(T ′)) ≃ X2(k′, T ′) = 0,
the first equality because T ′ is smooth so the cohomology may be taken to be étale, and
finite pushforward is exact between categories of étale sheaves, and the second by the
fundamental exact sequence (of Brauer groups) in class field theory. The exactness of the
first row is clear, and the second row is exact because H1(A,Rk′/k(T ′)) = 0 (by Propositions
5.2.2 and 3.3.2). A diagram chase now shows that the first column, which we already know
to be a complex, is exact.
Proposition 5.13.3. Let k be a global function field, G an affine commutative k-group
scheme of finite type. Then the global duality sequence
H1(k,G) −→ H1(A, G) −→ H1(k, Ĝ)∗
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of Theorem 1.2.8 is exact.
Proof. First suppose that G is an almost-torus. By Lemma 2.1.3(iv), we may harmlessly
modify G and thereby assume that there is an exact sequence
1 −→ B −→ Rk′/k(T
′)× C −→ G −→ 1
with B,C finite commutative k-group schemes, k′/k a finite separable extension, and T ′
a split k′-torus. We have X2(k,Rk′/k(T ′)) ≃ X2(k′, T ′) = 0, the first equality because
T ′ is smooth so the cohomology may be taken to be étale, and finite pushforward is exact
between categories of étale sheaves, and the second by the fundamental exact sequence (of
Brauer groups) in class field theory. By Lemma 5.12.8, there is a surjection C ′ ։ C for
some finite commutative k-group scheme C ′ such that X2(k,C ′) = 0. The composition
Rk′/k(T
′) × C ′ → Rk′/k(T
′) × C → G is also an isogeny, so we may replace C with C ′
and thereby arrange that X2(k,Rk′/k(T ′) × C) = 0. For notational convenience let X :=
Rk′/k(T
′)× C, so we have an exact sequence
1 −→ B −→ X −→ G −→ 1
with X2(k,X) = 0.
Let α ∈ H1(A, G) be such that α maps to 0 in H1(k, Ĝ)∗. We want α to arise from
H1(k,G). Consider the following commutative diagram:
0
H1(k,G) H2(k,B) H2(k,X)
H1(A,X) H1(A, G) H2(A, B) H2(A,X)
H1(k, Ĝ)∗ B̂(k)∗
The third column is exact by Proposition 5.9.1. The fourth column is exact because
X
2(X) = 0. All of the rows are clearly exact. A diagram chase now shows that upon
changing α by the image of an element of H1(k,G), it lifts to an element in H1(A,X). We
may therefore assume that α lifts to H1(A,X).
By Lemma 5.13.1, there is an inclusion B →֒ B′ for some finite commutative k-group
scheme B′ such that
X
2(k,B′) = 0. (5.13.1)
Pushing out the sequence
1 −→ B −→ X −→ G −→ 1
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by the inclusion B →֒ B′, we obtain the following commutative diagram of exact sequences:
1 B X G 1
1 B′ X ′ G 1
(5.13.2)
where X ′ is defined by the above pushout diagram. Note that the map Rk′/k(T ′) → X ′ is
an inclusion with finite cokernel. That is, we have a short exact sequence
1 −→ Rk′/k(T
′) −→ X ′ −→ C ′ −→ 1, (5.13.3)
where C ′ is k-finite.
Using the commutative diagram (5.13.2) and the fact that the element α ∈ H1(A, G)
lifts to H1(A,X), we see that α lifts to H1(A,X ′). Consider the following commutative
diagram:
H1(k,X ′) H1(k,G)
H1(A, B′) H1(A,X ′) H1(A, G)
H1(k, B̂′)∗ H1(k, X̂ ′)∗ H1(k, Ĝ)∗
0
The first column is exact by Proposition 5.12.4, Corollary 5.12.13, and (5.13.1). The second
column is exact due to the exact sequence (5.13.3) and Lemma 5.13.2. The rows are clearly
exact. A diagram chase now shows that α (which, recall, lifts to H1(A,X ′)) lifts to H1(k,G).
This completes the proof of the proposition for almost-tori.
Now suppose that G is an arbitrary affine commutative k-group scheme of finite type.
We will prove the proposition by induction on the dimension of the unipotent radical of
(Gk)
0
red, the 0-dimensional case corresponding to the already-treated case of almost-tori.
By Lemma 2.1.7, therefore, we may assume that there is an exact sequence
1 −→ H −→ G −→ Ga −→ 1
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such that the proposition holds for H. Consider the following commutative diagram:
H1(k,H) H1(k,G)
A H1(A,H) H1(A, G) 0
H2(k, Ĝa)
∗ H1(k, Ĥ)∗ H1(k, Ĝ)∗
0
The first column is exact by Proposition 5.6.3, and the second column is exact by hypothesis.
The second row is exact because H1(A,Ga) = 0, and the third row is exact because Q/Z
is an injective abelian group. An easy diagram chase now shows that the last column,
which we already know to be a complex, is exact. This completes the proof of Proposition
5.13.3.
Next we prove the analogue of Proposition 5.13.3 upon switching the roles of G and Ĝ.
We prove this result now (rather than together with the rest of Theorem 1.2.10 in §5.16)
because we will use it in the proof of Theorem 1.2.9.
Proposition 5.13.4. Let k be a global function field, G an affine commutative k-group
scheme of finite type. Then the global duality sequence
H1(k, Ĝ) −→ H1(A, Ĝ) −→ H1(k,G)∗
of Theorem 1.2.10 is exact.
Proof. The global duality sequence
H1(k,G) −→ H1(A, G) −→ H1(k, Ĝ)∗ (5.13.4)
of Theorem 1.2.8 consists of continuous maps (the second map being the composition
H1(A, G) → H1(A, Ĝ)D → H1(k, Ĝ)D, in which the first map is continuous by Propo-
sition 5.3.5, and the second is the dual of a trivially continuous map), and it is exact by
Proposition 5.13.3. Further, all of the groups appearing are locally compact Hausdorff. For
the global cohomology groups this is trivial, while for the adelic group it is contained in
Proposition 5.3.1(iv). Note that H1(k, Ĝ)∗ is the Pontryagin dual of H1(k, Ĝ) by Lemma
3.4.1.
We claim that the Pontryagin dual complex associated to (5.13.4) is also exact. As-
suming this, we would be done by Pontryagin double duality and Proposition 5.3.5. To
prove that the Pontryagin dual sequence is exact, it suffices to show that the inclusion
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H1(A, G)/H1(k,G) →֒ H1(k, Ĝ)∗ is a homeomorphism onto a closed subgroup. By Lemma
3.4.3 and Proposition 5.3.1(iv), it suffices to show that this map has closed image. This
follows from Proposition 5.12.4, which expresses this image as the kernel of a continuous
homomorphism to a Hausdorff group.
5.14 Injectivity of X2(Ĝ)→X1(G)∗
In this section we prove that if G is an affine commutative group scheme of finite type over
a global field k, then the map X2(k, Ĝ) → X1(k,G)∗ induced by the pairing 〈·, ·〉
X
1
G
in
(5.10.2) is injective (Proposition 5.14.6).
Lemma 5.14.1. If k′/k is a finite separable extension of global fields, and T ′ is a split
k′-torus, then X2(k, ̂Rk′/k(T ′)) = 0.
Proof. Without loss of generality, T ′ = Gm. By Proposition 2.3.6, it suffices to prove the
vanishing of X2(k,Rk′/k(Z)). We may take the cohomology to be étale, since Rk′/k(Z) is
represented by a smooth k-scheme. Since finite pushforward is exact between categories
of étale abelian sheaves, we are therefore reduced (renaming k′ as k) to showing that
X
2(k,Z) = 0. That is, we claim that the map
f : H2(k,Z)→
∏
v
H2(kv ,Z)
is injective. Using the exact sequence of Galois modules
0 −→ Z −→ Q −→ Q/Z −→ 0
over any field, and the vanishing (for any field) of higher Galois cohomology with coefficients
in the uniquely divisible group Q, we have H2(F,Z) ≃ H1(F,Q/Z) functorially in any
field F . Thus, f is identified with the natural map H1(k,Q/Z) →
∏
v H
1(kv ,Q/Z). But
H1(F,Q/Z) ≃ Homcts(Gal(Fs/F ),Q/Z) naturally in any field F (equipped with a specified
separable closure), so the desired injectivity is reduced to the fact that the collection of
decomposition groups D(v|v) ⊂ Gal(ks/k) for non-archimedean places v on k and their
lifts v on ks generates a dense subgroup, which is the Chebotarev Density Theorem.
Now we make a definition which will be useful below (and rests on the fact that a
commutative affine group scheme H of finite type over a field F contains a unique F -torus
T which is maximal in the sense that it contains all others).
Definition 5.14.2. We say that an almost-torus G over a field k is quasi-trivial if its
maximal k-torus is of the form Rk′/k(T ′) for some finite separable extension k′/k and split
k′-torus T ′. This is equivalent to G0red being such a k-torus, as well as to the existence of
an exact sequence of k-group schemes
1 −→ Rk′/k(T
′) −→ G −→ B −→ 1
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with B a finite commutative k-group scheme, k′/k finite separable, and T ′ a split k′-torus
(due to Lemma 2.1.3(ii)).
Lemma 5.14.3. If G is a quasi-trivial almost-torus over a global function field k, then the
map X2(k, Ĝ)→X1(k,G)∗ induced by the pairing 〈·, ·〉
X
1
G
is injective.
Proof. We have an exact sequence
1 −→ Rk′/k(T
′) −→ G −→ B −→ 1
with k′/k a finite separable extension, T ′ a split k′-torus, and B a finite commutative k-
group scheme. We will show that the maps X2(B̂) → X2(Ĝ) and X1(G) → X1(B) are
isomorphisms, so the lemma will follow from the already-known case of finite group schemes
(Corollary 5.12.13) and the functoriality of〈·, ·〉
X
1
G
.
To see that X2(B̂) → X2(Ĝ) is an isomorphism, consider the following commutative
diagram:
0 H2(k, B̂) H2(k, Ĝ) H2(k, ̂Rk′/k(T ′))
0
∏
v H
2(kv, B̂)
∏
v H
2(kv , Ĝ)
∏
v H
2(kv, ̂Rk′/k(T ′))
The rows are exact by Proposition 2.3.1 and Lemma 3.3.2. The last vertical arrow is an
inclusion by Lemma 5.14.1. A simple diagram chase shows that the map X2(B̂)→X2(Ĝ)
is an isomorphism.
To see that X1(G) → X1(B) is an isomorphism, consider the following commutative
diagram:
0 H1(k,G) H1(k,B) H2(k,Rk′/k(T
′))
0
∏
v H
1(kv , G)
∏
v H
1(kv , B)
∏
v H
2(kv,Rk′/k(T
′))
The rows are exact by Lemma 3.3.2. The last vertical arrow is an inclusion due to the
isomorphism X2(k,Rk′/k(T ′)) ≃ X2(k′, T ′) (which holds because pushforward through a
finite separable extension is exact between categories of fppf abelian sheaves, as may be
checked after passing to a finite Galois closure K of k′/k, where such a pushforward becomes
the product of the pullbacks of the original sheaf by the k-embeddings of k′ into K), whose
target vanishes by class field theory. A simple diagram chase now shows that the map
X
1(G)→X1(B) is an isomorphism.
Lemma 5.14.4. If G is an almost-torus over a global function field k, then the map
X
2(Ĝ)→X1(G)∗ induced by 〈·, ·〉
X
1
G
is injective.
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Proof. By Lemma 2.1.3(iv), modifying G in a harmless manner allows us to assume that
there is an exact sequence
1 −→ B
j
−→ X
π
−→ G −→ 1 (5.14.1)
with B a finite commutative k-group scheme and X a quasi-trivial almost-torus. By Lemma
5.13.1, there is an inclusion B →֒ B′ for some finite commutative k-group scheme B′
such that X2(B′) = 0. Pushing out the sequence (5.14.1) by the inclusion B →֒ B′ and
renaming, we may therefore assume that X2(B) = 0 (and X is still a quasi-trivial almost-
torus).
Suppose that α ∈ X2(Ĝ) annihilates X1(G). We want to show that α = 0. By func-
toriality, π̂(α) ∈ X2(X̂) annihilates X1(X), so π̂(α) = 0 by Lemma 5.14.3. Hence (using
Proposition 2.3.1) there exists β ∈ H1(k, B̂) such that δ(β) = α, where δ : H1(k, B̂) →
H2(k, Ĝ) is the connecting map. Note that modifying β by the image of an element of
H1(k, X̂) has no effect on its image α ∈ H2(k, Ĝ).
Let βA denote the image of β in H1(A, B̂). Since δ(β) ∈ X2(Ĝ), there exists x ∈
H1(A, X̂) such that ĵ(x) = βA. Note that we are free to modify x by an element of
H1(A, Ĝ). Recall that we have a natural pairing between H1(A, X̂) and H1(k,X) defined
as usual by cupping everywhere locally and summing the invariants. Via this pairing, x
defines an element of H1(k,X)∗. Consider the subgroup
π−1(X1(G)) := {γ ∈ H1(k,X) | π(γ) ∈X1(G)} ⊂ H1(k,X).
The crucial point is the following lemma.
Lemma 5.14.5. The element x annihilates π−1(X1(G)) under the adelic evaluation pair-
ing.
Proof. Choose y ∈ π−1(X1(G)). The key is to show that
〈x, y〉 = −〈α, π(y)〉
X
1
G
, (5.14.2)
where the left side is the adelic evaluation pairing. Since α annihilates X1(G) by assump-
tion, the lemma would then follow immediately.
The validity or not of (5.14.2) is independent of the choice of x such that ĵ(x) = βA
because H1(A, Ĝ) annihilates X1(G) under the adelic evaluation pairing. Thus, later in the
calculation we may make whatever choice of x is convenient. We may also make whichever
choice of β satisfying δ(β) = α that is convenient, since modifying β by an element of
H1(k, X̂) changes x by the same element (more precisely, allows us to so modify x, since
the choice of x is not unique), and this has no effect on the adelic evaluation pairing with
y, since the sum of the invariants of a global Brauer class is 0.
Denote by βˇ a cocycle in Zˇ1(k, B̂) representing a choice for the cohomology class β
mapping to α under the connecting map. We want to describe the connecting map in
terms of Čech cohomology: choose m ∈ Cˇ1(k, X̂) lifting βˇ through ĵ, if such m exists, and
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then dm lifts to an element of Zˇ2(k, Ĝ) whose cohomology class is δ(β). Unfortunately,
there is no reason that a general choice of representative βˇ should lift to Cˇ1(k, X̂). This is
the usual deficiency of Čech theory for Grothendieck topologies (and even usual topologies
with general abelian sheaves): the sequence of Čech complexes associated to a short exact
sequence of abelian sheaves need not be short exact. Nevertheless, we can make the idea
work as follows. The 2-cocycle αˇ satisfies π̂(αˇ) = dm for some m ∈ Cˇ1(k, X̂) since the
cohomology class α has vanishing image in H2(k, X̂). Then we may choose βˇ to be the
1-cocycle ĵ(m) (and modify x accordingly to map to βA) since we have seen that for our
purposes it does not matter which β and x we choose (for the given α). The connecting map
sends the cocycle βˇ to αˇ by Proposition E.2.1, so βˇ represents a class β satisfying δ(β) = α.
Since x 7→ βA as cohomology classes, we have ĵ(xv) = βˇ + dev for some ev ∈ Cˇ0(kv, B̂).
Choose xv ∈ Zˇ1(kv , X̂) representing the localization of x at a place v, and choose a
cocycle yˇ ∈ Zˇ1(k,X) representing y. The left side of (5.14.2) is by definition
∑
v invv(xv∪yˇ).
To evaluate the right side, note that since π(y) ∈ X1(G), for each place v of k we have
π(yˇ) = dsv for some sv ∈ Cˇ0(kv, G). Choose cv ∈ Cˇ0(kv,X) such that π(cv) = sv. Then
π(yˇ) = dπ(cv) = πd(cv), so yˇv = j(bv) + dcv in Zˇ1(kv ,X) for some bv ∈ Zˇ1(kv, B) and
cv ∈ Cˇ
0(kv,X). Choose αˇ ∈ Zˇ2(k, Ĝ) representing α, so we may find h ∈ Cˇ2(k,Gm) such
that αˇ ∪ π(yˇ) = dh since Hˇ3(k,Gm) = 0 by Lemma 5.10.1. The right side of (5.14.2) is by
definition −
∑
v invv((αˇ ∪ π(cv))− h). Thus, what we need to check is:∑
v
invv(xv ∪ yˇ) =
∑
v
invv(−(αˇ ∪ π(cv)) + h). (5.14.3)
Let us compute the left side of (5.14.3). We have
xv ∪ yˇ = xv ∪ j(bv) + xv ∪ dcv = ĵ(xv)∪ bv + dxv ∪ cv − d(xv ∪ cv) = ĵ(xv)∪ bv − d(xv ∪ cv)
since dxv = 0. As a cohomology class, therefore, this equals
ĵ(xv) ∪ bv = (βˇ + dev) ∪ bv = (βˇ ∪ bv)− (ev ∪ dbv) + d(ev ∪ bv) = (βˇ ∪ bv) + d(ev ∪ bv)
since dbv = 0. As cohomology classes, therefore, this equals βˇ ∪ bv. Thus, the left side of
(5.14.3) is ∑
v
invv(βˇ ∪ bv).
Now we compute the right side of (5.14.3). We have
αˇ ∪ π(cv) = π̂(αˇ) ∪ cv = dm ∪ cv = m ∪ dcv + d(m ∪ cv),
which is cohomologous to
m ∪ dcv = (m ∪ yˇ)− (m ∪ j(bv)) = (m ∪ yˇ)− (ĵ(m) ∪ bv) = (m ∪ yˇ)− (βˇ ∪ bv).
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The right side of (5.14.3) is therefore
∑
v invv(−(m ∪ yˇ) + (βˇ ∪ bv) + h). Thus, (5.14.3) is
equivalent to the equality ∑
v
invv(h− (m ∪ yˇ)) = 0,
which holds because the sum of the local invariants of a global Brauer class is 0.
We claim that by modifying x by an element of H1(A, Ĝ) (as we are free to do), we
can arrange that x annihilates H1(k,X). Indeed, let φx ∈ H1(k,X)∗ denote the functional
induced by x. We have an inclusion
H1(k,X)
π−1(X1(G))
→֒
H1(k,G)
X1(G)
,
so since φx annihilates π−1(X1(G)) by Lemma 5.14.5, we see that φx lifts to an element of
(H1(k,G)/X1(G))∗. By Proposition 5.12.4, it follows that φx agrees with the homomor-
phism induced by some element of H1(A, Ĝ). Modifying x by this element, which has no
effect on its image βA ∈ H1(A, B̂), we may assume that φx = 0, as claimed.
It then follows from Proposition 5.13.4 that x lifts to an element ξ ∈ H1(k, X̂). Replacing
β with β − ĵ(ξ) (as we are free to do, since, again, this has no effect on its image α ∈
H2(k, Ĝ)), we may arrange that ĵ(x) = 0. But βA = ĵ(x), so β ∈X1(B̂). SinceX2(B) = 0
by design, the group X1(B̂) vanishes by Corollary 5.12.13. Hence α = δ(β) = 0, and
Lemma 5.14.4 is proved.
Proposition 5.14.6. If G is an affine commutative group scheme of finite type over a global
function field k, then the map X2(k, Ĝ)→X1(k,G)∗ induced by 〈·, ·〉
X
1
G
is injective.
Proof. We proceed by induction on the dimension of the unipotent radical of (Gk)
0
red, the 0-
dimensional case corresponding to when G is an almost-torus, in which case the proposition
is Lemma 5.14.4. So suppose that the unipotent radical of (Gk)
0
red is positive-dimensional.
By Lemma 2.1.7 and induction, we may assume that there is an exact sequence
1 −→ H
j
−→ G
π
−→ Ga −→ 1 (5.14.4)
such that the proposition holds for H. This yields by Proposition 2.3.1 the dual exact
sequence
1 −→ Ĝa
π̂
−→ Ĝ
ĵ
−→ Ĥ −→ 1.
Suppose that α ∈X2(Ĝ) annihilates X1(G). By functoriality, ĵ(α) ∈X2(Ĥ) annihilates
X
1(H), so by hypothesis, we have ĵ(α) = 0. We therefore have α = π̂(u) for some
u ∈ H2(k, Ĝa). Let uA denote the image of u in H2(A, Ĝa). Since π̂(u) = α ∈ X2(Ĝ),
we see that uA = δ′(w) for some w ∈ H1(A, Ĥ), where δ′ : H1(A, Ĥ) → H2(A, Ĝa) is
the connecting map. Via the adelic pairing for H, w defines an element of H1(k,H)∗. By
analogy with Lemma 5.14.5, we have the following:
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Lemma 5.14.7. The element w ∈ H1(A, Ĥ) annihilates j−1(X1(G)) ⊂ H1(k,H).
Proof. Let x ∈ j−1(X1(G)). We will show that
〈w, xA〉 = 〈α, j(x)〉X1G
, (5.14.5)
where the left side is the adelic pairing for H. Since α annihilates X1(G) by assumption,
this will prove the lemma.
Let us first compute the left side of (5.14.5). Let δ : Ga(A) → H1(A,H) denote
the connecting map. Since j(x) ∈ X1(G), for each place v we have xv = δ(yv) for some
yv ∈ Ga(kv). We abuse notation and refer to w, yv as cocycles (fixed hereafter) representing
the cohomology classes that we have been calling w, yv. Let us recall how δ(yv) is defined.
We may choose zv ∈ Cˇ0(kv , G) such that π(zv) = yv. Then δ(yv) is represented by the
cocycle in Zˇ1(kv,H) (which we still denote by δ(yv)) such that j(δyv) = dzv , so the left
side of (5.14.5) is ∑
v
invv(wv ∪ δyv).
Now we compute the right side of (5.14.5). Let α, u, and so on denote representative
cocycles for cohomology classes denoted above by the same notation. By modifying the
cocycle α, we may assume that α = π̂(u) as cocycles rather than merely as cohomology
classes. We have xv = δyv + dev for some ev ∈ Cˇ0(kv,H), so j(x) = j(δyv) + dj(ev) =
dzv + dj(ev). Also, α ∪ j(x) = ĵ(α) ∪ x = (ĵ ◦ π̂(u)) ∪ x = 0, so the right side of (5.14.5) is
by definition ∑
v
invv((α ∪ zv) + (α ∪ j(ev))).
But α = π̂(u), so
(α ∪ zv) + (α ∪ j(ev)) = (u ∪ π(zv)) + (u ∪ π ◦ j(ev)) = u ∪ π(zv) = u ∪ yv.
We also have uv = δ′wv as cohomology classes, so since yv is also a cocycle, the right
side of (5.14.5) equals ∑
v
invv(δ
′wv ∪ yv).
By Proposition E.2.1 (perhaps after modifying the cocycle – but not the cohomology class
– wv so that it lifts to an element of Cˇ1(kv , Ĝ)), δ′wv is (represented by) a cocycle such
that π̂(δ′wv) = dmv for some mv ∈ Cˇ1(kv, Ĝ) satisfying ĵ(mv) = wv as cohomology classes.
Since we only care about the cohomology class of wv, we may therefore modify the cocycle
and assume that this holds as an equality of cocycles. So
δ′wv ∪ yv = δ
′wv ∪ π(zv) = π̂(δ
′wv) ∪ zv = dmv ∪ zv = mv ∪ dzv + d(mv ∪ zv),
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which is cohomologous to
mv ∪ dzv = mv ∪ j(δyv) = ĵ(mv) ∪ δyv = wv ∪ δyv.
Thus, the right side of (5.14.5) equals∑
v
invv(wv ∪ δyv),
which is the same as the left side.
We claim that by modifying w by an element of H1(A, Ĝ) (as we are free to do, since
this does not affect its image uA ∈ H2(A, Ĝa)), we can ensure that it annihilates H1(k,H).
Indeed, let φw ∈ H1(k,H)∗ be the functional induced by w. We have an inclusion
H1(k,H)
j−1(X1(G))
→֒
H1(k,G)
X1(G)
.
By Lemma 5.14.7, φw descends to an element of (H1(k,H)/j−1(X1(G)))∗, hence extends to
an element ψ ∈ (H1(k,G)/X1(G))∗. By Proposition 5.12.4, ψ is induced by some element
of H1(A, Ĝ). Modifying w by this element, we obtain that w kills H1(k,H), as desired.
It follows from Proposition 5.13.4 that w lifts to some h ∈ H1(k, Ĥ), so by replacing
u with u − δ′(h) (which has no effect on its image α ∈ H2(k, Ĝ)) we may assume that
u ∈ X2(Ĝa). But X2(Ĝa) = 0 by Lemma 2.5.5 (applied to the extension kv/k for any
place v of k), so α = π̂(u) = 0, as desired. The proof of Proposition 5.14.6 is complete.
5.15 Injectivity of X1(Ĝ)→X2(G)∗ and finiteness of X
In this section we will complete the proof of Theorem 1.2.9 (Proposition 5.15.3). The main
remaining issue is to show that if G is an affine commutative group scheme of finite type
over a global function field k, then the map X1(k, Ĝ)→X2(k,G)∗ induced by the pairing
〈·, ·〉
X
2
G
of (5.10.1) is injective. This, together with the finiteness of these two X groups, is
the content of the following proposition, whose proof will be the main work of this section.
Proposition 5.15.1. Let k be a global function field, G an affine commutative k-group
scheme of finite type. Then the map X1(k, Ĝ)→X2(k,G)∗ induced by 〈·, ·〉
X
2
G
is injective,
and both groups are finite.
Lemmas 5.12.11 and 2.1.7, together with the functoriality of 〈·, ·〉
X
2
G
, reduce us to the
case in which G is an almost-torus, so we will from now on assume that we are in this
setting. By Lemma 2.1.3(iv), we may modify G in order to assume that we have an exact
sequence
1 −→ B
j
−→ Rk′/k(T
′)×A
π
−→ G −→ 1
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for some finite commutative k-groups A,B, some finite separable extension k′/k, and some
split k′-torus T ′. For notational convenience, let X := Rk′/k(T ′) × A, so that we have an
exact sequence
1 −→ B
j
−→ X
π
−→ G −→ 1. (5.15.1)
Our strategy is to show that 〈·, ·〉
X
2
G
induces a perfect pairing
X
2(G)
π(X2(X))
× ker(X1(Ĝ)→X1(X̂))→ Q/Z (5.15.2)
by relating both groups on the left to more concrete groups equipped with a compatible
pairing for which the perfectness will be more straightforward. Since Proposition 5.15.1
holds forX (by Corollary 5.12.13 and Lemma 3.3.2), it will then follow from the functoriality
of 〈·, ·〉
X
2
G
that any α ∈ X1(k, Ĝ) which annihilates X2(k,G) necessarily maps to 0 ∈
X
1(k, X̂). Thus, the perfection of the pairing (5.15.2) will prove Proposition 5.15.1.
For an fppf abelian sheaf F on Spec(k), define Qi(F ) := coker(Hi(k,F )→ Hi(A,F )).
We will first define an isomorphism
f :
ker(Q2(B)→ Q2(X))
δ(Q1(G))
∼
−→
X
2(G)
π(X2(X))
,
where δ denotes the map induced by the connecting map in the long exact cohomology
sequence associated to (5.15.1). Consider the commutative diagram of exact sequences
H1(k,G) H2(k,B) H2(k,X) H2(k,G) 0
H1(A, G) H2(A, B) H2(A,X) H2(A, G)
γ
β
α
(with the 0 in the top row coming from Proposition 3.1.2). For x ∈ ker(Q2(B) →
Q
2(X))/δ(Q1(G)), choose y ∈ H2(A, B) representing x. Since x ∈ ker(Q2(B) → Q2(X)),
there exists z ∈ H2(k,X) such that β(z) = α(y). We define f(x) to be the class of γ(z)
in X2(G)/π(X2(X)). It is straightforward using the above diagram to show that f is a
well-defined isomorphism.
Via Proposition 5.9.1, for any affine commutative k-group scheme H of finite type we
have a functorial isomorphism Q2(H) ≃ Ĥ(k)∗ by forming cup products over every kv and
adding the local invariants. We therefore have an isomorphism
φ :
ker(B̂(k)∗ → X̂(k)∗)
δ(Q1(G))
∼
−→
X
2(G)
π(X2(X))
(5.15.3)
The exact sequence
1 −→ Ĝ
π̂
−→ X̂
ĵ
−→ B̂ −→ 1
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coming from Proposition 2.3.1 gives rise to a commutative diagram with exact rows
X̂(k) B̂(k) H1(k, Ĝ) H1(k, X̂)
X̂(A) B̂(A) H1(A, Ĝ) H1(A, X̂)
ĵ δ′
ǫ
ĵ
where we have abused notation by denoting the pullback map X̂ → B̂ on k-points and on
A-points (as well as the map on sheaves) as ĵ. Using this diagram, it is easy to check that
the connecting map δ′ defines an isomorphism
ψ :
{χ ∈ B̂(k) | ǫ(χ) ∈ ĵ(X̂(A))}
ĵ(X̂(k))
∼
−→ ker(X1(Ĝ)→X1(X̂)). (5.15.4)
The finiteness assertion in Proposition 5.15.1 follows immediately from this isomor-
phism. Indeed, we first note that X1(k, X̂) is finite by Corollary 5.12.13 and Lemma 3.3.2.
Since B̂(k) is finite, therefore, the finiteness of X1(k, Ĝ) follows from the isomorphism
(5.15.4). The finiteness of X2(k,G) then follows from that of X1(k, Ĝ) and Proposition
5.12.12. It therefore only remains to prove the injectivity assertion of Proposition 5.15.1,
which we concentrate on for the remainder of the proof.
There is an obvious pairing between the groups on the left sides of (5.15.3) and (5.15.4),
namely the one coming from the natural pairing B̂(k)×B̂(k)∗ → Q/Z. It is easy to see that
this is well-defined, as follows. By definition, ker(B̂(k)∗ → X̂(k)∗) kills ĵ(X̂(k)). To see that
δ(Q1(G)) annihilates {χ ∈ B̂(k) | ǫ(χ) ∈ ĵ(X̂(A))}, recall that the pairing Q2(B)×B̂(k)→
Q/Z is defined by applying the cup product and adding the local invariants. Thus, it suffices
to show that for z ∈ H1(A, G) and χ ∈ B̂(k) that everywhere locally comes from X̂(kv),
δ(z)v ∪ χv = 0 in H2(kv ,Gm) for all places v. More specifically, it suffices to check that
for any place v of k, any z ∈ H1(kv , G), and any χ′ ∈ X̂(kv), the cup product δ(z) ∪ ĵ(χ′)
vanishes. But by the functoriality of cup product, the left side equals H1(j)(δ(z)) ∪ χ′,
which is 0 because H1(j) ◦ δ = 0.
Now it is natural to ask whether the pairing between the left sides of (5.15.3) and
(5.15.4) is compatible with the X pairing between the right sides. This is true up to a sign:
Lemma 5.15.2. The pairings between the left sides and between the right sides of (5.15.3)
and (5.15.4) differ by a sign. That is, the following diagram commutes:
ker(B̂(k)∗ → X̂(k)∗)/δ(Q1(G))
{χ∈B̂(k)|ǫ(χ)∈ĵ(X̂(A))}
ĵ(X̂(k))
Q/Z
X
2(G)/π(X2(X)) ker(X1(Ĝ)→X1(X̂)) Q/Z
×
∼φ ∼ψ x 7→−x
×
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where the top pairing is the one induced by the natural pairing B̂(k)× B̂(k)∗ → Q/Z, and
the bottom pairing is the one induced by 〈·, ·〉
X
2
G
: X2(G) ×X1(Ĝ)→ Q/Z.
Proof. To avoid a proliferation of Greek letters, we will simply abuse notation and use j, π,
etc. to denote induced maps of group schemes, cohomology groups, Čech cohomology, etc.,
where we recall that these letters are defined by the exact sequence
1 −→ B
j
−→ X
π
−→ G −→ 1
and the dual sequence
1 −→ Ĝ
π̂
−→ X̂
ĵ
−→ B̂ −→ 1.
Choose χ ∈ B̂(k) and z ∈ B̂(k)∗. Assume that z|X̂(k) = 0 and that for each place v of
k, χ extends to an element of X̂(kv). We want to show that
− 〈z, χ〉 = 〈φ(z), ψ(χ)〉
X
2
G
. (5.15.5)
We first lift z to an element of ker(Q2(B) → Q2(X)). That is, we choose y ∈ H2(A, B)
whose image in H2(A,X) lifts to a cohomology class in H2(k,X), and such that z(χ′) =∑
v invv(χ
′(yv)) for all χ′ ∈ B̂(k), where the sum is over all places v of k. Choose cocycles
yˇv representing yv (using Proposition 2.9.8). Thus, the left side of (5.15.5) equals
−
∑
v
invv(χ(yˇv)).
Now we compute the right side of (5.15.5). First, ψ(χ) = δ′(χ). Since y represents an
element of ker(Q2(B)→ Q2(X)), there exists w ∈ H2(k,X) such that j(yv) = wv for all v.
Then π(w) = φ(z), by definition of φ. To compute 〈π(w), δ′(χ)〉
X
2
G
, we choose a 2-cocycle
wˇ ∈ Zˇ2(k,X) representing w. Then
wˇv = j(yˇv) + d(uv) (5.15.6)
for some uv ∈ Cˇ1(kv,X). We have π(wˇ)v = π(j(yˇv)) + π(duv) = dπ(uv) since π ◦ j = 0.
We compute δ′(χ) as follows: Choose ζ ∈ Cˇ0(k, X̂) such that ĵ(ζ) = χ. Then choose a
lift γ ∈ Zˇ1(k, Ĝ) of dζ. That is, π̂(γ) = dζ. The cocycle γ represents δ′(χ) by Proposition
E.2.1. Using Lemma 5.10.1, choose h ∈ Cˇ2(k,Gm) such that dh = π(w)∪γ. The right side
of (5.15.5) is by definition ∑
v
invv((π(uv) ∪ γv)− h).
Thus, we need to show that
−
∑
v
invv(χ(yˇv)) =
∑
v
invv((π(uv) ∪ γv)− h). (5.15.7)
180
We have
π(uv) ∪ γv = uv ∪ π̂(γv) = uv ∪ dζv = −d(uv ∪ ζv) + duv ∪ ζv.
Thus, as cohomology classes,
π(uv)∪γv = duv∪ζv = (wˇv∪ζv)−(j(yˇv)∪ζv) = (wˇv∪ζv)−(yˇv∪ ĵ(ζv)) = (wˇv∪ζv)−χv(yˇv),
since ĵ(ζ) = χ. Therefore, (5.15.7) reduces to∑
v
invv((wˇ ∪ ζ)− h)
?
= 0,
and this follows from the fact that the sum of the local invariants of a global Brauer class
is 0.
Now we may prove Proposition 5.15.1 for the almost-torus G, which, as we have seen,
suffices to complete the proof in general. We know by Corollary 5.12.13 and Lemma 3.3.2
that Proposition 5.15.1 holds for X. Given α ∈X1(Ĝ) that annihilates X2(G), therefore,
the functoriality of X2G implies that α ∈ ker(X
1(Ĝ) → X1(X̂)). It therefore suffices
to show that the map ker(X1(Ĝ) → X1(X̂)) → (X2(G)/π(X2(X)))∗ is injective. By
Lemma 5.15.2, it suffices to show that for any χ ∈ B̂(k) that annihilates ker(B̂(k)∗ →
X̂(k)∗), we have χ ∈ ĵ(X̂(k)). Since the group B̂(k) is finite, this is a piece of elementary
group theory. The proof of Proposition 5.15.1 is therefore complete.
Proposition 5.15.3. Theorem 1.2.9 holds. That is, if G is an affine commutative group
scheme of finite type over a global field k, then the groups Xi(k,G) and Xi(k, Ĝ) are finite
for i = 1, 2. Further, for i = 1, 2, the functorial pairings 〈·, ·〉
X
1
G
and 〈·, ·〉
X
2
G
of (5.10.1)
and (5.10.2) yield perfect pairings of finite groups:
X
i(k,G) ×X3−i(k, Ĝ)→ Q/Z.
Proof. The finiteness of X1(Ĝ) and X2(G) are part of Proposition 5.15.1. The finiteness
of X1(k,G) for all affine k-group schemes of finite type (even without commutativity hy-
potheses) is [Con, Thm. 1.3.3(i)], whose proof in the commutative case is much easier than
in the general case (as one can reduce to the smooth connected case by essentially elemen-
tary arguments [Con, §6.1–6.2], and the smooth connected commutative case is settled in
[Oes, IV, 2.6(a)]). The finiteness of X2(Ĝ) follows from that of X1(G) and Proposition
5.14.6. It therefore only remains to prove the perfectness of the pairings. This follows from
Propositions 5.11.7, 5.12.12, 5.14.6, and 5.15.1.
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5.16 The dual 9-term exact sequence
In this section we prove Theorem 1.2.10. We will do this by taking the Pontryagin dual of
Theorem 1.2.8. But first let us note that we have already essentially proved Theorem 1.2.8:
Proposition 5.16.1. Theorem 1.2.8 holds. That is, if G is an affine commutative group
scheme of finite type over a global function field k, then the functorial (in G) global duality
sequence
0 H0(k,G)pro H
0(A, G)pro H
2(k, Ĝ)∗
H1(k,G) H1(A, G) H1(k, Ĝ)∗
H2(k,G) H2(A, G) H0(k, Ĝ)∗ 0
is exact.
Proof. The discussion in §5.1, in conjunction with Proposition 5.15.3, shows that the se-
quence is a well-defined complex that is exact at Hi(k,G) for i = 1, 2. Combining Propo-
sitions 5.5.4, 5.6.8, 5.13.3, and 5.9.1 proves exactness everywhere except for Hi(k, Ĝ)∗ for
i = 1, 2. The map Hi(k, Ĝ)∗ → H3−i(k,G) is defined to be the composition
Hi(k, Ĝ)∗ ։Xi(k, Ĝ)∗
∼
−→X3−i(k,G) →֒ H3−i(k,G),
where the middle isomorphism is given by Proposition 5.15.3. The exactness of the sequence
in the proposition at H2(k, Ĝ)∗ is therefore equivalent to exactness of the sequence
H0(A, G)pro −→ H
2(k, Ĝ)∗ −→X2(k, Ĝ)∗,
and exactness at H1(k, Ĝ)∗ is equivalent to exactness of
H1(A, G) −→ H1(k, Ĝ)∗ −→X1(k, Ĝ)∗.
The exactness of these two sequences follows from Propositions 5.8.1 and 5.12.4.
We now prove Theorem 1.2.10.
Proposition 5.16.2. Theorem 1.2.10 holds. That is, if G is an affine commutative group
scheme of finite type over a global function field k, then the functorial (in G) global duality
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sequence
0 H0(k, Ĝ)pro H
0(A, Ĝ)pro H
2(k,G)∗
H1(k, Ĝ) H1(A, Ĝ) H1(k,G)∗
H2(k, Ĝ)
⊕
v
H2(kv, Ĝ) (H
0(k,G)pro)
D 0
is exact.
Proof. We begin with the exact sequence of Proposition 5.16.1, but we replace H0(k, Ĝ)∗
with (H0(k, Ĝ)pro)D, which makes no difference because H0(k, Ĝ) is finitely generated:
0 H0(k,G)pro H
0(A, G)pro H
2(k, Ĝ)∗
H1(k,G) H1(A, G) H1(k, Ĝ)∗
H2(k,G) H2(A, G) (H0(k, Ĝ)pro)
D 0
(5.16.1)
where the global cohomology groups Hi(k, ·) are endowed with the discrete topology and the
adelic cohomology groups with the topology described in §5.3. Since the groups Hi(k,G)
and Hi(k, Ĝ) with i = 1, 2 are discrete torsion (Lemmas 3.4.1, 3.2.1, and 3.5.1), their
algebraic Q/Z-duals agree with their Pontryagin duals.
Next we observe that all of the maps in (5.16.1) are continuous. Indeed, this is trivial
for the maps from global cohomology groups. For the maps from the adelic groups, when
i = 0 this continuity follows from Lemma 5.1.1. For i = 1, 2, it follows from the fact that
each of the maps in the composition
Hi(A, G) −→ H2−i(A, Ĝ)D −→ H2−i(k, Ĝ)D
(when i = 2, replace the H0 groups with their profinite completions) is continuous, where
the first map is given by the adelic duality pairing (i.e., cup everywhere locally and add
the invariants). In fact, the first map is continuous by Proposition 5.3.5, and the second
because it is the dual of the trivially continuous map H2−i(k, Ĝ)→ H2−i(A, Ĝ). Finally, the
maps from Hi(k, Ĝ)∗ (i = 1, 2) are continuous because they are given by the compositions
Hi(k, Ĝ)∗ →Xi(k, Ĝ)∗
∼
−→X3−i(k,G)→ H3−i(k,G),
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in which theX groups have the discrete topology and all of the maps are trivially continuous
(the first because it is the dual of a trivially continuous map).
We may therefore apply (·)D to (5.16.1) to obtain the dual complex:
0 H0(k, Ĝ)pro H
2(A, G)D H2(k,G)∗
H1(k, Ĝ) H1(A, G)D H1(k,G)∗
H2(k, Ĝ) (H0(A, G)pro)
D (H0(k,G)pro)
D 0
(5.16.2)
By Proposition 5.3.5, we may replace the terms H2(A, G)D , H1(A, G)D, and (H0(A, G)pro)D
with H0(A, Ĝ)pro, H1(A, Ĝ), and ⊕vH2(kv , Ĝ), respectively, and these identifications are
via the adelic duality pairing (which cups everywhere locally and sums the invariants).
Making these replacements in (5.16.2) gives exactly the desired diagram in Proposition
5.16.2 (with the correct maps), and so completes the proof of the proposition provided that
the passage to the Pontryagin dual complex above preserves exactness. In order to show
this, we first note that all of the groups appearing in (5.16.1) except for H0(k,G)pro and
H0(A, G)pro are locally compact, second-countable, Hausdorff abelian groups. For the adelic
cohomology groups, this follows from Proposition 5.3.1(iv). For the global cohomology
groups, it follows from Lemma 5.12.3, and the corresponding properties for the dual groups
Hi(k, Ĝ)∗ (i = 1, 2) follow. For the group (H0(k, Ĝ)pro)D, this follows from the fact that
it is discrete (as the dual of a compact group) and countable (since H0(k, Ĝ) is finitely
generated). Finally, the groups H0(k,G)pro and H0(A, G)pro, though not generally second-
countable, are compact Hausdorff.
The exactness of the dual complex (5.16.2) now follows from the following general fact:
given an exact sequence of continuous maps
A −→ B −→ C −→ E
of Hausdorff topological abelian groups all of which are either (i) compact, or (ii) locally
compact and second-countable, then the dual diagram
CD −→ BD −→ AD
is also exact. (The exactness at H0(k, Ĝ)pro also follows by appending an extra zero at the
end of the exact sequence (5.16.1).)
To prove this fact, consider φ ∈ BD whose restriction to A vanishes, so φ ∈ (B/ im(A))D.
We want to show that φ arises from CD. If the continuous inclusion B/ im(A) →֒ C is a
homeomorphism onto a closed subgroup, then φ extends to an element of CD and so we
would be done. If B is compact, then so is B/im(A), hence this map is a homeomorphism
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onto a closed subgroup, since the source is compact and the target Hausdorff. Otherwise,
B is second-countable by hypothesis, and the inclusion B/ im(A) →֒ C has closed image,
since this image is the kernel of a continuous map to a Hausdorff group. That this map is a
homeomorphism onto its image then follows from Lemma 3.4.3. This proves the claim and
the proposition.
Remark 5.16.3. As was pointed out in Remark 1.2.11, one might compare Theorems 1.2.8
and 1.2.10 and wonder whether one might not replace (G(k)pro)D withG(k)∗, or⊕vH2(kv , Ĝ)
with H2(A, Ĝ), or both at the same time. In fact, none of these combinations work, as we
now show.
To see that Theorem 1.2.10 becomes false if we replace the term (G(k)pro)D with G(k)∗,
consider the case G = Gm. Then the group Gm(k)∗ = (k×)∗ is not torsion (since k× has a
quotient isomorphic to a countable direct sum of copies of Z), whereas we claim that the
group H2(A, Ĝm) = H2(A,Z) (and therefore also the subgroup ⊕vH2(kv , Ĝ)) is torsion, and
so there cannot be a surjection from it onto Gm(k)∗. Indeed, we have an exact sequence of
sheaves
0 −→ Z −→ Q −→ Q/Z −→ 0,
and Hi(A,Q) = lim
−→S
(∏
v∈S H
i(kv ,Q)×H
i(
∏
v/∈S Ov ,Q)
)
, where the limit is over all finite
sets S of places of k (by Proposition D.0.1), so by Lemmas 5.2.12 and 5.2.13 we see that
Hi(A,Q) = 0 for i > 0. Hence, H2(A,Z) ≃ H1(A,Q/Z) = lim
−→n
H1(A,Z/nZ), and this
last group is clearly torsion.
Similarly, we cannot replace the group
⊕
v
H2(kv , Ĝ) with H2(A, Ĝ). Indeed, if we could
make such a replacement, then by comparing the two sequences, one with ⊕vH2(kv , Ĝ) and
the other with H2(A, Ĝ), we would deduce that the inclusion ⊕vH2(kv , Ĝ) →֒ H2(A, Ĝ)
is an isomorphism. This is false in general, as may already be seen in the case G = Gm.
Indeed, we need to show that the map ⊕vH2(kv,Z) →֒ H2(A,Z) is not an isomorphism.
Arguing as above, we see that this is equivalent to showing that the map ⊕vH1(kv,Q/Z) →֒
H1(A,Q/Z) is not an isomorphism. Let Ô :=
∏
vOv. Then it suffices to show that the
image of the composition
H1(Ô,Q/Z)→ H1(A,Q/Z)→
∏
v
H1(kv,Q/Z)
does not lie in ⊕vH1(kv ,Q/Z). Since the map H1(Ov ,Q/Z) → H1(kv,Q/Z) is injective
(as may be easily seen directly, or alternatively, by writing Q/Z = lim
−→
Z/nZ and using
the fact that a (necessarily finite) Z/nZ-torsor over Ov has an Ov-point if it has a kv-
point, by the valuative criterion for properness), it suffices to show that the image of the
map H1(Ô,Q/Z) →
∏
v H
1(Ov,Q/Z) does not live inside ⊕vH1(Ov ,Q/Z). The inclusion
1
nZ/Z →֒ Q/Z induces an inclusion H
1(Ov,
1
nZ/Z) →֒ H
1(Ov ,Q/Z), as may be seen by
considering the exact sequence
0 −→
1
n
Z/Z −→ Q/Z
n
−→ Q/Z −→ 0.
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It therefore suffices to show that the image of the map H1(Ô,Z/nZ)→
∏
v H
1(Ov,Z/nZ)
is not contained in ⊕vH1(Ov,Z/nZ). In fact, this map is surjective by Lemma 5.2.1. It
therefore suffices to show that H1(Ov,Z/nZ) 6= 0. Since Ov is Henselian, H1(Ov,Z/nZ) =
H1(κv,Z/nZ), where κv is the residue field of Ov . Since κv is finite, H1(κv,Z/nZ) ≃
Z/nZ 6= 0 for n > 1, as desired.
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Appendix A
Products and Ultraproducts
This appendix is concerned with certain rather abstract constructions involving ultraprod-
ucts. These seemingly esoteric notions are relevant because such ultraproducts appear as
localizations of rings that are described as infinite products, such as
∏
vOv , the product of
the rings of integers of the places of a global field k. As one may imagine, such localizations
play an important role when studying a ring such as the adeles of a global field k.
A.1 The basic construction
Let I be a non-empty set, {Ri}i∈I a set of rings (commutative with identity) indexed by
I. The purpose of this section is to undertake a study of Spec(
∏
i∈I Ri), as this will be
necessary to prove some important results about the cohomology of the adeles in §5.2. We
will be particularly interested in studying the local rings of Spec(
∏
i∈I Ri).
In order to do this, we need to recall the notion of an ultraproduct of commutative rings.
(As will be clear, one may consider ultraproducts of quite general mathematical structures;
we focus on rings since that is the only case we will need.) Let U be an ultrafilter on the
set I. That is, U is a proper collection of subsets of I with three properties: (i) if A ∈ U
and A ⊂ B ⊂ I, then B ∈ U ; (ii) if A,A′ ∈ U , then A∩A′ ∈ U ; and (iii) for all A ⊂ I, one
of A or I − A belongs to U . (Condition (iii) implies that U is not the empty collection.)
In (iii), we cannot have both belonging to I or else by (ii) we would have ∅ ∈ U and hence
by (i) every subset of I belongs to U , contradicting that U is not the entire power set of
I. Conditions (i) and (ii) say that U is a filter, and (iii) is equivalent to the condition that
U is not strictly contained in any larger filter on I. The “obvious” ultrafilters are those
consisting of all subsets of I containing a fixed element i0 ∈ I; these are called principal
ultrafilters. It is elementary to check that if I is finite, then the only ultrafilters on I are
the principal ones.
Remark A.1.1. One should regard an ultrafilter as defining a notion of “bigness” for subsets
of I (so one might say that A ⊂ I is U -big when A ∈ U); the axioms of an ultrafilter express
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reasonable conditions on any notion of bigness for subsets of a given set.
We define the ultraproduct
∏
U Ri to be the quotient ring (
∏
i∈I Ri)/ ∼, where ∼ is the
equivalence relation defined by (ai) ∼ (bi)⇐⇒ {i ∈ I | ai = bi} ∈ U . The ring structure is
induced by that on
∏
Ri via coordinate-wise addition and multiplication. (In other words,∏
U Ri is the quotient of
∏
Ri modulo the ideal J(U) consisting of elements (ai) ∈
∏
Ri for
which {i ∈ I | ai = 0} ∈ U ; this is an ideal because U is a filter.) Note that when U is the
principal ultrafilter corresponding to an element i0 ∈ I, the associated ultraproduct
∏
U Ri
is the factor ring Ri0 . The “interesting” ultraproducts are therefore those corresponding to
non-principal ultrafilters (and by Zorn’s Lemma such do exist whenever I is infinite, though
we will never use this fact; our entire discussion in this chapter is independent of the axiom
of choice).
Informally, working in the ultraproduct
∏
U Ri amounts to considering elements (xi)
only for “big” sets of indices i where bigness is defined via U . Note that if x ∈
∏
U Ri is the
class of an I-tuple (xi), then x 6= 0 if and only if {i ∈ I |xi = 0} 6∈ U , but the complement of
this set of indices is exactly {i ∈ I |xi 6= 0}, so by the ultrafilter property of U we conclude
that x 6= 0 if and only if {i ∈ I |xi 6= 0} ∈ U . In other words, x = 0 precisely when xi
vanishes for a “big” set of indices i ∈ I, and x 6= 0 precisely when xi 6= 0 for a “big” set of
indices i ∈ I. We will use this without comment in some arguments below.
Let us explain how ultraproducts make an appearance when studying the local rings of∏
i∈I Ri. For a subset S ⊂ I, define the idempotent zS ∈
∏
i∈I Ri by
(zS)i =
{
0, i ∈ S
1, i /∈ S.
To each prime ideal p of
∏
Ri we can assign an ultrafilter U(p) on I via
U(p) = {S ⊂ I | zS ∈ p}.
It is easy to verify that this is an ultrafilter, using the primality of p. Indeed, first note
that if S ∈ U(p) and S ⊂ S′ ⊂ I, then zS′ = zS′zS ∈ p, so S′ ∈ U(p). Next, we note that
zS · zI−S = 0 for any S ⊂ I, so either zS or zI−S lies in p, but not both, because their
sum is 1. Finally, we need to check that U(p) is closed under finite intersection. Given
S, S′ ∈ U(p) (so zS , zS′ ∈ p), their complements Sc, S′c in I are not in U(p). Therefore,
zSc , zS′c /∈ p, so because p is prime, zSczS′c = zSc∪S′c /∈ p. That is, Sc ∪ S′c /∈ U(p), so
(Sc ∪ S′c)c = S ∩ S′ ∈ U(p).
In the uninteresting case that p arises from a factor ring Ri0 , U(p) is the principal
ultrafilter associated to i0 ∈ I. One may show (assuming the axiom of choice) that every
ultrafilter on I arises as U(p) for some p, but we will not require this fact.
Let J(p) denote the ideal J(U(p)) of
∏
Ri. Explicitly, J(p) consists of those elements
a = (ai) for which the set S of i ∈ I such that ai = 0 belongs to U(p), which is to say
zS ∈ p. But a is a multiple of zS , so in more concrete terms J(p) is generated by the
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elements zS that belong to p. Conversely, if S ⊂ I is such that zS ∈ J(p) then necessarily
S ∈ U(p) just by definition.
For the closed subscheme Spec(
∏
U(p)Ri) = Spec((
∏
Ri)/J(p)) passing through the
point {p}, at all of its points the local ring coincides with that of the ambient scheme
Spec(
∏
Ri). We only need this equality at the point p of initial interest (though using the
fact that any containment of ultrafilters must be an equality, one deduces that the points
of Spec((
∏
Ri)/J(p)) are precisely the primes q of
∏
iRi such that U(q) = U(p), hence the
claim reduces to the case of the initial point of interest), and there it is easy to verify: we
just need to check that each of the generators zS ∈ p of J(p) vanish in (
∏
Ri)p, and that is
immediate because zI−S 6∈ p and zI−S · zS = 0.
A.2 Applications
The upshot of the preceding discussion is that every local ring of Spec(
∏
i∈I Ri) is a local
ring of an ultraproduct
∏
U Ri for some ultrafilter U on I. This is in turn useful because
many reasonable (more precisely: “first-order”) properties of commutative rings Ri are
inherited by ultraproducts. Any such property that is also inherited by localization at
primes is therefore inherited by every local ring on
∏
Ri when it holds for each Ri!
Let us consider some examples (sufficient for our needs) for the sake of illustration. If
all of the rings Ri are domains then we claim that so is any ultraproduct
∏
U Ri (and thus
so is the local ring of
∏
Ri at every prime ideal p, which is not so obvious if one doesn’t
have the geometric idea to try proving that the closed subscheme Spec(
∏
U(p)Ri) passing
through {p} is actually a domain). Consider x = (xi), y = (yi) ∈
∏
U Ri (more precisely,
x, y are the classes of (xi), (yi)) such that xy = 0. Thus, {i ∈ I | xiyi = 0} ∈ U . Since each
Ri is a domain, it follows that {i | xi = 0} ∪ {i | yi = 0} ∈ U , hence either {i | xi = 0} ∈ U
or {i | yi = 0} ∈ U (or both); i.e., either x = 0 or y = 0 in
∏
U Ri. (Here we have used the
fact, immediate from the definition of an ultrafilter, that if S, S′ ⊂ I satisfy S ∪ S′ ∈ U ,
then S ∈ U or S′ ∈ U ; indeed, if S 6∈ U and S′ 6∈ U then I − S, I − S′ ∈ U and hence
I − (S ∪ S′) = (I − S) ∩ (I − S′) ∈ U , contradicting that S ∪ S′ ∈ U .) This proves that∏
U Ri is a domain when every Ri is a domain.
Similarly, suppose that each Ri is a domain such that any element of Ki := Frac(Ri)
satisfying a monic polynomial of degree 3 over Ri lies in Ri. Then we claim that the same
holds for any ultraproduct
∏
U Ri. Indeed, we already know that
∏
U Ri is a domain, so
suppose that x = (xi), y = (yi) ∈
∏
U Ri with y 6= 0 (so yi 6= 0 precisely for i belonging to
a set S ∈ U) such that
(x/y)3 + a2(x/y)
2 + a1(x/y) + a0 = 0
in
∏
U Ri for some a0, a1, a2 ∈
∏
U Ri, or equivalently (since
∏
U Ri is a domain),
x3 + a2x
2y + a1xy
2 + a0y
3 = 0
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in
∏
U Ri. The latter vanishing in the ultraproduct says that the set S
′ of indices i such
that the corresponding vanishing holds at index i (without any condition on yi vanishing
or not) is a member of U .
But S ∩ S′ must also belong to U , and by our assumption about the Ri it follows that
for any i ∈ S ∩ S′ we have xi = ziyi for some zi ∈ Ri. Defining z be the class in
∏
U Ri of
the I-tuple with ith component zi for i ∈ S ∩ S′ and whatever component we wish (say 0,
or 1) for indices not in S ∩ S′, we have x = yz in the domain
∏
U Ri, so x/y = z ∈
∏
U Ri,
as desired. A similar argument with 3 replaced by any positive integer shows that if each
Ri is an integrally closed domain then so is
∏
U Ri. (Note that being integrally closed is
not a “first order” condition, but being integrally closed with respect to polynomials of a
fixed positive degree is a “first order” condition.)
Since any localization of an integrally closed domain is an integrally closed domain, and
every local ring of
∏
Ri is a local ring of an ultraproduct of the Ri’s, we have proved the
following useful result.
Lemma A.2.1. Let Ri be a collection of rings indexed by the non-empty set I. If each Ri is
an integrally closed domain, then the local rings on the scheme Spec(
∏
i∈I Ri) are integrally
closed domains.
In the same spirit, we also have:
Lemma A.2.2. Let Ri be a collection of valuation rings indexed by a non-empty set I.
Then each local ring of Spec(
∏
i∈I Ri) is a valuation ring.
Proof. The idea of the proof is the same as for Lemma A.2.1. Using the formulation that
a domain R with fraction field K is a valuation ring precisely when for any x ∈ K×, either
x ∈ R or x−1 ∈ R, one shows that
∏
U Ri is a valuation ring. But any localization of a
valuation ring is a valuation ring, so we are done (since every local ring of
∏
Ri is a local
ring of some ultraproduct of the Ri’s).
As the reader has likely noticed, we have used nothing particularly special about the
class of integrally closed domains or of valuation rings, beyond that their definitions are
built up in terms of conditions expressible in sufficiently finitistic terms (a notion made
precise in terms of first-order logic). Łoś’s Theorem states that any first-order statement
that holds for each of the factors Ri holds for any ultraproduct
∏
U Ri (and even more
generally for ultraproducts of a wide class of mathematical structures). As we have seen,
in any special case of interest it is easy to prove by a direct argument that such properties
are inherited by ultraproducts, so there is no need for the general Łoś’s Theorem anywhere
in our work.
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Appendix B
Profinite Completions
This appendix discusses some generalities that we require on profinite completions of topo-
logical abelian groups, and especially their behavior in exact sequences. We need to un-
derstand such completions because several of the main duality results of this manuscript
involve profinite completions of various groups (generally groups of rational points), and
several dévissage arguments will require an understanding of how the process of profinite
completion behaves with respect to exact sequences.
B.1 Right-exactness of profinite completion
In this section we prove that profinite completion is right-exact. Before we do this, let
us recall some basic definitions. An abelian topological group A is said to be profinite
if it is compact, Hausdorff, and totally disconnected. (One can make this definition for
nonabelian groups also, but we won’t need this and therefore will restrict ourself to the
simpler abelian case.) This is equivalent to saying that the canonical map A→ lim←−H A/H
is an isomorphism, where the limit is over all open (equivalently, closed) subgroups H ⊂ A
of finite index (hence the term “profinite”).
Remark B.1.1. Given an arbitrary abelian topological group A, the profinite completion
Apro of A is the initial profinite group with a map from A. That is, we have a continuous
homomorphism φ : A → Apro such that any (continuous) homomorphism A → B with B
profinite factors uniquely as a composition of continuous homomorphisms A→ Apro → B.
Then Apro is clearly unique, and it also exists: we have Apro = lim−→H A/H, where the
limit is over all open subgroups H ⊂ A of finite index. If A is an abelian group without
any topology, then Apro is taken to mean the profinite completion of A with the discrete
topology.
Lemma B.1.2. Let A be a profinite abelian group, B ⊂ A a compact subgroup. Then A/B
is profinite.
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Proof. Since A is compact, so is A/B. Because B is compact, it is closed, hence A/B is
Hausdorff. It only remains to show that A/B is totally disconnected. That is, we need
to show that if a ∈ A − B, then there is a clopen subset U ⊂ A such that a ∈ U and
U ∩B = ∅. Since A is totally disconnected, for each b ∈ B there exists a clopen set Ub ⊂ A
such that a ∈ Ub and b /∈ Ub. We claim that there are finitely many b1, . . . , bn ∈ B such
that Ub1 ∩· · ·∩Ubn ∩B = ∅. Assuming this, we may take U := Ub1 ∩· · ·∩Ubn as our desired
clopen subset. If the claim were false, then the sets {Ub ∩ B}b∈B would be a collection
of closed subsets of the compact set B satisfying the finite intersection property, which is
impossible since B is compact and B ∩ (∩b∈BUb) = ∅.
Now we turn to the exactness properties of profinite completion, which are the main
concern of this chapter.
Definition B.1.3. A sequence
0 −→ A′ −→ A −→ A′′ −→ 0
of topological abelian groups is said to be short exact if it is exact as a sequence of abelian
groups, the map A′ → A is a topological embedding, and the quotient map A/A′ → A′′ is
a topological isomorphism. We say that the sequence
A′
φ
−→ A −→ A′′ −→ 0
of continuous maps is right-exact if it is exact as a sequence of groups and if the map
A/φ(A′) → A′′ is a topological isomorphism. Let TAb denote the category of abelian
topological groups. We say that a functor F : TAb → TAb is right-exact if it sends short-
exact sequences to right-exact sequences.
The main result of this section is the following.
Proposition B.1.4. The functor A Apro is a right-exact functor TAb→ TAb.
Proof. Suppose that we have an inclusion of abelian topological groups φ : B →֒ A
(where B has the subspace topology). We need to show that the natural continuous map
Apro/φ(Bpro)→ (A/B)pro is a topological isomorphism. We will do this by constructing an
inverse. We have a natural continuous map A/B → Apro/φ(Bpro). The group Apro/φ(Bpro)
is profinite by Lemma B.1.2, so we obtain a continuous map (A/B)pro → Apro/φ(Bpro). To
see that this is inverse to the other map, we note that it suffices to check that composition
in either direction is the identity on the dense image of A inside both groups, and this is
clear.
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B.2 Conditions under which profinite completion preserves
exactness
As we saw in the previous section, profinite completion is right-exact. It is not, however,
exact. Indeed, consider the inclusion Z→ Q. The profinite completion Zpro of Z is nonzero,
but Qpro = 0 because Q is divisible (hence has no nontrivial finite quotients). The goal
of this section is to give some useful conditions ensuring that exactness is preserved by
profinite completion. Here is the first.
Proposition B.2.1. Suppose that we have a short exact sequence of abelian topological
groups
0 −→ A′ −→ A
f
−→ A′′ −→ 0
such that A′′ is discrete and finitely generated. Then the induced sequence
0 −→ A′pro −→ Apro −→ A
′′
pro −→ 0
is also short exact.
Proof. By Proposition B.1.4, we only need to check that the map A′pro → Apro is a topolog-
ical embedding. We only have to show that this continuous map is injective, as it is then
necessarily a homeomorphism onto its image because the source is compact and the target
Hausdorff. Let H ′ ⊂ A′ be an open subgroup of finite index. It will suffice to find a finite
index open subgroup H ⊂ A such that H ∩A′ = H ′. Let A′′ = F × T with F free of finite
rank and T finite. Let a1 . . . , an ∈ A be such that the elements f(ai) ∈ A′′ form a set of
free generators for F . We take H = 〈a1, . . . , an,H ′〉. Then H is open because H ′ is open
in A (since A′ ⊂ A is open due to the discreteness of A′′). Suppose that b ∈ A′ ∩H. Then
b = h′+
∑n
i=1 riai for some h
′ ∈ H ′, ri ∈ Z. Since b ∈ A′, we have 0 = f(b) =
∑n
i=1 rif(ai),
so ri = 0. Therefore, b = h′ ∈ H ′, so H ∩ A′ = H ′. Finally, H is of finite index inside A
because we have an exact sequence
0 −→ A′/H ′ −→ A/H −→ A′′/f(H) −→ 0
and A′/H ′ is finite, as is A′′/f(H) ≃ T .
We will also require another result (Proposition B.2.8 below) that, at least when all
of the groups are discrete, strengthens Proposition B.2.1. Before turning to the proof, we
require several lemmas.
Lemma B.2.2. Let A be a finite abelian group, and suppose that 0 6= a ∈ A lies in every
nonzero subgroup of A. Then A ≃ Z/pnZ for some prime p and integer n ≥ 0.
Proof. It suffices to show that we can’t have A ≃ A1 × A2 with A1, A2 nontrivial. If such
an isomorphism exists then a ∈ (A1 × 0) ∩ (0×A2) = 0, a contradiction.
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Lemma B.2.3. Let A be an abelian group of finite exponent, and suppose that 0 6= a ∈ A
lies in every nonzero subgroup of A. Then A is finite (and in fact, it is necessarily of the
form Z/pnZ by Lemma B.2.2).
Proof. It suffices to show that if N is the exponent of A, then for any finite collection
b1, . . . , bm ∈ A, the subgroup B generated by a, b1, . . . , bm (which is finite since A has finite
exponent) has size at most N . But a is contained in every nonzero subgroup of B, so by
Lemma B.2.2, the finite B must be cyclic of some order n > 0. But N kills B, so n|N .
Thus, #B = n ≤ N , as desired.
Lemma B.2.4. Let A be an abelian group, 0 6= a ∈ A. Then there exists a subgroup B ⊂ A
maximal with respect to the property of not containing a. That is, a /∈ B, and if B′ ) B is
a strictly larger subgroup of A, then a ∈ B′.
Proof. Consider the set S of all subgroups of A not containing a. This set is nonempty,
since a /∈ {0}. Further, any chain in S has an upper bound (the union of the elements of
the chain). Hence, by Zorn’s Lemma, S has a maximal element.
For an abelian group A, we let Adiv :=
⋂
n∈Z+
nA denote the subgroup of divisible
elements, and Ators := ∪n∈Z+A[n] the subgroup of torsion elements.
Lemma B.2.5. Let A be an abelian topological group such that nA ⊂ A is open for every
positive integer n, and let a ∈ A. In order for there to exist an open subgroup B ⊂ A of
finite index such that a /∈ B, it is necessary and sufficient that a /∈ Adiv.
Proof. First, if a is divisible and B ⊂ A is a finite index subgroup, then a := a mod B ∈
A/B is a divisible element of the finite group A/B, hence a = 0; i.e., a ∈ B.
Conversely, suppose that a /∈ Adiv, so a /∈ nA for some n > 0. Since nA is open, A/nA
is discrete, so by replacing A with A/nA and a with its nonzero image in A/nA we may
suppose that A is discrete of finite exponent. By Lemma B.2.4, there is a subgroup B ⊂ A
maximal with respect to the property of not containing a. Then we claim that B ⊂ A is of
finite exponent. Indeed, A/B is of finite exponent, and a represents a nonzero element of
A/B that is contained in every nonzero subgroup, hence A/B is finite by Lemma B.2.3.
Lemma B.2.6. Suppose that we have a short exact sequence of abelian groups
0 −→ A′ −→ A
f
−→ A′′ −→ 0
with A′div, A
′′
div = 0, and suppose that A
′′
tors has finite exponent. Then Adiv = 0.
Proof. Pick a ∈ Adiv. Then f(a) ∈ A′′div = 0, so a ∈ A
′. Let N be the exponent of A′′tors. For
every positive integer m, we have a = mNb for some b ∈ A. Since f(a) = 0, so f(b) ∈ A′′tors,
we have f(Nb) = Nf(b) = 0 and thus Nb ∈ A′. We conclude that a = m(Nb) ∈ mA′.
Since m ∈ Z+ was arbitrary, we deduce that a ∈ A′div = 0.
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Remark B.2.7. Lemma B.2.6 is false if we omit the assumption that A′′tors is of finite ex-
ponent. Indeed, let A be the free abelian group on generators xn (n ∈ Z+) modulo the
relations nxn = x1. Clearly x1 is divisible. It is also nonzero (even non-torsion), since we
have the map A → Q sending xn to 1/n. If we let A′ = 〈x1〉 ⊂ A, then A′ ≃ Z, and
A′′ := A/A′ ≃ ⊕n≥2Z/nZ. So A′div, A
′′
div = 0, but Adiv 6= 0.
Proposition B.2.8. Suppose that we have a short exact sequence
0 −→ A′ −→ A −→ A′′ −→ 0
of abelian topological groups such that A′′div = 0 and A
′′
tors has finite exponent. Suppose also
that for each positive integer n, the subgroup nA ⊂ A is open. Then the induced sequence
0 −→ A′pro −→ Apro −→ A
′′
pro −→ 0
is also short exact.
Proof. Let B′ ⊂ A′ be a closed subgroup of finite index. We will show that B′ = X ∩A′ for
some closed subgroup X ⊂ A of finite index. This will imply that the map A′pro → Apro is
injective, hence also a topological embedding because the source is compact and the target
Hausdorff. By Proposition B.1.4, that will complete the proof.
We first claim that
B′ =
⋂
B′⊂X⊂A
X, (B.2.1)
where the intersection is over all closed subgroups X ⊂ A of finite index containing B′.
This is equivalent to showing that for any a ∈ A−B′, there exists such X not containing a.
That is, we need to show that for any nonzero a := a mod B′ ∈ A/B′, there exists an open
finite index subgroup X ⊂ A/B′ not containing a. The openness of nA is preserved under
quotients, hence the hypotheses of Lemma B.2.5 holds for A/B′. It suffices, therefore, to
show that (A/B′)div = 0. We have an exact sequence of abelian groups
0 −→ A′/B′ −→ A/B′ −→ A′′ −→ 0
Since A′/B′ is finite, so (A′/B′)div = 0, the hypotheses that A′′div = 0 and A
′′
tors has finite
exponent imply that (A/B′)div = 0 by Lemma B.2.6. This completes the proof of (B.2.1).
For any closed subgroup X ⊂ A of finite index containing B′, we have [A′ : X ∩ A′] ≤
[A′ : B′] <∞. Thus, we can choose X which maximizes [A′ : X ∩A′]. We claim that such
an X satisfies X ∩ A′ = B′, so we would be done. If such equality fails, so B′ is a proper
subgroup of X ∩ A′, then by (B.2.1) there exists a closed subgroup Y ⊂ A of finite index
containing B′ such that the inclusion Y ∩X ∩A′ ⊂ X ∩A′ is strict. But then
[A′ : (X ∩ Y ) ∩A′] > [A′ : X ∩A′],
violating the maximality property of X. Thus B′ = X ∩A′, so we are done.
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As a special case of Proposition B.2.8, we obtain:
Corollary B.2.9. Consider a short exact sequence
0 −→ A′ −→ A −→ A′′ −→ 0
of abelian topological groups. Suppose that A′′ has finite exponent, and that the subgroup
nA ⊂ A is open for each positive integer n. Then the induced sequence
0 −→ A′pro −→ Apro −→ A
′′
pro −→ 0
is also short exact.
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Appendix C
Duality Pairings and Weil Restriction
The purpose of this appendix is to prove that the local and global duality pairings are
compatible with Weil restriction. The meaning of this compatibility is made precise in
Propositions C.0.3 and C.0.4. We begin by discussing some generalities.
Suppose that we have a finite morphism f : X ′ → X between Noetherian schemes.
Let F ′ be an fppf abelian sheaf on X ′, and let F := f∗F ′. We have a functorial map
NX′/X : f∗F̂ ′ → F̂ which is an isomorphism when f is étale, by Proposition 2.3.6. We
also have a canonical map Hi(X,F ) → Hi(X ′,F ′) which we will always, for notational
simplicity, simply denote by φ. If f is étale, then f∗ is an exact functor between categories
of fppf abelian sheaves (since this may be checked after pullback to a finite Galois covering
X ′′ → X ′ splitting X ′/X, and after such pullback F just becomes a product of pullbacks
of F ′ along the X-morphisms X ′′ → X ′), hence φ is an isomorphism in this case.
Remark C.0.1. If F ′ is a smooth group scheme and f is finite, then φ is an isomorphism.
Indeed, our assumption on F ′ implies that we may take our cohomology to be étale rather
than fppf, and then we use the fact that pushforward through a finite map is an exact
functor between categories of étale sheaves.
Note in particular that this discussion applies when X ′ = Spec(k′), X = Spec(k), and
F ′ = G′ for some finite extension k′/k of fields and some commutative k′-group scheme
G′ of finite type. Then the sheaf G := f∗G′ is better known as the Weil restriction of
scalars Rk′/k(G′), and it is a k-group scheme of finite type. One may also define another
norm map Nk′/k : Rk′/k(Gm)→ Gm between commutative k-group schemes that is defined
functorially on k-algebras R by the norm map (k′ ⊗k R)× → R× which sends an element
r′ of the finite free R-algebra k′ ⊗k R to the determinant of the R-linear map on k′ ⊗k R
defined by multiplication by r′. Before turning to our main compatiblity results, we need
the following proposition.
Proposition C.0.2. Let k′/k be a finite extension of local fields. Then the following dia-
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gram commutes:
H2(k,Gm) Q/Z
H2(k,Rk′/k(Gm))
H2(k′,Gm) Q/Z
inv
∼
Nk′/k
φ
inv
∼
where φ is the canonical map discussed above and by abuse of notation, Nk′/k denotes the
map on cohomology induced by the map Nk′/k : Rk′/k(Gm)→ Gm.
Proof. Consider the map i : H2(k,Gm) → H2(k,Rk′/k(Gm)) induced by the canonical
inclusion of k-group schemes Gm →֒ Rk′/k(Gm). We claim that i is surjective. (It is
actually an isomorphism, but we will not need this.) Indeed, φ is an isomorphism by
Remark C.0.1, so it suffices to check that φ ◦ i : H2(k,Gm)→ H2(k′,Gm) is surjective. But
this composition is none other than the pullback map (also known as restriction) res. The
surjectivity of this map follows from the following commutative diagram:
H2(k,Gm) Q/Z
H2(k′,Gm) Q/Z
res
inv
∼
[k′:k]
inv
∼
(C.0.1)
In order to prove the proposition, therefore, it is equivalent to show that
inv ◦ φ ◦ i
?
= inv ◦ Nk′/k ◦ i. (C.0.2)
But the composition Nk′/k ◦ i : H2(k,Gm) → H2(k,Gm) is the map induced by the com-
position Gm →֒ Rk′/k(Gm)
Nk′/k
−−−→ Gm, in which the first map is the canonical inclusion.
This composition is just multiplication by [k′ : k] (as follows by considering the effect on
R-valued points for k-algebras R). Further, as we have already noted, φ ◦ i = res. Thus,
(C.0.2) is equivalent to
inv ◦ res
?
= inv ◦ [k′ : k],
and since inv ◦ [k′ : k] = [k′ : k] ◦ inv, this is precisely the content of the commutativity of
(C.0.1).
Now we prove that the local duality pairing is compatible with Weil restriction via φ
and the norm maps:
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Proposition C.0.3. Let k′/k be a finite extension of local fields, G′ a commutative k′-group
scheme of finite type, and G := Rk′/k(G′). Then the following diagram commutes:
Hi(k,G) H2−i(k, Ĝ) H2(k,Gm) Q/Z
Hi(k,G) H2−i(k,Rk′/k(Ĝ′))
Hi(k′, G′) H2−i(k′, Ĝ′) H2(k′,Gm) Q/Z
× ∪ inv∼
φ
Nk′/k
φ
× ∪ inv∼
Further, if k′/k is separable then all of the vertical maps are isomorphisms.
Proof. That all of the vertical maps are isomorphisms when k′/k is separable follows from
our general remarks at the beginning of the section about φ and NX′/X being isomorphisms
when f is étale. To check the commutativity of the diagram in the proposition, we expand
it to the following diagram, which we will show to be commutative:
Hi(k,G) H2−i(k, Ĝ) H2(k,Gm) Q/Z
Hi(k,G) H2−i(k,Rk′/k(Ĝ′)) H
2(k,Rk′/k(Gm))
Hi(k′, G′) H2−i(k′, Ĝ′) H2(k′,Gm) Q/Z
× ∪ inv∼
φ
×
Nk′/k
φ
∪
Nk′/k
φ
× ∪ inv∼
The first three columns of this diagram commute because of the functoriality of cup product,
φ, and the norm maps. It therefore only remains to prove commutativity of the last two
columns, and this is the content of Proposition C.0.2.
Finally, we turn to the global setting. That is, suppose that k′/k is a finite extension
of global fields, and let G′ be a commutative k′-group scheme of finite type, and G :=
Rk′/k(G
′). Then we have the usual adelic pairing (that is, cupping everywhere locally and
then adding the invariants)
Hi(Ak, G)×H
2−i(Ak, Ĝ)→ Q/Z,
and similarly for Ak′ and G′. The next result says that these two pairings are compatible
via φ and Nk′/k.
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Proposition C.0.4. If k′/k is a finite extension of global fields, G′ is a commutative k′-
group scheme of finite type, and G := Rk′/k(G′), then the diagram
Hi(Ak, G) H
2−i(Ak, Ĝ) Q/Z
Hi(Ak, G) H
2−i(Ak,Rk′/k(Ĝ′))
Hi(Ak′ , G
′) H2−i(Ak′ , Ĝ′) Q/Z
×
φ φ
Nk′/k
×
(C.0.3)
commutes. Further, if k′/k is separable, then all of the vertical maps in this diagram are
isomorphisms.
Proof. The latter assertion about all of the maps being isomorphisms in the separable case
is a consequence of our general observations at the beginning of this section about the maps
φ and NX′/X being isomorphisms when f is étale. So we concentrate on the commutativity
of (C.0.3).
We will reduce this commutativity to a purely local question. Recall that for a finite
extension L/F of fields (or even a finite free map of rings) we have the norm map NL/F :
RL/F (Gm)→ Gm given functorially on F -algebras R by the norm map (L⊗F R)× → R×.
For each place v of k, we have a diagram:
Hi(kv, G) H
2−i(kv, Ĝ) H
2(kv ,Gm) Q/Z
Hi(kv, G) H
2−i(kv,Rk′/k(Ĝ′)) H
2(kv ,
∏
v′|v
Rkv′/kv(Gm))
∏
v′|v
Hi(kv′ , G
′)
∏
v′|v
H2−i(kv′ , Ĝ′)
∏
v′|v
H2(kv′ ,Gm)
∏
v′|v
Q/Z
× ∪ inv∼
×
φ
Nk′/k
φ
∪
∏
v′|v Nkv′/kv
∏
v′|v φv′
× ∪
∏
v′|v invv′
∼
∑
v′|v
(C.0.4)
Here all products are over the places v′ of k′ lying above v. Since the adelic pairings are
obtained by cupping at each place of k (respectively k′) and then adding the invariants,
diagram (C.0.3) breaks up into a diagram for each place v as above, and the above diagram
breaks up factor by factor into a diagram for each place v′ above v. The proposition
therefore follows from Proposition C.0.3.
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Appendix D
Cohomology and Direct Limits
The goal of this appendix is to show that fppf cohomology behaves well with respect to
direct limits, a fact that we use repeatedly in various arguments. More precisely, we have
the following result.
Proposition D.0.1. Let {Xλ} be a filtered inverse system of quasi-compact quasi-separated
schemes with affine transition maps πλ′,λ : Xλ′ → Xλ whenever λ′ ≥ λ. For each λ, let Fλ
be an fppf abelian sheaf on Xλ, and suppose that we are given compatible (in the obvious
sense) transition maps π∗λ′,λFλ → Fλ′ for λ
′ ≥ λ.
For X := lim
←−
Xλ, and the direct limit F of the pullbacks of all of these sheaves to X,
the natural map
lim
−→
Hi(Xλ,Fλ)→ H
i(X,F )
of fppf cohomology groups is an isomorphism.
A version of this result is proved in the context of very general topoi in [SGA4II, Exp.VI,
§5]; the proof we give here is a concrete version of that general argument.
Proof. We first treat degree 0 by a direct argument. Any fppf cover of a quasi-compact
and quasi-separated scheme U admits a finite refinement {Ui} with each map Ui → U
quasi-compact and quasi-separated, and so all finite fiber products among the Ui’s are
quasi-compact over U . This is the key point.
Let G be the presheaf G (U) = lim−→Fλ(U) whose sheafification G
+ is lim−→Fλ. Since
{Fλ} is filtered, we see that if a flat locally finitely presented map U → X is quasi-compact
and quasi-separated, and if U = {Ui} is an fppf cover of U by finitely many U -schemes Ui
that are quasi-compact and quasi-separated over U , then G (U) = Hˇ0(U ,G ). Such covers
U are cofinal among fppf covers of U , so the first step of the sheafification process for G
does not change the values on quasi-compact and quasi-separated X-schemes U . Hence,
the second step of the sheafification process does not change the values on such objects U .
By taking U = X, we get the desired result in degree 0.
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Since filtered direct limits commute with finite products and any fppf cover of X admits
a finite refinement U = {Ui} such that all finite products among the Ui’s are quasi-compact
and quasi-separated, it follows from the degree-0 case that for a cofinal system of covers
U , Hˇ•(U , ·) commutes with filtered direct limits. By the theorem on exchange of iterated
filtered limits, we conclude that Hˇ•(X, ·) also commutes with filtered direct limits. It is not
true in general that Čech cohomology agrees with fppf cohomology, but we have a spectral
sequence
Ep,q2 = Hˇ
p(X,Hq(F ))⇒ Hp+q(X,F ).
Thus, the problem of moving filtered direct limits through Hn(X,F ) is reduced to that
of the Ep,q2 -terms for p + q = n. Since E
0,n
2 = 0, we may suppose q < n. We also have
En,02 = Hˇ
n(X,F ), so we may suppose p > 0. This settles n = 1, and we may then carry
out an induction to handle all n > 1 (with an inductive hypothesis that is quantified over
all quasi-compact and quasi-separated flat and locally finitely presented X-schemes).
Let us discuss how Proposition D.0.1 applies in the context of our work. Suppose that
we have {Xλ} and X as in the result, and are given a finitely presented X-group scheme
G . Then G descends to compatible finitely presented group schemes Xλ-group schemes Gλ
for all sufficiently large λ, and any fppf X-scheme U descends to a compatible system of
fppf Xλ-schemes Uλ for all sufficiently large λ. Further, any element g ∈ G (U) descends to
compatible elements gλ ∈ Gλ(Uλ), and any two such gλ, gλ′ become the same under pullback
to some Uλ′′ .
We therefore have G = lim−→π
∗
λGλ as sheaves, where πλ : X → Xλ is the natural map. In
contrast, if we consider the sheaf for the étale topology represented by a non-étale group
scheme then the pullback sheaf under a non-étale map is generally not represented by the
corresponding base change of the given group scheme. By Proposition D.0.1, it follows that
Hi(X,G ) = lim
−→
Hi(Xλ,Gλ).
The same reasoning applies in many situations where we will use implicitly that coho-
mology behaves well with respect to suitable direct limits. For example, by very similar
reasoning we have Hi(X, Ĝ ) = lim
−→
Hi(Xλ, Ĝλ) where the functor (̂·) = H om(·,Gm) de-
notes the Gm-dual of an fppf group scheme. This dual is generally not represented by an
X-scheme, but it is “locally of finite presentation” as a functor, and that is what matters
for the preceding limit considerations to be applicable.
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Appendix E
Compatibility Between Čech and
Derived Functor Constructions
This appendix proves the compatibility between certain constructions for Čech and derived
functor cohomology, and especially between two constructions of connecting maps in co-
homology. This compatibility is used in order to prove results on the agreement between
Čech and derived functor cohomology (Propositions 2.9.8 and 2.9.11), as well as to prove
Theorem 1.2.9, since the pairings between the Tate-Shafarevich groups are defined in terms
of Čech cocycles.
E.1 Edge maps
Let X be a scheme, F an abelian sheaf for a Grothendieck topology on X (we need the
fppf and étale topologies), and U a cover of X. For the Čech cohomology groups Hˇi(U ,F ),
the Čech-to-derived functor spectral sequence yields canonical edge maps
Hˇi(U ,F )→ Hi(X,F ) (E.1.1)
for all i. Our goal in this appendix is twofold: to show that a natural direct way of
constructing such maps (without appeal to spectral sequences) coincides with these edge
maps, and to show that connecting maps on pieces of Čech cohomology are compatible
(via the canonical Čech-to-derived maps (E.1.1)) with connecting maps for derived functor
cohomology. Both of these compatibilities are extremely useful, but surprisingly there does
not seem to be a discussion of either of them in any standard (or other) reference.
We begin by discussing a useful more direct construction of the edge maps; this will
be used in our discussion of compatibility for connecting maps. Let I • be an injective
resolution of F . The Čech complex of sheaves C •(U ,F ) is also a resolution of F , so there
is a map of such resolutions C •(U ,F ) → I • that is unique up to homotopy. Passing to
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global sections, this induces canonical maps (independent of all choices) f iU ,F : Hˇ
i(U ,F )→
Hi(X,F ) for all i.
Proposition E.1.1. The map f iU ,F coincides with the edge map (E.1.1) for all i.
Proof. (O.Gabber) Let us keep the notation above. We will suppress the U subscript
for notational simplicity. The Čech-to-derived functor spectral sequence is the spectral
sequence associated to the double complex
K := Γ(C •(I •)),
where Γ(·) denotes the functor Γ(X, ·). For the reader’s convenience, let us define this
“double complex” and state our conventions for the total complex tot(K) of K.
By definition, Kp,q := Γ(C p(I q)) with horizontal differentials given along the qth row
by the Čech differentials and vertical differentials in the pth column induced by applying
C p to the complex I q. Note that this is a commuting diagram (so not the standard anti-
commuting condition in the definition of “double complex”); i.e., the following diagram
commutes for all p, q:
Γ(C p(I q+1)) Γ(C p+1(I q+1))
Γ(C p(I q)) Γ(C p+1(I q))
∂p,q+1hor
∂p,qver
∂p,qhor
∂p+1,qver
The total complex tot(K) of K is the cochain complex defined by
(tot(K))n :=
⊕
p+q=n
Γ(C p(I q)),
with differential given on Kp,q by ∂p,qhor + (−1)
p∂p,qver.
The edge map from Hˇn(X,F ) to the nth cohomology of tot(K) (which is the abutment
of the spectral sequence) is defined by the edge map
g : Γ(C •(F ))→ tot(K)
defined in degree n by the map
C n(F )(X) =
∏
i0...in
F (Ui0...in)→ K
n,0 =
∏
i0...in
I 0(Ui0...in)
induced by the inclusion F →֒ I 0. That this is a map of cochain complexes follows from
the fact that the differential I 0 → I 1 kills F .
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The nth homology of the total complex of K is identified with Hn(X,F ) in the following
manner. We have an edge map
f2 : Γ(I
•)→ tot(K)
defined in degree n by the restriction map I n(X) → K0,n =
∏
i I
n(Ui). That this is a
map of cochain complexes follows from the fact that the Čech complex associated to I n is
a complex (and in particular, a complex at the term
∏
i I
n(Ui)). When constructing the
Čech-to-derived functor spectral sequence, one shows that this map is a quasi-isomorphism
(the main point being that each C p(I ) is flasque for an injective abelian sheaf I ), thereby
identifying the homology of tot(K) with the derived functor cohomology of F .
Now we bring in the map (unique up to homotopy) h : C •(F ) → I • of resolutions of
F . Consider the double complex
K ′ := Γ(C •(C •(F )))
(same conventions as before). We have a commutative diagram
Γ(C •(F )) tot(Γ(C •(C •(F )))) Γ(C •(F ))
Γ(C •(F )) tot(Γ(C •(I •))) Γ(I •)
e′
e′′
f1
g
f2
of cochain complexes, where (i) the lower horizontal maps are the “edge maps” defined
above and the upper horizonal maps are defined analogously using the Čech resolution of
F in place of the injective resolution I •, and (ii) the middle and right vertical maps are
induced by the map of resolutions h : C •(F )→ I •.
Our task is to show that f2 ◦ f1 and g induce the same maps on cohomology in each
degree, so by commutativity of the diagram it suffices to show that e′ and e′′ are homotopic.
For the reader’s convenience, let us write out formulas for all of the relevant maps.
First, Γ(C n(F )) =
∏
i0...in
F (Ui0...in), and for σ ∈ Γ(C
n(F )), we have
(∂σ)(i0, . . . , in+1) =
n+1∑
r=0
(−1)rσ(i0 . . . îr . . . in+1)|Ui0...in+1
where the notation means that the index ir is omitted. The group
K ′p,q = Γ(C p(C q(F ))
is naturally identified with
∏
i0...ipj0...jq
F (Ui0...ipj0...jq). The vertical and horizontal differ-
entials at the (p, q)-entry are
(∂p,qhorσ)(i0, . . . , ip+1, j0, . . . , jq) =
p+1∑
r=0
(−1)rσ(i0, . . . , îr, . . . , ip+1, j0, . . . , jq)|Ui0...ip+1j0...jq ,
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(∂p,qverσ)(i0, . . . , ip, j0, . . . , jq+1) =
q+1∑
r=0
(−1)rσ(i0, . . . , ip, j0, . . . , ĵr, . . . , jq+1)|Ui0...ipj0...jq+1 .
The total complex tot(K ′) of K ′ is therefore given by
(tot(K ′))n =
⊕
p+q=n
K ′p,q =
⊕
p+q=n
Γ(C n+1, (F ))
with differential given on K ′p,q by ∂p,qhor + (−1)
p∂p,qver.
The edge maps are defined as follows for σ ∈ Γ(C n(F )): e′(σ)p,q = 0 for q > 0,
e′′(σ)p,q = 0 for p > 0, and for any n ≥ 0 we define
e′(σ)n,0(i0, . . . , in, j0) = σ(i0, . . . , in)|Ui0...inj0 ,
e′′(σ)0,n(i0, j0, . . . , jn) = σ(j0, . . . , jn)|Ui0j0...jn .
Let us now define our homotopy H. Let H : Γ(C n+1(F )) → (tot(K ′))n be defined to
have its component map into the (p, n − p)-factor (tot(K ′))p,n−p = Γ(C n+1(F )) given by
multiplication by (−1)p. Then one checks that for p, q ≥ 0 with p + q = n, as elements of
the factor F (Ui0...ipj0...jq) of Γ(C
n+1(F )) we have
(H∂σ)p,q(i0, . . . , ip, j0, . . . , jq) = (−1)
p∂σ(i0, . . . , ip, j0, . . . , jq)
= (−1)p
p∑
r=0
(−1)rσ(i0, . . . , îr, . . . , ip, j0, . . . , jq)
+(−1)p
q∑
r=0
(−1)r+p+1σ(i0, . . . , ip, j0, . . . , ĵr, . . . , jq)
=
p∑
r=0
(−1)p+rσ(i0, . . . , îr, . . . , ip, j0, . . . , jq)
+
q∑
r=0
(−1)r+1σ(i0, . . . , ip, j0, . . . , ĵr, . . . , jq)
(suppressing the evident restriction to Ui0...jq for all terms in the sums), and
(∂Hσ)p,q(i0, . . . , ip, j0, . . . , jq) =
p∑
r=0
(−1)rH(σ)p−1,q(i0, . . . , îr, . . . , ip, j0, . . . , jq) +
(−1)p
q∑
r=0
(−1)rH(σ)p,q−1(i0, . . . , ip, j0, . . . , ĵr, . . . , jq)
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(again suppressing notation for restriction to Ui0...jq) with the first summand only appearing
if p > 0 and the second appearing only if q > 0. This final expression is equal to
−
p∑
r=0
(−1)p+rσ(i0, . . . , îr, . . . , ip, j0, . . . , jq)−
q∑
r=0
(−1)r+1σ(i0, . . . , ip, j0, . . . , ĵr, . . . , jq)
with the same suppression of notation for restriction maps and the same caveat that the
first (resp. second) summand appears only when p > 0 (resp. q > 0).
It is now a straightforward calculation with the definitions and inspection of the (p, q)-
component of the output in each of the four cases (i) p, q > 0, (ii) p > 0, q = 0, (iii)
p = 0, q > 0, (iv) p = q = 0 that (after much cancellation) we have
∂H +H∂ = e′′ − e′.
Hence, H is a homotopy between e′ and e′′.
E.2 Connecting maps
Now consider a short exact sequence
0 −→ F ′
j
−→ F
π
−→ F ′′ −→ 0
of abelian sheaves for a Grothendieck topology on X (such as the fppf or étale topologies,
which are all we shall need). For a cover U of X, consider a Čech cocycle αˇ ∈ Zˇi(U ,F ′′)
that happens to lift to a cochain βˇ ∈ Cˇi(U ,F ). Of course, in general no such lift will exist;
we only consider αˇ admitting such a lift.
Define a cocycle γˇ ∈ Zˇi+1(U ,F ′) via the snake lemma procedure. That is, since π(dβˇ) =
dαˇ = 0, there is a unique cochain γˇ ∈ Cˇi+1(U ,F ′) such that j(γˇ) = dβˇ. The cochain γˇ is
a cocycle because j(dγˇ) = d2βˇ = 0 and ker j = 0.
Proposition E.2.1. Letting [c] denote the derived-functor cohomology class arising from a
Čech cocycle cˇ via the edge map (E.1.1), for αˇ and γˇ as considered above, we have δ([α]) =
[γ] for the connecting map δ : Hi(X,F ′′)→ Hi+1(X,F ′).
The main step in the proof is a general homological lemma. We use the convention that
all complexes have ascending degree and that for any complex C• concentrated in degree
≥ 0, H0(C•) := ker(d0 : C0 → C1) denotes the homology of C• upon augmenting by 0.
Lemma E.2.2. Consider left-exact sequences of complexes
0 −→ C ′•
jC−→ C•
πC−→ C ′′•
0 −→ I ′•
jI−→ I•
πI−→ I ′′•
207
in an abelian category, with each complex concentrated in non-negative degree and exact in
positive degree. Assume I ′•, I•, and I ′′• are complexes of injectives.
For any commutative diagram of degree-0 kernels
0 H0(C ′) H0(C) H0(C ′′)
0 H0(I ′) H0(I) H0(I ′′)
jC
g′
πC
g g′′
jI πI
(E.2.1)
in which the horizontal maps are those induced by the sequences of complexes above, there
is a commutative diagram of complexes
0 C ′• C• C ′′•
0 I ′• I• I ′′•
jC
f ′
πC
f f ′′
jI πI
inducing diagram (E.2.1).
In the special case when both given left-exact sequences of complexes are short exact,
this lemma is in every reference on homological algebra. But to our surprise, the preceding
version with just left-exactness does not seem to be in any reference.
Proof. We use the method of “chasing members” that permits us to make arguments in
general abelian categories using notation as if working in the category of abelian groups;
see [Mac, Ch.VIII, §4] for a discussion of this technique and its application to prove the
snake lemma in a general abelian category. This method is used here so that we may chase
diagrams and present a proof that is actually comprehensible (to the author, as well as to
the reader!).
It is a standard fact in homological algebra that we may construct f ′ : C ′• → I• inducing
g′ on H0’s, but for the convenience of the reader we now recall how this is proved, since
the method involves arguments that will be adapted to construct the map of complexes f
(compatibly with f ′) and then f ′′ (compatibly with f). First, let f ′0(c′) = g′(c′) ∈ H0(I ′) ⊂
I ′0 for c′ ∈ H0(C ′) ⊂ C ′0. By injectivity of I ′0, this extends to a map f ′0 : C ′0 → I ′0. In
general, for n > 0 we assume that f ′m has already been constructed for m < n so that the
diagram of complexes commutes up to degree n−1, and we shall now inductively construct
f ′n to satisfy df ′n−1 = f ′nd.
First, we define f ′n on dC ′n−1 by setting f ′n(dc′) := df ′n−1(c′) for c′ ∈ C ′n−1. Assuming
that this is well-defined, we may use injectivity of I ′n to extend this to a map f ′n : C ′n → I ′n
that satisfies the desired property by construction. To show well-definedness, we must check
that if c′ ∈ C ′n−1 satisfies dc′ = 0, then df ′n−1(c′) = 0. If n = 1 then by design f ′0 carries
c′ to a cocycle in I ′0, so we get what we want. Next suppose n > 1, so C ′• is exact at C ′n−1
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by hypothesis. Hence, c′ = db′ for some b′ ∈ C ′n−2. But then df ′n−1(c′) = df ′n−1(db′) =
d2f ′n−2(b′) = 0, as desired, completing the construction of f ′.
Next we construct f . We once again do this inductively. Let us first construct f0.
We need f0 to satisfy f0jC(c′) = jIf ′0(c′) for c′ ∈ C ′0 and f0(c) = g(c) for c ∈ H0(C).
Assuming that these yield a well-defined map on the span of H0(C) and jC(C ′0) inside
C0, by injectivity of I0 it extends to a map f0 : C0 → I0 with the desired properties.
For well-definedness, we need to check that if c′ ∈ C ′0 satisfies djC(c′) = 0 (i.e., c :=
jC(c
′) ∈ H0(C)), then necessarily jIf ′0(c′) = gjC(c′). Note first that c′ ∈ H0(C ′) because
jC(dc
′) = djC(c
′) = 0 (and ker jC = 0). Since gjC(c′) = jIg′(c′) (as (E.2.1) commutes) and
g′(c′) = f ′0(c′) inside I ′0 ⊃ H0(I) by design of f ′0, the well-definedness is proved.
We now construct fn for n > 0 inductively, assuming that the maps {fm}m<n have
been constructed satisfying all required commutativity properties. The two properties that
we need fn to satisfy are
• fn(dc) = dfn−1(c) for c ∈ Cn−1,
• fnjC(c
′) = jIf
′n(c′) for c′ ∈ C ′n.
We want to simply declare fn to satisfy these two properties on the span of jC(C ′n) and
d(Cn−1) inside Cn. Assuming that this is well-defined, injectivity of In implies that fn
extends to a map Cn → In that has the required properties. To check well-definedness,
consider the following commutative diagram (in which the phantom map fn is yet to be
defined):
C ′n−1 C ′n
Cn−1 Cn
I ′n−1 I ′n
In−1 In
d
f ′n−1
jC
f ′n
jC
d
fn−1
fn
d
jI jI
d
(E.2.2)
We need to show for c ∈ Cn−1, c′ ∈ C ′n satisfying dc = jC(c′) that dfn−1(c) = jIf ′n(c′).
First, we claim c′ = db′ for some b′ ∈ C ′n−1. By exactness of C ′• at C ′n (as n > 0), it
suffices to show that dc′ = 0. But jCd(c′) = djC(c′) = d2c = 0, so since jn+1C is an inclusion,
we see that dc′ = 0 as desired. Our problem can now be recast in terms of b′ ∈ C ′n−1
such that dc = djC(b′): we claim that dfn−1(c) = jIf ′ndb′. Since c differs from jC(b′) by
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a cocycle, and both the hypothesis and the desired conclusion are additive in c and b′, it
suffices to treat the cases when either c = jC(b′) or dc = 0 and b′ = 0. That is, we want to
show dfn−1jC(b′) = jIf ′ndb′ for b′ ∈ C ′n−1 and dfn−1(c) = 0 when dc = 0.
The first of these follows from the commutativity of (E.2.2). For the second, we have
two subcases, n = 1 and n > 1. If n = 1, then f0 maps H0(C) into H0(I) (via g) by design,
so we have what we need. If n > 1, then C• is exact at Cn−1, so c = db for some b ∈ Cn−2.
Therefore, dfn−1(c) = dfn−1d(b) = d2fn−2(b) = 0. This completes the construction of f .
Finally, we construct f ′′, once again proceeding inductively. The construction of f ′′0
will slightly differ from that of f0 because ker πC 6= 0 (in contrast with ker jC), though it
will still use the commutativity of (E.2.1). Carrying out the usual procedure to try to make
a well-defined construction on the span of πC(C0) and H0(C ′′) inside C ′′0 (and then using
that I ′′0 is injective), we just have to show that if c ∈ C0 satisfies c′′ := πC(c) ∈ H0(C),
then πI(f0(c)) = g′′(c′′).
Since πC(dc) = dπC(c) = dc′′ = 0 (as c′′ ∈ H0(C ′′) by assumption), we have dc = jC(c′)
for some c′ ∈ C ′1 by left-exactness. Then jC(dc′) = djC(c′) = d2c = 0, so the vanishing
of ker jC in all degrees yields that dc′ = 0. By exactness of C ′• in all positive degrees, it
follows that c′ = db′ for some b′ ∈ C ′0, so
dc = jC(c
′) = jC(db
′) = djC(b
′).
In other words, b := c− jC(b′) ∈ H0(C), so f0(b) = g(b) by design of f0. Thus,
πI(f
0(c)) = πI(f
0(jC(b
′) + b)) = πI(f
0(jC(b))) + πI(g(b)) = πI(jI(f
′0(b))) + πI(g(b))
(as f ◦ jC = jI ◦ f ′ by construction). But πI ◦ jI = 0, and the commutativity of (E.2.1)
gives that πI(g(b)) = g′′(πC(b)). Hence, πI(f0(c)) = g′′(πC(b)), so we want to show that
g′′(πC(b)) = g
′′(c′′). By definition, c′′ = πC(c). Since πC(c) = πC(jC(b′) + b) = πC(b) (as
πC ◦ jC = 0), the construction of f ′′0 is complete.
Now suppose that n > 0 and that {f ′′m}m<n has been constructed satisfying all desired
properties. The requirements on f ′′n are:
• f ′′n(dc′′) = df ′′n−1(c′′) for c′′ ∈ C ′′n−1,
• f ′′nπC(c) = πIf
n(c) for c ∈ Cn.
Once again we want to define f ′′n to satisfy these on the span of d(C ′′n−1) and πC(Cn)
inside C ′′n. Assuming this is well-defined, we can use the injectivity of I ′′n to extend f ′′n
to a map C ′′n → I ′′n (again denoted f ′′n) that meets our needs. It therefore only remains
to check this well-definedness.
We need to show that if members c′′ ∈ C ′′n−1 and c ∈ Cn satisfy dc′′ = πC(c), then
df ′′n−1(c′′) = πIf
n(c). We first claim that c = db+ jC(c′) for some b ∈ Cn−1, c′ ∈ C ′n. This
follows from a diagram chase in the following commutative diagram with exact rows and
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columns, using the fact that πC(c) ∈ d(C ′′n−1):
C ′n C ′n+1 C ′n+2
Cn−1 Cn Cn+1 Cn+2
C ′′n−1 C ′′n C ′′n+1
jC jC
d
πC πC
d
Namely, πC(dc) = dπC(c) ∈ d2(C ′′n−1) = 0, so dc = jC(b′) for some b′ ∈ C ′n+1. Necessarily
db′ = 0 since jC(db′) = djC(b′) = d2c = 0 and ker jC = 0, so b′ = dc′ for some c′ ∈ C ′n
since C ′• is exact in positive degrees. It follows that djC(c′) = jC(dc′) = jC(b′) = dc, so
c−jC(c
′) ∈ ker dn = imdn−1, which is to say c = db+jC(c′) for some b ∈ Cn−1 and c′ ∈ C ′n,
as desired.
With c now expressed in the asserted form db+ jC(c′), the hypothesis linking c′′ and c
can be rewritten as dc′′ = πC(db) = dπC(b) (since πC ◦ jC = 0), and the desired conclusion
can be rewritten as
df ′′n−1(c′′)
?
= πIf
n(db+ jC(c
′)) = dπIf
n−1(b) + πIjIf
′n(c′) = dπIf
n−1(b)
since πI ◦ jI = 0. In other words, c′′ − πC(b) ∈ ker dn−1C′′ and we want to show that
f ′′n−1(c′′) − πIf
n−1(b) ∈ ker dn−1I′′ . But πIf
n−1 = f ′′n−1πC , so the desired conclusion says
f ′′n−1(c′′ − πC(b)) ∈ ker d
n−1
I′′ . Hence, it suffices to show that f
′′n−1 carries ker dn−1C′′ into
ker dn−1I′′ . If n = 1 then we use that f
′′0 carries H0(C ′′) into H0(I ′′) (via g′′) by design. If
n > 1 then by exactness of C ′′• and I ′′• in positive degrees, it is the same to show that
f ′′n−1 carries imdn−2C′′ into imd
n−2
I′′ . But this is obvious because f
′′n−1d = df ′′n−2. This
completes the construction of f ′′ and the proof of the lemma.
We may now complete the proof of Proposition E.2.1. By standard homological algebra,
we may construct a short exact sequence of complexes
0 −→ I ′• −→ I • −→ I ′′• −→ 0
such that I ′•,I •,I ′′• are injective resolutions of F ′,F ,F ′′ respectively, and such that
the maps on 0th homologies are the given maps between these sheaves. For the left-exact
sequence of Čech complexes
0 −→ C •(U ,F ) −→ C •(U ,F ′) −→ C •(U ,F ′′),
Lemma E.2.2 inserts it into a commutative diagram of complexes
0 C •(U ,F ) C •(U ,F ′) C •(U ,F ′′)
0 I ′• I • I ′′• 0
This yields a commutative diagram
0 Γ(X,C •(U ,F )) Γ(X,C •(U ,F ′)) Γ(X,C •(U ,F ′′))
0 Γ(X,I ′•) Γ(X,I •) Γ(X,I ′′•) 0
(E.2.3)
(exactness at the right on the bottom due to the injectivity of the sheaves I ′n). The
connecting map in derived functor cohomology is obtained by applying the snake lemma
construction to the bottom sequence in this diagram, and the snake lemma construction
between the top and bottom sequences is compatible. Thus, Proposition E.2.1 follows
immediately upon applying Proposition E.1.1.
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Appendix F
Characteristic 0
Here we include a short discussion of how the proofs of our main results must be modified
in characteristic 0 (that is, for p-adic and number fields). Our goal is not to give full proofs,
or even too many details, but rather to indicate how these arguments generally go, and
why they are typically much simpler.
Definition F.0.1. Let S be a scheme, and let F : Sch/S → Ab be a contravariant functor
from the category of S-schemes to the category of abelian groups. Then F is said to
be locally of finite presentation if for every filtered directed system {Xi = Spec(Ri)} of
S-schemes that are affine, the canonical map lim
−→i
F (Ri)→ F (lim−→i
Ri) is an isomorphism.
All of the sheaves that we deal with in this work are locally of finite presentation. The
reason for the terminology is that if F is represented by an S-scheme X, then X is locally
of finite presentation over S precisely when F is locally of finite presentation [EGA, IV3,
Prop. 8.14.2].
Let us remark that we may replace fppf with étale cohomology in all of our results in
characteristic 0. This actually doesn’t change the content, thanks to the following proposi-
tion.
Proposition F.0.2. Let k be a perfect field, and let F be an fppf abelian sheaf on the
category of all k-schemes. Assume that F is locally of finite presentation. (See Definition
F.0.1.) Then the natural map
Hie´t(k,F ) → H
i
fppf(k,F )
is an isomorphism.
Proof. For any finite Galois extension L/k, we have the Leray spectral sequence
Ei,j2, L = H
i(Gal(L/k),Hjfppf (L,F )) =⇒ H
i
fppf(k,F ),
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and similarly for étale cohomology. Since k is perfect, k = lim
−→
L, where the limit is over all
finite Galois extensions L/k contained in k. Taking the directed limit over all such L, and
using Proposition D.0.1 and the fact that F is locally of finite presentation, we obtain a
spectral sequence
Ei,j2, fppf = H
i(Gal(k/k),Hjfppf(k,F )) =⇒ H
i
fppf(k,F ),
and similarly for étale cohomology. It therefore suffices to show that Ei,j2, fppf = E
i,j
2, e´t for
all i, j. This is obvious for j = 0. For j > 0, we in fact have Ei,j2, fppf = E
i,j
2, e´t = 0.
Indeed, Hjfppf(k,F ) = H
j
e´t(k,F ) = 0 for j > 0 because H
0(k,F ) is an exact functor on the
categories of fppf or étale abelian sheaves on Spec(k), since any fppf or étale cover of Spec(k)
may be refined by the trivial cover Spec(k)→ Spec(k) due to the Nullstellensatz.
We also note that the topological issues that appear when stating Theorem 1.2.4 don’t
show up in characteristic 0. In fact, we have the following simpler statement.
Theorem F.0.3. Let k be a local field of characteristic 0, G an affine commutative k-group
scheme of finite type. Then H1(k,G) and H1(k, Ĝ) are finite, and the cup product pairing
H1(k,G) ×H1(k, Ĝ)→ H2(k,Gm)
∼
−→
inv
Q/Z
is perfect.
The proof proceeds via dévissage from the finite case, which is part of the classical
results of Poitou–Tate, [Ser2, §5, Prop. 14].
Let us also remark that the local Theorems 1.2.1-1.2.4 also hold for R and C if one
replaces ordinary cohomology with Tate cohomology.
Now we discuss how the arguments typically proceed in order to prove our main results
for an affine commutative G of finite type. One typically applies a dévissage from the
finite (necessarily étale!) case to reduce to the case when G is connected (and necessarily
smooth). Such G is of the form T × Gna for some k-torus T and some n ≥ 0. We are
therefore reduced to the cases when G is a torus or Ga. The proofs for tori are typically
the same as in the function field case, reducing to the case T = Gm by applying Lemma
2.1.3(iv) or by using the injection T →֒ Rk′/k(Tk′) for some finite separable extension k′/k
splitting T .
For Ga, on the other hand, the proofs are much simpler. Indeed, we have Hi(k,Ga) =
Hi(A,Ga) = 0 for all i > 0, since Ga is a quasi-coherent sheaf and the higher étale
cohomology of quasi-coherent sheaves on any affine scheme vanishes. Further, we have
Hie´t(k, Ĝa) = H
i
e´t(A, Ĝa) = 0 for all i, since Ĝa = 0 as an étale sheaf on these schemes
because Ga has no nontrivial characters over a reduced ring (as follows from Lemma 2.5.2).
So the cohomology of Ga and Ĝa (particularly H2(k, Ĝa)) is both simpler and easier to
compute.
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To prove Theorem 1.2.2 for G = Ga over a characteristic-0 local field k, for example,
one must show that kpro = 0. But this is clear, since k is divisible, hence has no nontrivial
finite quotients (since any such would be finite and divisible). Similarly, if k is a number
field, then kpro = 0, so in order to prove that the sequence in Theorem 1.2.8 is exact at
Ga(A), for example, one must show that Apro = 0, and this once again follows from the
fact that A is divisible.
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