Abstract. The Rational Krylov algorithm computes eigenvalues and eigenvectors of a regular not necessarily symmetric matrix pencil. It is a generalization of the shifted and inverted Arnoldi algorithm, where several factorizations with di erent shifts are used in one run. It computes an orthogonal basis and a small Hessenberg pencil. The eigensolution of the Hessenberg pencil approximates the solution of the original pencil. Di erent types of Ritz values and harmonic Ritz values are described and compared. Periodical purging of uninteresting directions reduces the size of the basis, and makes it possible to get many linearly independent eigenvectors and principal vectors to pencils with multiple eigenvalues. Relations to iterative methods are established.
1. Introduction and review. Let us assume that you have an eigenvalue problem, (A ? B)x = 0 ; (1.1) and that you want to compute a few eigenvectors x i associated with eigenvalues i in a region of the complex plane that may be close to some critical vibration frequences, interesting energy levels or a boundary of stability. The matrices are too large to be treated by standard similarity transformations, as can be found in the Lapack library 1], but we have a routine available for direct solution of linear systems with shifted coe cient matrices (A ? B), most often a sparse Gaussian LU-factorization.
Traditionally you would have two choices, either you apply inverse iteration with Rayleigh quotient shifts, this converges fast but needs several factorizations for each eigenvalue, or you factorize just once and run Lanczos or Arnoldi on the shifted and inverted problem, see 4, 7, 9] . The Rational Krylov algorithm 15, 16, 17, 18] is an attempt to combine the virtues of these two approaches, it iterates with several shifts j to build up one orthogonal basis from which approximations to several eigenvalues may be computed. You might remember that Krylov space methods, like Lanczos and Arnoldi, can be interpreted in terms of polynomials of the matrix operating on a starting vector, and that the rich theory of orthogonal polynomials can be used to explain their convergence behavior, see the exposition in 13]. In the Rational Krylov algorithm, we will use rational functions, r( ) = p j ( ) ( Any rational functions with the shifts 1 ; : : : ; j as poles and a numerator of degree j can be written in either of these ways, we only have to add terms with higher powers in the denominators to the second sum, if we have multiple poles. The zeros of the numerator will approximate the eigenvalues. A careful choice of shifts, i , gives a much faster convergence to eigenvalues close to these shifts. The rst form describes a sequential variant, where information gained up to step j determines the next shift j+1 , this will be the primary object of this exposition. The second form indicates how a parallel variant can be implemented, see 19] . In that variant, j shifted and inverted matrices with the predetermined shifts 1 : : : j are applied in parallel to the same starting vector, after which all the resulting vectors are used to span up a subspace where approximations are found. This way we get a jth degree polynomial after just one, albeit big, step. Rational functions are also natural in model reduction problems in Control theory, see the recent report by Gallivan, Grimme and Van Dooren 5] .
The outline of this contribution is as follows: In x2 we formulate the RKS algorithm and derive its basic recursion, much like in our earlier contributions. Then in x3, we will study di erent ways to get approximate eigenvalues and eigenvectors.
We give a general framework that covers all previously considered alternatives. It is described in terms of translated harmonic Ritz values, see Paige, Parlett and Van der Vorst 12] , which gives a good understanding of the relation between the di erent choices. One special translation described in x3.2.3 is an innovation, which gives us a safe continuation direction when a new shift j+1 has been determined. Up to now we have had to contend ourselves with ad hoc choices that now and then could lead us close to linear dependence in the basis.
In the course of the computation, the RKS algorithm adds vectors to the basis one at a time, but in x4 we describe how to remove uninteresting directions from the subspace doing implicit restart, much in the same way as described by Sorensen 21] for the Arnoldi algorithm. We will use a technique closely related to the locking and purging strategy described by Lehoucq and Sorensen 10] . In x5 we discuss how to choose shifts j . We start with a shift 1 at a place in the complex plane where we want to compute the eigenvalues. During the process, we will at certain steps use the information gathered while computing eigenvalue approximations, to determine a new shift closer to those eigenvalues we want to nd, weighing the gain of faster convergence against the cost of doing a sparse Gaussian elimination LU factorization. Recently Sleijpen and Van der Vorst 20] have proposed a Jacobi Davidson algorithm that gives just the right way to understand how iterative linear equation solvers should be applied to eigenproblems. It is closely related to our approach, and in x6, we show that one variant of RKS, where a new shift is used in every step, gives precisely the same subspaces as one variant of the Jacobi Davidson algorithm, where the iterative linear system solver in the inner iteration is run to convergence for each outer iteration.
In x7, we report numerical tests. We use a symmetric pencil from a nite element approximation of a membrane eigenvalue problem to illustrate how double eigenvalues are handled, and show how very few iterations may give remarkably accurate eigenvector approximations. We will also compute long sequences of eigenvalues of the notorious nonsymmetric Tolosa matrix 2].
The tests bear out some of the expectations raised by the theory. The use of several shifts j leads to fewer iteration steps j, but the added factorizations take time. The Rational Krylov approach comes to advantage, compared to shifted and inverted Arnoldi, when many eigenvalues are requested, as well as when the eigenvalue problem is nonsymmetric and ill conditioned. A new shift, closer to the eigenvalue sought, then leads to much faster convergence. Purging of vectors to decrease the basis size, increases the number of steps, but the orthogonalization gets faster when the basis is smaller. In symmetric and well behaved cases, the convergence rate remains linear, and it clearly pays o to do purging. In ill conditioned cases, the larger basis size appeared to be needed, it looked like the algorithm had to build up a su ciently large subspace, in order not to loose track of an evolving eigenvector approximation. For very large matrices, the extra cost of keeping a large basis is small, compared to the matrix vector operations, a rule of thumb may be to keep about the same number of vectors in the basis as there are nonzero elements in each row of the sparse factored matrix.
A word about notation: We let V j stand for a matrix with j columns, the rst j columns of V if nothing else is stated, A jk is a j k matrix, but we avoid subscripts when all rows or columns are referred to. Column j of the matrix V is v j and row k is, with a slight notational overkill, v T k . A superscript, like (j) , is used to distinguish the value at step j of a quantity that changes from step to step. We may actually choose an arbitrary j dimensional subspace of V j+1 , and use it as a trial space in a Ritz procedure. Let a basis of this trial space be V j+1 Q j+1;j , with Q j+1;j the leading j columns of a (j + 1) (j + 1) unitary matrix Q j+1 . Look at the basic recursion (2.2), and get
The Ritz values will now be found by computing eigenvalues of the leading j j block of the transformed (K; H) pencil (Q H j+1 K j+1;j ; Q H j+1 H j+1;j ).
Translated harmonic Ritz values. Let us specialize and take Q from
the QR factorization of a translation of H and K, say (K j+1;j ? H j+1;j ) = Q j+1 R j+1;j ;
where the choice of the translation parameter will be discussed in the following section x3.2.
Note that we can subtract a multiple of BV j+1 H j+1;j from the basic recur- is not a Krylov sequence. It is not even built up one column at a time, since there is a new matrix Q j+1 at each step j.
Let us, all the same, take the eigensolution of the square matrixH j;j , H j;j s i = s i i ; (3.3) precisely as in Arnoldi, to get the approximate eigenvalues (3.6) where the second equality (3.5) follows from the transformed basic recursion (3.2) and of the small eigenvalue problem (3.3) . Note that the residuals for all the approximate eigenvalues are in the same direction w j+1 , which is orthogonal to the trial space spanned by W j . Our approximations (j) can be interpreted if j+1 = j q j+1 = Q j+1 e j+1 if j+1 6 = j ; (3.11) where, in the second case, Q j+1 is obtained from the QR factorization, (K j+1;j ? j+1 H j+1;j ) = Q j+1 R j+1;j :
It might be interesting to note that the last element of this vector is zero, if the shift j+1 is chosen as one of the eigenvalues i of the small pencil (3.7). This is due to the fact that only the last element is nonzero in the last row of K j+1;j ? i H j+1;j , so the rst j ?1 Householder re ections, P 1 ; : : : ; P j?1 , in the QR factorization do not touch this last row. After these re ections, P j?1 P j?2 : : : P 1 (K j;j ? i H j;j ) is upper triangular, with a zero in the bottom right corner, provided that i is an eigenvalue of the pencil (K j;j ; H j;j ). The last re ection is then simply a transposition of the two last coordinates, and Q j+1 gets its bottom right element zero.
It is also evident from algebraic considerations, that we cannot simply continue with v j+1 when we have chosen a new shift as a Ritz value from the span of V j , since then the next rational function (1.2) will have a common factor in the numerator and denominator. See the earlier study 17]! 4. Purging and restart. Now look at the larger picture. We have a region in the complex plane where we want to compute the eigenvalues. We choose a shift 1 , somewhere inside that interesting region, and start adding new vectors v j to the basis using Algorithm RKS. We follow the approximate eigenvalues computed in step 25, and in principle we could go on until all the eigenvalues inside the interesting region had converged. However this may demand quite a bit too many basis vectors, and the trial subspace will also contain directions in the eigenvectors of eigenvalues outside the interesting region.
When the size j of the basis V j grows too large for comfort, divide it into two parts, the rst one containing all converged eigenvectors, and the second directions that we want to discard. Continue the iteration, keeping only the rst part in the basis. There are several ways of reordering T. We may run exact shift QR transformations, rst shifting with those eigenvalues that are candidates for purging and placing them in the bottom, but we prefer to do it from the top down, using RQ transformations, and rst get the converged eigenvalues as leading diagonal elements. We run this RQ iteration until no change is observed in the leading diagonal element, to make sure that the southwest block T j?j1 ;j1 really is zero to working accuracy.
Some care has to be exercised, see the analysis in 14], to avoid disorder. There it is shown that tiny small last elements in the eigenvectors cause disorder in the QR iteration. Consequently, in the RQ iteration, we must not take eigenvalues with a tiny rst component in their eigenvectors, i. e. such that are not represented in the starting vector. We can still get several linearly independent eigenvectors to a multiple eigenvalue. The rst time we use such a multiple eigenvalue as shift in the RQ iteration, we get the Schur vector that is represented in the starting vector, the second time we use the same shift, we get one more column in the Schur form, now with a vector that is represented in the second basis vector, and so on. See the careful discussion of this issue in 10]! We now multiply the basis V j from the right by the unitary matrix U j;j = U j;j1 U j;j?j1 ] of the Schur decomposition, and discard those vectors that correspond to the second block, U j;j?j1 . We are back at the basic recursion (2.2), now with a basis of lower dimension j 1 and can continue with the expressions in brackets as the new V j1 +1 , H j1 +1;j1 and K j1+1;j1 . Note that the last vector v j+1 is not changed during all these manipulations.
When purging occurs, it is natural to compute the continuation vector (3.11) after the purging step.
4.2. When to purge. We decide to purge and restart using the assumption that the Ritz values converge linearly with j. We had some feeling that if we kept more vectors, the values should converge in fewer steps, but our experiments have given remarkably linear convergence curves after an initial stage when the algorithm gathers information. We have to weigh the cost of computing a new basis, V j U j;j1 , see (4.2), which is n j j 1 ops, against the cost of keeping the j ? j 1 purgable vectors for another k steps, which is 4n(j ? j 1 )k ops, if one reorthogonalization is done in each step 23 of Algorithm RKS. We can count how many Ritz values there are inside and outside the region of interest, and so get a value of j 1 , the number of kept vectors, before we actually set about to do the purging. Remember that j always is so small that we can neglect all operations that do not involve vectors of length n. If we purge, the number of vectors will grow again, if nothing special happens until j is back at its original value, i.e. we run for k = (j ? j 1 ) steps before we are back at the same decision situation. Under these assumptions, it pays to purge when, We used this relation, and most often purged all but jkept of the unconverged values. Setting di erent values of this parameter jkept, we can steer how often a purge will be triggered. We continue this way, at each purge increasing the size of the converged block in the Schur form (4.1), until no more unconverged Ritz values are to be found in the region of interest, and then we ag the whole algorithm as converged.
Incidentally, when this purge is performed, those directions that correspond to converged Schur vectors will be placed in the beginning of the new basis V j U j;j1 , which means that the algorithm is continued on the matrix operator projected on the orthogonal complement of that space, picking up remaining Schur vectors that span up the maximal invariant subspaces of those eigenvalues of the pencil (1.1) that are multiple.
5. Choice of shifts. When we start running Algorithm RKS, we choose the rst shift somewhere in the region of the complex plane, where we want to get the eigenvalues computed. In many cases the region is larger in one direction than the other, as e. g. when we seek eigenvalues along the real or imaginary axis, we then start close to one end, and determine a direction that points into the region.
In principle we may then choose a new shift j in each step j, but in our practice it is better to keep the same shift j for several steps j. Each time we have a new shift, we have to compute a sparse Gaussian elimination factorization, P(A ? j B)Q = LU ; (5.1) the cost of which has to be weighed against continuing for a few more steps with the same shift. For large problems this factorization will be a dominating cost, and a good code from the respective application area should be used. In our tests we used the routine described by Gilbert, Moler and Schreiber 6] which is included in Matlab. If the new shift, j , is notably much closer to those eigenvalues we aim to compute than the old one was, it pays to make a new factorization (5.1).
We have simply chosen to set a parameter cstep, which tells us to wait until cstep eigenvalues have converged before we choose a new shift. Before we discard the current shift, we check that all eigenvalues that are behind it in the chosen direction have converged, this makes sure that the process runs in the chosen forward direction, and that no new copies of multiple eigenvalues will be left behind. When we decide to use a new shift j+1 , we take it as the mean of the cstep closest current forward Ritz values that have not yet converged. 6 . The Jacobi Davidson algorithm. We are now ready to show that one speci c choice of approximations and shifts in our Algorithm RKS gives the same sequence of subspaces as one speci c variant of the algorithm described by Sleijpen and Van der Vorst 20] . In Algorithm RKS, choose the standard Ritz values i , (3.9), as eigenvalue approximations in every step j, and use one of those as shift j+1 in the next step j + 1. In the Jacobi Davidson algorithm 20], choose the standard Ritz variant, and run the iterative linear system solver to completion in each outer iteration j.
The proof is by induction, the reader may need to have a description of Jacobi Davidson like 20] available, to follow the rest of this section.
First, assume that both algorithms are started with the same vector v 1 = w 1 . Then look at step j of both algorithms and let the basis W j be given.
The where the last QR factorization is the one used to determine continuation vector (3.11) when is the next shift. The next step of Algorithm RKS will add r = (A ? I) ?1 W j+1 q j+1 to the basis. This makes sure that any vector in (A ? I) ?1 W j , and consequently also (A ? I) ?1 u for the Ritz vector u (3.10) , is contained in the next subspace.
7. Two numerical examples. We have tested the Rational Krylov algorithm using Matlab4 on Sun Sparc, Hewlett Packard 700 series and IBM RS6000/590 workstations. The linear system computations in step 22 of Algorithm RKS were done with the sparse matrix option in Matlab4, see 6]! Reorthogonalization was done in step 23 whenever necessary, as described by Daniel, Gragg, Kaufman and Stewart 3], with the tolerance at the tight setting = p 2. We consistently observed precisely one reorthogonalization in each and every step, and refrained from relaxing the tolerance, after having had a few bad experiences when we did that. We took advantage of the complex arithmetic in Matlab, also when we had real matrices.
This setup is simple to program, but does not squeeze the maximum performance out of the machines. A .mex le implementation of the simple but heavy Gram Schmidt orthogonalization in step 23, which used the IBM ESSL 8] implementation of the Blas routines, ran about 10 times faster than our Matlab code for that step. We actually used it in the runs reported in the upper half of table 7, that is why it is faster than the lower half, where a smaller matrix is treated.
The test program was asked to compute all the eigenvalues in a rectangle in the complex plane with opposite corners given by the two complex numbers lb and ub. We chose the rst shift 1 at a point goal, close to one end of the region, and took a forward direction, pointing into the region. 
Settings
Resources In each step j, we computed Ritz values using the pencil (3.7), and agged them as converged when the quantity ! Our rst test example is a symmetric positive de nite pencil, describing a nite element model of a membrane. We used the numgrid and delsq routines from Matlab, slightly modi ed to get the 9 point stencil given by bilinear nite elements over a quadrilateral mesh.
We tried several shapes of membranes, and noted that the simplest square membrane gave the program some challenges, since it has many pairs of double eigenvalues. Here we choose to report runs on the standard L shaped membrane. It has some double eigenvalues; the rst pair is at 8 = 9 197. If we take the element size h = 1=64, we will get matrices of size n = 2945. We have varied the parameters discussed in the previous sections. First we xed the shift at goal = 0 all the time, this is shifted and inverted Arnoldi. In the next run we did purge as soon as the size j satis ed the condition (4.3) for some chosen values of jkept. The larger value, the more seldom did we purge and the larger dimensions j did our subspaces have. See the summary in table 7! It must be stressed that ours was not a highly optimized code, we ran Arnoldi simply by inhibiting purges and new shifts in our RKS code. Of the 112 seconds used in the rst line, we spent 87 to compute Ritz values etc, we actually solved the small eigenproblem (3.7) in every step j. steps jstep and vectors jmax are needed, but that the total timing is slightly worse due to the time needed for factorizations. Repeated purging, triggered by a smaller value of jkept, saves basis vectors for both methods, but we need more iteration steps j to get all eigenvalues in the interval.
It might be instructive to follow how the eigenvalue approximations converge. In gure 7.1 they are plotted with the time going upwards.
New shifts are marked with crosses (plus signs), and in this run we had cstep = 2, which placed the shifts just in the centers of pairs of eigenvalues. The time needed for the refactorizations shows up as empty space just below (before) the shift marks.
The reader has to take into account that the alignment is not perfect, the rst shift is at exact 0, and the pile of dots shown just to the right of 200 is actually the eigenvalue at 197. The pattern shown here is very typical, a new Ritz value comes in at each step, but it takes only one or two steps for it to stabilize, and then it stays. Look at the double eigenvalue at 197. The rst copy converges after 23 seconds, and is treated as converged in the purge at second 25. Then the second copy comes in from the left, see the two dark dots to the left of = 200 at second 24, and stays in the computation until it converges and is set aside in the purge at the 33 rd second. All its simple neighbors are then since long converged, but note that we have postponed the new shift at 300 until everything to the left of the previous shift at 213 has been agged as converged. A similar event occurs at the second double eigenvalue at 397, and after 58 seconds we have no more unconverged approximations to the left of ub = 500. We then start again with a random orthogonal vector and the projected matrix, and run until we are sure that no new Ritz values will be found in the region. After 10 steps, at second 62, the smallest Ritz value stabilizes at 516, and we expect no more to be found to the left of ub = 500.
We have plotted the sizes of the residual estimates in gure 7.2. When a new shift is introduced, the residuals corresponding to eigenvalues close to that new shift start dropping much faster. There is some confusion when the new copy of 197 comes in at second 24. The convergence is essentially linear when the shift is kept constant. This is quite a bit more evident in the Arnoldi run shown in gure 7.3. This is for jkept = 15, where two big purges are done at seconds 12 and 20. Our exact shift RQ algorithm for this needs many operations, and it shows in the timing here. A more economical scheme, as developed in 10], will be faster.
On the last 2 rows in the upper half of table 7, we show what happened when we computed the 49 eigenvalues smaller that 1000. Now RKS needs just one third as many steps as Arnoldi, that has quite a hard time of nding both copies of the last double eigenvalue at 997. Let us also report some runs on the test matrix Tolosa taken from 2]. It is typical for those matrices one obtains when calculating the stability of an aircraft structure, and for n = 2000, the size we tested, its spectrum is plotted in gure 7.4.
It took us 16 minutes on our fastest IBM to compute these exact eigenvalues. We just We report some tests on computing the 23 eigenvalues in the region bounded by ?750 < Re < ?650, 2200 < Im < 2400. See the summary in the bottom half of table 7! For the case with frequent purges, jkept = 5, we also show how the Ritz values converge in gures 7.5 and 7.6. The most notable di erence from the previous, symmetric, example is that we need to do quite a few steps before the rst eigenvalue converges, it happens at step j = 31 after 8 seconds. Then they will come in a few at a time, the shifts will be rather close and the starting approximations before a new shift is applied will be rather good. This is the main reason for the superiority or RKS over Arnoldi for this matrix. When we compare di erent frequencies of purging, we get a similar e ect as for the L membrane, but less pronounced. The case jkept = 10 ran slower than the other two, this is due to that it happened to need a full 9 steps after a restart with a random vector to decide that all eigenvalues are already found. It might be noted that Tolosa is a rather simpli ed test matrix, any more realistic example is expected to have more lled elements.
In this region all eigenvalues were simple. We also tested eigenvalues close to the origin which is a challenge since there is an eigenvalue with multiplicity 385 at plotted in gure 7.7. We plot our approximations as circles and the exact eigenvalues as dots. We got 12 copies of the multiple eigenvalue, all with nearly orthogonal vectors. After we had got all the distinct eigenvalues, we got one new copy every 5 to 7 steps, the purging makes sure that we all the time get new linearly independent eigenvectors. See the last line of table 7!
We also computed the spectrum up along the imaginary axis from goal = 0. In the beginning, we had to purge copies of ?12:098 that popped up, but later, when the shifts were further up along the imaginary axis, they ceased to appear and we could trot along as long as needed, all the time picking up a couple of eigenvalues for each shift. The essential one dimensionality of the spectrum, makes our heuristics for nding all eigenvalues work well for the Tolosa matrix.
