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A NONCONVENTIONAL ERGODIC THEOREM FOR
QUANTUM “DIAGONAL MEASURES”
FRANCESCO FIDALEO
Abstract. We extend the Nonconventional Ergodic Theorem for
generic measures by Furstenberg, to several situations of interest
arising from quantum dynamical systems. We deal with the diago-
nal state canonically associated to the product state (i.e. quantum
”diagonal measures”), or to convex combinations of diagonal mea-
sures for non ergodic cases. For the sake of completeness, we treat
also the Nonconventional Ergodic Theorem for compact dynami-
cal systems, that is when the unitary generating the dynamics in
the GNS representation is almost periodic. The Nonconventional
Ergodic Theorem allows in a natural way to determine the limit of
the three–point correlations, naturally relevant for the knowledge
of the ergodic properties of a dynamical system.
Mathematics Subject Classification: 46L55, 47A35, 37A55.
Key words: Noncommutative dynamical systems, Ergodic theory,
Multiple correlations.
1. introduction
The scope of the present paper is the generalisation to several situa-
tions arising from the non commutative setting, of the Nonconventional
Ergodic Theorem of H. Furstenberg relative to diagonal measures (cf.
[11, 12]) for classical ergodic dynamical systems. Namely, we prove
an ergodic theorem relative to possibly non invariant and non normal
states, which is the generalisation of Theorem 3.1 of [12] and Theorem
4.2 of [8]. We deal with ergodic cases, and non ergodic ones as well.
Let (A, α, ω) be a C∗–dynamical system based on the unital C∗–
algebra A, the automorphism α, and the invariant state ω. Sup-
pose that the support s(ω) of the state ω in the bidual A∗∗, is in
the centre Z(A∗∗). Notice that this condition is trivially satisfied in
the classical case. Let
(
Hω, πω, Uω,Ω
)
be the associated Gelfand–
Naimark–Segal (GNS for short) covariant representation. The C∗–
algebra M := πω(A)
′′ ⊗max πω(A)
′ acts in a natural way on Hω ⊗ Hω,
and on Hω. Then the vector state
A⊗ B ∈ πω(A)
′′ ⊗max πω(A)
′ 7→ 〈ABΩ,Ω〉
1
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is the quantum ”diagonal measure” corresponding to the product state
A⊗ B ∈ πω(A)
′′ ⊗max πω(A)
′ 7→ 〈AΩ,Ω〉〈BΩ,Ω〉 .
In addition, on M is naturally acting the automorphism
γ := Ad
U
k1
ω
⊗Ad
U
k2
ω
,
where k1, k2 ∈ Z are fixed integers. The product state is automatically
invariant under the action of β. Conversely, the diagonal measure is
in general, neither normal with respect to the product measure, nor
invariant with respect to the action of β. The nonconventional Ergodic
Theorem proved in the present paper concerns the study of the con-
vergence in the strong operator topology of the sequence of the Cesaro
means
(1.1)
1
N
N−1∑
n=0
Unk1ω XU
n(k2−k1)
ω
when X belongs to the norm closed linear subspace generated of πω(A)
′′
and πω(A)
′ in B(Hω). We treat the ergodic case, that is when U
n(k2−k1)
ω
is ergodic, and the non ergodic case, with the additional condition
(1.2) πω(A)
′ ∩ {Uk2−k1ω }
′ ⊂ Z(πω(A)
′′) ,
and some natural restrictions on the integers k1, k2 ∈ Z. Notice that
also (1.2) is automatically satisfied in the classical situation. The non
ergodic situation relies on reduction theory concerning the decompo-
sition of a state with central support in the bidual into states which
have still central support almost everywhere. Such a crucial result is
available only in the separable situation. Thus, we restrict the analysis
for the non ergodic situation, to separable C∗–dynamical systems.
The investigation of the limit of the Cesaro means in (1.1) provides
a nontrivial case for which the Entangled Ergodic Theorem (see [1], see
also [7, 10] and the references cited therein) holds true. All such results
concerning the behaviour of the Cesaro Means as before, allow us to
investigate in a natural way, the limit of the three–point correlations
for quantum dynamical systems. The reader is referred to [2, 8, 9,
10, 14] for the systematic treatment of the topic, and for a wide class
of interesting situations. We list below the situations relative to the
three–point correlations
(1.3)
{
1
N
N−1∑
n=0
ω
(
A0α
nk1(A1)α
nk2(A2)
)}
under consideration in the present paper:
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(i) the support s(ω) in the bidual A∗∗ is central, and ω is ergodic
for αk2−k1 (i.e. when Ωω is the unique invariant vector, up to
multiplication for a constant, for Uk2−k1ω );
(ii) for k1 = kl, k2 = (k+1)l, with central support s(ω) and πω(A)
′∩
{U lω}
′ ⊂ Zω, when A is separable.
For the sake of completeness, we also consider the case when
(iii) (A, α, ω) is compact (i.e. when Hω is generated by the eigen-
vectors of Uω) without any further restriction.
2. preliminaries
2.1. Notations. LetX , Y be linear spaces. The algebraic tensor prod-
uct is denoted by X⊙Y . If H and K are Hilbert spaces, the Hilbertian
tensor product, that is the completion ofH⊙K under the norm induced
by the inner product
〈x⊗ ξ, y ⊗ η〉 := 〈x, y〉〈ξ, η〉 ,
is denoted by H⊗K.
Let {Aα}α∈J ⊂ B(H) be a net consisting of bounded operators acting
on the Hilbert space H. If it converges to A ∈ B(H) in the weak or
strong operator topology, we write respectively
w−lim
α
Aα = A , s−lim
α
Aα = A .
Let U be a unitary operator acting onH. Consider the resolution of the
identity {EU(∆) : ∆ Borel subset of T} of U . Denote E
U
z := EU({z}).
Namely, EUz is nothing but the selfadjoint projection on the eigenspace
corresponding to the eigenvalue z of U in the unit circle T.
The unitary U is said to be ergodic if EU1 H is one dimensional. By
von Neumann Mean Ergodic Theorem, being U ergodic is equivalent
to the existence of a unit vector ξ0 ∈ H such that
lim
N→+∞
1
N
N−1∑
n=0
Unξ = 〈ξ, ξ0〉ξ0 , ξ ∈ H ,
or equivalently,
lim
N→+∞
1
N
N−1∑
n=0
〈Unξ, η〉 = 〈ξ, ξ0〉〈ξ0, η〉 , ξ, η ∈ H .
The unitary U is said to be almost periodic if H = HUap, H
U
ap being
the closed subspace consisting of the vectors having relatively norm–
compact orbit under U . It is seen in [14] that U is almost periodic if
and only if H is generated by the eigenvectors of U . The set σpp(U) of
all the eigenvalues of U is referred as the pure point spectrum.
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In the present paper we consider only unital C∗–algebras A with the
unity 1I ∈ A. For an algebra A, Z(A) denotes its centre. Let ϕ ∈ A∗
be a positive functional. Consider the GNS representation
(
Hϕ, πϕ,Φ
)
(cf. [20], Section I.9) canonically associated to ϕ. The centre of the
representation is defined as
Zϕ := πϕ(A)
′′ ∩ πϕ(A)
′ .
Denote s(ϕ) ∈ A∗∗ the support of the state ϕ in the bidual. It is
well known that s(ϕ) is central, that is s(ϕ) ∈ Z(A∗∗) if and only
if Φ is separating for πϕ(A)
′′, see e.g. [18], Section 10.17. Denote
M := πϕ(A)
′′. The commutant von Neumann algebra is M ′ ≡ πϕ(A)
′.
When s(ϕ) is central, it is possible to introduce the so called Tomita
antilinear invoution densely defined as
SΦ : AΦ ∈MΦ 7→ A
∗Φ ∈ Hϕ .
It can be shown that SΦ is closable, with closure denoted again by
SΦ with an abuse of notation. We have for the polar decomposition,
SΦ = JΦ∆
1/2
Φ , where ∆Φ is the Tomita modular operator and JΦ the
Tomita modular conjugation. We recall the main properties to the
modular conjugation used in the sequel: JΦΦ = Φ, and
(2.1) JΦπϕ(A)
′′JΦ = πϕ(A)
′ , JΦCJΦ = C
∗ , C ∈ Zϕ .
The reader is referred to [18] and the literature cited therein, for the
Tomita Modular Theory.
2.2. Dynamical Systems. For a C∗–dynamical system we mean a
triplet
(
A, α, ω
)
consisting of a C∗–algebra A which we always suppose
to have an identity 1I, an action α : g ∈ G 7→ αg ∈ Aut(A) of the group
G by ∗–automorphisms (denoted simply as automorphisms) α of A, and
a state ω ∈ S(A) invariant under the action of α. Mainly, the actions
considered in the sequel are those of Z, that is those determined by a
single automorphism. We refer to such dynamical systems as discrete,
or simply C∗–dynamical systems when there is no matter of confusion.
A C∗–dynamical system
(
A, α, ω
)
is said to be ergodic if ω ∈ ∂EG(A),
that is it is extremal in the convex, compact (in the ∗–weak topology)
set EG(A) of the invariant states. Denote
(
Hω, πω, Uω,Ω
)
the GNS
covariant representation (cf. [20], Section I.9) canonically associated
to the dynamical system under consideration. Suppose for simplicity
that G = Z. It can be shown that if s(ω) ∈ Z(A∗∗), then the state ω
is ergodic if and only if
lim
N→+∞
1
N
N−1∑
n=0
ω(Aαn(B)) = ω(A)ω(B) , A, B ∈ A ,
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or equivalently if and only if Uω is ergodic. The reader is referred to
[4] (cf. Theorem 2.2 below) and the reference cited therein for further
details. In the general situation, denote Eω the orthogonal projection
onto the subspace of the invariant vectors under the action of G:
EωHω = {ξ ∈ Hω | Uω(g)ξ = ξ , g ∈ G} .
Even if it is not directly used, we report the following result which has
an interest in itself.
Proposition 2.1. Let ω ∈ EG(A) such that s(ω) ∈ Z(A
∗∗). If πω(A)
′∩
{Uω(G)}
′ ⊂ Zω then
πω(A)
′ ∩ {Uω(G)}
′ = Zω ∩ {Uω(G)}
′ .
Proof. We start by noticing that JΩ commutes with Uω(g), g ∈ G, see
[14], Proposition 3.3. By (2.1), we obtain
πω(A)
′′ ∩ {Uω(G)}
′ = JΩπω(A)
′JΩ ∩ {Uω(G)}
′
=JΩ
(
πω(A)
′ ∩ {Uω(G)}
′
)
JΩ = πω(A)
′ ∩ {Uω(G)}
′ ,
which leads to the assertion. 
The following results (cf. Theorem 4.3.20 of [4]) are useful in the
sequel.
Theorem 2.2. Let ω ∈ EG(A) such that s(ω) ∈ Z(A
∗∗). Then the
following assertions are equivalent.
(i) πω(A)
′′ ∩ {Uω(G)}
′ = CI,
(ii) Eω has rank one,
(iii) ω ∈ ∂EG(A),
(iv) πω(A)
′ ∩ {Uω(G)}
′ = CI.
A C∗–dynamical system (A, α, ω) is said to be G–Abelian if
Eωπω(A)Eω ⊂ B(Hω)
is a family of mutually commuting operators. We end the present
section by reporting Proposition 4.3.7 of [4].
Theorem 2.3. Let ω ∈ EG(A), such that s(ω) ∈ Z(A
∗∗). Then the
following assertions are equivalent.
(i) (A, α, ω) is G–Abelian,
(ii) πω(A)
′ ∩ {Uω(G)}
′ is an Abelian von Neumann algebra,
(iii) there exists a unique maximal measure ν ∈Mω(EG(A)).
Notice that ν is precisely the orthogonal measure uniquely associated
to the Abelian von Neumann algebra πω(A)
′ ∩ {Uω(G)}
′ (cf. Theorem
4.1.25). Such a measure is pseudo–supported on the ergodic states
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∂EG(A) (cf. [4], Proposition 4.3.2). In addition, if A is separable, each
Borel set is a Baire set, then such a measure ν is supported on the
ergodic states ∂EG(A). The reader is referred to Section 4.3 of [4] for
details and proofs.
We now report some crucial results contained in [8, 14] concerning
discrete C∗–dynamical systems. For v ∈ T denote
Mv = {A ∈M : α(A) = vA} , M
′
v = {B ∈M
′ : α(B) = vB} .
Proposition 2.4. Let
(
A, α, ω
)
be the C∗–dynamical system such that
s(ω) ∈ Z(A∗∗). Then with the previous notations,
MvΩ =M ′vΩ = E
Uω
v H .
In addition, σpp(Uω) = σpp(Uω)
−1 and JΩE
Uω
v = E
Uω
v¯ JΩ. Suppose fur-
ther that ω is ergodic, then
EUωv H = CVvΩ = CWvΩ , v ∈ σpp(Uω) ,
for some a unique unitary Vv ∈ M (Wv ∈ M
′) up to a phase. In
addition, σpp(Uω) is a subgroup of T.
2.3. Nonconventional Ergodic Theorem. Let
(
M, β, ϕ
)
be a C∗–
dynamical system, together with another state ρ ∈ S(A). Notice that ρ
is supposed in general to be neither invariant under the action of β, nor
normal w.r.t. ϕ. Let N ⊂M be a ∗–subalgebra. DenoteNβ := N∩Mβ
the set of the elements of N invariant under β.
Definition 2.5. The state ρ is said to be generic (cf. [8, 11]) for(
M, β, ϕ
)
if there exists a ∗–subalgebra N ⊂M such that
(i) πϕ(Nβ)Φ = E
Uϕ
1 Hϕ,
(ii) for each B ∈ N,
lim
N→+∞
1
N
N−1∑
n=0
ρ(βn(B)) = ϕ(B) .
Let the state ρ be generic w.r.t. a subalgebra N. It was shown in [8]
(see [11] for the classical case) that
(2.2) πϕ(B)Φ ∈ πϕ(N
β)Φ ⊂ Hϕ 7→ πρ(B)P ∈ Hρ
uniquely defines a partial isometry V : Hϕ 7→ Hρ such that V
∗V =
E
Uϕ
1 Hϕ. We report Theorem 3.5 of [8], which is the extension to the non
commutative case of Furstenberg Nonconventional Ergodic Theorem
(cf. [11, 12]).
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Theorem 2.6. Let ρ be generic for
(
M, β, ϕ
)
w.r.t. a ∗–subalgebra N.
Then for each B ∈ N,
lim
N→+∞
1
N
N−1∑
n=0
πρ(α
n(B))P = V (πϕ(B)Φ) ,
V : Hϕ 7→ Hρ being the partial isometry uniquely defined by (2.2).
3. on the reduction theory
We recall some general facts concerning the direct integral decompo-
sition of representations and states. We will mainly concern with the
separable case if it is not otherwise specified.
Let A be a unital not necessarily separable C∗–algebra which we
always suppose to have an unity 1I. Consider a state ϕ ∈ S(α). It is
then possible to decompose the state
(3.1) ϕ =
∫
S(A)
ψ dν(ψ) ,
where ν is a Radon probability measure on the convex ∗–weakly com-
pact set which is precisely the orthogonal measure (cf. [4], Section
4.1.3) associated to Z. In addition, Z ∼ L∞(S(A), µ). Suppose now
that ϕ is invariant w.r.t. the action α of a group G. In addition, if
Z = πω(A)
′ ∩ {Uω(G)}
′, then ν is supported on the invariant states
EG(A), and pseudo–supported on the erogic states ∂EG(A). It is also
the unique maximal measure in Mω(EG(A)). We refer the reader to
Section 4 of [4], and Section 3 of [16].
We now pass to the case of interest for us, that is when A is separable
and G = Z, acting on A by powers of a single automorphism α. Let
(H, π) be a representation of A on a separable Hilbert space, together
with an Abelian von Neumann sub algebra Z ⊂ π(A)′. Consider the
decomposition π =
∫ ⊕
Z
πz dµ(z) w.r.t. Z (i.e. such that Z is the alge-
bra of diagonalisable operators: Z ∼ L∞(Z, µ)), which always exists
according Theorem 8.3.2 of [5].
Lemma 3.1. With the above notations, we have π(A)′′ =
∫ ⊕
Z
πz(A)
′′ dµ(z)
if and only if Z ⊂ π(A)′′.
Proof. We can assume that H =
∫ ⊕
Z
Hz dµ(z). Then
Z =
{∫ ⊕
Z
f(z)I(z) dµ(z) | f ∈ L
∞(Z, µ)
}
,
where I(z) is the identity of B(Hz). One implication is trivial. and the
reverse implication is proved in Lemma 8.4.1 of [5]. 
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We collect the main results of interest for us in the following
Theorem 3.2. Let (A, α, ω) be a C∗–dynamical system as above. Sup-
pose that A is separable, s(ω) ∈ A∗∗, and
Z = πω(A)
′ ∩ {Uω}
′ ⊂ Zω .
Consider the orthogonal measure ν corresponding to Z given in (3.1).
The following assertions hold true.
(i) (
Hω, πω, Uω,Ω
)
∼=
(∫ ⊕
∂EZ(A)
Hψ dν(ψ),
∫ ⊕
∂EZ(A)
πψ dν(ψ),∫ ⊕
∂EZ(A)
Uψ dν(ψ),
∫ ⊕
∂EZ(A)
Ψdν(ψ)
)
.
In addition, there exist a measurable set F ⊂ ∂EZ(A) of full measure
such that for ψ ∈ F ,
(ii) s(ψ) ∈ Z(A∗∗), and JΩ =
∫ ⊕
∂EZ(A)
JΨ dν(ψ);
(iii) JΨUψ = UψJΨ.
Proof. We sketch the proof which is perhaps well–known to the experts,
see e.g. Theorem A.13 of [19] for a more general situation.
(i) Consider Z := spec(Z), and by µ the Radon measure (i.e. the
basic measure, see [6], Section I.7.2) induced by the vector Ω, which is
separating for Z. We have Z ∼ C(Z) ∼ L∞(Z, dµ). By reasoning as
in part 1 of Proposition 3.1 of [22], we can define a state ωz for each
z ∈ Z. As Z = πω(A)
′ ∩{Uω}
′, it is easy to show that the states ωz are
invariant under α. We decompose Hω by using
Γ0 := {πz(A)Ωz | A ∈ A} ⊂
∏
z∈Z
Hz
as the generating fields of square–integrable vectors, see e.g. [6, 20, 23].
Here,
(
Hz, πz, Uz,Ωz
)
is the GNS covariant representation of ωz. Then
first Hω(A) =
∫ ⊕
Z
Hz dµ(z), and it is easy to verify that {πz}z∈Z is
a measurable field of representations, {Uz}z∈Z a measurable field of
unitary operators, and {Ωz}z∈Z is a measurable field of unit vectors
such that πω(A) =
∫ ⊕
Z
πz(A) dµ(z), A ∈ A, Uω =
∫ ⊕
Z
Uz dµ(z), and
Ω =
∫ ⊕
Z
Ωz dµ(z). The map z ∈ Z 7→ f(z) := ωz ∈ S(A) is measurable
and induces on S(A) the Radon measure
ν(A) := µ ◦ f−1(A) , A ∈ B0 .
Here B0 denotes the σ–algebra of the Baire subsets of S(A), the latter
equipped with the ∗–weak topology. Such a measure is nothing but
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the orthogonal measure corresponding to Z ⊂ πω(A)
′. As all the states
ωz are invariant, ν is automatically supported on the set of invariant
states EZ(A), and pseudo–supported on the ergodic states ∂EZ(A) as
Z = πω(A)
′ ∩ {Uω}
′. We then obtain again the decomposition (3.1)
for the state ω. Notice that, at this stage we do not have used any
separable assumption for A, neither Z ⊂ Zω, or σ(ω) ∈ Z(A
∗∗).
(ii) and (iii) Suppose now that A is separable, and in addition s(ω) ∈
Z(A∗∗), Z ⊂ Zω. First ν is supported on the ergodic states ∂EZ(A) be-
cause it is a Baire set. One shows that, JΩ is decomposable with decom-
position JΩ =
∫ ⊕
∂EZ(A)
J(ψ) dν(ψ), because by (2.1) it can be considered
as an anti–linear operator commuting with Z. Then as JΩΩ = Ω, there
exists a measurable subset F1 of full measure such that
JΨΨ = Ψ , ψ ∈ F1 .
On the other hand, by using Lemma 3.1, πω(A)
′′ =
∫ ⊕
∂EZ(A)
πψ(A)
′′ dν(ψ),
πω(A)
′ =
∫ ⊕
∂EZ(A)
πψ(A)
′ dν(ψ), Zω =
∫ ⊕
∂EZ(A)
Zψ dν(ψ). Then for each
X ∈ πω(A)
′′ with Y = JΩXJΩ ∈ πω(A)
′, we get JΨX(ψ)JΨ = Y (ψ),
a.e. Fix a countable selfadjoint subsets {Xi}i∈N, {Yi}i∈N, and {Ci}i∈N
such that {Xi(ψ)}i∈N, {Yi(ψ)}i∈N, and {Ci(ψ)}i∈N are generating πψ(A)
′′,
πψ(A)
′, and Zψ respectively a.e. We find two measurable subsets F2
and F3 of full measure such that
JΨXi(ψ)JΨ = Yi(ψ) , i ∈ N
simultaneously for ψ ∈ F2, and
JΨCi(ψ)JΨ = C
∗
i (ψ) , i ∈ N
simultaneously for ψ ∈ F3. This means that, on F2, JΨπω(A)
′′JΨ =
πω(A)
′, and on F3, JΨCJΨ = C
∗, C ∈ Zψ. As JΩUΩ = UΩJΩ (cf.
Proposition 3.3 of [14]), we have JΨUψ = UψJΨ on a measurable set
F4 of full measure. Thus, for ψ ∈ F :=
⋂4
i=1 Fi, s(ψ) ∈ Z(A
∗∗),
J(ψ) = JΨ, and finally JΨ commutes with Uψ. 
Notice that, it is possible to decompose simultaneously also the mod-
ular operator, obtaining ∆Ω =
∫ ⊕
∂EZ(A)
∆Ψ dν(ψ), see e.g. Appendices
A, B of [3], and the references cited therein.
The reduction theory in non separable situation presents several
pathologies, see for example [22]. In addition, the proof of the key
result relative to the decomposition of Z′ in part (2) of Proposition 3.1
of [22] appears not proved, see [17] for a connected counterexample. On
the other hand, in non separable case the decomposition of Z′ presented
in [21] does not guarantees that the decomposition of the cyclic vector
Ω for M ⊂ Z′, which is fiber–wise cyclic for Z′ by construction, is still
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fiber–wise cyclic when restricted to any sub algebra M as above. How-
ever, it is of interest to prove the following conjecture for the general
non separable situation.
Conjecture 3.3. Let A be a unital C∗–algebra, and ω ∈ S(A) with
s(ω) ∈ Z(A∗∗). Suppose that Z ⊂ Zω. Then the orthogonal measure
ν in (3.1) corresponding to Z is pseudo–supported on the set of states
{ϕ ∈ S(A) | s(ϕ) ∈ Z(A∗∗)}.
The reader is also referred to [15] for some connected results.
4. a nonconventional ergodic theorem: ergodic case
We now pass to the natural application of Theorem 2.6 relative to
generic measures, to ”quantum diagonal measures” arising from an
ergodic dynamical system. We start with two integers k1, k2 ∈ Z, and
avoid the trivial cases k1 = 0, k1 = k2 which can be managed by von
Neumann Mean Ergodic Theorem, and k2 = 0 managed by Kovacs–
Szu¨cs Ergodic Theorem (see e.g. [4], Proposition 4.3.8). Denote by
G ⊂ Z× Z the set of the remaining integers describing the non trivial
situations. Let
(
A, α, ω
)
be C∗–dynamical system based on the action
of Z. We also drop some subscripts when it is no matter of confusion.
Denote M := πω(A)
′′, M ′ = πω(A)
′. Suppose further that the support
s(ω) in A∗∗ is central. Let M := M ⊗max M
′ be the completion of the
algebraic tensor product N := M ⊙M ′ w.r.t. the maximal C∗–norm
(cf. [20], Section IV.4). It is easily seen that, on M the following two
states are automatically well–defined. The first one is the canonical
product state
ϕ(A⊗ B) := 〈AΩ,Ω〉〈BΩ,Ω〉 , A ∈M , B ∈M ′ .
The second one is uniquely defined by
ρ(A⊗ B) := 〈ABΩ,Ω〉 , A ∈M , B ∈ M ′ .
The state ρ can be considered the (quantum analogue of the) “diagonal
measure” of the “measure” ϕ. Fix k1, k1 ∈ G. On M is also defined
the automorphism
γ := Ad
U
k1
ω
⊗Ad
U
k2
ω
,
see [20], Proposition IV.4.7. Of course,
(
M, γ, ϕ
)
is a C∗–dynamical
system whose GNS covariant representation is precisely
(
Hω⊗Hω, id⊗
id, Uk1ω ⊗U
k2
ω ,Ω⊗Ω
)
. Notice that the ∗–subalgebra N is globally stable
under the action of γ. In addition, again by Proposition IV.4.7 of [20],
σ(A⊗B) := AB , A ∈M , B ∈M ′ .
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uniquely defines a representation of M on Hω such that
(
Hω, σ,Ω
)
is
precisely the GNS representation
(
Hρ, πρ,P
)
of ρ. For (k1, k2) ∈ G,
define
Σ(k1, k2) := {(v, w) ∈ σpp(Uω)× σpp(Uω) : v
k1wk2 = 1} .
Then by Lemma 4.18 of [12],
(4.1) EU
k1
ω ⊗U
k2
ω
1 =
⊕
s∈Σ(k1,k2)
EUωvs ⊗ E
Uω
ws .
In addition, consider the series
(4.2) V =
∑
s∈Σ(k1,k2)
〈 · , VvsΩ⊗WwsΩ〉VvsWwsΩ ,
where Vv ∈ M , Ww ∈ M
′ (equivalently Vv ∈ M
′, Ww ∈ M) with
UωVvU
∗
ω = vVv, UωWwU
∗
ω = wWw with z
k1wk2 = 1.
Proposition 4.1. Let
(
A, α, ω
)
be a C∗–dynamical system such that
s(ω) ∈ Z(A∗∗). Fix (k1, k2) ∈ G and suppose that U
k2−k1
ω is ergodic.
Then the following assertions hold true.
(i) The state ρ ∈ S(M) is generic for
(
M, γ, ϕ
)
w.r.t. N.
(ii) The sum in (4.2) converges in the strong operator topology and
provides the explicit expression for the isometry V (depending
on k1, k2) in (2.2).
(iii) We get for the Tomita conjugation JΩ,
(4.3) JΩV = V JΩ ⊗ JΩ .
Proof. The proof follows the lines of Proposition 4.1 of [8].
(i) Consider the linear generator A ⊗ B of N, with A ∈ M and
B ∈ M ′. Then by the von Neumann Ergodic Theorem,
1
N
N−1∑
n=0
ψ(γn(A⊗B)) =
1
N
N−1∑
n=0
〈AUn(k2−k1)BΩ,Ω〉
≡
〈
A
(
1
N
N−1∑
n=0
Un(k2−k1)
)
BΩ,Ω
〉
−→ 〈AΩ,Ω〉〈BΩ,Ω〉 ≡ ϕ(A⊗B) .
As EU
m
1 ≥ E
U
1 , if U
k2−k1 is ergodic, U is ergodic too, and by Proposition
2.4 EUv H is one dimensional, v ∈ σpp(U). Thus, E
U
vsH and E
U
wsH are
generated by VvsΩ, WwsΩ, where Vvs and Wws are unitaries of Mvs ,
(M ′)ws respectively. By (4.1) E
U
vsH ⊗ E
U
wsH is one dimensional, and
it is generated by VvsΩ ⊗WwsΩ. By taking into account v
k1
s w
k2
s = 1,
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Vvs ⊗Wws is invariant under γ for each s ∈ Σ. Then we can conclude
that NγΩ⊗ Ω is dense in EUvsH⊗E
U
wsH.
(ii) For ξ ∈ H ⊗ H such that EU
k1⊗Uk2
1 ξ has finite support Sξ, we
easily get
V ξ =
∑
s∈Sξ
〈ξ, VvsΩ⊗WwsΩ〉VvsWwsΩ .
In addition, being the set of such vectors dense in H ⊗ H, for each
ξ ∈ H ⊗H we find one of such vectors ξε with finite support Sξε such
that ‖ξ − ξε‖ < ε/2. For each finite subsets R, S ⊃ Σ(k1, k2), we get∥∥∑
s∈R
〈ξ, VvsΩ⊗WwsΩ〉VvsWwsΩ−
∑
s∈S
〈ξ, VvsΩ⊗WwsΩ〉VvsWwsΩ
∥∥
≤
∥∥∑
s∈R
〈ξ, VvsΩ⊗WwsΩ〉VvsWwsΩ−
∑
s∈R
〈ξε, VvsΩ⊗WwsΩ〉VvsWwsΩ
∥∥
+
∥∥∑
s∈R
〈ξε, VvsΩ⊗WwsΩ〉VvsWwsΩ−
∑
s∈S
〈ξε, VvsΩ⊗WwsΩ〉VvsWwsΩ
∥∥
+
∥∥∑
s∈S
〈ξε, VvsΩ⊗WwsΩ〉VvsWwsΩ−
∑
s∈S
〈ξ, VvsΩ⊗WwsΩ〉VvsWwsΩ
∥∥
≤‖V PR(ξ − ξε)‖+ ‖V PS(ξ − ξε)‖ ≤ 2‖ξ − ξε‖ = ε ,
where PT is the selfadjoint projection onto the closed subspace gen-
erated by the eigenvectors corresponding to the finite subset T ⊂
Σ(k1, k2).
(iii) Notice that J commutes with U (cf. Proposition 3.3 in [14]).
Thus, if ξ ∈
(
EU
k1⊗Uk2
1 H ⊗ H
)⊥
, then J ⊗ Jξ ∈
(
EU
k1⊗Uk2
1 H ⊗ H
)⊥
as well. It is then enough to check (4.3) on EU
k1⊗Uk2
1 H ⊗H, the last
being generated by the one dimensional subspace EUv H ⊗ E
U
wH for
v, w ∈ σpp(U) with v
k1wk2 = 1. In addition,
(4.4) UJVvJU
∗ = v¯JVvJ , UJWwJU
∗ = w¯JWwJ ,
with v¯k1w¯k2 = 1 too. By taking into account Proposition 2.4 together
with (4.4), and exchanging the role of M and M ′, we obtain
JV VvΩ⊗WwΩ = JVvWwΩ = (JVzJ)(JWwJ)Ω
=V (JVvΩ)⊗ (JWwΩ) = V (J ⊗ J)(VvΩ⊗WwΩ) .

Let X0 := M +M
′ be the linear span of M and M ′, and X := X0
‖ ‖
its norm closure in B(Hω). Here we have the main result of the present
section.
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Theorem 4.2. Let
(
A, α, ω
)
be a C∗–dynamical system such that s(ω) ∈
Z(A∗∗). Fix (k1, k2) ∈ G, and suppose that ω ergodic w.r.t. the action
of {αn(k2−k1) | n ∈ Z}. Then for each X ∈ X,
(4.5) s−lim
N→+∞
1
N
N−1∑
n=0
Unk1ω XU
n(k2−k1)
ω = V (XΩ⊗ · ) .
Proof. If A ∈ M , (4.5) follows from Proposition 4.1 and Theorem 2.6.
Let now A ∈ M ′. By (4.3) and Proposition 3.3 in [14], the previous
part of the proof leads to
1
N
N−1∑
n=0
Unk1AUn(k2−k1)ξ = J
1
N
N−1∑
n=0
Unk1JAJUn(k2−k1)Jξ
−→ JV (JAΩ⊗ Jξ) = JV (J ⊗ J) (AΩ⊗ ξ)
=V (AΩ⊗ ξ) .
Thus, (4.5) holds true for X ∈M ∪M ′ and then for its linear span X0.
Let X ∈ X and choose Xε ∈ X0 with ‖X −Xε‖ <
2ε
3‖ξ‖
. Then∥∥∥∥ 1N
N−1∑
n=0
Unk1XUn(k2−k1)ξ − V (XΩ⊗ ξ)
∥∥∥∥
≤
2ε
3
+
∥∥∥∥ 1N
N−1∑
n=0
Unk1XεU
n(k2−k1)ξ − V (XεΩ⊗ ξ)
∥∥∥∥ ,
and the proof follows by the first part. 
As a simple application of the previous results, we get
Corollary 4.3. Under the hypotheses of Theorem 4.2,
lim
N→+∞
1
N
N−1∑
n=0
ω
(
A0α
nk1(A1)α
nk2(A2)
)
= 〈V (π(A1)Ω⊗ π(A2)Ω) , π(A
∗
0)Ω〉 .
Proof. The proof follows by Theorem 4.2, reasoning as in the proof of
Corollary 5.3. 
5. a nonconventional ergodic theorem: non ergodic case
The present section is devoted to the Nonconventional Ergodic The-
orem for the non ergodic situation.
We start with a discrete C∗–dynamical system (A, α, ω) with A sep-
arable if it is not otherwise specified, such that s(ω) ∈ Z(A∗∗) and
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Z := πω(A)
′ ∩ {Uω}
′ ⊂ Zω. We use the results of the standard re-
duction procedure collected in Section 3. We decompose the Hilbert
space Hω by considering Z as the set of diagonal operators, obtain-
ing the simultaneous decomposition of πω(A)
′′, πω(A)
′, Uω and JΩ ac-
cording to Theorem 3.2. Suppose that k1 = k, k2 = k + 1, with
k ∈ Z\{−1, 0}. Thanks to Proposition 4.1, a field of partial isome-
tries V (ψ) : H(ψ)⊗H(ψ)→H(z) is defined on the measurable subset
F ⊂ ∂EZ(A) of full measure appearing in Theorem 3.2. It is given by
V (ψ)η ⊗ ξ =
∑
sψ∈Σψ(k1,k2)
〈η ⊗ ξ, VvsψΨ⊗WwsψΨ〉
×VvsψWwsψΨ ,(5.1)
with
Σψ(k1, k2) := {(v, w) ∈ σpp(Uψ)× σpp(Uψ) : v
k1wk2 = 1} .
Define for example V (ψ) = 0 on the negligible set ∂EZ(A)\F .
Lemma 5.1. The field of operators in (5.1) is measurable and defines
a partial isometry
V :
∫ ⊕
∂EZ(A)
Hψ ⊗Hψ dν(ψ) −→
∫ ⊕
∂EZ(A)
Hψ dν(ψ) = Hω .
written as
V :=
∫ ⊕
∂EZ(A)
V (ψ) dν(ψ) .
Proof. As the field V (ψ) is made partial isometries a.e., it is enough
to check that it is measurable. For A ∈ A and ξ, η ∈ Hω, define the
functions FA,ξ,ηN , F
A,ξ,η as follows.
FA,ξ,ηN (ψ) :=
1
N
N−1∑
n=0
〈Unψπψ(A)U
n
ψξ(ψ), η(ψ)〉 ,
FA,ξ,η(ψ) := 〈V (ψ)πψ(A)Ψ⊗ ξ(ψ), η(ψ)〉 .(5.2)
Everything in (5.2) is well defined up to a negligible set depending
on ξ, η ∈ Hω. The F
A,ξ,η
N are measurable by construction, and by
Theorem 4.2 also the FA,ξ,η are measurable functions as point–wise
limit of measurable functions. Let {Ai | i ∈ N} ⊂ A be a norm
dense subset. The assertion follows from Proposition II.2.1 of [6] as
{πω(Ai)Ω | i ∈ N} ⊂ Hω provides a fundamental sequence of measur-
able vector fields. 
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For each B ∈ B(Hω) we define VB : Hω −→ Hω as
(5.3) VBξ := V
∫ ⊕
∂EZ(A)
(BΩ)(ψ)⊗ ξ(ψ) dν(ψ) , ξ ∈ Hω .
By Lemma 5.2, {VB | B ∈ B(Hω)} ⊂ Z
′. Here there is the main
theorem of the present section.
Theorem 5.2. Let
(
A, α, ω
)
be a C∗–dynamical system with A sepa-
rable and s(ω) ∈ Z(A∗∗). Fix k ∈ Z\{−1, 0} and l ∈ Z\{0} such that
k1 = kl, k2 = (k + 1)l. Suppose that πω(A)
′ ∩ {U lω}
′ ⊂ Zω. Then for
each X ∈ X,
s−lim
N→+∞
1
N
N−1∑
n=0
Unklω XU
nl
ω = VX ,
where VX is the bounded linear operator given in (5.3) corresponding
to the unitary U lω.
Proof. By considering the automorphism αl implemented on the GNS
representation by U lω, it is enough to prove the result for l = 1 without
loss of generality. First fix X ∈ X0 and ξ ∈ Hω. We have by Theorems
3.2 and 4.2,
fN (ψ) :=
∥∥∥∥∥ 1N
N−1∑
n=0
Unkψ XU
n
ψξ(ψ)− VX(ψ)ξ(ψ)
∥∥∥∥∥
2
−→ 0 , a.e.
In addition, 0 ≤ fN (ψ) ≤ (2‖X‖‖ξ‖)
2 , a.e. By Lebesgue Dominated
Convergence Theorem, we get
lim
N→+∞
∥∥∥∥ 1N
N−1∑
n=0
Unkω XU
n
ω ξ − VXξ
∥∥∥∥
2
= lim
N→+∞
∫
∂EZ(A)
fN (ψ) dµ(ψ)
=
∫
∂EZ(A)
lim
N→+∞
fN(ψ) dµ(ψ) = 0 .
Let now ξ ∈ Hω, X ∈ X and ε > 0, then there exists Xε ∈ X0 such
that ‖X −Xε‖ <
ε
3‖ξ‖
. Notice that
‖VX − VXε‖ = ‖VX−Xε‖ ≤ ‖X −Xε‖ .
A standard 3ε–argument leads to∥∥∥∥ 1N
N−1∑
n=0
Unkω XU
n
ω ξ − VXξ
∥∥∥∥ ≤ 2ε3 +
∥∥∥∥ 1N
N−1∑
n=0
Unkω XεU
n
ω ξ − VXεξ
∥∥∥∥ ,
and the proof follows by the first part. 
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Corollary 5.3. Under the same hypotheses of Theorem 5.2, we get
lim
N→+∞
1
N
N−1∑
n=0
ω
(
A0α
nkl(A1)α
n(k+1)l(A2)
)
=
〈
Vpiω(A1)πω(A2)Ω, πω(A
∗
0)Ω
〉
.
Proof. The proof follows by Theorem 5.2 by noticing that
ω
(
A0α
nkl(A1)α
n(k+1)l(A2)
)
=
〈
UnklXUnlξ, η
〉
,
where X = πω(A1), ξ = πω(A2)Ω and η = πω(A
∗
0)Ω are measurable
and suare–integrable fields of operators and vectors. 
The result explained in the present section can be viewed in terms
of convex combinations (i.e. direct integral) of diagonal measures. As
it plays no role in proving our results, we sketch the construction by
leaving the technical details to the reader.
For a generic ϕ ∈ S(A), put Mϕ = πϕ(A)
′′, M ′ϕ = πϕ(A)
′′, and
consider the C∗–algebra denoted symbolically as
M :=
∫ ⊕
∂EZ(A)
Mψ ⊗max M
′
ψ dµ(ψ) .
It is in fact enough to quotient and complete the concrete ∗–algebra
M0 :=
{∫ ⊕
∂EZ(A)
A(ψ)⊗B(ψ) dµ(ψ) | A ∈Mω , B ∈M
′
ω
}
,
w.r.t. ‖X‖ := sup{‖π(X)‖ | π representation ofM0}, see e.g. Defini-
tion IV.4.5 of [20]. On M it is defined the automorphism β given on
the generators as
β :=
∫ ⊕
∂EZ(A)
Ad
U
k1
ψ
⊗Ad
U
k2
ψ
dµ(ψ) .
The following two states are automatically well–defined. The first one,
automatically invariant w.r.t. β, arises as the convex combination (i.e.
direct integral) of product states. It is given on the generators as
ϕ(AB) :=
∫
∂EZ(A)
〈A(ψ)Ψ,Ψ〉〈B(ψ)Ψ,Ψ〉 dµ(ψ) .
The second one, which corresponds to the generic measure for (M, β, ϕ),
is nothing but the convex combination of diagonal measures. It is given
on the set of generators as
ρ(AB) :=
∫
∂EZ(A)
〈A(ψ)B(ψ)Ψ,Ψ〉 dµ(ψ) .
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6. a counterexample
We construct an irreducible, ergodic C∗–dynamical system for which
the three–point correlations do not converge for some element. We start
with a sequence a ∈ ℓ∞(N) such that the Cesaro means
Mn(a) :=
1
n
n−1∑
k=0
ak
do not converge. It certainly exists just by taking for the ak, sequences
of zeroes and ones such that Mn(a) oscillates between two values 0 <
α < β < 1. Extend the sequence a to all of Z by putting a−k = ak
on negative elements. Define the operator A ∈ B(ℓ2(Z)) with matrix–
elements
Aij := aiδi,−j , i, j ∈ Z .
Consider the shift
V en := en+1 , n ∈ Z .
By using Fourier Transform F : L2(T) → ℓ2(Z), we get F∗V F = Mf ,
where Mf is the multiplication operator on the unit circle T, by the
function f(z) = z. Thus, the shift has absolutely continuous (w.r.t.
the Lebesgue measure on T) spectrum, and
(6.1) lim
n
〈V nξ, η〉 = 0
by Riemann–Lebesgue Lemma.
Lemma 6.1. We have
1
n
n−1∑
k=0
〈V kAV ke0, e0〉 = Mn(a) .
Proof. The assertion follows as
〈V kAV ke0, e0〉 = 〈AV
ke0, V
−ke0〉 = 〈Aek, e−k〉 = Ak,−k = ak .

Let H := ℓ2(Z) ⊕ Ce where e is an extra unit vector. Define U :=
V ⊕ 1. On A := B(H), put α := AdU and ω := 〈 · e, e〉. The main
properties of the C∗–dynamical system (A, α, ω) are listed below:
(i) the GNS quadruple for (A, α, ω) is precisely (H , id , U , e);
(ii) the system is irriducible: πω(A)
′ ≡ A′ = C1I;
(iii) the system is mixing: limn→+∞ ω(α
n(X)Y ) = ω(X)ω(Y ),X, Y ∈
B(H), by (6.1).
This implies that (A, α, ω) is ergodic, but s(ω) /∈ A∗∗. Let B :=
〈 · , e〉e0.
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Proposition 6.2. The three–point correlations
1
n
n−1∑
k=0
ω(B∗αn(A)α2n(B))
do not converge.
Proof. We get
ω(B∗αn(A)α2n(B)) =〈UnAUnBe,Be〉 = 〈UnAUne0, e0〉
=〈V nAV ne0, e0〉 = an .
The proof follows by Lemma 6.1 as Mn(a) does not converge by con-
struction. 
We have just shown that we cannot drop the condition s(ω) ∈
Z(A∗∗). In the situation under consideration, πω(A)
′ ∩ {Uω}
′ being
Abelian is the natural condition to provide the ergodic decomposi-
tion of invariant states. It is of interest to see whether the condi-
tions s(ω) ∈ Z(A∗∗) and πω(A)
′ ∩ {Uω}
′ ⊂ Zω are optimal. In other
words, it is still open to check if there exists a counterexample for
which s(ω) ∈ Z(A∗∗) and πω(A)
′ ∩ {Uω}
′ 6⊂ Zω, such that the Cesaro
means (1.3), with k1 = kl, k2 = (k + 1)l, does not converge for some
k, l ∈ Z and Ai ∈ A in non ergodic situation. If there exist counterex-
amples for which πω(A)
′ ∩ {Uω}
′ is Abelian but not in Zω such that
the three–point correlations do not converge, we can find counterex-
amples with πω(A)
′ ∩ {Uω}
′ non Abelian by using the tensor product
construction. However, it is also of interest to check whether the Non-
conventional Ergodic Theorem holds true when s(ω) ∈ Z(A∗∗) and
πω(A)
′ ∩ {Uω}
′ ∼ M2(C), the last being the simplest case as above
which does not arise from an elementary tensor product construction.
7. Compact dynamical systems
For the sake of completeness, we analyse the case of compact C∗–
dynamical systems (A, α, ω), that is when Hω is generated by the eigen-
vectors of Uω, see e.g. [14]. We start with the following
Lemma 7.1. Let k1, k2 ∈ G. For each A ∈ B(Hω), the series∑
{v,w∈σpp(Uω)|vk1wk2−k1=1}
EUωv AE
Uω
w ,
converges in the strong operator topology to an operator S(A) ∈ B(Hω)
with ‖S(A)‖ ≤ ‖A‖.
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Proof. Let {fj | j = 0, . . . , |k2−k1|−1} be the functions describing the
|k2 − k1| solutions of the equation v
k1wk2−k1 = 1 w.r.t. the unknown
w ∈ T. By reasoning as in Lemma 2.2 of [10], we get∥∥∥∥ ∑
{v,w|vk1wk2−k1=1}
EUωv AE
Uω
w ξ
∥∥∥∥
2
≤‖A‖2
∑
v
(∑
j
‖EUωfj(v)ξ‖
2
)
≤|k2 − k1|‖A‖
2‖ξ‖2 .
Thus, the series under consideration is absolutely summable in Hω for
each A ∈ B(Hω) and ξ ∈ Hω with norm less than ‖A‖‖ξ‖ and the
proof follows. 
Theorem 7.2. Suppose that the C∗–dynamical system (A, α, ω) is com-
pact. Then for each A ∈ B(Hω),
s−lim
N→+∞
1
N
N−1∑
n=0
Unk1ω XU
n(k2−k1)
ω = S(A) .
Proof. By Lemma 7.1 and a standard 3–ε argument, we can reduce
the matter to the case when ξ =
∑
w E
Uω
w ξ is a finite combination of
eigenvectors of Uω. We compute, by taking into account von Neumann
Ergodic Theorem,
1
N
N−1∑
n=0
Unk1ω AU
n(k2−k1)
ω
∑
w
EUωw ξ =
∑
w
(
1
N
N−1∑
n=0
(
wk2−k1Uk1ω
)n)
AEUωw ξ
−→
∑
{v,w|vk1wk2−k1=1}
EUωv AE
Uω
w ξ ≡ S(A)ξ

As an immediate consequence, we get for the three–point correlations
of compact C∗–dynamical systems,
lim
N→+∞
1
N
N−1∑
n=0
ω
(
A0α
nk1(A1)α
nk2(A2)
)
= 〈S(π(A1))π(A2)Ω, π(A
∗
0)Ω〉 .
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