In the present article, we exend the concept of G-contraction by introducing a (p, G)-contraction in which, we use w-distance in the contractive condition instead of a metric. Our work may be used to deduce many results in the area of fixed point theory particularly in partial ordered metric spaces where two comparable elements can be thought of to be connected by an edge of a graph. Applications and examples are produced to justify the usability of our results.
Introduction
In 2007, Jachymski [1] introduced the concept of G-contraction on a metric space endowed with a graph G. The studies of asymmetric structures and their applications in mathematics are important. One of the types of asymmetric structures on a metric space was introduced by Kada et al. [2] in 1996 known as a w-distance and he proved some fixed point theorems using it. Since then, many fixed point results have been deveoped by different authors using w-distance on metric spaces or a generalized w-distance such as c-distance on cone metric spaces. In this article, we extend and generalize the concepts of a G-contraction to a (p, G)-contraction which is w-distance version of a G-contraction. We prove some fixed point theorems which extend many results of Jachymski and some other authors.
Preliminaries and notations
Let (X, d) be a metric space and △ = {(x, x) : x ∈ X}. Consider a directed graph G with the set V (G) of its vertices equal to X and the set E(G) of its edges as a superset of △. Assume that G has no parallel edges. Now we can identify G with the pair (V (G), E(G)). The graph G can be converted to a weighted graph by assigning to each edge a weight equal to the distance between its vertices. Let G −1 denote conversion of the graph G obtained from the graph G by reversing the direction of edges. Thus we have V (G −1 ) = V (G) and E(G −1 ) = {(x, y) ∈ X × X : (y, x) ∈ E(G)}. By Ż G we denote the undirected graph obtained from G by ignoring the direction of edges. It is convenient to treat Ż G as a directed graph for which the set of its edges is symmetric. That is
If x and y are vertices in a graph G then a path in G from x to y (of length n(n ∈ N ∪ {0}))is a finite sequence
of n + 1 vertices such that x 0 = x, x n = y and (
there is a path between any two vertices. G is weakly connected if Ż G is connected. If G is such that E(G) is symmetric and x ∈ V (G) then the subgraph G x consisting of all edges and vertices that are contained in some path in G begining at x is called the component of G containing x. In this case
G is the equivalence class of the relation R defined on V (G) by the rule yRz if there is a path in G from y to z. Clearly G x is connected for all x ∈ G. Next we give the notation of w-distance of Kada et al. [2] with some properties.
) is lower semi-continuous for all x ∈ X. That is, if x ∈ X and y n → y in X then p(x, y) ≤ lim inf p(x, y n ). (ii) If p(x n , y n ) ≼ u n and p(x n , z) ≼ v n ,then y n converges to z. (ii) p(x, y) = 0 is not necessarily equivalent to x = y for all x, y ∈ X. 
(ii) There exists a number k ∈ [0, 1) such that d( f x, f y) ≤ kd(x, y) for all x, y ∈ X with (x, y) ∈ E(G).
Main section
Throuhout this section we assume that X is a metric space which is endowed with a w distance p and G as a directed graph with V (G) = X and △ ⊆ E(G)} unless stated oterwise. The set of all fixed points of a self map f on X will be denoted by Fix( f ). Now we introduce a (p, G)-contraction on a metric space (X, d) endowed with an w-distance and a graph G. 
for all x, y ∈ X.
(C2) The p-weights of edges of G are k-decreased by f in the sense that
for all x, y ∈ X with (x, y) ∈ E(G)
since E(G) contains all loops, it follows that the constant mapping
f = x 0 is a (p, G)-contraction for any k ∈ [0, 1). In particular, p(x, x) = 0 for all x ∈ X iff each constant mapping on X is a (p, G)-contraction for any k ∈ [0, 1).
Example 3.2. Each p-contraction (a self map f on X satisfying p( f x, f y) ≤ kp(x, y) for all x, y ∈ X, where k
∈ [0, 1)) is a (p, G 0 )-contraction, where G 0 is the complete graph with V (G 0 ) = X and E(G 0 ) = X × X.
Example 3.3. Suppose that ≤ is a partial order on X and consider the poset graph G
1 , that is, V (G 1 ) = X and E(G 1 ) = {(x, y) ∈ X × X : x ≤ y}. Then Condition (C 1 ) means
that f is nondecreasing with respect to ≤, and Condition (C 3 ) means that f is an order p-contraction, that is , (3.3) holds for all x, y ∈ X with x ≤ y.
In the next example, we construct a self-map f that fails to be a G-contraction for any k ∈ [0, 1), whereas f is a (p, G)-contraction for some w-distance p and some k ∈ [0, 1). 
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Proof. (a)
Let G be weakly connected.
as n → ∞. So by Lemma 2.1(iii), the sequence {T n x} is a Cauchy sequence in X. Since y also belongs to X = [x] Ż G , therefore, {T n y} is also a Cauchy sequence in X. Further Lemma 3.1 implies that p(T n x, T n y) → 0 as n → ∞. (c) Let G be not weakly connected. Then Ż G is disconnected. Let x 0 ∈ X. Then both
In both cases we have T x = Ty. This shows that
So (3.2) holds and also (3.3) is satisfied as (x, y) ∈ E( Ż G) implies T x = Ty and thus p(T x, Ty) = 0. Thus T is a (p, Ż G)-contraction having two fixed points which violates (iii).
Hence G must be weakly connected. 
Repeating the argument from the first part of the proof we infer that (T x i ) N i=0 is a path in Ż G from T x 0 to Ty.
therefore we have a path 
(ii) Fix T ̸ = ϕ if and only if X T ̸ = ϕ .
(iii) T has a unique fixed point if and only if there exists a point x
(v) If X T ̸ = ϕ and G is weakly connected then T is a PO.
Proof. Let us first prove (iv) and (v). Let x ∈ X T be arbitrary. 
for all n ∈ N. By the given condition, (3.5) implies that there exists a subsequence (T k n x) n∈N of (T n x) n∈N such that
Further if G is weakly connected and
Now (vi) is a consequence of (iv). To prove (vii) observe that T ⊆ E( Ż G) implies that X = X T which gives X ′ = X and hence by (iv) T becomes a WPO on X.
To prove (i), consider the mapping π :
Finally (ii) and (iii) follows by (i). (
Proof. 
