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ON THE a-POINTS OF MULTIPLE ZETA FUNCTION
HIDEKI MURAHARA AND TOMOKAZU ONOZUKA
Abstract. In this paper, we present some results on the a-points of the symmetric
sum of the Euler-Zagier multiple zeta function. Our first three results are for the a-
points free region of the function. The fourth result is the Riemann-von Mangoldt type
formula. In the last two results, we study the real parts of a-points of the function.
1. Introduction
With regard to the Riemann hypothesis, research on non-trivial zeros is being actively
conducted. Among them, Riemann-von Mangoldt’s formula N(T ) = T/2π log T/2π −
T/2π + O(log T ) is well known, where N(T ) is the number of non-trivial zeros of ζ(s)
with 0 < ℑ(s) < T . This formula was generalized from zeros to a-points by Landau in
[4], where a-points of the function f(s) are points defined by the solutions of f(s) = a.
Note that a-points are zeros if a = 0.
On the other hand, Bohr and Landau in [3] showed that almost all non-trivial zeros
of the Riemann zeta function are near the critical line. Levinson in [8] extended this
result to a-points, indicating that almost all the a-points of the Riemann zeta function
are near the critical line. Furthermore, some of these results have been generalized to
derivatives of the Riemann zeta function ([2], [9], [14]).
In this paper, we prove some results on the a-points for symmetric sums with the
Euler-Zagier multiple zeta functions (MZFs). The MZF is defined by
ζ(s1, . . . , sr) :=
∑
1≤n1<···<nr
1
ns11 · · ·n
sr
r
,
where sj ∈ C (j = 1, . . . , r) are complex variables. Matsumoto in [10] proved the series
is absolutely convergent in the domain
{(s1, . . . , sr) ∈ C
r | ℜ(s(l, r)) > r − l + 1 (1 ≤ l ≤ r)},
where s(l, r) := sl + · · · + sr. Akiyama, Egami, and Tanigawa in [1] and Zhao in [16]
independently proved that ζ(s1, . . . , sr) is meromorphically continued to the whole space
Cr. Kamano in [7] mentioned the trivial zeros of ζ(s, . . . , s). Non-trivial zeros of MZFs
are numerically studied by Matsumoto and Sho¯ji in [11, 12]. Nakamura and Pan´kowski
in [13] estimated the number of a-points of ζ(s, . . . , s). Ikeda and Matsuoka in [6] studied
zeros of ζ(s, . . . , s).
Throughout this paper, we write s := σ + it and sj := σj + itj for j = 1, . . . , r. Let
Sr be a symmetric group of degree r. We consider the function ζ˜(s) defined by
ζ˜(s) :=
∑
τ∈Sr
ζ(aτ(1)s, . . . , aτ(r)s)
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for a1, . . . , ar ∈ R>0. In [5], Hoffman showed
ζ˜(s) =
r∑
l=1
∑
P1,...,Pl
(−1)r−l
l∏
j=1
(#(Pj)− 1)! · ζ
(∑
j′∈Pj
aj′s
)
,
where P1, . . . , Pl runs the all partition of {1, . . . , r}. In the sequel, assume that r ≥ 2 is
fixed, and a1, . . . , ar satisfy a1 ≥ · · · ≥ ar.
Theorem 1.1. For a ∈ C, there exists a constant C1 > 0 such that ζ˜(s) has no a-point
for σ > C1.
Let A := a1 + · · ·+ ar. We define
C(ǫ) :=
∞⋃
n=1
{
s ∈ C |
∣∣∣∣s+ 2nA
∣∣∣∣ ≤ ǫ
}
,
D(C2, p) =
{
s ∈ C | σ ≤ min{C2,−pt
2}
}
.
Theorem 1.2. For a ∈ C, p > 0, and small ǫ > 0, there exists a constant C2 < 0 such
that ζ˜(s) has no a-point in D(C2, p)\C(ǫ). In addition, for each disk there exists exactly
one a-point.
Theorem 1.3. For a ∈ C and y1 > y2 > 0, there exists a constant C3 > 0 such that
ζ˜(s) has no a-point in {s ∈ C | −y1 ≤ σ ≤ −y2, |t| > C3}.
Let ρa := βa + iγa be an a-point of ζ˜(s). For a ∈ C, let N(a;T ) count the number of
a-points ρa with multiplicity of ζ˜(s) with −y < βa and 0 < γa < T .
Theorem 1.4. For a ∈ C and y > 0, we have
N(a;T )
=


T
2π
r∑
j=1
aj log
ajT
2π
−
AT
2π
−
T
2π
log(1a1 · · · rar) +O(log T ) (a = 0),
T
2π
r∑
j=1
aj log
ajT
2π
−
AT
2π
+O(logT ) (a 6= 0).
Theorem 1.5. Let y > 0. For large T , we have
2π
∑
−y<βa
0<γa<T
(
βa −
1
2
)
=
r − A
2
T log T +O(T ),
2π
∑
−y<βa
0<γa<T
(
βa −
r
2A
)
= O(T ).
Theorem 1.6. Let y3 = 1/2ar. We have
2π
∑
y3+δ<βa
0<γa<T
1 = O
(
T log log T
δ
)
for δ > 0 uniformly. Especially, we have
2π
∑
y3+
(log logT )2
log T
<βa
0<γa<T
1 = O
(
T log T
log log T
)
.
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2. Proof of Theorem 1.1
Lemma 2.1. For z1, . . . , zr ∈ C with ℜ(z1), . . . ,ℜ(zr) > 2 and m ∈ Z>0, we have∑
m≤m1<···<mr
1
mz11 · · ·m
zr
r
=
1
mz1 · · · (m+ r − 1)zr
+O
(
1
mℜ(z1) · · · (m+ r − 2)ℜ(zr−1) · (m+ r)ℜ(zr)−r
)
.
Proof. We prove this lemma by induction on r. When r = 1, we have
∞∑
m1=m
1
mz11
=
1
mz1
+
1
(m+ 1)z1
+O
(∫ ∞
m+1
dx
xz1
)
=
1
mz1
+O
(
1
(m+ 1)ℜ(z1)−1
)
.
In the general case, by the induction hypothesis, we have∑
m≤m1<···<mr
1
mz11 · · ·m
zr
r
=
∞∑
m1=m
1
mz11
∑
m1+1≤m2<···<mr
1
mz22 · · ·m
zr
r
=
∞∑
m1=m
(
1
mz11 · · · (m1 + r − 1)
zr
+O
(
1
m
ℜ(z1)
1 · · · (m1 + r − 2)
ℜ(zr−1) · (m1 + r)ℜ(zr)−r+1
))
.
We notice that
∞∑
m1=m
1
mz11 · · · (m1 + r − 1)
zr
=
1
mz1 · · · (m+ r − 1)zr
+ · · ·+
1
(m+ r)z1 · · · (m+ 2r − 1)zr
+O
(∫ ∞
m+r
1
xℜ(z1) · · · (x+ r − 1)ℜ(zr)
dx
)
holds. Here we see that∫ ∞
m+r
∣∣∣∣ 1xz1 · · · (x+ r − 1)zr
∣∣∣∣ dx ≤
∫ ∞
m+r
∣∣∣∣ 1xz1+···+zr
∣∣∣∣ dx
≤
1
(m+ r)ℜ(z1)+···+ℜ(zr)−1
.
From the above equalities, we get
∞∑
m1=m
1
mz11 · · · (m1 + r − 1)
zr
=
1
mz1 · · · (m+ r − 1)zr
+O
(
1
mℜ(z1) · · · (m+ r − 2)ℜ(zr−1) · (m+ r)ℜ(zr)−r
)
.
ON THE a-POINTS OF MULTIPLE ZETA FUNCTION 4
Similarly, we have
∞∑
m1=m
1
m
ℜ(z1)
1 · · · (m1 + r − 2)
ℜ(zr−1) · (m1 + r)ℜ(zr)−r+1
= O
(
1
mℜ(z1) · · · (m+ r − 2)ℜ(zr−1) · (m+ r)ℜ(zr)−r
)
. 
Let
B := #{τ ∈ Sr | (aτ(1), . . . , aτ(r)) = (a1, . . . , ar)},
M :=
1
1a1 · · · rar
.
Lemma 2.2. For s ∈ C with arσ > 2, there exists a constant 0 < c < 1 such that
ζ˜(s) = BMs(1 +O(cσ)).
Proof. By Lemma 2.1, we have
ζ˜(s) =
∑
τ∈Sr
1
1aτ(1)s · · · raτ(r)s
+
∑
τ∈Sr
O
(
1
1aτ(1)σ · · · (r − 1)aτ(r−1)σ · (r + 1)aτ(r)σ−r
)
.
Since
0 <
1a1 · · · rar
1aτ(1) · · · raτ(r)
< 1
holds if (aτ(1), . . . , aτ(r)) 6= (a1, . . . , ar), we have the desired result. 
Proof of Theorem 1.1. By Lemma 2.2, there exists a sufficiently large C1 such that
|ζ˜(s)/(BMs) − 1| < 1/2 for σ > C1. This fact implies the theorem for a = 0. As
σ → ∞, Ms tends to 0. Then, for a 6= 0, there exists C1 such that |ζ˜(s)| < |a|/2 for
σ > C1, which implies the theorem. 
3. Proof of Theorem 1.2
Let
C ′(ǫ) :=
∞⋃
n=1
{s ∈ C | |s+ 2n| ≤ ǫ} ,
D′(p) =
{
(s1, s2) ∈ C
2 | |s1| ≥ |s2|, σ1 ≤ −pt
2
1, σ2 ≤ −pt
2
2, t1 ≥ 0, t2 ≥ 0
}
.
Lemma 3.1. Let ǫ > 0 and p > 0. For (s1, s2) ∈ D
′(p) with σ1, σ2 sufficiently small
and s1 + s2 /∈ C
′(ǫ), there exists c > 1 such that
ζ(s1 + s2)
ζ(s1)ζ(s2)
≫
∣∣∣∣1 + −s21− s1
∣∣∣∣1/2−σ1 c−σ2|1− s2|1/2 .
Proof. We first note that
ζ(s) = 2sπs−1 sin
(πs
2
)
Γ(1− s)ζ(1− s)
= 21/2+sπs−1/2es−1(1− s)1/2−s sin
(πs
2
)
ζ(1− s)
(
1 +O
(
1
|1− s|
))
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holds by the well-known functional equation and the Stirling formula. Then, by letting
α1 :=
2∏
j=1
(
|1− sj|
1/2−σj exp(tj(arg(1− sj) + π/2))
)
,
α2 := |1− s1 − s2|
1/2−σ1−σ2 exp((t1 + t2)(arg(1− s1 − s2) + π/2)),
we have
ζ(s1 + s2)
ζ(s1)ζ(s2)
≫
α2
α1
.
Since there exists c > 1 such that |1− s1 − s2| ≥ c|1− s2|, we have
|1− s1 − s2|
1/2−σ1−σ2
|1− s1|1/2−σ1 |1− s2|1/2−σ2
=
∣∣∣∣1 + −s21− s1
∣∣∣∣1/2−σ1 |1− s1 − s2|−σ2|1− s2|1/2−σ2
≥
∣∣∣∣1 + −s21− s1
∣∣∣∣1/2−σ1 c−σ2|1− s2|1/2 .
(1)
On the other hand, since σ1 ≤ −pt
2
1 and σ2 ≤ −pt
2
2, we have
exp ((t1 + t2) arg(1− s1 − s2)− t1 arg(1− s1)− t2 arg(1− s2))
= exp
(
−(t1 + t2) arctan
t1 + t2
1− σ1 − σ2
+ t1 arctan
t1
1− σ1
+ t2 arctan
t2
1− σ2
)
= exp
(
−(t1 + t2)
t1 + t2
1− σ1 − σ2
+ t1
t1
1− σ1
+ t2
t2
1− σ2
+O
(
t41
(1− σ1)3
)
+O
(
t42
(1− σ2)3
)
+O
(
(t1 + t2)
4
(1− σ1 − σ2)3
))
= exp(O(1)).
(2)
By (1) and (2), we get
α2
α1
=
|1− s1 − s2|
1/2−σ1−σ2
|1− s1|1/2−σ1 |1− s2|1/2−σ2
× exp ((t1 + t2) arg(1− s1 − s2)− t1 arg(1− s1)− t2 arg(1− s2))
≫
∣∣∣∣1− s21− s1
∣∣∣∣1/2−σ1 c−σ2|1− s2|1/2 .
This finishes the proof. 
Lemma 3.2. For p > 0 and small ǫ > 0, there exists a constant c < 0 such that
ζ˜(s) ≍ ζ(As).
for s ∈ D(c, p) \ C(ǫ).
Proof. By applying the previous lemma repeatedly, we have ζ˜(s) ≍ ζ(As) for s ∈ D(c, p)
and |t| > 1. As for s ∈ D(c, p) \ C(ǫ) and |t| ≤ 1, we have
ζ˜(As) ≍ |1−As|1/2−Aσ,
(−1)r−l
l∏
j=1
(#(Pj)− 1)! · ζ
(∑
j′∈Pj
aj′s
)
≪
l∏
j=1
∣∣∣∣∣∣1−
∑
j′∈Pj
aj′s
∣∣∣∣∣∣
1/2−
∑
j′∈Pj
aj′σ
for any partition P1, . . . , Pl of {1, . . . , r}. This finishes the proof. 
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Proof of Theorem 1.2. For s ∈ D(c, p) \ C(ǫ) with t ≥ 0, we have
|ζ˜(s)| ≫ |ζ(As)|
≫ |1− As|1/2−Aσ exp
(
At
(
arg(1−As) +
π
2
))
≫ |1− As|1/2−Aσ.
Then, for sufficiently small σ, we get |ζ˜(s)| > |a|.
Applying Rouche´’s theorem, ζ˜(s) − a and ζ(As) have the same number of zeros in
each disk of C(ǫ). Since the function ζ(As) has exactly one zero in each disk, we find
the result. 
4. Proof of Theorems 1.3 and 1.4
For s ∈ C, we define
G(s) :=


ζ˜(s)
BMs
(a = 0),
ζ˜(s)− a
−a
(a 6= 0).
Let x > 0 be large. For large T , let each path of positive oriented rectangle with
vertices −y + it0, x + it0, x + iT,−y + iT be R1, R2, R3, R4 from the bottom. We note
that
G′(s)
G(s)
=


ζ˜ ′(s)
ζ˜(s)
− logM (a = 0),
ζ˜ ′(s)
ζ˜(s)− a
(a 6= 0).
(3)
We also note that ζ˜(s) = a if and only if G(s) = 0. We prove Theorem 1.4 by using the
following equivalence:
N(a;T ) =
1
2πi
(∫
R1
+
∫
R2
+
∫
R3
+
∫
R4
)
G′(s)
G(s)
ds+O(1).
4.1. Calculations for R3. Let q(x, u) be the number of times that the value of ℜ(G(z))
is 0 when the variable z moves from x + iT to u + iT parallel to the real axis, and for
z ∈ C, let
X(z) := XT (z) :=
G(z + iT ) +G(z − iT )
2
.
Lemma 4.1. For u, T ∈ R with u < x, we have
| argG(u+ iT )| ≤ (q(x, u) + 2)π.
Proof. Since | argG(x+ iT )| ≤ π/2, this lemma is derived by considering the argument.

We also let n(K) be the number of zeros of X(z) inside the circle with center x and
radius K. Since X(u) = ℜ(G(u+ iT )), we have q(x,−y) ≤ n(x+ y).
Lemma 4.2. We have
q(x,−y) ≤ (x+ y + 2)
∫ x+y+2
0
n(r)
r
dr.
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Proof. We have ∫ x+y+2
0
n(r)
r
dr ≥
∫ x+y+2
x+y+1
n(r)
r
dr
≥
1
x+ y + 2
∫ x+y+2
x+y+1
n(r)dr
≥
n(x+ y + 1)
x+ y + 2
≥
q(x,−y)
x+ y + 2
. 
Lemma 4.3. For a ∈ C and y > 0, we have∫ x+y+2
0
n(r)
r
dr ≪ log T.
Proof. By Jensen’s theorem, we have∫ x+y+2
0
n(r)
r
dr =
1
2π
∫ 2pi
0
log |X(x+ (x+ y + 2)eiθ)|dθ − log |X(x)|.
We note that
|X(x+ (x+ y + 2)eiθ)| ≤ |G(x+ (x+ y + 2)eiθ + iT )|+ |G(x+ (x+ y + 2)eiθ − iT )|.
For each σ, we define µ(σ) as the lower bound of ξ such that
ζ(σ + it) = O(|t|ξ).
It is well-known that
µ(σ) ≤


0 (σ > 1),
1/2− σ/2 (0 ≤ σ ≤ 1),
1/2− σ (σ < 0)
holds (see [15, Section 5.1]). Since there exist some L such that
ζ˜(x+ (x+ y + 2)eiθ + iT )≪ TL,
we have
|G(x+ (x+ y + 2)eiθ + iT )| ≪ TL.
Then we get
|X(x+ (x+ y + 2)eiθ + iT )| ≪ TL.
Thus we find the lemma. 
Lemma 4.4. For a ∈ C and y > 0, we have
ℑ
∫
R3
G′(s)
G(s)
ds≪ log T.
Proof. By above lemmas, we have
| argG(u+ iT )| ≪ log T(4)
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for −y ≤ u ≤ x. We have
ℑ
∫
R3
G′(s)
G(s)
ds = ℑ
∫ −y
x
G′(σ + iT )
G(σ + iT )
dσ
= [argG(σ + iT )]−yx
≪ log T. 
4.2. Calculations for R4.
Lemma 4.5. Let b1, b2 > 0 and y1 > y2 > 0. For s ∈ C with −y1 < σ < −y2 and
sufficiently large t, we have
ζ(b1s)ζ(b2s)
ζ((b1 + b2)s)
≫ t1/2.
Proof. Let s1 := b1s and s2 := b2s. The proof is almost the same as the proof of Lemma
3.1. By letting
α1 :=
2∏
j=1
(
|1− sj|
1/2−σj exp(tj(arg(1− sj) + π/2))
)
,
α2 := |1− s1 − s2|
1/2−σ1−σ2 exp((t1 + t2)(arg(1− s1 − s2) + π/2)),
we have
ζ(s1)ζ(s2)
ζ(s1 + s2)
≍
α1
α2
.
We note that
|1− s1|
1/2−σ1 |1− s2|
1/2−σ2
|1− s1 − s2|1/2−σ1−σ2
≍
t
1/2−σ1
1 t
1/2−σ2
2
(t1 + t2)1/2−σ1−σ2
≍ t1/2.(5)
On the other hand, we have
exp (t1(arg(1− s1) + π/2) + t2(arg(1− s2) + π/2)− (t1 + t2)(arg(1− s1 − s2) + π/2))
= exp
(
t1
(
arctan
(
−t1
1− σ1
)
+
π
2
)
+ t2
(
arctan
(
−t2
1− σ2
)
+
π
2
)
− (t1 + t2)
(
arctan
(
−t1 − t2
1− σ1 − σ2
)
+
π
2
))
= exp
(
t1 arctan
(
1− σ1
t1
)
+ t2 arctan
(
1− σ2
t2
)
− (t1 + t2) arctan
(
1− σ1 − σ2
t1 + t2
))
≥ 1.
(6)
By (5) and (6), we get
ζ(s1)ζ(s2)
ζ(s1 + s2)
≍
α1
α2
≫ t1/2. 
Lemma 4.6. Let y1 > y2 > 0. For s ∈ C with −y1 < σ < −y2 and sufficiently large t,
we have
ζ˜(s) =
r∏
j=1
ζ(ajs)(1 +O(t
−1/2)).
Proof. By applying the previous lemma repeatedly, we find the result. 
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Lemma 4.7. For b > 0, we have
ℑ
∫ −y+it0
−y+iT
ζ ′(bs)
ζ(bs)
ds = T log
bT
2π
− T +O(log T ).
Proof. By the functional equation, we have∫ y+it0
−y+iT
ζ ′(s)
ζ(s)
ds = [log ζ(s)]−y+it0−y+iT
=
[
log
(
2sπs−1 sin
(πs
2
)
Γ(1− s)ζ(1− s)
)]−y+it0
−y+iT
.
Here we have
ℑ
[
log
(
2sπs−1
)]−y+it0
−y+iT
= −T log 2π +O(1)
and
ℑ
[
log sin
(πs
2
)]−y+it0
−y+iT
= −ℑ
(
log
(
−
1
2i
exp
(
−iπ(−y + iT )
2
)))
+O(1)
= O(1).
By the Stirling formula, we also have
ℑ [log Γ(1− s)]−y+it0−y+iT = −ℑ
(
log(eiT (1 + y − iT )1/2−y−iT )
)
+O(1)
= −T + T log T +O(log T ).
By changing variable, we obtain the result. 
Lemma 4.8. We have
ℑ
∫
R4
G′(s)
G(s)
ds =


T
r∑
j=1
aj log
ajT
2πe
+ T logM +O(logT ) (a = 0),
T
r∑
j=1
aj log
ajT
2πe
+O(log T ) (a 6= 0).
Proof. By Lemmas 4.6 and 4.7, we have
ℑ
∫
R4
ζ˜ ′(s)
ζ˜(s)
ds = ℑ
r∑
j=1
∫
R4
aj
ζ ′(ajs)
ζ(ajs)
ds+ [arg(1 + O(t−1/2))]R4
= T
r∑
j=1
aj log
ajT
2πe
+O(logT ).
When a = 0, by (3), we have
ℑ
∫
R4
G′(s)
G(s)
ds = T
r∑
j=1
aj log
ajT
2πe
+ T logM +O(log T ).
When a 6= 0, by the functional equation, the Stirling formula, and (3), there exists t′ > t0
such that
G′(s)
G(s)
=
ζ˜ ′(s)
ζ˜(s)
·
1
1− a/ζ˜(s)
=
ζ˜ ′(s)
ζ˜(s)
(1 +O(t−r/2−Ay))
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holds for t ≥ t′. We note that ζ ′(s)/ζ(s) ≪ log t by the functional equation and [14,
Lemma 2.1], we have
ℑ
∫
R4
G′(s)
G(s)
ds = T
r∑
j=1
aj log
ajT
2πe
+O(log T ).
This finishes the proof. 
4.3. Proof of Theorems 1.3 and 1.4.
Proof of Theorem 1.3. By the functional equation, the Stirling formula, and Lemma 4.6,
we have
ζ˜(s)≫ tr/2−Aσ
for large t. Then we have the result. 
Proof of Theorem 1.4. We note that∫
R1
G′(s)
G(s)
ds = O(1)
holds. By Lemma 2.2, we have
ℑ
∫
R2
G′(s)
G(s)
ds = arg (G(x+ iT ))− arg (G(x+ it0)) = O(1).
Then, by Lemmas 4.4 and 4.8, we find the result. 
5. Proof of Theorems 1.5 and 1.6
Lemma 5.1. We have
lim
X→∞
∫ X+iT
X+it0
log |G(s)|ds = 0.
Proof. By the definition of G(s), we have
∫ X+iT
X+it0
log |G(s)|ds =


∫ X+iT
X+it0
log |1 +O(cσ)| ds (a = 0),
∫ X+iT
X+it0
log |1 +O(Mσ)| ds (a 6= 0),
where c is the constant in Lemma 2.2. 
Lemma 5.2. We have ∫ x+iT
x+it0
log |G(s)|ds = O(1).
Proof. By Cauchy’s theorem, we have∫ x+iT
x+it0
log |G(s)|ds =
∫ ∞+it0
x+it0
log |G(s)|ds−
∫ ∞+iT
x+iT
log |G(s)|ds.
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Since log(1 + ξ) = O(|ξ|) for ξ > −1/2, we have∫ ∞+it0
x+it0
log |G(s)|ds =
∫ ∞+it0
x+it0
log |1 +O(ξ′σ)| ds
=
∫ ∞+it0
x+it0
O(ξ′σ)ds
= O(1),
where ξ′ = c if a = 0, otherwise M . Similarly, we have∫ X+iT
x+iT
log |G(s)|ds = O(1).
Thus we get the result. 
Lemma 5.3. Let y > 0. For large T , we have∫ T
t0
log |ζ(−y + it)|dt =
(
1
2
+ y
)
T log T +O(T ).
Proof. Let χ(s) := 2sπs−1 sin (πs/2) Γ(1− s). Then we easily find
log |χ(s)| =
(
1
2
− σ
)
log
∣∣∣∣ t2π
∣∣∣∣ +O
(
1
t
)
by the Stirling formula for fixed σ and sufficiently large t. Since log |ζ(1+y−it)| = O(1),
we have∫ T
t0
log |ζ(−y + it)|dt =
∫ T
t0
log |χ(−y + it)|dt+
∫ T
t0
log |ζ(1 + y − it)|dt
=
(
1
2
+ y
)
T log T +O(T ). 
Lemma 5.4. Let y > 0. For large T , we have∫ T
t0
log |G(−y + it)|dt =
r∑
j=1
(
1
2
+ ajy
)
T log T +O(T ).
Proof. When a = 0, by Lemma 4.6, we have∫ T
t0
log |G(−y + it)|dt =
r∑
j=1
∫ T
t0
log |ζ(aj(−y + it))|dt+O(T )
=
r∑
j=1
1
aj
∫ ajT
ajt0
log |ζ(−ajy + it)|dt +O(T ).
By Lemma 5.3, we have the result. On the other hand, when a 6= 0, we have
log |G(s)| = log |ζ˜(s)− a|+O(1)
= log |ζ˜(s)|+ log
∣∣∣∣∣1− aζ˜(s)
∣∣∣∣∣ +O(1).
By the similar argument in Lemma 4.8, we also find the result. 
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Proposition 5.5. Let y > 0. For large T , we have
2π
∑
−y<βa
0<γa<T
(βa + y) =
r∑
j=1
(
1
2
+ ajy
)
T log T +O(T ).
Proof. Applying Littlewood’s lemma (for details, see [15, Section 3.8]) to the function
G(s) in the rectangle {s | −y ≤ σ ≤ x, t0 ≤ t ≤ T}, we have
2π
∑
−y<βa
0<γa<T
(βa + y) = −
∫ T
t0
log |G(x+ it)|dt +
∫ T
t0
log |G(−y + it)|dt
+
∫ x
−y
argG(σ + iT )dσ −
∫ x
−y
argG(σ + it0)dσ.
We easily see ∫ x
−y
argG(σ + it0)dσ = O(1).(7)
By (4), we have ∫ x
−y
argG(σ + iT )dσ ≪ log T.(8)
Then, by Lemmas 5.2 and 5.4, we obtain the result. 
Proof of Theorem 1.5. We note that
2π
∑
−y<βa
0<γa<T
(
βa −
1
2
)
= 2π
∑
−y<βa
0<γa<T
(βa + y)− 2π
(
y +
1
2
)
N(a;T ),
2π
∑
−y<βa
0<γa<T
(
βa −
r
2A
)
= 2π
∑
−y<βa
0<γa<T
(βa + y)− 2π
(
y +
r
2A
)
N(a;T ).
By Theorem 1.4 and Proposition 5.5, we obtain the result. 
Lemma 5.6. For σ ≥ 1/2 and 0 ≤ α ≤ 2, we have∫ T
t0
|ζ(σ + it)|αdt≪ T log T.
Proof. The lemma is trivial when α = 0. When α = 2, see [15, Section 7.2]. As for the
case 0 < α < 2, let β satisfy α/2 + 1/β = 1. By Ho¨lder’s inequality, we have∫ T
t0
|ζ(σ + it)|αdt ≤
(∫ T
t0
|ζ(σ + it)|2dt
)α/2(∫ T
t0
dt
)1/β
≪ (T log T )α/2T 1/β. 
Proposition 5.7. Let y3 = 1/2ar. We have
2π
∑
y3<βa
0<γa<T
(βa − y3)≪ T log log T.
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Proof. We prove the proposition only for a 6= 0. We can prove the case a = 0 similarly.
Since
∑
j xj ≤
∏
j(xj + 1) for xj ≥ 0, there exists a constant C such that∫ T
t0
log |ζ˜(y3 + it)− a|dt
≤
∫ T
t0
log

C r∑
l=1
∑
P1,...,Pl
l∏
k=1
∣∣∣∣∣∣ζ

∑
aj∈Pk
aj(y3 + it)


∣∣∣∣∣∣ + |a|

 dt
≤
r∑
l=1
∑
P1,...,Pl
1
u
∫ T
t0
log



C l∏
k=1
∣∣∣∣∣∣ζ

∑
aj∈Pk
aj(y3 + it)


∣∣∣∣∣∣+ 1


u
 dt+ ∫ T
t0
log(|a|+ 1)dt
for 0 < u < 2/r. Since (X + 1)u ≤ Xu + 1, we have∫ T
t0
log |ζ˜(y3 + it)− a|dt
≤
r∑
l=1
∑
P1,...,Pl
1
u
∫ T
t0
log

Cu l∏
k=1
∣∣∣∣∣∣ζ

∑
aj∈Pk
aj(y3 + it)


∣∣∣∣∣∣
u
+ 1

 dt+O(T ).
By Jensen’s inequality, we have∫ T
t0
log |ζ˜(y3 + it)− a|dt
≤
r∑
l=1
∑
P1,...,Pl
T − t0
u
log

 1
T − t0
∫ T
t0

Cu l∏
k=1
∣∣∣∣∣∣ζ

∑
aj∈Pk
aj(y3 + it)


∣∣∣∣∣∣
u
+ 1

 dt

+O(T ).
Since 0 < ul < 2, by Ho¨lder’s inequality and the previous lemma, we have
∫ T
t0
l∏
k=1
∣∣∣∣∣∣ζ

∑
aj∈Pk
aj(y3 + it)


∣∣∣∣∣∣
u
dt ≤
l∏
k=1

∫ T
t0
∣∣∣∣∣∣ζ

∑
aj∈Pk
aj(y3 + it)


∣∣∣∣∣∣
ul
dt


1/l
≤ T log T.
Thus we get ∫ T
t0
log |ζ˜(y3 + it)− a|dt≪ T log log T.
By Littlewood’s lemma, we have the result. 
Proof of Theorem 1.6. By Proposition 5.7, we have∑
βa−y3>δ
0<γa<T
1 ≤
∑
βa−y3>δ
0<γa<T
βa − y3
δ
≤
1
δ
∑
y3<βa
0<γa<T
(βa − y3)
≪
T
δ
log log T.
Putting δ = (log log T )2/ logT , we obtain the result. 
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