Abstract-A system for interpretation of images of paper-based line drawings is described. Since a typical drawing contains both test strings and graphics, an algorithm has been developed to locate and separate text strings of various font size, style, and orientation. This is accomplished by applying the Hough transform to the centroids of connected components in the image. The graphics in the segmented image is processed to represent thin entities by their core-lines and thick objects by their boundaries. The core-lines and boundaries are segmented into straight line segments and curved lines. The line segments and their interconnections are analyzed to locate minimum redundancy loops which are adequate to generate a succinct description of the graphics. Such a description includes the location and attributes of simple polygonal shapes, circles, and interconnecting lines, and a description of the spatial relationships and occlusions among them. Hatching and filling patterns are also identified. The performance of the system is evaluated using several test images and the results are presented. The superiority of these algorithms in generating meaningful interpretations of graphics, compared to conventional data compression schemes, is clear from these results.
I. INTRODUCTION N automatic graphics recognition system which can
A generate a succinct description of various graphical objects and their spatial relationships has many applications. Such a system is useful in converting paper-based drawings for integration into a CAD/CAM environment, in object-addressed pictorial databases, as an intelligent interface between scanners and graphics editors for creating updated versions of existing documents, and as a data compression mechanism for document archival. Much of the work to date has addressed the problem of automating segmentation and recognition of components in engineering drawings and documents [1]- [7] . In this paper, we describe a complete generic graphics interpretation system which has been designed to generate a description of the contents of a paper-based line drawing in terms of various graphical primitives, their interconnections, and their spatial relationships.
A typical line drawing is made up of polygons, circles, and other objects and lines interconnecting them. These entities have various attributes associated with them. Examples of such attributes are thickness of lines, filling details for polygons, etc. Often these entities overlap with one another and obscure some of the lines. Graphics are typically annotated with text strings. Such mixed text/ graphics documents are digitized at a resolution of 12 pixels per millimeter to generate a 2048 x 2048 pixel binary image. To obtain a graphics description file of the highest possible level with minimum operator interaction, the following operations are performed on this image. 1) Separation of text strings from graphics.
2) Identification of line segments and their attributes.
3) Recognition of graphical primitives and their attributes.
4) Description of spatial relationships among primitives.
An algorithm for segmenting mixed text/graphics image into text strings and graphics has been developed. This algorithm is described in Section 11. The text strings image is intended for further processing by a character recognition system. The graphics image is processed by low level image processing routines to identify various types of lines. Thin entities such as lines are represented by their core-lines and thick entities (e.g., polygons which are completely filled) are represented by their boundaries. Short line segments are analyzed to detect dashed lines. These algorithms are described in Section 111. The graph formed by interconnected lines is traversed by applying heuristic rules to locate closed loops which are helpful to generate a meaningful description. These loops are compared to a catalog of known shapes for identification. Whenever appropriate an unrecognized loop is described as a known shape occluded by other objects. Various hatching patterns within closed loops are identified. Spatial relationships among various primitives are determined. Large numbers of small sized primitives, if enclosed by a larger object, are identified as fillings. These processing steps are described in Section IV. Curved lines are processed to identify circles. Curved lines which are 0162-8828/90/1000-0978$01 .OO @ 1990 IEEE not segments of circles are described as concatenated circular arcs. These steps are briefly described in Section V. The description file generated by the system contains all the information necessary to reconstruct the original data. Clearly, the principal departure of this system from conventional data compression systems is that it generates a description of the contents of the graphics and not simply data in a compressed form for storage.
SEPARATION OF TEXT STRINGS FROM GRAPHICS
In this section, an algorithm for separation of text strings from images of mixed text and graphics is briefly described. The algorithm is described in detail in [8], [9] . The algorithm separates text strings of various orientations, font styles, and character sizes. This segmentation algorithm is based on grouping collinear connected components of similar size and does not recognize individual characters. There are five principal steps in this algorithm: 1) Connected component generation.
2) Area and ratio filters.
3) Collinear component grouping in Hough domain.
4)
Separation of components into words and phrases. 5 ) Postprocessing to refine the segmentation. These segmentation steps are briefly described in the following sections.
A, Connected Component Generation
The connected components in the digitized image are isolated by raster-scanning the image and growing the components as they are found. The algorithm keeps track of the top-, bottom-, left-, and right-most pixels corresponding to smallest enclosing rectangle of each component, and the percent of pixels within this rectangle which are of the foreground type. The rectangles enclosing the components in Fig. 1 are shown in Fig. 2 . Note that each component of a text character is enclosed in a separate rectangle except those characters which are connected to graphics (letters T and p inside the table). The connected component data is used by other stages of the text segmentation algorithm, thereby minimizing the operations on the large sized image array.
B. AreaIRatio Filters
The area filter is designed to identify the components which are very large compared to the average size of the connected components in the image. In a mixed text/ graphics image such components are likely to be graphics. By obtaining a histogram of the relative frequency of occurrence of components as a function of their area, an area threshold which broadly separates the larger graphics from the text components is chosen. Since text characters of the same height may have different areas, the histogram is "blurred" such that neighboring areas are grouped together. Connected components which are enclosed by rectangles with a length to width ratio larger than 10 are not likely to be text characters. Such components (eg., long horizontal or vertical straight lines) are marked as graphics and are eliminated from further consideration. These filters remove the two large rectangles and the two thin rectangles in Fig. 2 as graphics. Removing such large components also enhances the accuracy of subsequent segmentation stages that depend upon thresholds which are adaptively determined by the average size of the connected components.
C. Collinear Component Grouping
We define a text string as a group of at least three characters which are collinear and satisfy certain proximity criteria. This part of the algorithm identifies collinear characters by applying the Hough transform to the centroids of the connected components. In our implementation, the angular resolution 8 in the Hough domain is set at one degree, whereas the spatial resolution p is a variable which is set to 0.2 x the average height of the connected components. This resolution provides a threshold for noncollinearity of the components of text. Next, the Hough domain is scanned for extraction of the collinear components. The Hough domain is scanned first only for horizontal and vertical strings, then for all others. When a potential text string is identified in the Hough domain, a cluster of cells centered around the primary cell is extracted. This is done to ensure that all characters belonging to a text string are grouped together. The degree of clustering is adaptively determined to correspond to the average height of the extracted string. For details see [8], [9] . The Hough transform method has also been used in [lo] for analyzing textural images.
To decrease the time spent scanning the Hough domain, a pyramidal reduction of the resolution is used. In this case, the reduction in resolution is 3 in p and 2 in 8 producing an array which is at each level one sixth the size of the previous level. The method of reducing the resolution is a maximum operator, so that the maximum string length at the base is represented in the top level. There are 5 total levels in this implementation, reducing the resolution by a total factor of 64 = 1296. This means that the scanning of the Hough domain is reduced computationally by a factor of 1296, but the individual string extraction time will be increased. The worst case for descending the pyramid to the corresponding cell in the base Hough array is 4 x 6 = 24. This implementation of a pyramid system therefore presents considerable time savings as long as less than 1 out of 24 discrete cells require descent. This condition is almost always satisfied in a typical document.
D. Separation of Components into Words and Phrases
After a collinear string is extracted from the Hough domain, it is checked by an area filter, which is similar to the one discussed earlier, so that the ratio of the largest to smallest component in the group is less than 5 . This is necessary to prevent large components, which do not belong to the string under consideration (but having their centroids in line with the string) from biasing the thresholds such as intercharacter and interword gaps. The components are further analyzed to group them into words and phrases using the following rules: 1) Intercharacter gap less than or equal to A,,.
2) Interword gap less than or equal to 2.5 X A,,.
Here Ah is the local average height and is computed using the four components which are on either side of each gap.
This string is then refined according to some further heuristics. First, there must be no phrase containing fewer than three components. Also there can be no more than two single-component words in a row. If the phrases do not conform to these rules, then the string is reorganized and components dropped until there is left only valid text string.
E. Postprocessing to Rejine the Segmentation
The algorithm described above classifies broken lines (e.g., dashed lines) and repeated characters (e.g., a string of asterisks) as text strings since they satisfy all the heuristics for text strings. It is desirable to label such components as graphics. On the other hand, text strings in which some of the components are connected t0 graphics are incorrectly segmented (e.g., underlined words in which characters with descenders touch the underline). Thus the strings which are identified are further processed to refine the segmentation. These are enhancements to the original algorithm described in [8].
Repeated Character Filter: Strings made up of a character repeated many times are separated from other strings by checking for consistency in variance of the pixel density, the area, and the ratio of the length of the sides of the rectangle. These three variances are normalized by dividing by their respective thresholds. Whenever the product of the normalized variances is less than one it is classified as graphics. This method of combining the three features allows for some latitude in choosing the individual thresholds.
Dashed Line Filter: Although the above filter may work for certain dashed lines, it is easily seen that dashed lines are quite often irregularly broken, either for variety (e.g., lines made up of alternating short and long segments) or because they are hand-drawn. Since dashed lines are so common in graphics, a specialized algorithm for their recognition is required. The only reliable characteristic of dashed lines is that the variance in thickness is low. Since this information is not available in the connected component data, it is obtained from the image. The thickness of the components at each point in a direction perpendicular to the direction of the string is calculated. The variance in thickness is then compared to a single threshold. In these calculations, care is taken to include only those pixels which belong to the component under consideration, even when there are pixels belonging to other components within the rectangle.
Text Connected to Graphics: A much more complex problem arises when text characters are connected to graphics. A special case of this problem occurs frequently when text strings with descenders are underlined. A typical case is shown in Fig. 3(b) . Note that there are two components, "'y" and "g" imbedded in the underlining. In this example, the underline along with the characters y and g are classified as graphics and the string is classified as consisting of two words "an" and "ima e" as shown in Fig. 3(a) . Note that the word "ima e" is not divided into two words simply because the gap resulting from a missing character will not always enforce a word gap. Thus, wherever the gap between two characters is at least 0.5 x A,, the string is checked for missing characters. It is assumed that the character is connected to the graphics only on one of the sides (not necessarily the bottom side). The basic approach to locate missing characters is to grow a three-sided box around the free sides (not connected to the graphics) of the component in question. The open side of the box corresponds to the side in which the character is connected to the graphics. The procedure is described below.
The centerline of the text string is found, and a line between the two components around the gap is checked for contact with connected components. If one is con- 
F. Experimental Results
The performance of the text string separation algorithm was evaluated on a number of test images. The output of the algorithm corresponding to the image of Fig. 1 is shown in Fig. 4 . Note that all the text strings have been correctly identified and removed while retaining all graphical components including broken lines. Only exceptions are the dots on lowercase i's. The algorithm is implemented in Pascal on a VAX-11/785. Typical CPU time for text separation is four minutes.
GENERATION OF LINE DESCRIPTION FILE
The image output from the text string separation algorithm consists of graphics and isolated symbols. This image is processed further to generate a line description file to represent thin entities (straight lines and curves) and boundaries of solid (completely filled) graphical components. Solid objects are located and separated from thin entities using erosion-dilation techniques and their boundaries are tracked. After skeletonization of thin entities, various types of lines (continuous, dashed, straight, curved, etc.) are identified and their attributes are computed. The output is a file describing the location and attributes of core-lines (for thin entities) and boundaries (for solid objects). The following steps summarize these operations:
1) Separation of solid graphical components.
2) Skeletonization and boundary tracking.
3) Segmentation into straight lines and curves. 4) Detection of dashed lines. These steps are briefly described in the following sections. A different approach, described in [ll] , in which the solid objects are extracted at the same time the corelines of thin entities are tracked was considered earlier to perform these operations. However, computational and algorithmic complexity of that approach forced us to choose the present two-stage approach of solid object segmentation and thin line skeletonization.
A. Separation of Solid Graphical Components
The image is preprocessed to eliminate single pixel thick voids and protrusions. It is then eroded by N pixels, where N is a threshold which determines the maximum thickness of entities which are represented by their skeletons. All thin entities are thus completely eroded leaving behind the eroded solid objects. This eroded image is dilated by N pixels to recover the pixels of solid objects which were removed during erosion. However, since dilation is not an exact inverse of erosion, additional processing steps are applied to completely recover the object.
The extracted solid object image corresponding to Fig. 4 is shown in Fig. 5 . The solid object image is then sub- tracted from the original image to obtain the thin entities image.
B. Skeletonization and Boundary Tracking
The skeletonization algorithm described in [12] is applied to the thin entities image. Initially, all the graphics pixels are labelled as type 3 and the background pixels are labeled as type 0. The algorithm uses a set of 3 X 3 operators which generate a marked skeleton. After processing, each pixel is marked with one of the following four labels.
Type 0: Pixel which is not a skeleton point. Type 1: Skeleton end pixel. Type 2: Skeleton internal pixel. Type 3: Skeleton node (junction) pixel.
The pixels in this skeletonized image are tracked to obtain an ordered list of pixels for each line segment. These segments are labeled as 1-1, 1-3, 2-2, or 3-3 to denote the type of pixel at their two ends. Note that these linked list of pixels begin and terminate at an open end or junction except for isolated closed loops in which all the pixels are of type 2. In particular, separate lists are not generated at corners of polygons or at critical points such as junction of a straight line and a curve.
The skeletonization algorithm also generates many spurious short segments or twigs. These twigs are mainly due to noise pixels or digitization artifacts. Thus, if a short segment, which is open at one end, is connected to at least two segments which are longer than twice its length, it is deleted and the line segment description file is appropriately modified. Note that isolated short segments, which are possibly due to dashed lines, are not affected by this cleaning. Fig. 6 shows the skeleton of the thin entities image after this processing step.
A thickness routine is applied to compute the average thickness of line segments. The routine traverses the coreline of each line segment and calculates the thickness at frequent intervals in the core-line in four directions-vertical, horizontal, and the two diagonal directions. To locate junctions of lines of different thickness, it also calculates the running average of the line thickness. If the thickness at any three consecutive points falls outside the range of [0.67, 1.51 times the average thickness of the An edge enhancement operation is applied to the solid object image to locate boundary pixels. All pixels along the boundary are retained and interior points are set to 0. The edge pixels are linked and a boundary description file is generated.
C. Segmentation into Straight Lines and Curves
As noted earlier, when two straight lines of equal thickness meet at a point (e.g., corner of a polygon), the linked list generated by the above routines contains a single entry which includes an ordered listing of all the pixels in the two core lines. Similarly, straight lines and curves merging at a point do not trigger a new entry in the linked list, if their thicknesses are the same. Separate entries are generated, however, when three or more lines meet at a point, even if two of the segments are collinear. For graphics recognition and description, it is essential to determine the critical points and split the linked list into individual straight line and curve segments. There are many algorithms for detection of such critical points [13] , [14] . In our implementation, a simple algorithm calculates the slope of the line formed by connected pixels in each linked list at every pixel. The list is split at points of significant change in slope. This simple algorithm does not perform entirely satisfactorily, especially when the data is noisy. Scale-space filtering techniques are being implemented to overcome this problem [15] . All straight line segments are identified by their end points and thickness. Line segments with continuously varying slopes are classified as curves and a file containing an ordered list of all core line pixels in each such segment is generated.
D. Dashed Line Detection
The output from the previous stage contains a separate listing for each segment of a broken line. It is thus necessary to link these segments to generate a simple description for each dashed line. This dashed line detection al- For a line to be detected as a dashed line, it must contain at least four segments. The algorithm identifies four consecutive segments having lengths 11, I,, Z3, and Z4, and intersegment gaps g1,2, g2,3, and g3,4 as a part of a dashed line, if the following conditions are satisfied:
Here, the T's are length threshold parameters. The lengths and gaps are allowed to fluctuate up to f 30% of average values for each line. The algorithm consists of two stages: neighboring segment detection and sorting, and segment linking for dashed line detection. The algorithm is now described with the help of Fig. 7 . Neighboring Segment Detection and Sorting: Segments of type 1-1 and 1-3 in the linked list are examined and only those segments with lengths less than the segment length threshold are retained. The two ends of each segment are arbitrarily labeled as Head (H) and Tail (T) to distinguish them from each other. The distances between each end of every segment to every other segment are calculated. For those segments which have neighbors within the gap length thresholds a data structure containing the following information is created: length of segment and its terminal label (head or tail), neighboring segment number, its terminal label, and gap length. Table I shows partial data corresponding to the segments in Fig.   7 (a). For example, in this table, line 4 indicates that the head end of segment 4 has tail end of segment 16 as its neighbor and the tail end of segment 4 has three neighbors, segments 17 (head), 5 (head), and 3 (tail). Note that, when there is more than one neighbor, the neighboring segments are ordered according to the priorities which are determined by their slopes as described below.
For each segment, its angle with respect to horizontal is calculated [ A 3 , A4, A,, and AI7 in Fig. 7(b) ]. Similarly, the angles made by the lines which bridge the gap between segments with respect to horizontal are also calculated [A3,4, A 3 , 5 , and A3,17 in Fig. 7(b) ]. The mean of the angles, Mi, between Ai and Ai,j where i denotes the current segment and j its potential neighbor are calculated. The neighbor with the lowest absolute difference between Ai and Mj is then assigned the highest priority; other neighbors are sorted in order of increasing absolute angular difference and are assigned decreasing priorities.
Segment Linking for Dashed Line Detection: In this part Fig. 8 . Consider the application of this algorithm to the segments in Fig. 7(a) . Let us begin with segment 1 . Since there are no segments at the head end of this segment, step 3 of the algorithm changes the direction of search. Segment 2 is then selected in step 3, segment 3 in step 4, and segment 5 in step 5. At this point, segments 2 and 3 are labeled as extensions to the line which started at segment 1. During the next two interations of steps 4 and 5, segments 5, 6, 7, and 8 are added to the line. During the next iteration, step 4 identifies segment 9 as a potential extension of the line; however, since it has no neighbors at its tail end, step 5 fails to find S3 and the algorithm returns to step 4 to find the next best segment S, to continue the line at the tail end of segment 8.' This back tracking is particularly helpful to correctly track dashed lines in the presence of stray segments. In our example, the line terminates at segment 12. The second line is then found in a similar manner. After completion, we have two dashed lines and an unused segment.' 'If there is no suitable segment to continue the line at this point also, the algorithm backtracks one more segment and returns to step 3. An attempt is then made to continue the line by choosing the next best segment S,. Note that backtracking is limited to at most two segments if the failure occurs in step 5 and one segment if it occurs in step 4.
'Note that the result would have been different if we had started with segment 9.
E. Output of the Line Description Algorithm
The data generated by the line description algorithm includes coordinates of end points, line type (straight or curved, continuous or dashed), line source (outline of solid object or core line of thin entity), and line thickness. For dashed lines, lengths of segments and gap are also included. For curved lines, a second file containing an ordered list of pixels using eight direction chain code is created. These files are processed by the graphics recognition and description algorithm described in the following sections.
IV. GRAPHICS RECOGNITION AND DESCRIPTION
This section describes an algorithm for recognition and description of graphics. The objective is to obtain a succinct description of the contents of the graphics. As an example, the algorithm is designed to describe the image shown in Fig. 9 as consisting of several simple shapes interconnected by lines. In other words, the algorithm locates loops of minimum redundancy which are necessary and sufficient to describe the image. For the above example, the algorithm locates nine loops shown in Fig. 10 . These are compared to a catalog of known shapes shown in Table I1 and seven loops shown in Fig. 10(a) are recognized. These are described by their location and orientation. Those which are not recognized as one of the known shapes are then analyzed to check whether they can be described as known shapes occluded by other objects. For example, the loop H in Fig. 9 can be described as a large rectangle which is occluded by the polygons B , C , and D. Such a description is given only if it is possible to describe an unrecognized loop as a known shape by replacing multiple segments which are shared by another shape by a single segment. The algorithm does not hypothesize the presence of corners which are not in the image. For example, loop K is not described as an occluded rectangle. For this loop, even if the collinear line segments are connected through the rectangles D, E , F , and G, it can not be recognized as a known shape. Thus, it is divided into individual line segments. Note that, in this example of a flowchart, it may not be meaningful to describe the loop H a s an occluded rectangle; but the objective is to obtain a succinct description file which has adequate information to reconstruct the original image. The algorithm is a generic graphics description system and has no knowledge about the context of data or the appropriateness of a particular description. The algorithm also identifies and describes hatching and filling patterns. The spatial relationships among various entities are also determined. The algorithm consists of the following stages: 1) Generation of loops with minimum redundancy.
2) Recognition of overlapping shapes.
3) Detection of filling patterns and enclosure relationships.
These stages are described in the following sections.
A. Generation of Loops with Minimum Redundancy
The simple graphics of Fig. 9 is made up of 57 line segments excluding the segments due to hatching lines and filling symbol^.^ However, there are 74 loops which can be formed using these 57 segments. Thus, the problem is the selection of the nine loops shown in Fig. 10 . As a second example, consider a large rectangular table 3Note that each rectangle in Fig. 9 is made up of six segments since the top line and bottom line touching the rectangles divides each line into two segments; similarly, other straight lines are divided into two segments at junctions. 
4) Identification of loops formed by single segment
These steps are now described in detail.
Removal of Open-Ended Segments:
The straight line segments in the line description file are analyzed and line adjacency relationships are determined. For each line segment, the line segments which are connected at its head and tail ends are maintained in a data structure. A line segment is designated as a terminal line segment T if it has no neighbors at one or both ends. If a line segment has one and only one neighbor at both ends, then it is designated as a path line segment P. If a line segment has two or more neighbors at either of its ends, then it is designated as a branch line segment B . Concatenated line segments are grouped into chains. Note that, a chain, by definition, does not include any B type segment in the middle. Chains which contain T segments cannot be a part of a closed loop. Thus, all such chains are removed. In our example of Fig. 9 , only two line segments are removed during this step. After these segments are removed, the remaining segments are redesignated and the process is repeated, if necessary.
chains.
Detection of Self-bops: Chains of the form PPP, PPPP, -' , or BPB, BPPB, BPPPB, etc. are examined to locate selfloops. The segments belonging to self loops cannot be a part of any other loop. Rectangle A in Fig. 9 (after removing the terminal line segment connected at the top) is an example of a self loop. Such loops are removed and the designation of other line segments are upgraded and considered for removal, as necessary. In our example, the short line segment connected to the bottom of rectangle A degrades into a terminal segment and is removed. Each selfloop is compared to the catalog of known shapes for recognition.
Priority Assignments for Loop Generation: The chains which remain after removing self loops and open-ended chains are made up of segment links of the form B , BB, BPB, BPPB, etc. The graph formed by these chains is searched using a heuristic procedure to locate loops which are made up of a predetermined number (six or less, in our implementation) of straight lines. We begin with a chain that contains at least two noncollinear segments. Other chains are added to this chain by assigning priorities for concatenation. This procedure is described with the help of Fig. 11 . In this figure, assume that the current point C has been reached by following line segments AB and BC. The objective is to assign priorities to line segments at C for continuing the search for a closed loop. Line segment j is assigned the highest priority since it is collinear with BC (such collinear segments do not increment the number of lines in the loop count). Next priority is assigned to k (angles a1 and a2 are equal) since it has the potential to form a regular polygon. Next priority goes to segment 1 which is parallel to AB (potential parallelogram, trapezoid). Final priority goes to segment m since it forms the sharpest convex comer at C . If none of these segments lead to a closed loop, segment n is chosen during the final search for a closed loop. This loop finding algorithm employs a depth first search strategy. Note that the search for a new loop begins with an unused chain which contains at least two noncollinear segments, but it may include chains which are used by other loops. The loops which are extracted are then compared to the library of known shapes to identify their shape and attributes. Those which are not recognized are simply labeled as polygons.
If there are any unused chains which contain at least two noncollinear segments, the procedure described above is repeated without restricting the number of straight lines which the loop may contain. Such loops are later evaluated for possible description as partially occluded known shapes. All other chains which are not used at least once are simply described as lines.
This algorithm correctly identifies the seven loops shown in Fig. 10(a) as known shapes. It also identifies the two loops shown in Fig. 10(b) which contain more than six sides. Other segments are described as lines. Note that the algorithm traces the outline of the hatched rectangle and thus separates hatching patterns from enclosing lines. The procedure to recognize hatching pattern is described in a later section. IdentGcation of Loops Formed by Single Segment Chains: In the procedure described above, we began with chains which contain at least two noncollinear segments. This is done to ensure that Fig. 12(a) is described as made up of two rectangles, whereas (b) is described as a rectangle and a line. This restriction is essential to properly describe a table with vertical and horizontal grids as a rectangle and many straight lines. Without this restriction, many rectangles would be identified in a table since any single segment, randomly chosen, can be extended with other segments to form a rectangle. Furthermore, the outer large rectangle may not be detected, since all the segments in the outer loop may get used up as parts of other rectangles starting at an inner segment. In Fig. 9 , the hatching lines would be grouped into parallelograms without this restriction. Although this procedure works well for many types of graphical diagrams, it may be necessary to identify closed loops which do not contain at least one chain containing noncollinear segments. For example, in Fig. 13 every chain contains only one segment. The procedure for describing such graphics is given below:
1) Select a chain that has not been included in any previously found loop (e.g., A in Fig. 13) .
2) Extend this chain by linking the collinear neighbors at the head and tail until there are no more collinear neighbors (e.g., B in Fig. 13) .
3) If all the neighbors at either end of the extended line are already included in some previously found loops, then discard all the segments in the extended line from further consideration; go to step 6.
4)
If there are exactly two neighbors at each of the two ends which are collinear with each other, then discard all segments in the current line; go to step 6 (all segments which form lines AB, CD, -, KL in Fig. 13 are discarded since they meet straight lines at both ends). 5 ) Select any combination of two neighbors (one at each end) which, together with the current link, form a C-type link. Use this link to initiate the loop search using the procedure described earlier.
6) Repeat steps 1-5 until all segments are considered. This procedure identifies loops which do not include any of the six grid lines (AB, CD, * * * , K L ) in Fig. 13 . Actual loops identified depends on the priorities associated with the selection of segments to form C-type links.
B. Recognition of Overlapping Shapes
Assuming that all shapes are convex polygons, an attempt is made to describe unrecognized loops as known shapes occluded by other shapes. The procedure given below is applied to each unrecognized loop: 1) Select an unrecognized loop.
2 ) If the loop does not have any chain which are common to other loops go to step 1.
3) Replace each chain of common segments by a single straight line segment connecting the two ends.
4) Match the modified shape with the catalog of known shapes. If a match is found, label the shape and retain the occlusion information.
5 ) If a match is not found, decompose the loop into lines and polylines (lines made up of more than one straight line segment) excluding those chains which are part of other recognized shapes.
In our example of Fig. 10(b) , loop H consists of 15 edges and shares the segment sets [ c d , de, e f ] , [ g h , h i ] , and [ j k , kl, l m ] with the loops B , C, and D. Connecting, vertices c-f, g-i, and j-m would result in a rectangle ( a , b, o, n ) with overlapping loops B , C , and D. Following the same reasoning, loop K would yield a convex shape (a', b', k', 1', U'); but it is not a recognizable shape. Thus, it is divided into individual lines.
C. Detection of Filling Patterns and Enclosure Relationships
Filling Patterns: Many documents contain polygons with various filling details (e.g., hatchings or small shape fillings in Fig. 9 ). For each recognized shape, orientation of lines, if any, with respect to horizontal axis near its centroid is determined. In case of a single hatched pattern [ Fig. 14(a) which are closely spaced, it is difficult to get a good estimate of pattern angle due to the artifacts introduced during thinning.
Enclosure Relationships: To determine enclosure relationships among known shapes, an image is constructed, in which the boundary lines of each recognized shape is given a unique gray level. Lines, pointing away from the centroid, are drawn from each corner of every object (see Fig. 15 ). If all the lines associated with a shape A intersects the boundary lines of the same object B , then A is enclosed by B. Note that, the lines may go through other objects before reaching the boundary of B . Clearly, this procedure works only for convex polygons. Whenever eight or more small objects are enclosed by another object, they are considered as small shape fillings (eg., objects in rectangle G in Fig. 9 ). Such objects are removed from the final description table and are simply identified as fillers for the enclosing object.
V. STRUCTURAL DESCRIPTION OF GRAPHICS MADE UP
OF CURVED SEGMENTS In the previous section, we described an algorithm which recognizes and describes graphical primitives made up of straight line segments. In this section, we describe the procedure which processes curved segments to identify those which are part of circles.
A . Estimation of Radius and Center Point
All curved segments from the output of the line description algorithm are processed by this stage. Three points on each curve are selected; one near each end and one at the midpoint. Using this information, the center and the radius of a circle passing through these three points are calculated. To detect whether the segment under consideration is circular or not, the segment is repeatedly divided into halves and radius of each segment is calculated. If these values fit within a tolerance then it is classified as a circular segment.
B. Recognition of Circles
The algorithm for finding polygonal loops of minimum redundancy was described in Section IV. A similar technique is also applied to find circles. All curved segments are sorted according to their lengths. To start with, the largest circular segment is chosen, since the error in its estimated radius is expected to be small compared to that of shorter segments. Each neighbor of the current segment is considered one at a time as a potential extension of the current segment, and the neighbor which is the best fit is selected. Here the best fit is defined as a segment which when used as an extension to the current segment results in a minimum change in radius. If no such neighbor is present, the system backtracks to the recently chosen neighbor and selects the second best neighbor at that junction. After all complete circles are detected, the algorithm evaluates all other circular segments to identify circles which are potentially overlapped by other objects resulting in incomplete circles. The output generated by the system corresponding to the input shown in Fig. 16 is shown in Table 111 . Note that all the circles have been identified, including the large circle on the top right (circle 19 in the table) which is overlapped by six smaller circles. This procedure for detection of circles performs better than other methods based on clustering of center location and radius since it allows inclusion of short segments (in a closed loop) whose radius and center can not be accurately determined. All curved lines which do not belong to a detected circle are approximated as a concatenation of circular arcs using the algorithm described in ~7 1 . VI. EXPERIMENTAL RESULTS The performance of the graphics recognition system has been evaluated using a number of test images. In this section, the results of these evaluation on two test images, shown in Figs. 1 and 17(a) , are presented. The output of the text string separation algorithm corresponding to Test Image 2 is shown in Fig. 17(b) ; corresponding output for Test Image 1 is already shown in Fig. 4 . Note that the number 2 in Test Image 2 is not removed since it is an isolated character and is not a part of any string. Lines belonging to recognized loops in these test images are shown in Figs. 17(c) and 18. In Fig. 18 , note that a horizontal line has been added to complete the top triangle. The final graphics description output generated by the system for Test Image 1 are shown in Tables IV and V.  Table IV data. Information about solid objects are not included in these tables. Note that all the shapes have been correctly identified, except the pentagon. Due to artifacts generated during thinning, this is described as a six sided irregular polygon. Hatching and small shape filling are also correctly identified. As expected, only the outer rectangle in the table is recognized. Spatial relationships such as enclosure, occlusion, and interconnections are also correctly identified. Similar tables are generated for Test Image 2. An image reconstructed using the final description generated by the system for Test Image 2 is shown in Fig.  17(d) . The circle and ellipse are not redrawn in this image. Note that the polygons reconstructed are regular although there are irregularities within a specified tolerance in the original image as well as in the line description file. However, this exact reconstruction has its own disadvantages. For example, the rectangles and parallelograms corresponding to the boxes in Test Image 2 do not have common edges in the reconstructed image (the right side of the boxes in Fig. 17 (d) appears to have been opened). Similarly, the interconnecting lines do not exactly meet the objects. These can be corrected using the interconnection information which is available in the output tables and by maintaining information about lines which are shared by more than one object. Typical CPU times on a VAX-11/785 for execution of each of the principal stages in the system are of the order of minutes.
VII. SUMMARY AND CONCLUSIONS A graphics recognition and interpretation system has been presented. The system consists of image processing and pattern recognition algorithms implemented in software. The binary image obtained by digitizing a paperbased document is segmented into a text string image and a graphics image. Lines of various types are identified in the segmented graphics image. Line segments are analyzed to find closed loops which form graphical primitives of known shapes. Spatial relationships among various objects are described. Hatching and filling patterns are identified. The system generates an output description file r1-e El Fig. 18 . Lines belonging to recognized shapes in test image 1.
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Triangle Overlaps Object 7 which has adequate information to faithfully reconstruct the original. Many parameters and thresholds are used by the system. For quick reference, these are summarized in Table VI. While some of these represent the knowledge of the system and are built into the algorithms, others are supplied by the user during execution. The values shown in Table VI are suitable for processing images similar to the ones used in our experimental evaluation. It would be necessary to tune these parameters for each class of images using a sample set. The modified values would then be useful to process all images of that class.
