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Abstract
The relations between several necessary conditions for a square complex matrix A to
be m-cyclic are examined. These conditions are known to be equivalent if A is an ir-
reducible nonnegative matrix whose index of imprimitivity is m. In particular, we find
that if the digraph of A contains at least one cycle with nonzero signed length, then the
following conditions are each equivalent to the m-cyclicity of A: (i) A is diagonally
similar to e2pi=mA; (ii) all cycles in the digraph of A have signed length an integral
multiple of m. In the course of our investigations, we lay down the groundwork of the
theory of cyclically m-partite or linearly partite digraphs, and characterize these di-
graphs in terms of the signed lengths of their cycles. The characterization of diagonal
similarity between matrices in terms of matrix cycle products due to Saunders and
Schneider plays a key role in our development. Our investigations also lead to a new
illuminating conceptual proof for the second part of the Frobenius theorem on an ir-
reducible nonnegative matrix. The connection between the m-cyclicity of a square
complex matrix and that of its associated collection of elementary Jordan blocks is
studied in the second half of this paper. In particular, for an m-cyclic collection U it is
found that the problem of determining all m-tuples k1; . . . ; km of positive integers for
which there exists an m-cyclic matrix A in the superdiagonal k1; . . . ; km-block form
such that UA  U is equivalent to determine all row sum vectors of (0,1)-matrices that
have a prescribed column sum vector and each of whose column vectors has cyclically
consecutive equal components. As a by-product we also obtain an equivalent condition
on m given square complex matrices B1; . . . ;Bm so that there exist complex rectangular
matrices A1; . . . ;Am that satisfy Bj  Aj   AmA1   Ajÿ1 for j  1; . . . ;m, thus complet-
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1. Introduction
The famous classical Frobenius theorem on irreducible nonnegative matri-
ces has two parts. The first part says that if A is an irreducible nonnegative
matrix, then its spectral radius qA is always a simple eigenvalue and there is a
corresponding positive eigenvector. Here is its second part:
Suppose A has exactly m distinct eigenvalues with modulus qA. (The
quantity m is now usually referred to as the index of imprimitivity of A.) Then
each of the following conditions holds.
1. The set of eigenvalues of A with modulus qA consists precisely of qA
times all the mth roots of unity.
2. rA, the spectrum of A, is invariant under a rotation about the origin of the
complex plane through an angle of 2p=m; or, in other words,
e2pi=mrA  rA.
3. If m P 2, then there exists a permutation matrix P such that P TAP is of the
form
0 A12
0 A23
. .
. . .
.
0 Amÿ1;m
Am1 0
2666664
3777775; 1:1
where the blocks along the diagonal are all square.
In view of Wielandt’s lemma (see [8, vol. 2, p. 57, Lemma 2]) and condition
(1), to the above list of properties of A we can also add the following:
4. A is diagonally similar to e2pi=mA; that is, there exists a nonsingular diagonal
matrix D such that Dÿ1AD  e2pi=mA.
Following [1], we call a square matrix m-cyclic if it is permutationally similar
to a matrix of the form (1.1). In the literature, other definitions for an m-cyclic
matrix have also been adopted. For instance, in [5] a square matrix A is called
m-cyclic if it satisfies the following:
5. The lengths of the circuits in the digraph of A are all multiples of m.
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There are now many dierent known proofs for the Frobenius theorem.
When the first part of the theorem is already established, to derive its second
part the most popular proof is to apply Wielandt’s lemma. The subsequent
arguments are mostly matrix-theoretic and computational in nature and are
rather involved. On the other hand, it is not hard to show that for a general
square complex matrix A condition (3) given above implies condition (4). (A
proof of this will be shown later in the paper.) But condition (4) clearly implies
condition (2), and in view of the first part of the Frobenius theorem, when A is
an irreducible nonnegative matrix with index of imprimitivity m, condition (4)
also implies condition (1). Summing up, the second part of the Frobenius
theorem can be reduced to condition (3), which simply says that an irreducible
nonnegative matrix with index of imprimitivity m is m-cyclic. Now a matrix is
m-cyclic if and only if its digraph is cyclically m-partite (see our next section for
definition of terms). So it is natural to seek for a graph-theoretic proof for the
second part of the Frobenius theorem (assuming Wielandt’s lemma). This work
was initiated by our attempt to find such a graph-theoretic proof, as well as by
our desire to understand the logical relations between the above conditions (2)–
(5) in the framework of general square complex matrices, where m now stands
for a given positive integer P 2. (We do not concern ourselves with condition
(1) which, as explained above, is essentially a consequence of the nonnegativity
of A.)
In as much as strongly connected digraphs have proved to be useful in the
study of irreducible matrices, we believe that cyclically m-partite digraphs (or
linearly partite digraphs) are useful for the study of m-cyclic matrices (or
matrices permutationally similar to block-shift matrices). In Section 3 we lay
down the groundwork of the theory of these digraphs. In particular, we show
that these digraphs can be characterized in terms of the signed lengths of their
cycles.
In Section 4 we consider the logical relations between the above conditions
(2)–(4). Besides the logical relations already mentioned, we note that condition
(4) is equivalent to the condition that all cycles of the digraph of A have signed
length an integral multiple of m, and also that they are equivalent to condition
(3), provided that the digraph of A has at least one cycle with nonzero signed
length. A useful tool that we employ is the characterization of diagonal simi-
larity between two matrices due to Saunders and Schneider [14]. As a by-
product, we identify the class of matrices which are diagonally similar to a
multiple of themselves other than themselves. We find that it is precisely the
class of matrices whose digraphs are either linearly partite or cyclically partite.
In the final part of the section, assuming Wielandt’s lemma we give a simple
conceptual alternative proof for the second part of the Frobenius theorem.
Indeed, we can provide two dierent versions of the argument, one depends on
Saunders–Schneider’s characterization of diagonal similarity, and the other
does not.
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Some of the results obtained in Section 3 or 4 of this paper will play a key
role in our further study of the numerical ranges of matrices whose digraphs
are linearly partite or cyclically m-partite (see [16]).
The second half of this paper is devoted to a study of the connection be-
tween the m-cyclicity of a square complex matrix and that of its associated
collection of elementary Jordan blocks, and related problems. The concept of
m-cyclicity for a collection of elementary Jordan blocks was defined in [17]
when we introduced the concept of a Frobenius collection of elementary Jor-
dan blocks in connection with our study of the Jordan canonical form of an
irreducible m-cyclic eventually nonnegative matrix. The concept of m-cyclicity
is defined only for a collection of elementary Jordan blocks in which there is at
least one nonsingular Jordan block. In Section 5 for such collection U we prove
that there exists a (irreducible) d-cyclic complex matrix A such that UA  U,
where UA is the collection of elementary Jordan blocks associated with A, if
and only if d divides the cyclic index of U. In Section 6 we also treat the
corresponding problem for a collection of nilpotent elementary Jordan blocks.
There is some novelty in our method of constructing irreducible m-cyclic
matrices, nonnilpotent or nilpotent, with a prescribed collection of elementary
Jordan blocks. It depends on matrix-theoretic as well as graph-theoretic ar-
guments. It is likely that our method will be of use in other studies, such as in
inverse spectral problems, or in spectral graph theory.
In Section 8, for an m-cyclic collection U we consider the problem of de-
termining all m-tuples k1; . . . ; km of positive integers for which there exists an
m-cyclic matrix A in the superdiagonal k1; . . . ; km-block form such that
UA  U. We find that the problem is equivalent to determine all row sum
vectors of (0, 1)-matrices that have a prescribed column sum vector and each of
whose column vectors has cyclically consecutive equal components. In the
course of our investigation, we also solve in Section 7 the problem of deter-
mining a necessary and sucient condition on a given m-tuple B1; . . . ;Bm of
square complex matrices, not necessarily of the same size, for which there exist
complex rectangular matrices A1; . . . ;Am that satisfy Bj  Aj   AmA1   Ajÿ1
for j  1; . . . ;m. This completes the work of Flanders [7] for the case m  2.
Our proof depends on the use of Jordan chains of a matrix, and also on the
elementary properties of cyclically m-partite or linearly partite digraphs which
we derive in Section 3. It is dierent from the known proofs for the special case
m  2, and seems more illuminating.
2. Preliminaries
For any complex square matrix A, we denote by qA the spectral radius of
A, and by UA the collection of elementary Jordan blocks that appear in a
Jordan (canonical) form of A. Here we treat UA as a multi-set, the repetition
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number of a Jordan block in UA being the number of times the block occurs
in the Jordan form of A.
Our use of graph-theoretic terms is fairly standard. In particular, a path is a
closed, directed walk in which all the vertices are distinct, and a circuit is a
closed, directed walk in which all the vertices except for the first and last are
distinct. By the length of a directed walk we mean the number of arcs involved
in the walk. A loop is a circuit of length one.
For an n n matrix A, by the digraph of A, denoted by GA, we mean the
directed graph with vertex set f1; . . . ; ng such that r; s is an arc if and only if
ars 6 0 r; s  1; . . . ; n. By the undirected graph of A we mean the undirected
graph obtained from GA by removing the direction of its arcs.
We call an n n complex matrix A irreducible if its digraph GA is strongly
connected; or equivalently, if n  1, or n P 2 and there does not exist a per-
mutation matrix P such that
P TAP  B C
0 D
 
;
where B;D are nonempty square matrices.
If A is an n n complex matrix, and if c is a circuit in GA with arcs
i1; i2; i2; i3; . . . ; ik; i1; then we call the product ai1i2 ai2i3    aik i1 the circuit
product of A with respect to c and denote it by PcA. Engel and Schneider [3,
Theorem 4.1] observed that if A and B are diagonally similar, then
GA  GB and each circuit product of A equals the corresponding circuit
product of B; in addition, they proved that the converse result holds if A is
completely reducible (that is, there exists a permutation matrix P such that
P TAP is a direct sum of irreducible matrices). By considering cycle products
instead of circuit products, Saunders and Schneider [14] were able to remove
the restriction of complete reducibility. They showed that A and B are diag-
onally similar if and only if they have the same digraphs and equal corre-
sponding cycle products. Here we need the concept of a cycle of a digraph and
the related concepts, which we introduce below.
Let r; s be an arc of a digraph G. (Here r may be equal to s.) Then a triple
k  r; s; e, where e  1 is called a link. If e  1 we call r the start of k and s
the end of k. If e  ÿ1 the start and the end of k are s; r respectively. Thus
r; s; 1 may be thought of as the arc r; s traversed from r to s, while r; s;ÿ1
as the arc r; s traversed from s to r. We call r; s; 1 and r; s;ÿ1 respectively,
a positive link and a negative link. We also use ÿk to denote the link r; s;ÿe.
A chain in G is a sequence a  k1; . . . ; kl of links in G for which the start of
kk1 equals the end of kk for k  1; 2; . . . ; lÿ 1. The start i of a is the start of k1;
the end j of a is the end of kl. We can say that a is a chain from i to j. We call a a
simple chain if the start of k1; . . . ; kl are pairwise distinct. We call a a closed
chain if the start and the end of a coincide. A simple closed chain is called a
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cycle. The number of links in a chain a is called the length of a. The number of
positive links in a minus the number of its negative links is called the signed
length of a and is denoted by sa.
A more suggestive arrow notation is also adopted for a chain, a cycle and a
circuit. For instance, we denote the chain ((1, 2; 1), (3, 2; –1), (3, 4; 1)) by
1! 2 3! 4.
Let a  k1; . . . ; kl, where kk  ik; jk; ek; k  1; . . . ; l; be a cycle of the di-
graph GA of a matrix A  ars. Then the cycle product of A associated with a
is denoted and given by
PaA 
Yl
k1
aekik jk :
Our definition of cycle product of a matrix follows that of Engel and Schneider
[4]. (A dierent definition of cycle product is adopted in [15]. If we use that
instead, then the characterization of diagonal similarity between matrices as
given by Saunders and Schneider [14] is no longer true.)
For any positive integer m, we call a digraph G cyclically m-partite with
ordered partition V1; . . . ; Vm, provided that V1; . . . ; Vm is a partition of the vertex
set V of G into m nonempty sets such that each arc of G issues from Vk and
enters Vk1 for some k  1; . . . ;m, where Vm1 is taken to be V1. We call a square
matrix m-cyclic, if its digraph is cyclically m-partite, or equivalently, if it is
permutationally similar to a matrix of the form (1.1), where the blocks along
the diagonal are all square. We also refer to an m-cyclic matrix already in the
form (1.1) as an m-cyclic matrix in the superdiagonal block form. (So we do not
call the 4-cyclic matrix,
0 0 1 0
0 0 0 1
0 1 0 0
1 0 0 0
2664
3775
a 4-cyclic matrix in the superdiagonal block form.) Note that, by definition,
every digraph is cyclically 1-partite and every square matrix is 1-cyclic. The
largest positive integer m for which a matrix A is m-cyclic is called the cyclic
index of A. A digraph which is cyclically m-partite for some positive integer
m P 2 will also be referred to as a cyclically partite digraph.
For any positive integer m, we call a digraph G linearly m-partite with or-
dered partition V1; . . . ; Vm, provided that V1; . . . ; Vm is a partition of the vertex set
V of G into m nonempty sets such that each arc of G issues from Vk and enters
Vk1 for some k  1; . . . ;mÿ 1. So, a digraph is linearly 1-partite if and only if
it consists of loopless, isolated vertices. A digraph which is linearly m-partite
for some positive integer m will also be referred to as a linearly partite digraph.
By a block-shift matrix we mean a square matrix M  Mkl16 k;l6m m P 2 in
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block form with square diagonal blocks such that Mkl  0 whenever l 6 k  1.
It is clear that a square matrix of size greater than one is permutationally
similar to a block-shift matrix if and only if its digraph is linearly partite.
We denote by Jkk the k  k upper triangular elementary Jordan block
associated with the eigenvalue k.
By a collection of elementary Jordan blocks we mean a finite nonempty
multi-set which consists of elementary Jordan blocks. Given a collection U of
elementary Jordan blocks, by the radius of U, denoted by qU, we mean
qA, where A is any matrix for which UA  U:
Denote
ÿ1p by i. A collection U of elementary Jordan blocks with
qU > 0 is said to be m-cyclic provided that for any nonsingular elementary
Jordan block Jkk in U, the block Jke2pi=mk (and hence also the blocks
Jke2pri=mk for r  2; . . . ;mÿ 1; belongs to U, and the two blocks occur the
same number of times in U. Equivalently, U is m-cyclic if qU > 0 and for any
matrix A with UA  U;A is similar to e2pi=mA: The largest positive integer m
for which U is m-cyclic is called the cyclic index of U:
Remark 2.1. Let U be a collection of elementary Jordan blocks with qU > 0
and cyclic index m. For any positive integer d;U is d-cyclic if and only if d
divides m.
The ‘‘if’’ part of the above remark is obvious. To prove the ‘‘only if ’’ part,
suppose thatU is d-cyclic but d does not divide m. By definition we have m > d;
so we can write 2p=d in the form 2pa=m r, where a is a positive integer and r
is a positive real number less than 2p=m. Choose any matrix A for which
UA  U. Since U is d-cyclic (also m-cyclic), A is similar to e2pi=dA (also, to
e2pi=mA: Using the fact that similarity is transitive and also that if C;D are
similar then so are aC and aD for any nonzero scalar a, we readily show that A
is similar to eriA: But A is nonnilpotent, it follows that eri must be a root of
unity. So we can write r in the form 2pp=q; where p; q are relatively prime
positive integers. Let c; d be integers that satisfy cp  dq  1: In view of the
relation e2pi=q  erci, we can then show that A is similar to e2pi=qA. But by our
choice UA  U, so U is q-cyclic. On the other hand, we also have
2p=q  2pp=q  r < 2p=m, which implies q > m. But m is the cyclic index of U,
so we arrive at a contradiction.
On the other hand, it is not true that if A is a matrix with cyclic index m and
if A is d-cyclic, then d divides m. For instance, the n n zero matrix has cyclic
index n and is also d-cyclic for any positive integer d not greater than n.
For a collection U of elementary Jordan blocks, and for any positive integer
m, we denote byUm the collection of elementary Jordan blocks equal to UAm,
where A is any square complex matrix for whichUA  U. To obtainUm from
U, we replace a nonsingular Jordan block Jkk by a Jkkm, and a nilpotent
Jordan block Jk0 by k copies of J10’s if k < m, and by mÿ q copies of
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Jp0’s together with q copies of Jp10 if k P m, where p is a positive integer
and q is a nonnegative integer uniquely determined by the relations
k  mp  q; q6mÿ 1 (see [8, vol. 1, p. 158] or [12, p. 313]).
Remark 2.2. IfU1;U2 are two m-cyclic collections of elementary Jordan blocks
for which U1
m  U2 m, then U1 and U2 have the same subcollection of non-
singular elementary Jordan blocks.
To see this, let Jkk be any nonsingular Jordan block in U1. Then Jkkm
belongs to U1
m. But U1
m  U2 m, so there exists a Jordan block Jkl in U2 for
which lm  km. Clearly k equals l times an mth root of unity. In view of the m-
cyclicity of U2, it follows that Jkk belongs to U2. By symmetry we can now
conclude that U1 and U2 have the same subcollection of nonsingular elemen-
tary Jordan blocks.
Other definitions and symbols will be introduced as needed.
3. Some graph-theoretic results
In this section we give some basic results on cyclically partite or linearly
partite digraphs, which will be needed in this paper or in future work.
If G1  V1;E1 and G2  V2;E2 are two digraphs, then the union of G1 and
G2, denoted by G1 [ G2, is the digraph V1 [ V2;E1 [ E2. In case V1 \ V2  ;
(and hence also E1 \ E2  ;, we refer to G1 [ G2 as the disjoint union of G1 and
G2.
We begin with a pretty obvious observation.
Remark 3.1. The disjoint union of two cyclically m-partite digraphs is a cy-
clically m-partite digraph.
Lemma 3.2. A linearly r-partite digraph is a cyclically m-partite digraph if
r P m.
Proof. Let D be a linearly r-partite digraph with ordered partition W1; . . . ;Wr.
Write r as am b, where a; b are integers, a P 1 and 06 b6mÿ 1. Let Vk
denote the set Wk [ Wmk [    [ Wamk for k  1; . . . ; b; and the set
Wk [ Wmk [    [ Waÿ1mk for k  b 1; . . . ;m. Then, as can be readily
checked, D is a cyclically m-partite digraph with respect to the ordered parti-
tion V1; . . . ; Vm. 
Lemma 3.3. The disjoint union of a cyclically m-partite digraph and a linearly
partite digraph is a cyclically m-partite digraph.
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Proof. Suppose the linearly partite digraph under consideration is linearly r-
partite. If r < m, clearly there is no problem. If r P m, we apply Lemma 3.2 and
Remark 3.1. 
Lemma 3.4. The disjoint union of a linearly r-partite digraph and a linearly s-
partite digraph is a linearly t-partite digraph for any positive integer t,
maxfr; sg6 t6 r  s:
Proof. Without loss of generality, we may assume that r P s. Let G be a linearly
r-partite digraph with ordered partition U1; . . . ;Ur, and let H be a linearly s-
partite digraph with ordered partition V1; . . . ; Vs. Consider any positive integer
t; r6 t6 r  s. Let q  r  sÿ t. Let Wj be the set Uj for j  1; . . . ; r ÿ q, the set
Uj [ Vjÿrq for j  r ÿ q 1; . . . ; r, and the set Vqjÿr for j  r  1; . . . ; t. Then,
as can be readily checked, the disjoint union of G and H is a linearly t-partite
digraph with respect to the ordered partition W1; . . . ;Wt . 
The structure of a strongly connected digraph is well studied (see [1, Section
3.4]). In particular, it is known that a strongly connected digraph G is cyclically
m-partite if and only if m is a divisor of the lengths of the circuits of G. (The
‘‘only if’’ part is clear, whereas the ‘‘if’’ part follows from [1, Lemma 3.4.1].)
In general, a cyclically m-partite digraph or a linearly partite digraph can be
characterized in terms of the signed lengths of its cycles. We have the following:
Theorem 3.5.
(i). A digraph is linearly partite if and only if each of its cycles has zero signed
length.
(ii). A digraph is cyclically m-partite but not linearly partite if and only if each
of its cycles has signed length an integral multiple of m and it has at least one
cycle with nonzero signed length.
Proof. We denote the digraph under consideration by G, and suppose that G
has n vertices.
(i) The ‘‘only if’’ part is obvious. To prove the ‘‘if’’ part, we may assume that
n P 2 and also that the undirected graph of G is connected. We proceed by
constructing a sequence of vertex-induced subdigraphs of G:
G2  G3      Gn  G such that for each k; Gk is a linearly partite digraph
with connected undirected graph and k vertices. To begin with, take any arc
x1; x2 of G. Since G has no loops, x1 6 x2. Let G2 be the induced subdigraph of
G on the vertex set fx1; x2g. It is clear that x1; x2 is the only arc of G2; so G2 is
linearly 2-partite and its undirected graph is connected. At the kth general step,
suppose we have already constructed a vertex-induced subdigraph Gk of G
(where 26 k6 nÿ 1) with the desired properties. Assume that Gk is linearly p-
partite with respect to the ordered partition V1; . . . ; Vp. (Here p depends on k.)
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Choose a vertex u of G which is not a vertex of Gk but is adjacent to some
vertex v of Gk. Suppose u; v is an arc of G with v 2 Vj. (If v; u is an arc, the
argument is similar.) We contend that if w is a vertex of Gk such that u;w is an
arc then w 2 Vj. Suppose w 2 Vl. Since the undirected graph of Gk is connected,
there exists a simple chain b in Gk from w to v. But v 2 Vj;w 2 Vl, and Gk is
linearly p-partite with respect to the ordered partition V1; . . . ; Vp, it is ready to
see that b is of signed length jÿ l. Then the link u;w; 1 followed first by b and
then by the link u; v;ÿ1 is a cycle in G and hence has zero signed length. Thus
we have 1 jÿ l  ÿ1  0; that is, l  j. Similarly, we also show that if w
is a vertex of Gk such that w; u is an arc then w 2 Vjÿ2. Adjoin to the vertex set
of Gk the vertex u and denote by Gk1 the resulting vertex-induced subdigraph
of G. Clearly Gk1 has k  1 vertices, its undirected graph is connected, and also
Gk1 is linearly p-partite with respect to the ordered partition
V1; . . . ; Vjÿ2; Vjÿ1 [ fug; Vj; . . . ; Vp if j P 2, and is linearly p  1-partite with
respect to the ordered partition fug; V1; . . . ; Vp if j  1. By this construction,
after a finite number of steps, we can show that G is a linearly partite digraph.
(ii) In view of part (i), the ‘‘only’’ if part is pretty obvious. To prove the ‘‘if
part’’, we choose a cycle a of G that has nonzero signed length. By our as-
sumption on G, sa is a nonzero integral multiple of m. Suppose
a  k1; . . . ; kk. For each j, let xj denote the start of the link kj. Inductively, we
associate each xj with an integer nj chosen from f1; . . . ;mg in the following
manner. Let n1  1. For any j  1; . . . ; k ÿ 1, if nj is already defined, we
take nj 1 to be the unique integer in the set f1; . . . ;mg that satisfies
nj 1  nj  1 or nj ÿ 1 (mod m), depending on whether kj is a positive
link or a negative link. For each r  1; . . . ;m, let Vr denote the set of all xj’s for
which nj  r. Since sa is a nonzero integral multiple of m, it is ready to see
that the sets V1; . . . ; Vm are all nonempty. Also, we have n1  nk  1 or
nk ÿ 1 (mod m), depending on whether kk is a positive link or a negative link.
Now it should be clear that the cycle a, considered as a digraph in its own right,
is cyclically m-partite with respect to the ordered partition V1; . . . ; Vm. The di-
graph G may have an arc which is not a link of a but whose endpoints both
belong to the set fx1; . . . ; xkg. Using the assumption that each cycle of G has
signed length an integral multiple of m, we readily show that any such arc must
issue from Vj and enters Vj1 for some j  1; . . . ;m (where Vm1 is taken to be
V1). Thus, the induced subdigraph of G on the vertex set fx1; . . . ; xkg is a cy-
clically m-partite digraph whose undirected graph is connected. Proceeding as
in the proof of part (i) (but with due modifications), after a finite number of
steps, we can show that G is cyclically m-partite. Since G has at least one cycle
with nonzero signed length, by part (i) G is not linearly partite. The proof is
complete. 
It is clear that a cyclically partite digraph which has a circuit cannot be
linearly partite. On the other hand, a cyclically partite digraph which is not
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linearly partite need not have a circuit. For instance, consider the digraph G
with vertex set f1; 2; 3; 4g and arcs (1, 3), (3, 2), (4, 1), (4, 2). As can be readily
checked, G is cyclically 2-partite with respect to the ordered partition
f1; 2g; f3; 4g. Also G is not linearly partite, as it has a cycle with nonzero signed
length. However, G has no circuits.
Remark 3.6. If G is a linearly partite digraph with connected undirected graph,
then G is linearly s-partite for a unique positive integer s.
Indeed, sÿ 1 is equal to the length of the longest simple chain in G, and
from the proof of Theorem 3.5 one readily sees that the ordered partition of the
vertex set of G with respect to which G is linearly s-partite is also unique.
However, if the undirected graph of G is not connected, then s is not unique.
This is clear, in view of Lemma 3.4.
In view of Theorem 3.5 (and its proof), we also have the following:
Remark 3.7. Let G be a cyclically partite digraph which is not linearly partite.
For any given positive integer m, G is cyclically m-partite if and only if m is a
common divisor of the signed lengths of the cycles of G. If, in addition, the
undirected graph of G is connected, then up to a cyclic rearrangement the
ordered partition of the vertex set of G with respect to which G is cyclically m-
partite is unique.
However, if G is linearly partite then a positive integer m for which G is
cyclically m-partite need not satisfy the condition mentioned in Remark 3.7.
This is clear, in view of Lemma 3.2.
The following is an immediate corollary of Theorem 3.5(ii):
Corollary 3.8. Let G be a digraph which has at least one cycle with nonzero
signed length. Then the largest positive integer m for which G is cyclically m-
partite is equal to the greatest common divisor of the signed lengths of the cycles
of G.
It is not dicult to obtain the following related result which completes the
corresponding known result for a strongly connected digraph, due to Roma-
novsky [13] (see also [1, Lemma 3.4(i)]).
Theorem 3.9. Let G be a digraph with connected undirected graph. Let k denote
the greatest common divisor of the signed lengths of the cycles of G. Then for any
vertex x of G, the greatest common divisor of the signed lengths of the closed
chains of G containing x is equal to k.
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Indeed, based on Theorem 3.9 and following the line of arguments given in
the proof of [1, Lemma 3.4], one can provide an alternative proof for the ‘‘if’’
parts of Theorem 3.5. We omit the details.
4. Conditions for m-cyclic matrices
The following theorem can be considered as a generalization of the classical
Frobenius theorem. When A is an irreducible nonnegative matrix, it is known
that the largest positive integers m that satisfy respectively conditions (a), (d),
(e) and (g) of the theorem are the same and are equal to the index of imp-
rimitivity of A (cf. [6, Theorem 4.9]).
Theorem 4.1. Let A be a square complex matrix, and let m P 2 be a positive
integer. Consider the following conditions:
(a) A is m-cyclic.
(b) A is diagonally similar to e2pi=mA.
(c) All cycles of G(A) have signed length an integral multiple of m.
(d) All circuits of G(A) have length an integral multiple of m.
The implication a ) b always holds, and conditions (b),(c) are always
equivalent. When G(A) has at least one cycle with nonzero signed length, con-
ditions (a)–(c) are equivalent. When A is irreducible, condition (d) is also an
equivalent condition. When A is irreducible, nonnegative, the following conditions
are each an additional equivalent condition:
(e) A and e2pi=mA are similar.
(f) A and e2pi=mA have the same characteristic polynomial.
(g) A and e2pi=mA have the same peripheral spectrum.
Proof. (a))(b): (The argument given below has appeared in the early un-
published work of Issos [10, Theorem 6].) By our assumption on A there exists
a permutation matrix P and some positive integer m P 2 such that P TAP can be
partitioned in the form Ast16 s;t6m, where each Akk is square, of size nk, and
Ast 6 0 only if t  s 1 (mod m). Set
D  diag In1 ; e2pi=mIn2 ; . . . ; e2pmÿ1i=mInm:
As can be readily checked, we have, Dÿ1P TAP D  e2pi=mP TAP , hence
PDP Tÿ1APDP T  e2pi=mA; therefore A is diagonally similar to e2pi=mA.
(b)() (c): By Saunders and Schneider [14, Theorem 2.1] A and e2pi=mA
are diagonally similar if and only if for each cycle a of GA we
have PaA  Pae2pi=mA: But Pae2pi=mA  e2psai=mA, hence our assertion
follows.
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Suppose GA contains at least one cycle with nonzero signed length. Then
by Theorem 3.5(ii), condition (c) is equivalent to the condition that GA is
cyclically m-partite, which in turn is equivalent to condition (a).
Clearly we have (c))(d), as the length and the signed length of a circuit are
the same. Also, it is easy to show that condition (d) implies that A and e2pi=mA
have equal corresponding circuit products. When A is irreducible, by Engel and
Schneider [3,Theorem 4.1], the latter condition is in turn equivalent to condi-
tion (b). This shows that when A is irreducible, conditions (a)ÿ(d) are equiv-
alent.
Finally, suppose that A is irreducible nonnegative. By what we have already
done, conditions (a)ÿ(d) are equivalent. The implication (b))(e) is clear, and
so are the implications (e))(f) )(g). To complete the proof, it remains to
show that (g))(b). Let h denote the index of imprimitivity of A. According to
the Frobenius theorem, the peripheral spectrum of A is precisely the set
fe2pti=hqA : t  0; 1; . . . ; hÿ 1g, which is invariant under rotations about the
origin of the complex plane only through angles that are integral multiples of
2p=h. Since A and e2pi=mA have the same peripheral spectrum, the preceding set
must be invariant under a rotation about the origin through an angle of 2p=m;
hence 2p=m is an integral multiple of 2p=h. But according to Wielandt’s lemma
(see [8, vol. 2, p. 57]) A is diagonally similar to e2pi=hA, therefore A is diagonally
similar to e2pi=mA, which is condition (b). 
By Theorem 4.1 we readily obtain the following (cf. Remarks 2.1 and
3.7):
Corollary 4.2. Let A be a square complex matrix whose digraph has at least one
cycle with nonzero signed length. Then
(i) The cyclic index of A is equal to the greatest common divisor of the signed
lengths of the cycles of G(A).
(ii) For any positive integer m, A is m-cyclic if and only if m divides the cyclic
index of A.
(iii) If, in addition, A is irreducible, then the cyclic index of A is also equal to
the greatest common divisor of the circuit lengths of G(A).
Remark 4.3. For the conditions (d), (f) of Theorem 4.1, the implication
(d))(f) always holds.
To see this, first note that if GA has no circuit, then A is a nilpotent matrix
and conditions (d) and (f) are both satisfied trivially. So we suppose that GA
has at least one circuit. It is easy to show that condition (f) is equivalent to the
following condition:
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The characteristic polynomial of A is of the form kpf km for some non-
negative integer p and some monic polynomial f.
The above condition, in turn, amounts to saying that if the coecient of knÿk
in the characteristic polynomial of A is nonzero then k must be divisible by m.
It is known that when A is m-cyclic, the latter condition must be satisfied. The
proof (see [1, p. 76]) depends on the fact that the coecients of the charac-
teristic polynomial of A can be expressed in terms of the circuit products of A.
The same proof actually also works if the m-cyclicity of A is replaced by
condition (d).
By Theorem 4.1 and Remark 4.3 (and the subsequent explanation), we
readily obtain the following known result of Dulmage and Mendelsohn (see [2,
Theorem 3.5]).
Corollary 4.4. The characteristic polynomial of a cyclically m-partite digraph G
has the form kpf km, where p is a nonnegative integer and f is some monic
polynomial. If G is a strongly connected digraph and if its characteristic poly-
nomial is of the above form, then G is cyclically m-partite.
If A is m-cyclic, by Theorem 4.1, A is diagonally similar to e2pi=mA. If, in
addition, A is nonnilpotent, then UA is m-cyclic and hence by Remark 2.1 m
divides the cyclic index of UA. So we have the following remark.
Remark 4.5. Let A be a nonnilpotent complex matrix. If A is m-cyclic, then so
is UA. The cyclic index of A always divides the cyclic index of UA. When A
is an irreducible nonnegative matrix, the cyclic index of A and the cyclic index
of UA are equal (and their common value is in fact the index of imprimitivity
of A). But this is not true for a general complex matrix.
Some remarks about the missing implications between the conditions of
Theorem 4.1 are now in order.
If all cycles of GA have zero signed length, then for any given positive
integer m, clearly condition (c) (of Theorem 4.1) holds, but this may not be so
for condition (a). So we do not have the implication (c) ) (a). In general,
conditions (d), (e) are logically independent. Consider the matrix
A 
0 1 1 0
1 0 1 0
0 0 0 1
0 0 1 0
2664
3775:
Take m  2. Note that condition (d) is satisfied, as GA has precisely two
circuits both of length two. On the other hand, one can readily show that the
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Jordan form of A is J21  J1ÿ1  J1ÿ1: Hence, A is not similar to ÿA,
and so condition (e) is not satisfied. The same example also shows that for a
nonnegative matrix A for which GA has at least one circuit, the implication
(d))(c) does not hold. For an example of an irreducible matrix A that sat-
isfies condition (e) but not condition (d), just take m  2 and any matrix A
which is similar to the diagonal matrix diag(1, –1, –1/2, 1/2) and all of whose
entries are nonzero. Note also that the cyclic index of such matrix A is one,
whereas the cyclic index of UA is two (see the paragraph following Remark
4.5). Finally, it is also easy to show that the implications (f))(e) and (g))(f)
both do not hold, not even when A is irreducible or nonnegative.
In the proof of Theorem 4.1 we have made use of the characterization of
diagonal similarity between matrices due to Saunders and Schneider [14] to
establish the equivalence of conditions (b) and (c). By exploiting the argument,
we can say more.
Lemma 4.6. Let A be a nonzero square complex matrix of size greater than one.
Suppose that for some complex number k 6 1; kA is diagonally similar to A. Then
(i) If G(A) has at least one cycle with nonzero signed length, then for some
integer m P 2, k is a primitive mth root of unity and A is m-cyclic.
(ii) If all cycles of G(A) have zero signed length or if k is not a root of unity,
then A is permutationally similar to a block-shift matrix.
(iii) kA is unitarily diagonally similar to A if and only if jkj  1.
Proof. Note that for any cycle a of GA we have PakA  ksaPaA; and by
Saunders and Schneider [14] the given condition that A is diagonally similar to
kA is equivalent to the following:
ksa  1 for all cycles a of GA: 
If GA contains at least one cycle with nonzero signed length then in view of
condition (*), k must be a primitive mth root of unity for some integer m P 2,
and in addition each cycle of GA must have signed length an integral multiple
of m. By Theorem 3.5(ii) it follows that GA is a cyclically m-partite digraph,
or in other words, A is m-cyclic. This proves (i).
If k is not a root of unity, then in view of condition (*) all cycles of GA
must have zero signed length. By Theorem 3.5(i) it follows that the digraph
GA is linearly partite and hence A is permutationally similar to a block-shift
matrix. This proves (ii).
To prove the ‘‘if’’ part of (iii), let n be the size of A and let
D  diagd1; . . . ; dn be a nonsingular diagonal matrix such that kA  Dÿ1AD.
Clearly we may assume that the undirected graph of A is connected. Note that
for any r; s  1; . . . ; n; if r; s is an arc of GA, then from dÿ1r arsds  kars and
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the assumption that jkj  1 we obtain jdrj  jdsj. By the connectedness of the
undirected graph of A, it follows that jd1j      jdnj  d, say. Then E  dÿ1D
is the desired unitary diagonal matrix. Now the ‘‘only’’ part of (iii) should be
clear. 
We note that in Lemma 4.6 in case k is a root of unity, the digraph GAmay
or may not have cycles with nonzero signed length.
Since a square matrix A is permutationally similar to a block-shift matrix if
and only if all cycles of GA have zero signed length (which is already known
by Tam [15, Theorem 1], and is also a consequence of Theorem 3.5(i)), by the
argument given in the proof of Lemma 4.6 (or by modifying the proof of
Theorem 4.1, (a))(b)), it is clear that we have the following corollary.
Corollary 4.7. If A is permutationally similar to a block-shift matrix, then for
any nonzero complex scalar k, A is diagonally similar to kA.
By Theorem 4.1, Lemma 4.6 and Corollary 4.7 we now readily obtain the
following characterizations of the class of matrices which are diagonally similar
to multiples of themselves other than themselves:
Corollary 4.8. For n P 2, the following classes of n n complex matrices are the
same:
{A : A is diagonally similar to a multiple of itself other than itself },
{A : A is diagonally similar to e2pi=m A for some positive integer m P 2},
{ A : A is m-cyclic for some m P 2 },
and {A : GA is linearly partite or cyclically partite}.
It is straightforward to show the following related result:
Remark 4.9. Let A be a complex matrix, k 6 1 be a complex scalar and D be a
nonsingular diagonal matrix such that kA  Dÿ1AD. Then for any matrix B
with the same digraph as A, we have kB  Dÿ1BD:
Assuming the remarkable Wielandt’s lemma, we can now provide the fol-
lowing simpler alternative argument for the second part of the Frobenius
theorem:
Suppose the irreducible nonnegative matrix A has an eigenvalue k with
modulus qA but dierent from qA. By Wielandt’s lemma there exists a
nonsingular diagonal matrix D such that k=qAA  Dÿ1AD. Since GA is
strongly connected, by Lemma 4.6(i) k=qA is a primitive pth root of unity for
some integer p P 2. Clearly e2pi=p is a positive power of k=qA. So A is also
diagonally similar to e2pi=pA. Now let m be the largest positive integer such that
A is diagonally similar to e2pi=mA. (If m does not exist, A would have infinitely
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many eigenvalues, which is impossible.) By Lemma 4.6(i) again A is m-cyclic. It
remains to show that m is equal to the index of imprimitivity of A. Consider
any eigenvalue l of A with modulus qA but dierent from qA. Applying the
preceding argument to l, we readily see that l=qA is a primitive qth root of
unity for some integer q P 2. Furthermore, A is also diagonally similar to
e2pi=qA. In view of the definition of m and using an argument similar to the one
we have given for Remark 2.1, we can then show that q divides m. It follows
that l equals qA times an mth root of unity. This shows that the peripheral
spectrum of A is included in the set fqAe2pti=m : t  0; 1; . . . ;mÿ 1g. But qA
is a simple eigenvalue of A and A is diagonally similar to e2pi=mA, so we have the
equality. Therefore, m is equal to the index of imprimitivity of A. The proof is
complete.
In the setting of Lemma 4.6 one can associate with the matrix A a digraph
which also takes into account the diagonal similarity matrix D. Using it, one
can give an interesting alternative proof of Lemma 4.6(i) that does not rely on
the characterization of diagonal similarity between matrices due to Saunders
and Schneider [14]. We give the details of the proof in an appendix to this
paper.
5. Matrices with a cyclic collection of elementary Jordan blocks
Lemma 5.1. For any nonzero complex square matrix A, there exists a matrix
which is similar to A and all of whose entries are nonzero.
Proof. Let A be an n n nonzero complex matrix. Let P  zrs be an n n
matrix all of whose entries are (commuting) indeterminates. Then det P is a
nonzero polynomial (in the indeterminates z11; z12; . . . ; znn), and the r; s entry
of Pÿ1 equals det P ÿ1wrs, where wrs is the cofactor of the s; r entry of P and
is also a nonzero polynomial. Since A is a nonzero matrix, it is ready to see that
each entry of Pÿ1AP is a nonzero complex polynomial divided by the nonzero
polynomial det P . Now let f z11; z12; . . . ; znn denote the product of det P with
all entries of Pÿ1AP . Being a product of nonzero complex polynomials, f is also
a nonzero complex polynomial. Hence, we can find complex numbers
urs; 16 r; s6 n; such that f u11; u12; . . . ; unn 6 0: Let Q denote the n n com-
plex matrix urs. It is clear that Q is nonsingular and all entries of Qÿ1AQ are
nonzero. 
Lemma 5.2. Given any nonzero complex rectangular matrices C1; . . . ;Cm for
which the product C1C2   Cm is defined and is a square matrix, there always
exist nonsingular matrices P1; . . . ; Pm of appropriate sizes such that each of the
matrices Pÿ11 C1P2; . . . ; P
ÿ1
mÿ1Cmÿ1Pm and P
ÿ1
m CmP1 has nonzero entries at all posi-
tions.
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Proof. For j  1; . . . ;m; let Cj be of size kj  kj1, where km1  k1. Let C
denote the matrix in the superdiagonal k1; . . . ; km-block form whose m; 1
block is Cm and j; j 1 block is Cj for j  1; . . . ;mÿ 1. Put it dierently, we
are required to find a nonsingular matrix P of the form P1      Pm, where Pj
is a square matrix of size kj such that the m; 1 and j; j 1 j  1; . . . ;mÿ 1
blocks of the matrix Pÿ1CP each have nonzero entries at all positions. The
proof is just a modification of that for Lemma 5.1. We omit the details. 
Theorem 5.3. Let U be a collection of elementary Jordan blocks with qU > 0.
For any positive integer d, there exists a (irreducible) complex square matrix A
with cyclic index d (or, a d-cyclic matrix A) for which UA  U if and only if d
divides the cyclic index of U.
Proof. ‘‘Only if’’ part: Since A is nonnilpotent and d-cyclic, by Remark 4.5
UA is d-cyclic. By Remark 2.1 it follows that d divides the cyclic index of U.
‘‘If’’ part: Let m be the cyclic index of U. We first construct an m-cyclic
matrix A with UA  U. Let ~U be the collection of all nonsingular elementary
Jordan blocks in U. Clearly, the cyclic index of ~U is still m. By the m-cyclicity
of ~U; ~Um is the union of m copies of a certain collection of elementary Jordan
blocks, say, C. Let B be any square matrix that satisfies UB  C, and let A1
be a square matrix in the following superdiagonal block form:
0 I
0 . .
.
. .
.
I
B 0
26664
37775;
where the diagonal blocks are zero square matrices, the superdiagonal blocks
are identity matrices, all with the same size as B. Clearly, Am1 is the block di-
agonal matrix with B occurring m times along its block diagonal; hence,
UAm1   ~Um. Since the nonnilpotent matrix A1 is m-cyclic, by Remark 4.5
UA1 is also m-cyclic. Thus, ~U and UA1 are m-cyclic collections of nonsin-
gular elementary Jordan blocks that have equal mth powers. By Remark 2.2 it
follows that UA1  ~U. Now let A2 denote the direct sum of all singular ele-
mentary Jordan blocks in U, and let A  A1  A2. Since GA1 is a cyclically m-
partite digraph and GA2 is a disjoint union of paths, by Lemma 3.3 GA is a
cyclically m-partite digraph. Hence, A is an m-cyclic matrix that satisfies
UA  U.
Now consider any positive integer d that divides m. If d  1, by applying
Lemma 5.1 to the matrix A found above, we obtain a nonsingular matrix P
such that Pÿ1AP has nonzero entries at all positions. Then Pÿ1AP is clearly an
irreducible matrix with cyclic index one that satisfies UPÿ1AP   U. Hereaf-
ter, we assume that d > 1. Since d divides m, we can find a d-cyclic matrix C in
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the superdiagonal block form, which is permutationally similar to A. To be
specific, let
C 
0 C1
0 C2
. .
. . .
.
0 Cdÿ1
Cd 0
2666664
3777775:
Then each Ci; i  1; . . . ; d, is nonzero, because qC1C2   Cd  qCd 
qUd > 0. By Lemma 5.2 there exist nonsingular matrices P1; . . . ; Pm such that
each of the matrices Pÿ11 C1P2; . . . ; P
ÿ1
mÿ1CmPm and P
ÿ1
m CmP1 has nonzero entries at
all positions. Now let P be the nonsingular block diagonal matrix di-
agP1; . . . ; Pd. It is clear that Pÿ1CP is an irreducible matrix with cyclic index d
that satisfies UPÿ1CP   U. 
Corollary 5.4. Let U be a collection of elementary Jordan blocks with qU > 0,
and let m be a given positive integer. The following conditions are equivalent:
(a) U is m-cyclic.
(b) U  UA for some m-cyclic matrix A.
(c) U  UA for some irreducible m-cyclic matrix A.
Proof. The implication (c))(b) is obvious, whereas the implication (a))(c)
follows from Remark 2.1 and Theorem 6.3, and the implication (b))(a) from
Remark 4.5. 
The following corollary is obvious.
Corollary 5.5. Let A be a nonnilpotent square complex matrix. For any positive
integer d, there exists a d-cyclic matrix (or a matrix with cyclic index d) similar to
A if and only if d divides the cyclic index of UA.
6. Cyclic nilpotent matrices
In the definition of m-cyclicity of a collection of elementary Jordan blocks
we deliberately require the collection to have positive radius. This is because
for a collection of nilpotent Jordan blocks, the condition for m-cyclicity is
satisfied vacuously for all positive integers m; thus, it does not make much
sense to extend the definition to such collections, and furthermore we cannot
define the concept of cyclic index for such collections. However, the definition
of m-cyclicity of a matrix still applies to the class of nilpotent matrices. For a
collection U of nilpotent Jordan blocks we can still ask the question of
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determining all positive integers m for which there exists an m-cyclic matrix A
such that UA  U. We have the following answers to this and related
questions.
Theorem 6.1. Let U be a collection of nilpotent elementary Jordan blocks.
Suppose U has at least one nonzero Jordan block. Let n denote the sum of sizes of
elementary Jordan blocks in U, let r denote the sum of the rank of elementary
Jordan blocks in U, and let m denote the size of the largest elementary Jordan
block in U. For any positive integer d, we have the following:
(i) There exists a d-cyclic matrix A with UA  U if and only if 16 d 6 n.
(ii) There exists a matrix A whose digraph is linearly d-partite such that
UA  U if and only if m6 d 6 n.
(iii) There exists a d-cyclic irreducible matrix A (or an irreducible matrix A
with cyclic index d) such that UA  U if and only if 16 d 6 r.
(iv) There exists a matrix A whose digraph is linearly d-partite and whose
undirected graph is connected such that UA  U if and only if 16 d 6 r  1.
Proof. Let J denote the direct sum of elementary Jordan blocks in U. Clearly
the digraph GJ consists of disjoint paths which altogether contain n vertices.
So GJ can be considered as a linearly n-partite digraph and, in view of
Lemma 3.2, can also be considered as a cyclically d-partite digraph for any
positive integer d 6 n. This establishes the ‘‘if’’ part of (i), whereas its ‘‘only if’’
part clearly holds.
Using Lemma 3.4, we readily see that GJ can be considered as a linearly
d-partite digraph for any positive integer d;m6 d 6 n. So the ‘‘if’’ part of (ii)
follows. Suppose there exists a matrix A with a linearly d-partite digraph such
that UA  U. Clearly d does not exceed n, which is the size of A. As a d-
cyclic matrix A must satisfy Ad  0. On the other hand, m is the least positive
integer such that Am  0. So we have d P m. This establishes the ‘‘only if’’
part of (ii).
Suppose there exists a d-cyclic irreducible matrix A such that UA  U. We
may assume that A is already in a superdiagonal block form Akl16 k;l6 d . Since
GA is strongly connected, the blocks Ad1 and Ak;k1 for k  1; . . . ; d ÿ 1 are all
nonzero. Hence we have r  rank A Pdÿ1k1 rank Ak;k1  rank Ad1 P d. This
proves the ‘‘only if’’ part of (iii). To establish its ‘‘if’’ part, first note that if a; b
are two disjoint paths containing p and q vertices respectively, where p; q P 2,
say, a is the path x1; . . . ; xp (with arcs xk; xk1 for k  1; . . . ; p ÿ 1 and b is the
path y1; . . . ; yq, then a [ b can be considered as a cyclically p  qÿ 2-partite
digraph relative to the ordered partition
fx1; yqg; fx2g; . . . ; fxpÿ1g; fxp; y1g; fy2g; . . . ; fyqÿ1g:
Now suppose J has l nonzero Jordan blocks of sizes n1; . . . ; nl, respectively.
Clearly they give rise to l disjoint paths of the digraph GJ that contain
396 B.-S. Tam / Linear Algebra and its Applications 302–303 (1999) 377–410
n1; . . . ; nl vertices respectively. Note that r, which is rank J, equals
Pl
j1 nj ÿ l.
By loosely piecing the l paths ‘‘head’’ to ‘‘tail’’ in the manner described above
for the paths a and b, we readily see that GJ can be considered to be a cy-
clically r-partite digraph for which there is an ordered partition V1; . . . ; Vr such
that for each k  1; . . . ; r; there is at least one arc from Vk to Vk1, where Vr1 is
considered as V1. (The isolated vertices of GJ, which correspond to the 1 1
Jordan blocks in U, pose no problem. Just include them in the sets V1; . . . ; Vr in
an arbitrary manner.) So there exists a permutation matrix P such that P TJP is
a r-cyclic matrix in the superdiagonal block form; furthermore, the
1; 2; 2; 3; . . . ; r ÿ 1; r and r; 1 blocks of P TJP are all nonzero. We can
now use an argument that depends on Lemma 5.2 and given in the proof of
Theorem 5.3 to conclude that there exists a matrix B which is similar to P TJP
and is in the same superdiagonal block form as P TJP such that its
1; 2; 2; 3; . . . ; r ÿ 1; r and r; 1 blocks all have no zero entries. Clearly
such B is irreducible, has cyclic index r, and satisfies UB  U. If d is any
positive integer less than r, by modifying the above argument slightly, we also
readily find an irreducible matrix A with cyclic index d such that UA  U.
This proves the ‘‘if’’ part of (iii).
The proof of (iv) is similar to that for (iii). We omit the details. 
The digraphs of the matrices involved in part (ii) and (iv) of Theorem 6.1 are
clearly acyclic. In our proof we have provided a way to construct the desired
matrices. But this is not the only way. For instance, by an argument given in [1,
pp. 342–343] one can show that there exists a 7 7 matrix whose Jordan form
is J40  J20  J10 and whose digraph contains only the arcs (1, 2), (2, 3),
(3, 4), (5, 6), (6, 4) and (7, 4). Clearly the digraph of such matrix is linearly 4-
partite, as it consists of three paths containing two, three and four vertices
respectively, joining at the vertex 4. However, such matrix is not covered by the
construction given in our proof. Indeed, in the literature many papers were
devoted to the relationship between the structure of the Jordan blocks asso-
ciated with eigenvalue 0 of a matrix and the digraph of the matrix. In partic-
ular, the case of nilpotent triangular matrices was completely solved by Saks
and Gansner. We refer our reader to the excellent survey paper by Hershkowitz
[9] and the references therein.
7. The equations Bj  Aj   AmA1   Ajÿ1; 1 < j < m
In this section we are concerned with the following problem:
Let B1; . . . ;Bm be given square complex matrices not necessarily of the
same size. Find a necessary and sucient condition on B1; . . . ;Bm so that
there exist complex rectangular matrices A1; . . . ;Am of appropriate sizes that
satisfy
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Bj  AjAj1   AmA1   Ajÿ1 for j  1; . . . ;m:
To be specific, let the size of Bj be kj  kj for j  1; . . . ;m. Then as can be
readily seen, the above problem is equivalent to find a matrix A in the super-
diagonal k1; . . . ; km-block form, that is one of the form
0 A1
0 A2
. .
. . .
.
0 Amÿ1
Am 0
2666664
3777775; 7:1
where Aj is kj  kj1 for j  1; . . . ;mÿ 1 and Am is km  k1, such that
Am  B1  B2      Bm. We can also reduce our problem to the special case
when the matrices B1; . . . ;Bm are all in Jordan forms (or are replaced by
similar matrices). To see this, for j  1; . . . ;m; let Jj be a Jordan form of Bj
and let Pj be a nonsingular matrix such that Pÿ1j BjPj  Jj. Then it is easy to
show that the matrices A1; . . . ;Am satisfy the given equations if and only if we
have
Jj  ~Aj ~Aj1    ~Am ~A1    ~Ajÿ1 for j  1; . . . ;m;
where ~Aj  Pÿ1j AjPj1 (and Pm1 is taken to be P1). So, it is clear that the
problem at issue is somehow related to the Jordan form of a cyclic matrix.
For the case m  2, a complete answer to the above problem was found by
Flander [7], and an elementary proof was also provided by Johnson and
Schreiner [11]. Here is the solution as quoted from the latter paper:
Let C and D be m m and n n complex matrices, respectively, with m6 n.
Then C may be written as AB while D as BA if and only if
(i) The Jordan structure associated with nonzero eigenvalues is identical in C
and D.
(ii) If m1 P m2 P    are the sizes of Jordan blocks associated with 0 in C
while n1 P n2 P    are the corresponding sizes in D, then j ni ÿ mi j 6 1 for
all i.
(Here, for convenience, we fill out lists of zero Jordan block sizes with 0 as
needed.)
An m-tuple (or a vector) n1; . . . ; nm is said to have cyclically consecutive
equal components if whenever nr  ns where 16 r < s6m, we have either
nr  nr1      ns or ns      nm  n1      nr:
Below we give the answer to the above problem for general m. As
the reader will see, our proof is dierent from the known proofs for the
special case m  2. It depends on the use of Jordan chains and is more
illuminating.
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Theorem 7.1. Given complex square matrices B1; . . . ;Bm, not necessarily of the
same size, there exist complex rectangular matrices A1; . . . ;Am of appropriate
sizes such that
Bj  AjAj1   AmA1   Ajÿ1 for j  1; . . . ;m;
if and only if the following conditions are satisfied:
(a) UB1; . . . ;UBm have the same subcollection of nonsingular elementary
Jordan blocks.
(b) It is possible to list the nilpotent elementary Jordan blocks in
UBjfor j  1; . . . ;m in some way, say Jaj10; Jaj20; . . . ; where
aj1; aj2;    are nonnegative integers (and J00 stands for an empty block) so
that for each positive integer l, a1l; a2l; . . . ; aml is either an m-tuple with
constant components, or an m-tuple with two distinct components that differ by 1,
and in which equal components are cyclically consecutive.
Before we give the proof, we would like to give some examples to illustrate
condition (b) Theorem 7.1. Note that the condition only requires the existence
of certain way to list the nilpotent Jordan blocks of UBjj  1; . . . ;m so
that, for each positive integer l, if we choose the lth terms, one from each of the
listings, then the resulting m-tuple should satisfy certain conditions. It does not
specify the way how the nilpotent Jordan blocks in each UBj is to be listed.
For m6 3; it is easy to show that in case condition (b) is satisfied, if we list the
nilpotent Jordan blocks in each UBj in the order of decreasing sizes then the
desired condition is still satisfied. (The point is, any two components in a triple
are cyclically consecutive.) However, for m P 3; this is not so.
Example 7.2. Suppose B1;B2 are 4 4 matrices such that UB1  UB2
 fJ11; J10; J20g. Clearly condition (a) of Theorem 7.1 is satisfied (for
m  2). Condition (b) is met if we list the nilpotent Jordan blocks in UB1 and
UB2 respectively as, J20; J10 and J10; J20. The condition is also met if
the nilpotent Jordan blocks in UB1 and UB2 are listed in the order of
decreasing sizes.
Example 7.3. Consider matrices B1; . . . ;B5 with
UB1  fJ20; J10; J10g;
UB2  UB4  fJ10; J10; J10g;
and
UB3  UB5  fJ20; J10g:
Here condition (a) of Theorem 7.1 is vacuously satisfied, whereas condition (b)
is satisfied if we list the Jordan blocks inUB1; . . . ;UB5 in the following way:
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UB1 : J20; J10; J10; J00
UB2 : J10; J10; J10; J00
UB3 : J10; J20; J00; J00
UB4 : J10; J10; J00; J10
UB5 : J20; J10; J00; J00
However, if we list the Jordan blocks in each UBj in the order of decreasing
sizes (and adding J00’s as needed), then condition (b) of Theorem 7.1 is not
met; because then the 4-tuple formed by the first terms of the listings, i.e.
J20; J10; J20; J10; J20 (or equivalently, consider the 5-tuple
(2, 1, 2, 1, 2)), does not fulfill the property that equal components are cyclically
consecutive. Note also that in the above admissible listing of the Jordan blocks
in UBj’s, if we list the Jordan blocks in UB4 by J10; J10; J10 instead,
and keeping the remaining listings (but omitting from each the last term J00,
then the desired condition is also not met.
Proof of Theorem 7.1. ‘‘Only if’’ part: Consider any fixed pair i; j; 16 i < j6 n.
It is easy to see that we have Bi  CD and Bj  DC, where
C  AiAi1   Ajÿ1
and
D  Aj   AmA1   Aiÿ1:
So UBi and UBj have the same subcollection of nonsingular elementary
Jordan blocks. (See [11] for an explanation.) Since this is true for each pair i; j,
condition (a) clearly holds.
In order to show that condition (b) is also satisfied, let A denote the square
matrix given by (7.1). Let n denote the size of A. For each j  1; . . . ;m; let Wj
denote the coordinate subspace of Cn corresponding to the m 1ÿ jth (zero)
square diagonal block of A. Then certainly we have AWj  Wj1 for
j  1; . . . ;m; where Wm1 is taken to be W1. We are going to construct a Jordan
basis of the generalized nullspace of A such that each basis vector belongs toSm
j1 Wj. Clearly, C
n amj1Wj. Let h denote the index of A, i.e. the size of the
largest Jordan block in the Jordan form of A corresponding to 0. Consider any
x 2NAh. Write x as x1      xm, where xj 2 Wj. Then
Ahx1      Ahxm  Ahx  0. Since AWj  Wj1 for each j, the vectors
Ahx1; . . . ;Ahxm all belong to
Sm
j1 Wj and for r 6 s;Ahxr and Ahxs belong to
dierent Wj’s. But Cn is the direct sum of W1; . . . ;Wm, it follows that
Ahx1      Ahxm  0. This shows that NAh amj1Wj \NAh. As a
consequence, Ahÿ1NAh is spanned by Smj1 Ahÿ1Wj \NAh. Similarly, we
can show that for each l  1; . . . ; hÿ 1;Alÿ1NAl is spanned by
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Sm
j1 A
lÿ1Wj \NAl (where A0  I. Furthermore, we have the following
inclusions:[m
j1
Ahÿ1Wj \NAh 
[m
j1
Ahÿ2Wj \NAhÿ1     
[m
j1
AWj \NA2

[m
j1
Wj \NA:
For j  1; . . . ; h; let kj denote the dimension of the space Ajÿ1NAj. Now
choose a basis of Ahÿ1NAh which consists of vectors taken fromSm
j1 A
hÿ1Wj \NAh, say, y1; y2; . . . ; ykh . Supplement them by vectors taken
from
Sm
j1 A
hÿ2Wj \NAhÿ1 so as to form a basis for Ahÿ2NAhÿ1; say, the
adjoined vectors are ykh1; ykh2; . . . ; ykhÿ1 . Then add vectors ykhÿ11; . . . ; ykhÿ2 fromSm
j1 A
hÿ3Wj \NAhÿ2 so as to form a basis for Ahÿ3NAhÿ2. Proceeding in
this way, we obtain vectors y1; y2; . . . ; yk1 , which form a basis for NA. Next,
for each t; 16 t6 kh, choose a vector zt from
Sm
j1Wj \NAh so that
Ahÿ1zt  yt. Then the vectors zt;Azt; . . . ;Ahÿ1zt form a Jordan chain of A cor-
responding to 0 of length h. Furthermore, each vector in this chain belongs toSm
j1 Wj. Similarly, for each t; kjÿ1  16 t6 kj j  1; . . . ; hÿ 1, we can find a
vector zt 2
Sm
j1Wj \NAj such that Ajÿ1zt  yt. Then zt;Azt; . . . ;Ajÿ1zt form
a Jordan chain of A corresponding to 0 of length j, and each vector in this
chain belongs to
Sm
j1 Wj. It is a standard argument to show that the con-
structed Jordan chains together form a Jordan basis of the generalized null-
space of A. Thus we are able to construct the desired Jordan basis for the
generalized nullspace of A.
Consider any Jordan chain of A in the above constructed Jordan basis; say,
v;Av; . . . ;Akÿ1v. By modifying an argument given in [8, vol. 1, pp. 236–237], we
are going to split this chain into m or k Jordan chains of Am corresponding to 0,
depending on k P m or k < m, and indeed we do more. (Recall the way one
passes from a collection U of elementary Jordan blocks to its mth power Um.)
First, consider the case when k P m. Write k in the form pm q, where p, q are
integers with p P 1 and 06 q  mÿ 1. Suppose the vector v belongs to Wl. We
can arrange the vectors in the above Jordan chain in the following way:
Wm Amÿlv A2mÿlv A3mÿlv    Apmÿlv
Apmqÿ1v
..
. ..
. ..
. ..
. ..
. 
Wl1 Av Am1v A2m1v    
Wl v Amv A2mv    Apÿ1mv 
Wlÿ1 Amÿ1v A2mÿ1v    Apÿ1mÿ1v Apmÿ1v
..
. ..
. ..
. ..
. ..
.
W1 Am1ÿlv A2m1ÿlv    Apÿ1m1ÿlv Apm1ÿlv
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This table has m rows. Vectors in the same row all belong to the same Wj,
which we specify on the left side of the row. For instance, Wl contains the
vectors v;Amv; . . . ;Apmv. (If q  0, the vector Apmv will not appear.) In our table
we are assuming that qÿ 16mÿ l; so the vector Apmqÿ1v belongs to the same
column as that for Apmÿ1v. If qÿ 1 > mÿ l, the vector Apmqÿ1v will belong to
the next column to the right of it. Note that we have q rows with p  1 vectors
and mÿ q rows with p vectors, and also that rows with equal number of vectors
are cyclically consecutive (or rather, the m-tuple whose jth component is the
number of vectors in the jth row of our table has cyclically consecutive equal
components). Clearly vectors in the row specified by Wj form a Jordan chain of
Am jWj corresponding to 0. But by the definition of A and of Wj’s, Am jWj is
represented by Bm1ÿj (relative to the standard basis of Wj), so the Jordan chain
v;Av; . . . ;Akÿ1v of A (with v 2 Smj1 Wj) gives rise to m Jordan chains (all cor-
responding to 0), one for each Bj such that there are exactly two dierent
lengths of the Jordan chains (but in case q  0 there is only one length) and
also the indices of Bj’s with resulting chains of equal length are cyclically
consecutive. In case k < m, by a similar argument the above Jordan chain of A
gives rise to k Jordan chains, all of length one, for k distinct Bj’s whose indices
are cyclically consecutive.
Now a few moments thought should convince the reader that condition (b)
holds.
‘‘If’’ part: Our argument will depend on a number of observations.
Observation 1. If C;D are m-cyclic matrices (not necessarily of the same size) in
the superdiagonal block form, say
C 
0 C1
0 C2
. .
. . .
.
0 Cmÿ1
Cm 0
2666664
3777775
and
D 
0 D1
0 D2
. .
. . .
.
0 Dmÿ1
Dm 0
2666664
3777775;
and if Cm  R1      Rm and Dm  S1      Sm, then the mth power of the
matrix
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0 C1  D1
0 C2  D2
. .
. . .
.
0 Cmÿ1  Dmÿ1
Cm  Dm 0
2666664
3777775
equals R1  S1      Rm  Sm.
The verification of the preceding observation is straightforward. Note that
here we use Cj  Dj to denote the matrix
Cj 0
0 Dj
 
;
which may be non-square.
Observation 2. Let k1; . . . ; km;m P 2, be a given m-tuple of positive integers
whose components take on at most two distinct values that dier by 1, and in
which equal components are cyclically consecutive. Denote
Pm
j1 kj by r. Then
there exists an r  r permutation matrix P such that P TJr0P is an m-cyclic
matrix in the superdiagonal k1; . . . ; km-block form and P TJr0Pm equals
Jk10  Jk20      Jkm0.
To see this, let p be the smaller value that can be assumed by a component of
the given m-tuple. If the components that take on the value p  1 are con-
secutive, we let l; 16 l6m, denote the largest index for which kl equals p  1;
otherwise, we let l denote the largest index for which kl equals p  1 and in
addition there is an index t > l such that kt equals p. (We take l to be m if there
is only one value assumed by the components of the m-tuple. Since the argu-
ment for this case is simpler, hereafter we will not refer to it). Also suppose that
q of the components take the value p  1. Then the remaining mÿ q compo-
nents take the value p, and we have r  pm q; 06 q < m. Now arrange the
standard basis vectors of Cr in the form of a table in the following way:
er1ÿl erÿm1ÿl erÿ2m1ÿl    erÿpÿ1m1ÿl
e1
..
. ..
. ..
. ..
. 
erÿ1 erÿmÿ1 erÿ2mÿ1    erÿpÿ1mÿ1 
er erÿm erÿ2m    erÿpÿ1m 
erÿm1 erÿ2m1    erÿpÿ1m1 erÿpm1
..
. ..
. ..
. ..
.
erÿl erÿmÿl    erÿpÿ2mÿl erÿpÿ1mÿl
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This table has m rows. The vector er belongs to the lth row, counting from the
top. The last vector e1 belongs to the same column as that for erÿpm1 if q6 l,
and it belongs to the next column to the right if q > l. By examining separately
the cases when the components of the given m-tuple that take on the value
p  1 are consecutive or not, one readily checks that for each j, the jth row
counting from the top has precisely kj vectors. Now use the vectors in the above
table to form an ordered basis B for Cr, in each row vectors go from right to
left, and rows go from top to bottom; that is, B equals
ferÿpÿ1m1ÿl; erÿpÿ2m1ÿl; . . . ; er1ÿl; . . . ; erÿpÿ1mÿl; . . . ; erÿlg; or
fe1; erÿpÿ1m1ÿl; . . . ; er1ÿl; . . . ; erÿpÿ1mÿl; . . . ; erÿlg; or
fe1; erÿpÿ1m1ÿl; . . . ; er1ÿl; . . . ; erÿpmÿl; . . . ; erÿlg;
depending on whether we have q6 lÿ 1, or q  l, or q > l. It is not dicult to
show that relative to the ordered basis B; Jr0 (as a linear operator) is rep-
resented by an m-cyclic matrix in the superdiagonal k1; . . . ; km-block form and
also that the mth power of the latter matrix is equal to
Jk10  Jk20      Jkm0. In other words, there exists an r  r permutation
matrix P with the desired property.
It is also not dicult to verify the following.
Observation 3. Let C be an m-cyclic matrix in the superdiagonal block form,
say,
C 
0 C1
0 C2
. .
. . .
.
0 Cmÿ1
Cm 0
2666664
3777775;
and suppose Cm  R1      Rm. Let k1; . . . ; km;m P 2, be an m-tuple of 0s
and 1s, in which equal components are cyclically consecutive. For each j such
that kj  1, set C^j  Cj (0), unless kj1  0 (j 1 taken mod m), in which case
take C^j to be Cj with a row of zeroes added to it. Whenever kj  0, set
C^j  Cj; kj1  1 (j+1 taken mod m), in which case take C^j to be Cj with a
column of zeros added to it. Then the mth power of the matrix
0 C^1
0 C^2
. .
. . .
.
0 C^mÿ1
C^m 0
2666664
3777775
is R1  Jk10      Rm  Jkm0, where Rj  Jkj0 becomes Rj if kj  0.
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Suppose conditions (a) and (b) are both satisfied. By the discussion made at
the beginning of this section, to show the existence of the desired matrices
A1; . . . ;Am, it suces to demonstrate the existence of a matrix A in a superdi-
agonal block form as given in (7.1) such that Am  J1      Jm, where Jj is a
Jordan form of Bj for j  1; . . . ;m. To find such A, we proceed as follows.
First, let U be a collection of nonsingular elementary Jordan blocks such that
Um equals the common subcollection of nonsingular elementary Jordan blocks
shared by the UBj’s. Let L denote the direct sum of all Jordan blocks in U.
Choose a nonsingular matrix P such that Pÿ1LmP is a Jordan matrix, say J.
(Then J is equal to a direct sum of all Jordan blocks in Um:) Now let C denote
the m-cyclic matrix in the superdiagonal block form, and whose
1; 2; . . . ; mÿ 1;m; m; 1 blocks are all equal to Pÿ1LP . Then Cm equals
J      J (m times). If a11; . . . ; am1 is an m-tuple of positive integers
(that satisfies the property as described in condition(b)), by Observation 2 there
exists an m-cyclic matrix D in the superdiagonal block form, whose mth power
equals Ja110      Jam10. Using Observation 1, we then obtain an m-
cyclic matrix in the superdiagonal block form whose mth power equals
J  Ja110      J  Jam10. Otherwise, a11; . . . ; am1 would be an
m-tuple of 0s and 1s, and we can apply Observation 3 to obtain an m-cyclic
matrix in the superdiagonal block form with the same property. By repeating
this argument, after a finite number of steps, we obtain an m-cyclic matrix A in
the superdiagonal block form such that Am equals J1      Jm, where Jj is a
Jordan form of Bj for j  1; . . . ;m.
The above argument works as long as U is nonempty. But it may happen
that the given matrices B1; . . . ;Bm are all nilpotent, so that U is empty. In that
case choose a Bk for which UBk has a nilpotent block of size greater than or
equal to two. Then there exists j such that akjP 2. But according to condition
(b), the components of a1j; . . . ; amj dier by at most one. It follows that
a1j; . . . ; amj is an m-tuple of positive integers. Then we apply Observation
2 to obtain an m-cyclic matrix in the superdiagonal block form whose mth
power equals Ja1j      Jamj. Then proceed as before. If no such Bk exists,
then it means that B1; . . . ;Bm are each equal to a zero matrix. In that case
certainly there is no problem. The proof is complete. 
The proof of the ‘‘if’’ part of Theorem 7.1 actually also establishes the
following remark.
Remark 7.4. When condition (b) of Theorem 7.1 is satisfied, not only can we
find matrices A1; . . . ;Am that satisfy Bj  Aj   AmA1   Ajÿ1 for j  1; . . . ;m,
but also we may require that the collection of nilpotent elementary Jordan
blocks in UA, where A is the matrix given by (7.1), is fJs10; Js20;   g;
where sl 
Pm
j1 ajl for l  1; 2; . . .
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Note also that the Jordan form of the matrix A given by (7.1), where
A1; . . . ;Am satisfy Bj  Aj   AmA1   Ajÿ1 for j  1; . . . ;m, may not be unique,
as there may be dierent admissible listings of nilpotent Jordan blocks in the
UBj’s. For instance, for the pair of matrices B1;B2 given by Example 7.2, we
have UA equal either fJ11; J1ÿ1; J30; J30g or fJ11; J1ÿ1; J20;
J40g.
Before we end this section, we would like to mention that implicit in the
proof given by Flanders [7, Theorem 2] is the fact that his condition on the
nilpotent Jordan blocks of the given matrices C,D is actually equivalent to the
following interesting condition
20 For each integer j P 1, we have
gj1C6 gjD and gj1D6 gjC;
where we use gjQ to denote the j th height characteristic of Q. (Recall that
gjQ is given by: gjQ  nullity Qjÿnullity Qjÿ1, where nullity Q0  0.
For reference, see [9].) For the general problem with more than two matrices,
we are not sure whether there is a similar reformulation for the condition on
nilpotent Jordan blocks.
8. Block sizes of m-cyclic matrices with a prescribed Jordan form
If U is an m-cyclic collection of elementary Jordan blocks, then according
to Corollary 5.4 there exists an m-cyclic matrix A such that UA  U. We
now determine all m-tuple k1; . . . ; km of positive integers for which there
exists a matrix A in the superdiagonal k1; . . . ; km-block form such that
UA  U.
Hereafter we use U to denote a given m-cyclic collection of elementary
Jordan blocks, where m P 2. Let ~U be the subcollection of nilpotent elementary
Jordan blocks in U with sizes not a multiple of m, and suppose
~U  fJp1mc10; . . . ; Jpd mcd 0g, where p1; . . . ; pd are nonnegative integers and
c1; . . . ; cd are positive integers all less than m. We denote by n the sum of sizes
of Jordan blocks inU. Since the sum of sizes of nonsingular Jordan blocks inU
is a multiple of m; nÿPdj1 cj is clearly a multiple of m, which we write as km.
Theorem 8.1. LetU be an m-cyclic collection of elementary Jordan blocks, where
m P 2. Let ~U; k; c1; . . . ; cd have the same meanings as introduced above. The
following conditions on an m-tuple k1; . . . ; km of positive integers are equivalent:
(a) There exists an irreducible matrix A with cyclic index m and in the su-
perdiagonal k1; . . . ; km-block form such that UA  U.
(b) There exists an m-cyclic matrix A in the superdiagonal k1; . . . ; km-block
form such that UA  U.
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(c) Either ~U  ; and k1      km  k; or ~U 6 ; and k1 ÿ k; . . . ; km ÿ k is
the row sum vector of some m d 0; 1-matrix with column sum vector
c1; . . . ; cd and each of whose column vectors has cyclically consecutive equal
components.
Proof. (a))(b): Obvious.
(b))(c): Suppose condition (b) holds and A is given by (7.1), where the
jth diagonal block is kj  kj. For j  1; . . . ;m; let Wj denote the co-ordinate
subspace of Cn corresponding to the m 1ÿ jth diagonal block of A. As we
have shown in the proof of the ‘‘only if’’ part of Theorem 7.1, the generalized
nullspace of A contains a Jordan basis, say B, consisted of vectors taken fromSm
j1 Wj. Furthermore, each Jordan chain of B determines a unique table such
that the vectors lying in the jth row of the table form a Jordan chain of
Am jWm1ÿj (corresponding to 0). It is not dicult to see that kj, which is the size
of the jth diagonal block of Am, is equal to the sum of the sizes of nonsingular
Jordan blocks in U divided by m plus the sum of the numbers of vectors in the
jth rows of the tables formed by the Jordan chains of B. Clearly a Jordan chain
of B of length a multiple of m determines a table all of whose rows have the
same number of vectors. Thus, when ~U  ;, i.e. when each Jordan chain inB is
of length a multiple of m, we must have k1      km, where the common value
is clearly k. So we consider the case ~U 6 ;. Then we form an m d 0; 1-
matrix Z  zij in the following way. For each j  1; . . . ; d, take the Jordan
chain of B corresponding to the Jordan block Jpjmcj0. The chain determines
a table which has cj rows with pj  1 vectors and the remaining mÿ cj rows
with pj vectors; moreover, rows with equal number of vectors are cyclically
consecutive. Now we put zij equal 1 if the number of vectors in the ith row of
the table associated with the Jordan block Jpjmcj0 is pj  1, and equal 0,
otherwise. Then for each j  1; . . . ; d, clearly the jth column of Z has precisely
cj 1s, which are cyclically consecutive. Furthermore, it is not dicult to see that
the ith row sum of Z is ki ÿ k. So Z is the desired 0; 1-matrix.
(c))(a): Since U is m-cyclic, the subcollection of nonsingular Jordan
blocks in Um is the union of m copies of certain collection of nonsingular
Jordan blocks, which we denote by C. Similarly, the mth power of the sub-
collection of U which consists of all nilpotent Jordan blocks of size a multiple
of m is the union of m copies of certain collection of nilpotent Jordan blocks,
which we denote by D. Let Z  zij denote the m d 0; 1-matrix that ap-
pears in condition (c). For i  1; . . . ;m, let Bi denote a Jordan matrix for which
UBi  C [D [ fJai10; . . . ; Jaid0g, where aij; 16 j6 d, equals pj  1 or
pj depending on whether zij equals 1 or 0. Note that by definition k equalsPd
i1 pi plus the sum of the sizes of Jordan blocks in C [D. Since the ith row
sum of Z is ki ÿ k, it follows that the size of Bi is ki. It is not dicult to check
that the matrices B1; . . . ;Bm satisfy conditions (a) and (b) of Theorem 7.1.
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Hence, by Theorem 7.1 (and its proof) and Remark 7.4 there exists an m-cyclic
matrix A in the superdiagonal k1; . . . ; km-block form as given by (7.1) such
that UA  U (and Am  B1      Bm. Note also that in this case the ma-
trices A1; . . . ;Am that appear in (7.1) are all nonzero, as U contains nonsingular
Jordan blocks. We can now use an argument given in the proof of Theorem 5.3
(and depends on Lemma 5.2) to obtain an irreducible matrix with cyclic index
m that has the desired properties. 
It is not dicult to show the following:
Corollary 8.2. Let U be an m-cyclic collection of elementary Jordan blocks,
where m P 2. Suppose each nilpotent elementary Jordan block in U is either of
size one or of size a multiple of m; say, U contains p J10’s. Let km denote the
sum of sizes of elementary Jordan blocks in U minus p. Then for any m-tuple
k1; . . . ; km of positive integers, there exists an m-cyclic matrix A in the super-
diagonal k1; . . . ; km-block form such that UA  U it is necessary and suffi-
cient that
Pm
j1 kj  km p and k6 kj6 k  p for j  1; . . . ;m.
In theory at least, one can use condition (c) of Theorem 8.1 to determine all
m-tuples k1; . . . ; km of positive integers for which there exists a matrix A in the
superdiagonal k1; . . . ; km-block form such that UA equals a given m-cyclic
collection, as there are only finitely many (0,1)-matrices with the properties
described in condition (c).
There is a known Gale–Ryser theorem which gives a necessary and sucient
condition for the existence of a (0,1)-matrix with prescribed row sum and
column sum vectors (see [1, Corollary 6.2.5]). We leave it to the reader to find
out whether there is a corresponding equivalent condition for the existence of a
(0,1)-matrix each of whose columns has cyclically consecutive equal compo-
nents and whose row and column sum vectors are prescribed.
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Appendix A. An alternative proof for Lemma 4.6(i)
Proof of Lemma 4.6(i). Let n be the size of A, and let D  diagd1; . . . ; dn.
Let n1; . . . ; np denote the distinct values among d1; . . . ; dn. Since k 6 1, clearly
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26 p6 n. For each k  1; . . . ; p; let Vk denote the set fj : 16 j6 n; dj  nkg.
Define a digraph H with vertices V1; . . . ; Vp such that Vr; Vs is an arc if and
only if there exist i 2 Vr; j 2 Vs such that aij 6 0. We contend that the digraph H
has no vertex with out-degree greater than one. Assume to the contrary that
Vr; Vs and Vr; Vt, where s 6 t, are both arcs of H. Then there exist
i1; i2 2 Vr; j1 2 Vs and j2 2 Vt such that ai1j1 6 0 and ai2j2 6 0. Since
di1i1  di2i2  nr; dj1j1  ns and dj2j2  nt, by considering the i1; j1 entry on
both sides of the equation A  kDADÿ1, we obtain ai1j1  knrai1j1nÿ1s and hence
k  ns=nr. Similarly with i2; j2, we also have k  nt=nr. It follows that ns  nt,
which is a contradiction. This proves that H does not have a vertex with out-
degree greater than one. By a similar argument we also show that H has no
vertex with in-degree greater than one, and also that H has no loops. We have,
in fact, shown that the digraph H is a disjoint union of paths and circuits (of
length greater than one).
It is not dicult to see that each cycle of GA with nonzero signed length
gives rise to at least one circuit of the digraph H (with length greater than one).
We illustrate the argument with an example. Suppose GA contains the cycle
a : 1! 3! 4 2! 1. Let j belong to Vij for j  1; . . . ; 4. Since (1, 3) is an arc
of GA, by definition Vi1 ; Vi3 is an arc of H. Clearly i1 6 i3, as H has no loops.
If i4  i1 (i.e. 4 2 Vi1 ), then the arcs Vi1 ; Vi3; Vi3 ; Vi1 already constitute a circuit
of H. Otherwise, i4 6 i3; i1. Now Vi3 ; Vi4 and Vi2 ; Vi4 are both arcs of H. But
the in-degree of each vertex of H is one, so we must have i2  i3. Then
Vi1 ; Vi3; Vi2 ; Vi1 constitute a circuit of H.
Now consider any circuit of the digraph H, say, with arcs
V1; V2; V2; V3; . . . ; Vqÿ1; Vq; Vq; V1. For each j; j  1; . . . ; q, as shown
above, the existence of the arc Vj; Vj1 (where Vq1 is taken to be V1) implies
that k  nj1=nj. Multiplying these q equations together, we obtain kq  1.
Hence, k is a primitive mth root of unity for some integer m P 2. But the
numbers n1; . . . ; nq are distinct, and nj  kjÿ1n1 for j  2; . . . ; q, hence kj 6 1
for 16 j6 qÿ 1. It follows that q  m. Our preceding argument in fact shows
that each circuit in H is of length m. As we have proved, H is a loopless
digraph which is a disjoint union of paths and circuits. Clearly, a circuit of
length m is by itself a cyclically m-partite digraph, and a path that contains r
vertices is a linearly r-partite digraph. In view of Remark 3.1 and Lemma 3.3,
now it should be clear that the digraph H is cyclically m-partite. By the
definition of H, it follows that GA is cyclically m-partite, and hence A is
m-cyclic. 
It is worth noting that in case all cycles of GA have zero signed length the
digraph H introduced in the above proof of Lemma 4.6(i) may still contain
circuits. (Hence we cannot use the same argument to establish Lemma 4.6(ii).
But this is understandable, because a linearly partite digraph can also be
cyclically partite). As an example, let
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A 
0 0 1 0
0 0 0 0
0 0 0 1
0 1 0 0
2664
3775;
and let D  diag1; 1; e2pi=3; e4pi=3. Then Dÿ1AD  e2pi=3D. As can be readily
seen, the digraph H is by itself a circuit of length three. However, in this case all
cycles of GA have zero signed length.
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