Abstract; The convergence of the vector QD-algorithm, associated to d meromorphic functions, is established.
Vector Pad6 approximants to a function F = ( fi, . . . , fd) from C to C d have been previously defined [7, 8] . They are different from the simultaneous Pad6 Approximants defined by De Bruin [2] . In particular, the denominators of the approximants of degrees (Y + s -1, r) are associated to polynomials P;', which for each fixed s, satisfy a recurrence relation of order (d + l), and so have been called vector orthogonal polynomials.
As in the scalar case (d = l), a QD-algorithm can be produced, which links the recurrence relations of (P;'), and (P,'+'),.
We study here the convergence of that QD-algorithm.
In the case where F is meromorphic, the poles are found as the inverses of the limits of the sequence (qs), ai for r = 1, 2,. . _ . Moreover, it is partly possible to know the component f, of which each (lim,Y,mq,")-l is a pole. As a consequence, if { zi, . . . , zr} is the union of the poles of all the f, in a disc O,, then the orthogonal polynomials (P;'), are proved to converge to lJi( z -z,:') when s goes to infinity.
As is shown by the results of the second section, although the logical point of view is nearly the same as in the scalar case, the problems and the results are not all the same. Also the proofs need to use generalized Hankel determinants for which the usual properties are no more true. After the convergence of the QD-algorithm in Section 2, the consequences concerning the vector orthogonal polynomials are studied in Section 3. Some numerical experiments have been made, and are summed up in Section 4.
Let us now sum up the notations which are kept as close as possible to those of the scalar case PIxi
is orthogonality (R), which define the family of manic polynomials P,! (s 2 0, r > 0), can be written as follows:
: coordinates of r).
Then P," can be represented as a quotient of two determinants as follows:
H," is a determinant r x r, and each row (r,, . . . ) represents d scalar rows except the last one (r,'::, . . .), which represents the k first coordinates of ( rs+n,. . .).
Evaluation of H,"
The computations of this section are similar to those of [3] . 0, denotes the disc centered at the origin, of radius u. (1) (4 with G holomorphic in D, , and Ri E cd. H, "= C, (u, ... u, )"(l + O(aS) The sum @ is finite, and so is of the same order of its greatest term. So finally, Hf= c,(u, a** u,)"(l + O(aS)). 0
The result can be extended to the case where the poles of f, are not simple, by a method of confluence as is done in [3] .
The preceding result is of interest only if the constant C,. is not zero, and this condition becomes obviously a sufficient condition for the existence of the vector Pad& approximants.
The condition "C,. nonzero" will be shown to be equivalent to a case of polewise independent functions fr, . . . , fd. This notion has been defined by Graves-Morris and Saff [5] , and is recalled now.
Definition. Let each of the functions fr,. . . , fd be meromorphic in the disc D, and let nonnegative integers pl,. . . , pd be given, for which &;>O. We get the two following results. Proof. Each function f, can be written as
Proposition 1.2. Let r = nd + k, and let a function f, have less than n poles (in case
and + analytic is equivalent to the system
It is a linear system of equations with as unknowns the coefficients of the polynomials III,. There are Cp, unknowns.
In the case where Cp, = r, the existence of the polynomials II,, with at least one of which nonnull, is now equivalent to the fact that the determinant A' of this system (S') is zero. As A' = KC,, with K a constant, the proposition follows. 0
In the case where IF is a rational function, two results, similar to the scalar case, can be proved. There are (r + 1) unknowns and this system has a nontrivial solution (b,,, . . . , b,) , because H,h+' is nonzero. The equations which follow for s >, h + n are satisfied, because they are linear combinations of the first ones, Hi being zero for m > r. 0
Convergence of the QD-algorithm
The QD-algorithm has been defined for the vectorial case [6, 8] The computation of qf+l involves the evaluation of the generalized Hankel determinants of order r and r + 1: H,", H,"+l, HSfl, H,"::. The hypothesis of Theorem 1.1 taken at the orders r and r + 1 will lead to limit the algorithm to cases where the sequence 1 ui ( is decreasing, u,,~+~ being the inverse of a pole of fk. This is too restrictive, and the following situation will be studied.
Let E" = { zly}j20 be the set of poles of f, ((Y = 1,. . . , d), which can be finite or not; fr, . . . , fd will be said to be r-polewise independents if they are polewise independent with respect to the integers (n + r,) o1 defined by 
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The same thing can be observed when going from the step Y to the step r + 1 (r + 1 G m). We assume that i=l ,.*-, rr lim qs=u,,
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We note Era the subset of E" found at the step r. Because fi, . . . , fd have been supposed to be r-polewise independent:
Card E,an+~,, r=nd+k, The proof can be extended to the case where f, has multiple poles as is done by Henrici [3] . At the step r + 1, it is not possible to know of which function f,, u;:~ is a pole. This problem comes from the fact that if a pole z, is simple for a function but common to several ones, it will appear only once in the sequence formed by the limits (lim,,,(qs)-'),.
From the knowledge of the sequence (lim, _ m (qs)-'),, it is possible to build two sets Fa and G" F"cE"cG*.
The points in P" are really poles (with residue nonzero) of f,, and the points of G" can be poles of fa.
We sum up the results at each step, on two examples, according to the facts that for each (Y the sequence ( 1 up 1 -l) is increasing, and that Card Era > n + E,. We write the points of G,, and underline the points of The polynomials P,"_+,', . . . , P;" ', P;' are supposed to exist, and so the corresponding generalized Hankel determinants H,"_fJ+ i (i = 0,. . . , d) The result follows
E' E2
br+lY s+cc (Ur_ li+1+1 )s+l .
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As it has been shown, U,_d+h and u,.+h do not necessarily correspond to poles of the same function f,. So although the poles of each f, are supposed to form a strictly increasing sequence (in modulus), the limit of es,, is not necessarily zero and so this result does not have the same interest as the analogous one for the scalar case. The fact that the convergence of ( q,S)s is linear remains to be proved in the case where d is even but, as it can be seen from the numerical study in Section 4, it seems to be a problem of identities of determinants, and the result is probably true for any d. 
Finally, we get the result
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The result can be extended to the case where the poles of f, are not simple. 
Numerical examples
The computations have been performed on a computer DPS8 multics (simple precision, 8 digits). The double precision has not been used.
The tested functions are rational functions of the form
The first problem is the initialisation of the algorithm, and then the stability of the algorithm. This second problem must be studied, but the stability does not seem to be worse than in the scalar case. The case where d is even looks better than d odd from this point of view. 0.9 appears once because it is a simple pole, and 1 twice because it is a pole of order 2 for fi. In all the cases, if the sequences are transformed by Aitken's A* process, the sequences are accelerated, which is a logical consequence of their linear rate of convergence, d being odd, or even.
