

















. , , $(0, \theta)(\theta\in \mathbb{R})$ $U(O, \theta)$
, Graybill and Connell (1964), Cooke (1971), Govindarajulu (1997) . ,
$U(\theta-(1/2), \theta+(1/2))$ , Wald (1950), Akahira and Takeuchi
(2003) . , .
Mukhopadhyay et al. (1983) , power family distribution ,
(Mukhopadhyay (1987), Mukhopadhyay and Cicconetti (2002) ).





. , (Gulland(1983) 44 ,
Millar (1992), Millar and Fryer (1999) ) .
2
$X_{1},$ $X_{2},$
$\ldots$ , ( ) $f_{0}(x)(\theta\in \mathbb{R}^{1})$
. , $f_{0}(x)$ $(\theta_{1}, \theta_{2})$ ,
(AO) $f_{0}(x)\{\begin{array}{l}>0 (\theta_{1}<x<\theta_{2}),=0 (\text{ })\end{array}$
, ( $\theta_{1},$ $\theta_{2}$ ) $\theta$1, $\theta_{2}$ $C^{2}$ .
(Al) $\lim$ $(x-\theta_{1})^{-\gamma_{1}}f_{0}(x)=g_{1}(\theta_{2}-\theta_{1})$ , hm $(\theta_{2}-x)^{-\gamma_{2}}f_{0}(x)=g_{2}(\theta_{2}-\theta_{1})$ .
$xarrow\theta_{1}+0$ $xarrow\theta_{2}-0$
, $\gamma_{i}>-1(i=1,2),$ $g_{1}(\theta_{2}-\theta_{1})$ $g_{2}(\theta_{2}-\theta_{1})$ , $\theta_{2}-\theta_{1}$ ,
.
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. (1) (AO) , Akahira $(1975a, b)$ , Akahira and Takeuchi (1981, p.31; 1995, PP81,
148), Koike $(2007a, b)$ .








$f_{U,V}^{(n)}(u, v)arrow\{\begin{array}{ll}g_{1}g_{2}u^{\gamma_{1}}(-v)^{\gamma_{2}}\exp\{-\overline{\gamma}_{2}s_{\frac{2}{+1}(-v)^{\gamma_{2}+1}-A\llcorner\overline{\gamma}_{1}+1}u^{\gamma_{1+1}}\} (v<0<u),0 (\text{ })\end{array}$
$($Koike$(2007a,$ $b))$ . , $g_{1}=g_{1}(\theta_{2}-\theta_{1}),$ $g_{2}=g_{2}(\theta_{2}-\theta_{1})$ . , $U$ $V$
, Weibull .
, $\theta_{1}$ $[X_{(1:n)}-d, X_{(1:n)}]$ . $\theta_{2}-\theta_{1}$
$P\{X_{(1:n)}-d\leq\theta_{1}\leq X_{(1:n)}\}=P\{0\leq n^{1/(\gamma_{1}+1)}(X_{(1:n)}-\theta_{1})\leq n^{1/(\gamma 1+1)}d\}$
$\approx\int_{0}^{n^{1/(\gamma_{1}+1)}d}f_{U}(u)du$
$=1- \exp\{-\frac{g_{1}(\theta_{2}-\theta_{1})}{\gamma_{1}+1}nd^{\gamma_{1}+1}\}$ , $(n\in \mathbb{N})$
. , $\approx$” $n^{1/(\gamma_{1}+1)}(X_{(1:n)}-\theta_{1})$ ,
$f_{U}(u)=g_{1}( \theta_{2}-\theta_{1})u^{\gamma_{1}}\exp\{-\frac{g_{1}(\theta_{2}-\theta_{1})}{\gamma_{1}+1}u^{\gamma_{1}+1}\}$ $(u>0)$
. , $0<\alpha<1$ , $n \geq n^{*}:=-\frac{(\gamma_{1}+1)\log\alpha}{g_{1}(\theta_{2}-\theta_{1})d^{\gamma_{1}+1}}$
l-exp $\{-\frac{g_{1}(\theta_{2}-\theta_{1})}{\gamma_{1}+1}nd^{\gamma_{1}+1}\}\geq 1-\alpha$
. , $n^{*}$ , $\theta_{2}-\theta_{1}$ , . , $\theta_{2}-\theta_{1}$
, : $=X_{(n:n)}-X_{(1:n)}$
$\tau_{1}:=\inf\{n\geq n_{0}|n\geq-\frac{(\gamma_{1}+1)\log\alpha}{g_{1}(R_{n})d^{\gamma_{l}+1}}\}$
. , $n_{0}(\geq 2)$ . .
1. (AO) (Al) .
(i) $\lim_{darrow 0+}P\{X_{(1:\tau)}1-d\leq\theta_{1}\leq X_{(1:\tau_{1})}\}=1-\alpha$ ( ).
(ii) $\tau_{1}/n^{*}arrow 1a.s.(darrow 0+)$ .
(iii) $E(\tau_{1})/n^{*}arrow 1(darrow 0+)$ ( ).
, , $\theta_{1}$ .
$N_{1}:= \max\{m,$ $[- \frac{(\gamma_{1}+1)\log\alpha}{g_{1}(R_{m})d^{\gamma_{l}+1}}]^{*}+1\}$
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. , * $x$ , $m$ , $m=o(d^{-(\gamma_{1}+1)})(0<$
$l<\gamma_{1}+1)$ . .
2. (AO) (Al) .
(i) $\lim_{darrow 0+}P\{X_{(1:N_{1})}-d\leq\theta_{1}\leq X_{(1:N_{1})}\}=1-\alpha$ ( ).
(ii) $N_{1}/n^{*}arrow 1as(darrow 0+)$ .
(iii) $E(N_{1})/n^{*}arrow 1(darrow 0+)$ ( ).
. 1,2 , ,
. $d$ # , . ,
$d$ , .
, $\theta_{2}$ . $\theta_{2}$ $[X_{(n:n)},$ $X_{(n:n)}+$
, $\theta_{2}-\theta_{1}$ ,
$P\{X_{(n:n)}\leq\theta_{2}\leq X_{(n:n)}+d\}=P\{-n^{1/(\gamma_{2}+1)}d\leq n^{1/(\gamma_{2}+1)}(X_{(n:n)}-\theta_{2})\leq 0\}$
$\approx\int_{-n^{1/(\gamma_{2}+1)}d}^{0}f_{V}(v)dv$
$=1- \exp\{-\frac{g_{2}(\theta_{2}-\theta_{1})}{\gamma_{2}+1}nd^{\gamma_{2}+1}\}$ $(n\in N)$
. , $\approx$” , $n^{1/(\gamma 2+1)}(X_{(n:n)}-\theta_{2})$ ,
$f_{V}(v)=g_{2}( \theta_{2}-\theta_{1})(-v)^{\gamma_{2}}\exp\{-\frac{g_{2}(\theta_{2}-\theta_{1})}{\gamma_{2}+1}(-v)^{\gamma_{2}+1}\}$ $(v<0)$
. , $0<\alpha<1$ , $n \geq n^{**};=-\frac{(\gamma_{2}+1)\log\alpha}{g_{2}(\theta_{2}-\theta_{1})d^{\gamma_{2+1}}}$
$1- \exp\{-\frac{g_{2}(\theta_{2}-\theta_{1})}{\gamma_{2}+1}nd^{\gamma_{2}+1}\}\geq 1-\alpha$
. , $n^{**}$ , $\theta_{2}-\theta_{1}$ , . , $\theta_{2}-\theta_{1}$
,
$\tau_{2}:=\inf\{n\geq n_{0}|n\geq-\frac{(\gamma_{2}+1)\log\alpha}{g_{2}(R_{n})d^{\gamma_{2}+1}}\}$
. , $n_{0}(\geq 2)$ . .
3. (AO) (Al) .
(i) $\lim_{darrow 0+}P\{X_{(\eta:\mathcal{T}2)}\leq\theta_{2}\leq X_{(\tau z:\mathcal{T}2)}+d\}=1-\alpha$ ( ).
(ii) $\tau_{2}/n^{**}arrow 1as(darrow 0+)$ .
(iii) $E(\tau_{2})/n^{**}arrow 1(darrow 0+)$ ( ).
1. $X_{1},$ $X_{2},$ $\ldots$ , $U(\theta_{1}, \theta_{2})$ $(\theta_{1}<\theta_{2})$ .
, $\gamma_{1}=\gamma_{2}=0,$ $g_{1}(\theta_{2}-\theta_{1})=g_{2}(\theta_{2}-\theta_{1})=1/(\theta_{2}-\theta_{1})$ . 1
$\tau_{1}:=\inf\{n\geq n_{0}|n\geq-\frac{R_{n}\log\alpha}{d}\}\approx n^{*}=-\{(\theta_{2}-\theta_{1})\log\alpha\}/d$ $(darrow 0+)$
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. , Chaturvedi et al. (2001) ( ,
$U(0, \theta))$ .
2. $X_{1},$ $X_{2},$ $\ldots$ ,
$f_{0}(x)=\{\begin{array}{ll}\delta(x-\theta_{1})^{\delta-1}(\theta_{2}-\theta_{1})^{-\delta} (\theta_{1}<x<\theta_{2}),0 (\text{ })\end{array}$
power family distribution (Mukhopadhyay et al. (1983)
$)$ . , $\delta>0$ , $\theta_{1},$ $\theta_{2}(\theta_{1}<\theta_{2})$ . , $(x-\theta_{1})^{-\delta+1}f_{0}(x)arrow$
$\delta(\theta_{2}-\theta_{1})^{-\delta}(xarrow\theta_{1}+O),$ $(\theta_{2}-x)^{0}fo(x)arrow\delta(\theta_{2}-\theta_{1})^{-1}(xarrow\theta_{2}-0)$ , (AO)











. , $\Gamma(\cdot)$ . , Koike (2007b) Lemma2.1 ,
$E(U^{2})arrow C$ $(narrow\infty)$
. , .
(Bl) $E(U^{2})arrow h_{1}(\theta_{2}-\theta_{1})$ $(narrow\infty)$ .
, $h_{1}(\theta_{2}-\theta_{1})$ $\theta_{2}-\theta_{1}$ .





. , $d(>0)$ . , $U=n^{1/(\gamma_{1}+1)}(X_{(1:n)}-\theta_{1})$
, $r_{n}^{(1)}\approx h_{1}(\theta_{2}-\theta_{1})n^{-2/(\gamma_{1}+1)}+dn$ . $n$ ,
.
$**$











$\theta$1 )$\ovalbox{\tt\small REJECT}\frac{d(\gamma_{1}+1)}{2h_{1}(\theta_{2}-\theta_{1}),\text{ }\Re\dot{x}f\llcorner\sim}\}^{2/(\gamma_{1}+3)}\xi$
$\beta_{\backslash }\ovalbox{\tt\small REJECT}$
$( \frac{\gamma_{1}+3}{\gamma_{1}+1})$
$\tau 3:=\{n\geq m_{d}^{(1)}$ $n \geq\{\frac{2h_{1}(R_{n})}{(\gamma_{1}+1)d}\}^{(\gamma_{1}+1)/(\gamma_{1}+3)}\}$
. , $m_{d}^{(1)}$ $d^{-l}\leq m_{d}^{(1)}=o(d^{-(\gamma_{1}+1)/(\gamma_{1}+3)})(0<l<(\gamma_{1}+1)/(\gamma_{1}+$
$3))$ . .
4. (AO) (Bl) .
(i) $\tau 3/n^{***}arrow 1as(darrow 0+)$ . (ii) $E(\tau_{3})/n^{***}arrow 1(darrow 0+)$ . (iii) $r_{\tau a}^{(1)}/r_{n^{***}}^{(1)*}arrow 1(darrow 0+)$ .
, , $\theta_{1}$ .
$N_{2}:= \max\{m,$ $[ \{\frac{2h_{1}(R_{m})}{d(\gamma_{1}+1)}\}^{(\gamma_{1}+1)/(\gamma_{1}+3)}]^{*}+1\}$
. , $[x]^{*}$ $x$ , $m$ $d^{-l}\leq m=o(d^{-(\gamma_{1}+1)/(\gamma_{1}+3)})$
$(0<l<(\gamma_{1}+1)/(\gamma_{1}+3))$ . , .
5. (AO) (Bl) .
(i) $N_{2}/n^{***}arrow 1as$ , (ii) $E(N_{2})/n^{***}arrow 1$ , (iii) $r_{N_{2}}^{(1)}/r_{n^{***}}^{(1)}arrow 1(darrow 0+)$ .
$\theta_{2}$ . (Bl) , (B2) .
(B2) $E(V^{2})arrow h_{2}(\theta_{2}-\theta_{1})$ $(narrow\infty)$ .
, $V=n^{1/(\gamma_{2}+1)}(X_{(n:n)}-\theta_{2})$ , $h_{2}(\theta_{2}-\theta_{1})$ $\theta_{2}-\theta_{1}$ .
$\theta_{2}$ $X_{(n:n)}$
$r_{n}^{(2)}:=E(X_{(n:n)}-\theta_{2})^{2}+dn$ ,
. , $d(>0)$ . , $V=n^{1/(\gamma_{2}+1)}(X_{(n;n)}-\theta_{2})$









: 2$\grave\sqrt{}(\theta\grave\sqrt{}\grave 2\theta- R\theta n1$ $) \ovalbox{\tt\small REJECT}\frac{d(\gamma_{2}+1)}{2h_{2}(\theta_{2}-\theta_{1}),\text{ }\ \tilde{x}} \}^{2/(\gamma_{2}+3)}f.ff1\llcorner\ovalbox{\tt\small REJECT}|J(\frac{\gamma_{2}+3}{\gamma_{2}+1})$
$\tau_{4}:=\{n\geq m_{d}^{(2)}$ $n \geq\{\frac{2h_{2}(R_{n})}{(\gamma_{1}+1)d}\}^{(\gamma_{2}+1)/(\gamma_{2}+3)}\}$
. , $m_{d}^{(2)}$ $d^{-l}\leq m_{d}^{(2)}=o(d^{-(\gamma_{2}+1)/(\gamma_{2}+3)})(0<l<(\gamma_{2}+1)/(\gamma_{2}+$
$3))$ . , .
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6. (AO) (B2) .
(i) $\tau 4/n^{****}arrow 1as(darrow 0+)$ . (iii) $E(\tau_{4})/n^{****}arrow 1(darrow 0+)$ . (iii) $r_{\tau_{4}}^{(2)}/r_{n^{****}}^{(2)*}arrow 1(darrow 0+)$ .
3. $X_{1},$ $X_{2},$
$\ldots$ , $U(\theta_{1}, \theta_{2})$ . $\gamma_{1}=\gamma_{2}=$
$0,$ $h_{1}(\theta_{2}-\theta_{1})=2(\theta_{2}-\theta_{1})^{2}$ , 4
$\tau_{3}\approx n^{***}=\{4(\theta_{2}-\theta_{1})^{2}/d\}^{1/3},r_{\tau_{3}}\approx r_{n^{r}}**=2^{-1/3}\{d(\theta_{2}-\theta_{1})\}^{2/3}(darrow 0+)$ .
.
4. $X_{1},$ $X_{2},$ $\ldots$ ,
$f_{0}(x)=\{\begin{array}{ll}\delta(x-\theta_{1})^{\delta-1}(\theta_{2}-\theta_{1})^{-\delta} (\theta_{1}<x<\theta_{2}),0 (\text{ })\end{array}$




, (Bl) . , 4
$n\geq\{$$\tau_{3}=\{n\geq m_{d}^{(1)}$ $\frac{2R_{n}^{2}r(l^{+1)\exp\{-(\delta/2)-1\}}2}{\delta d}\}^{\delta/(\delta+2)}\}$
$(darrow 0+)$
. , $m_{d}^{(1)}:d^{-l}\leq m_{d}^{(1)}=o(d^{-\delta/(\delta+2)})(0<l<\delta/(\delta+2))$ . , 4
$\tau_{3}\approx n^{***}=\{\frac{2(\theta_{2}-\theta_{1})^{2}\Gamma(\frac{2}{\delta}+1)\exp\{-(\delta/2)-1\}}{\delta d}\}^{\delta/(\delta+2)}$
.
, $\theta_{2}-\theta_{1}$ , ( $\theta_{2}-\theta_{1}$ ). ,
$\theta_{2}$ , 5 .
4
1 $(\tau 1, [X_{()}1:\tau 1-d, X_{()}1:\tau 1])$ , . 10000
$U(\theta_{1}, \theta_{2})(\theta_{1}<\theta_{2})$ 10000 , $\theta_{1}$ $(\tau_{1}, [X_{(1:\tau_{1})}-d, X_{(1:\tau_{1})}])$
. $\theta_{1}=0$ . $\alpha=0.05,$ $d=0.O1(O.O1)O.05$ ,
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