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In many circumstances, violent fluid motions such as wave impacts on 
coastal/offshore structures generate air entrapment. The entrapped air may affect the 
amplitude and duration of impact pressure because of the air cushion effect. Numerical 
treatment of this problem remains a challenge because of its complexity, and most of the 
research findings were obtained from experiments. In this context, the main objective of 
this thesis is to develop a new numerical method that can simulate violent wave impact 
processes with entrapped air pocket so as to achieve further insight into wave-impact 
processes and better prediction of impact pressures. 
Most of the numerical methods developed for fluid dynamics problems can be 
classified into the mesh-based and meshless methods. Among these methods, a 
Lagrangian meshless method (also called particle method) is adopted in this study 
because it is, in principle, capable of modelling large deformation, tracking fluid 
interface and avoiding the numerical diffusion induced by the discretization of the 
convection term of the Navier-Stokes Equations. Among existing particle methods, the 
recently developed Consistent Particle Method (CPM) that computes the spatial 
derivatives in a way consistent with Taylor series expansion and eliminates the use of 
kernel function is selected because of its promising features to generate smooth fluid 
pressure without the use of artificial parameters such as the artificial viscosity. 
The main challenges in modeling wave impact with entrapped air pocket include (a) 
approximations of gradient and Laplacian operators involving large density difference 
(three orders of magnitude for water-air flows) and (b) integrated modelling of 
incompressible water and compressible air. To resolve the first issue, a new scheme is 
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proposed by dealing with the pressure gradient normalized by density. Based on the 
generalized finite difference scheme, this approach uses all the neighbor particles 
(including those of another fluid) in the influence domain of a reference particle to 
compute the spatial derivatives with abrupt density discontinuity. In addition, an adaptive 
particle selection scheme is proposed to overcome the problem of ill-conditioned 
coefficient matrix of pressure Poisson equation when particles are sparse and non-
uniformly spaced. These two improvements lead to the incompressible two-phase CPM 
(I-2P-CPM) for incompressible two-phase flows characterized by high density ratio. 
To address the second challenge, a compressible solver is developed in the 
framework of thermodynamics. In this way sound speed is not explicitly involved and 
thus the compressible solver avoids the problem as encountered by some other numerical 
methods in the determination of numerical or artificial sound speed. In addition, this 
compressible solver can be easily integrated with the I-2P-CPM because they both use 
the same predictor-corrector scheme to solve the governing equation of primitive form. 
This leads to the two-phase CPM (2P-CPM) that is applicable to incompressible-
compressible two-phase flows with abrupt density discontinuity. The developed 
algorithms are validated by numerical examples in comparison with published results in 
the literature and the present experimental studies. 
To demonstrate the performance of 2P-CPM, a new experiment is designed and 
conducted particularly for obtaining an air pocket and measuring its shape and pressure 
change under wave impact. In all the cases considered, the numerical results agree well 
with the experimental results, including air pressure oscillation due to air cushion effect. 
The results show that modelling of compressible air is crucial in wave impact scenarios 
with entrapped air pocket.  
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Chapter 1 Introduction 
Wave impacts are of great concern in many coastal and marine engineering 
applications. Due to the tremendous destructive power, wave impacts on offshore and 
marine structures such as breakwater, oil platform, tension leg platforms and ships can 
lead to serious structural damage and instability. As a result, the loads generated by wave 
impacts are among the most important factors of consideration in the design of these 
structures. In this context, good understanding of wave-impact process and accurate 
prediction of impact pressure are essential for the design of safe and cost-effective 
offshore and marine structures. 
1.1 Overview of the study on wave impact 
Substantial efforts have been devoted to explore the wave-impact process and/or to 
predict impact pressure. Comprehensive reviews are available in Peregrine (2003) and 
Faltinsen et al. (2004). 
Before the widespread use of fast computer, analytical studies were often used to 
study wave impact problems. These works include Kaplan (1992) and Kaplan et al. 
(1995) who built a mathematical model for wave impacts on offshore platforms. Cooker 
and Peregrine (1995) proposed a pressure-impulse theory to predict the high pressure and 
sudden velocity change when a wave impacts on a solid surface or a second liquid region. 
This model was further extended by Wood et al. (2000) to account for air pocket 
entrapped during a violent wave impact. It was suggested by some researchers that 
compressible air would induce pressure oscillation in regions near the air pocket. To 
verify this, Topliss et al. (1992) derived the oscillation frequency of a single air pocket 
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entrapped against a wall in incompressible water, which agreed generally well with the 
experimental measurement. 
Analytical models help to understand the mechanics of wave impact process and are 
efficient to conduct parametric analysis. Nevertheless, since some assumptions (e.g. ideal 
fluid, small wave deformation and regular boundary) are generally needed, analytical 
models are limited to simple problems. This makes the applications of analytical models 
to real engineering problems difficult. 
To study the wave impact problem, many experimental works have been conducted. 
A fairly detailed review on the classification of waves and their characteristics is 
available in Plumerault et al. (2012), including studies on wave impact problems with air 
entrapment or entrainment. Chan and Melville (1988), Chan (1994) and Hattori et al. 
(1994) studied the plunging wave impact on a vertical structure. It was found that the 
magnitude of impact pressure decreases and the pressure rising time increases with the 
amount of entrapped air. Similar findings were obtained by some other experimental 
studies such as Bullock et al. (2001) and Bullock et al. (2007). It is noted that some other 
researchers obtained the opposite finding on the influence of air entrapment on pressure 
amplitude such as Schmidt et al. (1992). 
The impact pressure of sloshing waves on the wall of a scaled water tank has also 
been investigated by many researchers. Among these works, Lugni et al. (2006) studied 
the relatively low-filling sloshing waves and observed three flip-through modes. For 
mode (b) where a well-formed air bubble could be entrapped, a distinct oscillation 
pattern was captured. The authors suggested that this pressure oscillation was due to the 
rebounding action of the air pocket. Using a similar set up, the influences of void 
pressure (in the tank) on impact pressure and the dynamic properties (frequency and 
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decay of pressure vibration) of the air pocket were studied by Lugni et al. (2010b) and 
Lugni et al. (2010a). Besides low-filling sloshing, sloshing with high filling liquid can 
generate large impact pressure and entrap air pocket, as reported by Abrahamsen and 
Faltinsen (2011). This work suggested that the water impact events with entrapped air 
pocket could be described by an adiabatic process, i.e. with the polytropic index n = γ 
(1.4 for air). These studies also found that the air compressibility and air pocket pressure 
should be scaled properly in establishing a scaling law (from the scaled model to the 
prototype model). It should be pointed out that most of the observations on wave impact 
problems with entrapped air pockets have been made from the experimental studies. Due 
to the great complexity, however, this problem is far from being well understood. 
While experiments are essential to study wave impact and other fluid dynamic 
problems, it is often expensive and/or time consuming to conduct large-scale 
experiments particularly when parametric studies are required. In addition, laboratory 
experiments may not capture some transient but very import phenomena accurately 
because of the limitations of measurement technology. In this context, numerical 
simulations become very necessary. 
With the rapid development of computer technology, numerical modelling has 
become increasingly feasible and many numerical algorithms have been developed to 
simulate wave impact and other fluid mechanics problems in recent years. These studies 
include Kleefsman et al. (2005), Wang and Khoo (2005), Khayyer et al. (2009), Khayyer 
and Gotoh (2009), Bredmose et al. (2009) and Colagrossi et al. (2010b). Compared to 
experimental studies, numerical simulation are generally less expensive, easier to carry 
out extensive parametric studies, and more controllable in terms of input parameters and 
output results. In most of the numerical works on wave impact, however, air entrapment 
was ignored. This is because of the difficulties in numerical simulation of waves with 
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entrapped air which generally involve large and discontinuous fluid motions. In addition, 
two-phase modeling of incompressible water and compressible air poses a great 
challenge. 
In summary, the wave-impact process with entrapped air pockets is a significant 
physical phenomenon (affecting both the amplitude and duration of impact pressure), but 
is far from being well understood because of the difficulties to investigate it analytically, 
experimentally and numerically. Considering the rapidly increasing power of computer 
technology and the benefits of numerical simulation, this thesis aims to develop a 
particle method to model wave impact processes with entrapped air pockets and to gain 
further insight into this complex physical phenomenon. 
The main numerical difficulties to model violent wave impact with entrapped air 
pockets include the large and discontinuous deformation of fluid, the abrupt 
discontinuity of fluid properties (such as density and viscosity) between water and air, 
and (preferably integrated) modelling of incompressible water and compressible air. To 
select an appropriate method that has a better potential to tackle these difficulties, the 
main numerical methods developed for fluid dynamics problems are reviewed. These 
methods can be broadly categorized into mesh-based methods and meshless methods. 
1.2 Mesh-based methods for fluid-mechanics problems 
A common feature of mesh-based methods is that the domain is discretized into a 
pre-defined mesh, on which the governing equations are solved. Traditional numerical 
methods such as Finite Difference Method (FDM), Finite Volume Method (FVM) and 
Finite Element Method (FEM) belong to this category. 
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1.2.1 Finite Difference Method 
FDM is believed to be the oldest numerical scheme to solve partial differential 
equations and has been extensively used for simulation of fluid-mechanics problems. 
Some of the earlier works are discussed in monographs such as Anderson (1995) and 
Ferziger and Peric (1999). More recent efforts include Chen and Chiang (2000) who 
employed a time-independent FDM to study the dynamic responses of sea-wave induced 
fluid sloshing in a floating tank. The interaction effects between sloshing force and tank 
motion was investigated. In the work by Kim (2001) and Kim et al. (2004), a FDM 
model was applied to predict the impact load generated by two-dimensional (2D) and 
three-dimensional (3D) sloshing waves. A pressure correction scheme was introduced so 
as to avoid the unreal pressure peaks when water waves impact on tank walls. The 
presence of air was ignored and free surface is assumed to be a single-value profile on 
which the essential pressure boundary condition was imposed. However, some other 
works have taken air into consideration such as Yamasaki et al. (2005) who simulated 
green water impact and Liu and Lin (2008) who simulated 3D sloshing waves. In these 
studies, however, air was treated as incompressible. 
Owing to the abrupt change of fluid properties such as density and viscosity across 
the fluid interface of a two-fluid system, accurate recognition of interface is crucial in 
two-phase simulation (Zainali et al., 2013). Several schemes have been developed in the 
literature. Among the available schemes, the Volume of Fluid (VOF) and level-set 
method are the most-commonly used. In the VOF method proposed by Hirt and Nichols 
(1981), a transport equation of volume fraction is solved at every time step whereupon 
the shape of fluid interface or free surface is reconstructed explicitly using the computed 
volume fraction. VOF is relatively easy to implement but is difficult to maintain a sharp 
interface. In addition, in applications where the details of the surface such as slope and 
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curvature are concerned, this approach may encounter some problems (Price and Chen, 
2005). In the level-set method (Osher and Sethian, 1988), a signed distance function is 
solved and the fluid interface is modeled as the zero set of this function. This approach 
can alleviate the numerical diffusion near interface and hence obtain better interface 
sharpness (Price and Chen, 2005). Besides, this scheme can be easily extended to 3D. 
The original level-set method, however, may not conserve fluid mass well particularly in 
long-time simulation (Liu, 2007). An re-initialization scheme (Chopp, 1993) and the 
particle level-set method (Enright et al., 2002) have been developed to partially 
overcome this issue and achieve better interface capturing. However, it was pointed out 
by Sethian and Smereka (2003) that the re-initialization tends to generate numerical 
errors near fluid interface and hence one should try to steer clear of re-initialization. As 
for the particle level-set method, it costs more computational time than the original level-
set method. To summarize, while the schemes mentioned above can capture 
instantaneous fluid interface, the real sharp fluid interface (particularly in the two fluid 
systems with high density ratio) would be smeared when solving volume fraction or level 
set function. 
FDM is simple and effective for regular girds in regular physical domain.  
Nevertheless, for irregular physical domain, complex coordinate mapping is needed to 
transform irregular physical domain into regular computational domain. This 
shortcoming makes FDM difficult to solve problems with moving and irregular 
boundaries which are usually the case for sloshing and wave impact problems. In 
addition, the interface-tracking schemes not only introduce numerical errors but also take 
computational resources. 
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1.2.2 Finite Volume Method 
FVM is another method that has been frequently used to model wave-impact 
problems. By applying the conservation laws on non-overlapping cells, the FVM can 
better treat irregular shapes of computational domain than FDM, but computing spatial 
derivatives is challenging because the computational grids are not necessarily orthogonal 
and equally spaced (Anderson, 1995). 
Recent FVM studies include Kleefsman et al. (2005), Ming and Duan (2010), 
Emarat et al. (2012), Bi et al. (2014) and Marsooli and Wu (2014). In these works, air 
was treated as incompressible and the fluid interface was tracked by VOF. The level-set 
method has also been utilized to track the interface of different fluids in FVM 
simulations such as Zhang et al. (2009), Lv et al. (2010) and Kees et al. (2011). Due to 
the interface-tracking schemes, numerical dispersion of the fluid interface also exists in 
some extent in FVM simulations. 
1.2.3 Finite Element Method 
There have been many studies based on FEM in the area of fluid dynamics. An 
advantage is that there is no need for the grids (mesh) to be structured and hence very 
complex geometries can be handled with ease (Anderson, 1995). Wu et al. (1998) 
studied 3D large-amplitude but non-breaking sloshing waves using FEM and fully non-
linear wave potential theory. In the works by Cho and Lee (2004) and Wang and Khoo 
(2005), the fully nonlinear analyses of sloshing waves with large amplitude have been 
conducted using FEM. More recently, Wang et al. (2013) used FEM to study the 
nonlinear wave resonance induced by vertically moving cylinders. In most of the 
previous FEM works on fluid dynamics, however, breaking waves have seldom been 
considered. 
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Although being more flexible to treat irregular computational domain, the first 
limitation of FEM is that meshes of good quality are required to guarantee the stability 
and accuracy. Being continuum based formulation, FEM may encounter instability 
problems when modelling fluid merging and splitting which are, however, quite common 
in violent fluid motions. This is probably why most previous works only studied wave 
motions without breaking. When simulating two-phase (and fluid-structure interaction) 
problems, FEM faces another issue, i.e. the need of moving mesh to determine the 
moving interface boundary. This procedure not only generates numerical errors but also 
incurs considerable computational time (Li and Liu, 2002). 
In summary, mesh-based methods are important tools to solve fluid dynamics 
problems. The main difficulties for mesh-based methods to simulate two-phase flows 
include: (1) large and discontinuous fluid motion which generally involves fluid merging 
and splitting; (2) tracking of fluid interface; (3) numerical damping induced by the 
discretization of the convection term in the Navier-Stokes equations (NSE); and (4) 
inefficiency and numerical error in moving mesh (if used). 
1.3 Particle methods for fluid-mechanics problems 
In recent years, a new category of numerical methods, i.e. meshless methods, has 
attracted much attention. Two typical methods belongs to this category are the Particle 
Finite Element Method (Idelsohn et al., 2004) and the Element Free Galerkin Method 
(Belytschko et al., 1994). While these two methods can be considered “meshless”, they 
still require mesh to define shape functions with which the governing equations are 
solved, although the particles (nodes) can move independently of the mesh. 
Another group of meshless methods that completely get rid of mesh has also been 
developed such as Smoothed Particle Hydrodynamics (SPH), Moving Particle Semi-
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implicit method (MPS) and Consistent Particle Method (CPM). Since these methods use 
non-connected particles to describe the fluid motion based on Lagrangian formulation, 
they are also called “particle methods”. The key idea of particle methods is to represent 
the fluid by a finite number of particles in the computational domain. Because of the 
mesh-less nature, particle methods are in principle capable of treating large deformation 
such as fluid merging and splitting easily as well as tracking fluid interface (or free 
surface) naturally. In addition, since the NSE in Lagrangian form is adopted in particle 
methods, the issue of numerical damping caused by the convection term can be avoided. 
A review of some commonly used particle methods are presented in the following 
sections. 
1.3.1 Smoothed Particle Hydrodynamics 
SPH is perhaps the most commonly-used particle method, the idea of which was 
firstly proposed by Lucy (1977) and Gingold and Monaghan (1977) for astrophysical 
problems. Since mesh is not required (suitable for modelling large deformation), SPH 
has attracted much interest in the areas of gas dynamics (Englmaier and Gerhard, 1999; 
Bissantz et al., 2003), solid mechanics (Benz and Asphaug, 1995; Gray et al., 2001) and 
liquid flows (particularly free surface flows). Some of the significant works are discussed 
below. 
In the pioneer work using SPH to model free surface flows by Monaghan (1994), 
fluid pressure was explicitly computed by an equation of state (EOS) in the form of 








   
   
,  (1-1) 
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where 0  and 0p  are the initial fluid density and pressure, and γ a numerical coefficient 
calibrated to be 7. Using this approach, several numerical examples involving breaking 
waves were successfully simulated. As pointed out by Morris et al. (1997), however, if 
large density fluctuation exists, this equation would cause large error in fluid pressure. 
This problem was more obvious in flows with low Reynolds number. Selecting γ = 1 in 
Equation (1-1) could alleviate this problem, but this would induce numerical instability 
in regions of sustained low pressure (because of the attractive forces acted between 
particles). Therefore, Morris et al. (1997) presented a variation of SPH by using a 
different EOS involving speed of sound as follows 
 
2p c  ,  (1-2) 
where c is the artificial sound speed calibrated for compromise of accuracy (c should be 
large enough such that the behavior of the weakly compressible fluid is close to the real 
fluid) and computational efficiency (c cannot be so large as to make the time step 
prohibitively small). However, irrespective of the EOS used, SPH approximates 
incompressible fluid as weakly compressible and an artificial sound speed is usually 
required to control the fluid compressibility. 
Another issue for SPH is that function values or spatial derivatives are approximated 
via a kernel function. To illustrate this, some fundamental formulations of SPH are listed, 
the first of which is the integral representation of a function as follows: 
 ' ' '( ) ( ) ( )f f d

  x x x x x ,  (1-3) 
where f is a function of position x,   the integral region on which function f is defined, 
and 
'( ) x x  the Dirac delta function given by 
















.  (1-4) 
As long as f is continuous, Equation (1-3) is exact from the mathematical point of 
view. In numerical simulations, however, it is impossible to implement Dirac delta 
function that theoretically has an infinite amplitude over an infinitesimal influence length. 
Hence, Dirac delta function is approximated by a kernel function which has a finite value 
over a finite influence area. With this approximation, Equation (1-3) can be rewritten as 
 ' ' '( ) ( ) ( )f f w d

  x x x x x ,  (1-5) 
where w is the kernel function. This treatment is necessary in numerical implementation 
but is one of the main sources of numerical errors in SPH because of the difficulty in 
approximating Dirac delta function numerically. 
While it has to satisfy certain properties (Liu and Liu, 2003), the choice of kernel 
function is non-unique.  The most commonly used ones (in 2D) include the following: 
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where h is the smoothing length and q is the distance between two particles normalized 
by smoothing length. In the limiting case as h approaches zero, the kernel function would 
approach the Dirac delta function. For a finite value of h, however, it would be difficult 
for any kernel function to approximate Dirac delta function accurately. 
Similar to Equation (1-5), the kernel interpolation of a derivative is as follows (Liu 
and Liu, 2003) 
 ' ' '( ) ( ) ( )f f w d

     x x x x x ,  (1-8) 
where ( )f x  is the divergence of function f with respective to x‟. Based on integration 
by parts, Equation (1-8) can be converted to 
 ' ' ' ' ' '( ) ( ) ( ) ( ) ( )f f w d f w d
 
         x x x x x x x x x ,  (1-9) 
where w  is the gradient of w with respect to x‟. Using the divergence theorem to the 
first term of the right hand side of Equation (1-9), we have 
 ' ' ' ' '( ) ( ) ( ) ( ) ( )
S
f f w dS f w d

       x x x x n x x x x ,  (1-10) 
where n is a unit vector normal to the surface of the domain, i.e. S. 
Theoretically, the kernel function w is defined to have compact support. That is, it 
has zero value on and outside of the surface. Therefore, if the surface integral in 
Equation (1-10) is zero, Equation (1-10) is simplified to be as follows 
 ' ' '( ) ( ) ( )f f w d

    x x x x x .  (1-11) 
Being the basis to construct derivative-approximation schemes in SPH, Equation 
(1-11), however, has two issues. The first issue is that taking derivatives of a kernel 
function is problematic because the kernel function is an approximation to the Dirac 
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delta function which, when differentiated, has double spikes of gradients of ±∞. While 
the solution would converge to the exact derivative as the smoothing length h approaches 
zero, the requirement of using small h would be difficult to achieve as there will be 
insufficient particles in the influence domain for numerical integration. The second issue 
is that the surface integral in Equation (1-10) would not vanish in numerical simulations 
because the continuous domain is discretized by particles which, in general, are 
irregularly spaced and are not exactly located on the surface of the influence domain. 
Thus, the approximation from Equation (1-10) to (1-11) introduces numerical errors. 
Furthermore, the above derivative approximation using kernel function is not 
necessarily consistent with Taylor series expansion. It was pointed out by Børve et al. 
(2005) and Fang and Parriaux (2008) that SPH solutions obtained from an increasingly 
more irregular particle distribution will exhibit an increasing amount of numerical errors 
due to the lack of reproducibility. Using the idea of consistency for shape functions in 
FEM, Liu and Liu (2010) analyzed the consistency in kernel approximation (integral 
form) and particle approximation (discretized form). It was found that the original SPH 
did not have even the C
0
 consistency (i.e. not reproducing the 0-th order polynomial 
accurately). This is a drawback of the above kernel-based derivative approximation. The 
lack of interpolation consistency further leads to the problems of tensile instability (i.e. 
large attraction force between particles is generated resulting in clustering of particles) 
(Chen et al., 1999b; Monaghan, 2000). In this regard, considerable studies have been 
conducted to improve derivative approximation in SPH for better accuracy and stability. 
These works include Liu et al. (2003) who developed a general approach to construct 
particle-wise kernel functions by enforcing the normalization and compact conditions. 
This approach, however, may encounter instability problems and costs additional 
computational time (Liu and Liu, 2003). In addition, normalization formulations by 
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multiplying a correction matrix to the gradient of kernel function (i.e. w ) have been 
introduced such as Johnson and Beissel (1996), Randles and Libersky (1996) and Oger et 
al. (2007). Although improving numerical accuracy in some extent, these schemes are 
much more complicated (and hence harder to implement) than the original SPH. Another 
strategy to improve the accuracy of derivative approximation is as follows. 
Performing Taylor series expansion for a smooth function f(x) in the vicinity of xi 





( ) ( ) ...
2
i
i i x i i xx
x x
f x f f x x f

     ,  (1-12) 
where if  is the function value at particle i, and ,i xf  and ,i xxf  the first and second order 
derivatives at particle i. Multiplying both sides of Equation (1-12) by a smoothing 
function ( )iw x  defined at xi and integrating over the support domain gives 
, 2
,( ) ( ) ( ) ( ) ( ) ( ) ( ) ...
2
i xx
i i i i x i i i i
f
f x w x dx f w x dx f x x w x dx x x w x dx         ,  (1-13) 
Neglecting the derivative terms, the kernel approximation of a function f at point xi 
can be obtained as 
 











.  (1-14) 
Choosing , ( )i xw x  to be the kernel function in Equation (1-13) (i.e. replacing ( )iw x  
by , ( )i xw x ) and neglecting the second and higher order terms, a corrective kernel 
approximation for the first derivatives can be obtained as 
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By choosing , ( )i xxw x  as the kernel function and neglecting the third-order terms and 
higher, the formulation to approximate the second order derivatives can be obtained. It 
should be noted that this scheme can be extended to multi-dimensional cases (Chen et al., 
1999a). In addition, the kernel functions , ( )i xw x  and , ( )i xxw x  are only one of the options 
(not unique as mentioned before), but are suggested by Chen et al. (1999a) for 
compatibility with multi-dimensional cases. 
This new formulation, termed corrective SPH, is essentially a renormalization with 
respect to the kernel function of the original SPH. As pointed out by Liu and Liu (2010), 
the corrective SPH retains the C
0
 kernel consistency and can alleviate the problem of 
insufficient neighbor particles near boundaries. Although the corrective SPH uses Taylor 
series expansion, it is different from CPM which uses Taylor series expansion to 
compute spatial derivatives directly (as will be elaborated later). 
As a result of kernel-based computation of spatial derivatives, SPH encounters the 
problem of spurious pressure fluctuation, particularly in simulating wave impact 
problems (Gómez-Gesteira et al., 2005; Dalrymple and Rogers, 2006; Souto-Iglesias et 
al., 2006; Molteni and Colagrossi, 2009; Colagrossi et al., 2010a). One way to decrease 
the spurious pressure fluctuation is to smooth the density field by the Shepard smoothing 
scheme (Dalrymple and Rogers, 2006) or the first-order interpolation scheme (Colagrossi 
and Landrini, 2003). Although the accuracy is improved in single-phase flow simulations, 
the numerical treatment of smoothing fluid density induces problems in two-phase 
simulations. More recently, Molteni and Colagrossi (2009) proposed a method to 
improve the pressure prediction in free surface flow problems based on the use of a 
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“density diffusion” term in the equation of mass conservation. Similar to the use of 
artificial viscosity, density diffusion is a pure numerical treatment in SPH. Therefore, the 
coefficients involved need calibration and are often case dependent. 
Dalrymple and Rogers (2006) found SPH suitable for the simulation of water waves 
with splash and separation. However, due to the modelling of slight compressibility (by 
EOS), the time steps are in the order of 10
-5 
s, which reduces the computational 
efficiency. 
In the above SPH studies, liquid flow is treated as slightly compressible because an 
EOS is used to compute fluid pressure explicitly. In contrast, there are some other SPH 
studies that impose the incompressible condition strictly by solving a pressure Poisson 
equation (PPE). This category of SPH is termed as the incompressible SPH (i.e. ISPH). 
First proposed by Shao and Lo (2003), ISPH has been extensively used to model free 
surface flows and to predict wave-impact pressure (Shao et al., 2006; Khayyer et al., 
2008; Khayyer et al., 2009). By solving the fluid pressure implicitly, ISPH generates 
better pressure results and allows larger time step compared to SPH. 
Some studies have recently been conducted to enhance the performance of ISPH. 
One of the strategies is to introduce artificial particle shifting so as to avoid the highly 
anisotropic particle spacing. Hence, the spurious pressure fluctuation is reduced and the 
numerical stability is improved. These studies include the particle shifting scheme (Xu et 
al., 2009; Lind et al., 2012) and the artificial particle displacement (Shadloo et al., 2011). 
Another research direction is to improve the treatment of wall boundaries. Yildiz et al. 
(2009) proposed a multiple boundary tangent method and Liu et al. (2013) developed an 
improved mirror particle treatment for solid boundaries. Similar to SPH, there are also 
some works on ISPH to develop the derivative-approximation schemes with higher 
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accuracy such as Shadloo et al. (2011). However, even though with improvements, the 
accuracy of derivative approximation could not be very good when particle distribution 
is irregular (inevitable in violent fluid dynamics problems) due to the fact that SPH uses 
a kernel interpolation to approximate Dirac delta function. 
1.3.2 Moving Particle Semi-implicit method 
First proposed by Koshizuka et al. (1995), MPS is another particle method for 
incompressible flows. Similar to ISPH, the fluid pressure is implicitly solved by using a 
predictor-corrector scheme. However, the main difference exists in the computation of 
derivatives between MPS and ISPH (and SPH) although both methods require predefined 
kernel or weighting functions. In MPS, gradient operator is a weighted average of the 
gradient vectors evaluated between the reference particle and all neighbor particles (by 
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where   is the studied variable, ri the coordinate of particle i, d the number of space 
dimensions, 0n  the particle number density computed based on initial fluid configuration 
















,  (1-17) 
where er  is the influence radius and r is the distance between the reference particle and a 
neighbor particle. Note that the above function becomes infinity at r = 0 and hence, the 
reference particle has to be excluded in the computation, using only its neighbor particles. 
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For two-phase flows, the quantities on the reference particle and its neighbor particle j of 
another fluid can be quite different (e.g. three orders of magnitude for water-air flow) as 
shown in Figure 1-1b. Under this condition, the gradient vector between particle i and j 
has much larger numerical errors than that in single-phase scenario as shown in Figure 
1-1a. Therefore, the approximation of gradient operator contains large numerical errors. 
The Laplacian operator is developed based on the concept of transient diffusion 





   ,  (1-18) 
where   is the diffusion coefficient. MPS assumes that part of a quantity retained by the 
reference particle is distributed to a neighbor particle according to a weighting function 
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where λ is a coefficient to consider the variance difference between numerical and 
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where w is the weighting function as shown in Equation (1-17). Using the concept of 
transient diffusion to derive the Laplacian model is an art. However, it is questionable 
whether the predefined weighting function can accurately model the transferred quantity 
from one particle to another. That is, the accuracy may be highly dependent on the 
choice of the weighting function. In addition, as demonstrated by Gao (2011), Equation 
(1-21) generates considerable numerical errors when particle distribution is irregular. For 
two-phase flows particularly when the properties of the two fluids are quite different 
these two issues becomes more critical because the quantities on particles of different 
fluid would be quite different. 
MPS has been extensively utilized to solve fluid dynamics problems (Koshizuka et 
al., 1998; Yoon et al., 1999; Ataie-Ashtiani and Farhadi, 2006; Shibata and Koshizuka, 
2007; Khayyer and Gotoh, 2009; Lee et al., 2010). As pointed out by Khayyer and Gotoh 
(2009), however, MPS suffers from the problems of non-conservation of momentum and 
spurious pressure fluctuation. These problems arise from the essence of the derivative 
approximation scheme, i.e. a weighted summation of the quantities from neighbor 
particles. To alleviate the abovementioned problems, Khayyer and Gotoh (2009) 
presented a modified MPS involving three modifications, i.e. a new formulation for 
pressure gradient model, higher order source term of PPE and slight artificial 
compressibility. In their subsequent works, Khayyer and Gotoh (2010) and Khayyer and 
Gotoh (2011) proposed a higher order Laplacian model, a multi-term source for PPE and 
a corrective matrix for pressure gradient model for further enhancement and stabilization 
of pressure calculation. Different from the artificial compressibility in Khayyer and 
Gotoh (2009), Tanaka and Masunaga (2010) presented a quasi-compressibility scheme 
by enlarging the diagonal element through a multiplication coefficient. Although 
pressure fluctuation is reduced, as pointed out by the authors, this scheme is purely a 
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numerical treatment and the multiplication coefficient without a physical meaning needs 
calibration. 
In summary, by incorporating the above-mentioned improvements, MPS can be used 
to simulate a variety of free-surface flows. However, since it models the interactions 
between particles (e.g. the pressure gradient and the Laplacian operator of pressure) with 
a weighting function, the accuracy may not be satisfactory particularly when particle 
distribution is irregular. This problem becomes more obvious in two-phase simulations. 
1.3.3 Consistent Particle Method 
According to the discussions above, the main differences between SPH, ISPH, MPS 
(which are the three most commonly used particle methods) lie in the computations of 
fluid pressure and spatial derivatives (for gradient and Laplacian). In SPH, the fluid 
pressure is explicitly solved by an equation of state EOS, whereas ISPH computes fluid 
pressure implicitly by solving a PPE. Both SPH and ISPH adopt the same derivative-
approximation schemes which essentially use a kernel function (with finite values in a 
finite influence region) to approximate Dirac delta function. The underlying principle is 
that, in the limiting case as the influence radius approaches zero, the kernel function 
would approach the Dirac delta function. Nevertheless, since the influence radius should 
be sufficiently large to involve enough neighbor particles for computation, it would be 
difficult for any kernel function to accurately approximate Dirac delta function which has 
an infinitely high value over an infinitely thin region. While a good choice of kernel 
function may be appropriate to approximate a scalar variable, its use in computing spatial 
derivatives would require the derivative of a kernel function, which is tantamount to 
approximating the (non-existent) derivative of Dirac delta function. Similar to ISPH, 
MPS solves fluid pressure implicitly by solving PPE but using a different derivative 
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approximation strategy. The gradient term is computed as a weighted average of the 
gradient vectors evaluated between the reference particle and all neighbor particles. 
Based on the analogy of transient diffusion, the Laplacian operator of a parameter is a 
weighted average of the quantities distributed from neighbor particles. Using the analogy 
of transient diffusion to derive the Laplacian model is dependent on whether the 
predefined weighting function can accurately model the transferred quantity from one 
particle to another. 
Hence, in computing the spatial derivatives, both SPH and MPS need a predefined 
kernel or weighting function, which is non-unique and has significant influence on the 
numerical accuracy. Particularly when the particle distribution is irregular, large 
numerical errors would be generated and the inaccurate approximation of derivatives 
would induce spurious pressure fluctuation. 
To address this issue, the CPM adopts the Generalized Finite Difference (GFD) 
scheme to compute spatial derivatives. The main idea of this scheme is as follows (Koh 
et al., 2012). Taylor series expansion for a smooth function f(x) in the vicinity of a 
reference particle (x0, y0) can be expressed as 
 2 2 30 , 0 , 0 , 0 , 0 , 0
1 1
( , ) ( )
2 2
x y xx xy yyf x y f hf kf h f hkf k f O r       ,  (1-22) 
where 0 0,h x x k y y    , 0 0 0( , )f f x y , , 0xf  is the first order derivative of function 
f with respect to x at (x0, y0) and , 0xyf  the second order derivative of function f with 
respect to x and y at (x0, y0). Writing Equation (1-22) for each of the neighbor particles, 
the following equation system can be obtained 
      0D  A f f ,  (1-23) 
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where  A  is a function of relative particle positions (i.e. h and k),  f  is a  combination 
of the variable differences between the reference particle and its neighbor particles (i.e. f 
– f0), and  Df is a vector including all the derivatives in Equation (1-22). Solving 
Equation (1-23) by a weighted-least-square approach, the first order and second order 
derivatives can be directly obtained. It should be noted that the weighting function in 
CPM formulations (which will be introduced in Chapter 2) comes from the weighted-
least-square solving scheme and is essentially different from the kernel function in 
SPH/ISPH and the weighting function in MPS. 
Using the Taylor series expansion to compute spatial derivatives is the main 
difference and advantage of CPM when compared to other particle methods such as SPH, 
ISPH and MPS. The name of the method is to stress that CPM is consistent with Taylor 
series expansion that forms the basis of computing spatial derivatives. Therefore, the 
words such as „consistency‟, „consistent‟, „consistently‟, and „mathematical consistency‟ 
are used in the thesis the same way as in the context of finite difference scheme, i.e. a 
numerical scheme or operator is consistent if the operator reduces to the original 
differential equation (and converges to the accurate solution) as the increment in the 
independent variable (particle spacing in this case) gets smaller. The expansion terms 
used in CPM include up to second-order terms, and thus the local truncation error in 
spatial derivatives is third order. 
Note also that the first order derivatives and second order derivatives (for Laplace 
operator) are simultaneously solved instead of using different equations unlike other 
particle methods. The advantages of CPM in computing Laplacian operator has been 
demonstrated in Gao (2011), Koh et al. (2012) and Koh et al. (2013). In addition, the 
CPM can be shown to maintain the conservation of momenta by checking the pressure 
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gradient term which produces inter-particle forces and noting that in a momentum 
conserved system without external force, the interaction forces between each pair of 
particles have to cancel out. As for the computational efficiency of CPM, it should be at 
least comparable to those of MPS and ISPH (both of which need to solve PPE) for the 
following two reasons. Firstly, the computational time to solve the local matrix (5×5 for 
2-dimensional problems) for each fluid particle is negligible compared to that for solving 
the PPE (Gao, 2011). Secondly, since the pressure result is much improved (with less 
spurious fluctuation), an iterative solver would converge fast when solving the PPE (Koh 
et al., 2013). The possible shortcoming of CPM compared to other particle methods is 
that, in 1-phase simulation, numerical instability may occur when computing the inverse 
of the local matrixes corresponding to fluid particles near free surface where neighbor 
particles are insufficient. This problem, however, is eliminated in 2-phase simulations 
because the support domain of an interface particle (or free-surface particle in the case of 
1-phase simulation) is not truncated. Considering the advantages of CPM including the 
consistency of the derivative computation scheme and the smoother pressure solution, it 
is therefore selected as the underlying numerical tool in this thesis. 
In summary, particle methods possess three inherent advantages than mesh-based 
methods: (1) better capability in modeling large and discontinuous fluid motion such as 
sloshing and breaking waves, (2) better tracking of moving interface of different fluids, 
and (3) no numerical diffusion induced by the convection term in NSE. To simulate 
violent wave-impact problems with entrapped air pockets (which is a two-phase flow 
problem), the particle method is adopted in this study. The main features of four particle 
methods are compared in Table 1-1. Unlike the other three particle methods, CPM 
computes spatial derivatives in a way consistent with Taylor series expansion. Hence 
CPM is adopted in this thesis to study two-phase flows. 
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As a particle method, CPM is intrinsically advantageous in modelling large 
deformation of fluid and tracking fluid interface. Nevertheless, CPM has not been used 
for two-phase fluid flows and thus requires further research which is the theme of this 
thesis. For numerical methods to simulate wave-impact problems with entrapped air 
pockets, the following two main challenges have to be addressed: 
(A) Accurate computation of spatial derivatives near fluid interface which are 
subjected to abrupt change of fluid properties (e.g. densities between water and air). 
(B) Integrated formulation of two-phase flows accounting for incompressible water 
and compressible air. 
Previous studies addressing these two issues are reviewed in the following two 
sections with the emphasis on particle methods. 
1.4 Studies on incompressible two-phase flows 
Two-phase flows in which fluid can be assumed to be incompressible (i.e. effect of 
compressibility is insignificant) are herein termed as “incompressible two-phase flows”. 
Mesh-based methods such as FDM and FVM have been utilized to model such problems. 
Accurate recognition of fluid interface is crucial in two-phase simulation (Zainali et al., 
2013), but approximation is often made owing to the abrupt change of fluid density (and 
viscosity). For example, the densities of fluids on both sides of the interface are 
interpolated by the volume function if VOF is used or the smoothed Heaviside function 
if level-set method is used. Because of the interpolation, the computed densities near 
fluid interface are not the real fluid densities, but change gradually from the density of 
one fluid to another. This will induce numerical errors near fluid interface. 
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Alternatively, particle methods have been employed to model incompressible two-
phase or two-fluid flows. While particle methods are capable of treating fluid merging 
and splitting readily as well as tracking fluid interface naturally, the main difficulty for 
particle methods to model two-phase flows is the approximation of spatial derivatives 
(e.g. Laplace and gradient operators) involving discontinuity in fluid properties, which is 
the first challenge mentioned above. A significant work in the category of SPH was 
conducted by Colagrossi and Landrini (2003), in which water-air flow was simulated by 
introducing an approximation scheme for gradient operator and an artificial surface 
tension term to improve the sharpness of fluid interface. More recently, Grenier et al. 
(2009) incorporated an artificial repulsive force into the pressure gradient approximation 
scheme to prevent the spurious fragmentation of fluid interface. While these artificial 
treatments partly overcome the mixing of interface particles and make the numerical 
model relatively more stable, they lead to some spurious results such as the unreal voids 
between different fluids (Khayyer and Gotoh, 2013). Furthermore, some parameters in 
these artificial schemes are case dependent and hence need calibration for each case. 
As a variation of SPH, ISPH has also been applied to simulate two-phase flows. 
Shao (2012) proposed the coupled and decoupled ISPH models by using different ways 
to simulate the interaction of interface particles. These models have been shown to work 
well for gravity flows with relatively small density ratio.  In recent works by Hu and 
Adams (Hu and Adams, 2007; Hu and Adams, 2009), the standard ISPH formulations 
were modified to simulate multi-fluid flows under a wide range of density ratios. In their 
method, however, the PPE has to be solved twice, at a higher computational cost, to 
enforce the constant density condition and velocity-divergence-free condition. 
Combining the idea in Hu and Adams‟ method and the approximation schemes for 
derivatives proposed by Shadloo et al. (2011), Zainali et al. (2013) developed a two-
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phase model to simulate the examples of bubble rising and Rayleigh-Taylor instability. 
Nevertheless, the capability of these two-phase ISPH models to simulate violent water-
air flows, which are frequent in coastal and marine engineering applications, has not 
been demonstrated. 
In the category of MPS, several studies (Ikari et al., 2005; Gotoh and Sakai, 2006) 
simulated water-air flows using decoupled MPS models. Similar to the decoupled ISPH 
model, the water and air domains were solved separately and their interactions were 
represented by force terms. Even though shown to be numerically stable, this approach 
may not simulate the interaction of different fluids accurately particularly when the 
density difference is large and fluid motion is violent. In the recent MPS work by 
Khayyer and Gotoh (2013), a first-order density smoothing (FDS) scheme is introduced 
along the fluid interface and combined with the existing enhancements in single-phase 
MPS (e.g. high order source term (Khayyer and Gotoh, 2009), high order Laplace 
approximation (Khayyer and Gotoh, 2010), and gradient correction (Khayyer and Gotoh, 
2011)) to model two-fluid flows of density ratio up to 1000 in a coupled way. Water-air 
sloshing in a closed rectangular tank was simulated, but the simulation result was only 
qualitatively discussed without any quantitative comparison with benchmark result. 
In summary, particle methods on water-air flows with density ratio of about three 
orders of magnitude are still very limited, one reason being the difficulties in computing 
Laplacian and gradient operators involving abrupt density discontinuity at the two-phase 
fluid interface. In most of the previous studies, either artificial treatment (e.g. artificial 
surface tension) or density smoothing scheme are required to maintain the numerical 
stability. However, these correction techniques would compromise the numerical 
accuracy and the required parameters may be case dependent. To this end, this thesis 
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aims to formulate a new derivative computation scheme based on GFD without the use 
of any artificial treatment or density smoothing scheme. 
1.5 Studies on incompressible-compressible two-phase flows 
There are two issues to the second challenge on “integrated formulation of two-
phase flows accounting for incompressible water and compressible air” mentioned above. 
They are the accurate modelling of compressibility and the integration of compressible 
and incompressible solvers. These two issues will be discussed as follows. 
When modelling compressible flows dominated by strong shock wave (e.g. 
supersonic flow and explosion problem), the conservative form of NSE provides the best 
flow description. In contrast, for fluid flow problems in which the shock wave is not 
dominating, the conservative and non-conservation (primitive) forms of NSE can give 
equal accuracy (Karni, 1994). Since the problems studied in this thesis do not involve 
strong shock, both the conservative and non-conservative NSE can be used. 
In simulation of two-fluid or two-phase flows with large density difference, the 
numerical schemes using the conservative NSE may give rise to fictitious pressure 
undulation and other computational inaccuracies near fluid interface (Karni, 1994; Yoon 
and Yabe, 1999; Yabe et al., 2001). This issue, however, can be partially overcome by 
the schemes employing the non-conservative NSE (Yoon and Yabe, 1999). Therefore, 
the non-conservative (primitive) form of NSE is used in this thesis and the related 
numerical methods are reviewed in this section. 
To model incompressible or weakly compressible flows, the approach of artificial 
compressibility (AC) was used (Chorin, 1967; Heyns et al., 2013), in which the transient 
density term in the continuity term is replaced by a pressure term through an EOS. 
Nevertheless, employing the real compressibility parameter (via sound speed sc ) may 
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require very small time step to satisfy the Courant–Friedrichs–Lewy (CFL) condition and 
hence the computational efficiency is not competitive (Nithiarasu, 2003). Therefore, 
artificial sound speed (generally much smaller than the real value) is adopted in 
numerical simulations. However, since the fluid compressibility is related to the sound 
speed, the choice of sound speed would affect the accuracy of the artificial 
compressibility scheme significantly (Malan et al., 2002). Hence, careful calibration is 
required to achieve a compromise between accuracy and efficiency for each case. While 
most of the artificial compressibility studies are mesh based, the particle method SPH 
also uses a similar concept to simulate water-air two-phase flows (Colagrossi and 
Landrini, 2003). The compressibility of air and water are controlled by different artificial 
sound speeds. 
Besides artificial compressibility, the predictor-corrector (or split) scheme has been 
used to model compressible flows. Such studies include the C-CUP (C stands for Cubic-
interpolated Propagation and CUP stands for combined, unified procedure) (Yabe and 
Wang, 1991) and its variants (Yoon and Yabe, 1999; Ida, 2000; Yabe et al., 2001; Hu 
and Kashiwagi, 2004). Due to the implicit treatment of fluid pressure, a larger time step 
can be used and the solved pressure is generally more stable (Yoon and Yabe, 1999; 
Nithiarasu, 2003) compared to the artificial compressibility approach. In addition, these 
methods can be readily formulated to model incompressible and compressible fluids 
simultaneously because they solve the Navier-Stokes equations of primitive (non-
conservative) form (Yabe et al., 2001). Similar to the artificial compressibility approach, 
most of the studies based on the split scheme also use the sc  dependent EOS to relate the 
density and pressure for compressible fluids. 
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Based on the split scheme, similar algorithms were proposed by Zienkiewicz et al. 
(Codina et al., 1998) in the framework of FEM. To make their method more general, 
several EOSs for different types of flows, i.e. incompressible or slightly compressible 
flow (similar to the artificial compressibility studies), barotropic flow (isentropic perfect 
gas) and perfect gas (involving energy equation), were introduced. This method, 
however, have difficulties in treating two-phase flows with large density difference (e.g. 
water and air) (Yabe et al., 2001). 
Using a predict-corrector scheme to solve the governing equations, the particle 
method MPS has also been used for compressible flows (Koshizuka et al., 1999; Gotoh 
and Sakai, 2006; Arai and Koshizuka, 2009). The key idea is to relate the fluid density at 
the current time step (which is unknown) to fluid pressure by the sc  dependent EOS, 
which is very similar to the C-CUP method. Using this compressibility scheme, Ikari et 
al. (2005) presented a decouple MPS model in which the incompressible water and 
compressible air domains were solved separately and their interaction simulated by 
forces terms. Even though relatively stable results were obtained, this decoupled scheme 
could not model the interaction of different fluids near interface accurately. From the 
viewpoints of elegance and ease of implementation, an integrated formulation to couple 
incompressible water and compressible air is preferred. 
To model compressible flow, the sc dependent EOS (also termed sound propagation 
EOS), i.e. 
2
sc p    (p and ρ are the fluid pressure and density respectively) is the most 
commonly used. One obvious advantage of this type of EOS is that it can describe both 
liquids and gases and even solids. Nevertheless, when modelling violent water-air flows, 
this approach may have some limitations because sc  is highly dependent on the 
composition (e.g. from air the air-water mixture) (Kieffer, 1977) and temperature of a 
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fluid (Wemmenhove, 2008). Therefore, it is difficult to determine the correct value of 
sound speed in different scenarios particularly during and immediately after wave impact. 
Another way to enforce EOS for compressible gas is the ideal gas law, i.e. p RT , 
in which p = pressure, T = temperature, ρ = density, and R is the gas constant. The ideal 
gas law can be written into the form ( 1)p e   , where γ is the ratio of specific heats 
and e the internal energy. These two EOSs can describe most of the engineering 
interested gas under normal pressure and temperature. 
By assuming an isentropic process, a polytropic gas law 2 1 2 1( )p p
   can be 
derived based on the ideal gas law and using the thermodynamic laws. Because of the 
simplicity, this type of EOS has been used to model air pockets or bubbles (Zhang et al., 
1996; Faltinsen et al., 2004; Hao and Prosperetti, 2004). Compared to the sc  dependent 
EOS, the polytropic formulation does not explicitly involve the sound speed. Therefore, 
the issue of the determination of sound speed can be avoided. In these studies (Zhang et 
al., 1996; Faltinsen et al., 2004; Hao and Prosperetti, 2004), however, the air pressure 
was assumed to be spatially uniform in each air pocket and hence the spatial variation of 
air pressure (e.g. pressure wave) could not be captured. 
In summary, few particle methods model incompressible-compressible two-phase 
flows with large density difference. To close the governing equations for compressible 
flow, the polytropic gas law is promising because it does not involve the sound speed. 
Compared to the artificial compressibility approach, the predictor-corrector scheme (to 
solve the NSE) is preferred because it is capable of producing smoother and stable 
pressure results and allows larger time step. More importantly, a compressible solver 
based on the predictor-corrector scheme can be readily integrated with the solver for 
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incompressible two-phase flows (which will be elaborated in Chapter 2). In this way, the 
incompressible and compressible fluids can be simulated simultaneously. 
1.6 Objective and scope 
Wave impact with entrapped air pocket is an important phenomenon but a difficult 
problem to model because of the complexity of large and violent motions of water and 
air. This thesis, therefore, aims to develop a numerical strategy to accurately simulate 
this problem so as to achieve better prediction of wave profile and pressure. 
To model this two-phase problem, a particle method is adopted because of the better 
capability in (a) modeling large and discontinuous fluid motion, (b) tracking of fluid 
interface and (c) avoidance of numerical diffusion. Among the existing particle methods, 
the recently developed CPM is selected because it computes the required differential 
operators in a way consistent with Taylor series expansion and eliminates the use of a 
predefined kernel or weighting function. 
Based on the literature review, the key challenges using a particle method to model 
incompressible-compressible two-phase flow with large density difference include: (1) 
accurate computation of spatial derivatives (e.g. gradient and Laplacian operators) with 
abrupt density discontinuity; and (2) integrated formulation of incompressible and 
compressible fluids. 
In view of the above research gaps and challenges, the main objectives of this thesis 
are: (1) developing a robust and accurate numerical method for incompressible- 
compressible two-phase flows with high density ratio; and (2) conducting laboratory 
experiments to (partially) validate the proposed numerical method. 
More specifically, the research scope of the present thesis is as follows: 
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(1) Develop a numerical scheme that can model incompressible two-phase flows with 
large density difference; 
(2) Formulate a compressible solver for compressible flow and this solver should be 
integrated with the incompressible solver developed in (1) seamlessly; 
(3) Investigate the performances of the developed numerical algorithms; and 
(4) Conduct laboratory experiments for validation involving a controllable air pocket 
so as to measure its shape and pressure change under wave impact. 
It is expected that the developed numerical method and the research findings will 
offer further insight into the wave-impact process and give better prediction of wave-
impact pressure particularly for waves with entrapped air pocket. It should also be noted 
that the method validated mainly by water-air flows may be used to simulate other two-
fluid or two-phase flows such as debris flows and LNG/LPG sloshing because the 
density differences in these problems are smaller than that of the water-air flows. 
1.7 Research significance 
In wave impact processes with entrapped or entrained air pockets, the compressible 
air can have significant influence on the impact pressure (see Section 1.1). Numerical 
simulation of this problem is, however, challenging because of the abrupt discontinuity 
of fluid properties such as density and viscosity at the interface as well as the 
simultaneous modelling of incompressible water and compressible air. In addressing 
these issues, the main significance of this thesis is to develop a robust and accurate 
numerical algorithm to simulate incompressible-compressible two-phase flows 
characterized by large density difference. In addition, experimental studies are conducted, 
the result of which are used for validation of the numerical strategy as well as benchmark 
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for future research. More specifically, the original contributions of this thesis are 
summarized as follows. 
(1) In the framework of CPM, a new approximation scheme for gradient and 
Laplacian operators is proposed to deal with abrupt density/viscosity difference 
by applying generalized finite difference scheme on the density-normalized 
pressure gradient term. This formulation retains the consistency with Taylor 
series expansion even in cases where abrupt discontinuity of fluid properties 
exists. 
(2) An adaptive particle selection scheme is proposed to avoid possible numerical 
instability when particle distribution is non-uniform and sparse. The algorithms 
in (1) and (2) lead to the incompressible two-phase CPM (“I-2P-CPM”) for 
simulating two-phase flows with large density difference. 
(3) Based on the I-2P-CPM, a compressible solver is developed in the framework of 
thermodynamics to capture compression and expansion of air as well as 
propagation of pressure wave. This compressible solver is compatible with I-2P-
CPM in terms of the solution procedure, leading to 2P-CPM for incompressible-
compressible two-phase flows. This new method is capable of simulating wave 
impact processes with entrapped air pockets and has great potential for other 
two-phase or two-fluid flows in engineering. 
(4) Finally, a special container is designed for experimental study of wave impact 
with pressure measurement of entrapped air. The experimental results verify the 
accuracy of the 2P-CPM and can be used as the benchmark for future studies. 
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1.8 Organization of the thesis 
The thesis contains five chapters which are arranged according to the development 
and validation of numerical methods. 
In the first chapter, the background and motivation of this thesis is introduced. Based 
on a detailed literature review on wave-impact study and two-phase flow simulations, the 
objectives and scopes of this thesis are established. 
In Chapter 2, a numerical method (I-2P-CPM) for incompressible two-phase flows 
with large density difference is developed. To treat the abrupt density discontinuity, a 
new derivative-computation approach is proposed by addressing the normalized pressure 
gradient term. Based on the GFD scheme, this approach uses all the neighbor particles 
(including those of another fluid) in the influence domain of a reference particle to 
compute the spatial derivatives with large density difference. In addition, an adaptive 
particle selection scheme is proposed to overcome the problem of ill-conditioned 
coefficient matrix of PPE when particles are sparse and non-uniformly spaced. The 
performance of this method is demonstrated by several benchmark examples and 
laboratory experiments. 
In Chapter 3, a compressible solver is developed based on thermodynamics. Since 
sound speed is not explicitly involved, this compressible solver can overcome the issue 
in the determination of numerical sound speed. In addition, since the compressible solver 
and the I-2P-CPM (developed in Chapter 2) both use a predictor-corrector scheme to 
solve the governing equation of primitive form, they can be seamlessly integrated, 
leading to the 2P-CPM for two-phase incompressible-compressible flows with high 
density ratio. By several benchmark examples, the 2P-CPM is shown to be robust and 
Chapter 1 Introduction 
35 
accurate in long-time simulation of water-air flows in which air compressibility is 
important. 
Chapter 4 presents an experimental study of water sloshing in a specially designed 
container so as to obtain a closed air pocket under wave impact. The pressure vibration 
in the air pocket caused by air-cushion effect is accurately measured and is used to 
demonstrate the performance and necessity of the developed 2P-CPM. The responses of 
the air pocket under different excitation amplitudes, filling levels and initial air-pocket 
pressure are also investigated. 
Lastly, Chapter 5 concludes the thesis with highlights of the main findings and 
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Table 1-1. Comparison of the commonly-used particle methods 
Particle 
method 




How to compute derivatives 
Density smoothing 






Kernel function to approximate 
Dirac delta function 
Yes Yes 
ISPH PPE 
Kernel function to approximate 




























Figure 1-1. Concept of gradient model in MPS 
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Chapter 2 CPM for incompressible 2-phase flows with 
large density difference 
The two main challenges to simulate wave impact with entrapped air pocket are to 
deal with (a) abrupt density discontinuity and (b) air compressibility. The first challenge 
is addressed in this chapter, which forms the basis to deal with the second challenge in 
the subsequent chapter. 
In particle methods such as SPH, ISPH and MPS, the function value or derivatives 
are approximated by taking a weighted summation of predefined equations (models) on 
neighbor particles and the weighting is the kernel function or its derivative. For 
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where , ,j j jp m  are, respectively, the fluid density, pressure and mass at neighbor 
particle j, and ijw  is the gradient of the kernel function at particle j. It should be noted 
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.  (2-2) 
That is, Equation (2-1) assumes that the pressure and density field are smooth. 
For water-air flows, however, large difference in density (and hence in pressure) 
exists near the fluid interface. Together with the difficulty of using a kernel function to 
approximate Dirac delta function, Equation (2-1) would introduce considerable 
numerical errors in the computation of gradient operator (and similarly for Laplacian 
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operator, which is not shown here). For MPS method to compute derivatives near water-
air interface, large numerical errors would also be generated because the weighted 
particle interaction model (i.e. Equations (1-16) and (1-21)) is difficult to handle the 
drastic change of fluid properties near the interface. With this regard, substantial efforts 
have been devoted to addressing this issue in SPH, ISPH and MPS. Due to the basis of 
the derivative-approximation schemes (as elaborated in the previous chapter), however, it 
would be difficult for these methods to deal with abrupt density change across fluid 
interface (see Figure 2-1a). Therefore, most of the particle methods for two-phase 
simulation resort to using some density smoothing schemes, with which the fluid density 
near interface changes from the density of one fluid to another gradually (see Figure 
2-1b). While improving the numerical accuracy and stability to some extent, density 
smoothing effectively “smears” the abrupt density change and generates some 
unphysical results such as interspersing of interface particles of different fluids (see 
Figure 2-2). To alleviate these unphysical problems, some studies introduce artificial 
treatments such as the artificial surface tension and the artificial repulsive force. 
However, since these schemes are purely numerical treatments without physical 
principles, the coefficients in them are case dependent and need calibration. In order to 
overcome these limitations, a new numerical method is presented in this chapter for 
treating abrupt density/viscosity change and eliminating the use of any artificial schemes. 
The present method includes two significant modifications to the recently developed 
single-phase CPM (named 1P-CPM herein). The first modification is a new 
approximation scheme for gradient and Laplacian operators to address the large density 
difference. The second modification is an adaptive particle selection scheme. With these 
two improvements, the new method for simulating incompressible two-phase flows is 
named I-2P-CPM. The I-2P-CPM is the first stage of a complete two-phase method for 
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incompressible-compressible two-phase flows. The focus of this chapter is to tackle the 
large density difference between water and air in computing spatial derivatives at and 
near the fluid interface. Numerical examples, including benchmark problems of 
Rayleigh-Taylor instability, gravity current flow and dam break as well as an 
experimental study of water-air sloshing in a closed tank under rotational excitation, are 
presented to demonstrate the numerical performance of I-2P-CPM. 
2.1 Consistent Particle Method 
In CPM, the fluid domain is represented by a collection of discrete Lagrangian 
particles, each of which carries a fixed mass and moves under external forces. For 
viscous Newtonian fluids, the governing equations are the Navier-Stokes equations as 
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where ρ is the fluid density, v  the particle velocity vector, p the fluid pressure,   the 
dynamic viscosity of fluid and g the gravitational acceleration. Specifically, for 
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v g ,  (2-5) 
where   is the kinematic viscosity of a fluid. 
Equations (2-3) and (2-4) are solved by a predictor-corrector scheme, which has 
been frequently used in particle methods (Koshizuka et al., 1998; Shao and Lo, 2003). In 
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the predictor step, the intermediate velocity *v and intermediate position *r of fluid 
particles are computed neglecting the pressure gradient term as 
  * ( ) 2 ( )k k t    vv v g ,  (2-6) 
 * ( ) *k t  r r v ,  (2-7) 
where 
( 1) ( ) ( ) ( ) ( ), ( , )k k k k kt t t t   v v r , ( )kv  and ( )kr  are the particle velocity and 
position at time ( )kt . This step corresponds to the explicit time propagation without 
enforcing fluid incompressibility and hence the fluid density computed based on 
temporary particle positions generally deviates from its initial value. 
In the corrector step, a PPE can be derived  as follows (Koh et al., 2012): 
 




















k   , where 0  is the physical density (and the initial density) 
of each fluid, is imposed on the right-hand side of Equation (2-8) to satisfy 
incompressibility. The intermediate fluid density in the PPE is evaluated based on the 
distance-weighted average of masses of fluid particles around the reference particle 
(Shao and Lo, 2003) as 
  *i ij
j
mw r  ,  (2-9) 
where m is the constant mass of fluid particles, ijr the displacement between particle i 
and j based on intermediate positions, and  ijw r a weighting function. In Equation (2-9), 
the self-contribution of particle i is included. The constant particle mass m is computed 
by V ( V the volume occupied by each particle at the initialization stage) and keeps 
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unchanged during simulation. The weighting function in the density-summation equation, 
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,  (2-10) 
where er is the radius of influence domain, which determines the range of particle 
interaction. Generally, er  should be selected with the consideration of accuracy and 
computational efficiency. Gao (2011) studied the effects of influence radius on numerical 
performances and suggested er  to be 02.1L  or 02.5L  ( 0L is the initial particle distance). 
Accordingly, 02.1er L  is adopted in this study to retain computational efficiency. The 
distance of the connection point of the spline to the origin is denoted by cr  and selected 
to be 0.02 er  such that the weighting function has a very large but finite value when two 
particles are very close. According to the condition of partition of unity and the 
continuous condition (at the connection point), the parameters d  (27.4975) and   
(0.00032) for all 2D cases can be uniquely determined. In a similar way, the values of 
these two parameters for 3D cases can be computed. This new approach gives better 
approximation of the density-change ratio in Equation (2-8) than the particle-number-
density approach in Koh et al. (2012) and Koshizuka et al. (1998). 
Applying an approximation scheme (which will be introduced later) to the left hand 
side of Equation (2-8) leads to a system of sparse and nonsymmetrical linear equations 
which can be solved effectively by the generalized minimal residual (GMRES) method 
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with incomplete LU factorization (Barrett et al., 1994). Using the solved fluid pressure, 
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 ( 1) ( ) ( 1)k k k t   r r v .  (2-12) 
The time step t  at step k+1 has to satisfy the Courant condition as (Shao and Lo, 







  ,  (2-13) 
where maxv  is the maximum particle velocity at step k. 
The above solution scheme is similar to those in MPS (Koshizuka et al., 1998) and 
ISPH (Shao and Lo, 2003). Nevertheless, there is a significant difference between CPM 
and other particle methods, i.e. the computation of gradient and Laplacian operators. 
Instead of using a predefined kernel or weighting function, CPM computes spatial 
derivatives in a way consistent with Taylor series expansion. A more detailed 
explanation can be found in Koh et al. (2012). With this derivative-approximation 
scheme, Poisson‟s equation of pressure, Equation (2-8), can be written as 
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,  (2-14) 
where ip  is the pressure at particle i, hj (= xj - xi) and kj (= yj - yi) the relative coordinates 
along x and y directions between the reference and neighbor particles, and jw  the 
weighting value in the weighted least-square method. Gao (2011) studied the influence 
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of the weighting function jw  on numerical results and suggested the function of inverse 
















  (2-15) 
It should be noted that jw  is the weighting value used in the weighted-least-square 
scheme and is essentially different from the kernel function in SPH/ISPH and the 
weighting function in MPS. The viscosity term is computed in the same way except that 
p is replaced by xv  and yv  in Equation (2-14). 
The coefficients c1 to e5 in Equation (2-14) are computed as (Koh et al., 2012) 
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. (2-16) 
With the computed coefficients, the gradient operators can be evaluated as (Koh et 
al., 2012) 
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where  ' mini jp p for   | 0ijj w r  . It should be noted that this modification reduces 
the possibility of local congregation of fluid particles and hence improves numerical 
stability (Koshizuka et al., 1998; Koh et al., 2012). 
2.2 Governing equations for two-phase flow 
The governing equations for 2D viscous Newtonian fluids in a two-fluid or two-
phase system are the conservation laws of mass and momentum as shown in Equations 
(2-3) and (2-4). The same predictor-corrector scheme introduced in Section 2.1 is used to 
solve the governing equations. Because fluid density is not constant in a two-phase 
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  (2-19) 




k   , where 0  is the initial density of each fluid, is 
imposed on the right-hand side of Equation (2-19). Since the density (and hence mass) of 
neighbor particles of different fluids may be drastically different, the scheme as shown in 
(2-9) could introduce large numerical errors near fluid interface. To address this issue, 
another approach is used to approximate the intermediate fluid density *  in Equation 
(2-19) and is elaborated as follows. 





    (2-20) 
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where mi and Vi are the material mass and volume (or area in 2D) of particle i. It is not 
easy, however, to evaluate the occupied volume of a mass particle in a dynamic problem 
(the distribution of fluid particles is not regular). Instead, we can evaluate the volume in 
an average sense. Assuming that there are N particles in a support domain of volume V as 
shown in Figure 2-3 (circle of radius re), the volume of particle i can be approximated to 
be Vi = V/N. Nevertheless, Vi computed in this way is sensitive to whether a distant 
particle is within or outside the support domain. Therefore, it is essential to down-weight 
the contributions from neighbor particles that are further from the reference particle by 
introducing a weighting function w (Price, 2012). With this consideration, N within the 




N w w    .  (2-21) 
The weighting function w can be normalized (by multiplying a constant c) to be w  
such that the integral of w  within the influence domain is 1, i.e. 1
V
wdV  . Equation 
(2-21) can be expressed as 
 
j
N c w  .  (2-22) 
Similarly, the volume of support domain can be computed as 
 
V V
V wdV c wdV c    .  (2-23) 
Substituting Equations (2-22) and (2-23) into (2-20) and noting that Vi = V/N, the 
intermediate fluid density 
*  for particle i can be evaluated as 
  *i i ij
j
m w r   ,  (2-24) 
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where ijr  
is the distance between the reference particle (i) and neighbor particles (j) 
based on the intermediate positions, and  ijw r  the normalized form of an appropriate 
weighting function w. Letting the initial density of particle i be 0i , mi (fixed during 
simulation) can be computed as 
  0 0i i ij
j
m w r  ,  (2-25) 
where 0ijr  
is the displacement between particles i and j based on initial configuration. 
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.  (2-26) 
It means that using the original form of a weighting function in Equations (2-24) and 
(2-25) can generate the same results (intermediate fluid density) as that by using the 
same weighting function in the normalized form. The difference is that only when the 
weighting function is in the normalized form, the fluid mass computed based on 
Equation (2-25) is equal to the real value computed by 0i iV  . In this thesis, Equation 
(2-26) is adopted for the evaluation of density for incompressible flows in two-phase 
simulation. 
The time step t  at step k+1 also has to satisfy the Courant condition as shown in 
Equation (2-13). 
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2.3 Numerical algorithms 
2.3.1 Gradient and Laplace involving density discontinuity 
Note that the scheme to compute the gradient and Laplacian operators in 1P-CPM 
cannot be directly applied to two-phase or two-fluid flows because of the abrupt 
discontinuity of fluid density resulting in large change in pressure gradient. Therefore, a 
new derivative approximation scheme to specifically handle abrupt discontinuity of fluid 
properties is developed in this section. For clarity, the original scheme in 1P-CPM is re-
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Note that Equation (2-28b) is presented here for completeness but will not be used in the 
computation of the Laplacian operator. 
Being consistent with Taylor series expansion, this scheme has been shown to 
produce good accuracy for single-phase flows (Koh et al., 2012; Koh et al., 2013). In 
two-phase flows, the pressure function is continuous at the fluid interface (Figure 2-4a) 
but its gradient changes drastically as shown in Figure 2-4b because of the large density 
difference between two fluids (e.g. water and air densities differ by three orders of 
magnitude). Hence, when applied to pressure, the GFD scheme does not give good 
approximation of gradient and Laplacian terms near the fluid interface. 
To illustrate the problem arising from the abrupt change of density at fluid interface, 
an one-dimensional (1D) hydrostatic example involving water and air is considered as 
shown in Figure 2-4. The fluid interface is located at the mid-point (denoted as i+0.5) 
between the air particle i and water particle i+1 spaced by a distance ki (= yi+1 – yi). The 
pressure at the interface is denoted as pi+0.5. If we include neighbor particles in different 
fluids to compute p  and 
2 p  at one of the particles near the fluid interface (e.g. 
particle i in Figure 2-4), large numerical errors will be introduced because of the large 
change in pressure gradient across the interface (Figure 2-4b). This problem, 
nevertheless, can be resolved by observing that the pressure gradient normalized with 
respect to density, i.e. /p  , is of the same order of magnitude in the two fluids of a 
general dynamic problem (numerical illustration will be shown in Section 2.5.4) and, in 
the hydrostatic case, is in fact constant (Figure 2-4c). The normalized pressure gradients 
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at the particles i and i+1 in the two different fluids near the interface are approximately 
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. (2-29) 
Furthermore, the normalized pressure gradient at particle i (air) and particle i+1 



























Equating Equations (2-30a) and (2-30b) gives 
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at particles i and i+1 and the fluid interface (i+0.5) have the same value as ki approaches 















The above equation gives the normalized pressure gradient by using particles of the 
two fluids and their average density. 
In this way of normalization by fluid density, /p   has the same order of 
magnitude on both sides of the fluid interface in a general dynamic problem. Hence, 
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finite difference approximation can be applied to the normalized pressure gradient.  
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For comparison, the Laplacian term with constant fluid density (single-phase flow) 
can be computed as 
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Comparing the above two equations, it is noted that Equation (2-34) is in fact a 
special case of Equation (2-33) by setting ρi = ρi+1 = ρ. It means that the gradient and 
Laplacian operators with density difference can be computed by using the average 
density between the reference particle and the neighbor particle. In 2D cases, however, 
since the particles in the computational domain may not be orthogonally distributed 
(which makes it difficult to apply the standard finite difference with uniform spacing), 
this concept is implemented by using the GFD scheme which can handle non-uniformly 
distributed particles (Perrone and Kao, 1975). Accordingly, the original CPM (for single-
phase flow) that computes the spatial derivatives based on GFD is extended to deal with 
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where the coefficients 
1 2 3 5, , ,j j j jC C C C  are the same as those in 1P-CPM (Koh et al., 
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where Aij is the i-th row and j-th column of the coefficient matrix of the PPE to be 
solved. The non-diagonal elements (corresponding to neighbor particles j) in the i-th row 
of the A matrix have the same sign under normal conditions (the scenario where this 
condition is violated will be discussed in Section 2.3.2). Hence A matrix satisfies the 




 ) and the PPE can be efficiently solved 
by an iterative solver. In the single fluid domain far away from the interface (or in a 
single phase problem) where density discontinuity does not exist, Equations (2-35) and 
(2-36) recover to Equations (2-27) and (2-28), i.e. the 1P-CPM formulation. It means that 
the reformulation presented herein leads to a general scheme for the computation of 
spatial derivatives with and without density difference. Called I-2P-CPM, this method is 
capable of treating incompressible two-phase flows involving large density difference. 
The performance of this reformulation will be demonstrated in Section 2.5. 
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Note that the viscous forces, i.e. v , applied on the two fluids near the interface 
are equal (interaction force).  The viscosity discontinuity can be treated in the same way 
by replacing ρ by
1  and p by xv  (velocity in the x direction) in Equation (2-36), as 
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Similarly, the viscosity term in the y direction can be evaluated by replacing xv  
by 
yv  (velocity in the y direction) in the above equations. 
The above reformulation retains the applicability of the GFD scheme and the 
consistency with Taylor series expansion in computing the required gradient and Laplace 
terms with density discontinuity. This is the first and most significant change in 
upgrading the CPM to solve two-phase flow problems. An associated change in the 
implementation is as follows. In 1P-CPM, the minimum pressure 
'
ip  in the influence 
domain of particle i other than the pressure at the particle itself  is used in the 
approximation of pressure gradient in order to improve the numerical stability (Koh et 
al., 2012; Koh et al., 2013). Nevertheless, in two-phase flow problems it is necessary to 
modify this treatment because the pressures on interface particles of different fluids may 
differ significantly. Therefore, the pressure at particle i, i.e. 
ip , is included in I-2P-CPM 
(and the 2P-CPM that will be introduced in Chapter 3) as in Equations (2-35a) and (2-
35b). 
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2.3.2 Adaptive particle selection scheme 
The third improvement in upgrading the CPM to the 2P version is an adaptive 
particle selection scheme. For two-phase flows involving liquid and gas, the two fluid 
densities differ drastically (e.g. water and air densities differ by three orders of 
magnitude). This could make the coefficient matrix of PPE ill-conditioned (Heyns, 2012). 
This problem becomes more serious when the neighbor particles of one interface particle 
are non-uniformly spaced and sparse in dynamic motion. For illustration, Figure 2-5 
presents one special case in which there are no neighbor particles in some regions (e.g. 
sector ③) of the influence domain of particle i. In this situation, the i-th row of the 
coefficient matrix of PPE may violate the diagonally dominant condition, causing the 
iterative equation solver to converge slowly or not converge at all. Therefore, an adaptive 
particle selection method is proposed to make the numerical strategy more stable and 
efficient. 
To deal with the problem of non-uniform distribution of particles (which is 
inevitable in fluid dynamic problems), a four-quadrant criterion consisting of the 
selection of two nearest points per quadrant was proposed in the finite difference work 
by Liszka and Orkisz (1980). Based on this criterion, Benito et al. (2003) developed an 
adaptive scheme by adding some new points at the midpoints between the reference 
point and selected neighbor points. Adding some new points in regions where neighbor 
particles are sparse does avoid the problem of not being diagonally dominant, but 
additional unknowns are introduced. This not only increases the computational time but 
also complicates the numerical implementation since the added points may change at 
every time step. In order to overcome this problem, the present study proposes an 
adaptive scheme by generating virtual particles as additional neighbor particles to the 
reference particle if its neighbor particle distribution is sparse and non-uniform. The 
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pressures and densities on these virtual particles are interpolated by the values on 
existing fluid particles. In this way, the non-diagonally dominant problem of the 
coefficient matrix of PPE can be readily overcome. Furthermore, since this scheme leads 
to a better-conditioned PPE, less iteration steps are needed to solve the pressure equation. 
This improvement of computational efficiency compensates the computational time 






  is generally very small). More specifically, the adaptive method 
is schematically shown in Figure 2-5 and elaborated in the following eight steps. 





  after the coefficient matrix of PPE is 
formed using Equation (2-37). If this condition in the i-th row is not satisfied, the 
following steps for adaptive refinement are applied to particle i. 
(2) For each neighbor particle j, determine the angle αj between the spoke line 
connecting the reference particle i and particle j (the dash-dot line in Figure 2-5) 
and the x axis. 
(3) Sort the angles for all the neighbor particles in ascending order. Compute the 
subtended angle of each sector formed by adjacent neighbor particles (e.g. θ1, θ2 
and θ3 corresponding to sectors ①, ② and ③ respectively in Figure 2-5). 
(4) On the basis of our parametric study, a sector angle θ larger than 45o (implying 






 . Therefore, all sectors with angles 
equal to or larger than 45
o
 are refined. If all the sector angles are smaller than 
45
o
, the sector with the largest central angle is refined following steps (5) to (8). 
For example, sector ③ in Figure 2-5 needs such a refinement. 
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(5) Search for the “support” particles S (circles with s in Figure 2-5) within the 
radius from er to 2 er for the sector(s) identified in step (4) and determine the 
midpoints of the distances between the support particles and the reference 
particle. The support particles are outside the influence domain (of radius er ) and 
are not included as neighbor particles in the computation. They are used to 
generate virtual particles within the influence domain. 
(6) For each of the virtual particles considered, check whether its distance from the 
nearest neighbor particle (which may be a virtual particle generated previously) 
is not less than a distance limit. If this condition is met, the virtual particle is 
added as a virtual neighbor particle V (circle with v in Figure 2-5) and is 
included in the computation; otherwise this virtual particle is excluded. Setting 
such a distance limit is to avoid introducing a virtual particle unnecessarily close 
to an existing particle. Based on our parametric studies, this limit is selected to 
be 0.4 L0. In addition, the number of added virtual neighbors is limited to θi / 15 
(θi the angle of the refined sector in degree) for the same reason. In addition, 
these threshold values are selected as trade-off between accuracy and efficiency. 
(7) The density and pressure on a virtual particle are interpolated by the values at its 
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(8) The added virtual particles are used in the computation of the Laplacian operator 
of pressure. Substituting Equation (2-40) into Equation (2-36), the summation 
terms corresponding to a virtual particle become 
    3v v 3v s
v v s
1 1




C p p C p p





    5v v 5v s
v v s
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C p p C p p
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where 3vC  and 5vC  are the coefficients generated in the same way (by GFD) as 3 jC  and 
5 jC  in Equation (2-36) but using the coordinates of virtual particles. This is the end of 
the implementation steps of the adaptive particle selection scheme and the loop will go to 
step (1) for the next fluid particle (the number of particles that need such refinement is 
generally very small). 
By introducing virtual particles where the particle distribution is sparse, the problem 
of ill-conditioned coefficient matrix of PPE is avoided and hence the numerical accuracy 
and stability of I-2P-CPM are improved. It should be noted that, since no additional 
unknown is introduced into the global system, this scheme is easy to implement and does 
not increase the computational cost in the equation solver. In addition, since the virtual 
particles are only used to compute the Laplacian operator and the virtual particles (with 
interpolated density and pressure values) are treated in the same way as the real neighbor 
particles, the added virtual particles will not cause any violation of consistency with 
Taylor series expansion. Furthermore, when computing the pressure gradient term (with 
known pressure), only the real fluid particles are used and hence no fictitious inter-
particle forces are introduced from the virtual particles. Therefore, the property of 
momentum conservation is maintained. 
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Together with the derivative-approximation scheme introduced in Section 2.3.1, 
these are the two main features of I-2P-CPM. This approach can simulate the interaction 
of different fluids near interface much more accurately compared to the decoupled 
schemes (Ikari et al., 2005). In the following section, its performance will be 
demonstrated by five numerical examples. 
2.4 Performance test of the derivative approximation scheme 
Before testing the proposed method to simulate two-phase or two-fluid flows, the 
derivative approximation schemes in CPM, MPS and ISPH are compared by evaluating 
the Laplacian of a 2D function 2( , ) sin cosx y x y  . For MPS and ISPH, the commonly 
used Laplacian models in Koshizuka et al. (1998) and Shao and Lo (2003) are used. 
Since particles are generally not evenly spaced in a dynamic fluid problem, the Laplacian 
computation on irregularly spaced particles in the x-y domain of [3, 5] × [3, 5] is 
conducted with initial particle spacing (L0) 0.05 m and influence radius 2.1L0. The 
irregular particles are generated by imposing uniformly distributed random noises within 
a radius of 0.1L0 to the regularly distributed particles (41 × 41). In Figure 2-6, the three 
numerical solutions of 2  are compared with the exact solution. The Laplacian 
surfaces obtained by MPS and ISPH are not smooth whereas CPM gives a very smooth 
surface in very good agreement with the exact solution. Furthermore, 100 groups of 
irregular particle distributions are randomly generated and the global 2-norm errors of 
the numerical solution of 2  are computed. Figure 2-7 shows that the global errors of 
MPS and ISPH results are about 13% and 19%, respectively, while that of CPM result is 
only about 2.4%. It means that, due to the consistency of the derivative approximation 
scheme, CPM gives significantly improved accuracy in computing spatial derivatives 
even for irregular particle distribution. 
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2.5 Validation examples of 2-phase flows 
2.5.1 Rayleigh-Taylor instability 
The I-2P-CPM is first used to simulate the 2D Rayleigh-Taylor instability, which is 
a complex problem involving the interaction of two fluids of different densities. One of 
the examples of engineering interest is a denser fluid such as water suspended above a 
lighter fluid such as oil in the gravitational field (Drazin, 2002). For validation purpose, 
the same problem as He et al. (1999), Ding et al. (2007) and Wang et al. (2015) is 
studied. The size of the computational domain is d × 4d (d = 1) as shown in Figure 2-8 
(t* = 0). The non-slip boundary condition is applied to the top and bottom walls while 
periodic boundary condition is applied at the side walls. The densities of fluids above 
and below the interface defined by ( ) 2 0.1 cos(2 / )y x d d x d    are respectively 3 and 
1, while the two fluids have the same kinematic viscosities (noting that 3Re d g  ). 
No surface tension is considered. Under gravitational acceleration g = 10, an instability 
of the fluid interface would be generated. The scenario with Re = 256 is numerically 
simulated with initial particle spacing 0.008 (62,500 particles in total) and fixed time step 
0.001. All the results in this validation example are presented in terms of the 
dimensionless time defined by * / /t t d g . 
 As shown in Figure 2-9, the simulated vertical positions of the top of the rising fluid 
and the bottom of the falling fluid by I-2P-CPM agree well with the numerical results by 
lattice Boltzmann method (He et al., 1999). As can be seen in the snapshots of the 
instability in Figure 2-8, two counter-rotating vortices are generated on the two sides of 
the falling filament immediately after the falling front at t* = 3. As the instability 
evolves, highly deformed roll-up of plume with clear fluid interface is formed (see t* = 4 
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and 5). These features of the fluid interface agree well with those in He et al. (1999). The 
accurate representation of the highly deformed interface shows the capability of I-2P-
CPM in modeling two-fluid flows with large deformation. In addition, the capability to 
reproduce clear fluid interfaces means that spurious mixing of interface particles as 
reported in some other studies (Colagrossi and Landrini, 2003; Shakibaeinia and Jin, 
2012) is eliminated without any artificial treatment such as the use of artificial surface 
tension (Colagrossi and Landrini, 2003) or artificial repulsive force (Grenier et al., 2009). 
2.5.2 Gravity current flow 
The second validation example is the gravity current flow, which has been widely 
used as a benchmark example for multi-fluid models (Grenier et al., 2009; Shao, 2012; 
Monaghan and Rafiee, 2013). Generated when a heavier fluid flows into a lighter one, 
the gravity flow is quite frequent in nature, one of which is a saline discharge into a river 
or a river carrying suspended sediment discharging into a lake (Monaghan and Rafiee, 
2013). Therefore, the problem is also of practical importance. 
A schematic view of this example is shown in Figure 2-10, with L1 = 0.3 m, L2 = 2.7 
m and d = 0.3 m, where d is the fluid depth, and L1 and L2 are the fluid lengths of saline 
water (density slightly larger than 1000 kg/m
3
 and dependent on salinity) and fresh water 
(density 1000 kg/m
3
) respectively. A gravity flow begins to evolve when the gate 
separating the two fluids is suddenly removed. Three densities of saline water 







. In the present method, initial particle spacing of 0.005 
m (36,000 particles in total) and time step 0.001 s are adopted. Fluid viscosities are 
considered. The computational efficiency is about 3 hours per 1000 time steps on a 
personal computer with Intel(R) Core i7-2600. 
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Figure 2-11 presents the front positions of the dense fluid (saline water) versus time 
for the three cases of different saline water densities. For each case, there is a short initial 
period corresponding to the slumping of the heavier fluid, after which the curve is almost 
linear, i.e. the front velocity is constant. This observation is consistent with those 
reported by Lowe et al. (2005) and Monaghan and Rafiee (2013). The fairly good 
agreement between the present simulation and published experimental results shows the 
capability of the proposed method in modeling multi-fluid flows with free surface. The 
slight discrepancy may be attributed to the experimental result. For example, in the case 
of density ratio 1.037 (“Run 7” in Figure 2-11), the experimental result shows that the 
initial velocity of the wave front is larger than the subsequent value. This is unlikely 
because the wave accelerates from the at-rest condition and the initial velocity has to be 
smaller than the subsequent value. Therefore, it is expected that the experimental curve 
for Run 7 has to be shifted down such that the initial front velocity is smaller, which will 
reduce the discrepancy when compared to the CPM result. The same problem also exists 
for Run 9 to a lesser extent. 
The predicted wave profile of Run 9 at 11 s is compared with the numerical result by 
Adduce et al. (2012) (black solid line) in Figure 2-12(a). The shape and position of the 
current head agree fairly well with Adduce‟s simulation. For the part immediately after 
the front, Adduce‟s result is smooth and almost flat. In contrast, the proposed method 
predicts a ripple shaped interface, which is one of the typical phenomena of Kelvin-
Helmholtz instability (Shakibaeinia and Jin, 2012; Chang et al., 2013). The ripple 
interface is likely due to the velocity difference across the interface of the two fluids.  
Besides, the present study generates a long tail of the current, similar to Adduce et al. 
(2012) though the long tail in Adduce et al. (2012) is thicker. It is found that the area 
(volume in three-dimensional cases) of the dense fluid in Adduce et al. (2012) is about 
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50% larger than the initial value. That means the volume of the dense fluid is increased 
(not conserved). The change in volume is perhaps due to the miscibility of the light and 
heavy fluids in Adduce‟s numerical model. In contrast, the I-2P-CPM solution conserves 
the fluid volume well. The velocity field at the same time instant is presented in Figure 
2-12(b). The plot shows an eddy near the current head with dense fluid moving forward 
and light fluid moving backward, which is consistent with a similar study by Ghasemi V 
et al. (2013). This vortex helps to transport suspended sediment or other solid particles in 
fluids. 
2.5.3 Water-air sloshing under translational excitation 
Two-fluid flows with relatively small density difference have been successfully 
simulated by I-2P-CPM in the first two examples. In this and the next examples, water-
air flows (the densities of water and air are respectively 1000 kg/m
3
 and 1.2 kg/m
3
) with 
sharp density difference of about three orders of magnitude are studied. The first 
example is water sloshing in a rectangular tank (Koh et al., 2012) as shown in Figure 
2-13. Although air may not influence the water motion significantly, this example serves 
to demonstrate the capability of I-2P-CPM in computing the gradient and Laplacian 
operators near the interface of water-air flows. The horizontal motion applied to the tank 
is 0(1 cos )x A t   , where the amplitude of tank motion is 0A  = 5 mm and the 
excitation frequency is   = 6.85 rad/s. As mentioned earlier, few numerical studies 
based on particle methods have been reported on violent water-air flows. For comparison 
purpose, the recently developed ISPH for multiphase flows (Zainali et al., 2013) is 
adopted here to model this sloshing case. In both the I-2P-CPM and ISPH simulations, 
the initial particle size of 0.01 m (1800 particles in total) and fixed time step of 0.001 s 
Chapter 2 CPM for incompressible 2-phase flows with large density difference 
66 





 Pa·s respectively. 
The snapshots of wave profiles predicted by I-2P-CPM and ISPH at several time 
instants are compared with the experimental results in Figure 2-14. It is noted that some 
water particles and air particles intersperse near the air-water interface in the ISPH result. 
This is mainly caused by the numerical treatment of smoothing density near fluid 
interface. That is, the fluid densities in the smoothing band near the interface change 
from air density to water density gradually. Since the sharp fluid interface cannot be 
correctly modeled, the interface particles of one fluid can penetrate into another fluid 
domain as reflected in Figure 2-14 for ISPH results. Because of the interface dispersion, 
the agreement between the predicted wave profiles by ISPH and the experimental results 
is not good, particularly after a long time (see t = 5.775 s in Figure 2-14). Even though 
this would incur numerical errors, the density-smoothing scheme is necessary for 
numerical stability in ISPH and in some other particle methods on two-fluid flows that 
are unable to compute spatial derivatives with sharp density change. In the numerical 
examples presented in (Zainali et al., 2013) (e.g. square droplet deformation and bubble 
rising in viscous liquid), however, no such mixing of interface particles was reported. 
This could be due to the surface tension that helps to suppress this phenomenon. This 
viewpoint is supported by the statements in the SPH studies such as Colagrossi and 
Landrini (2003) and Grenier et al. (2009) which said that, for interface flows where 
surface tension effects are negligible, a spurious fragmentation of interface can occur and 
in such cases artificial surface tension or artificial repulsive force are required. 
With spatial derivatives computed consistently with Taylor series expansion, the I-
2P-CPM successfully captures the large-amplitude standing waves, which agrees very 
well with the experimental result. Particularly, a clear water-air interface is reproduced 
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by I-2P-CPM since no numerical treatment is needed to smooth (or smear) fluid density. 
Neither is artificial surface tension or repulsive force needed to prevent the unreal 
interspersing of water particles and air particles. This demonstrates the power of the 
proposed method even when the two fluids (water and air) are very different in densities 
and viscosities. 
Furthermore, as shown in Figure 2-15, the predicted pressure history at point P1 
(with some local pressure fluctuation of small amplitude) agrees fairly well with the 
experimental result by Koh et al. (2012). Even after 9 s, there is no numerical dissipation 
(i.e. phase shift or decrease of pressure amplitude). This shows the capability of I-2P-
CPM for long-time simulations. In contrast, the ISPH could only generate result for up to 
about 6 s when the inverse of local matrixes for computing derivatives could not be 
obtained. The ISPH is unable to correctly reproduce the hydrostatic pressure as reflected 
by a lower mean value than the experimental result. Besides, the ISPH shows a phase lag 
that increases with time. The two discrepancies in pressure amplitude and phase allude to 
the inaccurate treatment of fluid interface. 
To compare the accuracy of I-2P-CPM and ISPH, a hydrostatic example with the 
same initial configuration as shown in Figure 2-13 is studied. Figure 2-16 shows that the 
maximum normalized error (with respect to the analytical solution) of the simulated 
pressure by ISPH reaches about 90% near the fluid interface, while that of the I-2P-CPM 
result is only about 3%. The inaccuracy in fluid pressure further leads to numerical error 





(with respect to gravitational acceleration) in the ISPH result is more than twenty times 
larger than that in the I-2P-CPM result. This shows the superior performance of the I-2P-
CPM to compute gradient and Laplacian operators with abrupt density discontinuity at 
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the fluid interface. Similar to ISPH, in some mesh-based methods on two-phase flow, the 
VOF or level-set function is used to smooth fluid density near interface, incurring 
numerical error in the pressure solution near the fluid surface (refer to Figure 3.5 in Lin 
(1998)). 
Based on the above sloshing case, the distributions of pressure gradient p  and the 
normalized pressure gradient /p   versus y coordinate near the water-air interface at x 
= 0.335 m at t = 5.775 s are investigated and shown in Figure 2-18. The value of /p y   
in the water domain near fluid interface is about -10,000 and changes to around -12 in 
the air domain, the difference being about three orders of magnitude. Similarly, /p x   
changes dramatically near the fluid interface. In contrast, due to the normalization by 
fluid density, the variation of /p   across the fluid interface is smaller than 8 (much 
smaller than that of p ) as shown in Figure 2-18b. This demonstrates the rationality of 
the illustration presented in Section 2.3.1, i.e. /p  resolves the problem associated 
with the drastic change of pressure gradient across water-air interface. 
For illustration, the sloshing case is simulated by 1P-CPM (neglecting the air 
domain) and the wave profiles at two time instants are presented in Figure 2-19. The 1-
phase and 2-phase results at the time instant of 7.18 s are quite similar and both agree 
well with the experimental result. It means that in situations without entrapped air pocket, 
the influence of air on water motion is very small. Although air can be neglected, this 
case shows the capability of the I-2P-CPM to treat two-phase or two-fluid flows with 
large density difference. This is a necessary step to a complete two-phase method for 
water-air flows in which the compressible air matters. 
For the wave motion at t = 8.55 s, the predicted amplitude of wave elevation by I-
2P-CPM is slightly smaller than the 1P-CPM and experimental results. This is because in 
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a closed tank, when the wave elevation is high the cushion effect of air cannot be 
neglected. The „block‟ effect of air to wave motion becomes larger when the air is treated 
as incompressible. This is what has been done in the 2-phase simulation of this case. In 
experiment, however, the cover of the tank was only used to present the water from 
gushing out. Therefore, the air cushion effect did not exist because air could go in and 
out of the tank freely. In the 1-phase simulation, the air cushion effect also does not exist 
because the air is not modeled. As a result, the wave elevation in the 1-phase simulation 
and experiment is larger than the 2-phase simulation result. The cushion effect induced 
by compressible air will be studied in Chapter 3 and Chapter 4. 
In some studies (Ikari et al., 2005; Gotoh and Sakai, 2006), two-phase flows are 
solved by a decoupled scheme. That is, at each time step the water domain is firstly 
solved with air pressure imposed as the pressure boundary condition. Then the air 
domain is solved with water particles as the wall boundary. Nevertheless, decoupled 
scheme would be less accurate than the coupled two-phase solver unless the time step 
used is very small to reduce the effects of time lags between the decoupled water solver 
and air solver. To this end, 1P-CPM is used to do a decoupled simulation of this water-
air sloshing problem. The numerical parameters (e.g. initial particle spacing and time 
step) are the same as those in the coupled (I-2P-CPM) simulation. As shows in Figure 
2-20, the overall wave profiles at the early stage (before t = 1.5 s) predicted by the 
decoupled and coupled schemes are similar. However, unphysical scenario appears in the 
decoupled simulation as the sloshing waves become more violent. For example, at t = 
1.675 s, the air particles become un-physically close to water particles at some regions 
such as A and B as shown in the figure. This will further induce numerical instability 
(the snapshots when instability occurs are not shown here). In coupled simulations, 
however, interaction forces will be generated to prevent particles from getting too close. 
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Therefore, the interface particles (of different fluids) are almost uniformly distributed 
(see the enlarged view of region A and B). The results show that the coupled scheme can 
model the interaction of different fluids near the interface more accurately and hence the 
simulation is more stable. This is another advantage of the developed I-2P-CPM. 
2.5.4 Sloshing in a closed tank under rotational excitation 
The I-2P-CPM is then used to model water-air sloshing in a closed tank under 
rotational excitation. For validation, experiments were conducted on a rotational motion 
simulator (Figure 2-21) that can exert rotational excitation. Scaled down geometrically 
from a real membrane LNG (liquefied natural gas) container (refer to Figure 2 in 
(Lloyd's Register, 2008)), the closed tank used in experiments is made of Plexiglas of 
thickness 10 mm and with its size shown in Figure 2-22, where L is the water length, d 
the water depth and H the tank height. The tank was attached to the platform of a 
rotational motion simulator with the center of the tank bottom coinciding with the center 
of the top of the platform (Point O‟ in Figure 2-23). This setup is used to investigate 
LNG sloshing in membrane LNG tanks. In the real LNG sloshing cases, sloshing is most 
severe when d is between 50% H and 70% H (Lloyd's Register, 2005), and sloshing 
loads can be very large at mid-filling level (Lloyd's Register, 2008). Accordingly, the 
sloshing phenomenon with d / H = 0.5 is studied. The dynamic pressure at 100 mm from 
the bottom on one side wall of the tank (P1 in Figure 2-22) was measured by a pressure 
sensor (model WIKA S-10) and the sloshing wave motion was captured by a video 
camera. 
The rotational motion simulator is schematically shown in Figure 2-23. Two 
alternating current motors generate rotations of the rigid platform about the x axis (pitch) 
or y axis (roll). The rotations are about Point O which is the pivot of this simulator. The 
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rigid connector O-O‟ is perpendicularly fixed to the platform and with length 149.49 mm. 
Since this thesis focuses on 2D studies, only sloshing under the roll excitation is 
considered here. The input rotational excitation is sinusoidal
0 sin( )t   , where the 
amplitude of rotation angle θ0 is 1 degree and ω the excitation frequency. To obtain the 
actual rotation angles (output) of the simulator, the vertical displacements at two points 
of the simulator platform are measured by two vertically positioned displacement 
transducers (DT1 and DT2 in Figure 2-21 and Figure 2-23) which are fixed at the upper 
ends. The displacement as well as pressure measurements are all recorded by a digital 
oscilloscope. By kinematics, one displacement transducer is sufficient to compute the 
roll angle of platform. To minimize the experimental error, the average of roll angles 
computed from the two displacement measurements is used as the input for the 
numerical simulation (see Figure 2-25(a) and Figure 2-26(a)). 
The natural frequency ω0 (6.597 rad/s) of the sloshing liquid can be approximated 
using the linear wave theory with liquid (water) depth and tank length as shown in Figure 
2-22. The fundamental natural frequency is most significant for many marine 
engineering applications (Su et al., 1982; Gao, 2011). Thus the sloshing phenomenon 
under resonance excitation ω0 is studied first. The numerical simulation is carried out 
with initial particle distance of 0.005 m (7734 particles in total), fixed time step 0.0005 s 
and gravitational acceleration 9.78 m/s
2 
(the value in Singapore). The CPU time using 
the abovementioned desktop is about 0.7 h per 1000 steps. 
Figure 2-24 shows the simulated wave profiles at six time instants, which agree 
generally well with the experimental results. Standing wave is observed, in which the 
wave amplitude becomes larger and larger before steady state. At about 2.1 s, the wave 
begins to touch the chamfer knuckle of the tank. After about 3.55 s, wave breaking 
occurs. As fluid motion becomes more violent, some water particles impact at the tank 
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top (t = 5 s) before re-joining the water body as shown at the time instant of 7.4 s. 
Similar to the cases with small density difference, no numerical dispersion of interface 
particles is observed, which validates the proposed strategy in handling abrupt density 
change at the water-air interface. In addition, since the influence domain of interface 
water particles (“free surface” particles in single-phase simulation) is not truncated, the 
incompressibility adjustment as proposed in the original CPM (Koh et al., 2012) is not 
required in this two-phase model. Furthermore, as shown in Figure 2-25(b), the predicted 
pressure history at Point P1 (Figure 2-22) is smooth and agrees well the experimental 
result in terms of amplitude and phase. 
It is also important to study the sloshing waves under slightly off-resonant excitation, 
which may result in ”beating phenomenon” (Faltinsen et al., 2000; Cho and Lee, 2004). 
Therefore, an excitation frequency of 0.9 ω0 is considered. The simulation is conducted 
with the same initial configuration as the resonance case, but a larger time step of 0.001 s 
is used because the fluid motion in this case is relatively less violent than the resonance 
sloshing (with smaller maximum fluid velocity) and hence larger time step can be used 
according to the Courant condition as shown in Equation (2-13). The simulated pressure 
history at Point P1 is compared with the experimental measurement in Figure 2-26. The 
beating phenomenon is successfully reproduced, and both the period and amplitude of 
the beating wave agree well with the experimental results. Even after 20 s of simulation, 
no intermixing of interface particles is observed, demonstrating the capability of 
proposed I-2P-CPM in long-time simulation. 
2.5.5 Dam break 
The benchmark problem of dam break (Tsui et al., 2009; Lv et al., 2010) is studied 
as it involves violent fluid motion and entrapped air pocket. The problem is 
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schematically shown in Figure 2-27, with L = 0.144 m, where the gray region is occupied 
by water and the white region is air. The water column is initially supported by a vertical 
plate. Upon sudden removal of the plate, the water column collapses under gravity and 
turns into a violent flow. In CPM simulations, the initial particle distance of 0.008 m 
(5041 particles in total) and fixed time step of 0.00025 s are adopted. 
The wave profiles at four time instants are presented in Figure 2-28, in which the left 
column shows the 1P-CPM results [43], the middle column the I-2P-CPM results, and 
the right column the experimental results by Koshizuka and Oka (1996). The water flows 
after the dam breaks, runs up along the right wall (t = 0.4 s) and falls back (t = 0.6 s). 
After the overturning flow hits the main water body (t = 0.8 s), an air pocket is entrapped 
and a splash is generated. Once again, distinct fluid interfaces are captured numerically 
in such a violent flow. Before the overturning flow hits the water body, both the I-2P-
CPM and 1P-CPM (Gao, 2011) capture the wave profiles well, in good agreement with 
the experimental results. At about t = 0.8 s, however, a larger air pocket is generated by 
I-2P-CPM and this agrees better with the experimental result (see the enlarged view with 
increased contrast at t = 0.8 s in Figure 2-28) than 1P-CPM. This is because in the two-
phase simulation, pressure is developed in the air pocket and offers resistance to adjacent 
water particles. In contrast, in the single-phase solution, the pressure in the entrapment 
zone is the same as the free-surface boundary condition (i.e. zero pressure) and hence the 
resistance of entrapped air to water cannot be modeled. Therefore, the water particles 
above the entrapment zone drop more quickly and the entrapment zone disappears more 
quickly in 1P-CPM simulation (the entrapment zone does not disappear completely at t = 
0.8 s as can be seen from Figure 2-28 and Figure 2-29) than the experimental observation.  
This problem is resolved in the I-2P-CPM owing to modeling of both air and water. 
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To further investigate the formation of the air pocket by the overturning wave, the 
pressure contour at t = 0.8 s is plotted in Figure 2-29. It can be seen that the pressure in 
the air pocket at this time instant reaches about 1300 Pa (not zero unlike in the single-
phase solution) and the impact pressure induced by the impingement of overturning 
water is about 600 Pa larger than that in the single-phase solution. These results are 
consistent with the observations by Colagrossi and Landrini (2003). Although there is no 
reported experimental measurement for comparison (to our knowledge), the two-phase 
result is reasonable because the pressure in the entrapped air can be regarded as the 
boundary condition on adjacent water particles, whereas this boundary condition in 
single-phase simulation is zero pressure (which is not correct) resulting in a smaller 
computed pressure at the region near to the air pocket (see the pressure contour in Figure 
2-29). It means that the single-phase simulation may underestimate the impact pressure, 
indicating the necessity of two-phase simulation. It should be noted that a large but 
unreal pressure peak will be generated in 1P-CPM simulation when the air entrapment 
zone completely collapse because the water above the entrapment zone will impact on 
the water below it (which is not real). 
2.6 Concluding remarks 
In this chapter, the 1P-CPM is significantly enhanced to simulate incompressible 
two-fluid and two-phase flows. To address the issues of abrupt discontinuity of fluid 
density which result in drastic change of pressure gradient ( p ) across the fluid 
interface, the normalized pressure gradient term ( /p  ) with a much smaller change 
between the two fluids is used when applying the finite difference scheme. Through a 
hydrostatic case, it is observed that the required gradient and Laplacian operators with 
density discontinuity can be computed by including the neighbor particles of both fluids 
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and using the average density of the reference particle and the neighbor particles. 
Incorporating this idea into the GFD scheme that can treat irregularly distributed 
discretization particles (generally in 2D situations), the I-2P-CPM is formulated. Using 
all the neighbor particles (including those of different fluid) in the influence domain of a 
reference particle to compute the spatial derivatives, this reformulation retains the 
consistency with Taylor series expansion even in the case where abrupt density/viscosity 
discontinuity exists. Besides, an adaptive particle selection method is proposed to avoid 
ill-conditioned PPE matrix by introducing some virtual particles in the influence domain 
where the particle distribution is non-uniform and sparse. 
The I-2P-CPM is validated by the benchmark examples of Rayleigh-Taylor 
instability and gravity current flow, giving good agreement with published numerical and 
experimental results. For two-phase flows involving drastic difference in densities (by 
three orders of magnitude), the performance of I-2P-CPM is firstly demonstrated by a 
sloshing example under translational excitation. Nonlinear standing waves and sloshing 
pressures predicted are in good agreement with published experimental results. In 
particular, a clear fluid interface is reproduced. In contrast, a spurious dispersion of fluid 
interface is observed in ISPH simulation. To quantify the numerical errors generated by 
I-2P-CPM and ISPH near fluid interface, a hydrostatic case in the same computational 
domain is studied. It is found that the errors of simulated hydrostatic pressure and the 
normalized pressure gradient term obtained by ISPH are more than twenty times larger 
than those obtained by I-2P-CPM. 
The I-2P-CPM is then used to simulate water-air sloshing in a closed tank under 
rotational excitations. For validation purpose, experimental studies are conducted. The 
numerical and experimental results of wave profiles (involving breaking waves) and 
pressure history are in quite good agreement. No dispersion of fluid interface is observed 
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even after a long time simulation. Finally, a 2D dam break example is studied to show 
good agreement of I-2P-CPM with published experimental results involving violent and 
discontinuous flows. An air pocket trapped by overturning water is successfully 
simulated and the two phase result agrees better with experiment than the single phase 
result. 
In I-2P-CPM, the two phases or fluids are both treated as incompressible. To model 
the violent wave impacts with entrapped air pockets (which is a common occurrence in 
coastal and marine engineering) more accurately, air dynamics should be involved. This 
























































































Figure 2-5. Schematic view of an adaptive particle selection scheme (N is the number of 
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Figure 2-6. Analytical and numerical results of the Laplace of a 2D function 
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Figure 2-7. Global error of Laplacian approximation by CPM, MPS and ISPH 
 
 




Figure 2-8. Snapshots of Rayleigh-Taylor instability problem 
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Figure 2-9. y-coordinate of tips of falling and rising fluids in Rayleigh-Taylor instability 
 
 




Figure 2-10. Geometric dimensions of gravity current example 
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Figure 2-11. Gravity flow: comparison of predicted front positions of heavier fluid by I-





Fresh water (ρ2=1000 kg/m
3)d = 300 mm
L2 = 2700 mmL1=300 mm
Saline water




Figure 2-12. Snapshot of Run 9 at 11 s (unit: m): (a) Particle position in comparison with 
numerical result by Adduce et al. (2012) (black solid line); (b) Particle velocity 
 
 
Figure 2-13. Definition of parameters for water-air sloshing under translational excitation 
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t = 5.775 s 
Figure 2-14. Sloshing waves in a rectangular tank under translational excitation: ISPH 








Figure 2-15. Simulated pressure histories at point P1 by I-2P-CPM and ISPH in 
comparison with experimental result by Koh et al. (2012) 
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Figure 2-16. Normalized errors of simulated hydrostatic pressures by I-2P-CPM and 
ISPH with respect to analytical solution 
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 by I-2P-CPM and ISPH with respect 
to gravitational acceleration 
 




















































Figure 2-18. Distributions of p  and /p   versus y coordinate at x = 0.335 m at t = 
5.775 s 













t = 8.55 s 
Figure 2-19. Sloshing waves in a rectangular tank under translational excitation: 1P-
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Decoupled simulation Coupled simulation (I-2P-CPM) 
  
t = 1.5 s 
  
t = 1.675 s 
  
t = 1.675 s (zoom in on Region A) 
  
t = 1.675 s (zoom in on Region B) 
Figure 2-20. Sloshing waves in a rectangular tank under translational excitation: 
decoupled and coupled simulations 
A B 




Figure 2-21. Sloshing experimental set-up for rotational excitation 
 
Figure 2-22. Geometric dimensions of water tank used in sloshing experiments 
 













































Figure 2-24. Simulated wave profiles of sloshing at resonance in comparison with 
experimental result 
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Figure 2-28. Predicted wave profiles by 1P-CPM and I-2P-CPM in comparison with 
experimental result by Koshizuka and Oka (1996) 
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Chapter 3 CPM for 2-phase incompressible and 
compressible flows 
The algorithm developed in the previous chapter makes it possible to model violent 
water-air flows with density ratio close to a thousand. In particular, a numerical scheme 
is devised to enable the computation of the gradient and Laplacian operators in the whole 
domain including the vicinity of fluid interface. However, treating air as incompressible 
may not describe the real physics accurately particularly when the compression of air is 
significant. In this chapter, therefore, the I-2P-CPM is further improved by accounting 
for air compressibility. 
To model compressible or weakly compressible flows, the approach of artificial 
compressibility (Chorin, 1967; Colagrossi and Landrini, 2003; Heyns et al., 2013) and 
the approach based on the predictor-corrector (or split operator) scheme (Codina et al., 
1998; Yoon and Yabe, 1999; Ida, 2000; Yabe et al., 2001; Hu and Kashiwagi, 2004) 
have been used. In the predictor-corrector scheme, a larger time step can be used and the 
solved pressure is generally more stable (Yoon and Yabe, 1999; Nithiarasu, 2003) due to 
the implicit treatment of fluid pressure. In addition, the predictor-corrector scheme can 
be integrated with the I-2P-CPM for incompressible flows which also uses a predictor-
corrector scheme to solve the governing equations. 
In the simulation of compressible flows, the conservation equations for mass, 
momentum are coupled and the resulting system is closed by an EOS (a thermodynamic 
equation which provides a mathematical relationship between two or more state variables 
such as temperature, pressure, density, or internal energy). In both the artificial 
compressibility approach and the split approach, the EOS involving sound speed, i.e. 
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2
sc p    , is the most frequently used because it is applicable to liquids and gases (and 
even solids). Nevertheless, when modelling violent water-air flows, the numerical 
methods using this EOS may have some limitations because sc  is highly dependent on 
the composition (e.g. from air to air-water mixture) (Kieffer, 1977) and temperature of a 
fluid (Wemmenhove, 2008). Therefore, it is difficult to determine the correct value of 
sound speed in different situations particularly during and immediately after wave impact. 
In addition, some studies do not or cannot use the actual value of sound speed, but use a 
value much smaller than the actual one in numerical simulations so as to adopt larger 
time step and get stable result. This numerical sound speed is case dependent and hence 
needs calibration for different problems, which restricts its application to general 
engineering problems. Another type of EOS is the polytropic gas law which has been 
utilized to model air pockets in the mesh-based numerical studies such as Zhang et al. 
(1996), Faltinsen et al. (2004), and Hao and Prosperetti (2004). Since sound speed is
 
not 
explicitly involved, the numerical schemes using the polytropic gas law avoids the issues 
in the determination of the numerical sound speed which is not a constant in simulation 
or is case dependent (if the artificial sound speed is used). However, the limitation of 
these studies is that the pressure in the air pocket is assumed to be constant. 
By employing the polytropic gas law as the EOS, a new compressible solver 
consistent with thermodynamic laws is formulated for CPM. Using a predictor-corrector 
scheme to solve the governing equation of primitive form (the same as I-2P-CPM), the 
compressible solver is integrated with the I-2P-CPM seamlessly, leading to the 2P-CPM 
capable of modeling two-phase flows involving compressible air and incompressible 
water. The capability of 2P-CPM in modeling water-air flows in which air 
compressibility is significant is demonstrated by numerical examples including water-
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injection into a closed air tube, oscillating water column and large dam break. 
Experimental studies will be presented in Chapter 4. 
3.1 Governing equations 
The governing equations for compressible flows and the scheme to solve them are 
similar to those introduced for incompressible flows in Chapter 2, except for the 
evaluation of intermediate fluid density 
*  and the treatment of fluid density at the 
current time step, i.e. 
( 1)k   in Equation (2-19). The unified equations make it possible to 
model flows of different phases simultaneously. 
For compressible flows, the intermediate fluid density is evaluated in the same way 
as Equation (2-24), but with a different weighting function. As pointed out by Koshizuka 
and Oka (1996), the sharp weighting function (big value at r = 0) generates large 
repulsive force when particles get closer and hence is suitable in the simulation of 
incompressible flows; while the weighting functions whose value at r = 0 is smaller 
allows more compressibility of fluids. Therefore, a slow-slope weighting function 
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Using Equation (3-1), the computed air density agrees well with the theoretical value 
when air is compressed or expanded (a numerical example will be shown in Section 
3.3.1). 
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Another significant feature in the simulation of compressible flows is that without 
the incompressibility condition, the fluid density at the current time step should be 
treated as unknown (more details will be presented in the following section). 
3.2 Numerical algorithms 
For incompressible flow (water), the fluid density at the current time step, i.e. 
( 1)k 
in Equations (2-8) and (2-19), is enforced to be 0 . Therefore, the PPE with only one 
variable can be directly solved to obtain fluid pressure. For compressible flows, however, 
( 1)k   is unknown and hence an additional condition called closure condition is needed 
to solve the equations. The closure condition is obtained from the relation linking fluid 
properties, as explained in the flowing sections. 
3.2.1 Thermodynamic considerations 
Central to providing the closure condition is the theory of thermodynamics. The 
thermodynamic variables such as pressure p, density ρ (or volume V) and temperature T 
are related by an EOS, the general form of which is as follows 
 ( , , ) 0f p T  .  (3-2) 
Based on an EOS, some useful relations can be derived (Toro, 2009). One of them is 









  (3-3) 
where subscript s in the right hand side of the equation means that the derivative is taken 
along constant entropy. 
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As discussed in the introduction chapter, some studies used Equation (3-3) to relate 
fluid pressure and density. These studies (Colagrossi and Landrini, 2003; Heyns et al., 
2013), however, have some drawbacks such as the need to determine numerical 
sc  
which is not necessarily the actual sound speed and has to be calibrated. To address this 
issue, the present study employs the polytropic gas law which does not involve speed of 
sound explicitly. 
3.2.2 Polytropic gas law 
At normal pressure and temperature, most of the compressible gases of engineering 
interests can be assumed to perform like an ideal gas and obey the ideal gas law as 
follows (Fox et al., 2004) 
 p RT , (3-4) 
in which R is the ideal gas constant. Based on the First and Second Laws of 
Thermodynamics, and assuming an adiabatic and reversible (hence isentropic) process, 
the ideal gas EOS can be derived to be the following “polytropic” equation (detailed 




 ,  (3-5) 
where γ is the ratio of specific heats (at constant pressure and constant volume). Its value 
for air is about 1.4. Equation (3-5) is also a special case of the more general polytropic 
process governed by constant
np   , where n is called the polytropic index and n = γ 
for isentropic processes. In the following, the term „polytropic gas law‟ refers to 
Equation (3-5). 
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In real applications such as wave impact problems in marine and offshore 
engineering, the wave impact process is generally very rapid. There is little time for heat 
transfer to take place significantly between an air pocket and its surroundings such as 
water particles (and solid boundary if any) that entrap the air particles. Hence, it is 
reasonable to assume adiabatic process for air in wave-impact problems (the main 
interest of this thesis). In addition, since the energy loss is small due to the low viscosity 
of air, the air expansion or compression process in two-phase flow problems can be 
approximated as reversible. With these two assumptions, Equation (3-5) with γ = 1.4 is 
applicable and will be utilized in the present thesis unless otherwise stated. This value 
has also been adopted in other numerical studies on wave impact problems (Zhang et al., 
1996; Faltinsen et al., 2004; Hao and Prosperetti, 2004) and verified experimentally by 
Abrahamsen and Faltinsen (2011) in their work of sloshing impact on tank walls. 
Reversible process for air is assumed henceforth because this condition can be satisfied 
based on the aforementioned reason. 
Similarly, for ideal gases undergoing an isothermal process, another special case of 
the polytropic relation with n = 1 can be derived. This is applicable to slow processes 
where air temperature is maintained at ambient temperature. 
Compared to the sc  dependent EOS, i.e. Equation (3-3), the use of polytropic gas 
law as EOS involves p and ρ only rather than their spatial derivative (Wemmenhove, 
2008), which means better accuracy in numerical simulation. Moreover, the speed of 
sound, which is highly dependent on the composition and temperature of fluid, is not 
explicitly involved in the polytropic gas law. This avoids the need to determine the 
numerical sound speed, unlike in the sc  dependent EOS. 
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3.2.3 Pressure Poisson equation considering fluid compressibility 
Derived from the ideal gas law and thermodynamics, the polytropic gas law has 
some significant advantages over using sc  dependent EOS. It provides the necessary 
constitutive equation to relate pressure and density for modeling air compressibility in 










  , (3-6) 
where ref  and refp  are the gas density and pressure at the reference state. There are two 
options for the reference state: (a) the initial state and (b) the previous time step. It has 
been shown by Wemmenhove (2008) that using the pressure and density from the 
previous step as the reference values leads to the propagation of numerical error. 
Therefore, the initial values, i.e. 0  and 0p , are adopted as the reference values in the 
present study. 
Replacing ref  and refp  by 0  and 0p  in Equation (3-6) and taking derivative with 












 . (3-7) 
By Taylor series expansion, the air density at time step k + 1, i.e. 
( 1)k  , can be 
approximated as (when the change of air density is not large and is applicable to the 
cases studied in this thesis) 
  
0










    . (3-8) 
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Substituting Equation (3-7) into (3-8) gives 







     . (3-9) 
The fluid density and pressure at the current time step are hence related in Equation 
(3-9). In order to incorporate this relation into the PPE, the right hand side of Equation 
(2-19) is split as 
 
* ( 1)
( 1) 0 0
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( 1)k   also exists in the denominator, the right hand side of Equation 
(3-10) is a non-linear term. To linearize it, 
( 1)k   can be approximated as *  because the 
difference between the intermediate and corrected fluid densities is small in each 
sufficiently small time step. Substituting 
( 1) *k    into the denominator of the right 
hand side of Equation (3-10) and reorganizing gives 
 
* ( 1)
( 1) 0 0
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       
  
. (3-11) 
Substituting Equation (3-9) into (3-11), the PPE that takes fluid compressibility into 
consideration can be obtained as 
 
*
( 1) ( 1)0 0 0
* 2 * 2 * 2 *
0
1 1 1 1 1k kp p
t p t t
   
     
         
   
. (3-12) 
Using the polytropic gas law (can be derived based on thermodynamics and the ideal 
gas law) to model the compressible gas, this compressible solver is deem to be consistent 
with thermodynamics. The first advantage of this solver is that it models the real gas 
compressibility, in contrast to some other numerical schemes that use the artificial sound 
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speed (which is normally much smaller than the real value) to model fluid 
compressibility. 
Note that sound speed sc is not required in Equation (3-12) and hence the issue of 
how to determine the numerical (or artificial) value of sc  is avoided, thereby making the 
compressible scheme more versatile. This is another significant benefit of the present 
compressible solver. More importantly, this compressible solver and the incompressible 
solver of I-2P-CPM (Chapter 2) both use the predictor-corrector scheme to solve the 
same governing equations. The only difference lies in the treatment of fluid density at the 
current time step in PPE. The compressible and incompressible solvers can be easily 
integrated, leading to the complete two-phase model. Named 2P-CPM, it is capable of 
simulating incompressible-compressible two-phase flows with large density difference 
simultaneously. The flow chart of this method is shown in Figure 3-1 and its 
performance will be demonstrated in Section 3.4 and Chapter 4. 
In addition, the computational efficiency of 2P-CPM is improved compared to the I-
2P-CPM. The reason is as follows. In the coefficient matrix A generated by applying a 
derivative-approximation scheme to the left hand side of Equation (2-19), the elements in 




  ( 0, 0)ii ijA A   (meet the diagonal-dominant 
condition). In Equation (3-12), however, one more positive coefficient is added to the 
diagonal term of the i-th row (for air particles). This makes the diagonal-dominant 
condition of A matrix stricter and hence makes A matrix better-conditioned. As a result, 
less iteration steps are required to solve the pressure equation and the computational 
efficiency is improved. 
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In addition to an improved computational efficiency, the better-conditioned 
coefficient matrix of PPE in the 2P-CPM further reduces the spurious pressure 
fluctuation. The reason is as follows. Although CPM significantly reduces the spurious 
pressure fluctuation compared to ISPH and MPS, the local pressure fluctuation 
(zigzagged and minor pressure fluctuation alone with the main trend of a pressure history) 
cannot be completely eliminated. It is because the particles may not be precisely in the 
positions that satisfy the incompressibility condition. To compensate this offset in the 
next step, the particles will move in the opposite direction to the previous step. Hence, 
the particles move back and forth around their correct positions to satisfy the stiff 
requirement of incompressibility for water. In contrast, there is no such a stringent 
requirement for compressible gas and hence the air pressure results are smooth with little 
local pressure fluctuation. In this regard, inclusion of air in the numerical model actually 
makes the whole system less stiff (numerically, an element is added to the diagonal 
element and hence makes the coefficient matrix better-conditioned) and hence reduces 
the local pressure fluctuation. 
It should be noted that although temperature is not directly solved in this 
compressible solver (similar to some other related works such as Zhang et al. (1996), 
Faltinsen et al. (2004), and Hao and Prosperetti (2004)), the influence of temperature on 
air pressure and speed of sound is accounted for in the polytropic gas law (further 
illustration will be given in Sections 3.3.2 and 3.3.3). 
3.3 Performance test of compressible solver 
3.3.1 Evaluation of air density 
A simple example is studied to test the accuracy of the density-approximation 
scheme when air is largely compressed or expanded. As shown in Figure 3-2, 13 × 13 
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regular points with initial particle spacing L0 = 0.01 m are generated. Let the particle 
spacing be Δx = Δy = α L0 after the air domain is compressed or expanded. The 
theoretical value of new air density is 21/  times the initial value. Using influence 
radius 2.1 L0, numerical air density can be computed at the center particle (the filled one 
in Figure 3-2) by Equation (2-24). As for the weighting function, in addition to Equation 
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.  (3-15) 
Setting the α value to be from 0.5 to 1.3 with interval of 0.1, the normalized errors 
(with respect to theoretical values) of evaluated air densities for the four weighting 
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functions (i.e. w2 to w5) are compared in Figure 3-3. The maximum error in w4 result is 
more than 20%; while the other three are of good accuracy. Using w2, w3, and w5 to study 
the cases in Sections 3.3.2 and 3.3.3 (results not shown here), it is found that w2 produces 
the best result. Therefore, w2 as shown in Equation (3-1) is adopted as the weighting 
function to evaluate air density in this thesis. The enlarged view of the normalized error 
for w2 is shown in Figure 3-4. As can be seen, the error increases when air is compressed 
or expanded, but within the studied region, the maximum relative error of computed air 
density is only 1.6 %. 
3.3.2 Compression and expansion of air 
Before testing the proposed method to simulate two-phase flows involving 
incompressible liquid and compressible gas, the compressive gas solver is validated by 
the case of compression and expansion of an air tube. The dimensions of this problem 
are shown in Figure 3-5 with length 0.5 m and width 0.1 m. The motion of the piston at 
one end of the tube is governed by ( ) 0.05sin(0.5 )y t t . Assuming the piston to be 
thermally insulated, this system can be described by the polytropic gas law with the 
polytropic index n being γ (1.4 for air). Using Equation (3-5), the analytical solution of 
air pressure in the piston as a function of time can be obtained. Numerical simulations 
are conducted with initial particle spacing 0.005 m and fixed time step 0.0005 s. The air 
properties at Normal Temperature and Pressure (NTP) condition are adopted, i.e. air 
density 1.204 kg/m
3
 ( 0a ) and pressure 1.01325×10
5
 Pa ( 0ap ). These values are used in 
the thesis unless otherwise stated. The simulated air pressure compares very well with 
the analytical solution in Figure 3-6 (middle curve). To show the capability of this 
compressible solver for gases with different initial pressures, two other cases of initial 
density and initial pressure of air in the piston are studied: (a) 0.5 0a  and 0.5 0ap , and 
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(b) 2 0a  and 2 0ap . The very good agreement between the numerical and analytical 
results demonstrates the capability of the compressible solver in modeling compressible 
gas. 
To show the influence of the polytropic index n on simulation results, the same 
problem under the NTP condition is studied for an isothermal process (i.e. n = 1.0). As 
shown in Figure 3-7, the numerical result of this case is in good agreement with the 
analytical solution. Comparing this result with that generated by using n = γ, it is found 
that the change of air pressure in an isentropic process is larger. This can be easily 
explained by using Equation (3-6). From the viewpoint of physics, pressure change in an 
isothermal air piston is only induced by change of air density. However, for expanding or 
compressing an air piston adiabatically, air temperature will change. In addition to 
pressure variation caused by density change, temperature change will also lead to change 
in air pressure. This is why the pressure change is larger in an isentropic process than 
that in an isothermal system. This study also shows that, by assuming a process to be 
isentropic (i.e. adopting the polytropic gas law with n = γ), the influence of temperature 
on air pressure can be simulated even though energy equation is not solved explicitly. 
This shows the advantage of the present compressible solver which is consistent with the 
laws of thermodynamics. 
3.3.3 Pressure wave propagation in an air tube 
Pressure wave is one of the typical phenomena in compressible flows. Consider the 
problem of sound wave in a 1D tube filled with inviscid air (Figure 3-8). Pressure wave 
is generated by an oscillating piston at one end of the tube. The motion of the piston is 
governed by max sins t , in which the oscillating amplitude maxs and frequency ω are 
respectively 0.01 m and 100π rad/s. When the piston is pushed into the tube, a 
Chapter 3 CPM for 2-phase incompressible and compressible flows 
110 
compressed air region, called compression, is formed. This compression will propagate 
along the tube and continuously push the region in front of it. Pulling the piston back, 
however, produces a rarefaction with low air density. Theoretically, both the 
compression and rarefaction propagate in the tube by the sound speed in air, i.e. sc
(approximately 343.2 m/s in the NTP condition). Based on wave propagation theory, the 
analytical solution of sound pressure (the deviation of local pressure from the initial 
pressure) in the tube can be derived as 
  max cosa sp c s kx t      , (3-16) 
where a  is the air density and sk c  is the wave number. Substituting the values of 
parameters into Equation (3-16), the amplitude of sound pressure in the air tube is about 
1293.1 Pa. 
For comparison, 1D numerical simulation by the developed compressible solver is 
carried out with initial particle displacement 0.02 m and fixed time step 2.5×10
-5
 s. Since 
sound propagation is rapid, it is reasonable to assume an adiabatic condition and adopt n 
= γ (1.4) in numerical simulations. The predicted pressure distributions in the tube at 
several time instants are in very good agreement with the analytical solutions as shown 
in Figure 3-9. Periodic pressure waves generated at the oscillating source propagate 
forward. At about 0.07 s, the wave reaches the other end of the tube. Tracking the 
positions of the wave front, the propagation speed can be determined to be about 338 m/s, 
which is very close to the real sound speed in air (with only 1.5% relative error). It 
means that the propagation of pressure wave can be simulated accurately by the proposed 
compressible solver. The slight discrepancy between the numerical and analytical results 
is that the simulated sound pressure is smaller near the wave front and has non-zero 
value ahead of the wave front. This is because when using a collection of point masses to 
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evaluate the air density ahead of the wave front, the computed value would be slightly 
different from the initial value and hence the sound pressure is not zero. And according 
to the principle of energy conservation, the amplitude of sound pressure behind the front 
(within the region of half er ) is smaller than the analytical value. However, this minor 
discrepancy does not influence the subsequent sound waves. 
More specifically, the lower curve of Figure 3-10 shows the distribution of air 
density along the tube at t = 0.07 s, the overall trend of which is very similar to that of 
pressure distribution. It means that local air compression and rarefaction, which produces 
pressure wave, can be reproduced accurately by the compressible model. Furthermore, 
based on the evaluated air density and Equation (3-6), the distribution of air pressure in 
the tube is computed and presented as the upper curve of Figure 3-10 (black line). This 
set of result matches well with the numerical solution directly generated in simulation 
(empty circles in the upper curve). This further shows the accuracy of the compressible 
solver. 
The influence of polytropic index on sound speed is also studied. As shown in 
Figure 3-11, when using n = 1.0 in numerical simulation (assuming an isothermal 
process), the propagation speed of sound pressure reduces to about 286 m/s. This is quite 
close to the analytical value 290.0 m/s evaluated by sc RT (the gas constant R for air 
is approximately 286.9 J/kg·K). Being consistent with the finding in the previous case, 
the amplitude of sound pressure in the isothermal process is smaller since there is no 
additional change of air pressure induced by temperature variation. Considering a small 
control volume of air, the force applied on it is smaller than that in an isentropic process 
and hence the pressure wave propagates in a lower speed. 
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By numerical examples of air piston and pressure wave propagation, the capability 
of the developed compressible solver for air has been demonstrated. Integrating this 
scheme with the incompressible solver for water in Chapter 2 leads to the complete 2P-
CPM, which is capable of simulating incompressible-compressible two-phase flows 
characterized by high density ratio. The performance of 2P-CPM will be studied in the 
following section. 
3.4 Validation for two phase flows 
3.4.1 Water injection into a closed air tube 
The first numerical example to test the performance of 2P-CPM in simulating two-
phase flows involving incompressible water and compressible air is the water injection 
into a closed air tube as shown in Figure 3-12a. In this case, a gas volume initially 
contained in a closed tube is compressed when water is injected from one end at a 
constant speed v (Caltagirone et al., 2011). According to mass conservation, the 
analytical solution of air density in the tube is as follows 











where 0a  is the initial air density at NTP condition and the initial length of air domain 
is 0aH  = 0.5 m. Since the size of the computational domain is not large, the spatial 
variation of air pressure in the tube is very small compared to the „hydrostatic pressure‟ 
of air. Specifically, the relative difference between the histories of the average pressure 
and the pressure at position (0.05 m, 0.5 m) is only 0.001 %. Therefore, the average 
pressure in the tube is studied. Assuming the tube to be thermally insulated (i.e. γ = 1.4), 
the air pressure in the tube as a function of time can be obtained by using Equation (3-6). 
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Numerical simulations are conducted with initial particle spacing 0.005 m and fixed time 
step 0.001 s. The water density is taken to be 1000 kg/m
3
 and this value will be used in 
the following water-air flow cases unless otherwise stated. 
The predicted snapshot at t = 3.0 s in Figure 3-12b shows air compression with a 
clear fluid interface. To quantitatively study the densities of all the air particles, the 
relative error of their mean is computed to be only 1.35 % with respect to the analytical 
value (which is 1.72 kg/m
3
 according to Equation (3-17)) and the coefficient of variation 
is 0.18 %. Focusing on interface air particles (i.e. particles that are neighbor particles of 
another fluid), the mean error and coefficient of variation are respectively 1.57 % and 
0.73 %. Though the errors are larger for interface particles than the other particles, these 
errors are still very small. As for the water domain, its volume is well conserved which 
can be seen from the good agreement between the simulated water level and the 
analytical value (the red dash line in Figure 3-12b), and the water particles are also 
uniformly distributed. More specifically, the average air pressure in the tube versus time 
is presented in Figure 3-13. The simulated result agrees fairly well with the analytical 
solution till 3 s when the compression ratio of air (the ratio of air volumes at the initial 
and final states) reaches about 45%. This is far beyond the compression ratio of air in 
real wave impact problems because when the compressible ratio is 45 %, the air pressure 
reaches more than 3 times larger than the initial (atmospheric) pressure. In a real wave 
impact case in offshore or marine engineering, it is very difficult to get a fully closed air 
pocket under such a large pressure because the entrapped air will try to escape under 
high pressure. Therefore, the developed compressible solver is accurately enough in the 
range of air compression ratio where the real wave impact problems may occur. This 
example also demonstrates the capability of the 2P-CPM to simulate incompressible and 
compressible two-phase flows with large density difference in an integrated way. 
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3.4.2 Oscillating Water Column 
Another validation case of two phase flow is the oscillating water column as shown 
in Figure 3-14 (Koren et al., 2002; Kadioglu et al., 2005; Daru et al., 2010; Heyns et al., 
2013). An one-dimensional closed tube is filled with a water column between two 
columns of air. Neglecting gravity and viscosity, the water column with an initial 
velocity v0 leads to dynamic motion of the system. Different from the previous example 
in which the water motion is prescribed, the motion of the water mass is dependent on 
the response of air columns in this case. Using the polytropic relation stated in Equation 
(3-6), the analytical solution of the air pressure in the tube can be expressed as 
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, (3-18) 
where Ha0 is the initial length of the air column and H the length of air column at time t. 
Based on Newton‟s second law of motion, the dynamic equation of the water mass 
can be derived to be 
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, (3-19) 
where x and  ̈ are respectively the displacement and acceleration of the water column, 
w water density and wH  the length of water column. With the initial boundary 
conditions of ( 0) 0x t    and 0( 0)x t v  , Equation (3-19) can be solved numerically, 
which is used as the benchmark for the numerical solution. 
2P-CPM simulation is conducted using the polytropic gas law (γ = 1.4) with initial 
particle spacing 0.005 m and fixed time step 0.0001 s. The predicted pressure history on 
the right end of the tube is plotted in Figure 3-15, showing good agreement with the 
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analytical solution. Similar to the previous validation example, the air domains are 
uniformly compressed or expanded while the water volume is well conserved during the 
simulation. This shows the accuracy of the 2P-CPM. 
3.4.3 Large Dam break 
After validating the 2P-CPM by several benchmark examples with analytical 
solutions, the method is now used to model a dam break problem. This case contains 
some important features of practical hydrodynamics problems, such as wave slamming 
on ships or coastal structures and sloshing impact on containers (Colagrossi and 
Landrini, 2003). In addition, a distinct air pocket is generated, allowing investigation of 
air cushion effect on impact pressure. Following the experimental work by Zhou et al. 
(1999), the initial configuration of this example is shown in Figure 3-16. In the 
experiment, impact pressure was measured by a pressure sensor located at 160 mm from 
the bottom on the right wall. In numerical simulation, the initial particle spacing of 0.01 
m and fixed time step of 0.0005 s are adopted. 
The simulated wave profiles at several time instants are shown in Figure 3-17, in 
which the left column is the 1P-CPM results and right column the 2P-CPM results. 
Water flow develops after the dam breaks. At about t = 0.7 s, water hits and runs up the 
right wall of the tank. Under gravity, the upward-moving water jet overturns and falls 
back to the main water body as a plunging wave which forms an air pocket (t = 1.5 s). 
The entrapped air pocket deforms in shape (t = 1.5 to 3.0 s) and then breaks near the 
water surface (t = 3.0 s). During the time period without an entrapped air pocket, the 
wave profiles predicted by 1P-CPM and 2P-CPM are similar. From t = 1.5 to 3.0 s with 
an entrapped air pocket, however, the difference between single-phase and two-phase 
results is notable. In the 2P-CPM solution, even though the shape of the air pocket keeps 
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changing, it exists for some time because pressure is developed inside the air pocket and 
offers resistance to adjacent water particles (particularly those above the air pocket). In 
addition, the air pocket vibrates because of air compressibility (whose influence on 
impact pressure will be discussed later). In contrast, the water bulk above the entrapment 
region falls quickly and the entrapment zone disappears before t = 2.0 s in 1P simulation. 
This is because the pressure in the entrapment zone is the same as the free-surface 
boundary condition (zero pressure in the present 1P-CPM simulation) and hence the air 
pocket offers (incorrectly) no resistance to adjacent water particles. 
Figure 3-18 presents the pressure histories at Point P1 simulated by 1P-CPM and 2P-
CPM, the overall trends of which are very similar and match with the experimental result 
by Zhou et al. (1999) (the differences between 1-phase and 2-phase results will be 
discussed later). The first sharp pressure peak, which corresponds to the first impact of 
water on the right wall (at around t = 0.7 s), has been captured by both the single- and 
two-phase CPM. The slight difference is that the occurrence time of the first peak in 
experiment is delayed than numerical results. It was pointed by Colagrossi and Landrini 
(2003) that this is probably because some physical effects such as the non-uniform 
breaking of the dam and the bottom-induced drag force cannot be modeled in simulations. 
The second pressure peak appears at about t = 1.5 s when the overturning flow 
plunges into the water body, generating relatively large pressure and entrapping an air 
pocket. Since the air pocket and air compressibility are modeled by 2P-CPM and not in 
1P-CPM, the fluid pressures near the air pocket predicted by these two methods are 
different until the disappearance of the air pocket (t = 3.0 s). As can be seen, the overall 
trend of the wall pressure at P1 predicted by 1P-CPM gradually decreases as the upward-
moving jet falls down. In addition to this, the pressure result from t = 1.5 to 2.3 s 
predicted by 2P-CPM also possesses oscillations of relatively large amplitude. This 
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oscillation is physical (not spurious) and is caused by the pressure change in the air 
pocket (compression and expansion because of compressibility). This is because the 
pressure in the entrapped air can be treated as the boundary condition on adjacent water 
particles and hence the water pressure at P1 would change with the air-pocket pressure. 
This explanation can be further supported by Figure 3-19, in which the average pressure 
of the air pocket and the fluid pressure at Point P1 fluctuate (increase and decrease) 
synchronously. This shows the importance of capturing the cushion effect of air pocket, 
which is a significant phenomenon in wave impact scenarios with air entrapment. 
It is noted that the experimental result published by Zhou et al. (1999) did not show 
obvious pressure oscillation upon the resistance of the air pocket. Since the pressure 
fluctuation near the first impact peak (see Figure 3-18) was successfully captured, the 
pressure sensor used in the experiment should be able to measure the pressure vibration 
at the stage with an enclosed air pocket if the pressure vibration did exist. The pressure 
oscillation might be manually filtered out during post processing. Another possible 
reason is that though the experiment was intended to produce 2D motion, it was difficult 
to get a perfectly closed air tube. Air could escape in the third spatial dimension, thereby 
diminishing the pressure oscillation. To verify this doubt, a new experiment with 
accurate measurements of air-pocket pressure and the water pressure near the air pocket 
is designed and conducted in this thesis (more details will be introduced in Chapter 4). 
Based on the experimental result, the pressure oscillation in the water near the air pocket 
does exist and is related to the pressure change in the air pocket. It means that the 
pressure vibration captured by 2P-CPM in the large dam break case is reasonable. 
Another remarkable difference between 1P and 2P results is that the 1P simulation 
predicts a very large pressure peak at around t = 2.0 s (see Figure 3-18), which, however, 
is not observed in 2P simulation and was not measured in experiment. This is because 
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the air entrapment region is effectively vacuum and offers no resistance to water particles 
around it in 1P modeling. Hence water particles above the air entrapment region fall and 
hit the water body below it, inducing a very large but unreal impact pressure. As 
expected, in the single-phase SPH simulations by Colagrossi and Landrini (2003) and Xu 
(2013) (not shown here), this large peak also appears and is in reasonably good 
agreement with the 1P-CPM result. In contrast, the 2P-CPM solution does not have this 
large peak and agrees better with the experiment because the compressible air in the 
entrapment region has been modeled accurately. In the experiment, although with some 
air escape, the air tube in the narrow tank offers some resistances (“cushion”) to adjacent 
water. Therefore, this peak value of impact pressure also did not exist. It means that the 
2P-CPM can avoid the very large but unphysical pressure peaks which may be predicted 
by 1P simulations, demonstrating the strength of the present 2P-CPM to simulate wave 
impact. Due to the bounce back of the impact water, another relatively smaller pressure 
peaks is captured by 1P-CPM at about t = 2.3 s. This secondary peak has also been 
reported by Xu (2013) but not by Colagrossi and Landrini (2003). After t = 2.3 s, the 1P-
CPM and 2P-CPM results are similar because the influence of the air pocket on fluid 
motion and pressure becomes very small. 
Similar to the 2P-CPM result, the pressure oscillation during t = 1.5 to 2.3 s has also 
been captured in the two-phase SPH simulation by Colagrossi and Landrini (2003) as 
shown in Figure 3-20. However, the difference between the two-phase SPH and two-
phase CPM results is that the pressure peak (about 5.0 kPa) at around t = 1.5 s predicted 
by 2P-CPM agrees better with the experimental result (about 5.0 kPa) than the pressure 
peak (about 7.8 kPa) predicted by SPH. 
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3.5 Concluding remarks 
In this chapter, a numerical method (2P-CPM) for incompressible-compressible two-
phase flows with large density difference is proposed by further extending I-2P-CPM 
(presented in the previous chapter). To model compressible air, a thermodynamically-
consistent compressible solver is developed by employing the polytropic law for ideal 
gas. By two numerical examples, this compressible solver is shown to simulate the 
compression/expansion of air and the propagation of pressure wave accurately. Since 
sound speed is not used in the formulation, this compressible solver avoids the problem 
in determining the numerical sound speed and requires no calibration. This is the first 
advantage of the developed compressible method. In addition, since the compressible 
solver and the I-2P-CPM both use a predictor-corrector scheme to solve the same 
governing equations, they are easily integrated. This makes it possible to model 
incompressible and compressible fluids simultaneously (i.e. without iterations between 
compressive solver and incompressible solver). Moreover, the 2P-CPM further reduces 
spurious pressure fluctuation and improves computational efficiency compared to the 
incompressible 2P-CPM because of the better-conditioned coefficient matrix of PPE. 
To demonstrate the capability of 2P-CPM in simulating 2-phase incompressible and 
compressible flows, the numerical examples of water injection into a closed air tube and 
oscillating water column are studied. The numerical results including the history of air 
pressure and the motion of water mass are in good agreement with the analytical 
solutions. Particularly, the compression or expansion of air and the volume conservation 
of water are reproduced as well as a clear fluid interface is maintained. 
For wave impact scenarios with entrapped air pocket, the performance of 2P-CPM is 
validated by the case of large dam break. An air pocket trapped by overturning water and 
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its cushion effect characterized by pressure oscillation is successfully simulated, 
achieving better agreement with the published experimental results than the single-phase 
simulations (both CPM and SPH). Due to the accurate modelling of air cushion effect, 
the very large but unreal pressure peaks that have been produced in single-phase 










Figure 3-1. Flow chart of 2P-CPM for incompressible and compressible two-phase flows 
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Figure 3-2. 13 × 13 regular points in x-y domain 
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Figure 3-6. Pressure histories in the piston with different initial air pressures 
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Figure 3-7. Pressure histories in the piston for n = γ (1.4) and 1.0 with initial air pressure 
0ap  
 




Figure 3-8. Schematic view of sound wave propagation excited by a moving piston 
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Figure 3-9. Sound pressure distributions along the tube at several time instants (black 















































Figure 3-10. Lower curve: air density distributions along the tube at t = 0.07 s; Upper 
curve: sound pressure evaluated by Equation (3-6) based on the computed air density 
(black line) in comparison with the pressure results directly predicted by the 
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Figure 3-12. Water injection into a closed air tube: (a) initial configuration, (b) snapshot 
at t = 3.0 s 
 































Figure 3-13. Water injection into a closed air tube: average air pressure 
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Figure 3-14. Initial configuration of the problem of oscillating water column 
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Figure 3-15. Pressure history on the right wall of the tube 
 
 
Figure 3-16. Initial configuration of large-dam-break example (Unit: mm) 
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Figure 3-17. Predicted wave profiles by 1P-CPM and 2P-CPM 
 












































Figure 3-18. Large dam break: predicted pressure history at Point P1 by 1P-CPM and 2P-
CPM in compassion with experimental result by Zhou et al. (1999) and 1P SPH result by 
Colagrossi and Landrini (2003) 
 
 
Figure 3-19. Large dam break: water pressure at Point P1 and average pressure of air 
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Figure 3-20. Large dam break: predicted pressure history at Point P1 by 2P-CPM in 
compassion with experimental result by Zhou et al. (1999) and 2P SPH result by 
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Chapter 4 Wave impact with entrapped air pocket: 
experimental study and 2P-CPM simulation 
Benchmark examples of wave impact with entrapped air pockets are still limited in 
the literature. In the dam break case of the previous chapter, although an entrapped air 
pocket is generated, no experimental measurement of pressure change in the air pocket is 
available for validation of numerical result. To fill this gap and further validate the 2P-
CPM, therefore, sloshing experiments are conducted in a specially designed container so 
that the shape and pressure variation of an air pocket can be measured. 
4.1 Experimental setup 
Figure 4-1 shows the overall setup of the sloshing experiments on a translational 
shake table. The water container comprises a big (left) tank connected by a short channel 
to a small (right) tank. It is designed such that when water in the left tank sloshes to the 
right (or left), some water will move through the connecting channel and compress (or 
expand) the air in the right tank. The air pressure at the middle of the top wall of the right 
tank, i.e. PA1 in Figure 4-2, is measured by an absolute pressure sensor. Water pressures 
at 60 mm from the bottom on the right wall of the right tank (PW1), 145 mm from the 
bottom on the right wall of the left tank (PW2) and 30 mm from the bottom on the left 
wall of the left tank (PW3) are measured by gauge pressure sensors. The translational 
motion of the shake table is measured by a displacement transducer and used as input for 
numerical simulations. All input and output signals are recorded by a digital 
oscilloscope. The sloshing waves are recorded by two video cameras from the front of 
the water container. The sensors and devices used in the experiments are explained in the 
following sections. 
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4.1.1 Excitations to generate sloshing 
A 1.5 m × 1 m Instron shake table (load capacity 25 kN and stoke capacity ± 50 mm) 
in the National University of Singapore is used in the sloshing experiments. Driven by a 
hydraulic actuator, this shake table can generate unidirectional translational motion. 
Besides using the translational shake table, the rotational simulator as discussed in 
Section 2.5.4 is used to study the water-air sloshing under rotational excitation. Detailed 
explanation of this equipment has been given in Section 2.5.4. 
4.1.2 Water container 
The water container used in this experiment is made of Plexiglas of thickness 15 
mm. The shape and size of the water container (as shown in Figure 4-2) are determined 
such that an air pocket is entrapped in the void part of the right tank and is subjected to 
large variation of pressure caused by sloshing in the left tank. In order to ensure that the 
excitation from the shake table can be fully transmitted to tank, the rectangular tank is 
tightly bolted to the shake table. For good accuracy of the experimental results, the water 
surface was ensured to be stationary before running the shake table in each testing case. 
Air and water pressures are measured at Point PA1, PW1, PW2 and PW3 as shown in Figure 
4-2 to demonstrate the main features of the studied problem. 
4.1.3 Pressure sensor 
Three WIKA S-10 gauge pressure sensors are used to measure the water impact 
pressure. The (gauge) pressure range of the sensor is 100 mbar (10
4
 Pa), accuracy 0.25 % 
full scale and response time smaller than 1 millisecond. These specifications ensure that 
the transient pressure peaks can be captured with good accuracy. Based on a 
piezoresistive measuring element, this sensor is able to capture the pressure change 
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applied on it, irrespective of whether the pressure change is caused by water, air or 
water-air mixture. The diameter of the circular measurement diaphragm of the sensor is 
3.5 mm. This size is similar to the area occupied by one particle in numerical simulations 
(which will be introduced in Section 4.2). Therefore, the numerical solution (based on 
one particle at the sensor location) can be compared with the average pressure measured 
within a small gauge area. Calibration is carried out to obtain the conversion coefficient 
from output voltage to pressure. Using a similar setup introduced by Gao (2011), the 
pressure sensor is mounted at the bottom of a vertically placed container as shown in 
Figure 4-3. Voltage outputs of the pressure sensor are collected by changing the water 
level. The calibration results of the water pressure sensors are presented in Figure 4-4. 
Taking sensor W1 as an example, the curve shows that the output voltage of the sensor 
changes linearly with the change of water level and the calibration constant is 102.989 





 (the value in Singapore and will be used in the numerical simulations of this 
chapter unless otherwise stated) respectively, the calibrated conversion coefficient from 
voltage change to pressure change is 1007.23 Pa/V. Using the same way, the calibrated 
conversion coefficients for the other two sensors W2 and W3 are 1004.06 Pa/V and 
998.17 Pa/V respectively. 
The air pressure sensor ATM.1ST also uses a piezoresistive measuring element and 
has a very small measuring diaphragm of diameter 4 mm. The (absolute) pressure range 
is 1.3 bar (1.3×10
5
 Pa), accuracy 0.5 % full scale and response time smaller than 1 ms. 
The calibration of this sensor is provided by the manufacturer. The conversion from 
voltage output (v) to absolute air pressure (p) is p = 12999.5839 × v - 37.1120, in which 
the units of p and v are Pa and V respectively. In the following result of air pressure, the 
gauge pressures with respect to the atmospheric pressure are presented. 
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4.1.4 Displacement transducer 
The translational displacement of the shake table (output) is measured by a strain 
gauge-type displacement transducer of Model SDP-200D as shown in Figure 4-5. The 
measurement is used as the input of the numerical simulations. 
All the connecting cables of the displacement transduce and pressure sensors are 
neatly arranged so as not to across one another and have sufficient lengths to avoid 
possible stretch when the platform is moving. This helps to minimize the electric noise of 
the sensors. 
4.1.5 Video camera 
As shown in Figure 4-1, two video cameras are placed in front of the tank to record 
the wave motion during sloshing. Sony 120 HD Video Camera records the global wave 
motion and Sony PD 150/170 Video Camera focuses on water motion in the right tank. 
To enhance the clarity of video image, colour food dye is added to water. Snapshots 
taken from the video provide the experimental wave profiles at selected time instants. 
4.2 Wave impact under translational excitations 
Sloshing experiments under translational excitation are studied first by securing the 
water container on a linear shake table as shown in Figure 4-1. The input displacement of 
the shake table is sinusoidal and governed by ( ) sin( )x A t t   , where ( )A t is the 
amplitude of excitation and ω the excitation frequency. In order to avoid a sudden jerk 
on fluid caused by non-zero initial velocity of the shake table, a ramping function of the 
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where 5srt   is the ramping time and 0A the constant amplitude of excitation. 
For the designed tank shape, water sloshing with relatively low filling tends to 
generate larger variation of air pressure in the right tank. This is because the horizontal 
component of water velocity near the tank bottom is larger in shallow water than in deep 
water, thereby generating a larger force on water in the connecting channel. But the 
water level should not be too low so as to maintain a closed air pocket in the right tank 
(air does not go in or out). A suitable filling level is 0.17 m (dL and dR in Figure 4-2). 
Based on some preliminary studies, the excitation frequency of 00.95 (= 3.6807 rad/s) 
is found to generate a relatively large variation of air pressure in the right tank, where 0
is the reference frequency (not the natural frequency of the sloshing system but only a 
reference value) computed based on the linear wave theory with water depth (dL) and 
length (LL) in the left tank. Therefore, this excitation frequency is used in the following 
cases unless otherwise stated. And the excitation amplitude (measured by displacement 
transducer) is selected to be A0 = 0.0412 m except Section 4.2.5.1, in which the influence 
of excitation amplitude on air pressure in the right tank is investigated. The water and air 
densities at the NTP condition, i.e. 1000 kg/m
3
 and 1.204 kg/m
3
, as well as the initial air 
pressure of 1.01325×10
5
 Pa are adopted in simulations unless otherwise stated. The 
dynamic viscosities of water and air are selected to be 10
-3




Based on the experimental work, it is found that there is no entrapped air pocket in 
the left tank in all the cases of this chapter. In addition, the lid of the left tank (located in 
the middle of the top wall as shown in Figure 4-1) is only used to prevent water from 
gushing out (in cases of very violent sloshing) but not sealed to provide air tightness. 
Therefore, the ullage pressure in the void of the left tank can be seen to be atmospheric 
Chapter 4 Wave impact with entrapped air pocket: experimental study and 2P-CPM simulation 
138 
pressure during experiments. For these two reasons, it is assumed that the air 
compressibility in the void of the left tank is immaterial and the air pressure above the 
free surface of water in the left tank is equal to the atmospheric pressure. Therefore, air 
in the void of the left tank is neglected in numerical simulations. The free surface 
particles are recognized by the „arc‟ method introduced in Koh et al. (2012). According 
to the studies in Section 2.5.4 (i.e. comparison of 1P- and 2P-CPM simulations of 
sloshing without entrapped air pocket), the accuracy of this treatment is acceptable in 
scenarios without entrapped air pocket and the computational time can be largely saved. 
An initial particle distance of 0.005 m (8528 particles in total in the case of filling 
depth 0.17 m) and fixed time step 0.0005 s are adopted on the tradeoff between accuracy 
and efficiency. Unless otherwise stated, these numerical parameters are used in this 
chapter. The computational time for the case with entrapped air pocket in Section 4.2.1 is 
about 0.57 hour per 1000 time steps on a personal computer with Intel(R) Core(TM) i7-
2600 CPU @ 3.40 GHz. 
4.2.1 Case C1: initial air-pocket pressure 1.01325×105 Pa 
Consider the case with filling depth 0.17 m and initial pressure of 1.01325×10
5
 Pa 
(atmospheric pressure) in the voids of the left and right tanks and subjected to excitation 
frequency of 3.6807 rad/s. For ease of reference, this case is labeled as C1. 
The numerical and experimental wave profiles at six times instants are compared in 
Figure 4-6, which shows generally good agreement. Because the filling level is low, the 
water in the left tank moves like a bore. This is consistent with the observations made by 
Wu et al. (1998) and Koh et al. (2012). The bore becomes steeper and its amplitude 
becomes larger with time (see the snapshots at t = 3.56 s and 4.56 s in Figure 4-6). At t = 
6.36 s (indicated by t1 in Figure 4-7), the wave approaches the right side of the left tank 
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and generates large impact force on the tank wall and water in the connecting channel 
(see Figure 4-7c). Consequently, water in the connecting channel is pushed towards right 
and compresses the enclosed air pocket in the right tank. As expected, a large peak of air 
pressure appears in the right tank, which is measured by sensor ATM.1ST in the 
experiment and predicted well by 2P-CPM (Figure 4-7a). It is noteworthy that the 
amplitude of the air-pressure change is comparable to the dynamic pressure (gauge 
pressure minus the hydrostatic pressure) of the very violent and direct wave impact on 
the tank wall (see Figure 4-7c). However, even with such large pressure, the water level 
in the right tank changes only slightly relative to the initial water level (see Figure 4-8a). 
It means that even though air is compressible, the change of volume is small (unless a 
much larger force is applied). During the impact process from t = 6.36 s to 6.96 s (t2 in 
Figure 4-7), the air pressure in the right tank shows vibration. The mean air pressure at 
this stage is larger than the initial pressure because air is compressed. The air pressure 
also influences the water pressure near the air pocket (see the water pressure at Point Pw1 
as shown in Figure 4-7b). This confirms the oscillation of water pressure at Point P1 in 
the 2D dam break case presented in Section 3.4.3. 
The pressure vibration in the air pocket is further investigated through a power 
spectral analysis using the Fast Fourier Transform (FFT). It is interesting to note that 
there is only one peak value, i.e. 6.059 Hz, in the frequency-power curve as shown in 
Figure 4-9. It means that the air pressure vibrates with one distinctive frequency. To 
verify that this pressure vibration is real and not spurious due to the numerical algorithm, 
the natural frequency of the air tube (under the compression of water) is derived. 
Following Ramkema (1978) who addressed the problem of wave impact on coastal 
structures, the air-pocket-water system is represented by a mass-spring system as shown 
in Figure 4-10, in which the spring is the air pocket and the mass is the water effectively 
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contributing to the impact. The upper bound of the effective water mass is the water in 
the connecting channel and the right tank, while the lower bound is the upper bound 
excluding the water in the rectangular region at the right bottom corner of the container 
(the region within the dash-dot line in Figure 4-10). Since water at the right bottom 
corner (dark shaded region in Figure 4-10) is almost stationary relatively to the tank 
(theoretically the right bottom point of the container is a stagnation point), the effective 
mass of the present problem (light shaded region in Figure 4-10) is approximated to be 
water in the connecting channel and the right tank excluding the right bottom corner. 
Assuming the water level in the right tank to be horizontal and giving it a small 
perturbation z, the force (per unit width) applied on the effective water mass is as follows 
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where 0ap  
is the initial air pressure in the right tank, LR the length of the right tank and 
Ha0 the initial height of the air tube. Ignoring the friction forces from the tank walls, the 
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where Mw is the effective water mass (per unit width). Then the natural frequency of the 
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the form of which is similar to that derived by Cuomo et al. (2010) who analytically 
studied wave impingement entrapping an air pocket against vertical wall. Substituting 
the upper and lower bounds of Mw into Equation (4-4), the lower and upper bounds of 
the natural frequency of the entrapped air pocket can be obtained to be 5.643 Hz and 
6.507 Hz, whereas the natural frequency corresponding to the adopted value of Mw is 
5.799 Hz. Compared to the observed frequency of pressure vibration (i.e. 6.059 Hz) in 
the experimental result, the relative differences are only 6.9 %, 7.4 % and 4.3 %, 
respectively, for the lower and upper bounds and the adopted value of Mw. Therefore, the 
accuracy of this simplified model is acceptable. The study on the natural frequency of the 
air pocket further substantiates that the pressure oscillations observed in the experiment 
and CPM simulation are real and due to the natural vibration of the entrapped air pocket 
(air cushion effect). 
At about t = 6.96 s, the water in the left tank and connecting channel begins to move 
towards left, causing the air in the right tank to expand. This is why the mean of the 
gauge pressure in the right tank at this stage is negative (see Figure 4-7a). Similar to the 
period with impact force, pressure vibration also exists at this stage. The negative and 
oscillating air pressure means that the air tries to „pull‟ the effective water mass back like 
a stretched spring. In contrast, the air pocket at the wave impact stage (discussed above) 
works like a compressed spring. 
It can be seen from Figure 4-7 that the time interval of consecutive wave impacts on 
the connecting channel is about 1.64 s. That is, the frequency of the global fluid motion 
in the container is about 3.8312 rad/s, being close to the frequency of external excitation. 
In each cycle after an impact force is applied to the enclosed air pocket, the pocket 
behaves like free vibration (approximately) and the vibration frequency is close to the 
natural frequency of the air pocket. 
Chapter 4 Wave impact with entrapped air pocket: experimental study and 2P-CPM simulation 
142 
For comparison, water sloshing in the same container but without closed air pocket 
is conducted. The computational time is about 0.3 hour per 1000 time steps on the 
abovementioned personal computer. In experiment, this testing condition is achieved by 
drilling holes on the top of the right tank such that air in the right tank can go in and out 
freely. Since air gives negligible influence on water motion, this case is simulated as 
single-phase by 1P-CPM. The same initial particle spacing and time step as those in 2P-
CPM simulation are used. The predicted wave profiles at six time instants are presented 
in Figure 4-11 in comparison with the experimental result, achieving good agreement. 
Similar to the sloshing case with enclosed air pocket, the water in the left tank moves 
like a bore (see t = 3.56 s and 4.56 s in Figure 4-11) and generates large impact forces on 
tank walls (see Figure 4-12b and c). However, one remarkable difference from the case 
with air pocket is that in the case without air entrapment the water in the right tank can 
move up and down violently. When water in the left tank impact on the right wall, water 
is pushed into the connecting channel and the water level in the right tank is raised up as 
shown in the snapshots at t = 6.48 s and 6.88 s (t3 and t4 respectively in Figure 4-12 and 
Figure 4-8) in Figure 4-11. When the water in the left tank departs from the connecting 
channel as shown in the snapshot at t = 7.56 s (t5 in Figure 4-12 and Figure 4-8) in Figure 
4-11, the water level in the right tank drops quickly. This difference is more clearly 
illustrated in Figure 4-8, which shows the wave elevations at the left and right walls of 
the left tank and the center of the right tank (indicated by E1, E2 and E3 respectively in 
Figure 4-2). Since it is hard to put a wave gage into the closed tank to measure the wave 
elevation, only the simulation results are presented. Considering the quite good 
agreement of wave profiles and pressure histories between modelling and experiments, 
the numerical wave elevations are credible. 
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The differences between the wave-impact cases with and without air entrapment 
demonstrate the significant influence of enclosed air pocket on wave motion and impact. 
Therefore, it is essential to conduct two-phase simulation with the consideration of 
compressible air in many engineering applications involving entrapped air pocket (e.g. 
the violent wave impacts on offshore and marine structures). This also shows the 
significance and necessity of the developed 2P-CPM. 
4.2.2 Influence of the polytropic index n on numerical results 
In Section 3.2.2, the reasons why polytropic index n = γ (1.4 for air) is adopted in 
the numerical examples of wave impact with entrapped air pocket have been explained. 
To further verify the rationality of this selection, the sloshing case with entrapped air 
pocket is re-simulated by using n = 1.0 (the specific case corresponding to isothermal 
process) and n = 1.2 (an intermediate state between adiabatic and isothermal). As can be 
seen from Figure 4-13, the simulated air pressure at PA1 using n = γ (Figure 4-13a) is in 
the best agreement with the experimental result. In the other two cases, i.e. n = 1.2 
(Figure 4-13b) and n = 1.0 (Figure 4-13c), the frequencies of air-pressure vibration are 
smaller than the experimental result. And this discrepancy is more obvious for the case 
of n = 1.0. According to Equation (3-6), with large polytropic index, larger force is 
required to compress air and hence the stiffness of the simulated air pocket is larger. This 
is consistent with the numerical results. Considering the good agreement between the 
numerical result using n = γ and the experimental result, the polytropic gas law with γ = 
1.4 is recommended for modelling the entrapped air pockets in which air compressibility 
is important. This finding is consistent with the analytical studies by Hattori et al. (1994) 
and Abrahamsen and Faltinsen (2011). 
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4.2.3 Case C2: initial air-pocket pressure 1.01890×105 Pa 
To study the influence of initial air pressure on the response of the air pocket and 
wave motion, case C2 with larger initial air-pocket pressure is studied. In the experiment, 
this is achieved by closing the holes on the top of the right wall after filling water to 
certain depth so that air cannot go through the connecting channel (a closed air pocket is 
formed in the void of the right tank) and then continuing filling water to the left tank. 
After achieving hydrostatic equilibrium, the water depths in the left and right tanks are 
respectively dL = 0.17 m and dR = 0.11 m. Taking equilibrium of the water body and 
using the ideal gas law, the air pressure in the right tank is computed to be about 
1.01890×10
5
 Pa. This value is used as the initial air-pocket pressure, i.e. pa0, in numerical 
simulation. The increase of initial air-pocket pressure obtained in this way is not large 
(565 Pa) due to the limitation of the present experimental setup (not enough strength to 
hold the large air pressure inside the tank and without a specially designed system to 
pump air into the tank). However, this pressure change can be accurately captured by the 
used air pressure sensors. The density of air in the right tank is computed according to pV 
= constant (since the filling process is slow), in which V is the volume of the air pocket. 
In the left tank, the essential boundary condition of atmospheric pressure (i.e. 
1.01325×10
5
 Pa) is imposed on free surface. 
The air pressures at Point PA1 for cases C1 and C2 are compared in Figure 4-14. The 
shape and amplitude of air-pressure oscillation are similar, while a small difference 
exists in the oscillation frequency because the natural frequencies of the air pockets (by 
Equation (4-4)) in these two cases are slightly different. As for the water pressures at 
Point PW2 (see Figure 4-15), these two cases generate almost the same results. It means 
that the initial pressure of an air pocket, although being related to the frequency of 
pressure vibration, does not influence the overall fluid motion too much. In addition, the 
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good agreement between numerical simulation and experimental result shows that 2P-
CPM can be used to simulate entrapped air pockets with different initial pressures. 
4.2.4 Initial air-pocket pressure 1.50×105 Pa (C3) and 2.10×105 Pa (C4) 
To test the capability of 2P-CPM in modelling entrapped air pockets with initial 
pressures that are very different from the atmospheric pressure, the sloshing cases with 
initial air-pocket pressures of 1.50×10
5
 Pa and 2.10×10
5
 Pa (denoted by cases C3 and C4 
respectively) are numerically studied in this section. The water depths in the left and 
right tanks are the same in these two cases and are taken to be 0.17 m in order to 
compare with the result of case C1. In numerical simulations, the initial air density is 
computed using the same way introduced in the previous section and other numerical 
parameters are the same as those in the case C1. 
The air pressures at PA1 in one impact cycle for the three cases, i.e. C1, C3 and C4, 
are presented in Figure 4-16. As expected, the air-pocket pressure shows the fastest 
oscillations in case C4 among these three cases. The reason is that, for higher initial 
pressure, a larger force is required to compress the air pocket and hence the air pocket is 
stiffer and has higher natural frequency. More specifically, the analytical natural 
frequencies of the air pocket and the vibration frequencies of simulated pressures (by 





 Pa (pressure histories not shown here) are compared in 
Figure 4-17. Good agreement between numerical and analytical results is achieved (the 
maximum relative difference is 4.5 %). The oscillation frequency in air pocket increases 
with the initial air pressure. This further demonstrates that the pressure oscillation is 
related to the natural vibration of the air pocket. 
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The water pressures at point PW2 for cases C1, C3 and C4 are compared in Figure 
4-18. The overall trends including the phase and pressure amplitude for the three cases 
are quite similar. It means that the initial air pressure mainly influences the responses of 
the air pocket, but gives negligible influence on the overall fluid motion. One difference 
between the three cases is that the local pressure fluctuation (more details are given in 
the second last paragraph of Section 3.2.3) in case C1 (with initial pressure the 
atmospheric pressure) is the smallest, but with the increase of initial air pressure the 
fluctuation increases slightly (although the amplitude of local fluctuation is not large 
even in case C4). This can be explained by the illustration in Section 3.2.3 that involving 
air compressibility helps to reduce numerical pressure fluctuation because with much 
larger initial air pressure, case C4 is close to be incompressible. 
4.2.5 Parametric study 
The amplitude of air-pressure vibration is dependent on the violence and pattern of 
the sloshing waves in the left tank, which is related to the factors such as the frequency 
and amplitude of the external excitation and the filling depth of water. When studying 
the factor of excitation frequency in experiments, however, it is found in several cases 
(within the frequency range of interest) that air in the left tank goes into the right tank 
when wave impact occurs near the connecting channel. This makes the comparison 
difficult. Therefore, only the other two factors, namely excitation amplitude and filling 
depth, are parametrically studied in this section. The numerical settings for these cases 
are the same as C1 except for the investigated (changing) parameter. 
4.2.5.1 Parametric study of excitation amplitudes 
Excitation amplitude is a key factor to influence the violence of liquid sloshing. 
Therefore, its influence on the maximum pressure in the air pocket is investigated first. 
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Four excitation amplitudes, namely 20.7 mm, 32 mm, 41.2 mm and 50.0 mm, are studied 
and the results are presented in Figure 4-19. Reasonably good agreement between the 
numerical simulation and experimental measurement are obtained. In sloshing cases with 
larger excitation amplitude (in the studied range), the amplitude of air-pressure vibration 
increases significantly because the water motion in the left tank is much more violent. 
4.2.5.2 Parametric study of filling depths 
The wave pattern in the left tank also influences the response of air pocket in the 
right tank. This is studied by changing the filling depths. To give better implication, the 
ratio of filling depth to the length of the water in the left tank (LL = 1 m as shown in 
Figure 4-2) is used. Four typical filling levels, i.e. 17 % (case C1), 22 %, 27 % and 32 %, 
are investigated. The maximum gauge pressures in the air pocket predicted by 2P-CPM 
are presented in Figure 4-20 in comparison with the experimental results. Good 
agreement is achieved. It can be seen that the amplitudes of air-pressure vibration 
decrease as the increase of filling depth. This is because for medium to high filling levels, 
the sloshing water in the left tank moves like a standing wave, whose horizontal velocity 
is not large near the tank bottom and hence generates less impact force to water in the 
connecting channel. In contrast, for low filling depth, the sloshing water moves like a 
bore and causes large wave impact near the connecting channel, resulting in large 
compression force on the air pocket in the right tank (more details have been presented in 
Section 4.2.1). Therefore, the amplitude of air-pocket pressure in case C1 is larger than 
the other cases with higher filling levels. 
4.3 Wave impact under rotational excitations 
Sloshing experiment is also conducted on a rotational simulator under roll excitation 
as shown in Figure 4-21. The filling depth is adopted to be 0.18 m (the reference 
Chapter 4 Wave impact with entrapped air pocket: experimental study and 2P-CPM simulation 
148 
frequency 0  corresponding to this filling level can be computed in the same way 
introduced in Section 4.2) and the excitation frequency is 0.92 0 (= 3.6493 rad/s). This 
case is labeled as C5. 
The wave profiles and pressure histories at points A1, W1 and W3 are presented in 
Figure 4-22 and Figure 4-23. Generally good agreement between numerical simulation 
and experimental results is obtained. Similar to the testing cases under translational 
excitation, the water moves like a bore (because of the relatively low filling depth) which 
develops over time (see t = 2.00 s and 2.88 s in Figure 4-22). At t = 3.12 s, violent wave 
impact occurs near the connecting channel, generating large compression force to the air 
pocket in the right tank. This can be clearly seen in Figure 4-23a, which shows a large 
peak for the air pressure at point A1. As the water in the left tank runs up along the right 
wall of the left tank (t = 3.20 s in Figure 4-22), the compression force continues to exert 
on the air pocket in the right tank. At t = 3.68 s, the run-up water falls back to the water 
body and begins to move towards left. Pressure vibration in the air pocket induced by air 
cushion is successfully captured. The simulated and analytical vibration frequencies are 
6.120 and 5.811 Hz respectively, which is a reasonably good agreement (relative error of 
about 5.0%). 
4.4 Concluding remarks 
In this chapter, an experimental study of water-air sloshing in a specially designed 
container is conducted with measurement of pressure change in a closed air pocket, to 
further demonstrate the capability of 2P-CPM. 
Under translational or rotational excitation, violent sloshing waves are generated. 
When water waves impact near the connecting channel, the air pocket pressure in the 
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right tank exhibits oscillations due to air compressibility and the vibration amplitude is 
dependent on the frequency and amplitude of the external excitation and the filling depth. 
The physical pressure oscillation is successfully measured in experiment and accurately 
reproduced by 2P-CPM, demonstrating the accuracy of the developed algorithm and the 
rationality of using the polytropic gas law with γ = 1.4 to model the entrapped air in 
wave impact processes. The sloshing case in the same tank but air can go in and out of 
the air pocket freely is also studied to show the necessity of conducting two-phase 
simulation involving compressible air in wave impact scenarios with entrapped air 
pockets. Moreover, the capability of 2P-CPM to model the entrapped air pocket with 




























Figure 4-2. Geometric dimensions of the connected container used in sloshing 
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Figure 4-4. Calibration results of water pressure sensors W1, W2 and W3 
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Figure 4-6. Wave profiles of sloshing with closed air pocket under translational 
excitation (C1): experimental result and 2P-CPM simulation 
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Figure 4-7. Simulated air pressure at Point PA1 and water pressures at Point PW1, PW2 and 
PW3 in comparison with experimental results (C1) 
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Figure 4-8. Wave elevations at positions E1, E2 and E3 (C1): (a) sloshing with air pocket; 
(b) sloshing without air pocket 
 
 
Figure 4-9. Frequency analysis of the experimental pressure at PA1 




























































Figure 4-11. Wave profiles of sloshing without air pocket (C1): experimental result and 
2P-CPM simulation 
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Figure 4-12. Simulated water pressures at Point PW1, PW2 and PW3 in comparison with 
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Figure 4-13. Air pressures at PA1 simulated by 2P-CPM with polytropic index n = γ (1.4 
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Figure 4-14. Air pressure at PA1 for case C2 and C1 (565 Pa in the lower curve is the 
difference between the initial air-pocket pressures in case C2 and C1) 
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Figure 4-15. Water pressure at PW2 for case C1 and C2 
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Figure 4-17. Comparison of the analytical natural frequency of the air pocket and the 
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Figure 4-19. Amplitude of air pressure under different excitation amplitudes 
 



























Figure 4-20. Amplitude of air pressure versus filling ratio 
 

















































Figure 4-22. Wave profiles of sloshing in a connected tank with closed air pocket under 
rotational excitation (C5): experimental result and 2P-CPM simulation 
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Figure 4-23. Simulated air pressure at Point PA1 and water pressures at Point PW1 and PW3 
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Chapter 5 Conclusions and future work 
The primary objective of this thesis is to develop an accurate numerical algorithm 
for wave impact problems with entrapped air pocket, which is a challenging and 
significant problem for scientific research and practical application. The main 
contributions are summarized as follows: 
(1) Propose a new scheme for gradient and Laplacian operators with abrupt 
density/viscosity discontinuity based on the generalized finite difference method. 
Incorporating this scheme into CPM (originally developed for single-phase 
flows) leads to the I-2P-CPM which is capable of simulating incompressible 
two-phase flows with large density difference. 
(2) Formulate a compressible solver by using the polytropic gas law (which can be 
derived based on thermodynamics and the ideal gas law). This solver overcomes 
several issues that exist in some other compressible schemes in the literature. In 
addition, it can be easily integrated with the incompressible solver developed in 
(1), leading to the 2P-CPM for two-phase incompressible and compressible 
flows. 
(3) Conduct a sloshing experiment in a specially designed container such that a 
closed air pocket can be obtained and monitored. The measured pressure history 
in the air pocket verifies the accuracy of 2P-CPM and can be used as the 
benchmark for future studies. 
The main conclusions arising from the study are highlighted as follows. 
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5.1 Conclusions 
To model violent fluid motions involving coalescence and separation of fluids, 
particle methods offer several computational advantages in terms of their ability to 
simulate large and discontinuous deformations and, by Lagrangian formulation, to 
eliminate numerical damping caused by convection term. Nevertheless, wave impact 
with entrapped air pockets is a complex two-phase flow problem in which 
incompressible water and compressible air are involved. There are additional challenges 
from the numerical simulation viewpoint, including, in particular, large differences in 
properties between water and air. In this regard, some particle methods compute partial 
derivatives by using weighted summation of the quantities from neighbor particles (MPS) 
or using a kernel function to approximate Dirac delta function (SPH/ISPH) and hence the 
accuracy is not necessarily satisfactory particularly when particle distribution is not 
irregular. In this thesis, therefore, the recently developed CPM is selected that computes 
spatial derivatives based on Taylor series expansion and eliminates the use of a 
predefined kernel or weighting function (and hence achieves better accuracy). 
The original CPM was developed for simulating single-phase flows. In extending 
CPM to simulate wave impact problems with air entrapment, two issues have to be 
addressed. The first one is the computation of spatial derivatives along fluid interface 
where abrupt discontinuity of density/viscosity exists. The second one is the integrated 
modelling of compressible air and incompressible water. To address these two issues, a 
2P-CPM for two-phase incompressible-compressible flows with large density difference 
has been proposed and is summarized as follows. 
Firstly, a scheme for spatial derivatives with abrupt density/viscosity discontinuity is 
proposed. The generalized finite difference scheme is applied to the density-normalized 
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pressure gradient term to compute the required gradient and Laplacian operators. In 
addition, a new adaptive particle selection scheme is developed to improve the numerical 
stability. The strategy is to adaptively insert some virtual particles into regions where the 
distribution of neighbor particles is sparse and/or unsymmetrical (which may occur if 
fluid motion is violent). These two improvements lead to the I-2P-CPM which is capable 
of simulating incompressible two-phase or two-fluid flows. Five numerical examples 
(density ratio from slightly larger than 1 to about 1000), i.e. Rayleigh-Taylor instability, 
gravity current flow, water-air sloshing under translational and rotational excitations as 
well as small dam break, are studied to test the performance of the I-2P-CPM, achieving 
good agreement with benchmark solutions. The large and discontinuous fluid motion has 
been reproduced and clear fluid interfaces obtained even after a long time simulation. It 
is also found in the case of small dam break that two-phase simulation is better than 
single-phase simulation in scenarios with air entrapment. This shows the necessity to 
develop a two-phase numerical model. 
I-2P-CPM treats air as incompressible, which may not describe the real physics 
accurately particularly when the compression of air is significant. Therefore, a 
compressible solver is developed based on thermodynamics. By two numerical examples, 
the compressible solver is shown to model the compression and expansion of air as well 
as the propagation of pressure wave (a typical phenomenon for compressible flow) 
accurately. Besides, there are two main advantages for this compressible solver. The first 
advantage is the exclusion of sound speed in the governing equations and hence the issue 
of determining numerical sound speed is avoided and no calibration is required. The 
second advantage is that it is easily integrated with the developed I-2P-CPM for 
incompressible flows because they both use a predictor-corrector scheme to solve the 
same governing equations. This leads to the 2P-CPM for two-phase incompressible-
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compressible flows characterized by high density ratio. 2P-CPM is first used to 
numerically simulate water injection into a closed air tube and oscillating water column. 
The compression/expansion of air and the volume conservation of water as well as a 
sharp fluid interface are accurately simulated. The large dam break case with an 
entrapped air pocket is studied. It is found that since 2P-CPM can accurately simulate 
compressible air, the very large but unreal pressure peaks (near the air pocket) that may 
be predicted by single-phase simulations can be avoided, leading to better agreement 
with the published experimental result. In addition, due to the air cushion effect, pressure 
oscillations exist in the air pocket and adjacent water. 
Benchmark examples of wave impact with entrapped air pocket are limited in the 
literature. Therefore, an experimental study of water sloshing in a specially designed tank 
is conducted to measure pressure change of a closed air pocket under wave impact. 
Parametric studies with respect to excitation amplitude, filling depth and initial air-
pocket pressure are performed. Numerical results including wave profiles, sloshing 
pressures and particularly the pressure vibration in the air pocket predicted by 2P-CPM 
agree quite well with the experimental results. This shows the accuracy of 2P-CPM and 
at the mean time demonstrates the rationality of using polytropic gas law with γ = 1.4 to 
model air entrapment in wave impact processes. By analyzing the natural frequency of 
the air pocket, it is verified that the pressure oscillation is related to the natural vibration 
of the air pocket. The sloshing case without air entrapment is also studied experimentally 
and numerically, showing significant differences from the case with a closed air pocket. 
This demonstrates the necessity to conduct two-phase simulation with consideration of 
compressible air in wave-impact scenarios involving entrapped air pockets. 
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5.2 Future work 
Based on the developed 2P-CPM and some research findings obtained in this thesis, 
some recommendations for further investigations are listed as follows. 
When waves impact on a structure with air entrapment, if the frequency of pressure 
(and hence force) vibration is close to the natural frequency of the structure, large 
structural stresses may be generated (Lugni et al.; Lugni et al., 2014). In this situation, a 
hydroelasticity analysis that considers the structural dynamics should be included to 
better simulate the impact process. However, because of the great complexity (involving 
incompressible water, compressible air and deformable structure), there is no well-
developed numerical method to accurately model this problem up to now (within the 
author‟s knowledge). Therefore, future work should be devoted to further extend the 2P-
CPM to consider fluid-structure interaction. One possible strategy is to model the 
structure using FEM and the fluid domain by the 2P-CPM developed in this thesis. The 
main challenges are to enforce the boundary conditions at the fluid-structure interface 
and to couple the fluid and structure solvers. 
The compressible solver using the polytropic relation with n = γ (1.4 for air) has 
been shown to be of good accuracy in the simulation of air pockets. Future work should 
be done to verify the applicability of this solver to bubbly flows or air-water mixture 
which may occur in violent wave impact processes. Inspired by the analytical work of 
Peregrine and Thais (2006), the bubbly flows with different air volume fraction may be 
simulated by changing the polytropic index (n) in the polytropic law. 
The proposed two-phase model has shown great potential in 2D simulations. It will 
be valuable to extend them to 3D such that practical engineering problems can be 
simulated. However, since the computational effort for 3D simulation is much more than 
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that of 2D problems. It is, therefore, very necessary to develop GPU (Graphics Processor 
Unit) parallel computing. 
Lastly, due to the facility constraint, only the wave-impact problem in a small 
container has been conducted. Therefore, some other interesting experiments such as 
wave impact on a lab-scale offshore structure with entrapped air pocket and lab-scale 
dam break with constrained air pocket can be considered in future studies. These 
experiments are all good examples to study the influence of compressible air on wave 
impact and to validate incompressible and compressible two-phase models, but quite 
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Appendix: Derivation for the polytropic gas law based 
on thermodynamics and ideal gas law 









,  (A-1) 
where Q is the heat transfer of the system with its surroundings, T the temperature of the 
system and the subscript „rev‟ means a reversible process. 






 .  (A-2) 






 .  (A-3) 
For a reversible process, the equality of Equation (A-3) holds. That is, 
 Q TdS  .  (A-4) 
In addition, the work done by the system in an infinitesimal process can be 
computed by 
 W pdV  .  (A-5) 
Substituting Equations (A-4) and (A-5) into the First Law of Thermodynamics, 
which can be represented as Q dU W   , gives 
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 TdS dU pdV  ,  (A-6) 
where U is the internal energy of the system. This equation is frequently called the Gibbs 
equation and can be written for a unit mass as follows 
 Tds du pdv  ,  (A-7) 
where v is called the specific volume. 
The ideal gas law as shown in Equation (3-4) also can be written in the form as 
 pv RT .  (A-8) 
where the ideal gas constant p vR c c  , and pc  and vc  are respectively the specific 
heats at constant pressure and volume. The ratio of specific heats is defined as p vc c  . 
The change of internal energy of an ideal gas is 
 vdu c dT .  (A-9) 
Further assuming an adiabatic process, since 0Q  , we have  
 0Tds  .  (A-10) 




   .  (A-11) 




 ,  (A-12) 
which is the polytropic gas law for isentropic processes. 
