Climate models and hydrological parameter uncertainties were quantified and compared while assessing climate change impacts on monthly runoff and daily flow duration curve (FDC) in a Mediterranean catchment. Simulations of the Soil and Water Assessment Tool (SWAT) model using an ensemble of behavioural parameter sets derived from the Generalized Likelihood Uncertainty Estimation (GLUE) method were approximated by feed-forward artificial neural networks (FF-NN). Then, outputs of climate models were used as inputs to the FF-NN models. Subsequently, projected changes in runoff and FDC were calculated and their associated uncertainty was partitioned into climate model and hydrological parameter uncertainties. Runoff and daily discharge of the Chiba catchment were expected to decrease in response to drier and warmer climatic conditions in the 2050s. For both hydrological indicators, uncertainty magnitude increased when moving from dry to wet periods. The decomposition of uncertainty demonstrated that climate model uncertainty dominated hydrological parameter uncertainty in wet periods, whereas in dry periods hydrological parametric uncertainty became more important.
Introduction
The assessment of uncertainty associated with hydrological impacts of climatic change is fundamental for improving model predictions and developing successful water resources management strategies. This is particularly true in the Mediterranean, which has been identified as a hotspot for climatic change and which is already experiencing a shortage of available water resources (Navarra and Tubiana 2013) . Furthermore, most climate models project warmer and drier climatic conditions over the Mediterranean, with additional threats to water availability and security (IPCC 2007 , Ludwig et al. 2011 , Schneider et al. 2013 . These predictions usually rely upon hydrological model(s) forced by climate model projections such as general circulation models (GCMs). Traditionally, the first step in quantifying the hydrological impacts of climatic change is to select a hydrological model and adjust its parameters in such a way that the model response approximates as closely as possible to the real system response ( Fig. 1) . At this stage, uncertainty in the hydrological model stems from inputs, model parameters and structure.
For several decades, modelling uncertainty, in particular parameter uncertainty, has gained a large interest and has been identified as one of the most important sources of hydrological modelling uncertainty (Beven 2006 , Sellami et al. 2013a . It has been widely demonstrated and admitted that different model parameterizations can lead to similar model responses and, thus, there are no unique parameter sets for acceptable or 'behavioural' hydrological model responses for reproducing the observation data (Beven 2006 , Bastola et al. 2011 , Sellami et al. 2014 . Therefore, the ensemble of acceptable model realizations can be used to derive a probability about the model response for simulating the observed hydrological variable and, thus, to derive the uncertainty interval. Of course parameter uncertainty does not account for all uncertainty sources (i.e. inputs and model structure), but techniques and approaches to deal with full hydrological uncertainties are still not part of the available CONTACT Haykel Sellami haysellami@yahoo.fr standard uncertainty assessment toolkit (Sellami et al. 2013a) . This is because different uncertainty sources may lead to different error characteristics and because our understanding of hydrologic uncertainty is still far from complete. The second step consists of forcing the already 'calibrated' hydrological model with climate projections derived from climate model(s) (Fig. 1) . The latter is also prone to uncertainty which arises from various sources including greenhouse gas emission scenarios, model structure, initial conditions and model parameterization (Tebaldi and Knutti 2007 , Bhat et al. 2011 , Koutroulis et al. 2013 . Furthermore, as climate projections are provided by GCMs on coarse geographical scales (~110-250 km) they need to be downscaled to a finer scale suitable for hydrological model application. Even though the results of GCMs can be downscaled using regional climate models (RCMs), which consider certain physical processes and produce highly resolved spatial climate information (~25-50 km), their simulations do not often match the observed patterns of climate variables at the local scale (~10-0.1 km) and remain uncertain. This mismatching in the scale between climate and hydrological models is a real issue in climate change impact and supports the limited number of such studies on a local scale, especially in the Mediterranean (Lespinas et al. 2014) . Indeed, when moving from global to local scale the variability in climate and hydrological processes increases, and models may not accurately represent local spatial heterogeneity which might increase their uncertainty (Fig. 1) .
One of the most important uncertainty sources in climate model projections (GCM or/and RCM) is the model structure (Knutti 2010 , Koutroulis et al. 2013 . Prudhomme and Davies (2009) used three GCMs underpinned with two different emissions scenarios downscaled with two different techniques (regional and statistical) for investigating uncertainty in monthly river flow. Their results show that the structural uncertainty of the GCMs is the main contributor to monthly mean flow uncertainty. Deidda et al. (2013) show how 14 RCMs applied in six small Mediterranean catchments can lead to different climate projections. They suggest the use of an increasing number of climate models to handle climate model uncertainty. One way to improve climate model predictions, and to make the characterization of model structural uncertainty possible, is to use the multi-model ensemble approach (CME) (Kwon et al. 2012 ). This approach is used and recommended by the Intergovernmental Panel on Climate Change (IPCC) to derive the mean of long-term climate change projections as the bestguess projection (IPCC 2001) . In addition, the CME has been shown to be more efficient in improving the accuracy and consistency of the predictions than a single climate model (Giorgi and Mearns 2002 , Tebaldi and Knutti 2007 , Knutti 2010 , Koutroulis et al. 2013 ).
Once climate model projections are made available, they are used to feed the hydrological model. Subsequently, changes in some relevant hydrological indicator (e.g. runoff) between past and future conditions are investigated. However, hydrological simulations of climate change impacts can be computationally cumbersome and time consuming, especially with complex hydrological models, e.g. the Soil and Water Assessment Tool (SWAT; Arnold et al. 1998) , which may hinder such explorations. Artificial neural networks (ANN) are promising techniques that may be useful in modelling catchment responses to climate change with faster execution times (e.g. Kourgialas et al. 2015) . They are more parsimonious in terms of data requirements and have proven their robustness and effectiveness in rainfall-runoff modelling and forecasting (Shamseldin et al. 2002 , Wang et al. 2006 .
As both climate and hydrological models are prone to several errors, there is a clear need to quantify these uncertainties to better understand the potential impacts of climatic change. However, given the growing complexity in the interaction and propagation of these uncertainties throughout the modelling chain, it is becoming increasingly difficult to assess and quantify uncertainty that results from hydrological and climate model combination. There are a number of studies investigating this issue. Teng et al. (2012) show that uncertainties stemming from 15 climate models are larger than those originating from five hydrological models in several southeast Australian catchments. A similar statement is reported by Arnell (2011) when assessing future hydrological evolution in the UK. The study of Bastola et al. (2011) reports the remarkable role of hydrological model uncertainty with respect to climate model uncertainty and suggests that the former should routinely be considered in climatic change impact studies. Kwon et al. (2012) quantify and compare the uncertainty associated with climatic and hydrological models in seasonal streamflow forecasts in Northeast Brazil. Their findings suggest that uncertainty in climate models prevails over hydrological parameter uncertainty. Whilst useful and informative, the results of these analyses should be considered with caution since the uncertainty associated with climate change impacts differs from one study case to another depending on several factors, including the variability in both climatic and hydrological processes, selected hydrological and climate model structure, applied uncertainty approach, sources of uncertainty considered, etc. Thus, quantitative comparison between hydrological and climate model uncertainty is still rarely addressed in climatic change impact studies, in particular at the catchment scale (Teng et al. 2012 , Lespinas et al. 2014 . Such information is crucial for understanding uncertainty in local climate change impacts to guide further model improvement (e.g. model structure development and data acquisition) through enhancing model predictions and reducing uncertainty. In addition, this issue is required to address research and catchment water management questions of global importance. Therefore, the present study focuses on quantifying and partitioning the prediction uncertainty of the climate change impacts on monthly runoff and daily discharge of a small Mediterranean catchment as assessed by an ensemble of climate multi-models and a multi-parameter ensemble of the hydrological SWAT model. In a first step, different parameterizations of SWAT deemed 'behavioural' were derived from the Generalized Likelihood Uncertainty Estimation (GLUE) approach. The latter were approximated with a feed-forward neural network (FF-NN) to overcome the computational burden when driven by an ensemble of climate multi-models. Then, projected changes in the hydrologic indicators as well as associated uncertainty were investigated. Finally, the predicted uncertainty was partitioned into climate model uncertainty and hydrological parameter uncertainty.
Methods and data

Study site
The Chiba catchment is located in northeast Tunisia in North Africa and drains an area of approximately 200 km 2 (Fig. 2) . Climate is typically Mediterranean, with hot and dry summers (maximum temperature in summer can exceed 45°C) and mild and cool winters, and an average annual precipitation of 450 mm. The rainy season begins at the end of September and continues through February with moderate rain during the spring. Agricultural activity in the catchment has been heavily relying on irrigation and extensive usage of the surface and groundwater water resources. Thus, water resources have been experiencing several threats and pressures including groundwater depletion, seawater intrusion and many exacerbated forms of pollution. The Tunisian authorities have recognized the vulnerability of the limited freshwater resources and the extensive demands of water in the Chiba catchment through the development of practical infrastructures Figure 2 . Location of the study site.
for local water resources management. For instance, a dam was constructed by the Agriculture Ministry of Tunisia in 1963 in the upstream part of the catchment, controlling about 23% of the total catchment area for irrigation water supply. In order to provide a hydraulic barrier against seawater intrusion, the treated wastewater is infiltrated through ponds to remediate the aquifer level and water quality.
Present and past hydrometeorological data
Daily precipitation was provided by four raingauge stations located within and nearby the catchment, while temperature, air relative humidity, windspeed and solar radiation were provided by the meteorological station of Chiba (Fig. 2) . These data cover the time period of 1950-2010. Soil and land-use maps at a scale of 1/50 000, as well as their respective databases, were developed within the framework of the European CLIMB project (Climate Induced Changes on the Hydrology of Mediterranean Basin, http:// www.climb-fp7.eu/home/home.php), and improved with field observations. A digital elevation model was created from topographic maps at a scale of 1/ 50 000.
Hydrological modelling and parameter uncertainty analysis
The hydrological model
The SWAT model (Soil and Water Assessment Tool, Arnold et al. 1998 ) was implemented in the Chiba catchment. SWAT is a continuous-time and physically-based, spatially-distributed hydrological model developed to predict the impact of environmental pressures on water, sediment, chemical fluxes and agricultural yields in catchments. SWAT uses hydrologic response units (HRUs), which are unique combinations of soil, land use and topography, to implement the catchment topology in a spatially distributed hydrological model. Surface runoff from daily rainfall was estimated using the modified SCS curve number method based on local land use, soil type and antecedent soil moisture condition. The calculated flows, obtained for each sub-basin were then routed through the river channel using the variable storage or Muskingum method. More details about the model can be found in Neitsh et al. (2005) .
The process of SWAT subcatchment delineation in the Chiba catchment was based on a digital elevation model (DEM) and drainage network both derived by digitizing several topographic maps at 1/50 000 of the CapBon region (northeast Tunisia). The DEM accuracy was enhanced with additional topographic elevation points from the 1/25 000 topographic maps. Based on the discretization threshold value suggested by the SWAT model, the Chiba catchment was subdivided into 61 subcatchments and 129 HRUs. The soil map (1/50 000) and soil physical properties were obtained from the Ministry of Agriculture and Hydraulic Resources of Tunisia and were further improved with field observations. The land-use map (1/50 000) provided within the CLIMB project was considered and improved by additional field investigations. Daily discharge simulations were conducted between 1998 and 2010 with a 'warming-up' period of 2 years to minimize the effects of the initial state of SWAT variables on the simulated discharge. The modified SCS curve number method was chosen for surface runoff volume computing. The variable storage coefficient method was selected for the flow routing through the channel and potential evapotranspiration was estimated by the Penman-Monteith method.
Parameter uncertainty assessment
Parameter uncertainty analysis of the SWAT model was conducted using the GLUE method (Beven and Binley 1992) . GLUE is a Monte-Carlo-based parameter uncertainty propagation approach. With this approach, a large number of model runs (n = 13 000) was performed with different combinations of parameter sets chosen randomly and independently from an initial uniform distribution based on literature and previous applications of GLUE with the SWAT model (Yang et al. 2008 , Gong et al. 2011 , Shen et al. 2011 . The selected number of parameter sets was considered reasonably sufficient for this study. Other GLUE applications (Yang et al. 2008 , Gong et al. 2011 ) used 10 000 model simulations and showed that it was sufficient to provide reasonable results. Subsequently, a modelling performance likelihood value based on the Nash and Sutcliffe (1970) efficiency coefficient, referred to hereafter as NS (equation (1)), was assigned to each parameter set. The NS has been widely used as a likelihood function in GLUE (Beven and Freer 2001 , Arabi et al. 2007 , Shen et al. 2011 . Similarly to Gassman et al. (2007) , Shen et al. (2011) and Sellami et al. (2013a) , only parameter sets that resulted in likelihood values equal to or above a threshold value of NS ≥ 0.5 were termed 'behavioural' and were selected to derive parameter uncertainty. Indeed, the selection of NS as a threshold value to discriminate between 'behavioural' and 'non-behavioural' SWAT simulations in the GLUE method is very subjective as it influences the uncertainty prediction (Montanari 2005, Mantovan and Todini 2006) . A small cutoff threshold leads to a larger number of 'behavioural' simulations and, thus, a larger uncertainty band, while a larger threshold value decreases the number of 'behavioural' models and reduces the uncertainly interval width (Xiong and O'Connor 2008 , Blasone et al. 2008 , Viola et al. 2009 ). Some studies use NS values between 0.6 and 0.8 (Yang et al. 2008 , Jin et al. 2010 , Tian et al. 2014 , while others (Freni and Mannina 2010, Gong et al. 2011) consider NS > 0 as a cut-off threshold to derive model uncertainty prediction. However, the selection of this value depends not only on the literature but also on the performance of the model to derive an acceptable uncertainty interval.
where O i is the observed value, " O is the mean of observed values and P i is the predicted value. The closer to 1 the NS is, the better the simulations are.
Climate change projections
Future climate scenarios were developed by Deidda et al. (2013) within the framework of the CLIMB project. A summary of the approach used to select the climate models, as well as their downscaling and bias corrections, is reported in this section. For more details, the reader is referred to the work of Deidda et al. (2013) .
From the EU-FP6 ENSEMBLES project, 14 combinations of GCMs and RCMs underpinned with the A1B emissions scenario (IPCC 2007) were selected. Then, the climate models (GCM-RCM combination) were ranked based on their performance in reproducing precipitation and temperature of the state-of-the art reference dataset E-OBS (http:// www.ecad.eu, hosted by the Climate Research Unit of the Hadley Centre) over some Mediterranean catchments, including the Chiba catchment, for the control time period of 1951-2010. The four 'best'-rated climate models were selected with additional constraint by considering at least two different RCMs nested in the same GCM, and two different GCMs forcing the same RCM to maintain diversity between the climate models ( Table 1 ). The retained GCM-RCM combinations, called climate models in this study, are ECH-RCA, ECH-REM, ECH-RMO and HCH-RCA. These models were bias corrected and downscaled to a 1 km × 1 km grid providing climatic variables on a daily basis. Precipitation downscaling was performed using the multi-fractal approach described in detail in Deidda (2000) , while temperature was downscaled according to Liston and Elder (2006) , by combining a spatial interpolation scheme with orographic corrections. Deidda et al. (2013) applied the quantile mapping technique for bias correction to obtain a better fit between the observed and predicted probability distributions of the climatic variables. Because there is no reason to believe that good climate model skills based on past relationships between climate simulations and verifications implies good skills in climate predictions, the CME approach was used in this study to derive the mean and the uncertainty of long-term climate change projections. The projected changes in climate or hydrologic indicators between past and future conditions as projected by a single climate model were calculated using:
where Δv is the projected change in the indicator v (e.g. P, T, runoff) in the future period (2041-2070) with respect to the reference period . A positive value of Δv indicates a projected increase while a negative Δv value indicates a projected decrease in the indicator with respect to its baseline value. To calculate the CME average prediction and to construct its average associated uncertainty interval, the simple approach used by Giorgi and Mearns (2002) , where all models are equally weighted, was applied here as given by: where δ Áv corresponds to the root mean square difference of the change in the variable v, N is the total number of climate models used (in the present study N = 4), Áv is the CME average relative change in the variable v, and the CME average uncertainty interval is then given by Áv ± δ Áv .
ANN as a proxy for the SWAT model
To simultaneously consider both uncertainties of the SWAT parameter and the CME uncertainty, each of the identified 'behavioural' parameter sets has to be driven by each of the CME outputs for the reference and future periods. However, such an approach was computationally intensive and time consuming. To alleviate the task, the SWAT 'behavioural' simulations were approximated with ANN models. The latter are usually presented as artificial systems inspired by biological neural networks that are able to compute and solve complex nonlinear systems (Shamseldin 2010) . In the context of rainfall-runoff (R-R) modelling, ANNs fall into the category of empirical black-box models where the physical laws that govern the R-R processes are not considered (Shamseldin 2010) . In comparison to the SWAT model, ANNs have faster execution time and are more parsimonious in terms of data requirements (Zhang et al. 2009 ).
One of the most popular forms of ANN used in R-R forecasting is the three-layered FF-NN which consists of an input layer, one hidden layer and one output layer interconnected by a number of computational elements called neurons (Wang et al. 2006 , Zhang et al. 2009 , Shamseldin 2010 ). In the FF-NN, the information flows from the input to the output layer in one direction without any feedback (Fig. 3) . At the entrance of the FF-NN, each external input is assigned to a neuron in the input layer but no processing is taking place at this stage, it simply feeds the data into the FF-NN. In the present study, the input layer consisted of four neurons corresponding to the external input signals of daily precipitation, maximum and minimum daily temperature, and precipitation of the previous day. The latter variable was added to the input signals as an indirect indicator of the hydrological state of the catchment. Other studies (de Vos and Rientjes 2005, Shamseldin 2010) showed that the use of hydrological state indicators (e.g. previous values of discharge, evaporation time series, etc.) as external input signals improve the ANN performance. The connection between each hidden neuron and all the input neurons was expressed as the summation of the weighted outputs from the input neurons. A bias value was added and the results were processed by the hidden neuron to provide a single output using a nonlinear transfer function. The mathematical functionality of a hidden neuron can be formulated by:
where Z h is the output of the hth hidden neuron for h = 1 to H, with H the total number of neurons in the hidden layer; w hj is the connection weight between the hth hidden neuron and jth input neuron for j = 1 to N, with N the total number of neurons in the input layer; x j is the output of the jth input neuron; b h is the bias associated with the hth hidden neuron; and f() is the activation function, which is a nonlinear transfer function that is commonly chosen to be the tan-sigmoid function (de Vos and Rientjes 2005 , Wang et al. 2006 , Ghumman et al. 2011 and was also used in this study: Figure 3 . Architecture of the multi-layer feed-forward neural network used for rainfall-runoff forecasting of the Chiba catchment.
Unlike the input layer, the number of neurons in the hidden layer was unknown a priori and had to be estimated using either automatic procedures (e.g. pruning and constructive algorithms), or by trial-and-error approaches, which is by far the most common choice (Wang et al. 2006) . The latter approach was also used in this study and the 'optimal' number of hidden neurons was set at 10. In the output layer, each neuron receives the outputs from the previous layer and processes the data similarly to the hidden neuron to produce the final network output according to:
where Y i is the output of the ith neuron in the output layer for i = 1 to I, with I the total number of the neurons in the output layer; s ih is the connection weight between the ith output neuron and hth hidden neuron; Z h is the output of the hth hidden neuron; and B i is the bias associated with the ith output neuron. In the present study, one single output neuron was used.
The constructed FF-NN was trained (calibrated) using the Levenberg-Marquardt backpropagation procedure, which seeks to reduce the error between the FF-NN output and the target data by updating the weights and the bias values. For this purpose, the data available were split into three sub-datasets: a training set, a cross-validation set and a test set. The first subdataset was used to train the neural network by considering 70% of the available data. The remaining 30% of the data were evenly divided between the second and the third sub-datasets which were used to stop the learning process and validate the performance of the trained network. The aforementioned data subdivision was adopted because changing the parameters in the training phase is often stopped before the training optimum is reached, and so, the network is supposed to have also learned the noise in the training data and to have lost its generalization capability (overtraining). Conversely, stopping too early means the ANN has not yet learnt all the information contained in the training data (undertraining).
Hydrological simulations under climate change projections
The developed FF-NNs were further used to quantify changes in monthly runoff and 30-year daily flow duration curves (FDC), as well as their associated uncertainty, due to climate change projections in the Chiba catchment while considering both hydrological parameters and CME uncertainties. It should be noted that hereafter the FF-NN uncertainty is referred to as hydrological parameter uncertainty, while the uncertainty envelope resulting from the combination of hydrological parameters and CME uncertainties is referred to as average ensemble modelling uncertainty. To construct the average ensemble modelling uncertainty interval around the mean magnitude of change for a given hydrological indicator, equation (3) was modified to equation (7) which encompasses both hydrological parameters and CME uncertainties.
where δ ÁvðmÞ is the root mean square difference for the element m (month or FDC percentile), N is the total number of climate models, J is the total number of 'behavioural' hydrological model simulations (or total number of FF-NN simulations), Áv ijðmÞ is the relative change in the hydrological indicator for the element m from the jth simulation driven by the ith climate model, and Áv ðmÞ is the mean relative change in the hydrological indicator for the element m from all the J simulations and all the N climate models. Thus, the average ensemble modelling uncertainty interval around the magnitude of change for a given hydrological element m was defined by Áv ðmÞ ±δ ÁvðmÞ . Because the aim in developing the ANN was to reproduce the SWAT 'behavioural' simulations as consistently as possible, and because it was not possible to get satisfactory results by using only one single FF-NN for all the 'behavioural' simulations, a FF-NN was developed and trained for each single SWAT 'behavioural' simulation. The FF-NNs had the same structures (Fig. 3 ) but differed in their parameter values (weights and biases). Subsequently, they were forced with the climate models to allow us: first, to assess the projected change in monthly runoff and 30-year daily FDC; second, to quantify the overall prediction uncertainty; and, third, to partition this overall prediction uncertainty into hydrological and climate model uncertainties.
Results and discussions
Performances of the CME
Before assessing the impact of climate change on the hydrological regime of the Chiba catchment, the performances of the climate models in reproducing historical climatic conditions were assessed. The CME predictions for the average monthly cumulative precipitation (P) and mean monthly temperature (T) for the reference period were compared to the records of the climate station of the Chiba catchment. The results plotted in Fig. 4 clearly show that the observed P is mostly bracketed within the 25th and 75th percentiles of the CME prediction intervals, indicating that climate models have good skills in reproducing the actual P in the Chiba catchment. The temporal variability and seasonality of the observed P were also well simulated by the climate models for the historical period. There was also a good agreement between the annual measured (450 mm) and predicted (405 mm) cumulative P, with an overall prediction error of about 10%. However, the bias between the observations and predictions was larger in the wet season (October-April) than in the dry season (May-September), reflecting higher inter-climate model variability. For temperature, there was better consistency across the climate models in reproducing both magnitude and seasonality of the recorded values for the reference period in the Chiba catchment (Fig. 4) . The measured T values are within the first and the third quartiles of the CME prediction, showing that climate models are better predictors for actual temperature than precipitation.
Projected change in precipitation and temperature
The CME projected a decrease in P across all the year for the future period 2041-2070 with respect to the baseline time period (Fig. 5) . The decrease in P is likely to be more pronounced during the dry months Figure 4 . Comparison of CME predictions and Chiba climatic station records of average cumulative monthly precipitation and average monthly temperature for the reference period . The boxplots are the CME predictions where the central line is the median, the edges of the box are the 25th and 75th percentiles, the whiskers extend to the most extreme data points, without outliers, and outliers are plotted individually. Circles refer to the measured values. Figure 5 . Projected changes in the average cumulative monthly precipitation and average monthly temperature as predicted by the climate multi-model ensemble for the future period with respect to the reference period. The black line with black dots refers to the CME mean of change and the grey shaded area refers to the CME predicted average uncertainty interval around the mean of change.
(May-September) than during the wet months (October-April). The P was expected to diminish in the future by ranges of −18% to −20% in summer, −17% to −4% in winter, −22% to −14% in autumn and −18% to −13% in spring. On an annual basis, the average decrease is likely to range between −19% and −14%, leading to an average cumulative annual P ranging between 365 and 387 mm in the 2050s in comparison to the baseline mean annual value of 450 mm. The fact that the CME uncertainty prediction interval is below the reference line reflects the agreement of the climate models on the sign of change in P in the future. In contrast, the CME uncertainty interval reflects the inter-climate model variability and structural uncertainty in the projected magnitude of the change in P. The uncertainty interval of the CME prediction is wider in the wet period than in the dry period (Fig. 5 ). For T, CME projected a general tendency towards warmer conditions in the future over the Chiba catchment. In contrast to precipitation, the CME prediction uncertainty increases when moving from the wet to the dry months, with the largest uncertainty being predicted during the summer months (June, July and August). The absolute change in temperature varies between 0.5 and 3.6°C, with an average value of +2.5°C during the dry period, and between 0.8 and 3°C, with an average increase in reference temperature of 1.72°C during the wet period. These results are in line with the general consensus in the literature that the Mediterranean region will undergo a general tendency towards a drier and warmer climate (IPCC 2007 , Giorgi and Lionello 2008 , García-Ruiz et al. 2011 , Schneider et al. 2013 ).
Hydrological parameter uncertainty: performance of the FF-NNs
The assessment of the performance of the SWAT model in simulating the observed daily discharge of the Chiba catchment as well as its associated parameter uncertainty was presented and discussed in detail in Sellami et al. (2013b) . SWAT parameter calibration and uncertainty analysis were conducted simultaneously using the GLUE approach. The reported NS and R 2 values were higher than 0.5 and 0.80, respectively, for the calibration time period of 2000-2010. Based on the threshold of NS ≥ 0.5, 'behavioural' SWAT model parameter sets were identified and subsequently used as an ensemble to construct the 95% uncertainty confidence interval for the predicted discharge value. The focus of this section is on the assessment of the performances of the FF-NNs in mimicking the SWAT 'behavioural' simulations to overcome the computational cost of SWAT when combined with the different climate models, rather than considering the FF-NNs as typical hydrological models.
The skill of the FF-NNs in reproducing the SWAT 'behavioural' simulations based on NS and R 2 metrics is illustrated in Fig. 6 . The NS values range between 0.80 and 0.95, with an average value of 0.90, while the R 2 values range between 0.90 and 0.97, with an average value of 0.93. In addition, the FF-NNs are able to capture the temporal dynamic of the discharge as produced by the SWAT model (Fig. 7) . The graphical and the statistical investigations of these results reflect the good performance of the FF-NNs in approximating the SWAT model daily simulations of the Chiba catchment discharge. Whilst the results of the FF-NN are good, additional uncertainty can arise from the parameterization, structure and the training of the ANNs. For instance, it is possible that different weights derived from the training of the FF-NN lead to similar acceptable simulations. Therefore, there was a need to quantify this additional uncertainty for an appropriate use of the FF-NN in further analyses and unbiased comparison of hydrological and climate model uncertainties. In other words, the developed FF-NN should be able to replicate the prediction uncertainty interval of the SWAT model. Figure 8 compares the uncertainty interval of the SWAT model and that derived from the FF-NN ensemble in terms of FDCs. Graphically, there is a good resemblance between the FF-NN and the SWAT simulations in both shape and uncertainty interval of the predicted FDC. In addition, the mean FDC as derived by the FF-NN ensemble is quite similar to the one derived by the SWAT 'behavioural' simulations ensemble. Figure 9 shows the percentage deviation in the standardized width of the uncertainty interval for each 10% FDC percentile predicted by the FF-NN from these predicted by SWAT. The FF-NN produce very similar uncertainty intervals widths across the entire FDC percentiles to those produced by the SWAT model, with very low additional uncertainty (less than 5%). These results suggest that the developed FF-NNs have good performance in approximating the SWAT model simulations in the Chiba catchment as well as its uncertainty interval with negligible additional errors. Hence, their benefits in terms of rapid execution time, data parsimony and ease of use can be reliably exploited in this study. Similar conclusions were also reported by Zhang et al. (2009) .
3.3.1 Projected change in catchment runoff under climate models and hydrological parameter uncertainty Predicted runoff in the Chiba catchment for the reference and future periods as well as its projected relative change and uncertainty prediction are given in Fig. 10 . The predicted runoff magnitudes in the future period are more uncertain than those in the reference period ( Fig. 10(a) ). This predicted uncertainty is translated into large uncertainty in the projected relative change in runoff (Fig. 10(b) ). The average projected decrease in catchment runoff is −34.45% and −39% for the wet and dry periods, respectively. However, given the large uncertainty these values can range between −11.5% and −57.4%, and between −27.85% and −50.3%, respectively. On an annual basis, the Chiba catchment is likely to lose between −25% and −48% of its annual reference runoff which was estimated as between 25 and 58 mm. The aforementioned ranges of the projected relative change values revealed that larger uncertainty was projected in the wet period in comparison to the dry period. To illustrate the role of different uncertainty sources on the ensemble modelling uncertainty, the probability density functions (pdfs) of the relative change in runoff for each individual climate model as driven by the ensemble of the FF-NNs are plotted in Fig. 11 . The figure shows that the pdfs of climate models are quite similar to each other in the dry months indicating that the average ensemble modelling uncertainty is mainly dominated by hydrological parameter uncertainty. However, the pdfs in the wet period months are different in shape and width reflecting the domination of climate model uncertainty. The comparison between Figs 11 and 10 shows that uncertainty in the projected relative change in runoff as derived from each climate member is larger than the average uncertainty interval of the multimodel ensemble. This is consistent with the findings of Knutti (2010) , who showed that ensemble mean uncertainty interval may not resemble those of any single model. This difference could be due to the simple mean approach used to construct the average uncertainty interval. As this approach was based on equally weighting all models regardless of their performance in simulating historical data, it could be sensitive to the performance of each model and to its deviation from the multi-model ensemble mean. For instance, 'poor' models or predictions which might be considered as outliers could induce large shifts in the ensemble mean value.
Projected change in daily flow duration curve (FDC)
To assess the projected change in the daily discharge of the Chiba catchment and its associated uncertainty, results are presented and discussed for the three conceptual FDC segments corresponding to high, medium and low flows. These were constructed from flow percentiles lower than 10%, between 10% and 50% and higher than 50%, respectively. High flows, which most often were caused by intense rainstorms in the Chiba catchment, are likely to experience a decrease in the future with an average value of −38%. However, they are affected with the largest uncertainty (Fig. 12) . The uncertainty of the climate models in predicting heavy rainfall events could be behind the large uncertainty in flood prediction. Furthermore, high flows uncertainty closely follows the projected uncertainty in monthly runoff change which was found to be larger in the wet period than in the dry period. Changes in medium flows are projected to range between −11% and −27%, with an average of −19% with respect to the reference period. The predicted uncertainty of the average change in medium flows is smaller than that of high flows. This is because medium flows are more dependent on soil moisture conditions, land use/cover characteristics and other basin properties, than on direct climate influence. From the ensemble modelling results, the projected decrease in low flows fluctuates between −37% and −11%, with an average of −24% with respect to the reference period. Reduction in the low flows could be related to several factors including reduction in precipitation and increase in temperature during the dry period. However, uncertainty in low flow prediction was mainly caused by hydrological model parameter uncertainty, as demonstrated by the pdfs for the dry period. Indeed, Sellami et al. (2013a) showed that the SWAT model had limited performance and large uncertainty in low flow simulation in the Chiba catchment. They also indicated that, besides parameter uncertainty, other factors including discharge data uncertainty and the objective function of NS could have an important role in decreasing the hydrological model performance for low flow simulations. These statements were also confirmed by the findings of Wilby and Harris (2006) .
Uncertainty sources decomposition
The ensemble modelling uncertainty in catchment runoff and FDC was decomposed into hydrological model parameter and CME uncertainty by fractioning the total ensemble modelling variance according to:
where FMPU is the fraction of total ensemble modelling variance, δ 2 ÁvðmÞ (equation (7)), explained by the hydrological model parameter variance, δ 2 MPðmÞ for the element m (m can be a month or a FDC percentile), calculated using:
where δ 2 MPðmÞ is the variance of the hydrological model parameters, and Áv jðmÞ is the mean relative change of the climate model ensemble for the hydrological model parameter set simulation j. Figure 13 illustrates the fraction of the ensemble modelling variance explained by the hydrological model parameter variance based on the monthly runoff and FDC projected results. The runoff uncertainty decomposition revealed that hydrological model parameter uncertainty contributed by 55-93% to the ensemble modelling uncertainty in the dry period ( Fig. 13(a) ). Conversely, more than 85% of the modelling uncertainty was explained by uncertainty of the CME during the wet period. About 87%, 37% and 16% of the ensemble modelling uncertainty in high, medium and low flows, respectively, was originating from the climate models ( Fig. 13(b) ). These results clearly show that uncertainty in the projected precipitation is the major contributor to high flow uncertainty in the wet period, while in the dry period, hydrological parameter uncertainty plays a major role in low flow uncertainty prediction. The results are also consistent with previous analyses showing that uncertainty in runoff projections due to climate model uncertainty prevailed over parametric uncertainty in the wet period.
Conclusion
The conjunctive use of an ensemble of four climate models with different parameterizations of the hydrological SWAT model mimicked through the use of a FF-NN model offered the possibility to assess the projected changes in runoff and daily discharge (FDC) and their uncertainty in the Chiba catchment. The combined effect of the projected decrease in precipitation and increase in temperature is likely to induce a reduction in catchment runoff and discharge for the 2050s in comparison to the baseline period of 1971-2000. The projected changes in both hydrologic indicators were more uncertain in the wet months than in the dry months. The decomposition of this uncertainty showed that climate model uncertainty prevailed over hydrological parameter uncertainty during the wet period, while during the dry period hydrologic uncertainty became more important. Thus, the large uncertainty in runoff and high flows during the wet period could be attributed to uncertainty in climate model signals, whereas uncertainty in runoff and low flows in the dry period could mainly be attributed to the uncertainty in the hydrological model parameters. Of course the latter statements do not exclude the effects of others sources of uncertainties (e.g. GCMs downscaling, bias correction, inputs and hydrological model structural uncertainties) that were not explicitly considered in this study due to the lack of data and to the complexity of such a task. Whilst the approach and the results of the present paper are without precedent for the Chiba catchment and constitute an important starting point for a comprehensive assessment of uncertainty in hydrological climate change impacts, the interpretations and conclusions should be considered within the spectrum of the modelling choices and assumptions made here. Nevertheless, the approach developed in this paper can be easily replicated elsewhere, not only to assess uncertainty associated with climatic change impacts but also to discriminate between sources of uncertainty which is a key issue to guide further model development and improvement.
The assessment of uncertainty in the hydrological impacts of climatic change remains a difficult task and numerous open issues need to be addressed in the future. These are related to the selection of the appropriate climate and hydrological model members in the ensemble-multi-model approach, to the approach to derive and to construct an uncertainty interval that combing all possible uncertainty sources, including also human influences on water resources.
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