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し し３つの条件から最終的に得られた結果は，線形性の仮説と一致せず，(xˆ0−Xˆ0)2k+1, (k =
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相互作用後の粒子とプローブの位置演算子 xˆt，Xˆtが，相互作用前 それらの位置演算子 xˆ0，
Xˆ0の線形結合で与えられるという線形性 仮説を証明し ．その際に位置の 装置が満たさ
なければならないと考えた条件は次の４つである．　測定結果は一意的に決定されなければな
らない．　粒子とプローブの相互作用は運動量を保存しなければならない．　粒子とプローブ











xˆt = Xˆ0 + α (xˆ0 − Xˆ0), (1)
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論文 は，相互作用後の粒子とプローブ 位置演算子は，相互作用前 それら 位置演算子 xˆ0，
Xˆ0の線形結合で与えられるという線形性の仮説
xˆt = Xˆ0 + α1(xˆ0 − Xˆ0), (1)
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した．時間発展演算子によって 後 粒子とプローブの位置演算子 xˆt，Xˆtが決まる．前
論文では，相互作用後の粒子とプローブ 位置演算子は，相互作用前のそれらの位置演算子 xˆ0，
Xˆ0の線形結合で与えられるという線形性の仮説
xˆt = Xˆ0 + α1(xˆ0 − Xˆ0), (1)
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相互作用後の粒子とプローブの位置演算子 xˆt，Xˆtが，相互作用前のそれらの位置演算子 xˆ0，
Xˆ0の線形結合で与えられるという線形性の仮説 証明 た．そ 際 位置 測定装置が満たさ
と考えた条件は次の４つである．　 結果は一意的に決定されなければな
らない．　粒子とプローブの相互作用は運動量を保存しなければならない．　粒子とプローブ







前論文１）で位置の測定装置 おける対象粒子とプローブの時間発展演算子 Uˆ について考察
した．時間発展演算子によって相互作用後 粒 とプローブ 位置演算子 xˆt，Xˆtが決まる．前
論文では，相互作用後の粒子とプローブの位置演算子は，相互作用前のそれらの位置演算子 xˆ0，
Xˆ0の線形結合で与えられるという線形性の仮説
xˆt = Xˆ0 + α1(xˆ0 − Xˆ0), (1)
Xˆt = Xˆ0 + β1(xˆ0 − Xˆ0) (2)
が， 置 の場合には，すべての相互作用で成立しているこ を証明しよ
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しかし３つの条件から最終的に得られた結果は，線形性の仮説と一 (xˆ0−Xˆ0)2k+1, (k =
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か ３つの条件から最終 結果は，線形性の仮説と一致せず，(xˆ0−Xˆ0)2k+1, (k =

























を考える．このとき対象粒子とプローブからなるシステムの測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステムの状態は
Uˆ |x0, X0〉 = |f(x0, X0), g(x0, X0)〉 (3)
とならなければならない．ここで Uˆはシステムの時間発展演算子であり、テンソル積 |x0〉⊗|X0〉




らない．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0)の値と x0
の値が１対１に対応していなければならない．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
xt = f(x0, X0), Xt = g(x0, X0) (4)
とすると，
xˆt ≡ Uˆ−1xˆ0Uˆ = f(xˆ0, Xˆ0), Xˆt ≡ Uˆ−1Xˆ0Uˆ = g(xˆ0, Xˆ0) (5)
が以下に示すように成立する:
式 (3)を用いると
xˆt|x0, X0〉 = Uˆ−1xˆ0Uˆ |x0, X0〉 = Uˆ−1xˆ0|f(x0, X0), g(x0, X0)〉
= Uˆ−1f(x0, X0)|f(x0, X0), g(x0, X0)〉 = f(x0, X0)|x0, X0〉.
任意の |x0, X0〉に対して上の式が成立するから，xˆt = f(xˆ0, Xˆ0)．同様に任意の |x0, X0〉に対し
て Xˆt|x0, X0〉 = g(x0, X0)|x0, X0〉が成立するから，Xˆt = g(xˆ0, Xˆ0)．QED
逆に xˆt = f(xˆ0, Xˆ0)，Xˆt = g(xˆ0, Xˆ0)のとき，式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義することと，相互作用後の位置演算子 xˆt，Xˆtを xˆ0と Xˆ0のみの関数と考
えることは，物理的に同じことと考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X0)と g(x0, X0)がわかれば，相互作用後の















を考える．このとき対象粒子とプローブからなるシステムの測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステムの状態は
Uˆ |x0, X0〉 = |f(x0, X0), g(x0, X0)〉 (3)
とならなければならない．こ で Uˆはシステムの時間発展演算子であり、テンソル積 |x0〉⊗|X0〉




らない．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0)の値と x0
の値が１対１に対応していなければならない．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
xt = f(x0, X0), Xt = g(x0, X0) (4)
とすると，
xˆt ≡ Uˆ−1xˆ0Uˆ = f(xˆ0, Xˆ0), Xˆt ≡ Uˆ−1Xˆ0U = g(xˆ0, Xˆ0) (5)
が以下に示すように成立する:
式 (3)を用いると
xˆt| 0, X0〉 = Uˆ−1xˆ0Uˆ |x0, X0〉 = Uˆ−1xˆ0|f(x0, X0), g(x0, X0)〉
= Uˆ−1f(x0, X0)|f(x0, X0), g(x0, X0)〉 = f(x0, X0)|x0, X0〉.
任意の |x0, X0〉に対して上の式が成立するから，xˆt = f(xˆ0, Xˆ0)．同様に任意の |x0, X0〉に対し
て Xˆt|x0, X0〉 = g(x0, X0)|x0, X0〉が成立するから，Xˆt = g(xˆ0, Xˆ0)．QED
逆に xˆt = f(xˆ0, Xˆ0)，Xˆt = g(xˆ0, Xˆ0)のとき，式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義すること ，相互作用後の位置演算子 xˆt，Xˆtを xˆ0と Xˆ0のみの関数と考
えることは，物理的に同じこと 考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X0)と g(x0, X0)がわかれば，相互作用後の





に対してこ 条件が成立 なければなら い．
本論文では条件　， と 時間発展演算子 Uˆ のユニタリ性，及び　 xˆ0の測定 (x0)は対








を考える．このとき対象粒子とプローブからなるシステムの測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステムの状態は
Uˆ |x0, X0〉 = |f(x0, X0), g(x0, X0)〉 (3)
となら ければなら い．ここで Uˆはシステムの時間発展演算子であり、テンソル積 |x0〉⊗|X0〉




らない．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0)の値と x0
の値が１対 に対応していなければなら い．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
xt = f(x0, X0), Xt = g(x0, X0) (4)
とすると，
xˆt ≡ Uˆ−1x0Uˆ = f(xˆ0, Xˆ0), Xˆt ≡ Uˆ−1Xˆ0Uˆ = g(xˆ0, Xˆ0) (5)
が以下に示すように成立する:
式 (3)を用いると
xˆt|x0, X0〉 = Uˆ−1x0Uˆ |x0, X0〉 = Uˆ−1x0|f(x0, X0), g(x0, X0)〉
= Uˆ−1f(x0, X0)|f(x0, X0), g(x0, X0)〉 = f(x0, X0)|x0, X0〉.
任意の |x0, X0〉に対して上の式が成立するから，xˆt = f(xˆ0, Xˆ0)．同様に任意の |x0, X0〉に対し
て Xˆt|x0, X0〉 = g(x0, X0)|x0, X0〉が成立するから，Xˆt = g(xˆ0, Xˆ0)．QED
逆に xˆt = f(xˆ0, Xˆ0)，Xˆt = g(xˆ0, Xˆ0)のとき，式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義することと，相互作用後の位置演算子 xˆt，Xˆtを xˆ0と Xˆ0のみ 関数と考
えることは，物理的に同じことと考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X0)と g(x0, X0)がわかれば，相互作用後の
粒子とプローブの位置演算子 xˆt，Xˆtをもとめることができる．また任意の |x0〉と |X0〉に対し
2
は対象粒子の初期波動関数
ければならないと う条件を課すことによって， 説が証明できる いうことを示
唆していた．対象粒子の状態を測 前に想定することはできないか 任意の初期状態
に対してこの条件が成立し ければならない．









を考える．このとき対象粒子とプローブからなるシステム 測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステムの状態は
Uˆ |x0, X0〉 = |f(x0, 0), g(x0, X0)〉 (3)
となら ければならない．ここで Uˆはシステムの時間発展演算子であり、テンソル積 |x0〉⊗|X0〉
を |x0, X0〉と簡略してかいた．また |x0〉と |X0〉はそれぞれ測定前の対象粒子とプローブの位
置演算子 x と Xˆ0の固有ベクトルである．
式 (3)の右辺 一般には状態ベクトルの重ね合わせになるが，前論文で説明したように，測
定結果は一意的に決定され ければならないという条件により，右辺は１項のみで ければな
らない．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0)の値と x0
の値が１対１に対応してい ければならない．
式 (3)の関数 f(x0, X )と g(x0, X0)を
xt = f(x0, X0), Xt = g(x0, X0) (4)
とすると，
ˆt ≡ Uˆ−1 Uˆ = f(xˆ0, Xˆ0), t ≡ Uˆ−1Xˆ0Uˆ = g(xˆ0, Xˆ0) (5)
が以下に示すように成立する:
式 (3)を用いると
xˆt|x0, X0〉 = Uˆ−1xˆ0Uˆ |x0, X0〉 = Uˆ−1xˆ0|f(x0, 0), g(x0, X0)〉
= Uˆ−1f( 0, )|f(x0, 0), g(x0, X )〉 = f(x0, 0)|x0, X0〉.
任意の |x0, X0〉に対して上の式が成立するから，xˆt = f(xˆ0, Xˆ0)．同様に任意の |x0, X0〉に対し
て Xˆt|x0, X 〉 = g(x0, 0)|x0, X0〉が成立するから，Xˆt = g(xˆ0, Xˆ0)．QED
逆に xˆt = f(xˆ0, 0)，Xˆt = g(xˆ0, Xˆ0)のとき，式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義することと，相互作用後の位置演算子 xˆt，Xˆtを x と Xˆ0のみの関数と考
えることは，物理的に同じことと考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X )と g(x0, X0)がわかれば，相互作用後の


















を考える．このとき対象粒子とプローブからなるシステムの測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステムの状態は
Uˆ |x0, X0〉 = |f(x0, X0), g(x0, X0)〉 (3)
とならなければならない．ここで Uˆはシステムの時間発展演算子であり、テンソル積 |x0〉⊗|X0〉




らない．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0)の値と x0
の値が１対１に対応していなければならない．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
xt = f(x0, X0), Xt = g(x0, X0) (4)
とすると，
xˆt ≡ Uˆ−1xˆ0Uˆ = f(xˆ0, Xˆ0), Xˆt ≡ Uˆ−1Xˆ0Uˆ = g(xˆ0, Xˆ0) (5)
が以下に示すように成立する:
式 (3)を用いると
xˆt|x0, X0〉 = Uˆ−1xˆ0Uˆ |x0, X0〉 = Uˆ−1xˆ0|f(x0, X0), g(x0, X0)〉
= Uˆ−1f(x0, X0)|f(x0, X0), g(x0, X0)〉 = f(x0, X0)|x0, X0〉.
任意の |x0, X0〉に対して上の式が成立するから，xˆt = f(xˆ0, Xˆ0)．同様に任意の |x0, X0〉に対し
て Xˆt|x0, X0〉 = g(x0, X0)|x0, X0〉が成立するから，Xˆt = g(xˆ0, Xˆ0)．QED
逆に xˆt = f(xˆ0, Xˆ0)，Xˆt = g(xˆ0, Xˆ0)のとき，式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義することと，相互作用後の位置演算子 xˆt，Xˆtを xˆ0と Xˆ0のみの関数と考
えることは，物理的に同じことと考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X0)と g(x0, X0)がわかれば，相互作用後の






本論文では条件　，　と　時間発展演算子 Uˆ のユニタリ性，及び　 xˆ0の測定誤差 (x0)は対








を考える．こ とき対象粒子とプローブからなるシステムの測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステムの状態は
Uˆ |x0, X0〉 = |f(x0, X0), g(x0, X0)〉 (3)
とならなければならない．ここで Uˆはシステムの時間発展演算子であり、テンソル積 |x0〉⊗|X0〉
を |x0, X0〉と簡略してかいた．また |x0〉と |X0〉はそれぞれ測定前の対象粒子とプローブの位
置演算子 xˆ0と Xˆ0 固有ベクトルである．
式 (3)の右辺は一般には状態ベクトルの重ね合わせになるが 前論文で説明したように，測
定結果は一意的に決定されなければならないという条件により，右辺は１項のみでなければな
らない．また Xˆtの測定値 g(x0, X0)か x0の値を測定するために、関数 g(x0, X0)の値と x0
の値が１対１に対応していなければならない．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
xt = f(x0, X0), Xt = g(x0, X0) (4)
とすると，
xˆt ≡ Uˆ−1xˆ0Uˆ = f(xˆ0, Xˆ0), Xˆt ≡ Uˆ−1Xˆ0Uˆ = g(xˆ0, Xˆ0) (5)
が以下に示すように成立する:
式 (3)を用いると
xˆt|x0, X0〉 = Uˆ−1xˆ0Uˆ |x0, X0〉 = Uˆ−1xˆ0|f(x0, X0), g(x0, X0)〉
= Uˆ−1f(x0, X0)|f(x0, X0), g(x0, X0)〉 = f(x0, X0)|x0, X0〉.
任意の |x0, 0〉に対して上の式が成立するから，xˆt = f(xˆ0, Xˆ0)．同様に任意の |x0, X0〉に対し
て Xˆt|x0, X0〉 = g(x0, X0)|x0, X0〉が成立するから，Xˆt = g(xˆ0, Xˆ0)．QED
逆に xˆt = f(xˆ0, Xˆ0)，Xˆt = g(xˆ0, Xˆ0)のとき，式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義すること ，相互作用後の位置演算子 xˆt，Xˆtを xˆ0と Xˆ0のみの関数と考
えることは，物理的に同じことと考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X0)と g(x0, X0)がわかれば，相互作用後の


















を考える．このとき対象粒子とプローブからなるシステムの測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステムの状態は
Uˆ |x0, X0〉 = |f(x0, X0), g(x0, X0)〉 (3)
とならなければならない．ここで Uˆはシステムの時間発展演算 であり、テンソル積 |x0〉⊗|X0〉




らない．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0)の値と x0
の値が１対１に対応していなければならない．
式 (3)の関数 f(x ,X0)と g(x0, X0)を
xt = f(x0, X0), Xt = g(x0, X0) (4)
とすると，
xˆt ≡ Uˆ−1xˆ0Uˆ = f(xˆ0, ˆ0), Xˆt ≡ Uˆ−1Xˆ0Uˆ = g(xˆ0, Xˆ0) (5)
が以下に示すように成立する:
式 (3)を用いると
xˆt|x0, X0〉 = Uˆ−1xˆ0Uˆ |x0, X0〉 = Uˆ−1xˆ0|f(x0, X0), g(x0, X0)〉
= Uˆ−1f(x0, X )|f(x0, X0), g(x0, X0)〉 = f(x0, X0)|x0, X0〉.
任意の |x0, X0〉に対して上の式が成立するから，xt = f(xˆ0, Xˆ0)．同様に任意の |x0, X0〉に対し
て Xˆt|x0, X0〉 = g(x0, X0)|x0, X0〉が成立するから，Xˆt = g(xˆ0, Xˆ0)．QED
逆に xˆt = f(xˆ0, Xˆ0)，Xˆt = g(xˆ0, Xˆ0)のとき 式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義することと，相互作用後の位置演算子 xˆt，Xˆtを xˆ0 Xˆ0のみの関数と考
えることは，物理的に同じことと考えられる．
式 (5)を見ればわかるように，式 (3) 関数 f(x0, X0)と g(x0, X0)がわかれば，相互作用後の

















を考える．このとき対象粒子とプローブからなるシステムの測定前の状態 |x0〉 ⊗ |X0〉とする
と，測定後のシステムの状態は
Uˆ |x0, X0〉 = |f(x0, X0), g(x0, X0)〉 (3)
とならなければならない．ここで Uˆはシステムの時間発展演算子であり、テンソル積 |x0〉⊗|X0〉




らない．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0)の値と x0
の値が１対１に対応していなければならない．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
xt = f(x0, X0), Xt = g(x0, X0) (4)
とすると，
xˆt ≡ Uˆ−1xˆ0Uˆ = f(xˆ0, Xˆ0), Xˆt ≡ Uˆ−1Xˆ0Uˆ = g(xˆ0, Xˆ0) (5)
が以下に示すように成立する:
式 (3)を用いると
xˆt|x0, X0〉 = Uˆ−1xˆ0Uˆ |x0, X0〉 = Uˆ−1xˆ0|f(x0, X0), g(x0, X0)〉
= Uˆ−1f(x0, X0)|f(x0, X0), g(x0, X0)〉 = f(x0, X0)|x0, X0〉.
任意の |x0, X0〉に対して上の式が成立するから，xˆt = f(xˆ0, Xˆ0)．同様 任意の |x0, X0〉に対し
て Xˆt|x0, X0〉 = g(x0, X0)|x0, X0〉が成立するから，Xˆt = g(xˆ0, Xˆ0)．QED
逆に xˆt = f(xˆ0, Xˆ0)，Xˆt = g(xˆ0, Xˆ0)のとき，式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義することと，相互作用後の位置演算子 xˆt，Xˆtを xˆ0と Xˆ0のみの関数と考
えることは，物理的に同じことと考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X0)と g(x0, X0)がわかれば，相互作用後の











対象粒子が 部であるプローブ（probe）と時刻 0で相互作用を始め，時刻 tに相
互作用を終える．測定前 プローブ 位置を ，相互作用を終えた直後にプローブ
の位置を別の測定装置によって測定し，その測定値から対象粒子 位置の 測する．そ
の際プローブ 位置の測 は誤差 0でお なう とができること，またその測定が粒子の運動
量を擾乱することがないと仮定されてい ．x軸上を粒子とプローブが運動する１次元の問題
を考え ．このとき対象粒子とプローブからなるシステムの測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステムの状態は
Uˆ |x0, X0〉 = |f(x0, X0), g( 0, 0)〉 (3)
とならなければならない ここで Uˆはシステムの時間発展演算子であり、テンソル積 |x ⊗|X0〉
を |x0, X0〉と簡略してかい ．また |x0〉と |X0〉はそれぞれ測定前の対象粒子とプローブの位
置演算子 xˆ0と Xˆ0 固有 である．
式 (3)の右辺は一般には状態ベクトルの重ね合わせになるが，前論文で説明したように，測
定結果は一意的 決定さ なければならないという条件により，右辺は１項のみでなければな
らない．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0)の値と x0
の値が１ １に対応していなければならない．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
xt = f(x0, X0), Xt = g(x0, X0) (4)
すると，
xˆt ≡ −1xˆ0Uˆ = f( 0, ˆ0), Xˆt ≡ ˆ−1 0Uˆ = g(xˆ0, Xˆ0) (5)
が以下に示すように成立する:
式 (3)を用いると
xˆt|x0, X0〉 = −1xˆ0Uˆ |x0, X0〉 = Uˆ−1xˆ0|f(x0, X0), g( 0, 0)〉
= Uˆ−1f(x0, X0)| , 0 , g( 0, 0)〉 = f(x0, X0)|x0, X0〉.
任意の |x0, X0〉に対して上の式が成立するから，xˆt = f(x0, Xˆ0)．同様に任意の |x0, X0〉に対し
て ˆt|x0, X0〉 = g(x0, X0)|x0, X0〉が成立するから Xˆt = g(xˆ0, Xˆ0)．QED
逆に xˆt = f(x0, Xˆ0)，Xˆt = g(xˆ0, Xˆ0) とき，式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義することと，相互作用後の位置演算子 xˆt，Xˆtを 0と Xˆ0のみの関数と考
えることは，物理的に同じことと考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X0)と g(x0, X0)がわかれば，相互作用後の





なければ らないという条件を課すこと よって，線形性の仮説が証明できるというこ を示
唆していた．対象粒子 状態を測定前に想 することはできないから，粒子の任意の初期状態
に対してこの 件が成立しなければ らない．








量 擾乱する とがない 仮定されてい ．x軸上を粒子とプローブが運動する１次元の問題
を考える．こ とき対象粒子とプローブからなるシステムの測定前 状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステムの状態は
Uˆ |x0, X0〉 = |f(x0, X0), g(x0, X0)〉 (3)
とならなけ Uˆはシステムの時間発展演算子であり、テンソル積 |x0〉⊗|X0〉
を | , X0〉と簡略してかいた．また |x と |X0〉はそれぞれ測定前の対象粒子とプローブの位
置演算子 xˆ0と Xˆ0の固有 である．
式 (3)の右辺は一般に 状態ベクトルの重ね合わせになるが，前論文で説明したように，測
定結果は一意的に決定されなければ らないという条件により，右辺は１項のみでなければ
らない．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0)の値と x0
の値が１対１に対応していなければ らない．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
t = f(x0, 0), Xt = g(x0, X0) (4)
とすると，
xˆt ≡ Uˆ−1xˆ0Uˆ = f(xˆ0, Xˆ0), Xˆt ≡ Uˆ−1Xˆ0Uˆ = g(xˆ0, Xˆ0) (5)
が以下に示すように成立する:
式 (3)を用いると
xˆt|x0, X0〉 = Uˆ−1xˆ0Uˆ |x0, X0〉 = Uˆ−1xˆ0|f(x0, X0), g(x0, X0)〉
= Uˆ−1f(x0, X0)|f(x0, X0), g(x0, X0)〉 = f( , )|x0, X0〉.
任意の |x0, 0〉に対して上の式 t f(x0, ˆ0) 同様に任意の |x0, X0〉に対し
て Xˆt|x0, X0〉 = g( , )| , 〉が成立するから，Xˆt = g(xˆ0, Xˆ0)．QED
逆に t = f(xˆ0, Xˆ0)，Xt = g(xˆ0, Xˆ0)のとき，式 (3)が成立するこ がわかる．注１）すなわ
ち式 (3)で Uˆ を定義するこ と，相互作用後の位置演算子 xˆt，Xˆtを xˆ0と Xˆ0のみの関数と考
えることは，物理的 同じことと考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X0)と g(x0, X0)がわかれば，相互作用後の
粒子とプローブの位置演算子 xˆt，Xˆtをもとめるこ ができる．また任意の |x と |X0〉に対し
2
，
なければ らないという条件を課すことによって，線形性の仮説が証明できると う を示
唆していた．対象粒子の状態を測定前に想 することはできないから，粒子の任意の初期状態
に対してこの条件が成立しなければ らない．









を考える．このとき対象粒子とプローブからなるシステムの測定前 状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステムの状態は
Uˆ |x0, X0〉 = |f(x ,X0), g(x0, X0)〉 (3)
とならなければならない．ここで Uˆはシステムの時間発展演算子であり、テンソル積 | 0〉⊗|X0〉
を |x0, X0〉と簡略してかいた．また |x0〉と |X0〉はそれぞれ測定前の対象粒子とプローブの位
置演算子 xˆ0と Xˆ0の固有ベクトルである．
式 (3)の右辺は一般に 状態ベクトルの重ね合わせになるが，前論文で説明したように，測
定結果は一意的に決定されなければ らないという条件により，右辺は１項 みで ければ
らない．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0) 値と x0
の値が１対１に対応していなければ らない．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
xt = f(x0, X0), Xt = g(x0, X0) (4)
とすると，
xˆt ≡ Uˆ−1 0Uˆ = f( , Xˆ0), Xˆt ≡ Uˆ−1 ˆ0Uˆ = g(xˆ , Xˆ0) (5)
が以下に示すように成立する:
式 (3)を用いると
xˆt|x0, X0〉 = Uˆ−1xˆ0Uˆ |x0, X0〉 = Uˆ−1xˆ0|f(x0, X0), g(x0, X0)〉
= Uˆ−1f(x0, X0)|f(x0, 0), g(x0, X0)〉 = f(x ,X0)|x0, X0〉.
任意の |x0, X0〉に対して上の式が成立するから，xˆt = f(xˆ0, Xˆ0)．同様に任意の |x0, 0〉に対し
て Xˆt|x0, X0〉 = g(x0, X0)|x0, X0〉が成立するから，Xˆt = g(xˆ0, Xˆ0)．QED
逆に xˆt = f(xˆ0, Xˆ0)，Xˆt = g(xˆ0, Xˆ0)のとき，式 (3)が成立することがわか ．注１）すなわ
ち式 (3)で Uˆ を定義することと，相互作用後の位置演算子 xˆt，Xˆtを xˆ0と Xˆ0のみの関数と考
えることは，物理的に同じことと考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X0)と g(x0, X0)がわかれば，相互作用後の












位置を別 装置によって し，その測定値から対象粒子の位置 定値を予測する．そ
際プローブの位置の測定は誤差 0でお なう できること，またそ 測定が粒子の運動
量を擾乱 いと仮定されている．x軸上を粒子とプローブが運動する１次元の問題
を考える．こ き対象粒子とプローブ テムの測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後 システムの状態は
Uˆ |x0, 〉 = |f(x0, X0), g(x0, X0)〉 (3)
と ければならない． こで Uˆはシステムの時間発展演算子であり、テンソル積 |x0〉⊗|X0〉
|x0, X0〉と簡略してかいた．また |x0〉と |X0〉はそれぞれ測定前の対象粒子とプローブの位
置演算子 xˆ0と Xˆ0の固有ベクトルであ ．
式 (3)の右辺は一般には状態ベクトルの重ね合わせになるが，前論文 説明したように，測
結果は一意的に決定され ければならないという条件 より，右辺は１項のみでなければな
らない．また Xˆtの測定値 g( , X0)から x0の値を測定するために、関数 g(x0, X0)の値と x0
が１対１に対応してい ければならない．
式 (3)の関数 f と g(x0, X0)を
xt f(x0, X0), t = g(x0, X0) (4)
とすると，
xˆt ≡ Uˆ−1xˆ0Uˆ = f(xˆ0, X0), Xt ≡ Uˆ−1 0Uˆ = g(xˆ0, Xˆ0) (5)
が以下 示 ように成立する:
式 (3)を用いると
ˆt|x0, X0〉 = | 0, 0〉 = Uˆ−1xˆ |f(x0, X0), g(x0, X0)〉
= Uˆ−1f(x0, X0)|f(x0, X0), g(x0, X0)〉 = f(x0, X0)|x0, X0〉.
任意の |x0, 0〉に対して上の式が成立するから，xt = f(xˆ0, Xˆ )．同様に任意の |x0, X0〉に対し
て ˆt| 0, 0〉 = g(x0, X0)|x0, X0〉が成立するから， t = g(xˆ0, Xˆ0)．QED
逆に xt = f(xˆ0, Xˆ0) t = g(xˆ0, Xˆ0)のとき，式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義するこ と，相互作用後の位置演算子 xˆt， tを xˆ0と Xˆ0のみの関数と考
え ことは 物理的に同じこ と考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f( 0, 0)と g(x0, 0)がわかれば，相互作用後の










Uˆ |x0, 〉 |f(x0, 0), g(x0, 0)〉 (3)
Uˆ |x0〉 | 0〉




t g(x0, 0) x0 g(x0, 0) x0
(3) f(x0, 0) g(x0, 0)
xt f(x0, 0), t g(x0, 0) (4)
t Uˆ
−1xˆ Uˆ f(xˆ0, Xˆ0), ˆt Uˆ−1 ˆ Uˆ g(xˆ0, ˆ0) (5)
:
(3)
xˆt|x0, 0〉 Uˆ−1xˆ0Uˆ |x0, 〉 Uˆ−1xˆ |f(x0, 0), g(x0, 0)〉
Uˆ−1f(x0, 0)|f(x0, 0), g(x0, )〉 f( 0, 0)|x0, 0〉.
|x0, 0〉 xˆt f(xˆ0, ˆ0) |x0, 0〉
ˆ
t|x , 〉 g(x0, 0)|x0, 0〉 ˆt g(xˆ0, ˆ0) E
xˆt f(xˆ0, ˆ0) ˆt g(xˆ0, ˆ0) (3) 注１）
(3) Uˆ xˆt ˆt xˆ0と ˆ0
(5) (3) f(x , 0) g(x0, 0)
xˆt ˆt |x0〉 | 0〉
2
と
ければなら いと う条件 課す によって，線形性の仮説が証明できる いうことを示
唆していた．対象粒子の状態を測 前に想定することはできないから，粒子の任意の初期状態
に対してこの条件が成立し ければなら い．
本論文では条件 ， と 時間発展演算子 Uˆ のユニタリ ，及び　 xˆ0の測定誤差 (x0)は対
象粒子の初期波動関数 φ0(x0) 依存してはなら いと う条件から線形性の仮説を導出する．
更に条件　の代わりに条件　を要請したときにも，線形性の仮説を導出できることを示す．
2 位置測定における時間発展演算子 Uˆ
対象粒子が測定装置 一部であるプローブ（probe）と時刻 0で相互作用を始め，時刻 tに相
互作用を終える．測定前にプローブ 位置を測定しておき，相互作用を終えた直後にプローブ
を別の測定装置によって測定し，その測定値から対象粒子の位置の測定値を予測する．そ
の際プロー 位置の 0でおこなうことができること，またそ 測定が粒子の運動
量を擾乱するこ がな と仮定さ ．x軸上を ブが運動 １次元の問題
を考える．このとき対象粒子とプローブからなるシステム 測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステム 状態は
Uˆ |x0, X 〉 = |f(x0, X ), g(x0, X )〉 (3)
となら ければなら い ここで Uˆ システムの時間発展演算 であり、テンソル積 |x0〉⊗|X0〉
を | 0, X 〉と簡略してかいた．また |x0〉 |X0〉はそれぞ 測定前の対象粒子とプローブの位
置演算子 xˆ0と Xˆ0の固有 である．
式 (3)の右辺 一般には状態ベクトルの重ね合わせになるが，前論文で説明したように，測
定結果は一意的に決定され ければなら いと う条件により，右辺は１項のみで ければな
ら い．また Xˆtの測定値 g(x0, X )から x0の値を測定するために、関数 g( 0, X )の値と x0
の値が１対 に対応してい ければなら い．
式 (3)の関数 f(x0, X )と g(x0, X )を
t = f(x0, ), Xt = g(x0, X ) (4)
とすると，
xˆt ≡ Uˆ−1xˆ0Uˆ = f(xˆ0, ˆ ), Xˆt ≡ ˆ−1Xˆ0Uˆ = g(xˆ0, Xˆ ) (5)
が以下に示すように成立する:
式 (3)を用いると
xˆt|x0, X 〉 = Uˆ−1xˆ Uˆ |x0, X 〉 = Uˆ−1ˆ |f(x0, X ), g(x0, X )〉
= Uˆ−1f(x0, X )|f(x0, X ), g(x0, X )〉 = f( 0, )|x ,X 〉.
任意の |x0, X 〉に対して上の式が成立するから， t = f(xˆ0, Xˆ )．同様に任意の |x0, X 〉に対し
て ˆt|x0, 〉 = g(x0, )|x ,X 〉が成立するから，Xˆt = g(xˆ0, Xˆ )．QED
逆に t = f(xˆ0, Xˆ )，Xˆt = g(xˆ0, Xˆ とき 式 (3) 成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義することと，相互作用後の位置演算子 xˆt，Xˆtを xˆ0 Xˆ0のみ 関数と考
えることは，物理的に同じことと考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X )と g(x0, X )がわかれば，相互作用後の




ければ らな という条件を課 ことによって 線形性の仮説が証明できるということを示
唆し いた．対象粒子の状態を測定前に想定することはできないから，粒子 任意の初期状態
に対してこの条件が成立し ければ らない．
本論文では条件 ， と　時間発展演算子 Uˆ のユニタリ性，及び　 xˆ0の測定誤差 (x0)は対
象粒子の初期波動関数 φ0(x0)に依存しては らな という条件から線形性の仮説を導出する．
更に条件　の代わりに条件　を要請したときにも，線形性の仮説を導出できることを示す．
2 位置測定における時間発展演算子 Uˆ
対象粒子が測定装 の一部であるプローブ（probe）と時刻 0で相互作用を始め，時刻 tに相
互作用を終える．測定前にプローブの位置を測定しておき，相互作用を終えた直後にプローブ
位 を別の測定装置によって し，そ 測定値から対象粒子 位置の測定値を予測する．そ
際プローブ 位置の測定は誤差 0でお なう ができ こと，またそ 測定が粒子の運動
を擾乱することがないと仮定されている．x軸上 粒子とプローブが運動する１次元の問題
を考える．この き対 ーブからなるシステムの測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステムの状態は
Uˆ | 0, 0〉 = |f(x0 X0) g(x0, X0)〉 (3)
ければ らない． こで Uˆはシステム 時間発展演算子であり、テンソル積 x0〉⊗|X0〉
を |x0, X0〉と簡略してかい また |x0〉と |X0〉はそ ぞれ測定前の対象粒子とプローブの位
置演 xˆ と Xˆ0 固有ベクトルであ ．
式 (3)の右辺は一般には状態ベクトルの重ね合わせになるが，前論文で説明したように，測
結果は一意的に決定さ ければ らな という条件により，右辺は１項のみでなければな
らな ．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g( , X0)の値と x0
の値が １に対応してい ければ らない．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
xt = f(x0, X ), Xt = g(x0, X0) (4)
すると，
xˆt ≡ ˆ−1x0Uˆ = f(xˆ0 Xˆ0), Xt ≡ U−1 0Uˆ = g(xˆ0, Xˆ0) (5)
が以下に示 ように成立する:
式 (3)を用いると
xˆt|x0, X0〉 = ˆ−1ˆ Uˆ | , X0〉 = Uˆ−1ˆ |f(x0 X0) g(x0, X0)〉
= Uˆ−1f(x0, X )|f(x0 X0) g( )〉 = f(x0, X0)|x0, X0〉.
任意 |x0, X0〉に対して上の式が成立するから，xˆt = f(xˆ0, Xˆ0)．同様に任意の |x0, X0〉に対し
て ˆt|x0, X0〉 = g(x0, X0)|x0, X0〉 から，Xˆt = g(xˆ0, Xˆ0)．QED
逆に xˆt = f(xˆ , 0)，Xˆt = g(xˆ0, Xˆ0)のとき，式 (3)が成立す こ がわかる．注１）すなわ
ち式 (3)で Uˆ を定義す こ と，相互作用後の位置演算子 xˆ ，Xˆtを xˆ と Xˆ0 みの関数と考
え ことは，物理的に同じこ と考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X0)と g(x0, 0)がわかれば，相互作用後の
粒子とプローブの位置演算子 xˆ ，Xˆtをもとめ ことができる．また任意の |x0〉と |X0〉に対し
2
て の
ˆ ˆ0 ( 0)
0( 0)




象粒 | 0〉 | 0〉
ˆ | 〉 |f( 0) g( 0, 0)〉 (3)
ˆ | 0〉 | 0〉





t g( 0, 0) 0 g(x0, 0) 0
対
(3) f( 0, 0) g( 0, 0)
t f( 0 ), t g( 0, 0) (4)
と
ˆt Uˆ 1ˆ ˆ f(ˆ ˆ0), t 1 ˆ g(ˆ0, ˆ0) (5)
:
(3)
ˆt| 0, 〉 Uˆ 1ˆ ˆ | , 0〉 ˆ 1ˆ |f( 0) g( 0, 0)〉
ˆ 1f( , 0)|f( 0) g , 〉 f( 0, 0)| 0, 0〉.
の | 0, 0〉 ˆt f(ˆ0, ˆ0) | 0, 0〉
Xˆt| 0, 0〉 g( 0, 0)| 0, 0〉 ˆt g(ˆ0, ˆ0)
ˆt f(ˆ , ˆ ) ˆt g(ˆ0, ˆ0) (3)
(3) ˆ ˆ ˆt ˆ0 ˆ0
(5) (3) f( 0, 0) g( 0, 0)
ˆ ˆt | 0〉 | 0〉
2
の固有 ある．
　式（３）の右辺 一般 重ね合わせ なるが，前論文で説明 ，
測定結果は一意的に決 ないという条件により，右辺は１項のみでな
ばならない．また
なければ ら と う条件を課 こと よって，線形性の仮説が証明できるというこ を示
唆していた．対象粒子の状態を測定前に想 することはできないから，粒子の任意の初期状態
に対してこの条件が成立しなければ ら い．
本論文では条件 ， と 時間発展演算子 Uˆ のユニタリ性，及び　 xˆ0の測定誤差 (x0)は対





位置を別 装置によっ 測定値から対象粒子 位置の 定値を予 する．そ
の際プローブの位置の測定は誤差 0でおこなうこ ができ たその測定が粒子の運動
量を擾乱することがないと仮定されている．x軸上を粒子とプローブが運動する１次元の問題
を考える．こ とき対象粒子とプローブからなるシステムの測定前 状態を |x0〉 ⊗ |X0〉とする
と，測定後 システムの状態は
Uˆ |x0, X0〉 = |f(x0, X0), g( 0, 0)〉 (3)
ら ければ ら い．ここで Uˆはシステムの時間発展演算子であり、テンソル積 |x0〉⊗|X0〉
を |x0, X0〉 簡略してかいた また |x0〉と |X0〉はそ ぞ 測定前の対象 とプローブの位
置演算子 xˆ0と Xˆ0の固有ベクトルである．
式 (3)の右辺は一般には状態ベクトルの重ね合わせになるが，前論文 説明したように，測
果は一意的に決 されなければ と う条件 より，右辺は１項のみでなければ
らない． Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0)の値と x0
の値が 対 に対応していなければ ら い．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
xt = f(x0, X ), t = g(x0, X0) (4)
とすると，
xˆt ≡ U−1xˆ0U = f(x0, X0), Xˆt ≡ Uˆ−1 ˆ0Uˆ = g(xˆ0, X0) (5)
が以下 示すように成立する:
式 (3)を用いると
xˆt|x0, X0〉 = Uˆ−1xˆ0Uˆ | 0, X0〉 = Uˆ−1xˆ0|f( 0, X0), g( 0, 0)〉
= Uˆ−1f(x0, X0)| 0, , g( 0, 0)〉 = f(x0, X0)| 0, 0〉.
任意の | 〉に対して上の式が成立するから，xˆt = f(xˆ0, X0)．同様に任意の |x0, X0〉に対し
て Xˆt| 0, X0〉 = g(x0, X )| 0, 0〉が成立するから， t = g(xˆ0, X0)．QED
逆に xˆt = f(xˆ0, X0) t = g(xˆ0, X0)のとき，式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義することと，相互作用後の位置演算子 xˆt， tを 0と Xˆ0 み 関数と考
えることは，物理的に同じことと考えられる．
式 (5)を見ればわかるように 式 (3)で関数 f(x0, X0)と g(x0, X0)がわかれば，相互作用後の











互作用 終える． ーブ 位置を測定しておき，相互作用 終えた直後にプローブ
位置を別 装置によって測定し，そ 象粒子 位置 測定値を予 する．そ
の際プローブの位置 測定は誤差 0でおこなう ができること， が粒子 運動
量を擾乱するこ がない 仮定されてい ．x軸上を粒子とプローブが運動する１次元の問題
を考える．こ とき対象粒子 プローブからなるシステムの測定前 状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステム 状態は
Uˆ |x0, X0〉 = f( 0, 0), g(x ,X0)〉 (3)
とならなければならない こで Uˆはシステムの時間発展演算子であり、テンソル積 |x0〉⊗|X0〉
を |x0, 0〉と簡略してかいた．ま |x0〉と |X0〉はそれぞ 測定前の対象粒子とプローブの位
置演算子 xˆ0とX の固有 である．
式 (3) は一般に 状態ベクトルの重ね合わせになるが 前論文 説明したように，測
定 的に決定されなけ ば らな という条件 より，右辺は１項 みでなければ
らない．また Xˆtの測定 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0)の値と x
が１対１に 応していなければならない．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
xt = f(x0, X0), Xt = g(x0, 0) (4)
とする ，
xˆt ≡ U−1 0 = f( , X0), t ≡ U−1 ˆ0 ˆ = g(xˆ , Xˆ0) (5)
が以下に示すよう 成立する:
式 (3)を用いると
xˆt|x0, X0〉 = Uˆ−1xˆ0 |x0, X0〉 = Uˆ−1xˆ0|f( 0, 0), g(x ,X0)〉
= Uˆ−1 |f( , 0), g(x ,X0)〉 = f(x ,X0)|x0, X0〉.
任意の |x0, X0〉に対して上の式が成立するから，xˆt = f(xˆ0, X0)．同様に任意の |x0, X0〉に対し
て Xˆt|x0, 0〉 = g(x0, X0)|x0, X0〉が成立するから，Xˆt = g(xˆ0, 0)．QED
逆に xˆt = f(xˆ0, X0) t = g(xˆ0, 0)のとき，式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義するこ ，相互作用後の位置演算子 t，Xˆtを xˆ0と のみの関数と考
えることは，物理的 同じこ と考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X0)と g(x0, X0)がわかれば，相互作用後の
粒子とプローブの位置演算子 xˆt，Xˆtをもとめるこ ができる．また任意の |x0〉と |X0〉に対し
2
ければならな という条件を課すことによって，線形性の仮説が証明できる いうことを示
唆して た． 象粒子の状態を測 前に想定することはできないから，粒子の任意 初期状態
に対してこの条件が成立し ければならない．
本論文では条件 ，　と　時間発展演算子 Uˆ のユニタリ性，及び　 xˆ0の測定誤差 (x0)は対




互作用を終える．測定前 位置を しておき，相互作用 終えた直後にプローブ
の位置を別 装置によって測定し，その測定値 位置 測定値を予測する．そ
の際プローブの位置 測定は誤差 0でおこなう ができること，またそ が粒子の運動
量を擾乱するこ がないと仮定されている．x軸上を粒子とプローブが運動する１次元の問題
を考える．こ とき対象粒子 プローブからなるシステム 測定前 状態を |x0〉 ⊗ X とする
と，測定後のシステムの状態は
Uˆ |x0, X 〉 = |f(x0, X0), g 〉 (3)
な ない． で Uˆはシステムの時間発展演算子であり、テンソル積 |x0〉⊗ X
を |x0, と簡略してかいた．ま |x0〉と |X はそれぞれ測定前の対象粒子とプローブの位
置演算子 xˆ0と Xˆ の固有ベクトルである．
(3)の には状態ベクトルの重ね合わせになるが，前論文 説明したように，測
定結果は 定され け ばならな という条件 より，右辺は１項 みで ければな
ら い．また Xˆtの測定値 g(x0, X )か 0の値を測定するために、関数 g(x0, X0)の値と x0
値が１対１に 応してい ければならない．
式 (3)の関数 f x0, X0)と g を
xt = f( 0, X0), t = g(x0, X0) (4)
とする ，
t ≡ Uˆ−1ˆ0 = f(xˆ0, Xˆ0), t ≡ U−1 = g(xˆ0, X0) (5)
が以下に示すように成立する:
式 (3)を用いると
ˆt|x0, X0〉 = Uˆ−1xˆ0 |x0, X0〉 = ˆ−1xˆ |f(x0, X0), g 〉
= Uˆ−1f(x0, X0)| , g 〉 = f(x0, X0)| 0, 〉.
任意の |x0, X0〉に対して上の式が成立するから，xˆt = f( 0, Xˆ0)．同様に任意の |x0, X0〉に対し
て Xˆt = g( )| 0, 〉が成立するから，Xˆt = g(xˆ0, Xˆ0)．QED
逆に xˆt = f( 0, Xˆ0) t = g(xˆ0, Xˆ0)のとき，式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義するこ ，相互作用後の位置演算子 xˆt，Xˆtを 0と Xˆ のみの関数と考
えるこ は，物理的 同じこ 考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f x0, X0)と g がわかれば，相互作用後の






本論文では条件　， と 時間発展演算子 Uˆ のユニタリ性，及び　 xˆ0の測定誤差 ( )は対
象粒子 初期波動関数 φ0(x0)に依存してはなら いと う条件から線形性の仮説 導出する．
更に条件　の代わりに条件　を要請したときにも，線形性の仮説を導出できることを示す．
2 位置測定における時間発展演算子 Uˆ
対象粒子が 装置の ーブ（probe）と時刻 0で 始め，時刻 tに相
互作用を終える． 前にプローブ 位置を測定してお 用を終えた直後にプローブ
の位置を別 測定装 によって測定し，その測定値から対象粒子の位置 値を予 する．そ
際プローブ 位置の測 は誤差 0でおこなうことができるこ ，またその測定が粒子の運動
量を擾乱す ことがない 仮定されて る．x軸上を粒子とプローブが運動する１次元の問題
を考える．こ とき対象粒子とプローブからなるシステムの測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステム 状態は
Uˆ |x0, X0〉 = |f(x0, X0) g , 〉 (3)
となら ければなら い こ で Uˆはシステムの時間発展演算子であり、テンソル積 |x0〉⊗|X0〉
を |x0, X0〉 簡略してかいた．また |x0〉と |X0〉はそれぞ 測定前の対象粒子とプローブの位
置演算子 xˆ0と Xˆ0の固有 である．
式 (3)の右辺は一般には状態ベクトルの せになるが，前論文で説明したように，測
定結果は一意的に決 されなければな 条件により，右辺は１項のみでなければな
らない．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関 g(x0, X0)の値と x0
の値が１対 に対応していなければなら い．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
xt = f(x0, X ), Xt = g(x0, 0) (4)
とすると，
xˆt ≡ Uˆ−1xˆ0Uˆ = f( 0, X0), Xt ≡ U−1 0U = g(xˆ0, X0) (5)
が以下に示すよう 成立する:
式 (3)を用いると
xˆt| 0, X0〉 = U−1xˆ0Uˆ | 0, X0〉 = Uˆ−1ˆ |f(x ,X0) g , 〉
= Uˆ−1f(x0, X0)| , g , 〉 = f(x0, 0)|x ,X0〉.
任意の |x0, X0〉に対して上の式 xt f( 0, 0) 同様に任意の |x0, X0〉に対し
て Xˆt|x0, X0〉 = g(x0, X0)|x ,X0〉が成立するから，Xˆt = g(xˆ0, 0)．QED
逆に xˆt = f(xˆ0, 0)， t = g(xˆ0, 0) とき，式 (3)が成立するこ わか ．注１）すなわ
ち式 (3)で Uˆ を定義する ，相互作用後の位置演算子 xˆt，Xˆtを 0と ˆ0のみ 関数と考
えることは，物理的に同じこと 考えられる．
式 (5)を見ればわかるように 式 (3)で関数 f(x0, X0) g(x0, X0)がわかれば，相互作用後の















を考える．このとき対象粒子とプローブからなるシステムの測定前の状態を |x0〉 ⊗ |X0〉 する
と，測定後のシステム 状態は
Uˆ |x0, X0〉 = |f(x0, X0), g(x0, X0)〉 (3)
とならなければならない．こ で Uˆはシステムの時間発展演算子であり、テンソル積 |x ⊗|




らない．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0) x0
の値が１対１に対応していなければならない．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
xt = f(x0, X0), Xt = g(x0, 0) (4)
とすると，
xˆt ≡ Uˆ−1xˆ0U = f(xˆ0, Xˆ0), Xˆt ≡ Uˆ−1Xˆ0Uˆ = g(xˆ0, Xˆ0) (5)
が以下に示すよう 成立する:
式 (3)を用いると
xˆt|x0, X0〉 = Uˆ−1xˆ0U |x0, X0〉 = Uˆ−1xˆ0|f(x0, X0), g(x0, X0)〉
= Uˆ−1f(x0, X0)|f(x0, X0), g(x0, X0)〉 = f(x0, X0)|x0, X 〉.
任意の |x0, X0〉に対して上の式が成立するから，xˆt = f(xˆ0, Xˆ0)．同様に任意の |x0, X0〉に対し
て Xˆt|x0, X0〉 = g(x0, 0)|x0, X 〉が成立するから，Xˆt = g(xˆ0, ˆ0)．QED
逆に xˆt = f(xˆ0, X0)，Xˆt = g(xˆ0, ˆ0)のとき，式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義すること ，相互作用後の位置演算子 xˆt，Xˆtを xˆ0と 0のみの関数 考
えることは，物理的に同じこと 考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f x0, X0)と g(x0, 0)がわかれば，相互作用後
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Uˆ |x0, 〉 |f(x0, ), g(x0, )〉 (3)
れば らな ここで Uˆ |x0〉 | 0〉




t g(x0, ) x0 g(x0, ) x0
(3) f(x0, ) g(x0, )
xt f(x0, ), t g(x0, ) (4)
xˆt Uˆ
−1xˆ0U f(xˆ0, ˆ ), ˆt Uˆ−1 ˆ0Uˆ g(xˆ0, ) (5)
:
(3)
xˆt| 0, 〉 Uˆ−1xˆ0U |x0, 〉 Uˆ−1xˆ0|f(x0, ), g(x0, )〉
Uˆ−1f(x0, )|f(x0, ), g(x0, )〉 f(x0, )|x , 〉.
|x0, X 〉 xˆt = f(xˆ0, X ) |x0, 〉
ˆ
t|x0, 〉 g(x0, )| 0, 〉 t g(xˆ0, ) E
xˆt f(xˆ0, ) t g(xˆ0, ) (3) 注１）
(3) Uˆ と xˆt ˆt xˆ0 ˆ0
に
(5) (3) f(x0, ) g(x0, )


















を考える．このとき対象粒子とプローブからなるシステムの測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステムの状態は
Uˆ |x0, X0〉 = |f(x0, X0), g(x0, X0)〉 (3)
とならなければならない．ここで Uˆはシステムの時間発展演算子であり、テンソル積 |x0〉⊗|X0〉




らない．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0)の値と x0
の値が１対１に対応していなければならない．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
xt = f(x0, X0), Xt = g(x0, X0) (4)
とすると
xˆt ≡ Uˆ−1xˆ0Uˆ = f(xˆ0, Xˆ0), Xˆt ≡ Uˆ−1Xˆ0Uˆ = g(xˆ0, Xˆ0) (5)
が以下に示すように成立する:
式 (3)を用いると
xˆt|x0, X0〉 = Uˆ−1xˆ0Uˆ |x0, X0〉 = Uˆ−1xˆ0|f(x0, X0), g(x0, X0)〉
= Uˆ−1f(x0, X0)|f(x0, X0), g(x0, X0)〉 = f(x0, X0)|x0, X0〉.
任意の |x0, X0〉に対して上の式が成立するから，xˆt = f(xˆ0, Xˆ0)．同様に任意の |x0, X0〉に対し
て Xˆt|x0, X0〉 = g(x0, X0)|x0, X0〉が成立するから，Xˆt = g(xˆ0, Xˆ0)．QED
逆に xˆt = f(xˆ0, Xˆ0)，Xˆt = g(xˆ0, Xˆ0)のとき，式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義することと，相互作用後の位置演算子 xˆt，Xˆtを xˆ0と Xˆ0のみの関数と考
えることは，物理的に同じことと考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X0)と g(x0, X0)がわかれば，相互作用後の



















を考える．このとき対象粒子とプローブからなるシステムの測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステムの状態は
Uˆ |x0, X0〉 = |f(x0, X0), g(x0, X0)〉 (3)
とならなければならない．ここで Uˆはシステムの時間発展演算子であり、テンソル積 |x0〉⊗|X0〉




らない．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0)の値と x0
の値が１対１に対応していなければならない．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
xt = f(x0, X0), Xt = g(x0, X0) (4)
とすると，
xˆt ≡ Uˆ−1xˆ0Uˆ = f(xˆ0, Xˆ0), Xˆt ≡ Uˆ−1Xˆ0Uˆ = g(xˆ0, Xˆ0) (5)
が以下に示すように成立する:
式 (3)を用いると
xˆt|x0, X0〉 = Uˆ−1xˆ0Uˆ |x0, X0〉 = Uˆ−1xˆ0|f(x0, X0), g(x0, X0)〉
= Uˆ−1f(x0, X0)|f(x0, X0), g(x0, X0)〉 = f(x0, X0)|x0, X0〉.
任意の |x0, X0〉に対して上の式が成立するから，xˆt = f(xˆ0, Xˆ0)．同様に任意の |x0, X0〉に対し
て Xˆt|x0, X0〉 = g(x0, X0)|x0, X0〉が成立するから，Xˆt = g(xˆ0, Xˆ0)．QED
逆に xˆt = f(xˆ0, Xˆ0)，Xˆt = g(xˆ0, Xˆ0)のとき，式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義することと，相互作用後の位置演算子 xˆt，Xˆtを xˆ0と Xˆ0のみの関数と考
えることは，物理的に同じことと考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X0)と g(x0, X0)がわかれば，相互作用後の















を考える．このとき対象粒子とプローブからなるシステムの測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステムの状態は
Uˆ |x0, X0〉 = |f(x0, X0), g(x0, X0)〉 (3)
とならなければならない．ここで Uˆはシステムの時間発展演算子であり、テンソル積 |x0〉⊗|X0〉




らない．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0)の値と x0
の値が１対１に対応していなければならない．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
xt = f(x0, X0), Xt = g(x0, X0) (4)
とすると，
xˆt ≡ Uˆ−1xˆ0Uˆ = f(xˆ0, Xˆ0), Xˆt ≡ Uˆ−1Xˆ0Uˆ = g(xˆ0, Xˆ0) (5)
が以下に示すように成立する:
式 (3)を用いると
xˆt|x0, X0〉 = Uˆ−1xˆ0Uˆ |x0, X0〉 = Uˆ−1xˆ0|f(x0, X0), g(x0, X0)〉
= Uˆ−1f(x0, X0)|f(x0, X0), g(x0, X0)〉 = f(x0, X0)|x0, X0〉.
任 |x0, X0〉に対して上の式が成立するから，xˆt = f(xˆ0, Xˆ0)．同様に任意の |x0, X0〉に対し
て Xˆt|x0, X0〉 = g(x0, X0)|x0, X0〉が成立するから，Xˆt = g(xˆ0, Xˆ0)．QED
逆に xˆt = f(xˆ0, Xˆ0)，Xˆt = g(xˆ0, Xˆ0)のとき，式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義することと，相互作用後の位置演算子 xˆt，Xˆtを xˆ0と Xˆ0のみの関数と考
えることは，物理的に同じことと考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X0)と g(x0, X0)がわかれば，相互作用後の















を考える．こ とき対象粒子とプローブからなるシステムの測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステムの状態は
Uˆ |x0, X0〉 = |f(x0, X0), g(x0, X0)〉 (3)
とならなければならない．ここで Uˆはシステムの時間発展演算子であり、テンソル積 |x0〉⊗|X0〉




らない．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0)の値と x0
の値が１対１に対応していなければならない．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
xt = f(x0, X0), Xt = g(x0, X0) (4)
とすると，
xˆt ≡ Uˆ−1xˆ0Uˆ = f(xˆ0, X0), Xˆt ≡ Uˆ−1Xˆ0Uˆ = g(xˆ0, X0) (5)
が以下に示すように成立する:
式 (3)を用いると
xˆt|x0, X0〉 = Uˆ−1xˆ0Uˆ |x0, X0〉 = Uˆ−1xˆ0|f(x0, X0), g(x0, X0)〉
= Uˆ−1f(x0, X0)|f(x0, X0), g(x0, X0)〉 = f(x0, X0)|x0, X0〉.
任意の |x0, X0〉に対して上の式が成立する xˆt = f(xˆ0, X0)．同様に任意の |x0, X0〉に対し
て Xˆt|x0, X0〉 = g(x0, X0)|x0, X0〉が成立するから Xˆt = g(xˆ0, X0)．QED
逆に xˆt = f(xˆ0, X0)，Xˆt = g(xˆ0, X0)のとき，式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義することと，相互作用後の位置演算子 xˆt，Xˆtを xˆ0と Xˆ0のみの関数と考
えることは，物理的に同じことと考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X0)と g(x0, X0)がわかれば，相互作用後の















を考える．このとき対象粒子とプローブからなるシステムの測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステムの状態は
Uˆ |x0, X0〉 = |f(x0, X0), g(x0 X0)〉 (3)
とならなければならない．こ で Uˆはシステムの時間発展演算子であり、テンソル積 |x0〉⊗|X0〉




らない．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0)の値と x0
の値が１対１に対応していなければならない．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
xt = f(x0, X0) Xt = g(x0, X0) (4)
とすると，
xˆt ≡ Uˆ−1xˆ0Uˆ = f(xˆ0, Xˆ0), Xˆt ≡ U−1Xˆ0Uˆ = g(xˆ0, Xˆ0) (5)
が以下に示すように成立する:
式 (3)を用いると
xˆt|x0, X0〉 = Uˆ−1xˆ0Uˆ |x0, X0〉 = Uˆ−1xˆ0|f( , X0), g(x0 X0)〉
= Uˆ−1f(x0, X0)|f(x0, X0), g(x0 X0)〉 = f(x0, X0)|x0, X0〉.
任意の |x0, X0〉に対して上の式が成立するから，xˆt = f(xˆ0, Xˆ0)．同様に任意 |x0, X0〉に対し
て Xˆt|x0, X0〉 = g(x0, X0)|x0, X0〉が成立するから，Xˆt = g(xˆ0, Xˆ0)．QED
逆に xˆt = f(xˆ0, Xˆ0)，Xˆt = g(xˆ0, Xˆ0)のとき，式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義すること ，相互作用後の位置演算子 xˆt，Xˆtを xˆ0と Xˆ0のみの関数と考
えることは，物理的に同じこと 考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X0) g(x0, X0)がわかれば，相互作用後の













の際プローブ 位置の測定は誤差 0でお なうことができること，またその測定が粒子の運動
量を擾乱することがないと仮定されている．x軸上を粒子とプローブが運動する１次元の問題
を考える．このとき対象粒子とプローブからなるシステムの測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後 システムの状態は
Uˆ |x0, X0〉 = |f( 0, 0), g(x0, X0)〉 (3)
とならなければならない．ここで Uˆはシステムの時間発展演算子であり、テンソル積 |x0〉⊗|X0〉




らない．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0)の値と x0
の値が１ １に対応していなければならない．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
xt = f(x0, X0), t = g(x0, X0) (4)
すると，
xˆt ≡ −1 0Uˆ = f(xˆ0, Xˆ0), t ≡ Uˆ−1Xˆ0Uˆ = g(xˆ0, Xˆ0) (5)
が以下 示すように成立する:
式 (3)を用いると
xˆt|x0, X0〉 = −1xˆ0Uˆ |x0, X0〉 = Uˆ−1xˆ0|f( 0, 0), g(x0, X0)〉
= Uˆ−1 |f( 0, 0), g(x0, X0)〉 = f(x ,X0)|x0, X0〉.
任意の |x0, X0〉に対して上の式が成立するから，xˆt = f(xˆ0, Xˆ0)．同様に任意の |x0, X0〉に対し
ˆ
t|x0, X0〉 = g(x ,X0)|x0, X0〉が成立するから， ˆt = g(xˆ0, Xˆ0)．QED
逆に xˆt = f(xˆ0, 0)， t = g(xˆ0, Xˆ0)のとき，式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義することと，相互作用後の位置演算子 t， tを xˆ0と Xˆ0のみの関数と考
えることは，物理的 同じことと考えられる．
式 (5)を見ればわかるように，式 3)で関数 f(x0, X0)と g(x0, X0)がわかれば，相互作用後の






本論文では条件 ， と　時間発展演算子 Uˆ のユニタリ性，及び　 xˆ0の測定誤差 (x0)は対








を考える．このとき対象粒子とプローブからなるシステムの測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステムの状態は
Uˆ |x0, X0〉 = |f(x0, 0), g(x0, X0)〉 (3)
と ら ければ らない こ で Uˆはシステムの時間発展演算子であり、テンソル積 |x0〉⊗|X0〉
を |x0, X0〉と簡略してかいた．また |x と |X0〉はそ ぞれ測定前の対象粒子とプローブの位
置演算子 xˆ0と Xˆ0の固有 である．
式 (3)の右辺は一般には状態ベクトルの重ね合わせになるが，前論文で説明したように，測
定結果は一意的に決定されなければ らな という条件により，右辺は１項のみでなければな
らない．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0)の値と x0
の値が 対１に対応していなければ らない．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
xt = f(x0, 0), Xt = g(x0, X0) (4)
とすると，
ˆt ≡ Uˆ−1 Uˆ = f(xˆ0, Xˆ0), t ≡ U−1Xˆ0Uˆ = g(xˆ0, Xˆ0) (5)
が以下に示すように成立する:
式 (3)を用いると
xˆt|x0, X0〉 = Uˆ−1ˆ0Uˆ |x0, X0〉 = Uˆ−1xˆ0|f(x0, 0), g(x0, X0)〉
= Uˆ−1 ( 0, 0)|f(x0, 0), g(x0, X )〉 = f( )|x0, X0〉.
任意の |x0, X0〉に対して上の式が成立するから，xˆt = f(xˆ0, Xˆ0)．同様に任意の |x0, X0〉に対し
て Xˆt|x0, X0〉 = g( )|x0, 0〉が成立す Xˆt = g(xˆ0, Xˆ0)．QED
逆に ˆt = f(xˆ0, Xˆ0)，Xˆt = g(xˆ0, Xˆ0) とき，式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義すること ，相互作用後の位置演算子 xˆt，Xˆtを xˆ0と Xˆ0 みの関数と考
えることは，物理的に同じこと 考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X0)と g(x0, X0)がわかれば，相互作用後の









ˆ |x , 〉 |f(x , ), g(x , )〉 (3)
ˆ |x0〉 0〉




t g(x , ) x0 g(x , ) x0
(3) f(x , ) g(x , )
xt f(x0, ), t g(x , ) (4)
xˆt ˆ 1xˆ0 ˆ f(xˆ , ˆ ), ˆt ˆ 1 ˆ0 ˆ g(xˆ , ˆ ) (5)
:
(3)
xˆt|x , 〉 ˆ 1xˆ0 ˆ |x , 〉 ˆ 1xˆ0|f(x , ), g(x , )〉
ˆ 1f(x , )|f(x , ), g(x , )〉 f(x , )|x , 〉.
|x , 〉 xˆt f(xˆ , ˆ ) |x , 〉
ˆ
t| , 〉 g(x , )|x , 〉 ˆt g(xˆ , ˆ )
xˆt f(xˆ , ˆ ) ˆt g(xˆ , ˆ ) (3)
(3) ˆ xˆt t xˆ0 ˆ
(5) (3) f(x , ) g(x , )













位置を別 装置によって し，その測定値から対象粒子の位置の 定値を予測する．そ
際プローブの位置の測定は誤差 0でおこなう ができること，またそ 測定が粒子の運動
量を擾乱することがないと仮定されている．x軸上を粒子とプローブが運動する１次元の問題
を考える．こ き対象粒子とプローブからなるシステムの測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後 システムの状態は
Uˆ | 0, 0〉 = |f(x0, X0), g(x0, X0)〉 (3)
と ければならない． こで Uˆはシステムの時間発展演算子であり、テンソル積 |x0〉⊗|X0〉
を |x0, 0〉と簡略してかいた．また |x と |X0〉はそれぞれ測定前の対象粒子とプローブの位
置演算子 xˆ0と Xˆ0の固有ベクトルである．
式 (3)の右辺は一般には状態ベクトルの重ね合わせになるが，前論文 説明したように，測
定結果は一意的に決定され ければならないという条件 より，右辺は１項 みでなければな
らない．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0)の値と x0
値が１対１に対応してい ければならない．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
t = f(x0, 0), t = g(x0, X0) (4)
とすると，
xˆt ≡ U−1xˆ0Uˆ = f(xˆ0, Xˆ0), Xˆt ≡ Uˆ−1 0Uˆ = g(xˆ0, Xˆ0) (5)
が以下 示 ように成立する:
式 (3)を用いると
xˆt|x0, X0〉 = Uˆ−1xˆ0 ˆ |x0, X0〉 = Uˆ−1xˆ0|f(x0, X0), g(x0, X0)〉
= Uˆ−1f(x0, X0)|f(x0, X0), g( 0, 0)〉 = f( 0 0)|x0, X0〉.
任意の |x0, X0〉に対して上の式が成立するから， t = f(xˆ0, Xˆ0)．同様に任意の |x0, X0〉に対し
て Xˆt| 0, 0〉 = g( 0 0)|x0, X0〉が成立するから， ˆt = g(xˆ0, Xˆ0)．QED
逆に t = f(xˆ0, X0) ˆt = g(xˆ0, Xˆ0)のとき，式 (3)が成立す ことがわかる．注１）すなわ
ち式 (3) Uˆ を定義するこ と，相互作用後の位置演算子 xˆt， tを xˆ0と Xˆ0のみの関数と考
えることは，物理的に同じこ と考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X0)と g(x0, X0)がわかれば，相互作用後の













の際プローブ 位置の測定は誤差 0でお なうことができること，またその測定が粒子の運動
量を擾乱することがない 仮定されている．x軸上を粒子とプローブが運動する１次元の問題
を考える．このとき対象粒子とプローブからなるシステムの測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステムの状態は
Uˆ |x0, X 〉 = |f(x0, X ), g(x0 X )〉 (3)
となら ければなら ． で Uˆはシステムの時間発展演算子であり、テンソル積 x0〉⊗|X0〉
を |x0, X 〉と簡略してかい ．また |x0〉と |X0〉はそれぞれ測定前の対象粒子とプローブの位
置演算子 xˆ と Xˆ0の固有ベクトルである．
式 (3)の右辺は一般には状態ベクトルの重ね合わせになるが，前論文で説明したように，測
定結果は一意的に決定さ なければなら いと う条件により，右辺は１項のみでなければな
らない．また Xˆtの測定値 g(x0, X )から x0の値を測定するために、関数 g(x0, X )の値と x0
の値が１ に対応していなければなら い．
式 (3)の関数 f(x0, X )と g(x0, X )を
xt = f(x0, 0) Xt = g(x0, X ) (4)
すると，
xˆt ≡ ˆ−1xˆ0Uˆ = f(xˆ0, Xˆ ), Xˆt ≡ U−1X0Uˆ = g(xˆ0, Xˆ ) (5)
が以下に示すように成立する:
式 (3)を用いると
ˆt|x0, X 〉 = ˆ−1xˆ0Uˆ | 0, X 〉 = Uˆ−1xˆ0|f( , X ), g(x0 X )〉
= Uˆ−1f(x0, X )|f(x0, X ), g(x0 X )〉 = f( 0, 0)|x ,X 〉.
任意の |x0, X 〉に対して上の式 xˆt f(ˆ0, ˆ ) 同様に任意の |x0, X 〉に対し
て ˆt|x0, X 〉 = g( 0, 0)|x ,X 〉が成立するから，Xˆt = g(xˆ0, Xˆ )．QED
逆に ˆt = f(xˆ0, )，Xˆt = g(xˆ0, Xˆ )のとき，式 (3)が成立するこ がわかる．注１）すなわ
ち式 (3)で Uˆ を定義するこ ，相互作用後の位置演 xˆt，Xˆtを xˆ と Xˆ0のみ 関数と考
えることは，物理的に同じこ 考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X )と g(x0, X )がわかれば，相互作用後の











ˆ |x0, 〉 |f(x0, ), g(x0, )〉 (3)
ˆ |x0〉 | 0〉





t g(x0, ) x0 g(x0, ) x0
対
(3) f(x0, ) g(x0, )
t f(x0, ), t g(x0, ) (4)
と
xˆt Uˆ
−1xˆ0 ˆ f(xˆ0, ), t −1 0 g(xˆ0, ˆ ) (5)
:
(3)
xˆt| 0, 〉 Uˆ−1xˆ0 ˆ |x0, 〉 ˆ−1ˆ0|f(x0, ), g(x0, )〉
ˆ−1f(x0, 0)|f(x0, ), g(x0, )〉 f( 0, 0)|x0, 〉.
|x0, 〉 t = f(xˆ0, Xˆ )． |x0, 〉
Xˆt|x0, 〉 g( 0, 0)|x0, 〉 t g(xˆ0, ˆ )
t f(xˆ0, ) t g(xˆ0, ˆ ) (3)
(3) ˆ 算子 xˆt ˆt xˆ0 ˆ0
(5) (3) f(x0, ) g(x0, )
xˆt ˆt |x0〉 | 0〉
2
と
なければ ら と う条件を課すことによって，線形性の仮説が証明できるということを示
唆 いた．対象粒子の状態を測定前に想定することはできないから，粒子 任意 初期状態
に対してこの条件が成立しなければ ら い．
本論文では条件　， と 時間発展演算子 Uˆ のユニタリ性，及び　 xˆ0 測定誤差 (x0)は対





の位置を別 測定装置によって測定し，その測定値から対象粒子 位置 値を予測する．そ
の際プローブ 位置 測定は誤差 0でお なう とができること，またその測定が粒子の運動
量を擾乱することがない 仮定されている．x軸上を粒子とプローブが運動する１次元の問題
を考える．このとき対象粒子とプローブからなるシステムの測定前の状態を |x0〉 ⊗ X0〉とする
と，測定後のシステムの状態は
Uˆ |x0, X0〉 = |f(x0, X0) g(x ,X0)〉 (3)
となら ければなら ． で Uˆはシステムの時間発展演算子であり、テンソル積 |x0〉⊗ X0〉
を |x0, X0〉と簡略してかい ．ま |x0〉と |X0〉はそ ぞ 測定前の対象粒子とプローブの位
置演算子 xˆ0と Xˆ の固有ベクトルである．
式 (3)の右辺は一般には状態ベクトルの重ね合わせ なるが，前論文で説明したように，測
定結果は一意的に決定さ なけ ば ら と う条件により，右辺は１項のみでなければな
らない．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0)の値と x0
の値が に 応していなければ ら い．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
xt = f(x0 0), Xt = g(x0, X0) (4)
する ，
xˆt ≡ −1xˆ0 = f(xˆ0, 0) Xˆt ≡ −1X0U = g(xˆ0, Xˆ0) (5)
が以下に示すように成立する:
式 (3)を用いると
xˆt| 0, X0〉 = −1ˆ0 | , X0〉 = Uˆ−1ˆ |f(x0, X0) g(x ,X0)〉
= Uˆ−1f(x0, X0)|f(x ,X0) g(x ,X0)〉 = f(x0, X0)|x0, X0〉.
意の |x0, X0〉に対して上の式 立するから，xˆt f(xˆ0, ˆ0) 同様に任意の |x0, X0〉に対し
て ˆt|x0, 0〉 = g(x0, 0)|x0, X0〉が成立するから，Xˆt = g(xˆ0, Xˆ0)．QED
逆に xˆt = f(xˆ0, Xˆ0)， ˆt = g(xˆ0, Xˆ0)のとき，式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義する ，相互作用後の位置演 xˆ ，Xˆ を xˆ0 Xˆ み 関数と考
えることは，物理的に同じこ 考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X0)と g(x0, X0)がわかれば，相互作用後の
粒子とプローブの位置演算子 xˆt，Xˆ をもとめることができる．また任意の |x0〉と |X0〉に対し
2
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| 0〉 | 0〉
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t ( 0, ) 0 ( 0, ) 0
１ な
( ) ( 0, ) ( 0, )
t ( 0, ), t ( 0, ) ( )
t
1
0 ( 0, ), t 1 0 ( 0, ) ( )
:
( )
t| 0, 〉 1 0 | 0, 〉 1 0| ( 0, ), ( 0 )〉
1 ( 0, )| ( 0, ), ( 0 )〉 ( )| , 〉.
| 0, 〉 t ( 0, ) | 0, 〉
t| 0, 〉 ( )| , 〉 t ( 0, )
t ( 0, ) t ( 0, ) ( )
( ) t t 0 の
( ) ( ) ( 0, ) ( 0, )
t t | 0〉 | 0〉相互作用後の粒子とプローブの位置演算子
ければ らな という条件を課 ことによって，線形性の仮説が証明できる いうことを示
唆していた．対象粒子の状態を測 前に想定することはできないから，粒子の任意の初期状態
に対してこの条件が成立し ければ らない．
本論文では条件 ， と　時間発展演算子 Uˆ のユニタリ性，及び　 xˆ0の測定誤差 (x0)は対





位 を別の測定装置によって測定し，その測定値から対象粒子 位置の 定値を予測する．そ
際プローブの位置の測定は誤差 0でおこなう ができること，またそ 測定が粒子の運動
量を擾乱することがな と仮定されている．x軸上を粒子とプローブが運動する１次元の問題
を考える．この き対象粒子とプローブからなるシステム 測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステムの状態は
Uˆ |x ,X0〉 = |f 0 , g(x ,X0)〉 (3)
ら ければ らない． こで Uˆはシステムの時間発展演算子であり、テンソル積 |x0〉⊗|X0〉
を |x ,X0〉と簡略してかいた また |x と |X0〉はそ ぞれ測定前の対象粒子とプローブの位
置演算子 xˆ と Xˆ0の固有ベクトルである．
式 (3)の右辺 一般には状態ベクトルの重ね合わせになるが，前論文で説明したように，測
定結果は一意的に決定され ければ らな という条件により，右辺は１項のみで ければな
らない．また Xˆtの測定値 g(x ,X )から x0の値を測定するために、関数 g(x ,X0)の値と x0
の値が 対１に対応してい ければ らない．
式 (3)の関数 f(x ,X )と g(x ,X0)を
t = f(x0, 0), Xt = g(x ,X0) (4)
とすると，
xˆt ≡ Uˆ−1xˆ0Uˆ = f(xˆ , ˆ0), t ≡ ˆ−1 0Uˆ = g(xˆ , Xˆ0) (5)
が以下に示 ように成立する:
式 (3)を用いると
ˆt|x ,X0〉 = Uˆ−1xˆ Uˆ |x ,X0〉 = Uˆ−1ˆ |f 0 , g(x ,X0)〉
= Uˆ−1 |f 0 , g( , 0)〉 = f( )|x ,X0〉.
任意の |x , 0〉に対して上の式が成立するから， t = f(xˆ , Xˆ0)．同様に任意の |x ,X0〉に対し
て Xˆt|x ,X 〉 = g( )|x ,X0〉が成立するから，Xˆt = g(xˆ , Xˆ0)．QED
逆に t = f(xˆ , 0)，Xˆt = g(xˆ , Xˆ0)のとき，式 (3) 成立す ことがわかる．注１）すなわ
ち式 (3)で Uˆ を定義するこ と，相互作用後の位置演算子 t，Xˆtを xˆ0と Xˆ0 みの関数と考
えることは， こ と考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x ,X )と g(x ,X0)がわかれば，相互作用後の















を考える．このとき対象粒子とプローブからなるシステムの測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステムの状態は
Uˆ |x0, X0〉 = |f(x0, X0), g(x0, X0)〉 (3)
とならなければならない．ここで Uˆはシステムの時間発展演算子であり、テンソル積 ⊗|X0〉




らない．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0) と x0
の値が１対１に対応していなければならない．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
xt = f(x0, X0), Xt = g(x0, X0) (4)
とすると，
xˆt ≡ Uˆ−1xˆ0Uˆ = f(xˆ0, Xˆ0), Xˆt ≡ Uˆ−1Xˆ0Uˆ = g(xˆ0, Xˆ0) (5)
が以下に示すように成立する:
式 (3)を用いると
xˆt|x0, X0〉 = Uˆ−1xˆ0Uˆ |x0, X0〉 = Uˆ−1xˆ0|f(x0, X0), g(x0, X0)〉
= Uˆ−1f(x0, X0)|f(x0, X0), g(x0, X0)〉 = f(x0, X0)|x0, X0〉.
任意の |x0, X0〉に対して上の式が成立するから，xˆt = f(xˆ0, Xˆ0)．同様に任意の |x0, 0〉に対し
て Xˆt|x0, X0〉 = g(x0, X0)|x0, X0〉が成立するから，Xˆt = g(xˆ0, Xˆ0)．QED
逆に xˆt = f(xˆ0, Xˆ0)，Xˆt = g(xˆ0, Xˆ0)のとき，式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義することと，相互作用後の位置演算子 xˆt，Xˆtを xˆ0と Xˆ0のみの関数と考
えることは，物理的に同じことと考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X0)と g(x0, X0)がわかれば，相互作用後














を考える．このとき対象粒子とプローブからなるシステムの測定前の状態を |x0〉 ⊗ |X0〉とする
と，測定後のシステムの状態は
Uˆ |x0, X0〉 = |f(x0, X0), g(x0, X0)〉 (3)
とならなければならない．ここで Uˆはシステムの時間発展演算子であり、テンソル積 |x ⊗|X0〉




らない．また Xˆtの測定値 g(x0, X0)から x0の値を測定するために、関数 g(x0, X0)の値と x0
の値が１対１に対応していなければならない．
式 (3)の関数 f(x0, X0)と g(x0, X0)を
xt = f(x0, X0), Xt = g(x0, X0) (4)
とすると，
xˆt ≡ Uˆ−1xˆ0Uˆ = f(xˆ0, Xˆ0), Xˆt ≡ Uˆ−1Xˆ0Uˆ = g(xˆ0, Xˆ0) (5)
が以下に示すように成立する:
式 (3)を用いると
xˆt|x0, X0〉 = Uˆ−1xˆ0Uˆ |x0, X0〉 = Uˆ−1xˆ0|f(x0, X0), g(x0, X0)〉
= Uˆ−1f(x0, X0)|f(x0, X0), g(x0, X0)〉 = f(x0, X0)|x0, X0〉.
任意の |x0, X0〉に対して上の式が成立するから，xˆt = f(xˆ0, Xˆ0)．同様に任意の |x ,X 〉に対し
て Xˆt|x0, X0〉 = g(x0, X0)|x0, X0〉が成立するから，Xˆt = g(xˆ0, Xˆ0)．QED
逆に xˆt = f(xˆ0, Xˆ0)，Xˆt = g(xˆ0, Xˆ0)のとき，式 (3)が成立することがわかる．注１）すなわ
ち式 (3)で Uˆ を定義することと，相互作用後の位置演算子 xˆt，Xˆtを xˆ0と Xˆ0 みの関数 考
えることは，物理的に同じことと考えられる．
式 (5)を見ればわかるように，式 (3)で関数 f(x0, X0)と g(x0, X0)がわかれば，相互作用後
粒子とプローブの位置演算子 xˆt，Xˆtをもとめることができる．また任意の |x0〉と |X0〉に対し
2
して式（３）が成立すると考えれば，ヒルベルト空間の任意の状態ベクト
ルに対してて式 (3)が成立すると考えれば，ヒルベルト空間の任意の状態ベクトルに対 Uˆ の作用をも
























前論文で述べたが，上の最初の偏微分方程式の一般解は F (x)を任意の関数として f = x0 +
F (x0 −X0)である．従って式 (4)より
xt = x0 + F (x0 −X0), (6)
Xt = X0 +G(x0 −X0) (7)
を得る．ここでG(x)は任意の関数である．
時間発展演算子 Uˆ は全系のベクトルのノルムを保存しなければならないから，ユニタリでな
ければならない．Uˆ がユニタリである条件は、任意の状態ベクトル |φ0, ξ0〉に対して




















て式 (3)が成立すると考えれば，ヒルベルト空間の任意の状態ベクトルに対して Uˆ の作用をも
とめることができるから，式 (3)はハミルトニアンを使わずに直接時間発展演 Uˆ を定義し
ていると考えることができる．前論文でも述べたが，以前は粒子とプローブの運動エネルギー
と相互作用の和でハミルトニアンを作成し，それを使って時間発展演算子 Uˆ を求めていた．ま





















前論文で述べたが，上の最初の偏微分方程式の一般解は F (x)を任意の関数として f = x0 +
F (x −X0)である．従って式 (4)より
xt = x0 + F (x −X0), (6)
Xt = X0 +G(x −X0) (7)
を得る．ここでG(x)は任意の関数である．
時間発展演算子 Uˆ は全系のベクトルのノルムを保存しなければならないから，ユニタリでな
ければならない．Uˆ がユニタリである条件は、任意の状態ベクトル |φ0, ξ0〉に対して





















て式 (3)が成立すると考えれば，ヒルベルト空間 任意の状態ベクトルに対して Uˆ の作用をも
























前論文で述べたが，上 最初の偏微分方程式の一般解は F (x)を任意の関数として f = x0 +
F (x0 −X0)である．従って式 (4)より
xt = x0 + F (x0 −X0), (6)
Xt = X0 +G(x0 −X0) (7)
を得る．ここでG(x)は任意の関数である．
時間発展演算子 Uˆ は全系のベクト のノルムを保存しなければならないから，ユニタリでな
ければならない．Uˆ がユニタリである条件は、任意の状態ベクトル |φ0, ξ0〉に対して



















て式 (3)が成立すると考えれば，ヒルベルト空間の任意の状態ベクトルに対して Uˆ の作用をも
























前論文で述べたが，上の最初の偏微分方程式の一般解は F (x)を任意の関数として f = x0 +
F (x0 −X0)である．従って式 (4)より
xt = x0 + F (x0 −X0), (6)
Xt = X0 +G(x0 −X0) (7)
を得る．ここでG(x)は任意の関数である．
時間発展演算子 Uˆ は全系のベクトルのノルムを保存しなければならないから，ユニタリでな
ければならない．Uˆ がユニタリである条件は、任意の状態ベクトル |φ0, ξ0〉に対して
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て式 (3)が成立すると考えれば，ヒルベルト空間の任意の状態ベクトルに対して Uˆ の作用をも
























前論文で述べたが，上の最初の偏微分方程式の一般解は F (x)を任意の関数として f = x0 +
F (x0 −X0)である．従って式 (4)より
t = x0 + F (x0 −X0), (6)
t = X0 +G(x0 −X0) (7)
を得る．ここでG(x)は任意の関数である．
時間発展演算子 Uˆ は全系のベクトルのノルムを保存し ければな ないから，ユニタリでな
ければならない．Uˆ がユニタリである条件は、任意の状態ベクトル |φ0, ξ0〉に対して
〈φ0, ξ |Uˆ †Uˆ |φ0, ξ0〉 = 〈φ , ξ0|φ0, ξ0〉. (8)
式 (3)，(4)を用いると，
∫
|φ x | |ξ0(X0)|2dxtdXt =
∫
|φ x | |ξ0(X0)|2dx0dX0. (9)
左辺の積分変数の変換をおこなうと
dxtdXt =




|φ x | |ξ0(X0)|2







て式 (3)が成立すると考えれば，ヒルベルト空間の任意の状態ベクトルに対して Uˆ の作用をも
























前論文で述べたが，上の最初の偏微分方程式の一般解は F (x)を任意の関数として f = x0 +
F (x0 −X0)である．従って式 (4)より
xt = x0 + F (x0 −X0), (6)
Xt = X0 +G(x0 −X0) (7)
を得る．ここでG(x)は任意の関数である．
時間発展演算子 Uˆ は全系のベクトルのノルムを保存しなければならないから，ユニタリでな
ければならない．Uˆ がユニタリである条件は、任意の状態ベクトル |φ0, ξ0〉に対して
























て式 (3)が成立すると考えれば，ヒルベルト空間の任意の状態ベクトルに対して Uˆ 作用をも
とめることができるから，式 (3)はハミルトニアンを使わずに直接時間発展演算子 Uˆ を定義し
ていると考えることができ ．前論文でも述べたが，以前は粒子とプローブの運動エネルギー
と相互作用の和でハミルトニアンを作成し，それを使って時間発展演算子 Uˆ を求めていた．ま
た xˆtと Xˆtをもとめる際に，粒子 プローブの運動エネルギー 無視するという近似 おこなっ
いた．しかしこの章で述べ 方法は，ハミルトニアンを使わずに式 (3)で直接時間発展演算



















前論文で述べたが，上の最初の偏微分方程式の一般解は F (x)を任意の関数として f = x0 +
F (x0 −X0)である．従って式 (4)より
xt = x0 + F (x0 −X0), (6)
Xt = X0 +G(x0 −X0) (7)
を得る．ここでG(x)は任意の関数である．
時間発展演算子 Uˆ は全系のベクトルのノルムを保存しなければならないから，ユニタリでな
ければならない．Uˆ がユニタリである条件は、任意の状態ベクトル |φ0, ξ0〉に対して



















て式 (3)が成立すると考えれば，ヒルベルト空間の任意の状態ベクトルに対して Uˆ の作用をも






3 運 保存する条件と Uˆがユニタリである条件
前論文１）で指摘したように，空間の一様性（座標軸の原点をどこにとってもよい）という対
称性から，運動量の保存則が得られる．式 (4)は空間の一様性という対称性を満足しなければ















前論文で述べたが，上の最初の偏微分方 F (x)を任意の関数として f = x0 +
F (x0 −X0)である．従って式 (4)より
xt = 0 + F (x0 −X0), (6)
Xt = X0 +G(x0 −X0) (7)
を得る．こ でG(x)は任意の関数である．
時間発展演算子 Uˆ は全系のベクトルのノルムを保存しなければならないから，ユニタリでな
ければならない．Uˆ がユニタリである条件は、任意の状態ベクトル |φ0, ξ0〉に対して






















て式 (3)が成立すると考えれば，ヒルベルト空間の任意の状態ベクトルに対して Uˆ の作用をも
























前論文で述べたが，上の最初の偏微分方程式の一般解は F (x)を任意の関数として f = x0 +
F (x0 −X0)である．従って式 (4)より
xt = x0 + F (x0 −X0), (6)
Xt = X0 +G(x0 −X0) (7)
を得る．ここでG(x)は任意の関数である．
時間発展演算子 Uˆ は全系のベクトルのノルムを保存しなければならないから，ユニタリでな
ければならない．Uˆ がユニタリである条件は、任意の状態ベクトル |φ0, ξ0〉に対して


















て式 (3)が成立すると考えれば，ヒルベルト空間の任意の状態ベクトルに対して Uˆ の作用をも
























前論文で述べたが，上の最初の偏微分方程式の一般解は F (x)を任意の関数として f = x0 +
F (x0 −X0)である．従って式 (4)より
xt = x0 + F (x0 −X0), (6)
Xt = X0 +G(x0 −X0) (7)
を得る．ここでG(x)は任意の関数である．
時間発展演算子 Uˆ は全系のベクトルのノルムを保存しなければならないから，ユニタリでな
ければならない．Uˆ がユニタリである条件は、任意の状態ベクトル |φ0, ξ0〉に対して




















て式 (3)が成立すると考えれば，ヒルベルト空間の任意の状態ベクトルに対して Uˆ の作用をも
























前論文で述べたが，上の最初の偏微分方程式の一般解は F (x)を任意の関数として f = x0 +
F (x0 −X0)である．従って式 (4)より
xt = x0 + F (x0 −X0), (6)
Xt = X0 +G(x0 −X0) (7)
を得る．ここでG(x)は任意の関数である．
時間発展演算子 Uˆ は全系のベクトルのノルムを保存しなければならないから，ユニタリでな
ければならない．Uˆ がユニタリである条件は、任意の状態ベクトル |φ0, ξ0〉に対して











































xt x0 (x0 0), (6)
t 0 (x0 0) (7)
(x)
ˆ
ˆ | 0, ξ0〉
〈 0, ξ0| ˆ † ˆ | 0, ξ0〉 〈 0, ξ0| 0, ξ0〉. (8)
(3) (4)
∫
| 0(x0)|2|ξ0( 0)|2dxtd t
∫
| 0(x0)|2|ξ0( 0)|2dx0d 0. (9)
dxtd t





∣∣∣∣ ∂(xt, t)∂(x0, 0)





て式 (3)が成立すると考えれば，ヒ ベルト空間の任意の状態ベクトルに対して Uˆ の作用をも
























前論文で述べたが，上の最初の偏微分方程式の一般解は F (x)を任意の関数として f = x0 +
F (x0 −X0)である．従って式 (4)より
xt = x0 + F (x0 −X0), (6)
Xt = 0 +G(x0 −X0) (7)
を得る．ここでG(x)は任意の関数である．
時間発展演算子 Uˆ は全系のベクト のノルムを保存し ければ ないか ，ユニタリでな
ければなら Uˆ がユニタリである条件は、任意の状態ベクトル |φ0, ξ0〉に対して
〈φ0, ξ0|Uˆ †Uˆ |φ0, ξ0〉 = 〈φ0, ξ0|φ0, ξ0〉. (8)
式 (3)，(4)を用いると，
∫
|φ0(x0)|2|ξ (X0)|2 xtdXt =
∫
|φ0(x0)|2|ξ (X0)|2 x dX0. (9)
左辺の積分変数の変換をおこなうと
xtdXt =





(∣∣∣∣ ∂(x ,Xt)∂(x ,X0)
∣∣∣∣− 1
)
x dX0 = 0.
3
タリである条件は， 態ベクトル
て式 (3)が成立すると考えれば，ヒルベルト空間の任意 状態ベクトルに対して Uˆ の作用をも
























前論文で述べたが，上の最初 偏微分方程式の一般解は F (x)を任意の関数として f = x0 +
F (x0 −X0)である．従って式 (4)より
xt = x0 + F (x0 −X0), (6)
Xt = X0 +G(x0 −X0) (7)
を得る．こ でG(x)は任意の ．
時間発展演算子 Uˆ は全系のベク 保存しなければならないから，ユニタリでな
ければ らない．Uˆ がユニタリである条件は、任意の状態ベクト |φ0, ξ0〉に対して
































φ , |U U |φ , φ , |φ , .













て式 (3)が成立すると考えれば，ヒルベルト空間の任意の状態ベクトルに対して Uˆ の作用をも
























前論文で述べたが，上の最初の偏微分方程式の一般解は F (x)を任意の関数として f = x0 +
F (x0 −X0)である．従って式 (4)より
xt = x0 + F (x0 −X0), (6)
Xt = X0 +G(x0 −X0) (7)
を得る．ここでG(x)は任意の関数である．
時間発展演算子 Uˆ は全系のベクトルのノルムを保存しなければならないから，ユニタリでな
ければならない．Uˆ がユニタリである条件は、任意の状態ベクトル |φ0, ξ0〉に対して












































F (x) f = x0 +
F (x0 −X0) (4)
xt = x0 + F (x0 −X0), (6)






























φ0(x0)，ξ0(X0)は任意の波動関数であるから，Uˆ がユニタリの条件は∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ = 1. (10)
式 (6)，(7)を (10)に代入して
F (x)−G(x) = 0 or − 2x (11)
を得る．ただしここで，Uˆ が反転変換に対して不変であることを要請した．今考えているの
は空間１次元の場合なので，反転変換は x軸の向きを逆にすることに対応している．従って
x0 → −x0，X0 → −X0に対して xt → −xt，Xt → −Xtでなければならないから，式 (6)，(7)
より F (x)とG(x)は奇関数でなければならない．
4 測定値の定義
Uˆ は線形演算子であるから，式 (3)，(6)，(7)より，初期状態がそれぞれ |φ0〉，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉φ0(x0)ξ0(X0)dx0dX0 (12)
となる．ここで φ0(x0)の x0成分を測定する場合を考えると，式 (12)の右辺は∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉ξ0(X0)dX0
となる．ここでX0の積分になっていることに注意．相互作用後にプローブの位置を測定して
得られた値をXtとすると，Xt = X0 +G(x0 −X0)であることがわかる．しかし我々はこのと
き得られたXtは ξ0(X0)のどのX0成分によるものなのか知ることはできない．注２）従って測
定値Xtから x0の値を予測するためには，X0の平均値 〈X0〉を用いて x0の値を予測するのが
合理的である：






x0 = X0 +G−1(Xt −X0), (14)
(x0)exp = 〈X0〉+G−1(Xt − 〈X0〉) (15)
= 〈X0〉+G−1(X0 − 〈X0〉+G(x0 −X0)).
更に，もしこのとき相互作用後の対象の位置を測定したとすれば，xt = x0 + F (x0 −X0)と
いう値が得られるのであるから，xtの測定値は
(xt)exp = (x0)exp + F ((x0)exp − 〈X0〉) (16)
とするのが合理的である．
4
意の波動関数であるから，φ0(x0)，ξ0(X0)は任意の波動関数である Uˆ がユニタリの条件は∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ = 1. (10)
式 (6)，(7)を (10)に代入して
F (x)−G(x) = 0 or − 2x (11)
を得る．ただしここで，Uˆ が反転変換に対して不変であることを要請した．今考えているの
は空間１次元の場合なので，反転変換は x軸の向きを逆にすることに対応している．従って
x0 → −x0，X0 → −X0に対して xt → −xt，Xt → −Xtでなければならないから，式 (6)，(7)
より F (x)とG(x)は奇関数でなければならない．
4 測定値の定義
Uˆ は線形演算子であるから，式 (3)，(6)，(7)より，初期状態がそれぞれ |φ0〉，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉φ0(x0)ξ0(X0)dx0 X0 (12)
となる．ここで φ0(x0)の x0成分を測定する場合を考えると，式 (12)の右辺は∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉ξ0(X0)dX0
となる．ここでX0の積分になっていることに注意．相互作用後にプローブの位置を測定して
得られた値をXtとすると，Xt = X0 +G(x0 −X0)であることがわかる．しかし我々はこのと
き得られたXtは ξ0(X0)のどのX0成分によるものなのか知ることはできない．注２）従って測
定値Xtから x0の値を予測するためには，X0の平均値 〈X0〉を用いて x0の値を予測するのが
合理的である：




定値より x0の値を一意的に予測するには，Xtの値と x0の値は１対 に対応していなければな
らない．このとき関数G(x)の逆関数G−1(x)が存在する．従って式 (7)，(13)より
x0 = X0 +G−1(Xt −X0), (14)
(x0)exp = 〈X0〉+G−1(Xt − 〈X0〉) (15)
= 〈X0〉+G−1(X0 − 〈X0〉+G(x0 −X0)).
更に，もしこのとき相互作用後の対象の位置を測定したとすれば，xt = x0 + F (x0 −X0)と
いう値が得られるのであるから，xtの測定値は





φ0(x0)，ξ0(X0)は任意の波動関数であるから，Uˆ がユニタリの条件は∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ = 1. (10)
式 (6)，(7)を (10)に代入して
F (x)−G(x) = 0 or − 2x (11)
を得る．ただし こで，Uˆ が反転変換に対して不変であることを要請した．今考えているの
は空間１次元の場合なので，反転変換は x軸の向きを逆にすることに対応している．従って
x0 → −x0，X0 → −X0に対して xt → −xt，Xt → −Xtでなければならないから，式 (6)，(7)
より F (x)とG(x)は奇関数でなければならない．
4 測定値の定義
Uˆ は線形演算子であるから，式 (3)，(6)，(7)より，初期状態がそれぞれ |φ0〉，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉φ0(x0)ξ0(X0)dx0dX0 (12)
となる． こで φ0(x0)の x0成分を測定する場合を考えると，式 (12)の右辺は∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉ξ0(X0)dX0
となる． こでX0の積分になっていることに注意．相互作用後にプローブの位置を測定して
得られた値をXtとすると，Xt = X0 +G(x0 −X0)であることがわかる．しかし我々はこのと
き得られたXtは ξ0(X0)のどのX0成分によるものなのか知ることはできない．注２）従って測
定値Xtから x0の値を予測するためには，X0の平均値 〈X0〉を用いて x0の値を予測するのが
合理的である：






x0 = X0 +G−1(Xt −X0), (14)
(x0)exp = 〈X0〉+G−1(Xt − 〈X0〉) (15)
= 〈X0〉+G−1(X0 − 〈X0〉+G(x0 −X0)).
更に，もしこのとき相互作用後の対象の位置を測定したとすれば，xt = x0 + F (x0 −X0)と
いう値が得られるのであるから，xtの測定値は
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φ0(x0)，ξ0(X0)は任意の波動関数であるから，Uˆ がユニタリの条件は∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ = 1. (10)
式 (6)，(7)を (10)に代入して
F (x)−G(x) = 0 or − 2x (1 )
を得る．ただし ，Uˆ が反転変換に対して不変であることを要請した．今考えているの
は空間１次元の場合なので，反転変換は x軸の向きを逆にすることに対応している．従って
x0 −x0，X0 −X0に対して xt −xt，Xt −Xtでなければならないから，式 (6)，(7)
より F (x)とG(x)は奇関数でなければならない．
4
Uˆ は線形演算子であるから，式 (3)，(6)，(7)より，初期状態がそれぞれ |φ0〉，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉φ0(x0)ξ0(X0)dx0dX0 (12)
となる．ここで φ0(x0)の x0成分を測定する場合を考えると，式 (12)の右辺は∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉ξ0(X0)dX0
となる．ここでX0の積分になっていることに注意．相互作用後にプローブの位置を測定して
得られた値をXtとすると，Xt = X0 +G(x0 −X0)であることがわかる．しかし我々はこのと
き得られたXtは ξ0(X0)のどのX0成分によるものなのか知ることはできない．注２）従って測
定値Xtから x0の値を予測するためには，X0の平均値 〈X0〉を用いて x0の値を予測するのが
合理的である：






x0 = X0 +G−1(Xt −X0), (14)
(x0)exp = 〈X0〉+G−1(Xt − 〈X0〉) (15)
= 〈X0〉+G−1(X0 − 〈X0〉+G(x0 −X0) .
更に，もしこのとき相互作用後の対象の位置を測定したとすれば，xt = x0 + F (x0 −X0)と
いう値が得られるのであるから，xtの測定値は





φ0(x0)，ξ0(X0)は任意の波動関数であるから Uˆ がユ 条件は∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ = 1. (10)
式 (6)，(7)を (10)に代入して
F (x)−G(x) = 0 or − 2x (1 )
を得る．ただしこ で，Uˆ が反転変換 て不変であることを要請した．今考えているの
は空間１次元の場合なので，反転変換は x軸の向きを逆にすることに対応している．従って
x0 −x0，X0 −X0に対して xt −xt，Xt −Xtでなければなら いから，式 (6)，(7)
より F (x)とG(x)は奇関数でなければなら い．
4
Uˆ は線形演算子であるから，式 (3)，(6) (7)より，初期状態がそれぞ |φ0〉，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 −X0), 0 +G(x0 −X0)〉φ0(x0)ξ0(X0)dx0dX0 (12)
となる．こ で φ0(x0)の x0成分を測定する場合を考えると，式 (12)の右辺は∫
|x0 + F (x0 −X0), 0 +G(x0 −X0)〉ξ0(X0)dX0
となる．こ でX0の積分になっていることに注意．相互作用後にプローブの位置を測定して
得られた値をXtとすると，Xt = X0 +G(x0 −X0)であることがわかる．しか 我々はこのと
き得られたXtは ξ0(X0)のど X0成分によるものな か知ることはできない．注２）従って測
定値Xtから x0の値を予測するためには，X0の平均値 〈X0〉を用いて x0の値を予測するのが
合理的である：




定値より x0の値を一意的に予測するには，Xtの値と x0の値は１対 に対応していなければな
らない．このとき関数G(x)の逆関数G−1(x)が存在する．従って式 (7)，(13)より
x0 = X0 +G−1(Xt −X0), (14)
(x0)exp = 〈X0〉+G−1(Xt − 〈X0〉) (15)
= 〈X0〉+G−1(X0 − 〈X0〉+G(x0 −X0)).
更に，もしこのとき相互作用後の対象の位置を測定したとすれば，xt = x0 + F (x0 −X0)と
いう値が得られるのであるから，xtの測定値は





φ0(x0)，ξ (X0)は任意の波動関数であるから，Uˆ がユニタリの条件は∣∣∣∣ ∂(x ,Xt)∂(x ,X0)
∣∣∣∣ = 1. (10)
式 (6)， 7) (10)に
F (x)−G(x) = 0 or − 2x (11)
を得る．ただし こで，Uˆ が反転変換に対して不変であることを要請した．今考えているの
間１次元の場合なので，反転変換は x軸の向きを逆にすることに対応している．従って
x0 → −x0，X0 → −X0に対して xt → −xt，Xt → −Xtでなければ らないから，式 (6)，(7)
より F (x)とG(x)は奇関数でなければ らない．
4 測定値の定義
Uˆ は線形演算子であるから，式 (3) (6)，(7)より，初期状態がそ ぞれ |φ0〉，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 − 0), X0 +G(x0 −X0)〉φ x0)ξ (X0) x0dX0 (12)
となる． こで φ0( )の x0成分を測定する場合を考えると，式 (12)の右辺は∫
|x0 + F (x0 − 0), X0 +G(x0 −X )〉ξ ( 0)dX0
となる． こでX0の積分になっていることに注意．相互作用後にプローブの位置を測定して
得られた値をXt すると， t = X0 +G(x0 −X0)であることがわかる． かし我々はこのと
き得られたXtは ξ (X0) どのX0成分によるも なのか知ることはできない．注２）従って測
定値Xtから x0の値を予測するためには，X0の平均値 〈X0〉を用いて x0の値を予測するのが
合理的である：
t = 〈X0〉+G(( 0)exp − 〈X0〉), こで 〈X0〉 =
∫
|ξ ( 0)|2dX0. (13)
本論文では，一般にAのプローブの初期状態の関数 |ξ (X0)|2での平均を 〈A〉とかく．Xtの測
定値より x0の値を一意的に予測するには，Xtの値と x0の値は １に対応していなければな
らない．このとき関数G(x)の逆関数G−1(x)が存在する．従って式 (7 ，(13)より
x0 = X0 +G−1( t −X0), (14)
( 0)exp = 〈X0〉+G−1( t − 〈X0〉) (15)
= 〈X0〉+G−1( 0 − 〈X0〉+G(x0 −X0)).
更に，もしこのとき相互作用後 対象の位置を測定したとすれば， t = x0 + F (x0 −X0)と
いう値が得られるのであるから，xtの測定値は




φ0(x )，ξ0(X0)は任意の波動関数であるから，Uˆ がユニタリの条件は∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ = 1. (10)
式 6 (7)を (10)に代入して
F (x)−G(x) = 0 or − 2x (1 )
を得る．ただし こで，Uˆ が反転変換に対して不変であることを要請した．今考えているの
は 元の場合なので，反転変換は x軸の向きを逆にすることに対応している．従って
x0 → −x ，X0 → −X0に対し xt → −xt，Xt → −Xtでなければ らないから，式 6 ，(7)
より F (x)とG(x)は奇関数でなければ らない．
4
Uˆ は線形演算子であるから，式 3 6 ，(7)より，初期状態がそ ぞれ |φ0〉，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 − 0), X0 +G(x0 −X0)〉φ0(x )ξ0(X0) x0dX0 (12)
となる． こで φ0(x0)の x0成分を測定する場合を考えると，式 (12)の右辺は∫
|x0 + F (x0 − 0), X0 +G(x0 −X0)〉ξ0( )dX0
となる． こでX0の積分になっていることに注意．相互作用後にプローブの位置を測定して
得られた値をXtとすると， t = X0 +G(x0 −X0)であることがわかる． かし我々はこのと
き得られたXtは ξ0(X0) どのX0成分によるも なのか知ることはできない．注２）従って測
定値Xtから x0の値を予測するためには，X0の平均値 〈X0〉を用いて x0の値を予測するのが
合理的である：




定値より x0の値を一意的に予測するには，Xtの値と x0の値は 対１に対応していなければな
らない．このとき関数G(x)の逆関数G−1(x)が存在する．従って式 7)，(13)より
x0 = X0 +G−1( t −X0), (14)
(x0)exp = 〈X0〉+G−1(Xt − 〈X0〉) (15)
= 〈X0〉+G−1(X0 − 〈X0〉+G(x0 −X0) .
更に，もしこのとき相互作用後の対象の位置を測定したとすれば， t = x0 + F (x0 −X0)と
いう値が得られるのであるから，xtの測定値は








∣∣∣∣ = 1. (10)
式 (6)，(7)を (10)に代入して
F (x)−G( ) = 0 or − 2x (11)
を得る．ただしここで，Uˆ が反転 換に対して不変であることを要請した．今考えているの
は空間１次元の場合なので，反転変換は x軸の向きを逆 することに対応している．従って
x0 → −x0，X0 → −X0に対して xt xt，Xt → −Xtで ければならないから，式 (6)，(7)
F (x)とG(x)は奇関数でなければならない．
4 測定値の定義
Uˆ は線形演算子であるから，式 (3) (6)，(7)より，初期状態がそれぞれ |φ0〉，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ0, ξ 〉 =
∫
|x0 + F (x −X0), X0 +G(x0 − 0)〉φ ( )ξ0(X0)dx0dX0 (12)
となる．ここで φ0(x0)の x0成分 測定する場合を考えると，式 (12)の右辺は∫
|x0 + F (x −X0), X +G(x0 −X0)〉ξ0(X0)dX0
となる．ここでX0の積分になっていることに注意．相互作用後にプローブの位置を測定して
得られた値を tとすると，Xt = X0 +G(x0 −X0)であることがわかる．しかし我々はこのと
き得られたXtは ξ0( 0)のどのX0成分によ ものなのか知ることはできない．注２）従って測
定 Xtから x0の値を予測するためには，X0の平均値 〈X0〉 用いて x0 値を予測するのが
合理的である：
Xt = 〈X0〉+G((x0)exp − 〈X0〉), ここで 〈 〉 =
∫
X0|ξ (X0)|2dX0. (13)
本論文では，一般にA プローブ 初期状態の関数 |ξ0(X0)|2での平均を 〈A〉とかく．Xtの測
定 より x0の値を一意的 予測するには，Xtの値と x0の値は１対１に対応していなければな
らない．こ とき の逆関数G−1(x)が存在する．従って式 (7)，(13)より
x0 = 0 +G−1(Xt −X0), (14)
(x0)exp = 〈 0〉+G−1(Xt − 〈X0〉) (15)
= 〈 〉+G−1(X 〈 〉+G(x0 −X0)).
更に，もしこ とき相互作用後の対象の位置を測定したとすれば，xt = x0 + F (x0 −X0)と
いう値が得 れるのであるから，xtの測定値は
(xt)exp = 0)exp + F ((x0)exp − 〈X0〉) (16)
とす のが合理的である．
4
φ0(x0) ξ0(X0) Uˆ∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ = 1. (10)
6) (7) (10)
F (x)−G(x) = 0 or − 2x (11)
Uˆ
x
x0 −x0 X0 −X0 xt → −xt Xt −Xt (6) (7)
より F (x) G(x)
4
Uˆ 3 (6) (7) |φ0〉 |ξ0〉
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 −X0), +G(x0 − 〉φ ( )ξ0(X0)dx0dX0 (12)
φ0(x0) x0 (12)∫
|x0 + F (x0 −X0), +G(x0 −X0)〉ξ0(X0)dX0
X0
Xt = 0 +G(x0 −X0)
Xt ξ0( ) X0 注２）
Xt x0 〈X0〉 x0
Xt = 〈X0〉+G( x exp − 〈X0〉), 〈 0〉 =
∫
X0|ξ0(X0)|2dX0. (13)
A |ξ0(X0)|2 〈A〉 Xt
値 x0 Xt x0
(x) G−1(x) (7) (13)
x0 = +G−1(Xt −X0), (14)
(x0)exp = 〈 0〉+G−1(Xt − 〈X0〉) (15)
= 〈 0〉+G−1(X0 〈 0〉+G(x0 −X0) .
の xt = x0 + F (x0 −X0)
ら xt







φ0(x0) ξ0(X0) から Uˆ∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ = 1. (10)
(6) (7) (10)
F (x)−G(x) = 0 or − 2x (11)
Uˆ
x
x0 −x0 X0 −X0 xt −xt Xt −Xt (6) (7)
F (x) G(x)
4
Uˆ (3) (6) (7) |φ0〉 |ξ0〉
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 −X0), 0 +G(x0 −X0)〉φ0(x0)ξ0(X0)dx0dX0 (12)
φ0(x0) x0 (12)∫
|x0 + F (x0 −X0), 0 +G(x0 −X0)〉ξ0(X0)dX0
X0
Xt Xt = X0 +G(x0 −X0)
Xt ξ0(X0) X0 注２）
Xt x0 X0 〈X0〉 x0
Xt = 〈X0〉+G((x0)exp − 〈X0〉), 〈X0〉 =
∫
X0|ξ0(X0)|2dX0. (13)
A |ξ0(X0)|2 〈A〉 Xt
x0 Xt x0
G(x) G−1(x) (7) (13)
x0 = X0 +G−1(Xt X0), (14)
(x0)exp = 〈X0〉+G−1(Xt 〈X0〉) (15)
= 〈X0〉+G−1(X0 〈X0〉+G(x0 −X0)).
xt = x0 + F (x0 −X0)
xt






　φ0(x0)，ξ0(X0)は任意の波動関数であるから，Uˆ がユニタリの条件は∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ = 1. (10)
式 (6)，(7)を (10)に代入して
F (x)−G(x) = 0 or − 2x (11)
を得る．ただしここで，Uˆ が反転変換に対して不変であることを要請した．今考えているの
は空間１次元の場合なので，反転変換は x軸の向きを逆にすることに対応している．従って
x0 → −x0，X0 → −X0に対して xt → −xt，Xt → −Xtでなければならないから，式 (6)，(7)
より F (x)とG(x)は奇関数でなければならない．
4 測定値の定義
Uˆ は線形演算子であるから，式 (3)，(6)，(7)より，初期状態がそれぞれ |φ0〉，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉φ0(x0)ξ0(X0)dx0dX0 (12)
となる．ここで φ0(x0)の x0成分を測定する場合を考えると，式 (12)の右辺は∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉ξ0(X0)dX0
となる．ここでX0の積分になっていることに注意．相互作用後にプローブの位置を測定して
得られた値をXtとすると，Xt = X0 +G(x0 −X0)であることがわかる．しかし我々はこのと
き得られたXtは ξ0(X0)のどのX0成分によるものなのか知ることはできない．注２）従って測
定値Xtから x0の値を予測するためには，X0の平均値 〈X0〉を用いて x0の値を予測するのが
合理的である：






x0 = X0 +G−1(Xt −X0), (14)
(x0)exp = 〈X0〉+G−1(Xt − 〈X0〉) (15)
= 〈X0〉+G−1(X0 − 〈X0〉+G(x0 −X0)).
更に，もしこのとき相互作用後の対象の位置を測定したとすれば，xt = x0 + F (x0 −X0)と
いう値が得られるのであるから，xtの測定値は






φ0(x0) ξ0( 0) Uˆ∣∣∣∣ ∂(xt, t)∂(x0, 0)
∣∣∣∣ = 1. (10)
(6) (7) (10)
F (x)− (x) = 0 or − 2x (11)
Uˆ
x
x0 −x0 0 − 0 xt −xt t − t (6) (7)
F (x) (x)
4
Uˆ (3) (6) (7) |φ0〉 |ξ0〉
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 − 0), 0 + (x0 − 0)〉φ0(x0)ξ0( 0)dx0d 0 (12)
φ0(x0) x0 (12)∫
|x0 + F (x0 − 0), 0 + (x0 − 0)〉ξ0( 0)d 0
0
t t = 0 + (x0 − 0)
t ξ0( 0) 0 注２）
t x0 0 〈 0〉 x0
t = 〈 0〉+ ((x0)exp − 〈 0〉), 〈 0〉 =
∫
0|ξ0( 0)|2d 0. (13)
A |ξ0( 0)|2 〈A〉 t
x0 t x0
(x) −1(x) (7) (13)
x0 = 0 + −1( t − 0), (14)
(x0)exp = 〈 0〉+ −1( t − 〈 0〉) (15)
= 〈 0〉+ −1( 0 − 〈 0〉+ (x0 − 0)).
xt = x0 + F (x0 − 0)
xt
(xt)exp = (x0)exp + F ((x0)exp − 〈 0〉) (16)
4
φ0(x0)，ξ0(X0)は任意の波動関数であるから，Uˆ がユニタリの条件は∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ = 1. (10)
式 (6)，(7)を (10)に代入して
F (x)−G(x) = 0 or − 2x (1 )
を得る．ただしここで，Uˆ が反転変換に対して不変であることを要請した．今考えているの
は空間１次元の場合なので，反転変換は x軸の向きを逆にすることに対応している．従って
x0 −x0，X0 −X0に対して xt −xt，Xt −Xtでなければならないから，式 (6)，(7)
より F (x)とG(x)は奇関数でなければならない．
4
Uˆ は線形演算子であるから，式 (3)，(6)，(7)より，初期状態がそれぞれ |φ0〉，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉φ0(x0)ξ0(X0)dx0dX0 (12)
となる．こ で φ0(x0)の x0成分を測定する場合を考えると，式 (12)の右辺は∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉ξ0(X0)dX0
となる．ここでX0の積分になっていることに注意．相互作用後にプローブの位置を測定して
得られた値をXtとすると，Xt = X0 +G(x0 −X0)であることがわかる．しかし我々はこのと
き得られたXtは ξ0(X0)のどのX0成分によるものなのか知ることはできない．注２）従って測
定値Xtから x0の値を予測するためには，X0の平均値 〈X0〉を用いて x0の値を予測するのが
合理的である：






x0 = X0 +G−1(Xt −X0), (14)
(x0)exp = 〈X0〉+G−1(Xt − 〈X0〉) (15)
= 〈X0〉+G−1(X0 − 〈X0〉+G(x0 −X0) .
更に，もしこのとき相互作用後の対象の位置を測定したとすれば，xt = x0 + F (x0 −X0)と
いう値が得られるのであるから，xtの測定値は





φ0(x0)，ξ0(X0)は任意の波動関数であるから，Uˆ がユニタリの条件は∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ = 1. (10)
式 (6)，(7)を (10)に代入して
F (x)−G(x) = 0 or − 2x (11)
を得る．ただしここで，Uˆ が反転変換に対して不変であることを要請した．今考えているの
は空間１次元の場合なので，反転変換は x軸の向きを逆にすることに対応している．従って
x0 → −x0，X0 → −X0に対して xt → −xt，Xt → −Xtでなければならないから，式 (6)，(7)
より F (x)とG(x)は奇関数でなければならない．
4 測定値の定義
Uˆ は線形演算子であるから，式 (3)，(6)，(7)より，初期状態がそれぞれ |φ0〉，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉φ0(x0)ξ0(X0)dx0dX0 (12)
となる．ここで φ0(x0)の x0成分を測定する場合を考えると，式 (12)の右辺は∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉ξ0(X0)dX0
となる．ここでX0の積分になっていることに注意．相互作用後にプローブの位置を測定して
得られた値をXtとすると，Xt = X0 +G(x0 −X0)であることがわかる．しかし我々はこのと
き得られたXtは ξ0(X0)のどのX0成分によるものなのか知ることはできない．注２）従って測
定値Xtから x0の値を予測するためには，X0の平均値 〈X0〉を用いて x0の値を予測するのが
合理的である：






x0 = X0 +G−1(Xt −X0), (14)
(x0)exp = 〈X0〉+G−1(Xt − 〈X0〉) (15)
= 〈X0〉+G−1(X0 − 〈X0〉+G(x0 −X0)).
更に，もしこのとき相互作用後の対象の位置を測定したとすれば，xt = x0 + F (x0 −X0)と
いう値が得られるのであるから，xtの測定値は




φ0(x0) ξ0(X0) Uˆ∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ = 1. (10)
(6) (7) (10)
F (x)−G(x) = 0 or − 2x (11)
Uˆ
x
x0 −x0 X0 −X0 xt −xt Xt −Xt (6) (7)
F (x) G(x)
4
Uˆ (3) (6) (7) |φ0〉 |ξ0〉
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉φ0(x0)ξ0(X0)dx0dX0 (12)
φ0(x0) x0 (12)∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉ξ0(X0)dX0
X0
Xt Xt = X0 +G(x0 −X0)
Xt ξ0(X0) X0 注２）
Xt x0 X0 〈X0〉 x0
Xt = 〈X0〉+G((x0)exp − 〈X0〉), 〈X0〉 =
∫
X0|ξ0(X0)|2dX0. (13)
A |ξ0(X0)|2 〈A〉 Xt
x0 Xt x0
G(x) G−1(x) (7) (13)
x0 = X0 +G−1(Xt −X0), (14)
(x0)exp = 〈X0〉+G−1(Xt − 〈X0〉) (15)
= 〈X0〉+G−1(X0 − 〈X0〉+G(x0 −X0)).
xt = x0 + F (x0 −X0)
xt




φ0(x0)，ξ0(X0)は任意の波動関数であるから，Uˆ がユニタリの条件は∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ = 1. (10)
式 (6)，(7)を (10)に代入して
F (x)−G(x) = 0 or − 2x (11)
を得る．ただし こで，Uˆ が反転変換に対して不変であることを要請した．今考えているの
は空間１次元の場合なので，反転変換は x軸の向きを逆にすることに対応している．従って
x0 → −x0，X0 → −X0に対して xt → −xt，Xt → −Xtでなければならないから，式 (6)，(7)
より F (x)とG(x)は奇関数でなければならない．
4 測定値の定義
Uˆ は線形演算子であるから，式 (3)，(6)，(7)より，初期状態がそれぞれ |φ0〉，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉φ0(x0)ξ0(X0)dx0dX0 (12)
となる． こで φ0(x0)の x0成分を測定する場合を考えると，式 (12)の右辺は∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉ξ0(X0)dX0
る． こでX0の積分になっていることに注意．相互作用後にプローブの位置を測定して
得られた Xtとすると，Xt = X0 +G(x0 −X0)であることがわかる．しかし我々はこのと
き得られたXtは ξ0(X0)のどのX0成分によるものなのか知ることはできない．注２）従って測
定値Xtから x0の値を予測するためには，X0の平均値 〈X0〉を用いて x0の値を予測するのが
合理的である：






x0 = X0 +G−1(Xt −X0), (14)
(x0)exp = 〈X0〉+G−1(Xt − 〈X0〉) (15)
= 〈X0〉+G−1(X0 − 〈X0〉+G(x0 −X0)).
更に，もしこのとき相互作用後の対象の位置を測定したとすれば，xt = x0 + F (x0 −X0)と
いう値が得られるのであるから，xtの測定値は




φ0(x0) ξ0( 0) Uˆ∣∣∣∣ ∂(xt, t)∂(x0, 0)
∣∣∣∣ = 1. (10)
(6) (7) (10)
F (x)−G(x) = 0 or − 2x ( 1)
こ Uˆ
x
x0 −x0 0 − 0 xt −xt t − t (6) (7)
F (x) G(x)
4
Uˆ (3) (6) (7) |φ0〉 |ξ0〉
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 − 0), 0 +G(x0 − 0)〉φ0(x0)ξ0( 0)dx0d 0 (12)
こ φ0(x0) x0 (12)∫
|x0 + F (x0 − 0), 0 +G(x0 − 0)〉ξ0( 0)d 0
0
値を t t = 0 +G(x0 − 0)
t ξ0( 0) 0 注２）
t x0 0 〈 0〉 x0
t = 〈 0〉+G( x0)exp − 〈 0〉), こ 〈 0〉 =
∫
0|ξ0( 0)|2d 0. (13)
A |ξ0( 0)|2 〈A〉 t
x0 t x0
G(x) G−1(x) (7) (13)
x0 = 0 +G−1( t − 0), (14)
(x0)exp = 〈 0〉+G−1( t − 〈 0〉) (15)
= 〈 0〉+G−1( 0 − 〈 0〉+G(x0 − 0) .
xt = x0 + F (x0 − 0)
xt




φ0(x0)，ξ0(X0)は任意の波動関数であるから，Uˆ がユニタリの条件は∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ = 1. (10)
式 (6)， 7)を (10)に代入して
F ( )−G(x) = 0 or − 2x (11)
を得る．ただしここで，Uˆ が反転変換に対して不変であることを要請した．今考えているの
は空間１次元の場合なので，反転変換は x軸の向きを逆にすることに対応している．従って
0 → −x0， 0 → −X0に対して xt → −xt， t → −Xtでなければならないから 式 (6)，(7)
より F ( )とG(x)は奇関数でなければならない．
4 測 値の定義
Uˆ は線形演算子であるから 式 (3)，(6)，(7)より，初期状態がそれぞれ φ0〉，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ0, ξ0〉 =
∫
| 0 + F (x −X0), X0 +G(x −X0)〉φ x ξ0( 0)dx0dX0 (12)
となる．ここで φ0( )の x0成分を測定する場合を考えると，式 (12)の右辺は∫
| 0 + F (x −X0), X0 +G(x − 0)〉ξ0(X0)dX0
となる．ここでX0の積分になっていることに注意．相互作用後にプローブの位置を測定して
得られた値をXt すると， t = X0 +G(x0 −X0)であることがわかる．しかし我々はこのと
き得られ tは ξ0(X0)のどのX0成分によるものなのか知ることはできない．注２）従って測
定値Xtから x0の値を予測するためには，X0の平均値 〈X0〉を用いて x0の値を予測するのが
合理的である：




定値より x0の値を一意的に予測するには，Xtの値と x0の値は１ １に対応していなければな
らない．このとき関数G(x)の逆関数G−1(x)が存在する．従って式 (7 ，(13)より
x0 = X0 +G−1( t −X0), (14)
(x0)exp = 〈X0〉+G−1( t − 〈X0〉) (15)
= 〈X0〉+G−1( − 〈X0〉+G(x −X0)).
更に，もしこのとき相互作用後 対象の位置を測定したとすれば，xt = 0 + F (x0 −X0)と
いう値が得られるのであるから，xtの測定値は
(xt)exp = (x0)exp + F ((x0)exp − 〈X0〉) (16)
とするのが合理的である．
4
0( 0) ξ0( 0) ˆ∣∣∣∣ ∂( t, t)∂( 0, 0)
∣∣∣∣ 1. (10)
(6) 7) (10)
( ) ( ) 0 or 2 (11)
ˆ
0 0 0 0 t t t t (6) (7)
( ) ( )
定
ˆ (3) (6) (7) |ξ0〉
ˆ | 0, ξ0〉
∫
| 0 ( 0), 0 ( 0)〉 0)ξ0(X0)d 0d 0 (12)
0( ) 0 (12)∫
| 0 ( 0), 0 ( 0)〉ξ0( 0)d 0
0
t t 0 ( 0)
たXt ξ0( 0) 0
t 0 0 〈 0〉 0
Xt 〈 0〉 (( 0)exp 〈 0〉), 〈 0〉
∫
X |ξ0( 0)|2d 0. (13)
|ξ0( 0)|2 〈 〉 t
0 t 0 対
( ) 1( ) (7 (13)
0 0
1( t 0), (14)
( 0)exp 〈 0〉 1(Xt 〈 0〉) (15)
〈 0〉 1(X0 〈 0〉 ( 0)).
の t 0 ( 0)
t
( t)exp ( 0)exp (( 0)exp 〈 0〉) (16)
4
どの
φ0(x )，ξ0(X0)は任意の波動関数であるから，Uˆ がユニタリの条件は∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ = 1. (10)
式 6 ，(7)を (10)に代入して
F (x)−G(x) = 0 or − 2x (1 )
を得る．ただしこ で，Uˆ が反転変換に対して不変であることを要請した．今考えているの
は空間１次元の場合なので，反転変換は x軸の向きを逆にすることに対応している．従って
x0 → −x ，X0 → −X0に対して xt → −xt，Xt → −Xtでなければ らないから，式 6 ，(7)
より F (x)とG(x)は奇関数でなければ らない．
4 測定値の定義
Uˆ は線形演算子であるから，式 3 6 ，(7)より，初期状態がそ ぞれ |φ0〉，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 − ), X0 +G(x0 −X0)〉φ0(x0)ξ0(X )dx dX0 (12)
となる．こ で φ0( 0)の x0成分を測定する場合を考えると，式 (12)の右辺は∫
|x0 + F (x0 − ), X0 +G(x0 −X0)〉ξ0( )dX0
となる．こ でX0の積分になっていることに注意．相互作用後にプローブの位置を測定して
得られた値をXt すると， t = X0 +G(x0 −X0)であることがわ る． かし我々はこのと
き得られたXtは ξ0(X0) X0成分によるも なのか知ることはできない．注２）従って測
定値Xtから x0の値を予測するためには，X0の平均値 〈X0〉を用いて x0の値を予測するのが
合理的である：




定値より x0の値を一意的に予測するには，Xtの値と x0の値は １に対応していなければな
らない．このとき関数G(x)の逆関数G−1(x)が存在する．従って式 7)，(13)より
x0 = X0 +G−1(Xt −X0), (14)
(x0)exp = 〈X0〉+G−1( t − 〈X0〉) (15)
= 〈X0〉+G−1( 0 − 〈X0〉+G(x0 −X0) .
更に，もしこのとき相互作用後 対象の位置を測定したとすれば， t = x0 + F (x0 −X0)と
いう値が得られるのであるから，xtの測定値は
(xt)exp = (x0)exp + F ( x0)exp − 〈X0〉) (16)
とするのが合理的である．
4
によるも な か知るこ ない 注２）
従って測定値
φ0(x0) ξ0(X0) Uˆ∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ = 1. (10)
(6) (7 (10)
F ( )−G(x) = 0 or − 2x ( 1)
Uˆ
x
0 −x0 0 −X0 −xt t −Xt ， (6) (7)
F ( ) G(x)
4
Uˆ ， (3) (6) (7) |φ0〉 |ξ0〉
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 −X0), X0 +G(x0 −X 〉φ0(x ξ0( 0)dx0dX0 (12)
φ0( ) x0 (12)∫
|x0 + F (x0 −X0), X0 +G(x0 −X 〉ξ0(X0)dX0
X0
Xt Xt = X0 +G(x0 −X0)
t ξ0(X0) X0 注２）
Xt x0 X0 〈X0〉 x0
t = 〈X0〉+G (x0)exp − 〈X0〉), 〈 0〉 =
∫
ξ0( )|2dX0. (13)
A ξ0(X0)|2 〈A〉 Xt
x0 Xt x0
G(x) G−1(x) (7) (13)
x0 = X0 +G−1(Xt −X0), (14)
(x0)exp = 〈X0〉+G−1( t − 〈X0〉) (15)
= 〈X0〉+G−1( − 〈X0〉+G(x0 −X0 ).
xt = x0 + F (x0 −X0)
xt
(xt)exp = (x0)e p + F (x0)exp − 〈X0〉) (16)
4
値 るためには，
φ (x )，ξ0(X )は任意の波動関数であるから，Uˆ がユニタリの条件は∣∣∣∣ ∂(xt, X )∂(x0, X )
∣∣∣∣ = 1. (10)
式 (6)，(7)を (10)に代入して
F (x)−G(x) = 0 or − 2x (11)
を得る．ただし で，Uˆ が反転変換に対して不変であることを要請した．今考えているの
は空間１次元の場合なので，反転変換は x軸の向きを逆にすることに対応している．従って
x0 → −x0，X0 → −X0に対して xt → −xt，Xt → −Xtでなければ ら いから，式 (6)，(7)
より F (x)とG(x)は奇関数でなければ ら い．
4 測定値の定義
Uˆ は線形演算子であるから，式 (3)，(6)，(7)より，初期状態がそ ぞ |φ0〉，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ , ξ 〉 =
∫
|x0 + F (x0 − 0), 0 +G(x0 −X0)〉φ (x )ξ0(X )dx X (12)
となる． で φ (x )の x0成分を測定する場合を考えると，式 (12)の右辺は∫
|x0 + F (x0 − 0), 0 +G(x0 −X0)〉ξ ( )dX0
となる． でX0の積分になっていることに注意．相互作用後にプローブの位置を測定して
られた値をXtとすると，Xt = X0 +G(x0 −X0)であることがわかる． か 我々はこのと
き得られたXtは ξ0(X ) ど X0成分による 知ることはできない．注２）従って測
定値Xtから x0の値を予測するため X0の平均値 〈X0〉を用いて x0の値を予測するのが
合理的である：
Xt = 〈X0〉+G((x0)e p − 〈X0〉), で 〈X0〉 =
∫
X |ξ0(X )|2dX0. (13)
本論文では，一般にAのプローブの初期状態の関数 |ξ0(X )|2での平均を 〈A〉とかく．Xtの測
定値より x0の値を一意的に予測するには，Xtの値と x0の値は 対 に対応していなければな
らない．このとき関数G(x)の逆関数G−1(x)が存在する．従って式 (7)，(13)より
x0 = X0 +G−1(Xt −X0), (14)
(x0)e p = 〈X0〉+G−1(Xt − 〈X0〉) (15)
= 〈X0〉+G−1(X0 − 〈X0〉+G(x0 −X0)).
更に，もしこのとき相互作用後の対象の位置を測定したとすれば，xt = x0 + F (x0 −X0)と
いう値が得られるのであるから，xtの測定値は




0(x0) ξ ( ) ˆ∣∣∣∣ ∂(xt, t)∂(x0, )
∣∣∣∣ 1. (10)
(6) 7 10)
(x) (x) 0 or 2x ( 1)
ˆ
x
x0 x0 0 xt xt t t (6) 7
(x) (x)
ˆ (3) 6 7 | 0〉 ξ
ˆ | 0, ξ0〉
∫
|x0 (x0 0), 0 (x0 0)〉 (x0)ξ )dx0 0 (12)
0(x0) x0 (12)∫
|x0 (x0 0), 0 (x0 0)〉ξ ( )d
な 0
t t 0 (x0 )
t ξ0( ) 0
t x0 0 〈 0〉 x0
t 〈 0〉 ((x0)e p 〈 0〉), 〈 0〉
∫
0|ξ0( )|2d 0. (13)
|ξ0( )|2 〈 〉 t
x0 t x0
(x) 1(x) (7) 13
x0 0
1( t 0), (14)
(x0)e p 〈 0〉 1( t 〈 0〉) (15)
〈 0〉 1( 0 〈 0〉 (x0 0)).
xt 0 (x0 )
xt
(xt)e p ( 0)e p ((x0)e p 〈 0〉) (16)
4
0(x0)，ξ0(X0)は任意の波動関数であるから， ˆ がユニタリの条件は∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ 1. (10)
式 (6)，(7)を (10 に代入して
(x) x 0 or 2x ( )
を得る．ただし こで， ˆ が反転変換に対して不変であることを要請した．今考えているの
は空間１次元の場合なので，反転変換は x軸の向きを逆にすることに対応している．従って
x0 → x ，X0 → X0に対して xt → t，Xt → Xtでなければならないから，式 (6) (7)
より (x)と (x)は奇関数でなければならない．
ˆ は線形演算子であるから，式 (3) (6)，(7)より，初期状態がそれぞれ | 0〉，|ξ である対
象粒子とプローブが相互作用したときには
ˆ | 0, ξ0〉
∫
|x0 ( X ), X0 (x X )〉 0(x ξ0(X dx0 X0 (12)
となる． こで 0(x0)の x0成分を測定する場合を考えると，式 (12)の右辺は∫
|x0 ( X ), X0 (x X )〉ξ0( 0)dX0
と でX0の積分になっていることに注意．相互作用後にプローブの位置を測定して
得られた Xtとする Xt X0 (x X ) ることがわかる．しかし我々はこのと
き得られたXtは ξ0(X0)のどのX0成分によるものなのか知ることはでき ． 従って測
定値Xtから x0の値を予測するためには，X0の平均値 〈X0〉を用いて x0の値を予測するのが
合理的である：
Xt 〈 0〉 ( x0)exp 〈X0〉), こで 〈X0〉
∫
X0|ξ0( 0)|2d . (13)
本論文では，一般に のプローブの初期状態の関数 |ξ0(X0)|2での平均を 〈 〉とかく．Xtの測
定値より x0の値を一意的に予測するには，Xtの値と x0の値は１対１に 応していなければな
らない．このとき関数 (x)の逆関数 1(x)が存在する．従って式 (7)，(13)より
x0 X0
1(Xt 0), (14)
(x0)exp 〈X0〉 1(Xt 〈 0〉) (15)
〈X0〉 1(X0 〈 〉 (x0 X ) .
更に，もしこのとき相互作用後の対象 位置を測定したとすれば，xt x0 ( X )と
いう値が得られるのであるから，xtの測定値は









式 ( )，( )を ( )に代入して
( ) ( ) ( )
を得る．ただしこ で， が反転変換に対して不変であることを要請した．今考えているの
は空間１次元の場合な で，反転変換は 軸の向きを逆にすることに対応している．従って
0 → 0， 0 → 0に対して t → t， t → tでなければ らないか ，式 ( )，( )
より ( )と ( )は奇関数でなければ らない．
測定値の 義
は線形演算子であるから，式 ( )，( ) ( )より，初期状態がそれぞれ | 0〉，| 0〉である対
象粒子とプローブが相互作用したときには
| 0, 0〉 | 0 ( 0 0), 0 ( 0 0)〉 0( 0) 0( 0) 0 0 ( )
となる．こ で 0( 0)の 0成分を測定する場合を考えると，式 ( )の右辺は
| 0 ( 0 0), 0 ( 0 0)〉 0( 0) 0
となる．こ 0 になっていることに注意．相互作用後にプローブの位置を測定して
得られた値を tとすると， t 0 ( 0 0)であることがわ ．し し我々はこのと
き得られた tは 0( 0)のどの 0成分によるものなのか知ることはできない． 従って測
定値 tから 0の値を予測するためには， 0の平均値 〈 0〉を用いて 0の値を予測するのが
合理的である：
t 〈 0〉 (( 0)e 〈 0〉), こ で 〈 0〉 0| 0( 0)|2 0. ( )
本論文では，一般に のプローブの初期状態の関数 | 0( 0)|2での平均を 〈 〉とかく． tの測
定値より 0の値を一意的に予測するには， tの値と 0の値は１対１に対応していなければ
らない．このとき関数 ( )の逆関数 1( )が存在する．従って式 ( )，( )より
0 0
1( t 0), ( )
( 0)e 〈 0〉 1( t 〈 0〉) ( )
〈 0〉 1( 0 〈 0〉 ( 0 0)).
更に，もしこのとき相互作用後の対象の位置を測定したとすれば， t 0 ( 0 0)と
いう値が得られるのであ から， tの測定値は
( t)e ( 0)e (( 0)e 〈 0〉) ( )
とするのが合理的である．
　 こ 　
φ0(x0)，ξ0(X0)は任意の波動関数であるから，Uˆ がユニタリの条件は∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ = 1. (10)
式 (6)，(7)を (10)に代入して
F (x)−G(x) = 0 or − 2x (11)
を得る．ただしここで，Uˆ が反転変換に対して不変であることを要請した．今考えているの
は空間１次元の場合なので，反転変換は x軸の向きを逆にすることに対応している．従って
x0 −x0，X0 −X0に対して xt −xt，Xt −Xtでなければならないから，式 (6)，(7)
より F (x)とG(x)は奇関数でなければならない．
4
Uˆ は線形演算子であるから，式 (3)，(6)，(7)より，初期状態がそれぞれ |φ0〉，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉φ0(x0)ξ0(X0)dx0dX0 (12)
となる．ここで φ0(x0)の x0成分を測定する場合を考えると，式 (12)の右辺は∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉ξ0(X0)dX0
となる．こ でX0の ていることに注意．相互作用後にプローブの位置を測定して
得られた値をXtとすると，Xt = X0 +G(x0 −X0)であることがわかる．しかし我々はこのと
き得られたXtは ξ0(X0)のどのX0成分によるものなのか知ることはできない．注２）従って測
定値Xtから x0の値を予測するためには，X0の平均値 〈X0〉を用いて x0の値を予測するのが
合理的である：






x0 = X0 +G−1(Xt −X0), (14)
(x0)exp = 〈X0〉+G−1(Xt − 〈X0〉) (15)
= 〈X0〉+G−1(X0 − 〈X0〉+G(x0 −X0) .
更に，もしこのとき相互作用後の対象の位置を測定したとすれば，xt = x0 + F (x0 −X0)と
いう値が得られるのであるから，xtの測定値は










F (x)−G(x) = 0 or − 2x (11)
Uˆ
x
x0 −x0 X0 −X0 xt −xt Xt −Xt (6) (7)
F (x) G(x)
4 定
Uˆ (3) (6) (7) |φ0〉 |ξ0〉
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉φ0(x0)ξ0(X0)dx0dX0 (12)
φ0(x0) x0 (12)∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉ξ0(X0)dX0
こ X0 積分
Xt Xt = X0 +G(x0 −X0)
Xt ξ0(X0) X0 注２）
Xt x0 X0 〈X0〉 x0
Xt = 〈X0〉+G((x0)exp − 〈X0〉), 〈X0〉 =
∫
X0|ξ0(X0)|2dX0. (13)
A |ξ0(X0)|2 〈A〉 Xt
x0 Xt x0
G(x) G−1(x) (7) (13)
x0 = X0 +G−1(Xt X0), (14)
(x0)exp = 〈X0〉+G−1(Xt 〈X0〉) (15)
= 〈X0〉+G−1(X0 〈X0〉+G(x0 −X0)).
xt = x0 + F (x0 −X0)
xt









F (x)−G(x) = 0 or − 2x (11)
を得る．ただしここで，Uˆ が反転変換に対して不変であることを要請した．今考えているの
は空間１次元の場合なので，反転変換は x軸の向きを逆にすることに対応している．従って
x0 → −x ，X0 → −X0に対して xt → −x ，Xt → −Xtでなければ らないから，式 (6)，(7)
より F (x)とG(x)は奇関数でなければ らない．
4 測定値の定義
Uˆ は線形演算子であるから，式 (3) (6)，(7)より，初期状態がそ ぞれ |φ0〉，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 − ), X0 +G(x0 −X0)〉φ0(x0)ξ0(X )dx0dX0 (12)
となる．ここで φ0(x0)の x0成分を測定する場合を考えると，式 (12)の右辺は∫
|x0 + F (x0 − ), X0 +G(x0 −X0)〉ξ0( 0)dX0
となる．ここでX0の積分になっていることに注意．相互作用後にプローブの位置を測定して
得られた値をXtとすると， t = X0 +G(x0 −X0)であることがわかる． かし我々はこのと
き得られたXtは ξ0(X0) どのX0成分によるも なのか知ることはできない．注２）従って測
定値Xtから x0の値を予測するためには，X0の平均値 〈X0〉を用いて x0の値を予測するのが
合理的である：




定値より x0の値を一意的に予測するには，Xtの値と x0の値は 対１に対応していなければな
らない．このとき関数G(x)の逆関数G−1(x)が存在する．従って式 (7)，(13)より
x0 = X0 +G−1( t −X0), (14)
(x0)exp = 〈X0〉+G 1(Xt − 〈X0〉) (15)
= 〈X0〉+G−1(X0 − 〈X0〉+G(x0 −X0)).
更に，もしこのとき相互作用後の対象の位置を測定したとすれば， t = x0 + F (x0 −X0)と
いう値が得られるのであるから，xtの測定値は




φ (x0)，ξ (X0)は任意の波動関数であるから，Uˆ がユニタリの条件は∣∣∣∣ ∂(xt, Xt)∂(x ,X0)
∣∣∣∣ = 1. (10)
式 (6)，(7)を (10)に代入して
F (x)−G(x) = 0 or − 2x (1 )
を得る．ただしここで，Uˆ が反転変換に対して不変であることを要請した．今考えているの
は空間１次元の場合なので，反転変換は x軸の向きを逆にすることに対応している．従って
x0 → −x0，X0 → −X0に対して xt → −xt，Xt → −Xtでなければ らないから，式 (6)，(7)
より F (x)とG(x)は奇関数でなければ らない．
4 測定値の定義
Uˆ は線形演算子であるから，式 (3)，(6)，(7)より，初期状態がそ ぞれ |φ0〉，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 −X0), X0 +G(x0 −X )〉φ (x0)ξ (X0) x dX0 (12)
となる．ここで φ (x0)の x0成分を測定する場合を考えると，式 (12)の右辺は∫
|x0 + F (x0 −X0), X0 +G(x0 −X )〉ξ (X0)dX0
となる． こでX0の積分になっていることに注意．相互作用後にプローブの位置を測定して
得られた値をXtとすると，Xt = X0 +G(x0 −X0)であることがわかる． かし我々はこのと
き得られたXtは ξ (X0) どのX0成分によるも なのか知ることはできない．注２）従って測
定値Xtから x0の値を予測するため は，X0の平均値 〈X0〉を用いて x0の値を予測するのが
合理的である：
Xt = 〈X0〉+G((x0)exp − 〈X0〉), ここで 〈X0〉 =
∫
X0|ξ (X0)|2dX0. (13)
本論文では，一般にAのプローブの初期状態の関数 |ξ (X0)|2での平 〈A〉とかく．Xtの測
定値より x0の値を一意的に予測するには，Xtの値と x0の値は 対１に対応していなければな
らない．このとき関数G(x)の逆関数G−1(x)が存在する．従って式 (7)，(13)より
x0 = X0 +G−1(Xt −X0), (14)
(x0)exp = 〈X0〉+G−1(Xt − 〈X0〉) (15)
= 〈X0〉+G−1(X0 − 〈X0〉+G(x0 −X0)).
更に，もしこのとき相互作用後の対象の位置を測定したとすれば，xt = x0 + F (x0 −X0)と
いう値が得られるのであるから，xt 測定値は




φ0(x0)，ξ0(X0)は任意の波動関数であるから，Uˆ がユニタリの条件は∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ = 1. (1 )
式 (6)，(7)を (10)に代入して
F (x)−G(x) = 0 or − 2x (11)
を得る．ただしここで，Uˆ が反転変換に対して不変であることを要請した．今考えている
は空間１次元の場合なので，反転変換は x軸の向きを逆にすることに対応している．従って
x0 → −x0，X0 → −X0に対して xt → −xt，Xt → −Xtでなければならないから，式 (6)，(7)
より F (x)とG(x)は奇関数でなければならない．
4 測定値の定義
Uˆ は線形演算子であるから，式 (3)，(6)，(7)より，初期状態がそれぞれ |φ0〉，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉φ0(x0)ξ0(X0)dx0dX0 (12)
となる．ここで φ0(x0)の x0成分を測定する場合を考えると，式 (12)の右辺は∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉ξ0(X0)dX0
となる．ここでX0の積分になっていることに注意．相互作用後にプローブの位置を測定して
得られた値をXtとすると，Xt = X0 +G(x0 −X0)であることがわかる．しかし我々はこのと
き得られたXtは ξ0(X0)のどのX0成分によるものなのか知ることはできない．注２）従って測
定値Xtから x0の値を予測するためには，X0の平均値 〈X0〉を用いて x0の値を予測するのが
合理的である：
Xt = 〈X0〉+G((x0)exp − 〈X0〉), ここで 〈X0〉 =
∫
X0|ξ0(X0)|2dX0. (13)
本論文では，一般にAのプローブの初期状態の関数 |ξ0(X0)|2での平均を 〈A〉と Xt 測
定値より x0の値を一意的に予測するには，Xtの値と x0の値は１対１に対応して ければな
らない．このとき関数G(x)の逆関数G−1(x)が存在する．従って式 (7)，(13)より
x0 = X0 +G−1(Xt −X0), (14)
(x0)exp = 〈X0〉+G−1(Xt − 〈X0〉) (15)
= 〈X0〉+G−1(X0 − 〈X0〉+G(x0 −X0)).
更に，もしこのとき相互作用後の対象の位置を測定したとすれば，xt = x0 + F (x0 −X0)と
いう値が得られるのであるから，xtの測定値は




φ0(x0)，ξ0(X0)は任意の波動関数であるから，Uˆ がユニタリの条件は∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ = 1. (10)
式 6)，(7)を (10)に代入して
F (x)−G(x) = 0 or − 2x (11)
を得る．ただしここで，Uˆ が反転 換に対して不変であることを要請した．今考えているの
は空間１次元の場合なので，反転変換は x軸の向きを逆 することに対応している．従って
x0 → −x0，X0 → −X0に対して xt → −xt，Xt → −Xtでなければならないから，式 (6)，(7)
より F (x)とG(x)は奇関数でなければなら い．
4 測定値の定義
Uˆ は線形演算子であるから，式 (3) (6) (7)より，初期状態がそれぞれ |φ0〉，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 −X0), X0 +G(x − 0)〉φ ( )ξ0(X0)dx0dX0 (12)
となる．ここで φ (x0)の x0成分 測定する場合を考えると，式 (12)の右辺は∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉ξ0(X0)dX0
となる．ここでX0の積分 なっていること 注意．相互作用後にプローブの位置を測定して
得られた値を tとすると，Xt = X0 +G(x0 −X0)であることがわかる． かし我々はこのと
き得られたXtは ξ ( )のどの 0成分によ ものなのか知ることはできない．注２）従って測
定 tから x0の値を予測す ためには，X0の平均値 〈X0〉を用いて x0 値を予測するのが
合理的である：
Xt = 〈X 〉+G((x0 exp − 〈X0〉), ここで 〈 0〉 =
∫
X0|ξ0(X0)|2dX0. (13)
本論文では，一般にA プローブ 初期状態の関数 |ξ0(X0)|2での平均を 〈A〉とかく．Xtの測
定値 x0の値を一意的 予測するには，Xt と x0の値は１対１に対応していなければな
らない．このとき (x)の逆関数G−1(x)が存在する．従っ 式 (7)，(13)より
x0 = 0 +G−1(Xt −X0), (14)
(x0)exp = 〈 0〉+G−1(Xt − 〈X0〉) (15)
= 〈 0〉+G−1(X 〈 〉+G(x0 −X0)).
更に，もしこのとき相互作用後の対象の位置を測定したとすれば，xt = x0 + F (x0 −X0)と
いう値が得られる であるから，xtの測定値は




φ x )，ξ0(X0)は任意の波動関数であるから，Uˆ がユニタリの条件は∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ = 1. (10)
式 6 ，(7)を (10)に代入して
F ( )−G(x) = 0 or − 2x (11)
を得る．ただしここで，Uˆ が反転変換に対して不変であることを要請した．今考えているの
は空間１次元の場合なので，反転変換は x軸の向き 逆 することに対応している．従って
0 → x0， → −X0に対して xt → xt， → −Xtでなければな ないから 式 (6)，(7)
より F とG(x)は奇関数でなければならない．
4 測 値の定義
Uˆ は線形演算子であるから 式 (3)，(6)，(7)より，初期状態がそれぞれ |φ0〉，|ξ0〉である対
象粒 とプローブが相互作用したときには
Uˆ |φ , ξ 〉 =
∫
| + F (x0 −X0), X +G(x0 −X0)〉φ0( 0 ξ ( 0)dx0dX0 (12)
となる．ここで φ0( 0)の x0成分を測定する場合を考えると，式 (12)の右辺は∫
| + F (x0 −X0), X +G(x0 − 0)〉ξ0(X0)dX0
となる．ここでX0の積分になっていることに注意．相互作用後にプローブの位置を測定して
得られた値をXt すると，Xt = X0 +G(x0 −X0)であることがわ る．しか 我々はこのと
き得られたXtは ξ0( )のどのX0成分によ ものなの 知ることはできない．注２）従って測
定値Xtから x0の値を予測するためには，X0の平均値 〈X0〉を用いて x0の値を予測するのが
合理的である：
t = 〈X0〉+G((x0 exp − 〈X0〉), ここで 〈X 〉 =
∫
|ξ0( )|2dX0. (13)
本論文では，一般にA プローブ 初期状態の関数 |ξ0(X0)|2での平均を 〈A〉とかく．Xtの測
定 より x0の値を一意的 予測 Xtの値と x0の値は１ １に対応してい ければな
ら い．このとき関数G(x)の逆関数G−1(x)が存在する．従って式 (7)，(13)より
x0 = X0 +G−1(Xt −X0), (14)
(x0)exp = 〈 0〉+G−1( t − 〈X0〉) (15)
= 〈 〉+G−1( − 〈X0〉+G(x0 −X0)).
更に，もしこのとき相互作用後 対象の位置を測定したとすれば，xt = 0 + F (x0 −X0)と
いう値が得られるのであるから，xtの測定値は




∣∣ ∂(xt, Xt)∂(x0, X )
∣∣∣∣ = 1. (10)
式 6)， 7 を (10)に代入して
F ( )−G(x) = 0 or − 2x (1 )
を得る．ただしここで，Uˆ が反転変換に対して不変であることを要請した．今考えているの
は空間１次元の場合なので，反転変換は x軸の向き 逆 することに対応している．従って
0 → −x0，X0 → −X0に対して → −xt，Xt → −Xtでなければなら いから 式 (6)，(7)
より F (x)とG(x)は奇関数でなければなら い．
4 定
Uˆ は線形演算子であるから 式 (3)，(6)，(7)より，初期状態がそれぞ φ ，|ξ0〉である対
象粒 とプローブが相互作用したときには
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x −X0), X0 +G(x −X 〉φ )ξ0(X )dx0 X (12)
となる．ここで φ0(x0)の x0成分を測定する場合を考えると，式 (12)の右辺は∫
|x0 + F (x −X0), X0 +G(x − 〉ξ (X )dX0
となる．ここでX0の積分になっていることに注意．相互作用後にプローブの位置を測定して
得られた値をXt すると， t = X0 +G(x0 −X0)であることがわかる．しか 我々はこのと
き得られたXtは ξ0( )のど X0成分によるものな か知ることはできない．注２）従って測
定値Xtから x0の値を予測するためには，X0の平均値 〈X0〉を用いて x0の値を予測するのが
合理的である：
Xt = 〈X0〉+G( x0 exp − 〈X0〉), ここで 〈X0〉 =
∫
0 ξ ( )|2dX0. (13)
本論文では，一般にA プローブ 初期状態の関数 ξ0(X )|2での平均を 〈A〉とかく．Xtの測
定 より x0 値を一意的 予測するには Xtの値と x0の値は１ に対応していなければな
らない．このとき関数G(x)の逆関数G−1(x)が存在する．従って式 (7)，(13)より
x0 = 0 +G−1( t −X0), (14)
(x0)exp = 〈 0〉+G−1( t − 〈X0〉) (15)
= 〈 0〉+G−1(X0 − 〈X0〉+G(x −X0) .
更に，もしこのとき相互作用後 対象の位置を測定したとすれば，xt = x0 + F (x −X0)と
いう値が得られるのであるから，xtの 値は





φ (x0)，ξ0(X0)は任意の波動関数であるから，Uˆ がユニタリの条件は∣∣∣∣ ∂(x ,Xt)∂(x0, X0)
∣∣∣∣ = 1. (10)
式 (6)，(7 を (10)に代入して
F ( ) G(x) = 0 or − 2x (11)
を得る．ただしここで，Uˆ が反転変換に対して不変であることを要請した．今考えているの
は空間１次元の場合なので，反転変換は x軸の向きを逆にすることに対応し いる．従って
−x ，X0 → −X0に対して → −xt， t → −Xtで ければならないから 式 (6)，(7)
より F (x)とG(x)は奇関数で ければならない．
4 測定値の定義
Uˆ は線形演算子であるから 式 (3) (6)，(7)より，初期状態がそれぞれ |φ0〉，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ0, ξ0〉 =
∫
| F , +G −X 〉φ (x ξ0(X0) x0dX0 (12)
となる．ここで φ ( )の x0成分を測定す 場合を考えると，式 (12)の右辺は∫
| F , +G(x − 0 〉ξ0(X0)dX0
となる．ここでX0の積分 なっていることに注意．相互作用後にプローブの位置を測定して
得られた値を t する ， t = +G(x0 −X0)であ ことがわかる．しかし我々はこのと
き得られたXtは ξ0(X0)のど X0成分によるものなのか知ること できない．注２）従って測
定値Xtから x0の値を予測するためには， 0の平均値 〈X 〉を用いて x0の値を予測するのが
合理的であ ：
t = 〈X0〉+G((x0)exp − ), ここで 〈X0〉 =
∫
ξ0( )|2dX0. (13)
本論文では，一般にAのプローブの初期状態 関数 ξ0(X0)|2での平均を 〈A〉とかく．Xtの測
定値より x0の値を一意的に予測するには，Xt 値と x0の値は１ １に対応していなければな
らない．このと (x) 逆関数G−1(x)が存在する．従って式 (7 ，(13)より
x0 = X0 +G−1(Xt −X0), (14)
(x )exp = +G−1( t − 〈X0〉) (15)
= −1( − 〈 〉+G(x0 −X0)).
更に，もしこ とき相互作用後 対象の位置を測定したとすれば， t = + F (x0 −X0)と
いう値が得 れる であるから，xtの測定値は




φ (x0)，ξ0(X0)は任意の波動関数であるから，Uˆ がユニタリの条件は∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ = 1. (10)
式 (6 ， 7)を (10)に代入して
F (x)−G( ) = 0 or − 2x (1 )
を得る．ただし こで，Uˆ が反転変換に対して不変であることを要請した．今考えているの
は空間１次元の場合なので，反転変換は x軸の向きを逆にすることに対応し いる．従って
x0 x X0 → −X0に対して x xt，Xt → −Xtで ければならないから，式 (6)，(7)
より F (x)とG(x)は奇関数で ければならない．
4 測定値の定義
Uˆ は線形演算子であるから 式 (3) (6)，(7)より，初期状態がそれぞれ |φ ，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ , ξ 〉 =
∫
|x + F (x −X0), +G(x − 0)〉φ x0)ξ (X0)dx0dX0 (12)
となる． こで φ0( )の x0成分を測定す 場合を考えると，式 (12)の右辺は∫
|x + F (x −X0), 0 +G(x − 0)〉ξ0( 0)dX0
となる． こでX0の積分 なっていることに注意．相互作用後にプローブの位置を測定して
得られた値を t すると， t = +G(x −X0)であ ことがわかる．しかし我々はこのと
き得られたXtは ξ0(X0)のどのX0成分によるものなのか知ることはできない．注２）従って測
定値Xtから x0の値を予測するためには， の平均値 〈X0〉 用いて x0の値を予測するのが
合理的である：




定 より x0の値を一意的に予測するには，Xt 値と x0の値は１ １に対応していなければな
らない．こ とき関数G 逆関 G−1(x)が存在する．従って式 (7 ，(13)より
x0 = 0 +G−1( t −X0), (14)
(x )exp = 〈 0〉+G−1( t − 〈X0〉) (15)
= 〈 0〉+G−1( 0 − 〈X0〉+G(x −X0) .
更に，もしこ とき相互作用後 対象の位置を測定したとすれば，xt = x + F (x −X0)と
いう値が得 れる であるから，xtの測定値は








0( 0) ξ0( 0) ˆ
∣∣∣ ∂( t, t)∂( 0, 0)
∣∣∣ 1. (10)
(6) (7) (10)
( ) ( ) 0 or 2 (11)
ˆ
0 0 0 0 t t t t (6) (7)
( ) ( )
ˆ (3) (6) (7) | 0〉 |ξ0〉
ˆ | 0, ξ0〉
∫
| 0 ( 0 0), 0 ( 0 0)〉 0( 0)ξ0( 0) 0 0 (12)
0( 0) 0 (12)∫
| 0 ( 0 0), 0 ( 0 0)〉ξ0( 0) 0
0
t t 0 ( 0 0)
t ξ0( 0) 0
t 0 0 〈 0〉 0
t 〈 0〉 (( 0)exp 〈 0〉), 〈 0〉
∫
0|ξ0( 0)|2 0. (13)
|ξ0( 0)|2 〈 〉 t
0 t 0
( ) 1( ) (7) (13)
0 0
1( t 0), (14)
( 0)exp 〈 0〉 1( t 〈 0〉) (15)
〈 0〉 1( 0 〈 0〉 ( 0 0)).
t 0 ( 0 0)
t





φ0(x0)，ξ X0)は任意の波動関数であるから，Uˆ がユニタリの条件は∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ = 1. (10)
式 (6)，(7)を (10 に代入して
F (x)−G = 0 or − 2x (11)
を得る．ただしここで，Uˆ が反転変換に対して不変であることを要請した．今考えているの
は空間１次元の場合な で，反転変換は x軸の向きを逆にすることに対応している．従って
x0 → − ，X0 → −X に対して xt → − t，Xt → − tでなければ らないか ，式 (6) (7)
より F (x)とG は奇関数でなければ らない．
4 測定値の 義
Uˆ は線形演算子であるから，式 (3) (6)，(7)より，初期状態がそれぞれ |φ0〉，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ0, ξ0〉 =
∫
|x0 + F ( −X0), X0 +G(x0 −X0)〉φ0(x ξ0(X0)dx d (12)
となる．ここで φ0(x0)の x0成分を測定する場合を考えると，式 (12)の右辺は∫
|x0 + F ( −X0), X0 +G(x0 −X0)〉ξ0( dX0
となる．ここでX0の積分になっていることに注意．相互作用後にプローブの位置を測定して
得られた値をXtとすると，Xt = X0 +G(x −X0)であることがわかる．し し我々はこのと
き得られたXtは ξ0( 0)のどのX0成分によるものなのか知ることはできない．注２）従って測
定値Xtから x0の値を予測するためには，X0の平均値 〈X0〉を用いて x0の値を予測するのが
合理的である：






x0 = X0 +G−1(Xt −X0), (14)
(x0)exp = 〈X0〉+G−1(Xt − 〈X0〉) (15)
= 〈X0〉+G−1(X0 − 〈X0〉+G(x0 −X0)).
更に，もしこのとき相互作用後の対象の位置を測定したとすれ xt = x0 + F ( −X0)と
いう値が得られるのであ から，xtの測定値は









この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しないという条件
から，線形性の仮説を導出する．
式 (7)，(15)より
(x0)exp − x0 = −(x0 − 〈X0〉) +G−1(X0 − 〈X0〉+G(x0 − 〈X0〉 − (X0 − 〈X0〉))). (17)
よって (x0)exp−x0はx0−〈X0〉とX0−〈X0〉の関数であることがわかる．上の式よりX0 = 〈X0〉
のとき (x0)exp = x0であることがわかるから
(x0)exp − x0 = B1(X0 − 〈X0〉) +B2(X0 − 〈X0〉)2 + · · · (18)
と展開できる．ここで Bk は x0 − 〈X0〉の関数である．従って (x0)exp − x0はX0 − 〈X0〉の１
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として





{(x0)exp − x0}2|φ0(x0)|2|ξ0(X0)|2dx0dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，その測定結
果の確率密度は |φ0(x0)|2に一致する．Bornの確率則はその正しさが実験的に検証されている
ので，正しい量子測定理論は (x0) = 0のときBornの確率則を再現しなければならない．もし








式 (19)の右辺が x0の関数でなければ (x0)は φ0(x0)に依存しない．従って {(x0)exp − x0}2
が x0の関数ではないという条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
なければならない．しかしこの条件は強すぎて，正確には∫
Ck|ξ0(X0)|2dX0 = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)exp − x0}2，|φ0(x0)|2，|ξ0(X0)|2は，
それぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に







この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しないという条件
から，線形性の仮説を導出する．
式 (7)，(15)より
(x0)exp − x0 = −(x0 − 〈X0〉) +G−1(X0 − 〈X0〉+G(x0 − 〈X0〉 − (X0 − 〈X0〉))). (17)
よって (x0)exp−x0はx0−〈X0〉とX0−〈X0〉の関数であることがわかる．上の式よりX0 = 〈X0〉
のとき (x0)exp = x0であることがわかるから
(x0)exp − x0 = B1(X0 − 〈X0〉) +B2(X0 − 〈X0〉)2 + · · · (18)
と展開できる．ここで Bk は x0 − 〈X0〉の関数である．従って (x0)exp − x0はX0 − 〈X0〉の１
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として





{(x0)exp − x0}2|φ0(x0)|2|ξ0(X0)|2dx0dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，その測定結
果の確率密度は |φ0(x0)|2に一致する．Bornの確率則はその正しさが実験的に検証されている
ので，正しい量子測定理論は (x0) = 0のときBornの確率則を再現しなければならない．もし








式 (19)の右辺が x0の関数でなければ (x0)は φ0(x0)に依存しない．従って {(x0)exp − x0}2
が x0の関数ではないという条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
なければならない．しかしこの条件は強すぎて，正確には∫
Ck|ξ0(X0)|2dX0 = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)exp − x0}2，|φ0(x0)|2，|ξ0(X0)|2は，
それぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に









この章 xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しないという条件
から，線形性の仮説を導出する．
式 (7)，(15)より
(x0)exp − x0 = −(x0 − 〈X0〉) +G−1(X0 − 〈X0〉+G(x0 − 〈X0〉 − (X0 − 〈X0〉))). (17)
よって (x0)exp−x0はx0−〈X0〉とX0−〈X0〉の関数であることがわかる．上の式よりX0 = 〈X0〉
のとき (x0)exp = x0であることがわかるから
(x0)exp − x0 = B1(X0 − 〈X0〉) +B2(X0 − 〈X0〉)2 + · · · (18)
と展開できる．ここで Bk は x0 − 〈X0〉の関数である．従って (x0)exp − x0はX0 − 〈X0〉の１
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として





{(x0)exp − x0}2|φ0(x0)|2|ξ0(X0)|2dx0dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，その測定結
果の確率密度は |φ0(x0)|2に一致する．Bornの確率則はその正しさが実験的に検証されている
ので，正しい量子測定理論は (x0) = 0のときBornの確率則を再現しなければならない．もし








式 (19)の右辺が x0の関数でなければ (x0)は φ0(x0)に依存しない．従って {(x0)exp − x0}2
が x0の関数ではないという条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
なければならない．しかしこの条件は強すぎて，正確には∫
Ck|ξ0(X0)|2dX0 = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)exp − x0}2，|φ0(x0)|2，|ξ0(X0)|2は，
それぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に








この章では xˆ0の測定誤 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しないという条件
から，線形性の仮説を導出する．
式 (7)，(15)より
(x0)exp − x0 = −(x0 − 〈X0〉) +G−1(X0 − 〈X0〉+G(x0 − 〈X0〉 − (X0 − 〈X0〉)) . (17)
よって (x0)exp−x0はx0−〈X0〉とX0−〈X0〉の関数であることがわかる．上の式よりX0 = 〈X0〉
のとき (x0)exp = x0であることがわかるから
(x0)exp − x0 = B1(X0 − 〈X0〉) +B2(X0 − 〈X0〉)2 + · · · (18)
と展開できる．こ で Bk は x0 − 〈X0〉の関数である．従って (x0)exp − x0はX0 − 〈X0〉の１
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として





{(x0)exp − x0}2|φ0(x0)|2 ξ0(X0)|2dx0dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，その測定結
果の確率密度は |φ0(x0)|2に一致する．Bornの確率則はその正しさが実験的に検証されている
ので，正しい量子測定理論は (x0) = 0のときBornの確率則を再現しなければならない．もし








式 (19)の右辺が x0の関数でなければ (x0)は φ0(x0)に依存しない．従って {(x0)exp − x0}2
が x0の関数ではないという条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
なければならない．しかしこの条件は強すぎて，正確には∫
Ck|ξ0(X0)|2dX0 = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)exp − x0}2，|φ0(x0)|2，|ξ0(X0)|2は，
それぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に







5 測定誤差 (x0)がφ0(x0)に依存しないと う条件
この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動 φ0(x )に依存しないと う条件
から，線形性の仮説を導出する．
式 (7)， 15)より
(x0)exp − 0 = −(x0 − 〈X0〉) +G−1(X0 − 〈X0〉+G(x0 − 〈X0〉 − (X0 − 〈X0〉))). (17)
よって (x0)exp−x0は 0−〈X0〉とX0−〈X0〉の関数であることがわかる．上の式よりX0 = 〈X0〉
のとき (x0)exp = 0であることがわかる ら
(x0)exp − 0 = B1(X0 − 〈X0〉) +B2(X0 − 〈X0〉)2 + · · · (18)
と展開できる．ここで Bk は x0 − 〈X0〉の関数である．従って (x0)exp − 0はX0 − 〈X0〉の１
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として





{(x0)exp − 0}2|φ (x )|2|ξ (X0)|2dx0 X0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，その測定結
果の確率密度は |φ0(x )|2に一致する．Bornの確率則はその正しさが実験的に検証されている
ので，正しい量子測定理論は (x0) = のときBornの確率則を再現しなければなら い．もし
ある測定理論で (x0)が φ0(x )に依存し，任意の φ0(x )に対して (x0) = となることができ
ないときには，その理論は任意の φ0(x )に対して Bornの確率則を再現できないので、正しい
測定理論とはいえない．




関数 φ0(x )には依存しないと う条件を要請することは合理的である．
式 (19)の右辺が x0の関数でなければ (x0)は φ0(x )に依存しない．従って {(x0)exp − 0}2
が x0の関数ではないと う条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
なければなら い．しか この条件は強すぎて，正確には∫
Ck|ξ0(X0)|2dX0 = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x )に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)exp − 0}2，|φ0(x )|2，|ξ0(X0)|2は，
それぞ 独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に











の 定誤差 (x0)が対 波動関数 φ0(x0)に依存しないと う条件
， を導出する．
(7)
( 0)ex 0 −(x0 − 〈X0〉) +G−1( 0〉+G(x0 − 〈X 〉 ( 〈 〉))). (17
て ( 0) 0 x0−〈X0〉とX0−〈 0〉 あることがわかる．上の式よりX0 = 〈X0〉
き ( 0 x0であることがわかる
( 0)ex 0 B1(X0 − 〈X0〉) +B2( 0〉)2 + · · (18)
開 で Bk は x0 − 〈X0〉 ．従って (x0)exp − x0はX0 − 〈 0〉の１
上 ないことがわかる． k X0 − 〈 〉の関数として
{( 0)e 0}2 = C0 + C1(x0 − 〈X0〉) ( 0 − 〈X0〉)2 + · · (19)
開 CkはX0 − 〈X0〉の２ か含まない．
x0の (x0)は
2(x0) (x0)exp − x0}2|φ0(x0)|2|ξ0 |2 x0 X (20)
え ornの確率則によれば 子の位置 xˆ0を測定したとき，その測定結
確 | 0(x0)|2に一致する．Bor はその正しさが実験的に検証されている
， 定理論は (x0) = 0 rn 確率則を再現しなければ らない．もし
測 (x0)が φ0(x )に依存し φ0(x0)に対して (x0) = 0となるこ ができ
と 理論は任意の φ0(x0) Bornの確率則を再現できないので、正しい
理 い．
た 象粒子の波動関数 φ0( すれば，それは x0の平均値や標準偏差等
数 測定対象の状態は未 ，多数回の位置測定を繰り返してx0の平
や わかるまで，測定誤 はできない．従って測定誤差はプローブ
象 作用とプローブの初 | 0〉 みによって決まり，対象粒子の初期波動
φ0(x0 しないという条件 とは合理的である．
(19) x0の関数でなければ ( 0(x0)に依存しない．従って {(x0)exp − x0}2
x0の という条件を要請 (19)においてCk ≡ 0 for k ≥ 1が成立し
れ しかしこの条件は強 には∫
Ck| )|2dX0 = 0 for k ≥ 1 (21)
れ  φ0(x0)に依存しないこ
(20) (x0)を定義しているが {(x0)exp − 0}2，|φ (x )|2，|ξ0(X0) 2は，
ぞ る．式 (19)の右辺 〈 0〉に依存しているが |ξ0(X0)|2 の関数形に
存 すなわち 〈X0〉を変 ( )|2の関数形を変えても，{(x0)exp − x0}2，
|φ0(x0)|2 る．
件 (21 定のプローブの確率 |ξ0(X0)|2に対して成立していればよ ．しか
章 義したときの議論か うに，|ξ0(X0)|2の標準偏差が 0であれば





は xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しないという条件
から，線形性の仮説を導出する
(7)，(15)より
(x0)exp − x0 = (x0 − 〈X0〉) +G−1(X − 〈X0〉+G(x0 − 〈X0〉 − ( 0 − 〈X0〉 ). (17)
(x0)exp−x0はx −〈X0〉と −〈X0〉の関数であることがわかる．上の式よりX0 = 〈X0〉
のとき (x0)exp = x0であることがわかるから
(x0)exp − x0 = B1(X0 − 〈X0〉) +B2(X − 〈X0〉)2 + · (18)
と展開できる．ここで Bk は x0 − 〈X0〉の関数である．従って ( )exp − x はX0 − 〈X0〉の１
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として





{(x0)exp − x0}2|φ0(x0)|2|ξ0(X )|2dx0dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，その測定結
果の確率密度は |φ0(x0)|2に一致する．Bornの確率則はその正しさが実験的に検証されている
ので，正しい量子測定理論は (x ) = 0のときBornの確率則を再現しなければならない．もし








式 (19)の右辺が x0の関数でなければ (x )は φ0(x0)に依存しない．従って {(x0)exp − x0}2
が x0の関数ではな という条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
なければならない． かしこの条件は強すぎて，正確には∫
Ck|ξ0(X0)|2dX = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)exp − x0}2，|φ0(x0)|2，|ξ0(X0)|2は，
それぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に
は依存していない．すなわち 〈X0〉を変えずに |ξ0(X0)|2の関数形を変えても，{(x0)exp − x0}2，
|φ0(x0)|2は不変である．











0 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( 0)exp 0
( 0)exp 0 1( 0 〈 0〉) 2( 〈 0〉)2 · · · ( )
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( 0) 0( 0) ( 0)exp 0 2
0 ( ) k f r
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この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しないという条件
から，線形性の仮説を導出する．
式 (7)，(15)より
(x0)exp − x0 = −(x0 − 〈X0〉) +G−1(X0 − 〈X0〉+G(x0 − 〈X0〉 − (X0 − 〈X0〉))). (17)
よって (x0)exp−x0はx0−〈X0〉とX0−〈X0〉の関数であることがわかる．上の式よりX0 = 〈X 〉
のとき (x0)exp = x0であることがわかるから
(x0)exp − x0 = B1(X0 − 〈X0〉) +B2(X0 − 〈X0〉)2 + · · · (18)
と展開できる．ここで Bk は x0 − 〈X0〉の関数である．従って (x0)exp − x0はX0 − 〈X0〉 １
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として





{(x0)exp − x0}2|φ0(x0)|2|ξ0(X0)|2dx0dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，そ 測定結
果の確率密度は |φ0(x0)|2に一致する．Bornの確率則はその正しさが実験的に検証されている
ので，正しい量子測定理論は (x0) = 0のときBornの確率則を再現しなければならない．もし








式 (19)の右辺が x0の関数でなければ (x0)は φ0(x0)に依存しない．従って {(x0)exp − x0}2
が x0の関数ではないという条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
なければならない．しかしこの条件は強すぎて，正確には∫
Ck|ξ0(X0)|2dX0 = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)exp − x0}2，|φ0(x0)|2，|ξ0(X0)|2は，
それぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に








こ 章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しないという条件
から，線形性の仮説を導出する．
式 (7)，(15)より
(x0)exp − x0 = −(x0 − 〈X0〉) +G−1(X0 − 〈X0〉+G(x0 − 〈X0〉 − (X0 − 〈X0〉))). (17)
よって (x0)exp−x0はx0−〈X0〉とX0−〈X0〉の関数であることがわかる．上の式よりX0 = 〈X0〉
のとき (x0)exp = x0であることがわかるから
(x0)exp − x0 = B1(X0 − 〈X0〉) +B2(X0 − 〈X0〉)2 + · · · (18)
と展開できる．ここで Bk は x0 − 〈 〉の関数である．従って (x0)exp − x0はX0 − 〈X0〉の１
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として





{(x0)exp − x0}2|φ0(x0)|2|ξ0(X0)|2dx0dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，その測定結
果の確率密度は |φ 0 |2に一致する．Bornの確率則はその正しさが実験的に検証されている
の ，正しい量子測定理論は (x0) = 0のときBornの確率則を再現しなければならない．もし
ある測定 で (x )が φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = 0となることができ
ときには，その理論は任意の φ0(x0)に対して Bornの確率則を再現できないので、正しい
測定理論とはいえない．
また測定誤差が対象粒子の波動関数 φ0(x0)に依存すれば，それは x0の 均値や標準偏差等
の関数とな ．本来 対象の状態 未知 あるから，多数回の位置測定を繰り返してx0の平
均値や標準偏差等がわかるまで，測定誤差を知ることはできない．従って測定誤差はプローブ
と対象粒子 の相互作用とプローブの初期状態 |ξ0〉のみによって決まり，対象粒子の初期波動
関数 φ ( 0)には依存しないという条件を要請することは合理的である．
式 (19)の右辺が x0の関数でなければ (x0)は φ0(x )に依存しない．従って {(x0)exp − x0}2
が x0の関数ではないという条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
なければならない．しかしこの条件は強すぎて，正確には∫
Ck|ξ0(X0)|2dX0 = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)exp − x } ，|φ0(x0)|2，|ξ0(X0)|2は，
それぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X )| の関数形に
は依存していない．すなわち 〈X0〉を変えずに |ξ0(X0)|2の関数形を変えても，{(x0)exp − x0}2，
|φ0(x0)|2は不変である．




φ0(x0)，ξ0(X0)は任意の波動関数であるから， がユニタリの条件は∣∣∣∣ ∂(xt, Xt)∂(x0, X0)
∣∣∣∣ = 1. (10)
式 (6)，(7)を (10)に代入して
F (x)−G(x) = 0 or − 2x (11)
を得る．ただしここで，Uˆ が反転変換に対して不変であることを要請した．今考えているの
は空間１次元の場合なので，反転変換は x軸の向きを逆にすることに対応し ．従って
x0 → −x0，X0 → −X0に対して xt → −xt，Xt → −Xtでなければならないから，式 6)，(7)
より F (x)とG(x)は奇関数でなければな ない．
4 測定値の定義
Uˆ は線形演算子であるから，式 (3)，(6)，(7)より，初期状態がそれぞれ |φ0〉，|ξ0〉である対
象粒子とプローブが相互作用したときには
Uˆ |φ0, ξ0〉 =
∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉φ0(x0)ξ0(X0)d 0dX0 ( 2)
となる．ここで φ0(x0)の x0成分を測定する場合を考えると，式 (12)の右辺は∫
|x0 + F (x0 −X0), X0 +G(x0 −X0)〉ξ0(X0)dX0
となる．ここでX0の積分になっていることに注意．相互作用後 プローブの位置を測定して
得られた値をXtとすると，Xt = X0 +G(x0 −X0)である と わかる．し し我々はこのと
き得られたXtは ξ0(X0)のどのX0成分によるものなのか知 ことはできない．注２）従って測
定値Xtから x0の値を予測するためには，X0の平均値 〈X0〉を用いて 0の値を予測するのが
合理的である：




定値より x0の値を一意的に予測するには，Xt 値と x0の値は１対１に対応していなければな
らない．このとき関数G(x)の逆関数G−1(x)が存在する．従って式 (7)，(13)より
x0 = X0 +G−1(Xt −X0), (14)
(x0)exp = 〈X0〉+G−1(Xt − 〈X0〉) (15)
= 〈X0〉+G−1(X0 − 〈X0〉+G(x0 −X0)).
更に，もしこのとき相互作用後の対象 位置を測定したとすれば， t = x0 + F (x0 −X0)と
いう値が得られるのであるから，xtの測定値は





( 0) 0( 0)
では xˆ0 (x0) φ0(x0)
(7) (15)
( 0)exp x0 (x0 〈 0〉) −1( 0 〈 0〉 (x0 〈 0〉 ( 0 〈 0〉))). (17)
( 0)exp x0 x0 〈 0〉 0 〈 0〉 0 〈 0〉
( 0)exp x0
( 0)exp x0 1( 0 〈 0〉) 2( 0 〈 0〉)2 · · · (18)
k x0 〈 0〉 ( 0)exp x0 0 〈 0〉
k 0 〈 0〉
{( 0)exp x0}2 0 1(x0 〈 0〉) 2(x0 〈 0〉)2 · · · (19)














(19) x0 (x0) φ0(x0) {( 0)exp x0}2
0 (19) k 0 for k 1
k|ξ0( 0)|2d 0 0 for k 1 (21)
(x0) φ0(x0)
(20) (x0) {( 0)exp x0}2 |φ0(x0)|2 |ξ0( 0)|2
(19) 〈 0〉 |ξ0( 0)|2
















この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しないという条件
から，線形性の仮説を導出する．
式 (7)，(15)より
(x0)exp − x0 = −(x0 − 〈X0〉) +G−1(X0 − 〈X0〉+G(x0 − 〈X0〉 − (X0 − 〈X0〉))). (17)
よって (x0)exp−x0はx0−〈X0〉とX0−〈X0〉の関数であることがわかる．上の式よりX0 = 〈X0〉
のとき (x0)exp = x0であることがわかるから
(x0)exp − x0 = B1(X0 − 〈X0〉) +B2(X0 − 〈X0〉)2 + · · · (18)
と展開できる．ここ Bk は x0 − 〈X0〉の関数である．従って (x0)exp − x0はX0 − 〈X0〉の１
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として





{(x0)exp − x0}2|φ0(x0)|2|ξ0(X0)|2dx0dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，その測定結
果の確率密度は |φ0(x0)|2に一致する．Bornの確率則はその正しさが実験的に検証されている
ので，正しい量子測定理論は (x0) = 0のときBornの確率則を再現しなければならない．もし








式 (19)の右辺が x0の関数でなければ (x0)は φ0(x0)に依存しない．従って {(x0)exp − x0}2
が x0の関数ではないという条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
なければならない．しかしこの条件は強すぎて，正確には∫
Ck|ξ0(X0)|2dX0 = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)exp − x0}2，|φ0(x0)|2，|ξ0(X0)|2は，
それぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に









(x0)exp x0 (x0 〈 0〉) −1( 0 〈 0〉 (x0 〈 0〉 ( 0 〈 0〉))). (17)
(x0)exp x0 x0 〈 0〉 0 〈 0〉 0 〈 0〉
(x0)exp x0
(x0)exp x0 B1( 0 〈 0〉) B2( 0 〈 0〉)2 · · · (18)
で Bk x0 〈 0〉 (x0)exp x0 0 〈 0〉
Ck 0 〈 0〉
{(x0)exp x0}2 C0 C1(x0 〈 0〉) C2(x0 〈 0〉)2 · · · (19)














(19) x0 (x0) φ0(x0) {(x0)exp x0}2
x0 (19) Ck 0 for k 1
∫
Ck|ξ0( 0)|2d 0 0 for k 1 (21)
(x0) φ0(x0)
(20) (x0) {(x0)exp x0}2 |φ0(x0)|2 |ξ0( 0)|2
(19) 〈 0〉 |ξ0( 0)|2







5 測定誤差 (x0)がφ0(x )に依存しないという条件
この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しないと う条件
から，線形性の仮説を導出する．
式 (7)，(15)より
(x0)exp − x0 = −(x0 − 〈X0〉) +G−1(X0 − 〈X0〉+G(x0 − 〈X0〉 − (X0 − 〈X0〉))). (17)
よって (x0)exp− 0はx0−〈X0〉とX0−〈X0〉の関数であることがわかる．上の式よりX0 = 〈X0〉
のとき (x0)exp = x0であることがわかる ら
(x0)exp − x0 = B1(X0 − 〈X0〉) +B2(X0 − 〈X0〉)2 + · · · (18)
と展開できる．ここで Bk は x0 − 〈X0〉の関数である．従っ (x0)exp − x0はX0 − 〈X0〉の１
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として





{(x0)exp − x0}2|φ0(x0)|2|ξ0(X )|2dx0 X (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，その測定結
果の確率密度は |φ0(x0)|2に一致する．Bornの確率則はその正しさが実験的に検証されている
ので，正しい量子測定理論は (x0) = 0のときBornの確率則を再現しなければなら い．もし








式 (19)の右辺が x0の関数でなければ (x0)は φ0(x0)に依存しない．従って {(x0)exp − x0}2
が x0の関数ではないと う条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
なければなら い．しか この条件は強すぎて，正確には∫
Ck|ξ0(X )|2dX0 = for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)exp − x0}2，|φ0(x0)|2， ξ0(X )|2は，
それぞ 独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X )|2 の関数形に
は依存していな ．すなわち 〈X0〉を変えずに |ξ0(X )|2の関数形を変えても，{(x0)exp − 0}2，
|φ0(x0)|2は不変である．
条件 (21)はある特定のプローブの確率密度関数 |ξ0(X )|2に対して成立していればよい．しか




この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しないと う条件
から，線形性の仮説を導出する．
式 (7)， 15)より
(x0)exp − 0 = −(x0 〈X0〉) +G−1(X0 − 〈X0〉+G(x0 − 〈X0〉 − (X0 − 〈X0〉) . (17)
よって (x0)exp− 0は −〈X0〉とX0−〈X0〉の関数であることがわかる．上の式よりX0 = 〈X0〉
のとき (x0)exp = 0であることがわかる ら
(x0)exp − 0 = B1(X0 − 〈X0〉) +B2(X0 − 〈X0〉)2 + · · · (18)
と展開できる．ここで Bk は x0 − 〈X0〉の関数である．従って (x0)exp − 0はX0 − 〈X0〉の１
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として





{(x0)exp − 0}2|φ (x0)|2|ξ (X0)|2dx0dX (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，その測定結
果の確率密度は |φ0(x0)|2に一致する．Bornの確率則はその正しさが実験的に検証されている
ので，正しい量子測定理論は (x0) = のときBornの確率則を再現しなければなら い．もし








式 (19)の右辺が x0の関数でなければ (x0)は φ0(x0)に依存しない．従って {(x0)exp − 0}2
が x0の関数ではないと う条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
なければなら い．しか この条件は強すぎて，正確には∫
Ck|ξ0(X0)|2dX0 = for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)exp − 0}2，|φ0(x0)|2，|ξ0(X0)|2は，
それぞ 独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に







5 測定誤差 (x0)がφ0(x0)に依存しな という条件
この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しないという条件
から，線形性の仮説を導出する．
式 (7 ，(15)より
(x0)exp − x0 = (x − 〈X0〉) +G−1( − 〈X0〉+G(x − 〈X0〉 ( − 〈X0〉 )). (17)
よって (x0)exp− 0はx0−〈 0〉と 0−〈X0〉の関数であることがわかる．上の式より 0 = 〈X0〉
のとき (x0)exp = x0であることがわかるから
(x0)exp − x0 = B1( − 〈X0〉) +B2( − 〈X0〉)2 + · · (18)
と展開でき で Bk は x0 − 〈X0〉の関数である．従って (x0)exp − x は 0 − 〈X0〉の１
次以上の項しか含まないことがわかる．従っ Ckを − 〈X0〉の関数として





{(x0)exp − x0}2|φ0(x0)|2|ξ0(X )|2dx0dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，その測定結
果の確率密度は |φ0(x0)|2に一致する．Bornの確率則はその正しさが実験的に検証されている
ので，正しい量子測定理論は (x0) = 0のときBornの確率則を再現しなければならない．もし








式 (19)の右辺が x0の関数でなければ (x )は φ0(x0)に依存しない．従って {(x0)exp − x0}2
が x0の関数ではないという条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
なければならない．しかしこの条件は強すぎて，正確には∫
Ck|ξ0( 0)|2dX0 = 0 for k ≥ 1 (21)
であれば (x )は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)exp − x0}2，|φ0(x0)|2，|ξ0(X0)|2は，
それぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に









(x0)e p − x0 = (x0 − 〈X0〉) +G−1(X0 − 〈X0〉+G(x0 − 〈X0〉 − (X0 − 〈X0〉 . (17)
(x0)exp− 0 x −〈X0〉 −〈X0〉 X0 = 〈X0〉
(x0)e p = x0
(x0)e p − x0 = B1(X0 − 〈X0〉) +B2(X0 − 〈X0〉)2 + · · · (18)
Bk x0 − 〈X0〉 (x0)e p − x0 X0 − 〈X0〉
Ck X0 − 〈X0〉
{(x0)e p − x0}2 = 0 + C1(x0 − 〈X0〉) + C2(x0 − 〈X0〉)2 + · · · (19)




{(x0)e p − x }2|φ0(x )|2|ξ0(X0)|2dx0dX0 (20)
Born 0 xˆ0
|φ0(x0)|2 Born
(x ) = 0 Born






(19) x0 (x0) φ0(x0) {(x0)e p − x0}2
x0 (19) Ck ≡ 0 for k ≥ 1
∫
Ck|ξ0(X0)|2dX0 = 0 for k ≥ 1 (21)
(x0) φ0(x0)
(20) (x0) {(x0)e p − x0}2 |φ0(x0)|2 |ξ0(X0)|2
(19) 〈X0〉 |ξ0(X0)|2

























(x0)exp − x0 = −(x0 − 〈 0〉) + −1( 0 − 〈 0〉+ (x0 〈 0〉 ( 0 − 〈 0〉 ). (17)
(x0)exp−x0 x −〈 〉 −〈 0〉 = 〈 0〉
(x0)exp = x0
(x0)exp − x0 = B1( 0 − 〈 0〉) +B2( 0 − 〈 0〉)2 + · · (18)
こ Bk x − 〈 0〉 (x0)exp − x − 〈 0〉
Ck 0 − 〈 0〉
{(x0)exp − x0}2 = C0 + C1(x0 − 〈 0〉) + C2(x0 − 〈 0〉)2 + · · (19)




{(x0)exp − x0}2|φ0(x0)|2|ξ0( )|2dx0d 0 (20)
Born 0 xˆ0
|φ0(x0)|2 Born
(x0) = 0 Born






(19) x0 (x ) φ0(x0) {(x0)exp − x0}2
x0 (19) Ck ≡ 0 for k ≥ 1
∫
Ck|ξ0( )|2d 0 = 0 for k ≥ 1 (21)
(x ) φ0(x0)
(20) (x0) {(x0)exp − x0}2 |φ0(x0)|2 |ξ0( 0)|2
(19) 〈 0〉 |ξ0( 0)|2








5 測定誤差 (x )がφ (x0)に依存しないという条件
この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ (x0)に依存しないという条件
から，線形性の仮説を導出する．
式 (7)，(15)より
(x0)exp = −(x0 − 〈X0〉) +G−1(X0 − 〈X0〉+G(x0 〈 0〉 − (X0 − 〈X0〉 )). (17)
よって (x )e p−x0はx0−〈X0〉とX0−〈X0〉の関数であることがわかる．上の式よりX0 = 〈X0〉
のとき (x0)exp = x0であることがわ るから
(x0)exp − x0 = B1(X0 − 〈X0〉) +B2(X0 − 〈X 〉)2 + · · · (18)
開できる． こで Bk は x0 − 〈X0〉の関数である．従って (x0)exp − x0はX0 − 〈X0〉の１
次以上の項しか含まない る．従って CkをX0 − 〈X0〉の関数として





{(x0)exp − 0}2|φ0(x0) 2|ξ (X0)|2 x dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，その測定結
果の確率密度は |φ (x0)|2に一致する．Bornの確率則はその正しさが実験的に検証されている
ので，正しい量子測定理論は (x0) = 0のときBornの確率則を再現し ければ らない．もし
ある測定理論で (x0)が φ (x0)に依存し，任意の φ (x0)に対して (x0) = 0 なることができ
ないときには，その理論は任意の φ (x0)に対して Bornの確率則を再現できないので、正しい
測定理論とはいえない．




関数 φ (x0)には依存しな という条件を要請することは合理的である．
式 (19)の右辺が x0の関数でなければ (x0)は φ (x0)に依存しない．従って {(x0)exp − x0}2
が x0の関数ではな という条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
ければ らない． かしこの条件は強すぎて，正確には∫
Ck|ξ (X0)|2dX = 0 for k ≥ 1 (21)
であれば (x0)は φ (x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)exp − x0}2，|φ (x0)|2，|ξ (X0)|2は，
それぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ (X0)|2 の関数形に
は依存して い．すなわち 〈X0〉を変えずに |ξ (X0)|2の関数形を変えても，{(x0)exp − x0}2，
|φ (x0)|2は不変である．
条件 (21)はある特定のプローブの確率密度関数 |ξ (X0)|2に対 成立して ればよい．しか
し４章で測定値を定義したときの議論 明らかなように，|ξ (X0)|2の標準偏差が 0であれば
測定誤差 (x0)は 0となり，一般には標準偏差が大きくなると誤差も大きく る．すなわち誤差
5
定誤差
X G X G X
0 0 0 X 0 X
X X ·














この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しないという条件
から，線形性の仮説を導出する．
式 (7)，(15)より
(x0)exp − x0 = −(x0 − 〈 0〉) +G−1(X0 − 〈 0〉+G(x0 − 〈X0〉 − (X0 − 〈 0〉))). (17)
よって (x0)exp−x0はx0−〈X0〉とX0−〈 0〉の関数であることがわかる．上の式よりX0 = 〈 0〉
のとき (x0)exp = x0であることがわかるから
(x0)exp − x0 = B1(X0 − 〈 0〉) +B2(X0 − 〈 0〉)2 + · · · (18)
と展開できる．ここで Bk は x0 − 〈 0〉の関数である．従って (x0)exp − x0はX0 − 〈 0〉の１
次以上の項しか含まないことがわかる．従って CkをX0 − 〈 0〉の関数として
{(x0)exp − x0}2 = C0 + C1(x0 − 〈 0〉) + C2(x0 − 〈 0〉)2 + · · · (19)




{(x0)exp − x0}2|φ0(x0)|2|ξ0( 0)|2dx0d 0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，その測定結
果の確率密度は |φ0(x0)|2に一致する．Bornの確率則はその正しさが実験的に検証されている
ので，正しい量子測定理論は (x0) = 0のときBornの確率則を再現しなければならない．もし








式 (19)の右辺が x0の関数でなければ (x0)は φ0(x0)に依存しない．従って {(x0)exp − x0}2
が x0の関数ではないという条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
なければならない．しかしこの条件は強すぎて，正確には∫
Ck|ξ0(X0)|2d 0 = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)exp − x0}2，|φ0(x0)|2，|ξ0( 0)|2は，
それぞれ独立している．式 (19)の右辺は平均値 〈 0〉に依存しているが |ξ0( 0)|2 の関数形に
は依存していない．すなわち 〈 0〉を変えずに |ξ0( 0)|2の関数形を変えても，{(x0)exp − x0}2，
|φ0(x0)|2は不変である．







5 測定誤差 (x0)がφ0(x0)に依存しないと う条件
この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しないという条件
から，線形性の仮説を導出する．
式 (7)，(15)より
(x0)exp − x0 = −(x0 − 〈X0〉) +G−1(X0 − 〈X0〉+G(x0 − 〈X0〉 − (X0 − 〈X0〉))). (17)
よって (x0)exp−x0はx0−〈X0〉とX0−〈X0〉の関数であることがわかる．上の式よりX0 = 〈X0〉
のとき (x0)exp = x0であることがわかるから
(x0)exp − x0 = B1(X0 − 〈X0〉) +B2(X0 − 〈X0〉)2 + · · · (18)
と展開できる．こ で Bk は x0 − 〈X0〉の関数である．従って (x0)exp − x0はX0 − 〈X0〉の１
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として





{(x0)exp − x0}2|φ0(x0)|2|ξ0(X0)|2dx0dX0 (20)
で与えられる．Bornの確率則によれば 0で粒子の位置 xˆ0を測定したとき，その測定結
果の確率密度は |φ0(x0)|2に一致する．Bornの確率則はその正しさが実験的に検証されている
ので，正しい量子測定理論は (x0) = 0のときBornの確率則を再現しなければならない．もし








式 (19)の右辺が x0の関数でなければ (x0)は φ0(x0)に依存しない．従って {(x0)exp − x0}2
が x0の関数ではないという条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
なければならない．しかしこの条件は強すぎて，正確には∫
Ck|ξ0(X0)|2dX0 = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)exp − x0}2，|φ0(x0)|2，|ξ0(X0)|2は，
それぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に








この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しないと う条件
から，線形性の仮説を導出する．
式 (7)，(15)より
(x0)e p − x0 = −(x0 − 〈X0〉) +G−1(X0 〈X0〉+G(x0 − 〈X0〉 − (X0 − 〈X0〉))). (17)
よって (x0)e p−x0はx0−〈X0〉とX0−〈X0〉の関数であることがわかる．上の式よりX0 = 〈X0〉
のとき (x0)e p = x0であることがわかる ら
(x0)e p − x0 = B1(X0 − 〈X0〉) +B2(X0 − 〈X0〉)2 + · (18)
と展開できる．ここで Bk は x0 − 〈X0〉の関数である．従って (x0)e p − x0はX0 − 〈X0〉の１
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として





{(x0)e p − x0}2|φ0(x0)|2|ξ0(X0)|2dx0dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の xˆ0を測定したとき，その測定結
果の確率密度は |φ0(x0)|2に一致する．Bornの確率則はその正しさが実験的に検証されている
ので，正しい量子測定理論は (x0) = 0のときBornの確率則を再現しなければなら い．もし








式 (19)の右辺が x0の関数でなければ (x0)は φ0(x0)に依存しない．従って {(x0)e p − x0}2
が x0の関数ではないと う条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
なければなら い．しか この条件は強すぎて，正確には∫
Ck|ξ0(X0)|2dX0 = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)e p − x0}2，|φ0(x0)|2，|ξ0(X0)|2は，
それぞ 独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に








5 測定誤差 (x )がφ0(x0)に依存しないという条件
この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しな という条件
から，線形性の仮説を導出する．
式 (7)，(15)より
(x0)exp = −(x0 − 〈X0〉) +G−1( 0 − 〈X0〉+G(x0 〈 0〉 ( 0 − 〈X0〉))). (17)
よって ( )e p−x0はx0−〈 〉とX0−〈X0〉の関数であることがわかる．上の式より = 〈X0〉
のとき (x0)exp = x0であることがわ るから
(x0)exp − x0 = B1( 0 − 〈X0〉) +B2( 0 − 〈X0〉)2 + · · · (18)
と展開できる．ここで Bk は x0 − 〈X0〉の関数である．従って (x0)exp − x0は 0 − 〈X0〉の１
次以上の項しか含まないことがわかる．従って Ckを 0 − 〈X0〉の関数として
{(x0)exp − x0}2 = C0 + C1(x0 − 〈X0〉) + C2(x0 − 〈X0〉)2 + · · · (19)




{(x0)exp − }2|φ x0)|2|ξ0(X0)|2dx0dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，その測定結
果の確率密 |φ0(x0)|2に一致する．Bornの確率則はその正しさが実験的に検証されている
ので，正しい量子測定理論は (x0) = 0のときBornの確率則を再現し ければ らない．もし
ある測定理論で (x0)が φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = 0 なることができ
ないときには，その理論は任意の φ0(x0)に対して Bornの確率則を再現できないので、正しい
測定理論とは えない．





式 (19)の右辺が x0の関数でなければ (x0)は φ0(x0)に依存しない．従って {(x0)exp − x0}2
が x0の関数ではな という条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
ければ らない． かしこの条件は強すぎて，正確には∫
Ck|ξ0( 0)|2dX = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)exp − x0}2，|φ0(x0)|2，|ξ0(X0)|2は，
そ ぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に
は依存して い．すなわち 〈X0〉を変えずに |ξ0(X0)|2の関数形を変えても，{(x0)exp − x0}2，
|φ0(x0)|2は不変である．
条件 (21)はある特定のプローブの確率密度関数 |ξ0(X0)|2に対 成立して ればよい．しか
し４章で測 値を定義したときの議論 明らかなように，|ξ0(X0)|2の標準偏差が 0であれば





この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しないという条件
から，線形性の仮説を導出する．
式 (7 ，(15)より
(x0)exp − x0 = −(x 〈X0〉) +G−1(X − 〈X0〉+G(x − 〈X0〉 (X − 〈X0〉) . (17)
よって (x0)exp x0はx0−〈 〉とX0−〈X0〉の関数であることがわかる．上の式よりX0 = 〈X0〉
のとき ( )exp = x0であることがわかるから
(x0)exp − x = B1(X − 〈 0〉) +B (X − 〈X0〉)2 + · · · (18)
と展開できる． こで Bk は x − 〈X0〉の関数である．従って ( 0)exp − x はX − 〈X0〉の１
次以上の項しか含まないことがわかる．従って CkをX − 〈X0〉の関数として
{(x0)exp − x0}2 = C0 + C1(x − 〈X 〉) + C2(x − 〈X0〉)2 + · · · (19)




{(x0)exp − x0}2|φ0(x0)|2|ξ0( )|2dx0dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，その測定結
の確率密度は |φ0(x0)|2に一致する．Bornの確率則はその正しさが実験的に検証されている
ので，正しい量子測定理 (x0) = 0のときBornの確率則を再現し ければならない．もし
ある測定理論で ( )が φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = 0 なることができ
ないときには，その理論は任意の φ0(x0)に対して Bornの確率則を再現 きないので、正しい
測定理論とは えない．





式 (19)の右辺が x0の関数でなければ ( )は φ0(x0)に依存しない．従って {(x0)exp − x0}2
が x0の関数ではないという条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
ければならない．しかしこの条件は強すぎて，正確には∫
Ck|ξ (X )|2dX0 = 0 for k ≥ 1 (21)
であれば ( )は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {( 0)exp − }2 |φ x0)|2，|ξ0(X0)|2は，
それぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に
は依存してい い．すなわち 〈X0〉を変えずに |ξ0(X0)|2の関数形を変えても，{(x0)exp − x0}2，
|φ0(x0)|2は不変である．
条件 (21)はある特定 プローブの確率密度関数 |ξ0(X0)|2に対 成立して ればよい．しか
し４章で測 値を定義したときの議論 ら明らかなように，|ξ0(X0)|2の標準偏差が 0であれば




5 測定誤差 ( 0)がφ0(x0)に依存しな という条件
この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しな という条件
から，線形性の仮説を導出する．
式 7)，(15)より
(x0)e p x = (x0 〈X0〉) +G−1 X0 〈 0〉+G(x0 〈 〉 − (X0 − 〈X0〉))). (17)
よって (x0)exp− はx0−〈X0〉とX0−〈X0〉の関数であることがわかる．上の式より 0 = 〈X0〉
のとき (x0)e p = x0であることがわ るから
(x0)e p x0 = B1(X0 − 〈 0〉) +B (X0 − 〈X0〉)2 + · · · (18)
と展開できる．ここで Bk は x0 − 〈X0〉の関数である．従って (x0)e p x0はX0 − 〈X0〉の１
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として
{(x0)e p − x0}2 = 0 + C1(x0 − 〈X0〉) + C2(x0 − 〈X0〉)2 + · · · (19)




{(x0)e p − x }2|φ0(x )|2 ξ0(X0)|2dx0dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，その測定結
果の確率密度は |φ0(x0)|2に一致する．Bornの確率則はその正しさが実験的に検証されている
ので，正しい量子測定理論は (x ) = 0のときBornの確率則を再現し ければ らない．もし
ある測定理 (x0)が φ0(x0)に依存し，任意の φ0( 0)に対して (x ) = 0となることができ







式 (19) 右辺が x0の関数でなければ (x0)は φ0(x0)に依存しない．従って {(x0)e p − x0}2
が x0の関数ではな という条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
なければ らない． かしこの条件は強すぎて，正確には∫
Ck ξ (X0)|2dX0 = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)exp − x }2 |φ (x )|2 ξ0(X0)|2は，
そ ぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが ξ0(X0)|2 の関数形に
は依存して ない．すなわち 〈X 〉を変えずに ξ0(X0)|2の関数形を変えても，{(x0)exp − x0}2，
|φ0(x0)|2は不変である．
条件 (21)はある特定 プローブの確率密度関数 ξ0(X0)|2に対して成立していればよい．しか
し４章で測定値を定義したときの議論か 明らかなように， ξ0(X0)|2の標準偏差が 0であれば





(x0)exp x = −(x 〈X0〉) +G−1( 〈 0〉+G x 〈 0〉 ( − 〈X0〉) . (17)
( )e p−x0 x0−〈 〉 X0−〈X0〉 = 〈X0〉
(x0)exp = x0
(x0)exp x0 = B1( − 〈 0〉) +B2( − 〈X0〉)2 + · · · (18)
Bk x − 〈X0〉 (x )exp x0 − 〈X0〉
Ck − 〈X0〉





{(x )exp − x }2|φ0( )|2|ξ0(X0)|2dx dX0 (20)
Born 0 xˆ0
|φ0(x0)|2 Born
(x0) = 0 Born






(19)の x0 (x ) φ0(x0) {(x0)exp − x0}2
x0 (19) Ck ≡ 0 for k ≥ 1
∫
Ck|ξ0( )|2dX0 = 0 for k ≥ 1 (21)
(x ) φ0(x0)
(20) (x0) {(x0)exp − 0}2 |φ0(x0)|2 |ξ0(X0)|2
(19) 〈X0〉 |ξ0(X0)|2







5 測定誤差  がφ (x0)に依存しな という条件
こ 章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x )に依存しな という条件
から，線形性の仮説を導出する．
式 (7)，(15)より
( 0)exp 0 = −(x0 − 〈 0〉) +G−1(X0 − 〈X0〉+G(x0 − 〈X0〉 − (X0 − 〈X0〉))). (17)
よって ( 0)exp−x はx0 〈 0〉とX0−〈X0〉の関数であ ことがわかる．上の式よりX0 = 〈X0〉
のとき ( 0)exp = x0であることがわ るから
( 0)exp − x0 = B1(X0 − 〈 〉) +B2(X0 − 〈X0〉)2 + · · · (18)
と展開できる． こで Bk は x0 − 〈X0〉の関数である．従って ( 0)exp x0はX0 − 〈X0〉の１
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として
{( 0)exp − x0}2 = C0 + C1(x0 − 〈X0〉) + C2(x0 − 〈X0〉)2 + · · · (19)




{( 0)exp − 0}2|φ (x ) 2|ξ (X0)|2 x X0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，その測定結
果の確率密度は |φ0(x )|2に一致する．Bornの確率則はその正しさが実験的に検証されている
ので，正 理論は (x0) = 0 ときBornの確率則を再現し ければ らない．もし
ある測定理論で (x0)が φ0(x )に依存し，任意 φ0(x )に対して (x0) = 0 なることができ
ないときには，その理論は任意の φ0(x )に対して Bornの確率則を再現 きないので、正しい
測定理論とはいえない．




関数 φ0(x )には依存しな という条件を要請することは合理的である．
式 (19) 右辺が x0の関数でなければ (x0)は φ0(x )に依存しない．従って {( 0)exp − x0}2
が x0の関数ではな という条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
ければ らない． かしこの条件は強すぎて，正確には∫
Ck|ξ (X )|2dX0 = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x )に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {( 0)exp − x0} φ0(x ，|ξ (X0)|2は，
そ ぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ (X0)|2 の関数形に
は依存して い．すなわち 〈X0〉を変えずに |ξ (X0)|2の関数形を変えても，{( 0)exp − x0}2，
|φ0(x )|2は不変である．
条件 (21)はある特定 プローブの確率密度関数 |ξ (X0)|2に対 成立して ればよい．しか
し４章で測定値を定義したときの議論 明らかなように，|ξ (X0)|2の標準偏差が 0であれば



















5 測定誤差 (x )がφ0(x0)に依存しな という条件
この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ (x0)に依存しないという条件
から，線形性の仮説を導出する．
式 (7)，(15)より
)exp 0 = (x0 − 〈X0〉) −1( 0 − 〈X0〉+G(x0 〈 〉 − ( 0 − 〈X0〉))). (17)
よって (x0)exp x はx −〈X0〉と −〈X0〉の関数であることがわかる．上の式よりX0 = 〈X0〉
のとき (x0)exp = x0であることがわかるから
(x )exp x0 = 1( 0 〈 0〉) B2( 0 − 〈X0〉)2 + · · · (18)
と展開できる． こで Bk は x0 − 〈X0〉の関数である．従って (x0)exp − x はX0 − 〈X0〉の１
次以上の項しか含まないことがわかる．従って Ckを 0 − 〈X0〉の関数として
{(x0)exp − x }2 = C0 1 C2(x0 − 〈X0〉)2 + · · · (19)




{ exp − x0}2|φ (x0)|2|ξ ( 0)|2 x0dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を 定したとき，その測定結
果の確率密度は |φ (x0)|2に一致する．Bornの確率則はその正し が実験的に検証されている
ので，正しい量子測定理論は (x0) = 0のときBornの確率則を再現しなければならない．もし
る測定理論で ( 0)が φ (x0)に依存し，任意の φ (x0)に対して (x0) = 0となることができ
ないときには，その理論は任 φ (x0)に対して Bornの確率則を再現できないので、正しい
測定理論とは えない．





式 (19)の右辺が x0の関数でなければ ( 0)は φ (x0)に依存しない．従って {(x0)exp − x0}2
が x0の関数ではないという条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
なければならない．しかしこの条件は強すぎて，正確には∫
Ck|ξ0(X0)|2dX0 = 0 for k ≥ 1 (21)
であれば ( 0)は φ (x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)exp − x }2， φ (x )|2 |ξ0(X0)|2は，
それぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に
は依存していない．すなわち 〈X0〉を変えずに |ξ0(X0)|2の関数形を変えても {(x0)exp − x0}2，
|φ (x0)|2は不変である．








この章では xˆ0の測定誤差 ( )が対象粒子の初期波動関数 φ0(x0)に依存しないという条件
から，線形性の仮説を導出する．
式 (7)，(15)より
(x0)exp − 0 = −( 0 − 〈X0〉) +G−1( 0 − 〈X0〉+G x − 〈X0〉 − X0 − 〈X0〉 . (17
よって (x0)exp− は 〈X0〉とX 0 の関数であることがわか ．上の式よりX0 = 〈X0〉
のとき (x0)exp = x0であることがわか から
(x0)exp − 0 = B1(X0 − 〈X 〉) +B2(X0 − 〈X0〉)2 + · (18)
と展開できる． Bk は x0 − 〈X0〉の関数である．従って (x0)exp − 0はX0 − 〈X 〉の１
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として





{ exp − 0}2|φ0( )| |ξ X0) 2dx0d (20)
で与えられる．Bornの確率則 0で粒子の位置 xˆ0を測定したとき，その測定結
果の確率密度は |φ0(x0)|2に一致する．Bornの確率則はそ 正しさが実験的 れている
ので，正しい量子測定理論は (x0) = 0のときBornの確率則を再現しなければなら い．もし
ある測定理論で (x0)が φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = 0となることができ





と対象粒子との相互作用 プローブの初期状態 |ξ0〉 みによって決まり，対象粒子の初期波動
関数 φ0(x0)には依存しないという条件を要請することは合理的である．
式 (19)の右辺が x0の関数でなければ (x0)は φ0(x0)に依存しない．従って {(x0)exp − 0}2
が x0の関数ではないという条件を要請すると，式 (19)においてCk ≡ 0 for ≥ 1が成立し
なければなら い．しかしこの条件は強すぎて，正確には∫
Ck|ξ0(X0)|2dX0 = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (20)で誤差  x0 を定義しているが，３つの量 {(x0)exp − 0}2，|φ ( 0)|2，|ξ0(X0)|2は，
それぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に
は依存していない．す わち 〈X0〉を変えずに |ξ0(X0)|2の関数形を変えても，{(x0)exp − }2，
|φ0(x0)|2は不変である．
条件 (21)はある特定のプローブの確率密度関数 |ξ0(X0)|2に対して成立 いればよ ．しか
し４章で測定値を定義したときの議論から明らかなように，|ξ0(X0)|2の標準偏差が 0であれば
測定誤差 (x0)は 0となり，一般には標準偏差が大きくなると誤差も大きくなる．す わち誤差
5
5 (x0) φ0(x0)
この章では xˆ0の測定誤差 ( )が対象粒子の初期波動関数 φ0(x0)に依存しないと う条件
から，線形性の仮説を導出する．
式 (7)，(15)より
(x0)exp − = −( 0 − 〈X0〉) +G−1(X +G x − 〈X0〉 − (X0 − 〈X0〉) . (17
よって (x0)exp−x0はx0−〈X 〉とX − X の関数であることがわかる．上の式よりX0 = 〈X0〉
のとき (x0)exp = であることがわか ら
(x0)exp − = B1(X0 − 〈X 〉) +B2(X − 〈X0〉)2 + · · (18)
と展開できる．こ Bk は x0 − 〈X0〉の関数である．従って (x0)exp − はX0 〈X 〉の１
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として





{(x0)exp − }2|φ0( 0)| |ξ0(X dx0dX (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定 ，その測定結
果の確率密度は |φ0(x0)|2に一致する．Bornの確率則はそ 正しさが実験的に検証されている
ので，正し 量子測定理論は (x0) = 0のときBornの確率則を再現しなければなら い．もし
ある測定理論で (x0)が φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = 0となることができ







式 (19)の右辺が x0の関数でなければ (x0)は φ0(x0)に依存しない．従って {(x0)exp − }2
が x0の関数ではないと う条件を要請すると，式 (19)においてCk ≡ 0 for ≥ 1が成立し
なければなら い．しか この条件は強すぎて，正確には∫
Ck|ξ0(X0)|2dX0 = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (20)で誤差  x0 を定義しているが，３つの量 {(x0)exp − }2，|φ ( 0)|2，|ξ0(X は，
それぞ 独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に




測定誤差 (x0)は 0となり，一般に 標準偏差が大きくなると誤 も ．すなわち誤差
5
値や標準偏
差等 関数とな 定対象の状態は未知である 回の位
5 測定誤差 (x0)がφ0(x0)に依存しないという条件
この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しないという条件
から，線形性の仮説を導出する．
式 (7)，(15)より
(x0)exp − x0 = −(x0 − 〈X0〉) +G−1(X0 − 〈X0〉+G(x0 − 〈X0〉 − (X0 − 〈X0〉))). (17)
よって (x0)exp−x0はx0−〈X0〉とX0−〈X0〉の関数であることがわかる．上の式よりX0 = 〈X 〉
のとき (x0)exp = x0であることがわかるから
(x0)exp − x0 = B1(X0 − 〈X0〉) +B2(X0 − 〈X0〉)2 + · · · (18)
と展開できる．ここで Bk は x0 − 〈X0〉の関数である．従って (x0)exp − x0はX0 − 〈X0〉 １
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として





{(x0)exp − x0}2|φ0(x0)|2|ξ0(X0)|2dx0dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，そ 測定結
果の確率密度は |φ0(x0)|2に一致する．Bornの確率則はその正しさが実験的に検証されてい
ので，正しい量子測定理論は (x0) = 0のときBornの確率則を再現しなければならない．もし








式 (19)の右辺が x0の関数でなければ (x0)は φ0(x0)に依存しない．従って {(x0)e p − x0}2
が x0の関数ではないという条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
なければならない．しかしこの条件は強すぎて，正確には∫
Ck|ξ0(X0)|2dX0 = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)exp − x0}2，|φ0(x0)|2，|ξ0(X0)|2は，
それぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に






均 差等 で，測定 とはできない．従って測
はプローブ 粒子 の相互作用 の
5 (x ) φ0(x0)
この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しないという条件
から，線形性の仮説を導出する．
式 (7)， 15)より
( )exp 0 = (x0 〈X0〉) +G−1(X0 − 〈X 〉+G(x0 〈 〉 − (X0 − 〈X0〉 . (17)
よって ( 0)exp は −〈X 〉とX0−〈 〉の関数であることがわかる．上の式よりX0 = 〈X0〉
のとき (x0)exp = 0であることがわかるから
( )exp − = B1(X0 − 〈 0〉) +B2(X0 − 〈X0〉)2 + · · · (18)
と展開できる． こで Bk は x0 − 〈X0〉の関数である．従って ( 0)exp − 0はX0 − 〈X0〉の１
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として
{( )exp − }2 = + 1(x − 〈X 〉) + C2(x0 − 〈X0〉)2 + · · · (19)




{( )exp − } φ )|2|ξ 0)|2dx dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，その測定結
度は |φ0(x0)|2に一致する．Bornの確率則はその正しさが実験的に検証されている
ので，正しい量子測定理論は (x0) = のとき orn 確率則を再現し ければ らない．もし
ある測定理論で  が φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = なるこ ができ
ない きには，その理論は任意の φ0(x0)に対して Bornの確率則を再現 きないので、正しい
測定理論とはいえない．





式 (19)の右辺が x0の関数でなければ  は φ0(x0)に依存しない．従って {( )exp − 0}2
が x0の関数ではないという条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
ければ らない．しかしこの条件は強すぎて，正確には∫
Ck|ξ (X0)|2dX0 = 0 for k ≥ 1 (21)
であれば  は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {( 0)exp − }2 |φ x0)|2，|ξ0(X0)|2は，
それぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に
は依存してい い．す わち 〈X0〉を変えずに |ξ0(X0)|2の関数形を変えても，{( )exp − }2，
|φ0(x0)|2は不変である．
条件 (21)はある特定 プローブの確率密度関数 |ξ0(X0)|2に対 成立 ればよ ．しか
４章で測定値を定義したときの議論 ら明ら なように，|ξ0(X0)|2の標準偏差が 0であれば




5 測定誤差 (x0)がφ0(x0)に依存しな という条件
こ 章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しな という条件
から，線形性の仮説を導出する．
式 (7 ，(15)より
( 0)e p x = (x 〈 〉) +G−1 〈 0〉+G(x 〈 0〉 ( − 〈X0〉))). (17)
よって (x0)exp−x0はx と 0−〈X0〉の関数であ ことがわかる．上の式より = 〈X0〉
のとき (x0)exp = x0であ ことがわ るから
x0)exp x0 = 1 +B2( − 〈X0〉)2 + · · · (18)
と展開 きる．ここで Bk は x0 − 〈X0〉の関数である．従って (x )exp − x は 0 − 〈X0〉の１
次以上の項しか含まないことがわかる．従って Ckを − 〈X0〉の関数として
{(x0)exp − 0}2 = C0 1( 0 〈 0〉) C2(x − 〈X0〉)2 + · · · (19)




{( 0)exp − x0}2 φ0( )|2 ξ0(X )|2dx0dX0 (20)
で与えられる．Bornの確率則によれば，誤差 で粒子の位置 xˆ0を 定したとき，その測定結
果の確率密度は φ0(x0)|2に一致する．Born 確率則はその正し が実験的に検証されている
ので，正しい量子測定理論は (x0) = 0 ときBornの確率則を再現し ければ らない．もし
あ で (x )が φ0(x0)に依存し，任意の φ0 に対して (x0) = 0 なることができ
ないときに ，そ 理論は任意の φ0(x0)に対し 率則を再現 きな ので、正しい
測定理論とは えな ．
また測定誤差が対象粒子の波動関数 φ0(x0)に依存す ば，それは x0の平均値や標準偏差等
の関数となる．本来測定対象の状態は未知であるから，多数回の位置測定を繰り返してx0の平
均値や標準偏差等がわかるまで，測定誤差を知ることはできない．従って測定誤差はプローブ
対象粒子 の相互作用とプローブ 初期状態 |ξ0〉のみによって決まり，対象粒子の初期波動
関 φ0(x0)には依存しな という条件を要請することは合理的である．
式 (19) 右辺が x0の関数でなければ (x )は φ0(x0)に依存しない．従って {(x0)exp − x0}2
が x0の関数ではな という条件を要請すると，式 (19)においてC ≡ 0 for k ≥ 1が成立し
ければ らない． かしこの条件は強すぎて，正確には∫
Ck ξ0( 0)|2dX0 = 0 for k ≥ 1 (21)
であれば (x )は φ0(x0)に依存しないことがわかる．
式 20 で誤差 (x0)を定義しているが，３つの量 {(x0)exp − x }2 φ0(x )|2， ξ0(X0)|2は，
そ ぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが ξ0(X0)|2 の関数形に
は依存して い．すなわち 〈X 〉を変えずに ξ0(X0)|2の関数形を変えても {(x0)exp − x0}2，
φ0(x0)|2は不変である．
条件 (21)はある特定 プローブの確率密度関数 ξ0(X0)|2に対 成立 て ればよい．しか
し４章で測 値を定義したときの議論 明らかなように， ξ0(X0)|2の標準偏差が 0であれば




5 測定誤差 (x )がφ (x0)に依存しないという条件
この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x )に依存しないという条件
から，線形性の仮説を導出する．
式 7 ， 15)より
(x0)exp = ( 0 〈X0〉) +G−1( 0 − 〈X0〉+G(x0 〈 〉 ( − 〈X0〉) . (17)
よって ( )exp− は 〈 0〉と −〈X0〉の関数であることがわかる．上の式より 0 = 〈X0〉
のとき (x0)e p = 0であることがわかるから
(x0)exp − 0 = B1( 0 − 〈X0〉) +B2( − 〈X0〉)2 + · (18)
と展開できる．ここで Bk は x0 − 〈X0〉の関数である．従って (x0)exp − は 0 〈X0〉の１
次以上の項しか含まないことがわかる．従って Ckを 0 − 〈X0〉の関数として
{(x0)exp − }2 = + 1(x − 〈X0〉) + C2(x0 − 〈X0〉)2 + · (19)




{(x0)exp − }2 φ ( )|2 ξ X )|2 x0 0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，その測定結
果の確率密度は φ0(x )|2に一致 Bornの確率則はその正しさが実験的に検証されている
ので，正しい量子測定理論は (x ) = のときBornの確率則を再現 ばならない．もし
ある測定理論で (x0)が φ0( )に依存し，任意の φ0(x )に対して (x ) = となるこ ができ
ないときには，その理論 任意 φ0(x )に対して Bornの確率則を再現できないの 、正しい
測定理論とは えない．
また測定誤差が対象粒子の波動関数 φ0(x )に依存すれば，そ は x0の平均値や標準偏差等
の関数となる．本来測 態は未知であるから，多数回の位置測定を繰り返してx0の平
均値や標準偏差等がわかるまで，測定誤差を知るこ ない．従って測定誤差はプローブ
と対象粒子 の相互作用とプローブの初期状態 |ξ0〉のみによって決ま 粒子の初期波動
関数 φ0(x )には依存しないという条件を要請することは合理的である．
式 (19)の x0の関数でなければ (x0)は φ0( )に依存しない．従って {(x0)exp − 0}2
が x0の関数ではないという条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
なければ らない．しかしこの条件は強すぎて，正確には∫
Ck ξ0( 0)|2dX0 = for k ≥ 1 (21)
であれば (x0)は φ0( )に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)exp − }2， φ0( )| ξ0(X0 | は，
そ ぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが ξ0(X0)|2 の関数形に
は依存してい い．す わち 〈X0〉を変えずに ξ0(X0)|2の関数形を変えても，{(x0)exp − 0}2，
φ (x )|2は不変である．
条件 (21)はある特定のプローブ 確率密度関数 ξ0(X0)|2に対 成立 ればよ ．しか
し４章で測 値を定義したときの議論から明ら なように， ξ0(X0)|2の標準偏差が 0であれば
測定誤差 (x )は となり，一般には標準偏差が大きくなると誤差も大きく る．す わち誤差
5
( ) ( 0)
xˆ0 (x0) φ0(x0)
(7 (15)
(x0)exp (x0 〈 0〉) 1( 0 〈 0〉 (x 〈 0〉 ( 0 〈 0〉))). (17)
( 0)e p 0 x 〈 〉 〈 0〉 〈 0〉
(x0)exp
(x0)exp 1( 0 〈 0〉) 2( 0 〈 0〉)2 · · · (18)
k x 〈 0〉 (x0)exp 〈 0〉
k 0 〈 0〉
{(x0)exp }2 0 1(x 〈 0〉) 2(x0 〈 0〉)2 · · · (19)














(19) x0 (x0) φ0(x0) {(x0)exp }2
x0 (19) k 0 for k 1
∫
k|ξ ( )|2d for k 1 (21)
(x0) φ0(x0)
(20) (x0) {(x0)exp }2 φ0(x0) 2 |ξ ( 0)|2
(19) 〈 0〉 |ξ ( 0)|2
〈 0〉 |ξ ( 0)|2 {(x )exp }2
φ0(x0)|2
(21) |ξ ( 0)|2






5 測定誤差 (x )がφ0(x0)に依存しないという条件
この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しないという条件
から，線形性の仮説を導出する．
式 (7)，(15)より
(x0)exp = −(x0 − 〈X0〉) +G−1(X0 − 〈X0〉+G(x0 〈 0〉 − (X0 − 〈X0〉))). (17)
よって ( 0)exp−x0はx0−〈X0〉とX0−〈X0〉の関数であることがわかる．上 式よりX0 〈X 〉
のとき (x0)exp = x0であることがわかるから
(x0)exp − x0 = B1(X0 − 〈X0〉) +B2(X0 − 〈X0〉)2 + · · · (18)
と展開できる．ここで Bk は x0 − 〈X0〉の関数である．従って (x0)exp − x0はX0 − 〈X0〉 １
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として





{(x0)exp − x0}2|φ0(x0)|2|ξ0(X0)|2dx0dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，そ 測定結
果の確率密度は |φ0(x0)|2に一致する．Bornの確率則はその正しさが実験的に検証されている
ので，正しい量子測定理論は (x0) = 0のときBornの確率則を再現しなければならない．もし
ある測定理論で (x0)が φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = 0 なるこ がで
ないときには，その理論は任意の φ0(x0)に対して Bornの確率則を再現できないので、正し
測定理論とはいえない．





式 (19)の右辺が x0の関数でなければ (x0)は φ0(x0)に依存しない．従って {(x0)exp − x0}2
が x0の関数ではないという条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立
なければならない．しかしこの条件は強すぎて，正確には∫
Ck|ξ0(X0)|2dX0 = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)exp − x0}2，|φ0(x0)|2，|ξ0(X0)|2は，
それぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に
は依存していない．すなわち 〈X0〉を変えずに |ξ0(X0)|2の関数形を変えても，{(x0)exp − }2，
|φ0(x0)|2は不変である．





5 測定誤差 ( 0)がφ0(x0)に依存しな という条件
この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しな という条件
から，線形性の仮説を導出する．
式 (7)，(15)より
( 0)exp x0 = (x ) +G−1( 0 − 〈X0〉+G(x0 〈 0〉 0 − 〈X0〉) ). (17)
よって ( )exp 0はx0 〈 0〉と 0−〈X0〉の関数であ ことがわかる．上の式より 0 = 〈X0〉
のとき ( 0)exp = x0であ ことがわ るから
( 0)exp x0 = 1( 0 〈 0〉) B2( 0 − 〈X0〉)2 + · · · (18)
と展開 きる．ここで Bk は x0 − 〈X0〉の関数である．従って ( 0)exp x0は 0 − 〈X0〉の１
次以上の項し 含まないことがわかる．従って Ckを 0 − 〈X0〉の関数として
{( 0)exp x0}2 = 0 1 + C2(x0 − 〈X0〉)2 + · · · (19)




{ exp − x }2|φ0(x0)|2|ξ0( 0)|2dx dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を したとき，その測定結
果の確率密度は |φ0(x0)|2に一致する．Born 確率則はその正し が実験的に検証されている
ので，正しい量子測定理論は (x0) = 0 ときBornの確率則を再現し ければ らない．もし
ある測定理論で (x0)が φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = 0 なることができ
，そ 理論は任意の φ0(x0)に対して Bornの確率則を再現 きな ので、正しい
測定理論とはいえない．
また測定誤差が対象粒子の波動関数 φ0(x0)に依存す ば，それは x0の平均値や標準偏差等
の関数となる．本来測定対象の状態は未知であるから，多数回の位置測定を繰り返してx0の平
均値や標準偏差等がわか まで，測定誤差を知ることはできない．従って測定誤差はプローブ
対象粒子 相互作用とプローブ 初期状態 |ξ0〉のみによって決まり，対象粒子の初期波動
関数 φ0(x0)には依存しな という条件を要請す ことは合理的である．
式 (19) 右辺が x0の関数でなければ (x0)は φ0(x0)に依存しない．従って {( 0)exp − x0}2
x0の関数ではな いう条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
ければ らない． かしこの条件 強すぎて，正確には∫
Ck|ξ ( 0)|2dX0 = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (2 )で誤差 (x0)を定義しているが，３つの量 { exp − } |φ x0)|2 |ξ0(X0)|2は，
そ ぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に
は依存して い．すなわち 〈 〉を変えずに |ξ0(X0)|2の関数形を変えても {( 0)exp − x0}2，
|φ0(x0)|2は不変である．
条件 (21)はある特定 プローブの確率密度関数 |ξ0(X0)|2に対 成立 て ればよい．しか
４章で測定値を定義したときの議論 明らかなように，|ξ0(X0)|2の標準偏差が 0であれば
測定誤差 (x0) 0となり，一般には標準偏 が と誤差も大きく る．すなわち誤差
5
数ではないと （ ）
( 0) ( 0)
こ 章では ˆ0の測定誤差 ( 0)が対象粒子の初期波動関数 0( 0)に依存しな という条件
から，線形性の仮説を導出する．
式 (7)，(15 より
( 0)exp 0 ( 〈 〉) 1( 〈 〉 ( 〈 〉 ( 〈 〉)) . (17)
よって ( 0)exp 0は 0 〈 〉と 0 〈 0〉の関数であることがわかる．上の式より 〈 0〉
のとき ( 0)exp 0であ ことがわ るから
( 0)exp 0 1( 〈 〉) 2( 〈 〉)2 · · (18)
と展開 きる． で k は 〈 〉の関数である．従って ( 0)exp − 0は 〈 〉の１
次以上の項しか含まないことがわかる．従って kを 〈 〉の関数として
{( 0)exp 0}2 0 1( 〈 0〉) 2( 〈 〉)2 · · (19)
と展開したとき， kは 〈 〉 ２次以上の項しか含まない．
0の測定誤差 ( 0)は
2( 0) {( 0)exp 0}2| 0(x0)|2|ξ0( 0)|2 0 (20)
で与えられる． or の確率則によれば，誤差 0で粒子の位置 ˆ0を測定したとき，その測定結
果の確率密度は | 0( 0)|2に一致する． or 確率則はその正しさが実験的に検証されている
ので，正しい量子測定理論は ( 0) 0 とき or の確率則を再現し ければ らない．もし
ある測定理 ( )が ( 0) し，任意の 0(x0)に対して ( 0) 0 なることができ
ないときに ，そ 理論は任意の 0( 0)に対して or の確率則を再現 きな ので、正しい
測定理論とは えな ．
また測定誤差が対象粒子の波動関数 0( 0)に依存す ば，それは 0の平均値や標準偏差等
の関数となる．本来測定対象の状態は未知であるから，多数回の位置測定を繰り返して 0の平
均値や標準偏差等がわかるまで，測定誤差を知ることはできない．従って測定誤差はプローブ
対象 相互作用とプローブ 初期状態 |ξ0〉のみによって決まり，対象粒子の初期波動
関数 0( 0)には依存しな 条件を要請することは合理的である．
式 (19) 右辺が 0の関数でなければ ( )は ( 0)に依存しない．従って {( 0)exp 0}2
が 0の関数ではな と う条件を要請すると，式 (19)において k 0 for 1が成立し
ければ らない． かしこの条件は強すぎて，正確には
k|ξ ( 0)|2 0 for 1 (21)
であれば ( )は ( 0)に依存しないことがわかる．
式 (2 )で誤差 ( 0)を定義しているが，３つの量 {( 0)exp } 0)|2 |ξ0( 0)|2は，
そ ぞれ独立している．式 (19)の右辺は平均値 〈 0〉に依存しているが |ξ0( 0)|2 の関数形に
は依存して い．すなわち 〈 0〉を変えずに |ξ0( 0)|2の関数形を変えても，{( 0)exp 0}2，
| 0( 0)|2は不変である．
条件 (21)はある特定 プローブの確率密度関数 |ξ0( 0)|2に対 成立して ればよい．しか
し４章で測 値を 義したときの議論 明らかなように，|ξ0( 0)|2の標準偏差が 0であれば
測定誤差 ( 0)は 0となり，一般には標準偏差が大きくなると誤差も大きく る．すなわち誤差
5
5 測定誤差 (x0)がφ0(x0)に依存しないという条件
こ 章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しな という条件
から，線形性の仮説を導出する．
式 (7)，(15)より
(x0)exp x0 = −(x0 − 〈 0〉) +G−1(X0 − 〈X0〉+G(x0 − 〈X0〉 − (X0 − 〈X0〉))). (17)
よって (x0)exp−x0はx0 〈 0〉とX0−〈X0〉の関数であ ことがわかる．上 式よりX 〈X 〉
のとき (x0)exp = x0であ ことがわ るから
(x0)exp − x0 = B1(X0 − 〈X0〉) +B2(X0 − 〈X0〉)2 + · · · (18)
と展開 きる．ここで Bk は x0 − 〈X0〉の関数である．従って (x0)exp − x0はX0 − 〈X0〉 １
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として





{(x0)exp − x0}2|φ0(x0)|2|ξ0(X0)|2dx0dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，そ 測定結
果の確率密度は |φ0(x0)|2に一致する．Born 確率則はその正しさが実験的に検証されて る
ので，正しい量子測定理論は (x0) = 0 ときBornの確率則を再現し ければ らない．もし
ある測定理論で (x0)が φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = 0 るこ がで
ないときに ，そ 理論は任意の φ0(x0)に対して Bornの確率則を再現できないの 、
測定理論とはいえない．





式 (19) 右辺が x0の関数でなければ (x0)は φ0(x0)に依存しない．従って {( 0)exp − x0}2
が x0の関数ではな という条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立
ければ らない． かしこの条件は強すぎて，正確には∫
Ck|ξ0(X0)|2dX0 = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (2 )で誤差 (x0)を定義しているが，３つの量 {(x0)exp − x0}2，|φ0(x0)|2，|ξ0(X0)|2は，
そ ぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に
は依存して ない．すなわち 〈X0〉を変えずに |ξ0(X0)|2の関数形を変えても，{ exp − }2，
|φ0(x0)|2は不変である．
条件 (21)はある特定のプローブの確率密度関数 |ξ0(X0)|2に対して成立 ていればよい． か
し４章で測定値を定義したときの議論か 明らかなように，|ξ0(X0)|2の標準偏 が 0であれば
測定誤差 (x0)は 0となり，一般には標準偏差が大きくなると誤差も大きくなる．すなわち誤差
5















5 測定誤差 (x0)がφ0(x0)に依存しな と う条件
この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x )に依存しないと う条件
から，線形性の仮説を導出する．
式 (7)，(15)より
(x0)e p − x0 = (x0 〈X0〉) +G−1(X0 − 〈X0〉+G(x0 − 〈X0〉 ( 0 − 〈X0〉))). (17)
よって (x0)exp− 0は 0 〈X0〉と 0−〈 0〉の関数であることがわか ．上の式よりX0 = 〈 0〉
のとき (x0)e p = x0であることがわか ら
(x0)e p − x0 = B1(X0 − 〈X0〉) +B2(X0 − 〈X0〉)2 + · · · (18)
と展開できる．こ Bk は x0 − 〈X0〉の関数である．従って (x0)e p − x0はX0 − 〈X0〉の１
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として
{(x0)e p − x0}2 = 0 + 1(x0 − 〈X0〉) + C2(x0 − 〈X0〉)2 + · · · (19)




{( 0)e p − x0}2|φ0(x0)|2|ξ0(X0)|2dx0 0 (20)
で与 ． ornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，その測定結
果の確率密度は |φ0(x )|2に一致する．Bornの確 正しさが実験的に検証されている
ので，正しい量子測定理論は (x ) = 0のときBornの確率則を再現しなければなら い．もし
ある測定理論で (x0)が φ0(x )に依存し，任意の φ0(x )に対して (x ) = 0となることができ
ないときには，その理論 任意 φ0(x )に対して Bornの確率則を再現できないので、正し
測定理論とはいえない．




関数 φ0(x )には依存しないと う条件を要請することは合理的である．
式 (19)の右辺が x0の関数でなければ (x0)は φ0( )に依存しない．従って {(x0)e p − x0}2
が x0の関数ではないと う条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
なければなら い．しか この条件は強すぎて，正確には∫
Ck|ξ0(X0)|2dX0 = 0 for k ≥ 1 (21)
であ (x0)は φ0( )に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)e p − x0}2，|φ0( )|2，|ξ0(X0)|2は，
それぞ 独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に




測定誤差 (x )は 0となり，一般には標準偏差が大きくなると誤差も大きくなる．すなわち誤差
5
(x0) (x )
xˆ0 (x0) φ0(x0) い
(7) (15)
(x0)e p x0 (x0 − 〈 0〉) −1( 0 〈 0〉 (x0 〈 0〉 ( 0 〈 0〉))). (17)
(x0)e p 0 x0−〈 0〉 X0 〈 0〉 る 0 〈 0〉
(x0)e p x0 か
(x0)e p x0 1( 0 〈 0〉) 2( 0 〈 0〉)2 · · · (18)
こ k x0 〈 0〉 (x0)e p x0 0 〈 0〉
Ck 0 〈 0〉
{(x0)e p x0}2 0 C1(x0 〈 0〉) C2(x0 〈 0〉)2 · · · (19)




{( 0)e p x0}2|φ0(x0)|2|ξ0( )|2dx0 (20)
えられ r 0 xˆ0
|φ0(x0)|2 Born 率則は
(x ) 0 Born な
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x0 い (19) Ck 0 for k 1
し∫
Ck|ξ0( )|2d 0 for k 1 (21)
れば (x0) φ0(x0)
(20) (x0) {(x0)e p x0}2 |φ0(x0)|2 ξ0( )|2
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5 測定誤差 (x0)がφ0 0 に依存しな という条件
この章では xˆ0 測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しな と う条件
から，線形性の仮説を導出する．
式 (7)，(15)より
(x0)e p − 0 = (x0 − 〈X0〉) +G−1( 0 〈 0〉+G(x0 − 〈X0〉 ( 0 〈 0〉 )). (17)
よって (x0)exp−x0はx0 〈 0〉と 0−〈 0〉の関数であることがわかる．上の式より 0 = 〈X0〉
のとき (x0)e p = 0であることがわ る ら
(x0)e p − 0 = B1( 0 − 〈 0〉) +B2( 0 − 〈 0〉)2 + · · (18)
と展開できる． で Bk は x0 − 〈X0〉の関数である．従って (x0)e p − 0は 0 − 〈 0〉の１
次以上の項しか含まないことがわかる．従って Ckを 0 − 〈 0〉の関数として
{(x0)e p − 0}2 = C0 + C1(x0 − 〈X0〉) + C2(x0 − 〈X0〉)2 + · · (19)




{(x0)e p − 0}2|φ0(x0) 2|ξ0(X0)|2dx0dX0 (20)
られる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，その測定結
果の確率密度は |φ0(x0)|2に一致する． or 則はその正しさが実験的に検証されている
ので，正し 量子測定理論は (x ) = 0のときBorn 確率則を再現しなけ ら い．もし
ある測定理論で (x0)が φ0( 0)に依存し，任意の φ0(x0)に対して (x ) = 0となるこ ができ
いときには，その理論は任意 φ0(x0)に対して Bornの確率則を再現できないので、正しい
測定理論とは えな ．




関数 φ0(x0)には依存しな と う条件を要請することは合理的である．
式 (19)の右辺が x0 関数でなければ (x0)は φ0( 0)に依存しない．従って {(x0)e p − 0}2
が 0の関数ではな と う条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
なければ ら い． か この条件は強すぎて，正確には∫
Ck|ξ0( 0)|2d = 0 for k ≥ 1 (21)
ば (x0)は φ0( 0)に依存しないことがわかる．
( )で誤差 (x0)を定義しているが， {(x0)e p − 0}2，|φ0(x0)|2，|ξ0(X0)|2は，
そ ぞ 独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に
は依存して な ．すなわち 〈X0〉を変えずに |ξ0(X0)|2の関数形を変えても，{(x0)e p − 0}2，
|φ0(x0)|2は不変である．
条件 (21)はある特定のプローブの確率密度関数 |ξ0(X0)|2に対して成立していればよい．しか
し４章で測 値を 義したときの議論か 明 かなように，|ξ0(X0)|2の標準偏差が 0であれば
測定誤差 (x )は 0となり，一般には標準偏差が大きくなると誤差も大きくなる．すなわち誤差
5
5 測定誤差 (x0)がφ0(x0)に依存しな という条件
この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しないという条件
から，線形性の仮説を導出する．
式 7)，(15)より
(x0)exp − x0 = (x0 − 〈X0〉) +G−1(X0 − 〈X0〉+G(x0 − 〈X0〉 − ( 0 − 〈X0〉))). (17)
よって (x0)exp− はx0−〈X0〉とX0−〈X0〉の関数であることがわかる．上 式よりX0 = 〈 〉
のとき (x0)e p = x0であることがわかるから
(x0)exp − x0 = B1(X0 − 〈X0〉) +B2(X0 − 〈X0〉)2 + · · · (18)
と展開できる．こ で Bk は x0 − 〈X0〉の関数である．従って (x0)e p − x0はX0 − 〈X0〉 １
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として





{(x0)exp − x }2|φ0(x )|2|ξ0(X0)|2dx0dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，そ 測定結
果の確率密度は |φ0(x0)|2に一致する．Bornの確率則はその正しさが実験的に検証されている
ので，正しい量子測定理論は (x ) = 0のときBornの確率則を再現しなければな し








式 (19)の右辺が x0の関数でなければ (x0)は φ0(x0)に依存しない．従って {(x0)exp − x0}2
が x0の関数ではないという条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
なければならない．しかしこの条件は強すぎて，正確には∫
Ck|ξ0(X0)|2dX0 = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)e p − x0}2，|φ0(x0)|2，|ξ0(X0)|2は，
それぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に
は依存していない．すなわち 〈X0〉を変えずに |ξ0(X0)|2の関数形を変えても，{( )exp − }2，
|φ0(x0)|2は不変である．
条件 (21)はある特定のプローブの確率密度関数 |ξ0(X0)|2に対して成立していればよい． か
し４章で測定値を定義したときの議論から明らかなように，|ξ0(X0)|2の標準偏差が 0であれば






(x0)exp −(x0 〈 0〉) 1( 0 〈 0〉 (x0 〈 0〉 ( 0 〈 0〉 )). (17)
( 0)exp x x0 〈 0〉 0 〈 0〉 0 〈 0〉
( 0)exp x0
(x0)exp x0 1( 0 〈 〉) 2( 0 〈 0〉)2 · · · (18)
k x0 〈 0〉 (x )exp x0 0 〈 0〉
k 0 〈 0〉
{(x0)exp }2 0 1( 0 〈 0〉) 2(x0 〈 0〉)2 · · · (19)














(19)の x0 (x0) 0(x0) {(x0)exp x0}2
x0 (19) k 0 for k 1
∫
k|ξ0( 0)|2d 0 for k 1 (21)
(x0) 0(x0)
(20) (x0) {(x )exp x0}2 | 0(x |ξ0( 0)|2
(19) 〈 0〉 |ξ0( 0)|2







5 (x ) φ0(x0)
この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しないという条件
から，線形性の仮説を導出する．
式 (7)，(15)より
(x0)exp = (x0 − 〈X0〉) +G−1(X0 − 〈X0〉+G x0 〈 0〉 − (X0 − 〈X0〉))). (17)
よって ( )exp− 0はx0−〈X0〉と 0−〈X0〉の関数であ ことがわかる．上 式よりX 〈X 〉
のとき (x0)exp = x0であ ことがわかるから
(x0)exp − x0 = B1(X0 − 〈X0〉) +B2(X0 − 〈X0〉)2 + · · · (18)
と展開 きる．ここで Bk は x0 − 〈X0〉の関数である．従って (x0)exp − x0はX0 − 〈X0〉 １
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として





{(x0)exp − }2|φ x0)|2|ξ0(X0)|2dx0dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，そ 測定結
果の確率密度は |φ0(x0)|2に一致する．Born 確率則はその正しさが実験的に検証されている
ので，正しい量子測定理論は (x0) = 0のときBornの確率則を再現し ければならない．もし
ある測定理論で (x0)が φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = 0 ることがで
ないときに ，そ 理論は任意の φ0(x0)に対して Bornの確率則を再現でき 、正し
測定理論とはいえない．





式 (19)の右辺が x0の関数でなければ (x0)は φ0(x0)に依存しない．従って {(x0)exp − x0}2
が x0の関数ではないという条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立
ければならない．しかしこの条件は強すぎて，正確には∫
Ck|ξ0(X0)|2dX0 = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)exp − x0}2，|φ0(x0)|2 |ξ0(X0)|2は，
それぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に
は依存してい い．すなわち 〈X0〉を変えずに |ξ0(X0)|2の関数形を変えても，{(x )exp − 0}2，
|φ0(x0)|2は不変である．
条件 (21)はある特定のプローブの確率密度関数 |ξ0(X0)|2に対 成立 て ればよい． か
し４章で測定値を定義したときの議論 ら明らかなように，|ξ0(X0)|2の標準偏 が であれば
測定誤差 (x0)は 0となり，一般には標準偏差が大きくなると誤差も大きく る．すなわち誤差
5
数形には依存してい い．すなわち
5 測定誤差  がφ (x0)に依存しな という条件
こ 章では ˆ の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しな という条件
から，線形性の仮説を導出する．
式 (7 ，(15)より
(x0)e p x0 = (x − 〈 0〉) +G−1( +G(x ( − 〈X0〉) ). (17)
よって (x0)e p x はx0 〈 〉と 0−〈X0〉の関数であ ことがわかる．上の式より = 〈X0〉
のとき (x0)exp = x0であ ことがわ るから
x )exp x = 1 +B2( − 〈X0〉)2 + · · · (18)
と展開 きる．ここで Bk は x − 〈X0〉の関数である．従って (x )exp x は − 〈X0〉の１
次以上の項し 含まないことがわかる．従って Ckを − 〈X0〉の関数として





{( )exp − } |φ ( )|2|ξ ( )|2dx dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を したとき，その測定結
果の確率密度は |φ0(x0)|2に一致する．Born 確率則はその正し が実験的に検証されている
ので，正しい量子測定理論は (x0) = 0 ときBornの確率則を再現し ければ らない．もし
ある測定理論で (x )が φ0(x0)に依存 ，任意の φ ( 0)に対して (x0) = 0となることができ





と対象粒子 相互作用とプローブ 初期状態 |ξ0〉のみによって決まり，対象粒子の初期波動
関数 φ0(x0)には依存しな という条件を要請す ことは合理的である．
式 (19) 右辺が 0の関数でなければ (x )は φ0(x0)に依存しない．従って {(x0)exp − x0}2
x0の関数ではな いう条件を要請すると，式 (19)においてC ≡ 0 for k ≥ 1が成立し
ければ らな しこの条件 強すぎて，正確には∫
Ck|ξ ( )|2dX = 0 for k ≥ 1 (21)
であれば (x )は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x )exp − }2 φ (x )|2 |ξ0(X0)|2は，
そ ぞれ独立している．式 (19)の右辺は平均値 〈X 〉に依存しているが |ξ0(X0)|2 の関数形に
は依存して ない．すな 〈X 〉を変えずに |ξ0(X0)|2の関数形を変えても {(x0)exp − x0}2，
|φ0(x0)|2は不変である．
条件 (21)はある特定 プローブの確率密度関数 |ξ0(X0)|2に対して成立 ていればよい．しか
４章で測 値を定義したときの議論か 明らかなように，|ξ (X0)|2の標準偏差が 0であれば





)e p x0 = (x0 〈 0〉) +G−1( +G(x ( 0 − 〈 0〉))). (17)
(x0)e p− x −〈 0〉 X0 = 〈 0〉
( )exp = x0
( )exp x = B1(X0 − 〈 0〉) B2( 0 − 〈 0〉)2 + · · · (18)
Bk x0 − 〈 0〉 ( )exp x 0 − 〈 0〉
Ck 0 − 〈 0〉
{( )e p }2 = + 1 − + C2(x0 − 〈 0〉)2 + · · · (19)




{( )e p − x } φ0( | |ξ ( 0)|2dx0d 0 (20)
Born xˆ0
|φ0(x0)|2 Born
(x0) = 0 Born






(19)の x0 (x ) φ0(x0) {( )exp − x0}2
x0 (19) Ck ≡ 0 for k ≥ 1
∫
Ck|ξ0( )|2d = 0 for k ≥ 1 (21)
(x0) φ0(x0)
2 (x0) {( )exp − 0}2 |φ0(x0)|2 |ξ0( 0)|2
(19) 〈 0〉 |ξ0( 0)|2








5 測定誤差 (x0)がφ0(x0)に依存しな という条件
この章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しないという条件
から，線形性の仮説を導出する．
式 7)，(15)より
(x0)exp x0 = x0 〈 0〉) −1(X0 − 〈X0〉+G x0 〈 0〉 − (X0 − 〈X0〉))). (17)
よって ( )exp− はx −〈X0〉とX0−〈X0〉の関数であ ことがわかる．上 式よりX 〈X 〉
のとき (x0)e p = x0であ ことがわかるから
(x0)exp − x0 = B1(X0 − 〈 0〉) B2(X0 − 〈X0〉)2 + · · · (18)
と展開 きる．ここで Bk は x0 − 〈X0〉の関数である．従って (x0)exp x0はX0 − 〈X0〉 １
次以上の項しか含まないことがわかる．従って CkをX0 − 〈X0〉の関数として
{(x0)exp − x0}2 = 0 + C1(x0 − 〈X0〉) + C2(x0 − 〈X0〉)2 + · · · (19)




{(x0)exp − x }2|φ0(x )|2|ξ0(X0)|2dx0dX0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，そ 測定結
果の確率密度は |φ0(x0)|2に一致する．Born 確率則はその正しさが実験的に検証されて る
ので，正しい量子測定理論は (x0) = 0のときBornの確率則を再現し ければならない．もし
ある測定理論で (x0)が φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = 0 ることができ
ないときに ，そ 理論は任意の φ0(x0)に対して Bornの確率則を再現 きな ので、正し
測定理論とは えない．





式 (19)の右辺が x0の関数でなければ (x0)は φ0(x0)に依存しない．従って {( )exp − x0}2
が x0の関数ではないという条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立
ければならない．しかしこの条件は強すぎて，正確には∫
Ck|ξ0(X )|2dX0 = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが，３つの量 {(x0)exp − 0}2 |φ0(x0)|2 |ξ0(X0)|2は，
それぞれ独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に
は依存していない．すなわち 〈 0〉を変えずに |ξ0(X0)|2の関数形を {(x0)e p − x0}2，
|φ0(x0)|2は不変である．
条件 (21)はある特定 プローブの確率密度関数 |ξ0(X0)|2に対 て成立 ていればよい． か
し４章で測 値を定義したときの議論から明らかなように，|ξ0(X0)|2の標準偏 が であれば
測定誤差 (x0) 0となり，一般には標準偏差が大きくなると誤差も大きくなる．すなわち誤差
5
5 測定誤差  がφ0(x0)に依存しないという条件
こ 章では xˆ0 測定誤差 (x0)が対象粒子の初期波動関数 φ0(x0)に依存しないという条件
から，線形性の仮説を導出する．
式 (7)，(15)より
)exp − x = (x − 〈X 〉) −1( 0 〈 0〉+G x − 〈 0〉 − (X0 − 〈X0〉) ). (17)
よって (x0)exp x はx0−〈X0〉 X0−〈X0〉の関数であることがわかる．上の式よりX0 = 〈X0〉
の き (x0)exp = x0であることがわかるから
x0 exp x = 1 0 +B2(X0 − 〈X0〉)2 + · · · (18)
と展開できる．ここ Bk は 0 − 〈X0〉の関数である．従って (x0)exp x0はX0 − 〈X0〉の１
次以上の項しか含まないことがわかる．従っ CkをX0 − 〈X0〉の関数として
{( exp − }2 = 1 C2(x0 − 〈X0〉)2 + · · · (19)




{ exp − } |φ0( 0)|2|ξ0( )|2dx0dX0 (20)
で与えら る．Born 確率則によれば，誤差 で粒子の位置 xˆ0を測定したとき，その測定結
果の確率密度は |φ0(x0)|2に一致する．Bornの確率則はその正し が実験的に検証されている
ので，正しい量子測定理論は (x0) = 0のときBornの確率則を再現 なければならない．もし
ある測定理論で (x0)が 0( 0) 依存 ，任意の φ に対して (x0) = 0となることができ
ないとき ，その理論は任意 φ0(x0)に対して Born 確率則を再現 きないので、正しい
測定理論とはいえない．
また測定誤差が対象粒子の波動関数 φ0( 0)に依存すれば，それは x0の平均値や標準偏差等
関数となる．本来測定対象 状態は未知であるから，多数回 位置測定を繰り返してx0の平
均値や標準偏 等がわか ま ，測定誤差を知ること できない．従って測定誤差はプローブ
対象粒子と 相互作用とプローブ 初期状態 |ξ0〉 みによって決まり，対象粒子の初期波動
関数 φ0(x0)には依存しない いう条件を要請することは合理的である．
式 (19) 右辺が x0の関数で ければ (x0)は φ0 に依存しない．従って {(x0)exp − x0}2
が x0の関数ではない いう条件を要請すると，式 ( 9)においてCk ≡ 0 for k ≥ 1が成立し
ければならない．しかしこの条件は強すぎて，正確には∫
C |ξ (X0)|2dX0 = 0 for k ≥ 1 (21)
であれば (x0)は φ0(x0)に依存しないことがわかる．
式 (20)で誤差 (x0)を定義しているが ３つの量 {(x )exp − }2 |φ x0)|2，|ξ0(X0)|2は，
それぞれ独立している．式 (19)の右辺は平均値 〈 0〉に依存しているが |ξ0(X0)|2 の関数形に
は依存していない．すなわち 〈X0〉を変えずに |ξ (X0)|2の関数形を変えても {(x0)exp − x0}2，
|φ0(x0)|2は不変である．
条件 (21)はある特定 プローブの確率密度関数 |ξ0(X0)|2に対 て成立 ていればよい．しか
４章で測定値を定義したときの議論から明らかなように，|ξ0(X )|2の標準偏差が 0であれば
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測定誤差 ( 0)が に依存しな と う条件
xˆ0 (x0) φ0(x )
(7) (15)
(x0)e p 0 (x0 〈 〉) −1 0 〈 0〉 (x0 〈 0〉 ) . (17
(x0)exp x 0 〈 〉 〈 〉 0 〈 〉
(x0)e p x0
(x0)e p 0 1( 0 〈 0〉) 2( 〈 0〉)2 · · · (18)
k x0 〈 〉 (x0)e p x0 〈 〉
k 0 〈 0〉
{(x0)e p 0}2 0 1(x 〈 0〉) 2(x0 〈 0〉)2 · · · (19)














(19) x0 (x0) φ (x ) {(x0)e p 0}2
x0 (19) k 0 for 1
∫
k|ξ ( 0)|2d 0 for k 1 (21)
(x0) φ0(x )
(20) (x ) {(x0)e p x0}2 |φ0(x ) ξ (
(19) 〈 0〉 |ξ ( 0)|2
〈 0〉 |ξ ( 0)|2 {(x e p }2
|φ0( )|













5  φ (x0)
こ 章では xˆ0の測定誤差 (x0)が対象粒子の初期波動関数 φ (x0)に依存しな という条件
から，線形性の仮説を導出する．
式 (7)， 15)より
( )exp = −( − 〈 0〉) +G−1(X0 − 〈X 〉+G x0 〈 0〉 − (X0 − 〈X0〉 . (17
よって ( )e p− は と −〈X0〉の関数であ ことがわかる．上の式より = 〈X0〉
のとき ( )e p = 0であ ことがわ るから
( )e p − 0 = B1(X0 − 〈 〉) +B2(X0 − 〈X0〉)2 + · · (18)
と展開 きる． で Bk は x − 〈X0〉の関数である．従って ( )e p はX − 〈X0〉の１
次以上の項しか含まないことがわ る．従って CkをX0 − 〈X0〉の関数として
{( )e p − 0}2 = C + 1(x0 − 〈X0〉) + C2(x0 − 〈X0〉)2 + · · (19)




{( )exp − } |φ | |ξ X0)|2 x0 X0 (20)
で与えられる．Bornの確率則によれば，誤差 0で粒子の位置 xˆ0を測定したとき，その 結
果の確率密度は |φ (x0)|2に一致する．Born 確率則はその正しさが実験的に検証されている
の 子測定理論は (x ) = 0 ときBornの確率則を再現し ければ らない．もし
ある測定理論で (x0)が φ 0 に依存し φ (x0)に対して (x ) = 0 なるこ ができ
ないと に ，そ 理論は任意の φ (x0)に対して Bornの確率則を再現 きな ので、正しい
測定理論とはいえない．
また測定誤差が対象粒子の波動関数 φ (x0)に依存す ば，そ は x0の平均値や標準偏差等
の関数となる．本来測定対象の状態は未知であるから，多数回の位置測定を繰り返してx0の平
値や標準偏差等がわかるまで，測定誤差を知ることはできない．従って測定誤差はプローブ
対象粒子 の相 とプローブの初期状態 |ξ0〉のみによって決まり，対象粒子の初期波動
関数 φ (x0)には依存しな という条件 することは合理的であ ．
式 (19) 右辺が x0の関数でなければ (x0)は φ 0 に依存しない．従って {( )e p − 0}2
が x0の関数ではな という条件を要請すると，式 (19)においてCk ≡ 0 for k ≥ 1が成立し
ければ らない． かしこの条件は強すぎて，正確に∫
Ck|ξ0(X )|2dX0 = 0 for k ≥ 1 (21)
であれば (x0)は φ 0 に依存しないことがわかる．
式 2 で誤差 (x0)を定義しているが，３つの量 {( )e p − 0} φ ( | |ξ0(X0)|2は，
そ ぞ 独立している．式 (19)の右辺は平均値 〈X0〉に依存しているが |ξ0(X0)|2 の関数形に
は依存して い．す わち 〈X0〉を変えずに |ξ0(X0)|2の関数形を変えても，{( )e p − x0}2，
|φ (x0)|2は不変である．
条件 (21)はある特定 プローブの確率密度関数 |ξ0(X0)|2に対 成立 ればよ ．しか
し４章で測定値を定義したときの議論 明ら なように，|ξ0(X0)|2の標準偏差が 0であれば
測 (x )は 0となり，一般に 標準偏差が大きくなると誤 も ．すなわち誤差
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にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな





密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式でなければならないことが次の章で示される．注３）Ck(x)




















ここで ∂Xt∂x0 = 0のとき式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値を求める
ことができないので，∂Xt∂x0 = 0である．上の式の ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．ここで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫






にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな





密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式でなければならないことが次の章で示される．注３）Ck(x)




















こ で ∂Xt∂x0 = 0のとき式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値を求める
ことができないので，∂Xt∂x0 = 0である．上の式の ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．こ で Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫







にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな





密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式でなければならないことが次の章で示される．注３）Ck( )




















ここで ∂Xt∂x0 = 0のとき式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値を求める
ことができないので，∂Xt∂x0 = 0である．上の式の ( )の中が 0となるのは，G−1(x) = g0+ x
（g0，g1は定数）のときのみである．ここで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫





に対しても条件 (21)は成立してい ければならない．また式 (17)の G(x)（これを決めて
いるのは対象とプローブの相互作用である）が具体的に決まらなければ，関数Ck(x)も具体的
に決まらない で，どのような |ξ0(X0)|2が条件 (21)を満足しているか明らかではない．実際
にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立し ければならな





密度関数 |ξ0(X )|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X )|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式で ければならないことが次の章で示される．注３）Ck(x)
は xの２次以上の項しか含まないので，Ck(x) ≡ 0 for k ≥ 1が成立する．すなわち式 (19)
の右辺は x0の関数でないことが導出された．
従って

















ここで ∂Xt∂x0 = 0のとき式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値を求める
ことができないので，∂Xt∂x0 = 0である．上の式の ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．ここで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数で ければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X , 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請する ，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫








にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな
いと要請して Ck ≡ 0 for k ≥ 1を導出した．
こではもう少し緩やかな条件から，同じ結論を導出できることを示す．たとえ具体的に条
件 (21)を満たす |ξ0(X0)|2の関数形がわかったとしても，実際にはプローブの 率密度関数を
正確に制御できないので，実験において要請された関数形に確率密度関数を正確に設定するこ
とは難しい．従ってある特定の確率密度関数に対してだけでなく，それを少し変化させた確率
密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0 |2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式でなければならないことが次の章で示される．注３）Ck(x)




















こで ∂Xt∂x0 = 0のとき式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値を求める
ことができないので，∂Xt∂x0 = 0である．上 式の ( )の中が 0となるのは，G−1( ) = g0+ g1x
（ 0，g1は定数）のときのみである． こで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立する とを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫




に対しても条件 (21)は成立してい ければならない．また式 (17 の関数G(x)（これを決めて
象とプローブの相互作用である）が具体的に決まらなければ，関数Ck(x)も具体的
に決まらないので，どのよう |ξ0(X0)|2が条件 (21)を満足しているか明らかではない．実際
にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立し ければならな





密度関数 | 0( 0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(| 0( 0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式で ければならないことが次の章で示される．注３）Ck(x)




















ここで ∂Xt∂x0 = 0のとき式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値を求める
ことができないの ，∂Xt∂x0 = 0である．上の式の ( ) 中が 0となるのは，G−1(x) = g0+ g1x
（ 0，g1は定数）のときのみ ある．ここで Uˆ が反転 換に対して不変であ こ を要請すると，
G(x)とG−1(x)は奇関数で ければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出され ことがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h( 0, 〈 〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫







に決まら いので，どのような |ξ0(X0)|2が条件 (21)を満足して る 明らかではない．実際
にすべて Ck k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな





密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0) 2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式でなければならないことが次の章で示される．注３）Ck(x)




















ここで ∂Xt∂x0 = 0のとき式 (7)よりXtはX0 みの関数となり，Xtの値より (x0)expの値を求める
ことができないので，∂Xt∂x0 = 0である．上の式の ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数） ときのみである．ここで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = x (f1は定数)とな
る．従って式 (6)， 7 より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck( )が xの１次式になることの証明
と 〈X0〉 任意の関数 h(X0, 〈X0〉)に対して∫
h( 0, 〈X0〉)|ξ0( )|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫











にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな





密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式でなければならないことが次の章で示される．注３）Ck(x)




















ここで ∂Xt∂x0 = 0のとき式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値を求める
ことができないので，∂Xt∂x0 = 0である．上の式の ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．ここで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫







にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな





密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式でなければならないことが次の章で示される．注３）Ck(x)




















ここで ∂Xt∂x0 = 0のとき式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値を求める
ことができないので，∂Xt∂x0 = 0である．上の式の ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．ここで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫







にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな





密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式でなければならないことが次の章で示される．注３）Ck(x)




















ここで ∂Xt∂x0 = 0のとき式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値を求める
ことができないので，∂Xt∂x0 = 0である．上の式の ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．ここで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫








に決まらな ので，どのよう |ξ0(X0)|2が条件 (21)を満足しているか明らかではない．実際
にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像 がたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな





密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式でなければならないことが次の章で示される．注３）Ck(x)




















ここで ∂Xt∂x0 = 0のとき式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値を求める
こと でき い で ∂Xt∂x0 = 0である．上の式の ( )の中が 0 なるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみ ．ここで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数 とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫






(x0)を変えるためには |ξ0( 0)|2の標準偏差を変える必要がある．このとき変化した |ξ0(X0)|2
に対しても条件 (21)は成立し い ければならない．また式 (17)の関数G(x)（これを決めて
いるのは対象とプローブの相互作用である）が具体的に決まらなければ，関数Ck(x)も具体的
に決まらない で，どのような |ξ0(X0)|2が条件 (21)を満足しているか明らかではない．実際
にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像 がたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立し ければならな
いと要請して Ck ≡ 0 for k ≥ 1を導出した．
ここではもう少し緩や な条件から，同じ結論を導出できることを示す．たとえ具体的に条
件 (21)を満たす |ξ0(X0)|2の関数形がわかったとしても，実際にはプローブの確率密度 を
正確に制御できないので，実験において要請された関数形に確率密度関数を正確 設定するこ
とは難しい．従ってある特定の確率 に対してだけでなく，それを少し変化させた確率
密度関 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ (X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式で ければならないことが次の章で示される．注３）Ck(x)
は xの２次以上の項しか含ま いので，Ck(x) ≡ 0 for k ≥ 1が成立する．すなわち式 (19)
の右辺は x0の関数でないことが導出された．
従って

















ここで ∂Xt∂x0 = のとき式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値を求める
ことができないので，∂Xt∂x0 = 0である．上の式の ( )の中が 0とな のは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．ここで Uˆ が反転変換に対して不変であることを要請すると，
(x)とG−1(x)は奇関数で ければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11) F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X0, 〈 0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請する ，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫






に対しても条件 (21)は成立していなければならない．また式 (17)の関数G(x)（こ を決めて
いるのは対象とプローブの相互作用である）が具体的に決まらなければ，関数Ck(x)も具体的
に決まらないので，どのような |ξ0(X0)|2が条件 (21)を満足しているか明らかではない．実際
にすべての Ck (k ≥ 1)に対 て条件 (21)を満たす確率密度関数 |ξ0(X0)|2 存在するとは想
像しが い。従っ 前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立し ければならな
いと要請して Ck ≡ 0 for k ≥ 1を導出した．
ここではもう少し緩やかな条件から，同じ結論を導出できることを示す．たとえ具体的に条
件 (21)を満たす |ξ0(X0)|2 関数形がわかったとしても，実際にはプローブの確率密度関数を
正確に制御できないの ，実験において要請された関数形に確率密度関数を正確に設定するこ
とは難しい．従ってある特定の確率密度関数に対してだけでなく，それを少し変化させた確率
密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式でなければならないことが次の章 示される．注３）Ck(x)




















ここで ∂Xt∂x0 = 0の き式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値を求める
ことができないので，∂Xt∂x0 = 0である．上の式の ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．ここで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫
h(X0, 〈X0〉 + δ〈X0〉)(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0. (24)
6
対して
(x0)を変える めには |ξ0(X0)|2の標準偏差 変える必要がある この き変化した |ξ0(X0)|2
に対しても条件 (21)は成立していなければならない．また式 (17)の関数G(x)（これを決めて
いるのは対象とプローブ 相互作用 ある）が具体的に決まらなければ，関数Ck(x)も具体的
に決まらないので，どのような |ξ0(X0)|2が条件 (21)を満足 ているか明ら ではない．実際
にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立 なければならな
いと要請して Ck ≡ 0 for k ≥ 1を導出した．
ここでは う少 緩やかな条件から，同じ結論を導出できることを示す．たとえ具体的 条
件 (21)を満たす |ξ0(X0)|2の関数形がわかったとし も，実際にはプローブの確率密度関数を
正確に制御できないので，実験におい 要請された関数形 確率密度関数を正確に設定するこ
とは難しい．従ってある特定の確率密度関数 だけでなく，それを少し変化させた確率
密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式で ければならないことが次の章で示される．注３）Ck(x)
は xの２次以上の項しか含まないので，Ck(x) ≡ 0 for k ≥ 1が成立する． なわち式 (19)
の右辺は x0の関数でないことが導出された．
従って

















ここで ∂Xt∂x0 = 0のと 式 (7)よりXtは 0のみの関数となり，Xtの値より (x0)exp 値を求める
ことが きないので，∂Xt∂x0 = 0である．上の式の ( )の中 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．ここで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉の任意の関数 h(X0, 〈 0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0( 0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫




(x0)を変えるためには |ξ0(X0)|2の標準偏差 変え 必要がある．このとき変化した |ξ0(X0)|2
に対しても条件 (21)は成立していなければ らない．また式 (17)の関数G(x)（これを決めて
いるのは対象とプローブ 相互作用である）が具体的に決まらなければ，関数Ck(x)も具体的
に決まらない で，どのような |ξ0(X0)|2が (21) 足しているか明らかではない．実際
すべ の Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければ らな
いと要請して Ck ≡ 0 for k ≥ 1を導出した．
ここではもう少し緩やかな条件から，同じ結論を導出できることを示す．たとえ具体的に条
件 (21)を満たす |ξ0(X0)|2の 形がわかった しても，実際にはプローブ を
正確に制御できな ので，実験において要請された 形に確率密度関数 正確に設定するこ
とは難しい．従ってある特定の確率密度関数に対してだけでなく，それを少し変化させた確率
密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ (X0)|2)dX0 = 0 for k ≥ 1. (22)
( )を Ck(x)はxの１次 なければ らないことが次の章で示される．注３）Ck(x)
は xの２次以上の項しか含まないので，Ck(x) ≡ 0 for k ≥ 1が成立する．すなわち式 (19)
の右辺は x0の関数でないことが導出された．
従って

















こ で ∂Xt∂x0 = 0のと 式 (7)よりXtはX0 みの関数となり，Xt 値より (x0)expの値を求める
ことができないの ，∂Xt∂x0 = 0である．上 式の ( )の中が 0となるのは，G−1( ) = g0+ g1x
（g0，g1は定数）のときのみ ある．ここで Uˆ が反転変換に対し 不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければ らない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉の任意の関数 h( 0, 〈X0〉)に対して∫
h( , 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0( 0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上 式が成立することを
要請する ，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫
h( 0, 〈X0〉 + δ〈X0〉)(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0. (24)
6
( 0) |ξ0( 0)|2 |ξ0( 0)|2
(21) (17) ( )
k( )
|ξ0( 0)|2 条件 (21)を満
( 1) (21) |ξ0( 0)|2
2 |ξ0( 0)|2 (21)
k 0 for 1
(21) |ξ0( 0)|2
|ξ0( )|2 δ|ξ0( 0)|2 (21)
δ|ξ0( 0)|2
∫
k(|ξ0( 0)|2 δ|ξ0( 0)|2) 0 0 for 1. (22)
(22) みたす k( ) k( )
k( ) 0 for 1 (19)
0
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0 〈 0〉 ( 0, 〈 0〉)∫
( , 〈 0〉)|ξ0( 0)|2 0 0 (23)
|ξ0(X0)|2 δ|ξ0( 0)|2
|ξ0( 0)|2 〈 0〉∫






に決まらないので，どのような |ξ0(X0)|2 条件 (21)を満足しているか明らかではない．実際
にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな
いと要請して Ck ≡ 0 for k ≥ 1を導出した．
ここではもう少し緩やかな条件から，同じ結論を導出できることを示す．たとえ具体的に条
件 (21)を満たす |ξ0(X0)|2の関数形がわかった しても，実際にはプローブ を
正確に制御できないので，実験において要請された 形に確率密度関数を正確に設定するこ
とは難しい．従ってある特定の確率密度関数に対してだけでなく，それを少し変化させた確率
密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式でなければならないことが次の章で示される．注３）Ck(x)




















ここで ∂Xt∂x0 = 0のとき式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値を求める
ことができないので，∂Xt∂x0 = 0である．上の式の ( )の中が 0と るのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．ここで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立 ことを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫
h(X0, 〈X0〉 + δ〈X0〉)(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0. (24)
6
は
(x0)を変えるためには |ξ0(X0)|2の標準偏差を変え 必要がある．このとき変化した |ξ0(X0)|2
に対しても条件 (21)は成立していなければならない． た式 (17)の関数G(x)（これを決めて
いるのは対象とプローブの相互作用である）が具体的に決まらなければ，関数Ck(x)も具体的
に決まらない で，どのような |ξ0(X0)|2が条件 (21)を満足している 明らかではない．実際
にすべての Ck (k ≥ 1)に対 て条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな
いと要請 て Ck ≡ 0 for k ≥ 1を導出した．
ここではもう少し緩やかな条件 ら，同じ結論 導出できることを示す．たとえ具体的に条
件 (21)を満たす |ξ0(X0)|2の関数形がわかっ としても，実際 はプローブの確率密度関数を
正確に制御 きないので，実験において要請された 形に 率密度関数を正確に設定するこ
とは難しい．従ってある特定の確率密度関数に対してだけでなく，それを少し変化させた確率
密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はx １次式で ければならないことが次の章で示される．注３）Ck(x)




















ここで ∂Xt∂x0 = 0のとき式 (7)より tはX0 み 関数となり，Xt 値より (x0)expの値を求める
ことが きないので，∂Xt∂x0 = 0 上 式の ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g ，g1は定数） ときのみである．ここで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2) 導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉 任意の関数 h(X0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0( )|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫
h(X0, 〈X0〉 + δ〈X0〉) |ξ (X0)|2 + δ|ξ0(X0)|2)dX0 = 0. (24)
6
以上の項しか含まないので，
(x0)を変えるためには |ξ0(X )|2の標準偏差を変える必要がある．こ とき変化した |ξ0(X )|2
対しても条件 (21)は成立してい ければなら い．また式 17) 関数G(x)（これを決めて
いるのは対象とプローブの相互作用である）が具体的に決まらなければ，関数Ck(x)も具体的
決まらないので，どのような |ξ0(X )|2が条件 (21)を満足し いる 明らかではない．実際
にすべての Ck ( ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X )|2が存在するとは想
像しがた 。従って前論文 2）では任意の |ξ0(X )|2に対して条件 (21)が成立しなければなら
いと要請して Ck ≡ 0 for k ≥ 1を導出した．
こではもう少し緩やかな条件から，同じ結論を導出 るこ を示す．たとえ具体的に条
件 (21)を満たす |ξ0(X )|2の関数形がわかったとしても，実際にはプローブの 率密度関数を
正確に制御 きな ので，実験において要請された関数形に確率密度関数を正確に設定するこ
とは難しい．従ってある特定の確率密度関数に対してだけでなく，それを少し変化させた確率
密度関数 |ξ0(X )|2 + δ|ξ0(X )|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X )|2 対して
∫
Ck( )| + δ|ξ0( |2)dX0 = for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式で ければ ら いことが次の章で示される．注３）Ck(x)




















こで ∂Xt∂x0 = 0 とき式 (7)よりXtはX0のみ 関数とな ，Xtの値より (x0)expの値を求める
ことが きない ，∂Xt∂x0 = 0であ ．上の式 ( )の中が 0となるのは，G−1(x) = g0+ g1x
（ 0，g1は定数） ときのみ ある． こで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければなら い．従って g0 = ．よって
G−1( ) = g1x
となる．
従って G(x) = x/g1 (g1 = 0) ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出され ことがわかる．
6 Ck( )が xの１次式になることの証明
0と 〈X0〉 任意の関数 h(X0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0( )|2dX0 = (23)
とする．|ξ0(X )|2を任意の微小量 δ|ξ0(X )|2だけ変化させた場合に 上の式が成立することを
要請すると，このとき |ξ0(X )|2が変化すれば平均値 〈X0〉も変化するので∫




(x )を変えるためには |ξ0(X0)|2の標準偏差を変え 必要がある．このとき変化した |ξ0(X0)|2
対 も条件 (21)は成立して ければ らない．また式 (17 の関数G(x)（これを決めて
いるのは対象とプローブの相互作用である）が具体的に決まらなければ，関数Ck(x)も具体的
に決まらないので，どのような |ξ0(X0)|2が条件 (21)を満足している 明らかではない．実際
にすべ の Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立し ければならな
いと要請して Ck ≡ 0 for k ≥ 1を導出した．
ここではもう少し緩やかな条件から，同じ結論 導出 きるこ を示す．たとえ具体的に条
件 (21)を満たす |ξ0(X0)|2の関数形がわかったとし も，実際にはプローブの確率密度関数を
正確に制御 きな ので，実験において要請された 形に 率密度関数を正 に設定するこ
とは難しい．従ってある特定の確率密度関数に対してだけでなく，それを少し変化させた確率
密度関数 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X )|2 対して
∫
Ck( + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式で ければならないこと 次の章で示される．注３）Ck(x)


















ここ ∂Xt∂x0 = 0 とき式 (7)よりXtはX0 み 関数となり，Xtの値より (x0)e pの値を求める
ことがで ないの ，∂Xt∂x0 = 0であ ．上の式 ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定 ） ときのみ ある．ここで Uˆ が反転変換に対して不変であるこ を要請すると，
G とG−1(x)は奇関数で ければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
G(x) x/g1 (g1 = 0)．ユニタリ性の条件 (11 より F (x) = x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2) 導出され ことがわかる．
6 Ck( )が xの１次式になることの証明
0と 〈X0〉 任意の関数 h(X0, 〈X0〉)に対して∫
h , 〈X0〉)|ξ ( )|2dX0 = 0 (23)
と ．|ξ0(X )|2を任意の微小量 δ|ξ0(X0)|2だけ させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫










にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな





密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式でなければならないことが次の章で示される．注３）Ck(x)




















ここで ∂Xt∂x0 = 0のとき式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値を求める
ことができないので，∂Xt∂x0 = 0である．上の式の ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．ここで Uˆ が反転変換に対して不変であることを要請すると，
G(x)と ( )は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫





(x0)を変えるために |ξ0(X0)|2の標準偏差を変える必要 ある．このとき変化した |ξ0(X0)|2
に対しても条件 (21)は成立していなければならない．また式 (17)の関数G(x)（これを決めて
いるのは対象とプローブの相互作用である）が具体的に決まらなければ，関数Ck(x)も具体的
に決まらないので，どのような |ξ0(X0)|2が条件 (21)を満足 いるか明らかでは い．実際
にすべての Ck (k ≥ 1)に対して条件 (21)を満 す確率密度関数 |ξ0(X0)| が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな





密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に も条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式でなければならないこと 次の章で示される．注３）Ck(x)




















ここ ∂Xt∂x0 = 0のとき式 (7)よりXtはX0 み 関数となり，Xtの値より (x0)expの値を求める
ことができない で，∂Xt∂x0 = 0である．上の式の ( )の中が となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみ ある．ここで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
とな
G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が x １次式になることの証明
0と 〈X0〉の任意の関数 h( 0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
と ．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫
h(X0, 〈X0〉 + δ〈X0〉)(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0. (24)
6
ここで
(x0)を変えるためには |ξ0(X0)|2の標準偏差を変える必要 ある．このとき変化した |ξ0(X0)|2
に対しても条件 (21)は成立していなければ らない．また式 (17)の関数G(x)（これを決めて
いるのは対象とプローブの相互作用である）が具体的に決まらなければ，関数Ck(x)も具体的
に決まらないので，どのような |ξ0( 0)|2が条件 ( 1)を満足しているか明らかではない．実際
にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな
いと要請して Ck ≡ 0 for k ≥ 1を導出した．
ここではもう少し緩やかな条件から 同じ結論を導出できることを示す．たとえ具体的に条
件 (21)を満たす |ξ0(X0)|2の関数形がわかったとしても，実際にはプローブの 密度関数を
正 に制御できないので，実験において要請された関数形に確率密度関数を正確に設定するこ
とは難しい．従ってある特定の確率密度関数に対してだけでなく，それを少し変化させた確率
密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0 X0)|2 対して
∫
Ck(|ξ0(X0 |2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式でなければならないことが次の章で示される．注３）Ck(x)




















∂x = 0のとき式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値を求め
ことができないので，∂Xt∂x0 = 0である．上の式の ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．ここで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数) な
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が x １次式になることの証明
X0と 〈 0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X0, 〈 0〉)|ξ0(X0)|2d = 0 (23)
とする．|ξ0( 0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫
h(X0, 〈X0〉 + δ〈X0〉)(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0. (24)
6
（７ より




にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな
いと要請して Ck ≡ 0 for k ≥ 1を導出した．
ここではもう少し緩やかな条件から 同じ結論を導出できることを示す．たとえ具体的に条
件 (21)を満たす |ξ0(X0)|2の関数形がわかったと も，実際にはプローブの確率密度関数を
正 に制御できないので，実験において要請された関数形に確率密度関数を正確に設定するこ
とは難しい．従ってある特定の確率密度関数に対してだけでなく，それを少し変化させた確率
密度関数 |ξ0( 0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X )|2)dX0 = 0 for k ≥ 1. ( 2)
条件 ( 2)をみたすCk(x)はxの１次式でなければならないことが次の章で示される．注３）Ck(x)






















= 0 式 (7) XtはX0のみの関数となり，Xtの値より (x0)expの値を求め
ことができないので，∂Xt∂x0 = 0 ある．上の式の ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．ここで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 ( 1)より F (x) = f1x (f1は定数) な
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x) x
X0と 〈 0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X0)|2dX0 = (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0 X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき |ξ0( 0)|2が変化すれば平均値 〈X0〉も変化するので∫
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より
(x0)を変えるために |ξ0(X0)|2 標準偏差を変える必要がある．このとき変化した |ξ0(X0)|2
に対しても条件 (21)は成立してい ければならない．また式 (17)の関数G(x)（これを決めて
るのは対象とプローブ 相互作用である）が具体的に決まらなければ，関数Ck(x)も具体的
に決まらな ので，どのような |ξ0(X0)|2が条件 (21)を満足 いるか明らかでは い．実際
にすべての Ck (k ≥ 1)に対して条件 (21) 満 す確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな
いと要請して Ck ≡ 0 for k ≥ 1を導出 た．
こ ではもう少し緩やかな条件から，同じ結論を導出できることを示す．たとえ具体的 条
件 (21)を満たす |ξ0(X0)|2の関数形がわかったとしても 実際にはプローブの確率密度関数を
正確に制御できないので，実験において要請された関数形に確率密度関数を正確に設定するこ
とは難しい．従ってある特定の確率密度関数に対してだけでなく，それを少し変化させた確率
密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意 δ|ξ0(X0)|2 対して
∫
Ck |ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (2 )
条件 (2 )をみたすCk(x)はxの１次式でなければならないことが次の章で示される．注３）Ck(x)




















こ で ∂Xt∂x0 = 0のとき式 (7)よりXtはX0のみの関数とな Xtの値 (x0)expの値を求める
ことができないの ，∂Xt∂x0 = 0である 上の式の ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．こ で Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
とな
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (1 )より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈 0〉の任意の関数 h( 0, 〈X0〉)に対して∫
h , 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ (X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫
h(X0, 〈X0〉 + δ〈X0〉)(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0. (24)
6
値を求めるこ ができないので，
(x0)を変えるためには |ξ0(X0)|2の標準偏差を変え 必要がある．このとき変化した |ξ0(X0)|2
に対しても条件 (21)は成立してい ければならない．また式 (17)の関数G(x)（これを決めて
いるのは 象とプローブの相互作用である）が具体的に決まらなければ，関数Ck(x)も具体的
に決まらない で，どのような |ξ0(X0)|2が条件 (21)を満足 いるか明らかでは い．実際
にすべての Ck (k ≥ 1)に対して条件 (21)を満 す確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立し ければならな
いと要請して Ck ≡ 0 for k ≥ 1を導出 た．
ここではもう少し緩や な条件から，同じ結論を導出できること 示す．たとえ具体的に条
件 (21)を満たす |ξ0(X0)|2 関数形がわかったとしても 実際にはプローブの確率密度関数を
正確に制御 きないので，実験において要請された関数形に確率密度関数を正確に設定するこ
とは難しい．従ってある特定の確率密度関数に対してだけでなく，それを少し変化させた確率
密度関数 |ξ0(X )|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意 δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X )|2 + δ|ξ0(X0)|2)dX0 = 0 for ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式で ければならないことが次の章で示される．注３）Ck(x)
は x ２次以上の項しか含まないので，Ck(x) ≡ 0 for k ≥ 1が成立する．すなわち式 (19)
の右辺は x0の関数でないことが導出された．
従って
















ここで ∂Xt∂x0 = とき式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値を求める
ことが き ∂Xt∂x0 = 0である 上の式の ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．ここで Uˆ が反転変換に対して不変であることを要請すると，
とG−1(x)は奇関数で ければならない．従って g0 = 0．よって
G−1(x) = g1x
とな
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11 より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈 0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X , 〈 〉)|ξ (X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請する ，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫




に対しても条件 (21)は成立してい ければならない．また式 (17)の関数G(x)（これを決めて
いる は対象とプローブの相互作用である）が具体的に決まらなければ，関数Ck(x)も具体的
に決まらない で，どのような ξ0(X0)|2が条件 (21)を満足 いるか明らかでは い．実際
にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の ξ0(X0)|2に対して条件 (21)が成立し ければならな
いと要請して Ck ≡ 0 for k ≥ 1を導出 た．
ここではもう少し緩や な条件から，同じ結論を導出できることを示す．たとえ具体的に条
件 (21)を満たす ξ0(X0)|2の関数形がわかったとしても，実際にはプローブの確率密度関数を
正確に制御できないので，実験 おい 要請された関数形に確率密度関数 正確に設定するこ
とは難しい．従ってある特定の確率密度関数に対してだけでなく，それを少し変化させた確率
密度関数 ξ0(X0)|2 + δ ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ ξ0(X0)|2 対して
∫
Ck( ξ0(X0)|2 + δ ξ0( )|2)dX0 = 0 for k ≥ . (2 )
条件 (2 )をみたすCk(x)はxの１次式で け ばならないことが次の章で示される．注３）Ck(x)




















ここで ∂Xt∂x0 = 0のとき式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値 求める
ことができないの ，∂Xt∂x0 = 0 ある ( )の中 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．ここで Uˆ が反転変換に対して不変であることを要請すると，
(x)とG−1(x)は奇関数で ければならない．従って g0 = 0．よって
G− ( ) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (1 )より F ( ) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式 なることの証明
X0と 〈X0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X , 〈 〉 ξ0(X0)|2d = 0 (23)
とする． ξ0( 0)|2を任意の微小量 δ ξ0( 0)|2だけ変化させた場合にも上の式が成立することを
要請する ，このとき ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫
h(X0, + δ〈 0〉 ( ξ0(X0)|2 + δ ξ0( )|2)dX0 = 0. (24)
6
は，




にすべての Ck (k ≥ 1)に対 て条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな





密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式でなければならないことが次の章で示される．注３）Ck(x)




















ここで ∂Xt∂x0 = 0のとき式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値を求める
ことができないので，∂Xt∂x0 = 0である．上の式の ( )の中が 0となるのは，G−1(x) = g0+ g1x




従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立する とを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫
h(X0, 〈X0〉 + δ〈X0〉)(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0. (24)
6
（
(x )を変えるためには |ξ0(X0)| の標準偏差を変え 必要がある．このとき変化した |ξ0(X0)|2
に対しても条件 (21)は成立していなければならない．また式 (17 の関数G(x)（これを決めて
いる は 象とプローブの相互作用である） 具体的に決まらなければ，関数Ck(x)も具体的
に決まら いの ，どのような |ξ0(X0)|2が条件 (21)を満足して るか明らかではない．実際
にすべての Ck k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 ）では任意の |ξ0 X0 |2に対 て 件 (21)が成立しなければならな
いと要請して Ck ≡ 0 for k ≥ 1を導出 た．
ここではもう少し緩やかな条件から，同じ結論を導出できること 示す．たとえ具体的に条
件 (21) 満た |ξ0(X0)|2の関数形がわかったとしても，実際にはプローブの確率密度関数を
正確に制御 きないので，実験において要請された関数形 確率密度関数を正確に設定するこ
とは難しい．従ってある特定の確率密度関数に対してだけでなく，それを少し変化させた確率
密度関数 |ξ0( 0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意 δ|ξ0(X0)|2 対して
∫
Ck(|ξ0( )|2 + δ|ξ (X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式で ければならないことが次の章で示される．注３）Ck(x)




















ここで ∂Xt∂x0 = 0 とき式 (7)よりXtは 0 みの関数となり，Xtの値より (x0)expの値を求める
ことが き の ，∂Xt∂x0  である．上 式 ( )の中が 0となるのは，G−1( ) = g0+ g1x
g0，g1は定数）のときのみ あ ここで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 11)より F x = f1x (f1は定数)とな
る．従って式 (6)， 7 より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈 〉の任意の関数 h(X0, 〈X0〉)に対して∫
h( , 〈 0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫
h(X0, 〈X0〉 δ〈 〉 (|ξ0( )|2 + δ|ξ (X0)|2)dX0 = 0. (24)
6
）のときのみである．ここで
(x0)を変えるためには |ξ0(X )|2の標準偏差を変える必要がある．このとき変化した |ξ0(X )|2
に対しても条件 ( 1)は成立して ければな ない．また式 (17)の関数G(x)（これを決めて
いるのは対象とプローブの相互作用である）が具体的に決まらなければ，関数Ck(x)も具体的
に決まらない ，ど ような |ξ0(X )|2 ( )を満足 ているか明 かではない．実際
にすべての Ck (k に対して 件 (21)を満たす確率密度関数 |ξ0(X )|2が存在するとは想
像 がたい。従って前論文 2）では任意の |ξ0(X )|2に対して条件 (21)が成立し ければならな
いと要請して Ck ≡ 0 for k ≥ 1を導出した．
ここ はもう 緩や な条件から，同じ結論 導出でき とを示 ．たとえ具体的に条
件 21 を満たす |ξ0(X )|2の関数形がわかったとしても，実際にはプローブの確率密度関数を
正確に制御できな ので，実験において要請された 形に 率密度関数を正確に設定するこ
とは難しい．従ってある特定の確率密度関数に対してだけでなく，それを少し変化させた確率
密度関数 |ξ (X )|2 + δ|ξ0(X )|2に対しても条件 (21)が成立 ことを要請する：
任意の δ|ξ0(X )|2 対して
∫
Ck(|ξ X )|2 + δ|ξ0( )|2)dX0 = 0 for k ≥ . (22)
条件 22)をみたすCk(x)はxの１次式で ければなら いことが次の章で示される．注３）Ck(x)
は xの２次以上 項しか含まないので，Ck(x) ≡ 0 for k ≥ 1が成立する．すなわち式 (19)
の右辺は x0の関数でないことが導出された．
従って

















ここで ∂Xt∂x0 = 0のとき式 (7)よりXtはX0のみ 関数となり，Xt より (x0)expの値を求める
こ ができ いので，∂Xt∂x0 = 0である．上の式 ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．こ Uˆ が反転変換に対して不変であることを要請すると，
(x)とG−1(x)は奇関数で ければならない 従 g0 = 0．よって
G−1( ) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 ( )より F ( ) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2) 導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X0, 〈 0〉 |ξ0(X )|2dX0 = 0 (23)
とする．|ξ0(X )|2を任意の微小量 δ|ξ0( )|2だけ変化させた場合にも上の式が成立することを
要請する ，このとき |ξ0( )|2が変化すれば平均値 〈X0〉も変化するので∫




 x0)を変えるため は |ξ0(X0)|2の標準偏差を変える必要がある．このとき変化した |ξ0(X0)|2
に対しても条件 (21)は成立して ければ らない．また式 (17)の関数G(x)（これを決めて
いるのは 象とプローブの相互作用である）が具体的に決まらなければ，関数Ck(x)も具体的
に決まらない で，どのような |ξ0(X0)|2が条件 (21)を満足しているか明らかではない．実際
すべ の Ck (k ≥ 1)に対 て条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前 文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立し ければ らな
いと要請して Ck ≡ 0 for k ≥ 1を導出した．
ここではもう少し緩や な条件から，同じ結論を導出できることを示す．たとえ具体的に条
件 1)を満たす |ξ0(X0)|2の 形がわかったとしても，実際にはプローブの 密度関数を
正確 制御できな ので，実験 おいて要請された 形に 率密度関数を正確に設定するこ
とは難しい．従ってある特定の確率密度関数に対 てだけでなく，それを少し変化させた確率
密度関数 |ξ (X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立 ことを要請する：
任意の δ| | 対して
∫
Ck(|ξ (X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式で ければ らないことが次の章で示される．注３）Ck(x)
は xの２次以上の項しか含まないので，Ck(x) ≡ 0 for k ≥ 1が成立する．すなわち式 (19)
の右辺は x0の関数でないことが導出された．
従って



















= とき式 (7)よりXtはX0 みの関数 なり，Xt より (x0)expの値を求める
ことが きない で，∂Xt∂x0 = 0である．上 式の ( ) 中が となるのは，G−1(x) = 0+ g1x
（g0，g1は定数） ときのみである．ここで Uˆ が反転 換に対して不変であ ことを要請すると，
(x)とG−1(x)は奇関数で ければ らない 従 g0 = 0．よって
G− (x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 ( 1)より F (x) = f1x (f1は定数)とな
る．従って式 (6) (7)より線形性の仮説 (1)，(2) 導出されることがわかる．
6 Ck(x)が x １次式になることの証明
0と の任意の関数 h( , 〈X0〉)に対して∫
h( , 〈 〉)|ξ0(X0)|2dX0 = 0 (23)
とする． 0 を任意の微小量 δ|ξ0( 0)|2だけ変化させた場合にも上の式が成立することを
要請する ，このとき |ξ0( 0)|2が れば平均値 〈X0〉も変化するので∫
h( , 〈X0〉 + δ〈X0〉 (|ξ (X0)|2 + δ|ξ0(X0)|2)dX0 = 0. (24)
6
(x を変えるため は ξ (X0)|2の標準偏差を変える必要がある．このとき変化した ξ (X0)|2
に対しても条件 (21)は成立していなければ ら ．また式 (17)の関数G(x)（これを決めて
いるのは 象とプローブの相互作用である）が具体的に決まらなければ，関数Ck(x)も具体的
に決まらないので，どのような ξ (X0)|2が条件 (21)を満足しているか明らかではない．実際
すべ の Ck (k 1)に対して条件 (21)を満たす確率密度関数 ξ (X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の ξ (X0)|2に対して条件 (21)が成立しなければ らな
いと要請して Ck ≡ 0 for k ≥ 1を導出した．
ここではもう少し緩やかな条件から，同じ結論を導出できることを示す．たとえ具体的に条
件 (21)を満たす ξ (X0)|2の 形がわかったとしても，実際にはプローブの 密度関数を
正確に制御できないので，実験において要請された関数形に確率密度関数を正確に設定するこ
とは難 い．従っ ある特定の確率密度関数に対してだけでなく，それを少し変化させた確率
密度関数 ξ (X0)|2 + δ ξ (X0)|2に対しても条件 (21)が成立 ことを要請する：
任意の δ ξ (X0)|2 対して
∫
Ck ξ (X0)|2 + δ ξ ( )|2)dX = 0 for k ≥ 1. (2 )
条件 2 をみたすCk(x)はxの１次式でなければ らないことが次の章で示される．注３）Ck(x)
は xの２次以上の項しか含まないので，Ck(x) ≡ 0 for k ≥ 1が成立する．すなわち式 (19)
の右辺は x0の関数でないことが導出された．
従って

















ここで ∂Xt∂x0 = 0 とき式 (7)よりXtはX0 みの関数となり，Xt より ( 0)expの値を求める
ことが きない で，∂Xt∂x0 = 0である 上の式 ( ) 中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．ここで Uˆ が反転 換に対して不変であ ことを要請すると，
G(x)とG−1(x)は奇関数でなければ らない 従 g = 0．よって
G−1( ) = g1x
となる．
従って G(x) = x/g1 (g1 = 0 ．ユニタリ性の条件 )より F ( ) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x) x
0と 〈 0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X , 〈 〉 ξ (X0)|2dX = 0 (23)
とする． ξ (X0)|2を任意の微小量 δ ξ ( 0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき ξ ( 0)|2が れば平均値 〈X0〉も変化するので∫
h(X0, 〈X0〉 + δ〈X0〉 ξ (X0)|2 + δ ξ ( )|2)dX = 0. (24)
6
奇関数で けれ い．従って
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21 |ξ0( 0)|2
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δ|ξ0( 0)|2
∫
Ck |ξ0( )|2 δ|ξ0( 0)|2)d 0 for k 1. (22)
(22) Ck(x) x な 注３）Ck(x)
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h( , 〈 〉)|ξ0( 0)|2d 0 (23)
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(x0)を変えるために | の標準偏差 変える必要がある．このとき変化し |ξ0(X0)|2
に対しても (21)は いなければ ら ．ま 式 (17)の関数G(x)（これを決めて
いるのは対象とプローブ 相互作用である）が具体的に決まらなければ，関数Ck(x)も具体的
決まら ので，どのような |ξ0 X0)|2が (21) 足しているか明らかではない．実際
にすべての Ck (k ≥ 1)に対 て (21)を満 す確率密度関数 |ξ0( 0)|2が存在するとは想
像 がた 。従って前論文 2） は任意の |ξ0(X0)|2に対 て条件 (21)が成立しなければならな
いと要請して Ck ≡ 0 for k ≥ 1を導出した．
ここではもう少し緩やかな条件から，同じ結論を導出できるこ を示 ．た え具体的 条
件 (21)を満たす |ξ0( 0) 2の関数形がわかったとしても，実際にはプローブの
正確に制御できな ので，実験にお て要請された 形に確率密度関数 正確に設定するこ
とは難しい．従ってある特定の確率密度関数に対してだけでなく，それを少し変化させた確率
密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 ( 1)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
k(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. 22)
条件 (22)をみたすCk(x)はxの１次式 ければならないことが次の章で示される．注３）Ck(x)



















で ∂Xt∂x0 = 0 と 式 (7)よりXtはX0 み 関数と り，Xt 値より (x0)expの値を求め
ことができない で，∂Xt∂x0 = である．上 式の ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）の きのみ ある．ここで Uˆ が反転変換に対し 不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない 従って g0 = 0． って
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が x １次式になることの証明
X0と 〈X0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X )|2dX0 = 0 (23)
とする．|ξ0(X0)|2 任意 微小量 δ|ξ0(X0)|2だけ変化させた場合に 上 式が成立 ことを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫




(x0)を変えるためには ξ0(X )|2の標準偏差を変える必要があ ．このとき変化した |ξ0(X )|2
も条件 (2 は成立し いなけれ ．また式 (17)の G(x)（これを決めて
いるのは対象 プローブの相互作用である）が具体的 決まらなければ，関数Ck(x)も具体的
に決まらないの ，どのよう |ξ0(X0)| が条件 (21)を満足しているか明らかではない．実際
にすべての Ck (k ≥ 1)に対して条件 (21)を満 す確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな
い 要請 Ck ≡ 0 for k ≥ 1を導出した．
こ で もう少し緩やかな条件から，同じ結論を導出できること 示 ． え具体的に条
件 (21)を満たす | 0( 0)|2の関数形がわかったとしても，実際にはプローブの確
正確に制御できないので，実験において要請された関数形に確率密度関数を正確に設定するこ
とは難しい．従ってある特定の確率密度関数に対してだけでなく，それを少し変化させた確率
密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 ( 1)が成立する を要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式でなければならないことが次の章で示される．注３）Ck(x)




















ここで ∂Xt∂x0 = 0のとき式 (7)よりXtはX0のみの関数と り，Xtの値より (x0)expの値を求める
ことができないので ∂Xt∂ 0 = 0である．上の式の ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．ここで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない 従って g0 = 0．よって
G−1(x) = g1x
と
G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck x) x
X0と 〈X 〉の 関数 h , 〈 0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X0)|2dX0 = (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立 ことを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫
h(X0, 〈X0〉 + δ〈X0〉)(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0. (24)
6
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ここ ∂ t∂x0 0の き (7) t 0の の な tの ( 0)exp る
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0 〈 0〉 ( 0, 〈 0〉)∫
( 0, 〈 0〉)|ξ0( 0)|2d 0 0 (23)
|ξ0( 0)|2 δ|ξ0( 0)|2 も の する
|ξ0( 0)|2 〈 0〉∫
( 0, 〈 0〉 δ〈 0〉)(|ξ0( 0)|2 δ|ξ0( 0)|2)d 0 0. (24)
6
（
(x0) 変えるため |ξ0(X0)|2の標準偏差を変える必要 ある．このとき変化した |ξ0(X0)|2
に対しても は いなければ ら ．ま 式 (17)の関数G(x)（これを決めて
いるのは対象とプローブ 相互作用である）が具体的 決まらなければ，関数Ck(x も具体的
決まらないので，どのよ な |ξ0(X0)| が ( 1) 足しているか明らかではない 実際
にすべての Ck (k ≥ 1) 対 て (21) 満たす確率密度関数 |ξ0( 0)|2が存在する は想
像 がた 。従って前論文 ） は任意の |ξ0(X0)|2に対 て条件 (21)が成立しなければならな
いと要請して Ck ≡ 0 for k ≥ 1を導出 た．
こ ではもう少し緩やかな条件から，同じ結論を導出 きることを示 ．た え具体的 条
件 (21)を満たす |ξ0( 0)|2の関数形がわかったとしても，実際にはプローブの 率密度関数を
正確に制御できな ので，実験にお て要請された 形に確率密度関数 正確に設定するこ
とは難しい．従ってある特定の確率密度関数に対してだけでなく，それを少し変化させた確率
密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 ( 1) 成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
k(|ξ0 X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (2
条件 (2 )をみたすCk(x)はxの１次式 ければ らないことが次の章で示される．注３）Ck(x)
は xの２次以上の項しか含まないので，Ck(x) ≡ 0 for k ≥ 1が成立する．すなわち式 (19)
の右辺は x0の関数でないことが導出された．

















で ∂Xt∂x0 = 0 と 式 (7)よりXtはX0 み 関数と り，Xt 値 り (x0)expの値を求め
ことができない で，∂Xt∂x0 = である．上 式の ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみ ある．こ で Uˆ が反転変換に対し 不変であることを要請すると，
G(x) G−1(x)は奇関数でなければならない 従って g0 = 0． って
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条 ( )より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x x
X 〈 0〉の任意の関数 h( 0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合に 上 式が成立 ことを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫












にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな





密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式でなければならないことが次の章で示される．注３）Ck(x)




















ここで ∂Xt∂x0 = 0のとき式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値を求める
ことができないので，∂Xt∂x0 = 0である．上の式の ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．ここで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫






にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな





密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (2 )
条件 (2 )をみたすCk(x)はxの１次式でなければならないことが次の章で示される．注３）Ck(x)




















ここで ∂Xt∂x0 = 0のとき式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値を求める
ことができないので，∂Xt∂x0 = 0である．上の式の ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．ここで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (1 )より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x) x
X0と 〈X0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫








にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな





密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式でなければならないことが次の章で示される．注３）Ck(x)


















ここで Xt∂x0 = 0のとき式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値を求める
ことができないので， Xt∂x0 = 0である．上の式の ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．ここで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫






にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな





密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (2 )
条件 (2 )をみたすCk(x)はxの１次式でなければならないことが次の章で示される．注３）Ck(x)


















ここで ∂Xt∂x0 = 0のとき式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値を求める
ことができないので，∂Xt∂x0 = 0である．上の式の ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．ここで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (1 )より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉の任意の関数 h(X0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫







にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな





密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. (22)
条件 (22)をみたすCk(x)はxの１次式でなければならないことが次の章で示される．注３）Ck(x)




















こ で ∂Xt∂x0 = 0のとき式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値を求める
ことができないので，∂Xt∂x0 = 0である．上の式の ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，1は定数）のときのみである．こ で Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉の任意の h(X0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫








にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければならな





密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX0 = 0 for k ≥ 1. ( )
条件 ( )をみたすCk(x)はxの１次式でなければならないことが次の章で示される．注３）Ck(x)




















こ で ∂Xt∂x0 = 0のとき式 (7)よりXtはX0のみの関数となり，Xtの値より (x0)expの値を求める
ことができないので，∂Xt∂x0 = 0である．上の式の ( )の中が 0となるのは，G−1(x) = g0+ g1x
（g0，g1は定数）のときのみである．こ で Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければならない．従って g0 = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/g1 (g1 = 0)．ユニタリ性の条件 ( )より F (x) = f1x (f1は定数)とな
る．従って式 (6)，(7)より線形性の仮説 (1)，(2)が導出されることがわかる．
6 Ck(x) x
X0と 〈X0〉の h(X0, 〈X0〉)に対して∫
h(X0, 〈X0〉)|ξ0(X0)|2dX0 = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このとき |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫
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∣
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k
0 〈 0〉 ( 0, 〈 0〉)
( 0, 〈 0〉)|ξ0( 0)|2 0 ( )
|ξ0( 0)|2 δ|ξ0( 0)|2
|ξ0( 0)|2 〈 0〉






に対しても条件 (21)は成立していなければ らない．また式 (17)の関数G(x)（これを決めて
いるのは対象とプローブの相互作用である）が具体的に決まらなければ，関数Ck(x)も具体的
に決まらないので，どのような |ξ0(X0)|2が条件 (21)を満足しているか明らかではない．実際
にすべての Ck (k ≥ 1)に対して条件 (21)を満たす確率密度関数 |ξ0(X0)|2が存在するとは想
像しがたい。従って前論文 2）では任意の |ξ0(X0)|2に対して条件 (21)が成立しなければ らな





密度関数 |ξ0(X0)|2 + δ|ξ0(X0)|2に対しても条件 (21)が成立することを要請する：
任意の δ|ξ0(X0)|2 対して
∫
Ck(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX = 0 for k ≥ 1. (22)
条件 (22)をみたすCk( )はxの１次式でなければ らないことが次の章で示される．注３）Ck(x)
は xの２次以上の項しか含まないので，Ck(x) ≡ 0 for k ≥ 1が成立する．すなわち式 (19)
の右辺は x0の関数でないことが導出された．
従って

















こで ∂Xt∂x0 = 0のとき式 (7)より tはX0 みの関数となり，Xtの値より ( 0)expの値を求める
ことができないので，∂Xt∂x0 = 0である．上 式の ( )の中が 0となるのは，G−1(x) = 0+ g1x
（ 0，g1は定数） ときのみである． こで Uˆ が反転変換に対して不変であることを要請すると，
G(x)とG−1(x)は奇関数でなければ らない．従って g = 0．よって
G−1(x) = g1x
となる．
従って G(x) = x/ (g1 = 0)．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)とな
る．従って式 6 ，(7)より線形性の仮説 1 ，(2)が導出されることがわかる．
6 Ck(x)が xの１次式になることの証明
X0と 〈X0〉の任意の関数 h( , 〈X0〉)に対して∫
h( , 〈X0〉)|ξ0(X0)|2dX = 0 (23)
とする．|ξ0(X0)|2を任意の微小量 δ|ξ0(X0)|2だけ変化させた場合にも上の式が成立することを
要請すると，このと |ξ0(X0)|2が変化すれば平均値 〈X0〉も変化するので∫
h( , 〈X0〉 + δ〈X0〉)(|ξ0(X0)|2 + δ|ξ0(X0)|2)dX = 0. (24)
6
すれば平均値
(x0) | 0( 0)|2 | 0( 0)|2
(21) (17) (x)
Ck(x)
| 0( 0)|2 (21)
Ck (k ≥ 1) (21) | 0( 0)|2
2） | 0( 0)|2 (21)
Ck ≡ 0 for k ≥ 1
(21) | 0( 0)|2
| 0( 0)|2 + | 0( 0)|2 (21)
| 0( 0)|2
∫
Ck(| 0( 0)|2 + | 0( 0)|2 d 0 = 0 for k ≥ 1. (22)
(22) Ck(x) x 注３）Ck(x)




















= 0 (7) t 0 t (x0)ex
∂Xt
∂ 0
= 0 ( ) 0 −1(x) = 0+ 1x
0 1 Uˆ
(x) −1(x) 0 = 0
−1(x) = 1x
(x) = x/ 1 ( 1 = 0) (11) F (x) = f1x (f1 )
(6) (7) (1) (2)
6 (x) x
0 〈 0〉 h( 0, 〈 0〉)∫
h( 0, 〈 0〉)| 0( 0)|2d 0 = 0 (23)
| 0( 0)|2 | 0( 0)|2
| 0( 0)|2 〈 0〉∫
h( 0, 〈 0〉 + 〈 0〉)(| 0( 0)|2 + | 0( 0)|2 d 0 = 0. (24)
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∂〈X0〉 |ξ0(X0)|2dX0 = aと置くと，aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
用いて∫
(aX0 + h(X0, 〈X0〉))δ|ξ0(X0)|2dX0 = 0.
X0 → ±∞のとき δ|ξ0(X0)|2 → 0を満たす任意の δ|ξ0(X0)|2に対して∫
f(X0)δ|ξ0(X0)|2dX0 = 0 (27)
のとき，f(X0) =定数となることを以下に示す．
積分範囲を [c, d]とする．勿論X0 = c, dで δ|ξ0(X0)|2  0である．この区間をN − 1等分し，
X1 = c < X2 < · · · < XN = dとする．それぞれのXnでの δ|ξ0(X0)|2の値をそれぞれ δnとす
る．式 (25)より
δ1 + δ2 + · · ·+ δN = 0. (28)
式 (27)より
f(X1)δ1 + f(X2)δ2 + · · ·+ f(XN )δN = 0.
式 (28)より δN = −(δ1 + δ2 + · · ·+ δN−1)．これを上の式に代入して
{f(X1)− f(XN )}δ1 + {f(X2)− f(XN )}δ2 + · · ·+ {f(XN−1)− f(XN )}δN−1 = 0.
δ1, δ2, · · · , δN−1 は任意に変えることができるから f(X1) = f(X2) = · · · = f(XN )．よって
f(x) =定数である．QED．


































∂〈X0〉 |ξ0(X0)|2dX0 = aと置くと，aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
いて∫
(aX0 + h(X0, 〈X0〉))δ|ξ0(X0)|2dX0 = 0.
X0 → ±∞のとき δ|ξ0(X )|2 → 0を満たす任意の δ|ξ0(X0)|2に対して∫
f(X0)δ|ξ0(X0)|2dX0 = 0 (27)
とき，f(X0) =定数となることを以下に示す．
積分範囲を [c, d]とする．勿論X0 = c, dで δ|ξ0(X0)|2  0である．この区間をN − 1等分し，
1 = c < X2 < · · · < XN = dとする．それぞれのXnでの δ|ξ0(X0)|2の値をそれぞれ δnとす
．式 (25)より
δ1 + δ2 + · · ·+ δN = 0. (28)
(27)より
f(X1)δ1 + f(X2)δ2 + · · ·+ f(XN )δN = 0.
(28)より δN = −(δ1 + δ2 + · · ·+ δN−1)．これを上の式に代入して
{f(X1)− f(XN )}δ1 + {f(X2)− f(XN )}δ2 + · · ·+ {f(XN−1)− f(XN )}δN−1 = 0.
δ1, δ2, · · · , δN−1 は任意に変えることができるから f(X1) = f(X2) = · · · = f(XN )．よって
f(x) =定数である．QED．
よって，その定数を bとして h(X0, 〈X0〉) + aX0 = b．従って h(X0, 〈X0〉)はX0の１次式で
ければならない．QED.
測定値の平均に対する条件






























∂〈X0〉 |ξ0(X0)|2dX0 = aと置くと，aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
用いて∫
(aX0 + h(X0, 〈X0〉))δ|ξ0( 0)|2dX0 = 0.
X0 → ±∞のとき δ|ξ0(X0)|2 → 0を満たす任意の δ|ξ0(X0)|2に対して∫
f(X0)δ|ξ0(X0)|2dX0 = 0 (27)
のとき，f(X0) =定数となることを以下に示す．
積分範囲を [c, d]とする．勿論X0 = c, dで δ|ξ0(X0)|2  0である．この区間をN − 1等分し，
X1 = c < X2 < · · · < XN = dとする．それぞれ Xnでの δ|ξ0(X0)|2の値をそれぞれ δnとす
る．式 (25)より
δ1 + δ2 + · · ·+ δN = 0. (28)
式 (27)より
f(X1)δ1 + f(X2)δ2 · · ·+ f(XN )δN = 0.
式 (28)より δN = −(δ1 δ2 · · ·+ δN−1)．これを上の式に代入して
{f(X1)− f(XN )}δ1 + {f(X2)− f(XN )}δ2 + · · ·+ {f(XN−1)− f(XN )}δN−1 = 0.
δ1, δ2, · · · , δN−1 は任意に変えることができるから f( 1) f(X2) = · · · = f(XN )．よって
f(x) =定数である．QED．

































∂〈X0〉 |ξ0(X0)|2dX0 = aと置くと，aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
用 て∫
(aX0 + h(X0, 〈X0〉) δ|ξ0(X0)|2dX0 = 0.
X0 → ±∞のとき δ|ξ0(X0)|2 → 0を満たす任意の δ|ξ0(X0)|2に対して∫
f(X0)δ|ξ0(X0)|2dX = 0 (27)
の き，f(X0) =定数となることを以下に示す．
分範囲を [c, d]とする．勿論X0 = c, dで δ|ξ0(X0)|2  0である．この区間をN − 1等分し，
X1 = c < X2 < · < XN = dとする．それぞれのXnでの δ|ξ0(X0)|2の値をそれぞれ δnとす
る 式 (25)より
δ1 + δ2 + · + δN = 0. (28)
式 (27)より
f(X1)δ1 + f(X2)δ2 + · + f(XN )δN = 0.
式 (28)より δN = −(δ1 + δ2 + · + δN−1)．これを上の式に代入して
{f(X1)− f(XN )}δ1 + {f(X2)− f(XN )}δ2 + · + {f(XN−1)− f(XN )}δN−1 = 0.
δ1, δ2, · , δN−1 は任意に変えることができるから f(X1) = f(X2) = · = f(XN )．よって
f(x) =定数である．QED．






























∂〈X0〉 |ξ0(X0)|2dX0 = aと置くと，aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
用いて∫
(aX0 + h(X0, 〈X0〉))δ|ξ0(X0)|2dX0 = 0.
X0 → ±∞のとき δ|ξ0(X0)|2 → 0を満たす任意の δ|ξ0(X0)|2に対して∫
f(X0)δ|ξ0(X0)|2dX0 = 0 (27)
のとき，f(X0) =定数となることを以下に示す．
積分範囲を [c, d]とする．勿論X0 = c, dで δ|ξ0(X0)|2  0である．この区間をN − 1等分し，
X1 = c < X2 < · · · < XN = dとする．それぞれのXnでの δ|ξ0(X0)|2の値をそれぞれ δnとす
る．式 (25)より
δ1 + δ2 + · · ·+ δN = 0. (28)
式 (27)より
f(X1)δ1 + f(X2)δ2 + · · ·+ f(XN )δN = 0.
式 (28)より δN = −(δ1 + δ2 + · · ·+ δN−1)．これを上の式に代入して
{f(X1)− f(XN )}δ1 + {f(X2)− f(XN )}δ2 + · · ·+ {f(XN−1) f(XN )}δN−1 = 0.
δ1, δ2, · · · , δN−1 は任意に変えることができるから f(X1) = f(X2) = · · · = f(XN )．よって
f(x) =定数である．QED．
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こ 1∫
δ|ξ0(X0)|2dX0 = 0. (25)
δ〈X0〉 =
∫














∂〈X0〉 |ξ0(X0)|2dX0 = a a 〈X0〉 X0 (25)
∫
(aX0 + h(X0, 〈X0〉))δ|ξ0(X0)|2dX0 = 0.
X0 ± δ|ξ0(X0)|2 0 δ|ξ0(X0)|2∫
f(X0)δ|ξ0(X0)|2dX0 = 0 (27)
f(X0) =
[c, d] X0 = c, d δ|ξ0(X0)|2  0 N − 1
X1 = c < X2 < · · · < XN = d Xn δ|ξ0(X0)|2 δn
(25)
δ1 + δ2 + · · ·+ δN = 0. (28)
(27)
f(X1)δ1 + f(X2)δ2 + · · ·+ f(XN )δN = 0.
(28) δN = −(δ1 + δ2 + · · ·+ δN−1)
{f(X1)− f(XN )}δ1 + {f(X2)− f(XN )}δ2 + · · ·+ {f(XN−1)− f(XN )}δN−1 = 0.
δ1, δ2, · · · , δN−1 f(X1) = f(X2) = · · · = f(XN )
f(x) = QED





























∂〈X0〉 |ξ0(X0)|2dX0 = aと置くと，aは 〈X0〉の関数 X0の関数ではない．式 (25)を
用いて∫
(aX0 + h(X0, 〈X0〉))δ|ξ0(X0)|2dX0 = 0.
X0 → ±∞のとき δ|ξ0(X0)|2 → 0を満たす任意の δ|ξ0(X0)|2に対して∫
f(X0)δ|ξ0(X0)|2dX0 = 0 (27)
のとき，f(X0) =定数となることを以下に示す．
積分範囲を [c, d]とする．勿論X0 = c, dで δ|ξ0(X0)|2  0である．この区間をN − 1等分し，
X1 = c < X2 < · · · < XN = dとする．それぞれのXnでの δ|ξ0(X0)|2の値をそれぞれ δnとす
る．式 (25)より
δ1 + δ2 + · · ·+ δN = 0. (28)
式 (27)より
f(X1)δ1 + f(X2)δ2 + · · ·+ f(XN )δN = 0.
式 (28)より δN = −(δ1 + δ2 + · · ·+ δN−1)．これを上の式に代入して
{f(X1)− f(XN )}δ1 + {f(X2)− f(XN )}δ2 + · · ·+ {f(XN−1)− f(XN )}δN−1 = 0.
δ1, δ2, · · · , δN−1 は任意に変えることができるから f(X1) = f(X2) = · · · = f(XN )．よって
f(x) =定数である．QED．
































∂〈X0〉 |ξ0(X0)|2dX0 = aと置くと，aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
用いて∫
(aX0 + h(X0, 〈 0〉))δ|ξ0(X0)|2dX0 = 0.
X0 → ±∞のとき δ|ξ0(X0)|2 → 0を満たす任意の δ|ξ0(X0)|2に対して∫
f(X0)δ|ξ0(X0)|2dX0 = 0 (27)
のとき，f(X0) =定数となることを以下に示す．
積分範囲を [c, d]とする．勿論X0 = c, dで δ|ξ0(X0)|2  0である．この区間をN − 1等分し，
X1 = c < X2 < · · · < XN = dとする．それぞれのXnでの δ|ξ0(X0)|2の値をそれぞれ δnとす
る．式 (25)より
δ1 + δ2 · · ·+ δN = 0. (28)
式 (27)より
f(X1)δ1 + f(X2)δ2 + · · ·+ f(XN )δ = 0.
式 (28)より δN = −(δ1 + δ2 · · ·+ δN−1)．これを上の式に代入して
{f(X1)− f(XN )}δ1 + {f(X2)− f(XN )}δ2 + · · ·+ {f(XN−1)− f(XN )}δ −1 = 0.
δ1, δ2, · · · , δN−1 は任意に変えることができるから f(X1) = f(X2) = · · · = f(XN )．よって
f(x) =定数である．QED．













δ|ξ0( 0)|2 0 . ( )
平均値の変化は
δ〈 0〉 0 |ξ0( 0)|2 δ|ξ0( 0)|2 0 0|ξ0( 0)|2 0δ|ξ0( 0)|2 0 ( )
であり， 0の関数でないことがわかる．
式 ( )より
〈 0〉δ〈 0〉|ξ0( 0)|
2 ( 0, 〈 0〉)δ|ξ0( 0)|2 0 .
∫ ∂h
∂〈 0〉 |ξ0( 0)|2 0 と置くと は 〈 0〉 あるが 0の関数ではない．式 ( )を
用いて
( 0 ( 0, 〈 0〉) δ|ξ0( 0)|2 0 .
0 のとき δ|ξ0( 0)|2 を満たす任意の δ|ξ0( 0)|2に対して
( 0)δ|ξ0( 0)|2 0 ( )
のとき， ( 0) 定数となることを以下に示す．
積分範囲を [c, ]とする．勿論 0 c, で δ|ξ0( 0)|2 である．この区間を 等分し，
1 c 2 · · · とする．それぞれの nでの δ|ξ0( 0)|2の値をそれぞれ δnとす
る．式 ( )より
δ1 δ2 · · · δ . ( )
式 ( )より
( 1)δ1 ( 2)δ2 · · · ( )δ .
式 ( )より δ (δ1 δ2 · · · δ 1)．これを上の式に代入して
( 1) ( ) δ1 ( 2) ( ) δ2 · · · ( 1) ( ) δ 1 .
δ1, δ2, · · · , δ 1 は任意に変えることができるから ( 1) ( 2) · · · ( )．よって
( ) 定数である． ．
よって，その定数を bとして ( 0, 〈 0〉) 0 b．従って ( 0, 〈 0〉)は 0の１次式で
なければならない． .
前論文 では測定値 ( 0)expの平均が測定対象である 0の平均に等しいという要請から，線
形性の仮説を導出することができるのではないかと予測していた．実際に導出できることを以
下に示す．
測定値 ( 0)expの平均が測定対象である 0の平均に等しいという要請をすると
( 0)exp| 0( 0)|2|ξ0( 0)|2 0 0 0| 0( 0)|2 0. ( )
1∫
δ|ξ0( 0)|2 0 0. (25)
δ〈 0〉
∫








〈 0〉δ〈 0〉|ξ0( 0)|
2 ( 0, 〈 0〉)δ|ξ0( 0)|2 0 0.
∫ ∂h
∂〈 〉 |ξ0( 0)|2 0 a a 〈 0〉 0 (25)
∫
(a 0 ( 0, 〈 0〉))δ|ξ0( 0)|2 0 0.
0 δ|ξ0( 0)|2 0 δ|ξ0( 0)|2∫
f( 0)δ|ξ0( 0)|2 0 0 (27)
f( 0)
[c, d] 0 c, d δ|ξ0( 0)|2 0 1
1 c 2 · d n δ|ξ0( 0)|2 δn
(25)
δ1 δ2 · δ 0. (28)
(27)
f( 1)δ1 f( 2)δ2 · f( )δ 0.
(28) δ (δ1 δ2 · δ 1)
{f( 1) f( )}δ1 {f( 2) f( )}δ2 · {f( 1) f( )}δ 1 0.
δ1, δ2, · , δ 1 f( 1) f( 2) · f( )
f( )




( 0)exp| 0( 0)|2 ξ0( 0)|2 0 0
∫
0| 0( 0)|2 0. (29)
7
任意の
こ で 1に ていなければなら いので∫


















∂〈X0〉 |ξ0(X )|2dX0 = aと置くと，aは 〈X0〉の関数であるがX0の関数ではない 式 (25)を
用いて∫
(aX0 + h(X0, 〈X0〉))δ|ξ0(X )|2dX0 = 0.
X0 ± き δ|ξ0(X )|2 → 0を満たす任 δ|ξ0(X )|2に対して∫
f(X0)δ|ξ0(X )|2dX0 = 0 (27)
のとき f(X0) =定数となることを以下に示す．
積分 [c, d]とする．勿論X0 = c, dで δ|ξ0(X )|2  0である．この区間をN − 1等分し，
X1 = c < X2 < · · < XN = dとする．そ ぞ のXnでの δ|ξ0(X )|2の値をそれぞ δnとす
る．式 (25)
δ1 + δ2 + · · + δN = 0. (28)
式 (27)
f(X1)δ1 + f(X2)δ2 + · · + f(XN )δ = 0.
式 (28) δN = −(δ1 + δ2 + · · + δN−1)．これを上の式に代入して
{f(X1)− f(XN )}δ1 + {f(X2)− f(XN )}δ2 + · · + {f(XN−1) f(XN )}δN−1 = 0.
δ1, 2, · · δN−1 任意に変えることができるから f(X1) = f(X2) = · · = f(XN )．よって
f(x) = る．QED．
よっ 数を bとして h(X0, 〈X0〉) + aX0 = b．従って h(X0, 〈X0〉)はX0の１次式で
なけれ ．QED.
7 均に対する条件
前論 １） 測定値 (x0)e pの平均が測定対象である x0の平均に等しいと う要請から，線
形性の することができるのではないかと予測していた．実際に導出できることを以
下に示
測定 (x0)e pの平均が測定対象である x0の平均に等しいと う要請をすると∫
(x0)e p|φ0(x )|2|ξ0(X )|2dx0 X =
∫





δ|ξ0( 0)|2 0 . ( )
δ〈 0〉 0 |ξ0( 0)|2 δ|ξ0( 0)|2 0 0|ξ0( 0)|2 0δ|ξ0( 0)|2 0 ( )
0
( )
〈 0〉δ〈 0〉|ξ0( 0)|
2 ( 0, 〈 0〉)δ|ξ0( 0)|2 0 .
∫ ∂h
∂〈 0〉 |ξ0( 0)|2 0 〈 0〉 0 ( )
( 0 ( 0, 〈 0〉))δ|ξ0( 0)|2 0 .
0 δ|ξ0( 0)|2 δ|ξ0( 0)|2
( 0)δ|ξ0( 0)|2 0 ( )
( 0)
[c, ] 0 c, δ|ξ0( 0)|2
1 c 2 · · · δ|ξ0( 0)|2 δ
( )
δ1 δ2 · · · δ . ( )
( )
( 1)δ1 ( 2)δ2 · · · ( )δ .
( ) δ (δ1 δ2 · · · δ 1)
( 1) ( ) δ1 ( 2) ( ) δ2 · · · ( 1) ( ) δ 1 .
δ1, δ2, · · · , δ 1 ( 1) ( 2) · · · ( )
( )












| | | | | | | |
，
| | , | | .
〈 0〉 | |
, ) | | .
| | | |
| |
[ , ] , | |
· · · | |
· · · .
· · · .
· · ·
· · · .





e | | | | | | .
．勿論
こ は 1 ていなければならないので∫

















〈X0〉 | 0)|2dX0 = aと置くと，aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
用い∫
( h(X0, 〈X0〉))δ|ξ0(X0)|2dX0 = 0.
X0 とき δ|ξ0(X0)|2 → 0を満たす任意の δ|ξ0(X0)|2に対して∫
)δ|ξ0(X0)|2dX0 = 0 (27)
のと 0) =定数とな に示す．
積 [c, d]とする X0 = c, dで δ|ξ0(X )|2  0である．この区間をN − 1等分し，
X1 = c 2 < · · · < XN = dとする．そ ぞれのXnでの δ|ξ0(X0)|2の値をそれぞれ δnとす
る．
δ1 · · ·+ δN = 0. (28)
式 (27)
f( 1 f(X2)δ2 + · · ·+ f(X )δN = 0.
式 (28) δN = −(δ1 + δ2 + · · ·+ δN−1)．これを上の式に代入して
{f f(XN )}δ1 + {f(X2)− f(XN )}δ2 · · ·+ {f(XN−1)− f(XN )}δN−1 = 0.
δ1, δ2, · · · , −1 は任意に変えることができるから f(X1) = f(X2) = · · · = f(XN )．よって
f(x) る．QED．
よ 定数を bとして h(X0, 〈X0〉) + aX0 = b．従って h(X0, 〈X0〉)はX0の１次式で
なけ い．QED.
7 平









δ|ξ0( | 0 = 0. (25)
値の














∂〈X0〉 |ξ0( | 0 = a a 〈X0〉 X0 (25)
て∫
(aX0 0, 〈X0〉) δ|ξ0(X0)|2dX = 0.
X0 → ± δ|ξ0(X0)|2 0 δ|ξ0(X0)|2∫
f( 0 | ( 0)|2dX0 = 0 (27)
き，f( るこ
分範 [ , ] ．勿論X0 = c, d δ|ξ0(X0)|2  0 N − 1
X1 = c < · · · < XN = d Xn δ|ξ0(X0)|2 δn
式 (25)
δ1 + δ2 · · · δN = 0. (28)
(27)よ
f(X1)δ ( 2)δ + · · ·+ f(X )δ = 0.
(28)よ (δ1 + δ2 + · · ·+ δN−1)
{f(X1) N )}δ1 + {f(X2)− f(XN )}δ2 · · ·+ {f(XN−1)− f(XN )}δN−1 = 0.
δ1, 2 · · · , δ f(X1) = f(X2) = · · · = f(XN )
f(x) =定 QED







(x0)ex | (x )|2|ξ0(X0)|2dx0 X0 =
∫
x0|φ (x )|2dx0. (29)
7
である．この区間を
ここで波動関数は 1に規格 けれ で∫



















∂〈X0〉 |ξ0(X0)|2dX0 = aと aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
用いて∫
(aX0 + h(X0, 〈 0〉) δ|ξ0 )|2dX0 = 0.
X0 → ±∞のとき δ|ξ0(X0)|2 満たす任意の δ|ξ0(X0)|2に対して∫
f(X0)δ|ξ0(X0)|2dX0 (27)
のとき，f(X0) =定数とな 下に示す．
積分範囲を [c, d]とする． c, dで δ|ξ0(X0)|2  0である．この区 N − 1等分し，
X1 = c < X2 · · · XN = d それぞ のXnでの δ|ξ0(X0)|2の値をそれぞ δnとす
る．式 (25)より
δ1 + δ2 · · · δN = 0. (28)
式 (27)より
f(X1)δ + f(X2)δ + · · · N )δN = 0.
式 (28)より δN = −(δ1 + δ2 · · · δN−1)．これを上の式に代入して
{f(X1)− f(XN )}δ1 + {f( f(XN )}δ2 + · · · {f(XN−1)− f(XN )}δ −1 = 0.
δ1, 2 · · · , δN−1 は任意に変 できるから f(X1) = f(X2) = · · · = f(XN )．よって
f(x) =定数である．QED．
よって，その定数を bと 0, 〈 0〉) + aX0 = b．従って h( 0, 〈 0〉)はX0の１次式で
なければなら い．QED.
7 測定値の平均に
前論文１）では測定値 (x0)exp 測定対象である x0の平均に等しいと う要請から，線
形性の仮説を導出すること はないかと予測していた．実際に導出できることを以
下に示す．
測定値 (x0)expの平均が測 る x0の平均に等し と う要請をすると∫
(x0)exp|φ0( )|2|ξ0(X0)| 0 =
∫
x0|φ (x )|2dx0. (29)
7
等分し，
ここで波動関数は 1に規格化さ て ければならないので∫




X0{|ξ0(X0)|2 + δ|ξ (X0)|2}d 0 −
∫







∂〈X 〉δ〈X0〉|ξ ( )|




∂〈X0〉 |ξ0(X0)|2dX0 = aと置くと，aは 〈X0〉の あるがX0の関数ではない．式 (25)を
用いて∫
(a 0 + h(X , 〈 0〉) δ|ξ (X0)|2dX0 = 0.
X0 → ±∞のとき δ|ξ0(X0)|2 → 0を満たす任意の δ|ξ0(X0)|2に対して∫
f δ|ξ0(X0)|2dX0 = 0 (27)
のとき，f(X0) =定数 なることを以下に示す．
積分範囲を [c, d]とする．勿論 = c, d δ|ξ0(X0)|2  0である．この区間をN − 1等分し，
1 = c 2 < · · · < XN = dとする．それぞれ Xnでの δ|ξ0(X0)|2の値をそれぞれ δnとす
る．式 (25)より
δ1 + δ2 + · · ·+ δN = 0. (28)
式 (27)より
f( 1)δ1 f(X2)δ2 + · · ·+ f(XN )δN = 0.
式 (28)より N = −(δ1 + δ2 + · · ·+ δN−1)．これを上の式に代入して
{ 1 − N )}δ1 + { 2 − f(XN )}δ2 + · · ·+ { −1 − f(XN )}δN−1 = 0.
δ1, δ2, · · · , δN−1 は任意に変え ことができるから ( 1) f(X2) = · · · = f(XN )．よって
f(x) =定数である．QED．












こ で波動関数は 1に規格化さ てい ければならないので∫




0{ + δ ξ0( )|2}d − 0 ξ )|2 =
∫





∂〈 0〉δ〈 〉 ξ0 )|




∂〈X0〉 ξ ( 0)|2dX0 = 置くと，aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
用いて∫
(a + h(X0, 〈 〉))δ ξ ( 0)|2dX0 = 0.
X0 → ±∞のとき δ ξ0(X0)|2 → 0を満たす任意の δ ξ0(X0)|2に対して∫
f( 0)δ ξ ( 0)|2dX0 = 0 (27)
のとき，f(X0) =定数 なることを以下に示す．
積分範囲を [c, d]とする．勿論X0 = c, dで δ ξ (X0)|2  0である．この区間をN − 1等分し，
1 = c < 2 < · · · < XN = dとする．それ nで δ ξ0(X0)|2の値をそれぞれ δnとす
る．式 (25)より
δ1 2 + · · ·+ δN = 0. (28)
式 (27)より
f 1 δ1 f(X2)δ2 + · · ·+ f(XN )δN = 0.
式 (28)より δN = −(δ1 2 + · · ·+ δN−1)．これを上の式に代入して
{f(X1 − f(XN )}δ1 + {f(X2 − f(XN )}δ2 + · · ·+ {f(XN−1 f(XN )}δN−1 = 0.
1 2, · · · , δN−1 は任意に変え ことができるから 1 f(X2) · · · = f(XN )．よって
f(x) =定数である QED．












こ で波動関数は 1に規格化さ てい ければならないので∫


















∂〈X 〉 |ξ ( 0)|2dX0 = 置くと，aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
用いて∫
a 0 + h(X0, 〈X 〉 δ|ξ0( 0)|2dX0 = 0.
X0 → ±∞のとき δ|ξ0(X )|2 → 0を満たす任意の δ|ξ0(X0)|2に対して∫
f( 0)δ|ξ0( 0)|2dX0 = 0 (27)
のとき，f(X0) =定数 なることを以下に示す．
積分範囲を [c, d]とする．勿論X0 = c, dで δ|ξ0(X0)|2  0である．この区間をN − 1等分し，
X1 = c 2 < · · · < XN = dとする．それぞれ Xnで δ|ξ0(X0)|2の値をそれぞれ δnとす
る．式 (25)より
δ1 2 + · · ·+ δN = 0. (28)
式 (27)より
f(X1)δ1 f(X2)δ2 + · · ·+ f(XN )δN = 0.
式 (28)より δN = −(δ1 + δ2 + · · ·+ δN−1)．これを上の式に代入して
{ 1 − f(XN )}δ1 + { − f(XN )}δ2 + · · ·+ { −1 − f(XN )}δN−1 = 0.
δ1, 2, · · · , δN−1 は任意に変え ことができるから f( 1) f(X2) · · · = f(XN )．よって
f(x) =定数である QED．






測定値 (x0)expの平均が測定対象である x0の平均に等しい いう要請をすると∫
)exp φ (x |ξ0(X )|2d dX0 =
∫






















∂〈X0〉 |ξ0(X0)|2dX0 = aと置くと，aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
用いて∫
(aX0 + h(X0, 〈X0〉))δ|ξ0(X0)|2dX0 = 0.
X0 → ±∞のとき δ|ξ0(X0)|2 → 0を満たす任意の δ|ξ0(X0)|2に対して∫
f(X0)δ|ξ0(X0)|2dX0 = 0 (27)
のとき，f(X0) =定数となることを以下に示す．
積分範囲を [c, d]とする．勿論X0 = c, dで δ|ξ0(X0)|2  0である．この区間をN − 1等分し，
X1 = c < X2 < · · · < XN = dとする．それぞれのXnでの δ|ξ0(X0)|2の値をそれぞ δnとす
る．式 (25)より
δ1 + δ2 + · · ·+ δN = 0. (28)
式 (27)より
f(X1)δ1 + f(X2)δ2 + · · ·+ f(XN )δN = 0.
式 (28)より δN = −(δ1 + δ2 + · · ·+ δN−1)．これを上の式に代入して
{f(X1)− f(XN )}δ1 + {f(X2)− f(XN )}δ2 + · · ·+ {f(XN−1)− f(XN )}δN−1 = 0.
δ1, δ2, · · · , δN−1 は任意に変えることができるから f(X1) = f(X2) = · · · = f(XN )．よって
f(x) =定数である．QED．




































〈X0〉 |ξ0(X0)|2dX0 = aと置くと，aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
用いて∫
(aX0 + h(X0, 〈X0〉))δ|ξ0(X0)|2dX0 = 0.
X0 → ±∞のとき δ|ξ0(X0)|2 → 0を満たす任意の δ|ξ0(X0)|2に対して∫
f(X0)δ|ξ0(X0)|2dX0 = 0 (27)
のとき，f(X0) =定数となることを以下に示す．
積分範囲を [c, d]とする．勿論X0 = c, dで δ|ξ0(X0)|2  0である．この区間をN − 1等分し，
X1 = c < X2 < · · · < XN = dとする．それぞれのXnでの δ|ξ0(X0)|2 値をそれぞれ δnとす
る．式 (25)より
δ1 + δ2 + · · ·+ δN = 0. (28)
式 (27)より
f(X1)δ1 + f(X2)δ2 + · · ·+ f(XN )δN = 0.
式 (28)より δN = −(δ1 + δ2 + · · ·+ δN−1)．これを上の式に代入して
{f(X1)− f(XN )}δ1 + {f(X2)− f(XN )}δ2 + · · ·+ {f(XN−1)− f(XN )}δN−1 = 0.
δ1, δ2, · · · , δN−1 は任意に変えることができるから f(X1) = f(X2) = · · · = f(XN )．よって
f(x) =定数である．QED．































∂〈X0〉 |ξ0( )|2dX0 = aと置くと，aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
用いて∫
(aX0 + h(X0, 〈X0〉))δ|ξ0(X0)|2dX0 = 0.
X0 → ±∞のとき δ|ξ0(X0)|2 → 0を満たす任意の δ|ξ0(X0)|2に対して∫
f(X0)δ|ξ0(X0)|2dX0 = 0 (27)
のとき，f(X0) =定数となることを以下に示す．
積分範囲を [c, d] す ．勿論X0 = c, dで δ|ξ0(X0)|2  0である．この区間をN − 1等分し，
X1 = c < X2 < · · · < XN = dとする．それぞれのXnでの δ|ξ0(X0)|2 値 それぞれ δnとす
る．式 (25)より
δ1 + δ2 + · · ·+ δN = 0. (28)
式 (27)より
f(X1)δ1 + f(X2)δ2 + · · ·+ f(XN )δN = 0.
( ) δN = −(δ1 + δ2 · · ·+ δN−1)．これを上の式に代入して
{f(X1)− f(XN )}δ1 + {f(X2) f(XN )}δ2 + · · ·+ {f(XN−1)− f(XN )}δN−1 = 0.
δ1, δ2, · · · , δN−1 は任意に変えることができるから f(X1) = f(X2) = · · · = f(XN )．よって
f(x) =定数である．QED．































∂〈X0〉 |ξ0(X0)|2d = aと置くと，aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
用いて∫
(aX0 + h(X0, 〈X0〉))δ|ξ0(X0)|2dX0 = 0.
X0 → ±∞のとき δ|ξ0( 0)|2 → を満たす任意の δ|ξ0(X0)|2に対して∫
f(X0)δ|ξ0(X0)|2dX0 = (27)
のとき，f( 0) =定数となることを以下に示す．
積分範囲を [c, d]とする．勿論X0 = c, dで δ|ξ0(X0)|2  0である．この区間をN − 1等分し，
X1 = c < X2 < · · · < XN = dとする．それぞれの nでの δ|ξ0(X0)|2の値をそれぞれ δnとす
る．式 (25)より
δ1 + δ2 + · · ·+ δN = 0. (28)
式 (27)より
f X1 δ1 + f(X2)δ2 + · · ·+ f(XN )δN = 0.
式 (28)より N = − δ1 + · · δN−1)．これを上の式に代入して
{f(X1)− f(X )} {f(X2)− f(X )}δ2 + · · ·+ {f(XN−1)− f(XN )}δN−1 = 0.
δ1, δ2, · · · , δN−1 は任意に変えることができるから f(X1) = f( 2) = · · · = f(X )．よって
f(x) =定数である．QED．

































∂〈X0〉 |ξ0(X0)|2dX0 = aと置くと，aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
用いて∫
(aX0 + h(X0, 〈X0〉))δ|ξ0(X0)|2dX0 = 0.
X0 → ±∞のとき δ|ξ0(X0)|2 → 0を満たす任意の δ|ξ0(X0)|2に対して∫
f(X0)δ|ξ0(X0)|2dX0 = 0 (27)
のとき，f(X0) =定数となることを以下に示す．
積分範囲を [c, d]とする．勿論X0 = c, dで δ|ξ0(X0)|2  0である．この区間をN − 1等分し，
X1 = c < X2 < · · · < XN = dとする．それぞれのXnでの δ|ξ0(X0)|2の値をそれぞれ δnとす
る．式 (25)より
δ1 + δ2 + · · ·+ δN = 0. (28)
式 (27)より
f(X1)δ1 + f(X2)δ2 + · · ·+ f(XN )δN = 0.
式 (28)より δN = −(δ1 + δ2 + · · ·+ δN−1)．これを上の式に代入して
{f(X1)− f(XN )}δ1 + {f(X2)− f(XN )}δ2 + · · ·+ {f(XN−1)− f(XN )}δN−1 = 0.
δ1, δ2, · · · , δN−1 は任意に変えることができるから f(X1) = f(X2) = · · · = f(XN )．よって
f(x) =定数である．QED．































∂〈X0〉 |ξ0(X0)|2dX0 = aと置くと，aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
用いて∫
(aX0 + h(X0, 〈X0〉))δ|ξ0(X0)|2dX0 = 0.
X0 → ±∞のとき δ|ξ0(X0)|2 → 0を満たす任意の δ|ξ0(X0)|2に対して∫
f(X0)δ|ξ0(X0)|2dX0 = 0 (27)
のとき，f(X0) =定数となることを以下に示す．
積分範囲を [c, d]とする．勿論X0 = c, dで δ|ξ0(X0)|2  0である．この区間をN − 1等分し，
X1 = c < X2 · · · XN = dとする．それぞれのXnでの δ|ξ0(X0)|2の値をそれぞれ δnとす
る．式 (25)より
δ1 + δ2 + · · · δN = 0. (28)
式 (27)より
f(X1)δ1 + f(X2)δ2 + · · · f(XN )δN = 0.
式 (28)より δN = −(δ1 + δ2 + · · · δN−1)．これを上の式に代入して
{f(X1)− f(XN )}δ1 + {f(X2)− f(XN )}δ2 + · · · {f(XN−1)− f(XN )}δN−1 = 0.
δ1, δ2, · · · , δN−1 は任意に変えることができるか f(X1) = f(X2) = · · · = f(XN )．よって
f(x) =定数である．QED．































∂〈X0〉 |ξ0(X0)|2dX0 = a 置くと，aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
用いて∫
(aX0 + h(X0, 〈X0〉))δ|ξ0(X0)|2dX0 = 0.
X0 → ±∞のとき δ|ξ0(X0)|2 → 0を満たす任意の δ|ξ0(X0)|2に対して∫
f(X0)δ|ξ0(X0)|2dX0 = 0 (27)
のとき，f(X0) =定数となることを以下に示す．
積分範囲を [c, d]とする．勿論X0 = c, dで δ|ξ0(X0)|2  0である．この区間をN − 1等分し，
X1 = c 2 · · · < XN = dとする．それぞれのXnでの δ|ξ0(X0)|2の値をそれぞれ δnとす
る．式 (25)より
δ1 + δ2 · · ·+ δN = 0. (28)
式 (27)より
f(X1)δ1 + f(X2)δ2 · · ·+ f(XN )δN = 0.
式 (28)より δN = −(δ1 + δ2 · · ·+ δN−1)．これを上の式に代入して
{f(X1)− f(XN )}δ1 + {f(X2)− f(XN )}δ2 · · ·+ { −1)− f(XN )}δN−1 = 0.
δ1, δ2, · · · , δN−1 は任意に変えることができるから f(X1) = f(X2) = · · · = f(XN )．よって
f(x) =定数である．QED．































∂〈X0〉 |ξ0(X0)|2dX0 = aと置くと，aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
用いて∫
(aX0 + h( 0, 〈 0〉) δ|ξ0(X0)|2dX0 = 0.
X0 → ±∞のとき δ|ξ0(X0)|2 → 0を満たす任意の δ|ξ0(X0)|2に対して∫
f(X0)δ|ξ0(X0)|2dX0 = 0 (27)
のとき，f(X0) =定数となることを以下に示す．
積分範囲を [c, d]とする．勿論X0 = c, dで δ|ξ0(X0)|2  0である．この区間をN − 1等分し，
X1 = c < X2 · < XN = dとする．それぞれのXnでの δ|ξ0(X0)|2の値をそれぞれ δnとす
る．式 (25)より
δ1 δ2 · + δN = 0. (28)
式 (27)より
1 1 f(X2)δ2 · + f(XN )δN = 0.
式 (28)より δN = −(δ1 δ2 · + δN−1)．これを上の式に代入して
{f(X1)− f(XN )}δ1 + {f(X2)− f(XN )}δ2 · + {f(XN−1)− f(X )}δN−1 = 0.
δ1, δ2, · , δN−1 は任意に変えることができるから f(X1) = f(X2) = · = f(XN )．よって
f(x) =定数 QED．












こ で波動関数は 1に規格化されていなければ らないので∫














2 + h(X0, 〈X0〉)δ|ξ0( 0)|2
)
d 0 = 0.
∫ ∂h
∂〈X0〉 |ξ0(X0)|2dX0 = aと置くと，aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
用いて∫
(aX0 + h( 0, 〈X0〉))δ|ξ0(X0)|2dX0 = 0.
X0 → ±∞のとき δ|ξ0(X0)|2 → 0を満たす任意の δ|ξ0(X0)|2に対して∫
f(X0)δ|ξ0( 0)|2dX0 = 0 (27)
のとき，f(X0) =定数となるこ を以下に示す．
積分範囲を [c, d]とする．勿論X0 = c, dで δ|ξ0(X0)|2  0である．この区間をN − 1等分し，
X1 = c < X2 < · · · < XN = dとする．それぞれのXnで δ|ξ0(X0)|2の値をそれぞれ δnとす
る．式 (25)より
δ1 + δ2 + · · ·+ δN = 0. (28)
式 (27)より
f(X1)δ + f(X2)δ + · · ·+ f(XN )δN = 0.
式 (28)より δN = −(δ1 + δ2 + · · ·+ δN−1)．これを上の式に代入して
{f(X1)− ( N )}δ1 + {f(X2)− ( N )}δ2 + · · ·+ {f(XN−1)− f(XN )}δN−1 = 0.
δ1, 2, · · · , δN−1 は任意に変え できるから f(X1) = f(X2) = · · · = f(XN )．よって
f(x) =定数である．QED






























∂〈X0〉 |ξ0(X0)|2dX0 = aと置くと，aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
用いて∫
(aX0 + h(X0, 〈X0〉))δ|ξ0(X0 |2dX0 = 0.
X0 ± のとき δ|ξ0(X0)|2 0を満たす任意の δ|ξ0(X0)|2に対して∫
f(X0)δ|ξ0 |2dX0 = 0 (27)
のとき，f(X0) =定数となるこ を以下に示す．
積分範囲を [c, d]とする．勿論X0 = c, dで δ|ξ0(X0)|2  0である．この区間をN − 1等分し，
X1 = c < 2 < · · · < XN = dとする．それぞれのXnで δ|ξ0(X0)|2の値をそれぞれ δnとす
る．式 (25)より
δ1 + δ2 + · · ·+ δN = 0. (28)
式 (27)より
f(X1)δ1 + f(X2)δ2 + · · ·+ f(XN )δ = 0.
式 (28)より δN = −( 1 + δ2 + · · ·+ δN−1)．これを上の式に代入して
{f(X1)− N }δ1 + {f(X2)− N }δ2 + · · ·+ {f(XN−1) f(XN }δN−1 = 0.
δ1, δ2, · · · , δN−1 は任意に変えるこ るから f(X1) = f( 2) · · · = f(XN )．よって
f(x) =定数である．QED







(x0)exp|φ0( )|2 ξ X0)|2dx0 X0 =
∫




δ|ξ0(X0)|2d 0 = 0. (25)
δ〈X0〉 =
∫
X0{|ξ0(X0)|2 + δ|ξ0( 0)|2}dX −
∫












∂〈X0〉 |ξ0(X0)|2d 0 = a a 〈X0〉 X0 (25)
∫
(aX0 + h(X0, 〈 0〉) δ|ξ (X0)|2d 0 = 0.
X0 ± δ|ξ0(X0)|2 0 δ|ξ0(X0)|2∫
f(X0)δ|ξ0(X0)|2d 0 = 0 (27)
f(X0) =
[c, d] X0 = c, d δ|ξ0(X0)|2  0 N − 1
X1 = c < X2 · · · N = d Xn δ|ξ0(X0)|2 δn
(25)
δ1 + δ2 + · · ·+ δN = 0. (28)
(27)
f(X1)δ + f(X2)δ + · · ·+ f(XN )δ = 0.
(28) δN = −(δ1 + δ2 + · · ·+ δN−1)
{f(X1)− f(XN )}δ1 + {f(X2)− f(XN )}δ2 + · · ·+ {f(XN−1)− ( )}δN−1 = 0.
δ1, 2 · · · , δN−1 ら f(X1) = f(X2) = · · · f(XN )
f(x) = QED





(x0)exp|φ0(x0)|2|ξ0(X )|2dx dX0 =
∫




こ で波動関数は 1に規格化されてい ければならないので∫


















∂〈X0〉 |ξ0( )|2dX0 = a 置くと，aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
用いて∫
aX0 + h(X0, 〈 0〉 )δ|ξ0( )|2dX0 = 0.
X0 → ±∞のとき δ|ξ0(X )|2 → 0を満たす任意の δ|ξ0(X0)|2に対して∫
f( 0)δ|ξ0( )|2dX0 = 0 (27)
のとき，f(X0) =定数 なることを以下に示す．
積分範囲を [c, d]とする．勿論X0 = c, dで δ|ξ0(X )|2  0である．この区間をN − 1等分し，
1 = c X2 · · · < XN = dとする．それぞれ Xnでの δ|ξ0(X0)|2の値をそれぞれ δnとす
る．式 (25)より
δ1 + δ2 · · ·+ δN = 0. (28)
式 (27)より
f(X1)δ + f(X2)δ · · ·+ f(X )δN = 0.
式 (28)より δN = −(δ1 + δ2 · · ·+ δN−1)．これを上の式に代入して
{ 1 − f(XN )}δ1 + { 2 − f(XN )}δ2 · · ·+ {f(XN 1 − f(XN )}δN−1 = 0.
1, 2, · · · , δN−1 は任意に変えることができるから ( 1) f(X2) · · · = f(XN )．よって
f(x) =定数である．QED．







e p|φ (x ξ0( 0)|2 x0dX0 =
∫
























∂〈X0〉 |ξ0(X0)|2dX0 = aと置くと，aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
用いて∫
(aX0 + h(X0, 〈X0〉))δ|ξ0(X0)|2dX0 = 0.
X0 → ±∞のとき δ|ξ0(X0)|2 → 0を満たす任意の δ|ξ0(X0)|2に対して∫
f(X0)δ|ξ0(X0)|2dX0 = 0 (27)
のとき，f(X0) =定数となることを以下に示す．
積分範囲を [c, d]とする．勿論X0 = c, dで δ|ξ0(X0)|2  0である．この区間をN − 1等分し，
X1 = c < X2 < · · · < XN = dとする．それぞれのXnでの δ|ξ0(X0)|2の値をそれぞれ δnとす
る．式 (25)より
δ1 + δ2 + · · ·+ δN = 0. (28)
式 (27)より
f(X1)δ1 + f(X2)δ2 + · · ·+ f(XN )δN = 0.
式 (28)より δN = −(δ1 + δ2 + · · ·+ δN−1)．これを上の式に代入して
{f(X1)− f(XN )}δ1 + {f(X2)− f(XN )}δ2 + · · ·+ {f(XN−1)− f(XN )}δN−1 = 0.
δ1, δ2, · · · , δN−1 は任意に変えることができるから f(X1) = f(X2) = · · · = f(XN )．よって
f(x) =定数である．QED．































∂〈X0〉 |ξ0(X0)|2dX0 = aと置くと，aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
用いて∫
(aX0 + h(X0, 〈X0〉))δ|ξ0(X0)|2dX0 = 0.
X0 → ±∞のとき δ|ξ0(X0)|2 → 0を満たす任意の δ|ξ0(X0)|2に対して∫
f(X0)δ|ξ0(X0)|2dX0 = 0 (27)
のとき，f(X0) =定数となることを以下に示す．
積分範囲を [c, d]とする．勿論X0 = c, dで δ|ξ0(X0)|2  0である．この区間をN − 1等分し，
X1 = c < X2 < · · · < XN = dとする．それぞれのXnでの δ|ξ0(X0)|2の値をそれぞれ δnとす
る．式 (25)より
δ1 + δ2 + · · ·+ δN = 0. (28)
式 (27)より
f(X1)δ + f(X2)δ + · · ·+ f(XN )δN = 0.
式 (28)より δN = −(δ1 + δ2 + · · ·+ δN−1)．これを上の式に代入して
{f(X1)− f(XN )}δ1 + {f(X2)− f(XN )}δ2 + · · ·+ {f(XN−1)− f(XN )}δN−1 = 0.
δ1, 2, · · · , δN−1 は任意に変えることができるから f(X1) = f(X2) = · · · = f(XN )．よって
f(x) =定数である．QED．


































∂〈X0〉 |ξ0(X0)|2dX0 = aと置くと，aは 〈X0〉の関数であるがX0の関数ではない．式 (25)を
用いて∫
(aX0 + h( 0, 〈X0〉))δ|ξ0(X0)|2dX0 = 0.
X0 → ±∞のとき δ|ξ0(X0)|2 → 0を満たす任意の δ|ξ0(X0)|2に対して∫
f(X0)δ|ξ0(X0)|2dX0 = 0 (27)
のとき，f(X0) =定数となることを以下に示す．
積分範囲を [c, d]とする．勿論X0 = c, dで δ|ξ0(X0)|2  0である．この区間をN − 1等分し，
X1 = c < X2 · · · < XN = dとする．そ ぞれのXnでの δ|ξ0(X0)|2の値をそ ぞれ δnとす
る．式 (25)より
δ1 δ2 · · ·+ δN = 0. (28)
式 (27)より
f(X1)δ1 + f(X2)δ2 · · ·+ f(XN )δN = 0.
式 (28)より δN = −(δ1 δ2 · · ·+ δN−1)．これを上の式に代入して
{f(X1)− f(XN )}δ1 + {f(X2)− f(XN )}δ2 · · ·+ {f(XN 1)− f(XN )}δN−1 = 0.
δ1, δ2, · · · , δN−1 は任意に変えることができるから f(X1) = f(X2) = · · · = f(XN )．よって
f(x) =定数である．QED．
よって，その定数を bとして h( 0, 〈X0〉) + aX0 = b．従って h( 0, 〈X0〉)はX0の１次式で
なければ らない．QED.
7 測定値の平均に対する条件
前論 ）では測定値 (x0)expの平均が測定対象である x0の平均に等し という要請から，線
形性の仮説を導出する るのではないかと予測していた．実際に導出できることを以
下に示す．







δ|ξ0(X0)|2dX0 = 0. (25)
δ〈X0〉 =
∫














∂〈X0〉 |ξ0(X0)|2dX0 = a a 〈X0〉 X0 (25)
∫
(aX0 + h(X0, 〈X0〉) δ|ξ0(X0)|2dX0 = 0.
X0 ± δ|ξ0(X0)|2 0 δ|ξ0(X0)|2∫
f(X0)δ|ξ0(X0)|2dX0 = 0 (27)
f(X0) =
[c, d] X0 = c, d δ|ξ0(X0)|2  0 N − 1
X1 = c < X2 < · · < XN = d Xn δ|ξ0(X0)|2 δn
(25)
δ1 + δ2 + · ·+ δN = 0. (28)
(27)
f(X1)δ + f(X2)δ + · ·+ f(XN )δ = 0.
(28) δN = −(δ1 + δ2 + · ·+ δN−1)
{f(X1)− f(XN )}δ1 + {f(X2)− f(XN )}δ2 + · ·+ {f(XN−1)− f(XN )}δN−1 = 0.
δ1, 2 · · , δN−1 f(X1) = f(X2) = · · = f(XN )
f(x) = QED
b h(X0, 〈X0〉) + aX0 = b h(X0, 〈X0〉) X0
QED.
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δ|ξ0( 0)|2d 0 0. (25)
δ〈 0〉
∫









∂〈 0〉δ〈 0〉|ξ0( 0)|
2 h( 0, 〈 0〉)δ|ξ0( 0)|2 d 0 0.
∫ ∂h
〈 0〉 |ξ0( 0)|2d 0 a a 〈 0〉 0 (25)
∫
(a 0 h( 0, 〈 0〉))δ|ξ0( 0)|2d 0 0.
0 δ|ξ0( 0)|2 0 δ|ξ0( 0)|2∫
f( 0)δ|ξ0( 0)|2d 0 0 (27)
f( 0)
[c, d] 0 c, d δ|ξ0( 0)|2 0 1
1 c 2 < · · · d n δ|ξ0( 0)|2 δn
(25)
1 δ2 · · · δ 0. (28)
(27)
f( 1)δ1 f( 2)δ2 · · · f( )δ 0.
(28) δ ( 1 δ2 · · · δ 1)
{f( 1) f( )}δ1 {f( 2) f( )}δ2 · · · {f( −1) f( )}δ 1 0.
δ1, δ2, · · · , δ 1 f( 1) f( 2) · · · f( )
f(x)














〈(x0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、(x0)exp − x0は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫




式でなければならないから，(x0)exp − x0はX0 − 〈X0〉の１次式でなければならない．このと
き式 (14)，(15)より G−1(x)は xの一次式であるから，G−1(x) = h1x (h1は定数)．よって







測定値Xtから対象の位置 xˆ0と xˆtを測定するものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定されなければならないという条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１対１に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存















〈(x0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、(x0)exp − x0は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · ·
と展開できる．平均値に対する条件 (30)に代入して
∫




式でなければならないから，(x0)exp − x0はX0 − 〈X0〉の１次式でなければならない．このと
き式 (14)，(15)より G−1(x)は xの一次式であるから，G−1(x) = h1x (h1は定数)．よって







測定値Xtから対象の位置 xˆ0と xˆtを測定するものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる． こで
　 xˆ0と xˆtの測定結果は一意的に決定されなければならないという条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１対１に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存















〈(x0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、(x0)exp − x0は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫




式でなければならないから，(x0)exp − x0はX0 − 〈X0〉の１次式でなければならない．このと
き式 (14)，(15)より G−1(x)は xの一次式であるから，G−1(x) = h1x (h1は定数)．よって







測定値Xtから対象の位置 xˆ0と xˆtを測定するものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定されなければならないという条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１対１に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存












こ で φ0(x0)は対象 作用前の波動関数である．測定対象の状態は任意でなければな
らないから，任意の φ0(x0)に対して上の式が成立し ならない．従って，すべての x0
に対して
〈(x0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、(x0)exp − x0は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫




式でなければならないから，(x0)exp − x0はX0 − 〈X0〉の１次式でなければならない．このと
き式 (14)，(15)より G−1(x)は xの一次式であるから，G−1(x) = h1x (h1は定数)．よって







測定値Xtから対象の位置 xˆ0と xˆtを測定するものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定されなければならないという条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１対１に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存

















(x0)exp x0 x0 〈 0〉 0 〈 0〉 0 〈 0〉
k
(x0)exp x0 0 1(x0 〈 0〉) 2(x0 〈 0〉)2 ·
(30)
∫
k|ξ0( 0)|2d 0 0 for k 0 (31)
(21) |ξ0( 0)|2 |ξ0( 0)|2 δ|ξ0( 0)|2
(31) k(x) x
(x0)exp x0 0 〈 0〉
(14) (15) −1(x) x −1(x) h1x (h1 )
(x) g1x g1 ( 1) F (x) f1x (f1 )




t xˆ0 xˆt (3)
(3) Uˆ (3) f(x0, 0)
g(x0, 0) Uˆ
xˆ0 xˆt





xˆ0 xˆt xˆt t
0 (x0)exp (xt)exp x0 xt
|ξ0( 0)|2 0




らないから，任意の φ0(x0)に対して上の式が成立しなければ らない．従って，すべての x0
に対して
〈(x0)exp〉 = x0 (30)
が成立しなければ らない．
５章で示したように、(x0)exp − x0は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫




式でなければ らないから，(x0)exp − x0はX0 − 〈X0〉の１次式でなければ らない．このと
き式 (14)，(15)より G−1(x)は xの一次式であるから，G−1(x) = h1x (h1は定数)．よって







測定値Xtから対象の位置 xˆ0と xˆtを測定するものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, 0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定されなければ らな という条件を用 ている．またこ
の条件より，(x0, X0)と (xt, Xt)は 対１に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存






誤差 0のときには測定値 (x0)exp，(xt)expは測定対象である x0と xtの値に一致し ければな
らない．一般にプローブの確率密度関数 |ξ0(X0)|2の標準偏差が 0でないとき，得られた測定値
Xtが ξ0(X0) どのX0成分と相互作用したも なのか知ることができないために測定誤差が
8
の関数
ここで φ0(x0)は対象粒子 相互作用前の波動関数である．測定対象の状態は任意で ければな
ないから，任意の φ0(x0)に対して上の式が成立し ければならない．従っ ，すべての x0
に対して
〈(x0)exp〉 = x0 (30)
が成立し ければならない．
５章で示したように、( )exp − x は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関 Dkを用いて
( )exp − x0 = D +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk|ξ0(X0)|2dX0 = 0 for k ≥ 0 (31)
が成立し ければならない．
５章の条件式 (21)の場合と同じ論理によって，|ξ0(X0)|2から少し変化した |ξ0( 0)|2+δ|ξ0(X0)|2
に対しても条件 (31)が成立することを要請すると，５章で示したように，Dk(x)は xの１次
式で ければな ないから，( )exp x0はX0 − 〈X0〉の１次式で ければならない．このと
き式 (14)，(15)より G−1(x)は xの一次式であるから，G−1(x) = h1x (h1は定数)．よって







測定値Xtから対象の位置 xˆ0と xˆtを測定す ものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定され ければならないという条件を用いている．またこ
の条件より， 0, 0)と (xt, Xt)は１対１に対応していることがわかる．
次 物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存





に，xˆ0と xˆt 一般には等しくならない に，xˆtの測定値も同じXtであるとみなしている．





　 · · ·
| |


















〈(x0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、(x0)exp − x0は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開でき ．平均値に対する条件 (30)に代入して
∫




式でなければならないから，(x0)exp − x0はX0 − 〈X0〉の１次式でなければならない．このと
き式 (14)，(15)より G−1(x)は xの一次式であるから，G−1(x) = h1x (h1は定数)．よって







測定値Xtから対象の位置 xˆ0と xˆtを測定するものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定されなければならないという条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１対１に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存

















〈(x0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、(x0)exp − x0は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk|ξ0(X0)|2dX0 = 0 for k ≥ 0 (31)
ければならない．
( )の |ξ0(X0)|2から少し変化した |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても条件 (31)が成立することを要請すると，５章で示したように，Dk(x)は xの１次
式でなければならないから，(x0)exp − x0はX0 − 〈X0〉の１次式でなければならない．このと
き式 (14)，(15)より G−1(x)は xの一次式であるから，G 1(x) = h1x (h1は定数)．よって







測定値Xtから対象の位置 xˆ0と xˆtを測定するものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定されなければならないという条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１対１に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存














〈(x0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、(x0)exp − x0は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫




式でなければならないから，(x0)exp − x0はX0 − 〈X0〉の１次式でなければならない．このと
き式 (14)，(15)より G−1(x)は xの一次式であるから，G−1(x) = h1x (h1は定数)．よって







測定値Xtから対象の位置 xˆ0と xˆtを測定するものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる．こ で
　 xˆ0と xˆtの測定結果は一意的に決定されなければならないという条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１対１に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存













〈(x0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、(x0)exp − x0は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫




式でなければならないから，(x0)exp − x0はX0 − 〈X0〉の１次式でなければならない．このと
き式 (14)，(15)より G−1(x)は xの一次式であるから，G−1(x) = h1x (h1は定数)．よって







測定値Xtから対象の位置 xˆ0と xˆtを測定するものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定されなければならないという条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１対１に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存














〈(x0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、(x0)exp − x0は x0 − 〈 0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫




式でなければならないから，(x0)exp − x0はX0 − 〈X0〉の１次式でなければならない．このと
き式 (14)，(15)より G−1(x)は xの一次式であるから，G−1(x) = h1x (h1は定数)．よって
G( ) = g1x（g1は定数）となる．ユニタリ性の条件 (11)より F ( ) = f1x (f1は定数)となる






測定値Xtから対象の位置 xˆ0と xˆtを測定するものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定されなければならないという条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１対１に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存













〈(x0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、(x0)exp − x0は x0 − 〈 0〉と 0 − 〈X0〉の関数であるから， 0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk|ξ0( 0)|2dX0 = 0 for k ≥ 0 (31)
が成立しなければならない．
５章の条件式 (21)の場合と同じ論理によって，|ξ0(X0)|2から少 変化した |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても条件 (31)が成立することを要請すると，５章で示したように，Dk(x)は xの１次
式でなければならないから，(x0)exp − x0は 0 − 〈X0〉の１次式でなければならない．このと
き式 (14)，(15)より G−1(x)は xの一次式であるから，G−1(x) = 1x (h1は定数)．よって







測定値Xtから対象の位置 xˆ0と xˆtを測定するものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定さ なければならないという条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１ １に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存












ら いから，任意の φ0(x0)に対して上の式が成立しなければならない．従って，すべての x0
に対して
〈(x0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、( )exp − x0は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk|ξ0(X0)|2dX0 = 0 for k ≥ 0 (31)
が成立しなければならない．
５章 条件式 (21)の場合と同じ論理によって，|ξ0(X0)|2から少し変化した |ξ (X0)|2+δ|ξ0(X0)|2
に対しても条件 (31)が成立 ことを要請すると，５章で示したように，Dk(x)は xの１次
式でなければならな (x0)exp − x0はX0 − 〈X0〉の１次式でなければならない．このと
き式 (14)， 15)より G−1(x)は xの一次式であるから，G−1(x) = h1x (h1は定数)．よって







測定値Xtから対象の位置 xˆ0と xˆtを測定するものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定されなければならないという条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１対１に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存






誤差 0のときには測定値 (x0)exp，(xt)expは測定対象である x0と xtの値に一致しなければな




ら いから，任意の φ0(x0)に対して上の式が成立し ければならない．従って，すべての x0
に対して
〈(x0)exp〉 = x0 (30)
が成立し ければならない．
５章で示したように、(x0)exp − x0は x とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x )exp − = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk|ξ0(X0)|2dX0 = 0 for k ≥ 0 (31)
が成立し ければならない．
５章 条件式 (21)の場合と同じ論理によって，|ξ0(X0)|2から少し変化した |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても条件 (31)が成立 こ を要請すると，５章で示したように，Dk(x)は xの１次
式で ければならないから (x )exp − x0はX0 − 〈X0〉の１次式で ければならない．このと
き式 (14)，(15)より G−1(x)は xの一次式であるから，G−1(x) = h1x (h1は定数)．よって







測定値Xtから対象の位置 xˆ0と xˆtを測定するも である．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定され ければならないと う条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１対１に対応してい ことがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存
するという条件から，式 (6)，(7)を導出した．更に　 Uˆ がユニタリであるという条件から式
(1 )を導出した．




誤差 0のときには測定値 (x0)exp，(xt)expは測定対象である x0と xtの値に一致しなければな








〈(x0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、(x0)exp − x0は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk|ξ (X0)|2dX0 = 0 for k ≥ 0 (31)
が成立しなければならない．
５章の条件式 (21)の場合と同じ論理によって，|ξ0(X0)|2から少し変化した |ξ0( 0)|2+δ|ξ0(X0)|2
に対しても条件 (31)が成立 ことを要請すると，５章で示したように，Dk(x)は xの１次
式でなければならないから，(x0)exp x0はX0 − 〈X0〉の１次式でなければならない．このと
き式 (14) (15) G−1(x)は xの一次式であるから，G−1(x) = h1x (h1は定数)．よって
G(x) = g1x（g1は定数）となる．ユニタリ性の条件 11)より F (x) = f1x (f1は定数)となる






測定値Xtから対象の位置 xˆ0と xˆtを測定す ものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定されなければならないという条件を用いている．またこ
の条件より， 0, 0)と (xt, Xt)は１対１に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存






誤差 0のときに 値 (x0)exp，(xt)expは測定対象である x0と xtの値に一致しなければな
らない．一般にプローブ 確率密度関数 |ξ0(X0)|2の標準偏差が 0でないとき，得られた測定値
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，
ここで φ0(x0)は対象粒子の相互作用前の波動関数である．測定対象の状態は任意でなければな
らないから，任意の φ0(x0)に対 て上の式が成立しなければならない．従っ ，すべての x0
に対して
〈(x0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、(x0)exp − x は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x0 − 〈X0〉) D2(x0 − 〈X0〉)2 + · · ·
と展開でき ．平均値 対する条件 (30)に代入して
∫
Dk|ξ0(X0)|2dX0 = 0 for k ≥ 0 (31)
が成立しなければならない．
５章の条件式 (21)の場合と同じ論理によって，|ξ0( 0) 2から少し変化した ξ0(X0)|2+δ|ξ0(X0)|2
に対しても条件 (31)が成立することを要請すると，５章 示したように，Dk(x)は xの１次
式でなければならないから，(x0)exp − x0はX0 − 〈X0〉の１次式でなければならない．こ と
き式 (14 ，(15)より G−1(x)は xの一次式であるから，G−1(x) = h1x (h1は定数)．よって







測定値Xtから対象の位置 xˆ0と xˆtを測定するものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定されなければならな と う条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１対１に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存




野のほとんどの理論家が，プローブ Xtを xˆ0の測定値とみなしている．更に奇妙 こ
と ，xˆ0と xˆtは一般には等しくならないのに，xˆ の測定値も同じXtであるとみなしている．
誤差 0のときに 値 (x0)exp，(xt)expは測定対象である x0と xtの値に一致しなければな
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k
(x0)exp x0 0 1(x0 〈 0〉) 2(x0 〈 0〉)2 · · ·
(30)
∫
k|ξ0( 0)|2d 0 0 for k 0 (31)
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(31) k(x)
(x0)exp x0 0 〈 0〉
(14) (15) 1(x) x 1(x) h1x (h1 )
(x) g1x g1 ( 1) (x) f1x (f1 )
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〈( 0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、(x0)e p x0は x0 − 〈 〉と 0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp x0 = 0 D1(x0 − 〈X 〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk|ξ (X0)|2dX0 = 0 for k ≥ 0 (31)
が成立しなければならない．
５章の条件式 (21)の場合と同じ論理によって，|ξ0(X )|2から少し変化した |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても条件 (31)が成立することを要請すると ５章で示したように，Dk(x)は xの１次
式でなければならないから，(x )exp − x0はX0 − 〈X0〉の１次式でなければならない．このと
き式 (14)，(15)より G−1(x)は の一次式であるから，G−1(x) = h1x (h1は定数)．よって
G(x) = g1x（g1は定数）となる．ユニタリ性の条件 (11 より F (x) = f1x (f1は定数)となる






値Xtから対象の位置 xˆ0と xˆtを す ものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定されなければならな という条件を用いている．またこ
の条件より，(x0, X0 (xt, Xt)は１対１に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存




野 ほとんど 理論家が，プローブの測定値Xtを xˆ0の測定値とみ している．更に奇妙なこ
とに，xˆ0と tは一般 は等しくならないのに，xˆtの測定値も同じXtであるとみなしている．
誤差 のときには測定値 (x0)exp，(xt)expは測定対象である x0と xtの値に一致しなければな
らない．一般にプローブの確率密度関数 |ξ0(X0)|2の標準偏差が 0でないとき，得られた測定値
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となる．ユニタリ性の
条件（11）より
ここで φ0(x0)は対象粒子の相互作用前の波動関数である．測定対象の状態は で ければな
らないから，任意の φ0(x0)に対して上の式が成立 なければならない．従って，すべての x0
に対して
〈(x0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、( )exp − x0は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
( 0)exp − x0 = D +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk|ξ (X0)|2dX0 = 0 for k ≥ 0 (31)
が成立しなければならない．
５章の条件式 21)の場合と同じ論理によって， から少し変化した |ξ0(X )|2+δ|ξ0(X0)|2
に対しても条件 (31)が成立することを要請すると，５章で示したように Dk(x)は の１次
式でなければならないから，( 0)exp − x0はX0 − 〈X0〉 １次式でなければならない．このと
き式 (14)，(15)より G−1(x)は xの一次式であるから，G−1( ) = h1x (h )．よって
G(x) = g1x（g1は定数）となる．ユニタリ性の条 ( 1) F (x) = f1x f1は定数 となる
から 式 (6) (7)より線形性の仮説 (1)，(2)が導出される.
8 まとめと考察




測定値Xtから対象の位置 xˆ0と xˆtを測定するものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量 測定理論 おけ 時間発展演算子 Uˆ 完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定されなければならないという条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１対１に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存




野のほとんどの理論家が，プローブの測定値Xtを xˆ0の測定値 みなしている．更 奇妙なこ
とに，xˆ0と xˆtは一般には等しくならないのに，xˆtの測定値も同じXtであるとみなしている．
誤差 0のときには測定値 (x0)exp，(xt)expは測定対象である x0と xtの値に一致し ければな
らない．一般にプローブの確率密度関数 |ξ0(X0)|2の標準偏差が 0でないとき，得られた測定値
Xtが ξ0(X0)のどのX0成分 相互作用し ものなのか知ること できないために測定誤差が
8
(
ここで φ0(x0)は対象粒子の相互作用前の波動関数である．測定対象 状態は でなければな
らないから，任意の φ0(x0)に対して上の式が成立しなければならない．従って，すべての x0
に対して
〈(x0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、(x0)exp − x0は x0 − 〈 0〉と 0 − 〈X0〉 であるから， 0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk|ξ0( 0)|2dX0 = 0 for k ≥ 0 (31)
が成立しなければならない．
５章の条件式 (21)の場合と同じ論理によって，| | から少し変化した |ξ0(X0)|2+δ ξ0(X0)|2
に対しても条件 (31)が成立することを要請すると，５章で示したように，Dk(x)は xの１次
式でなければならないから，(x0)exp − x0は 0 − 〈X0〉 １次式でなければならない．このと
き式 (14)，(15)より G−1(x)は xの一次式であるから，G−1(x) = 1x (h1は定数)．よって
G( ) = g1x（g1は定数）となる．ユニタリ性の条件 (1 )より F ( ) = f1x f1は定数)となる
から，式 (6) (7)より線形性の仮説 (1)，(2)が導出される.
8
本論文では，相互作用後の粒子とプローブの位 xˆt ˆtが，相互作用前 そ らの位
置演算子 xˆ0，Xˆ0の線形結合で与えられるという線形性 仮説の正当性を議論 た．
本論文で考察している位置測定は，２章の冒頭 詳しく述べたが，対象粒子との相互作用
前にプローブの位置を測定し おいて，その相互作用の直後にプローブの位置を測定し，その
測定値Xtから対象の位置 xˆ0と xˆtを測定するものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量 測定理論における時間発展演算子 Uˆ 完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定さ なければならないという条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１ １に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存
するという条件から，式 (6)，(7)を導出した．更に　 Uˆ がユニタリであるという条件から式
(1 )を導出した．
測 理論では測定値を適切に定義 なければならない．しかし現在の量子測定理論では，測
定値に対する考察が不充分である．前論文３）でOzawa 測 値 定義を批判したが，この分
野 ほとんどの理論家が，プローブの測定値Xtを xˆ0の測定値 みなしている．更に奇妙なこ
とに，xˆ0と xˆtは一般には等しくならないのに，xˆtの測定値も同じXtであるとみなしている．
誤差 0のときに 値 (x0)exp，(xt)expは測定対象である x0と xtの値に一致しなければな
らない．一般にプローブ 確率密度関数 |ξ0(X0)|2の標準偏差が 0でないとき，得られた測定値












〈(x0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、(x0)exp − x0は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫




式でなければならないから，(x0)exp − x0はX0 − 〈X0〉の１次式でなければならない．このと
き式 (14)，(15)より G−1(x)は xの一次式であるから，G−1(x) = h1x (h1は定数)．よって







測定値Xtから対象の位置 xˆ0と xˆtを測定するものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定されなければならないという条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１対１に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存













ないから，任意の φ0(x0)に対して上の式が成立し ければならない．従っ ，すべての x0
に対して
〈(x0)exp〉 = x0 (30)
が成立し ければならない．
５章で示したように、( )exp − x0は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
( )exp − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫




式で ければな ないから，( )exp − x0はX0 − 〈X0〉の１次式で ければならない．このと
き式 (14)，(15)より G−1(x)は xの一次式であるから，G−1( ) = h1x (h1は定数)．よって







測定値Xtから対象の位置 xˆ0と xˆtを測定するものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定され ければならないという条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１対１に対応していることがわかる．
次 物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存





とに，xˆ0と xˆt 一般には等しくならない に，xˆtの測定値も同じXtであるとみなしている．










〈(x0)exp〉 = x0 (30)
(x0)exp − x0 x0 − 〈X0〉 X0 − 〈X0〉 X0 − 〈X0〉
Dk
(x0)exp − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
(30)
∫
Dk|ξ0(X0)|2dX0 = 0 for k ≥ 0 (31)
(21) |ξ0(X0)|2 |ξ0(X0)|2+δ|ξ0(X0)|2
(31) Dk(x) x
( 0)exp − x0 X0 − 〈X0〉
(14) (15) G−1(x) x G−1(x) = h1x (h1 )
G(x) = g1x g1 (11) F (x) = f1x (f1 )
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〈(x0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、(x0)exp − x0は x0 − 〈 〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk ξ0( 0)|2dX0 = 0 for k ≥ 0 (31)
が成立しなければならない．
５章の条件式 (21)の場合と同じ論理によって，ξ0(X0)|2から少し変化した ξ0(X0)|2+δ ξ0(X0)|2
に対しても条件 (31)が成立することを要請すると，５章で示したように，Dk(x)は xの１次
式でなければならないから，(x0)exp − x0は 0 − 〈X0〉の１次式でなければならない．このと
き式 (14)，(15)より G−1(x)は xの一次式であるから，G−1(x) = 1x (h1は定数)．よって
G( ) = g1x（g1は定数）となる．ユニタリ性の条件 (1 )より F ( ) = f1x (f1は定数)となる
から 式 (6)，(7)より線形性の仮説 (1)，(2)が導出される.
8 まとめと考察
本論文では，相互作用後の粒子とプローブの位置演算子 xˆt Xˆtが，相互作用前のそれらの位
置演算子 xˆ0，Xˆ0の線形 られるという線形性 仮説の正当性を議論した．
本論文で考察している位置測定は，２章の冒頭に詳しく述べたが，対象粒子との相互作用の
前 位置を測定し おいて，その相互作用の直後にプローブの位置を測定し，その
測定値Xtから対象の xˆ0と xˆtを測定するものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定さ なければならないという条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１ １に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存












〈(x0)exp〉 = x0 (30)
(x0)exp − x0 x − 〈 0〉 − 〈 0〉 − 〈 0〉
k
(x0)exp − x0 = 0 + 1(x − 〈 0〉) + 2(x − 〈 0〉)2 + · ·
(30)
∫
k|ξ0( )|2d 0 = 0 for k ≥ 0 (31)
(21) |ξ0( 0)|2 |ξ0( 0)|2+δ|ξ0( 0)|2
(31) k(x) x
(x0)exp − x0 − 〈 0〉
4 (15) G−1(x) x G−1(x) = x (h1 )
G(x) = g1x g1 (11) F (x) = x (f1 )





t 位置 xˆ0 xˆt (3)
(3) Uˆ (3) f(x0, 0)
g(x0, 0) Uˆ
xˆ0 xˆt





xˆ0 xˆt xˆt t
0 (x0)exp (xt)exp x0 xt
|ξ0( 0)|2 0





らないから，任意の φ (x0)に対して上の式が成立しなければ らない．従って，すべての x0
に対して
〈(x0)exp〉 = x0 (30)
が成立しなければ らない．
５章で示したように、(x0)exp − 0は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk|ξ0(X0)|2dX0 = 0 for k ≥ 0 (31)
が成立しなければ らない．
５章の条件式 (21)の場合と同じ論理によって，|ξ0(X0)|2から少し変化した |ξ0( 0)|2+δ|ξ0(X0)|2
に対しても条件 (31)が成立することを要請すると，５章で示したように，Dk( )は xの１次
式でなければ らないから，(x0)exp x0はX0 − 〈X0〉の１次式でなければ らない．このと
き式 (14)，(15)より G−1( )は xの一次式であるから，G−1(x) = h1x (h1は定数)．よって







測定値Xtから対象の位置 ˆ0と xˆtを測定するものである．このような位置測定では式 (3)が理
論の出発点であり，ま (3)が時間発展演 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる．ここで
　 ˆ0と xˆtの測定結果は一意的に決定されなければ らな という条件を用 ている．またこ
の条件より，(x0, X0)と (xt, Xt)は 対１に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存






誤差 0のときには測定値 (x0)exp，(xt)expは測定対象である 0と xtの値に一致しなければな
らない．一般にプローブの確率密度関数 |ξ0(X0)|2の標準偏差が 0でないとき，得られた測定値





らないから，任意の φ0(x0)に対して上の式が成立しなければならない．従っ ，すべ の x0
に対して
〈(x0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、(x0)exp − x0は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫




式でなければならないから，(x0)exp − x0はX0 − 〈X0〉の１次式でなければならない．このと
き式 (14)，(15)より G−1(x)は xの一次式であるから，G−1(x) = h1x (h1は定数 ．よって







測定値Xtから対象の位置 xˆ0と xˆtを測定するものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関 f(x , 0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定されなければならないという条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１対１に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存













〈(x0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、( )exp x0は x とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk|ξ (X )|2dX0 = 0 for k ≥ 0 (31)
が成立しなければならない．
５章の条件式 (21)の場合と同じ論理によって，|ξ0(X )|2から少し変化した |ξ (X0)|2+δ|ξ0(X0)|2
に対しても条件 (31)が成立 ことを要請すると ５章で示したように，Dk(x)は xの１次
式でなければならないから，(x0)exp x0はX0 − 〈X0〉の１次式でなければならない．このと
き式 (14)，(15)より G−1(x)は xの一次式であるから，G−1(x) = h1x (h1は定数)．よって







測定値Xtから対象の位置 xˆ0と xˆtを測定す ものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定されなければならないという条件を用いている．またこ
の条件より，(x0, 0)と (xt, Xt)は１対１に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存






誤差 0のときには測定値 (x0)exp，(xt)expは測定対象である x0と xtの値に一致しなければな
らない．一般にプローブの確率密度関数 |ξ0(X0)|2の標準偏差が 0でないとき，得られた測定値




ないから，任意の φ0(x0)に対して上の式が成立し ければならない．従っ ，すべての x0
に対して
〈( 0)exp〉 = x0 (30)
が成立し ければ らない．
５章で示したように、( 0)exp − x0は x0 − 〈 0〉と 0 − 〈X0〉の関数であるから， 0 − 〈X0〉
の関数Dkを用いて
( 0)exp − x0 = 0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk|ξ ( 0)|2dX0 = 0 for k ≥ 0 (31)
が成立し ければ らない．
５章の条件式 (21)の場合と同じ論理によって，|ξ (X0)|2から少 変化した |ξ (X0)|2+δ|ξ (X0)|2
に対しても条件 (31)が成立 ことを要請すると，５章で示したように，Dk(x)は xの１次
式で ければ ないから，( 0)exp − x0は 0 − 〈X0〉の１次式で ければ らない．このと
き式 (14)，(15)より G−1(x)は xの一次式であるから，G−1(x) = 1x (h1は定数)．よって
G( ) = g1x（g1は定数）となる．ユニタリ性の条件 (11)より F ( ) = 1x (f1は定数)となる
から 式 (6) (7)より線形性の仮説 (1)，(2)が導出される.
8 まとめと考察
本論文では，相互作用後の粒子とプローブの位置演算子 xˆt Xˆtが 相互作用前 それらの位
置演算子 xˆ0，Xˆ0の線形結合で与えられるという線形 仮説 正当性を議論した．
本論文で考察している位置測定は，２章の冒頭に詳しく述べたが，対象粒子との相互作用の
前にプローブの位置を測定し おい ，その相互作用の直後にプローブの位置を測定し，その
測定値Xtから対象の位置 xˆ0と xˆtを測定す ものである．このような位置測定では式 (3)が理
の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x ,X0)，
g(x ,X0)が決まれば，この量子測定理論における時間発展演算 Uˆ は完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定さ け ば らな という条件を用 ている．またこ
の条件より，(x ,X0)と (x ,Xt)は １に 応していることがわかる．
次 物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存
するという条件から 式 (6) (7)を導出した．更に　 Uˆ がユニタリであるという条件から式
(11)を導出した．
測定理論では測定値を適切に定義し ければ らない． かし現在の量子 定理論では，測
定値に対する考察が不充分である．前論文３）でOzawa 測 値の 義を批判したが，この分
野 ほとんどの理論家が，プローブの測定値Xtを xˆ0の測定値とみなしている．更に奇妙なこ
とに，xˆ0と xˆt 一般には等しく らないのに，xˆtの測定値も同じXtであ とみなしている．
誤差 0のときには測定値 ( 0)exp，( t)expは測定対象である x0と xtの値に一致し ければな





ないから，任意の φ0(x0)に対 て上の式が成立し ければならない．従っ ，すべての x0
に対して
〈(x0)exp〉 = x0 (30)
が成立し ければならない．
５章で示したように、(x0)exp − x は x0 〈 0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x0 − 〈X0〉) D2(x0 − 〈X0〉)2 + · ·
と展開でき ．平均値 対する条件 (30)に代入して
∫
Dk|ξ0(X0)|2dX0 = 0 for k ≥ 0 (31)
が成立し ければならない．
５章 条件式 (21)の場合と同じ論理によって，|ξ0(X0)|2から少し変化した |ξ (X0)|2+δ|ξ0(X0)|2
に対しても条件 (31)が成立するこ を要請すると，５章で示したように，Dk(x)は xの１次
式で ければな ないから，(x0)exp − x0はX0 − 〈X0〉の１次式で ければならない．このと
き式 (14)，(15)より G−1(x)は xの一次式であるから，G−1(x) = h1x (h1は定数)．よって







測定値Xtから対象の位置 xˆ0と xˆtを測定するも である．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる． こで
　 xˆ0と xˆtの測定結果は一意的に決定され ければならな と う条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１対１に対応してい ことがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存






誤差 0のときに 値 (x0)exp，(xt)expは測定対象である x0と xtの値に一致しなければな




らないから，任意の φ0(x0)に対 て上の式が成立しなければならない．従って，すべての x0
に対して
〈(x0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、(x0)exp x0は x0 − 〈X0〉とX0 − 〈 0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x )exp − = D0 1 D2(x0 − 〈X0〉)2 + · · ·
と展開でき ．平均値に対する条件 (30)に代入して
∫
Dk|ξ0(X0)|2dX0 = 0 for k ≥ 0 (31)
が成立しなければならない．
５章 条件式 (21)の場合と同じ論理によって，|ξ0(X0)|2から少し変化した |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても条件 (31)が成立 ことを要請すると，５章で示したように，Dk(x)は xの１次
式でなければならないから，(x )exp − x0はX0 − 〈X0〉の１次式でなければならない．このと
き式 (14)，(15)より G−1(x)は xの一次式であるから，G−1(x) = h1x (h1は定数)．よって
G(x) = g1x（g1は定数）となる．ユニタリ性の条件 ( )より F (x) = f1x (f1は定数)となる
から，式 (6)，(7)より線形性の仮説 (1)，(2)が導出される.
8




測定値Xtから対象の位置 xˆ0と xˆtを測定するも である．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3 の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる．ここで
　 xˆ0と xˆtの測定結果は一意的に決定されなければならな と う条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１対１に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存






誤差 0のときには測定値 (x0)exp，( t)expは測定対象である x0と xtの値に一致しなければな
らない．一般にプローブの確率密度関数 |ξ0(X )|2の標準偏差が 0でないとき，得られた測定値
Xtが ξ (X0)のどのX0成分と相互作用したものなのか知ることができないために測定誤差が
8
結 に決定され ければ ら いと う条
件を用いている．またこの条件より，
こで φ0(x0)は対象粒子の相互作用前の波動関数である．測定対象の状態は任意でなければな
らないから，任意の φ0(x0)に対 て上の式が成立しなければ らない．従って，すべての x0
に対して
〈( 0)exp〉 = x0 (30)
が成立しなければ らない．
５章で示したように、( 0)exp − x0は x − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
( 0)exp 0 = D0 1 D2(x0 − 〈X0〉)2 + · · ·
と展開でき ．平均値 対する条件 (30)に代入して
∫
Dk|ξ0(X0)|2dX0 = 0 for k ≥ 0 (31)
が成立しなければ らない．
５章の条件式 (21)の場合と同じ論理によって，| | から少し変化した |ξ (X0)|2+δ|ξ (X0)|2
に対しても条件 (31)が成立することを要請すると，５章で示したように，Dk(x)は xの１次
式でなければ らないから，( 0)exp x0はX0 − 〈X0〉の１次式でなければ らない．このと
き式 14 ，(15)より G−1(x)は xの一次式であるから，G−1(x = h1x (h1は定数)．よって
G(x) = g1x（g1は定数）となる．ユニタリ性の条件 ( 1)より F (x = f1x (f1は定数)となる





前にプローブの位置を測定しておいて，そ 相互作用 直後にプローブ 位置を測定し，その
測定値Xtから対象の位置 xˆ0と xˆtを測定す ものである．このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3 の関数 f(x ,X0)，
g(x ,X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決まる． こで
　 xˆ0と xˆtの測 結果は一意的に決定さ なければ らな と う条件を用 ている．またこ
の (x , 0)と (x ,Xt)は 対１に対応していることがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存
するという条件から，式 (6)，(7)を導出した．更に　 Uˆ がユニタリであるという条件から式
(11)を導出した．
測 理論では測定値を適切に定義 なければ らない． かし現在の量子 定理論では，測
定値に対す 考察が不充分 ある．前論文３）でOz waの測定値の定義を批判したが，この分
野 ほとんどの理論家が，プローブ Xtを xˆ0の測定値とみなしている．更に奇妙なこ
と ，xˆ0と xˆtは一般には等しく らないのに，xˆtの測定値も同じXtであ とみなしている．
誤差 0のときには測定値 ( 0)exp，( t)expは測定対象である x0と xtの値に一致しなければな
らない．一般にプローブの確率密度関数 |ξ (X0)|2の標準偏差が 0でないとき，得られた測定値
Xtが ξ ( 0) どのX0成分と相互作用したも なのか知ること できないために測定誤差が
8
φ (x0)
φ (x0) な x0
〈(x0)exp〉 x0 (30)
な
( 0)exp x x 〈 0〉 0 〈 0〉 0 〈 0〉
k
(x0)exp x0 1( 0 〈 0〉) + 2(x0 〈 0〉)2 ·
(30)
∫
k|ξ ( )|2d 0 0 for k 0 (31)
な
(21) | | ξ0( 0)|2 δ|ξ0( 0)|2
(31) k(x) x
な (x0)exp − x0 0 〈 0〉 な
(14 (15) −1(x) x −1(x) h1x (h1 )
(x) g1x g1 ( 1) (x f1x (f1 )




t xˆ0 xˆt (3)
(3) ˆ (3 f(x0, 0)
g(x0, 0) ˆ
xˆ0 xˆt 定 な い






xˆ0 xˆt な xˆ t る
0 (x0)exp ( t)exp x0 xt
|ξ0( )|2 0






ここ φ0(x0)は対象粒子 相互作用前 波動関数である．測定対象の状態は任意で ければな
らないから，任意の φ0(x0)に対して上の式が成立しなければならない．従って，すべての x0
に対して
〈(x0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、(x0)exp − x0は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk|ξ0(X0)|2dX0 = 0 for k ≥ 0 (31)
が成立しなければならない．
５章の条件式 (21)の場合と同じ論理によって |ξ0(X0)|2から少し変化 |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても条件 (31)が成立することを要請すると，５章で示したように，Dk(x)は xの１次
式で ければならないから ( 0)exp − 0はX0 − 〈X0〉 １ なければならない．このと
き式 (14)，( 5 より −1(x)は xの一次式であ から，G−1(x) = h1x (h1は定数)．よって
G(x) = g1x（g1は定数）となる．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)となる
から，式 (6)，(7)より線形性の仮説 (1)，(2)が導出される.
8 まとめと考察
本論文では 相互作用後の粒子とプローブの位置演算子 xˆt，Xˆtが，相互作用前 それらの位
置演算子 xˆ0，Xˆ0の線形結合 与えられ という線形性の仮説 正当性を議論し ．
本論文で考察している位置 は，２章の冒頭に詳しく述べたが，対象粒子との相互作用
前にプローブ を しておいて，そ 相互作用の直後にプローブ を し，その
測定値Xtから対象の位置 xˆ0と xˆtを測定するものである．このような位置測 では式 (3)が理
論の出発点であり，また式 (3) 時間発展演算子 Uˆ を 義してい ．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論 お る時間発展演算子 Uˆ は完全に決まる．ここで
　 xˆ0と xˆt 測定結果は一意的に決定されなければならないという条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１対１に対応していることがわかる．
極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存
するという条件から (6)，(7)を導出した．更 　 Uˆ がユニタリであるという条件から式
(11)を導出した．
測定理論では を適切に定義しなければならない しかし現在の量子 理論では，測
定値に対する考察が不充分である．前 文３）でOzawa 定義を批判したが，この分
野のほ んどの理論家が プローブの測定値Xtを xˆ0 とみなしている．更に奇妙なこ
に，xˆ0と xˆtは一般 等しくならないのに，xˆtの測定値も同じXtであるとみな ている．
誤差 0のとき は測定値 (x0)exp，(xt)expは測定対象である x0と xt 値に一致しなければな





　測 定値を適切 定義しなければなら い．しかし現在 量子 理論では，
測定値に対する考察が不 ．前 文３）で Ozawa の測定値の 義 批判 たが，こ
の分野のほ んどの理論家が プローブ
ここ φ0(x0)は対象粒子 相互作用前 波動関数である．測定対象の状態は任意で ければな
らないから，任意の φ0(x0)に対して上の式が成立しなければならない．従って，すべての x0
に対して
〈(x0)exp〉 = x0 (30)
が成立 なければならない．
５章で示したように、(x0)exp − x0は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk|ξ0(X0)|2dX0 = 0 for k ≥ 0 (31)
が成立しなければならない．
５章の条件式 (21)の場合と同じ論理によって，|ξ0(X0)|2から少し変化 |ξ0(X0)|2+δ|ξ0(X0 |2
に対しても条件 (31)が成立することを要請すると，５章で示したように，Dk(x)は xの１次
式で ければならないから，(x0)exp − x0はX0 − 〈X0〉 １ なければならない．このと
き式 (14)，(15)より −1(x)は の一次式であ から，G−1(x = h1x (h1は定数)．よって




置演算子 xˆ0，Xˆ0の線形結合 与えられるという線形性の仮説 正当性を議論した．
本論文で考察している位置測定は，２章の冒頭に詳しく述べたが，対象粒子との相互作用
前にプローブの位置を しておいて，そ 相互作用の直後にプローブの を測定し，その
測定値Xtから対象の位置 xˆ0と xˆtを測定するものである．このような位置測 では式 (3)が理
論 出発点であり また式 (3) 時間発展演算 Uˆ を 義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子 理論における時間発展演算子 Uˆ は完全に決まる． こで
　 xˆ0と xˆt 測定結果は一意的に決定されなければならないという条件を用 ている．またこ
の条件より，(x0, X0)と (xt, Xt)は１対１に対応していることがわかる．
次に物 当然な要請である　粒子とプローブの相互作用 お て全運動量は保存
するという条件から，式 (6)，(7)を導出した．更に　 Uˆ がユニ あるという条件から式
(11)を導出した．
測 理論では 適切に定義しなければならない かし現在 量子測定理論では 測
定値に対する考察 不充分である 文３）でOzawa 定義を批判したが， の分
野 ほとんどの理論家が プローブの測定値Xtを xˆ0 とみなしている．更に奇妙 こ
とに，xˆ0と xˆtは一般には等しくならないのに，ˆ の 値も同じXtであるとみな ている．
誤差 0のとき は測定値 (x0)exp，(xt)expは測定対象である x0と xt 値に一致しなけ ばな





〈(x0)exp〉 = x0 (30)
(x0)exp − x0 x0 − 〈 0〉 0 − 〈 0〉 0 − 〈 0〉
k
(x0)exp − x0 = 0 + 1(x0 − 〈 0〉) + 2(x0 − 〈 0〉)2 + · · ·
(30)
∫
k|ξ0( 0)|2d 0 = 0 for k ≥ 0 (31)
(21) |ξ0( 0)|2 した |ξ0( 0)|2+δ|ξ0( 0)|2
(31) k(x) x
な (x0)exp − x0 0 − 〈 0〉
(14) ( 5) −1(x) x る G−1(x) = h1x (h1 )
G(x) = g1x g1 (1 F (x) = f1x (f1 )
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〈(x0)exp〉 = x0 (30)
が成立 なければならない．
５章で示したように、(x0)exp − x0は x − 〈 0〉と − 〈X0〉の関数であるから， − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x − 〈X0〉) +D2(x − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk ξ0( )|2dX0 = 0 for k ≥ 0 (31)
が成立しなければならない．
５章の 式 (21)の場合と同じ論理によって，ξ0(X0)|2から少 変化した ξ0(X )|2+δ ξ0(X0)|2
に対しても条件 (31)が成立することを要請すると，５章で示したように，Dk(x)は xの１次
式でなければならないから， 0)exp − x0は − 〈X0〉の１次式でなければならない このと
き式 ( 4)，( 5)より G−1(x) xの一次式であるから，G−1( ) x (h1は定数)．よって
G( ) = g1x（g1は定数）となる．ユニタリ性の条件 (11)より F ( ) = x (f1は定数)となる
から 式 (6)，(7)より線形性の仮説 (1)，(2)が導出される.
8 ま めと考察
本論文では，相互作用後の粒子とプローブ 位置演算子 xˆt Xˆtが，相互作用前のそれらの位
置演算子 xˆ0，Xˆ0の線形結合で与えられるという線形性 仮説の正当性を議論した．
本論文で考察している位置測定は，２章 冒頭に詳しく述べたが，対象粒子との相互作用
前にプローブの を測定し おいて，そ 相互作用の直後にプローブの を測定し，その
測定値Xtから対象の位置 xˆ0と xˆtを測定するものである．このような位置測定では (3)が理
論の出発点であり また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，こ 量子測定理論 おける時間発展演算子 Uˆ は完全に決ま こで
　 xˆ0と xˆt 測定結果は一意的に決定さ なければならない いう条件を用いてい またこ
の条件より，(x0, X0)と (xt, Xt)は１ １に対応していることがわかる．
次に物理的に極めて当然な要請である 粒子とプローブの相互作用にお て全運動量は保存
するという条件から 式 (6)，(7)を導出した．更に　 Uˆ がユニタリであるという条件から式
(11)を導出した．
測 理論では測定値を適切に定義しなければならない．しかし現在 量子測 理論では 測
定値に対する考察 不充分である．前論文３）でOzawaの測 値 定義を批判したが， の分
野のほ んどの理論家が，プローブの測定値Xtを xˆ0の測定値とみなしている．更に奇妙なこ
xˆ0と xˆt 一般には等しくならないのに，xˆtの測定値も同じXtである みな ている．
誤差 0のときには測定値 (x0)exp，(xt)expは測定対象である x0と xtの値に一致し け ばな
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( )
k|ξ0( 0)|2 0 f r ( )
( ) |ξ0( 0)|2 |ξ0( 0)|2 δ|ξ0( 0)|2
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般には等しく らないのに，
ここで φ0(x )は対象粒子 相互作用前 波動関数である．測定対象の状態は任意で ければな
らないから，任意の φ0(x )に対して上の式が成立しなければ らない．従って，すべての x0
に対して
〈(x0)exp〉 = x0 (30)
が成立しなければ らない．
５章で示したように、(x0)e p − x0は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)e p − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk|ξ0(X0)|2dX = 0 for k ≥ 0 (31)
が成立しなければ らない．
５章の条件式 (2 )の場合 同じ論理によって，|ξ0(X0)|2から少 変化 |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても条件 (31)が成立することを要請すると，５章で示したように，Dk(x)は xの１次
式でなければ らないから， 0 e p − 0はX0 − 〈X0〉の１次式でなければ らない このと
き式 4)，(15)より G−1(x)は xの一次式であ から，G−1(x) h h ．よって
G(x) = g1x（g1は定数）となる．ユニタリ 条件 (1 )より F (x) = f1x (f1は定数)となる
から，式 (6)，(7)より線形性の仮説 (1)，(2)が導出される.
8 まとめと考察
本論文では，相互作用後の粒子 プローブの位置演算子 xt，Xˆtが，相互作用前 それらの位
置演算子 x0，Xˆ0の線形結合で与えられ という線形性の仮説の正当性を議論し ．
本論文で考察している位置 は，２章 冒頭に詳しく述べたが，対象粒子との相互作用
前にプローブの位置を測定しておいて，その相互作用の直後にプローブの を測定し，その
測定値Xtから対象 位置 xˆ0と xˆtを測定するものである．このような位置測定では式 3)が理
論の出発点であり，また式 (3)が時間発展演算 Uˆ を定義してい ．式 (3)の関数 f(x ,X0)，
g(x ,X )が決まれば，こ 量子測 理論における時間発展演算子 Uˆ は完全に決ま ここで
　 xˆ0と xˆtの測定結果は一意的に決定されなければ らな いう条件を用 てい またこ
の条件より，(x ,X0)と (xt, Xt)は 対１に対応してい ことがわかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存
という条件から，式 (6)，(7)を導出した．更に　 Uˆ がユニタリであるという条件から式
(11)を導出した．
測定理論では測 を適切に定義しなければ らない． かし現在の量子 理論では，測
に対する考察が不充分である．前論文３）でOzawa 測定値の定義を批判したが，この分
野のほ 家が，プローブの測定値Xtを xˆ0 とみなしている．更に奇妙なこ
とに，xˆ0 xˆtは一般には等しく ら ˆtの 値も同じXt とみ ている．
誤差 0のときには測定値 (x0)e p，(xt)expは測定対象である x0と xtの値に一致し ければな
らない．一般にプローブ 確率密度関数 |ξ0(X0)|2 標準偏差が 0 いとき，得られた測定値
Xtが ξ0(X0) どのX0成分と相互作用したも なのか知ることができないために測定誤差が
8
値も同じ
で φ0(x0)は対象粒子の相互作用前 波動関数である．測定対象の状態は任意で ければな
らないから，任意の φ0(x0)に対して上の式が成立しなければならない．従って，すべての x0
に対して
〈(x0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、(x0)exp − 0は − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − 0 = D0 + 1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk|ξ0(X0)|2dX0 = 0 for k ≥ 0 (31)
が成立しなければならない．
５章の条件式 (21)の場合と同じ論理によって，|ξ0(X0)|2から少 変化した |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても条件 (31)が成立することを要請すると，５章 示したように，Dk(x)は の１次
式でなければならないから，(x0)exp − 0はX0 − 〈X0〉の１次式でなければならない このと
き式 (14)，(15)より G−1(x)は の一次式であ から，G−1(x) = h1 (h1は定数)．よって
G(x) = g1x（ は定数）となる．ユニタリ 条件 ( 1)より F (x) = f1x (f1は定数)となる
から，式 (6)， 7 より線形性の仮説 (1)， 2 が導出される.
8 まとめと考察
本論文では 相互作用後 粒子とプローブの位置演算子 xˆt，Xˆ が，相互作用前 それらの位
置演算子 xˆ0，Xˆ の線形結合 与えられるという線形性の仮説 正当性を議論した．
本論文で考察している 測定は ２章 冒頭に詳しく述べたが，対象粒子と 相互作用
前にプローブ 位置を測定しておいて，その相互作用 直後にプローブの位置を し，その
測定値Xtから対象 位置 xˆ0と tを測定するものである．このような位置測定では式 (3)が理
論の出発点であり， た式 (3) 時間発展演算 Uˆ を 義してい ．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子 理論にお る時間発展演算子 Uˆ は完全に決 で
　 xˆ0と tの測定結果は一意的に決定されなければならな う条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１対１に対応してい ことがわかる．
に物理的に極めて当然な要請である　粒子とプローブの相互作用 おいて全運動量は保存
するとい ，式 (6) 7 を導 　 Uˆ がユニタリであるという条件から式
( 1)を導出した．
定理論では測定値を適切に定義しなければならない．しかし現在の量子測定理論では，測
定値に対 充分である．前 文３）でOz wa の 義を批判 たが，この分
野のほとんどの理論家が 測定値Xtを ˆ0 とみなしてい ．更に奇妙なこ
に，xˆ0と tは一般には等しくならないのに，ˆtの測定値も Xt とみなしている．
誤差 0のとき は測定値 (x0)exp，( t)expは測定対象である x0と t 値に一致しなければな






ここで φ0(x0)は対象粒子 相互作用前 波動関数である．測定対象の状態は任意でなければな
らないから，任意の φ0(x0)に対して上の式が成立しなければならない．従って，すべての x0
に対して
〈(x0)exp〉 = x0 (30)
が成立しなければならない．
５章で示したように、(x0)exp − x0は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk|ξ0(X0)|2dX0 = 0 for k ≥ 0 (31)
が成立 なければならない．
５章の条件式 2 の場合と同じ論理によって，|ξ0(X0)|2から少 変化 |ξ0(X0 |2+δ|ξ0(X0)|2
に対しても条件 (31)が成立することを要請すると，５章で示したように，Dk(x)は xの１次
式でなければならないから，(x0)exp − 0はX0 − 〈X0〉 １次式でなければならない このと
き式 (14)，( 5)より G−1(x)は xの一次式であるから，G−1(x) = h1 (h は定数 ．よって
G(x) = g1x（g1は定数）となる．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)となる
から，式 (6)，(7)より線形性の仮説 (1)，(2)が導出される.
8 まとめと考察
は 相互作用後の粒子とプローブ 演算子 xˆt Xˆtが，相互作用前のそれらの位
置演算子 xˆ0，Xˆ0の線形結合で与えられると う線形性 仮説の正当性を議論 た．
本論文で考察している は，２章 冒頭に詳しく述べたが，対象粒子との相互作用
前にプローブの位置を測定しておいて，その相互作用 直後にプローブ を し その
測定値Xtから対象の位置 xˆ0と xˆtを測定す も であ ．このような位置測定では式 3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g( , X0)が決まれば この量子測 理論にお る時間発展演算子 Uˆ は完全に決ま ここで
　 xˆ0と xˆtの測定結果は一意的に決定されなければならない いう条件を る．またこ
の条件より，(x0, X0)と (xt, Xt)は１対１に対応していることがわか ．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存




野のほ んどの理論家が，プローブの測定値Xtを ˆ0 とみなしてい ．更に奇妙 こ
とに，xˆ0 xˆtは一般 等しくならないのに，xˆt 測定値も同じXtであるとみ ている．
0のときには測定値 (x )exp，(xt)expは測定対象である x0 xtの値に一致しなければな







〈(x0)exp〉 = x0 (30)
が成立しなければならな ．
５章で示したように、(x0)exp − x0は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk|ξ0(X0)|2dX0 = 0 for k ≥ 0 (31)
が成立しなければならない．
５章の条件 (21)の場合と同じ論理によって，|ξ0( )|2から少 変化した |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても条件 (3 )が成立することを要請すると，５章で示したように，Dk( ) の１次
式でなければならないから， 0)e p − x0はX0 − 〈X0〉の１次式でなければならない．この
き式 14) (15)より G−1(x)は x 一次式であるから，G−1 x) = h1 (h1は定数)．よって
G(x) = g1x（g1は定数）となる．ユニタリ性の条件 (11)より F (x) = f1x (f1は定数)となる
から，式 (6)，(7)より線形性の仮説 (1)，(2)が導出される.
8 まとめと考察
本論文では 相互作用後 粒子とプローブの 演算子 xˆt Xˆtが，相互作用前のそれら 位
置演算子 xˆ0，Xˆ0 線形結合で与えられるという線形性 仮説 正当性を議論した．
本論文で考察している 測定は，２章 冒頭に詳しく述べたが，対象粒子と 相互作用の
前にプローブ 位置を測定しておいて その相互作用 直後にプローブの を し，その
測定値Xtから対象の位置 xˆ0と xˆtを するも である．このような位置測定で 式 3)が理
論の出発点であり， た式 (3)が時間発展演算子 Uˆ を 義して る．式 (3)の関数 f(x0, X0)，
g(x0, X )が決まれば， の量子測定理論にお る時間発展演算子 Uˆ は完全に決まる．こ で
　 xˆ0と xˆtの測定結果は一意的に決定されなければ らな いう条件を用いている．またこ
の条件より，(x0, X0)と (xt, Xt)は１対１に対応していること わかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存




野のほとんど 理論家が，プローブの測定値X を ˆ0 とみなしてい ．更 奇妙なこ
とに，xˆ と xˆtは は等しくならないのに，xˆtの測定値も同じ ある みな ている．
誤差 0のとき は測定 (x0)exp，(xt)expは測定対象である x0と xt 値に一致しなければ




こ で φ0(x0)は 象粒子 相互作用前の波動関数である．測定対象の状態は任意でなければな
らないから，任意の φ0(x0)に対して上の式が成立しなければなら い．従って，すべての x0
に対して
〈(x0)e p〉 = x0 (30)
が成立しなければなら い．
５章で示したように、(x0)e p − x0は x0 − 〈X0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
(x0)e p − x0 = D0 +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk|ξ0(X0)|2dX0 = 0 for k ≥ 0 (31)
が成立しなければなら い．
５章の条件式 (21)の場合と同じ論理によって，|ξ0( 0)|2から少し変化 |ξ0( 0)|2+δ|ξ0(X0)|2
に対しても条件 (31)が成立することを要請す と，５章 示したように，Dk(x)は の１次
式でなければなら いから， 0)e p − x0 X0 − 〈X0〉 １次式でなければなら い．このと
き式 14) ( 5 G−1 x)は xの一次式であるから G−1(x) = h1 h1は定数)．よって
G(x) = g1x（g1は定数）となる．ユニタリ性の条件 11)より F (x) = f1x (f1は定数)となる
から，式 (6)，(7)より線形性の仮説 (1)，(2)が導出される.
8 まとめと考察
本論文では，相互作用後の粒子とプローブの 演算子 xˆt Xˆtが，相互作用前のそれらの位
置演算子 xˆ0，Xˆ0の線形結合で与えられると う線形性の仮説の正当性を議論した．
本論文で考察している位置 は，２章の冒頭に詳しく述べたが，対象粒子との相互作用の
前にプローブ 位置を測定しておいて，その相互作用 直後にプローブ ，その
測定値Xtから対象の位置 xˆ0と xˆtを測定するも であ ．このような位置測定では式 (3)が理
論の出発点であり， た式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X )，
g(x0, X )が決 れば こ 量子測定理論 おける時間発展演算子 Uˆ は完全に決ま こ で
　 xˆ0と xˆt 測定結果は一意的に決定されなければ ら と う条件を いて る．またこ
の条件より，(x0, X )と (xt, Xt)は１対 に対応 ていることがわかる
次に物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存
するという条件から，式 (6)，(7)を導出 た．更に　 Uˆ がユニタリであると う条件から式
(11)を導出した．
測 理論では測定値を適切に定義しなければなら い．しか 現在の量子測 理論では 測
定値に対する考察が不充分である．前論文３）でOzawa 定義を批判したが，この分
野のほ んどの理論家が，プローブの測定値Xtを 0 みなしている．更に奇妙 こ
と ，xˆ0と xˆtは一般には等しくなら いのに，ˆtの 値も同じXtであるとみ ている．
誤差 0のときには測定値 (x0)e p，(xt)expは測定対象で x0と xtの値に一致し け ばな
らない．一般にプローブ 確率密度関数 |ξ0(X0)|2 標準偏差が 0でないと ，得られた 値












らないから，任意の φ0(x0)に対して上の式が成立しなければ らない．従って，すべての x0
に対して
〈(x0)exp〉 = x0 (30)
が成立しなければ らない．
５章で示したように、(x0)exp − x0は x − 〈 0〉と − 〈X0〉の関数であるから， − 〈X0〉
の関数Dkを用いて
(x0)exp − x0 = D0 +D1(x − 〈X0〉) +D2(x − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk|ξ0( )|2dX0 = 0 for k ≥ 0 (31)
が成立しなければ らない．
５章の 式 2 の場合と同じ論理によって |ξ ( 0)|2から少 変化した |ξ0 X0) 2+δ|ξ0(X0)|2
に対しても条件 (31)が成立することを要請すると，５章で示したように Dk )は x １次
でなければ らないから，( 0)exp − x は − 〈X0〉の１次式でなければ らない．この
き式 14 (15)より G−1(x)は x 一次式であるから G−1( ) 1x (h1 )．よって
G(x) = g1x（g1は定数）となる．ユニタリ性の条件 (11)より F (x) = x (f1は定数)となる
から，式 (6)，(7)より線形性の仮説 (1)，(2)が導出される.
8 ま めと考察
は 相互作用後の粒子とプローブ 位置演算子 xˆt Xˆt 相互作用前 それらの位
置演算子 xˆ0，Xˆ0 線形結合で与えられるという線形性 仮説 正当性 議論 た．
本論文で考察している位置 は ２章の冒頭に詳しく述べたが，対象粒子と 相互作用の
前にプローブの位置を測定し おいて，その相互作用の直後にプローブの を測定し，そ
測定値 tから対象の位置 xˆ0と xˆtを するものである．このような位置測定では式 3 が理
論の出発点であり また式 (3)が時間発展演算子 Uˆ を 義して る．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決 れば，この量子測 理論 お る時間発展演算子 Uˆ は完全に決まる． で
　 xˆ0と xˆtの測定結果は一意 決定さ ければ らな いう条件を用 ている．またこ
の条件より，(x0, X0) (xt, Xt)は １ 対応 ていること わかる．
次に物理的に極めて当然な要請である　粒子とプローブの相互作用にお て全運動量は保存
するという条件から，式 (6)，(7)を導出した．更に　 Uˆ がユニタリであるという条件から式
(11)を導出した．
測 理論では測定値を適切に定義しなければ らない． かし現在 量子 理論では 測
定値に対する考察が不充分である．前論文３）でOz wa の定義を批判したが，この分
野のほ んど 理論家が，プローブの Xtを ˆ0の測定値とみなしてい ．更に奇妙なこ
とに，xˆ0 xˆt は等しく らない に，xˆt 測定値も同じX であるとみ して る．
誤差 0のときには測定値 (x0)exp，(xt)expは測定対象であ x0と xt 値に一致しなけ ばな
ら い．一般にプローブの確率密度 |ξ0(X0)|2 標準偏差 0 いと ，得られた 値





〈(x0)exp〉 = x0 (30)
(x0)exp − x0 x0 − 〈 0〉 0 − 〈 0〉 0 − 〈 0〉
k
(x0)exp − x0 = 0 + 1(x0 − 〈 0〉) + 2(x0 − 〈 0〉)2 + · · ·
(30)
∫
k|ξ0( 0)|2d 0 = 0 for k ≥ 0 (31)
2 |ξ0( )|2 した |ξ0 0 2+δ|ξ0( 0)|2
(3 ) k(x) x
( 0)exp − x0 0 − 〈 0〉
(14) ( 5) −1(x) x −1(x) h h
(x) = g1x g1 (11) F (x) = f1x (f1 )
(6) (7) (1) (2) .
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t xˆ0 xˆt る の (3)
(3) Uˆ (3) f(x0, 0)
g( , 0) け Uˆ
xˆ0 xˆt





xˆ0 xˆt xˆt t
0 (x0)exp (xt)exp x0 xt
|ξ0( 0)|2 0




ここで φ0(x0)は対象粒子 相互作用前の波動関数である．測定対象の状態は任意で ければな
ないから，任意の φ0(x0)に対して上の式が成立し ければならない．従っ ，すべての x0
に対して
〈(x0)exp〉 = x0 (30)
が成立 ければならない．
５章で示したように、( 0)exp x0は x0 〈 0〉とX0 − 〈X0〉の関数であるから，X0 − 〈X0〉
の関数Dkを用いて
( 0)exp − 0 = D +D1(x0 − 〈X 〉) +D2(x0 − 〈X0〉)2 + · · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk|ξ (X0)|2dX0 = 0 for k ≥ 0 (31)
が成立し ければならない．
５章 条件式 (21)の場合 同じ論理によって，|ξ0( )|2から少し変化した |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても条件 (31)が成立 るこ を要請すると ５章で示したように，Dk(x)は xの１次
式で ければな ないから，( )exp x0はX0 − 〈X0〉 １次式で ければならない．このと
き (14)，(15)より G−1(x)は x 一次式であ から，G−1( ) = h1x (h1は定数)．よって
G(x) = g1x（g1は定数）となる．ユニタリ性の条件 11 より F (x) = f1x (f1は定数)となる
から，式 (6)，(7)より線形性の仮説 (1)，(2)が導出される.
8 まとめと考察
本論文では，相互作用後の粒子とプローブ 位置演算子 xˆt，Xˆtが，相互作用前 それらの位
置演算子 xˆ0，Xˆ0の線形結合で与えられると う線形 の仮説の正当性を議論した．
本論文で考察 いる位置 は，２章 冒頭 詳しく述べたが，対象粒子と 相互作用の
前にプローブの位置を測定しておいて，そ 相互作用 直後にプローブ 位置を測定し，その
測定値Xtから対象の位置 xˆ0と xˆtを 定す も である このような位置測定では式 (3)が理
論の出発点であり，また式 (3)が時間発展演算子 Uˆ を定義している．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば この量子測定理論 おける時間発展演算子 Uˆ は完全に決まる． こで
　 ˆ と xˆtの測定結果 一意的 決定され ければならないと う条件を用いている．またこ
の条件より， 0 0 と xt, Xt)は１対１ 対応してい ことがわか ．
次 物理的に極めて当然な要請である 粒子とプローブの相互作用にお て全運動量は保存
するという条件から，式 (6)，(7)を導出した．更に　 Uˆ がユニタリであるという条件から式
(11)を導出した．
理論では測 値を適切に定義し ければならない．しかし現在の量子 定理論では，測
定値に対する考察 不充分である．前論文３）でOzawa 測定値の定義を批判したが， の分
野 ほ んどの理論家が，プローブの 値Xtを ˆ0の 値 みなしている．更に奇妙なこ
，xˆ0と xˆt 一般には等しくならない に，ˆtの測定値も同じXtであ とみ している．
誤差 0のときには測定値 ( 0)exp，(xt)expは測定対象 ある x0 xtの値に一致し ければな
らない．一般にプローブの確率密度関数 |ξ0(X0)|2の標準偏差が 0で とき，得られた測定値
tが ξ ( 0)のどのX0成分と相互作用したものなのか知ることができないために測定誤差が
8
φ0(x )
ら φ0(x0) な て x0
〈( )exp〉 = x0 (30)
( 0)e p x0 x0 − 〈X0〉 X0 − 〈X0〉 X0 − 〈X0〉
Dk
(x )exp − = D0 +D1(x0 − 〈X 〉) +D2(x0 − 〈X0〉)2 + · · ·
(30)
∫
Dk|ξ (X0)|2dX0 = for k ≥ 0 (31)
(21) と |ξ0(X0)|2 |ξ0(X )|2+δ|ξ0(X0)|2
(31) す と Dk(x) x
(x0)exp − x X0 − 〈X0〉
(14) (15) G−1(x) x G−1 ) = h1x (h1 )
G x = g1x g1 (11 F (x) = f1x (f1 )





Xt xˆ0 xˆt る (3
(3) Uˆ (3) f(x0, X0)
g(x0, X0) Uˆ
ˆ xˆt






に xˆ0 xˆt xˆt Xt る





こ で φ0(x0)は対象粒子 相互作用前の波動関数である．測定対象の状態は任意で ければな
ないから，任意の φ0(x0)に対して上の式が成立し ければならない．従っ ，すべての x0
に対して
〈(x0)exp〉 = x0 (30)
が成立し ければならない．
５章で示したように、( )exp − x0は x と 0 − 〈X0〉の関数であるから， 0 − 〈X0〉
の関数Dkを用いて
( )exp − x0 = D +D1(x0 − 〈X0〉) +D2(x0 − 〈X0〉)2 + · ·
と展開できる．平均値に対する条件 (30)に代入して
∫
Dk|ξ0( 0)|2dX0 = 0 for k ≥ 0 (31)
が成立し ければならない．
５章 (21)の場合 同じ論理によって |ξ0(X0)|2から少 変化した |ξ0( 0)|2+δ|ξ0(X0)|2
に対しても条件 (31)が成立するこ を要請すると，５章で示したように，Dk(x)は x １次
で ければな ないから，( )exp x0は 0 − 〈X0〉の１次式で ければならない．このと
き式 ( 4) (15)より G−1(x)は xの一次式であるから，G−1 1x (h1は定数)．よって
G( ) = g1x（g1は定数）となる．ユニタリ性の条件 (1 )より F ( ) = f1x (f1は定数)となる
から，式 (6)，(7)より線形性の仮説 (1)，(2)が導出される.
8 まとめと考察
本論文では，相互作用後の粒子 プローブ 位置演算子 xˆt，Xˆt 相互作用前 それら 位
置演算子 xˆ0，Xˆ0の線形結合で与えられるという線形性の仮説の正当性を議論した．
本論文で考察している位置測定は ２章の冒頭に詳しく述べたが，対象粒子と 相互作用の
前にプローブの を測定し おいて，その相互作用の直後にプローブの位置を測定し その
測定値Xtから対象 位置 xˆ0と xˆtを測定す も であ このような位置測定で 式 (3)が理
論の出発点であり また式 (3)が時間発展演算子 Uˆ を定義して る．式 (3)の関数 f(x0, X0)，
g(x0, X0)が決まれば，この量子測定理論における時間発展演算子 Uˆ は完全に決 る．こ で
　 xˆ0と xˆtの測定結果 一意的 決定さ ければならないと う条件を用いている．またこ
の条件より，( 0, 0)と (xt, Xt)は１ １に対応してい ことがわかる．
次 物理的に極めて当然な要請である　粒子とプローブの相互作用において全運動量は保存
するという条件から，式 (6)，(7) 導出した．更に　 Uˆ がユニタリであるという条件から式
(1 )を導出した．
理論では測 値を適切に定義し ければならない．しか 現在の量子測定理論では，測
定値に対する考察が不充分である．前論文３）でOzawa 測 値の 義を批判 たが，この分
野 ほ んどの理論家が，プローブ 測定値Xtを xˆ0の測定値とみなしている．更に奇妙 こ
に，xˆ0と xˆt 一般には等しくならないのに，xˆt 測定値も同じXtであるとみ している．
誤差 0のときには測定値 0 ，(xt)expは測定対象 あ x0と xtの値 一致し ければな
らない．一般にプローブの確率密度関数 |ξ0(X0)|2の標準偏差が 0でないとき，得られた測定値





測定誤差 (x0)が対象粒子の波動関数 φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = 0
となることができないときには，任意の φ0(x0)に対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x0)は φ0(x0)に依存して
はならないという条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2に対して






誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに (x0)exp = x0であるから，(x0)exp
の平均は x0の平均に等しい．しかし (x0) > 0のときにこれら２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = x0のとき 〈(x0)exp〉−x0 = δ（定数）として，新しい測定値を (x0)exp = (x0)oldexp−δ
と定義すると，〈(x0)exp〉 = x0となる．またこのとき新しい測定誤差は 2(x0) = ((x0)old)2− δ2
となるので，元の測定誤差より小さい．誤差が最小になるように測定値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = x0でなければならない．




をその平均 〈X0〉で置き換えたものを測定値 (x0)expとしている．Xtは測定値を用いて x0をX0
の関数とみなすと，上の測定値の定義が正当化できるためには，ξ0(X0)がX0の値をもつ確率










注３：式 (22)の Ck(x)の 〈X0〉は式 (21)の 〈X0〉とは少し変化している．式 (24)を参照．
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からそれぞれの測定値を決めるためには，生じる．従ってXtの値からそれぞ の測定値を決めるため X0をその平均値 〈X0〉とみ
なすしかない．４章ではこのような考えから測定値 (15)，(16)を定義している．
測定誤差 (x0)が対象粒子の波動関数 φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = 0
となることができないときには，任意の φ0(x0)に対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x0)は φ0(x0)に依存して
はならないという条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2に対して
も条件 (21)が成立しなければならないという条件を加えることによって，(x0)exp − x0が の





誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに (x0)exp = x0であるから，(x0)exp
の平均は x0の平均に等しい．しかし (x0) > 0のときにこれら２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = x0のとき 〈(x0)exp〉−x0 = δ（定数）として，新しい測定値を (x0)exp = (x0)oldexp−δ
と定義すると，〈(x0)exp〉 = x0となる．またこのとき新しい測定誤差は 2(x0) = ((x0)old)2− δ2
となるので，元の測定誤差より小さい．誤差が最小になるように測定値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = x0でなければならない．
７章で述べたように，任意の x0に対して 〈(x0)exp〉 = x0が成立していれば，(x0)expの平均は
x0の平均に等しくなる．いま対象粒子が一つの x0 値をもつ場合を考えると，x0は Xˆtの測定
値XtとX0の値がわかれば，式 (14)を用いて誤差 0で求めることができる．実際には我々は
得られたXtが ξ0(X0)のどのX0成分と相互作用したものなのか知ることができないので，X0
をその平均 〈X0〉で置き換えたものを測定値 (x0)expとしている．Xtは測定値を用いて x0をX0
の関数とみなすと，上の測定値の定義が正当化できるためには，ξ0(X0)がX0の値をもつ確率















測定誤差 (x0)が対象粒子の波動関数 φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = 0
となることができないときには，任意の φ0(x0)に対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x0)は φ0(x0)に依存して
はならないという条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2に対して






誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに (x0)exp = x0であるから，(x0)exp
の平均は x0の平均に等しい．しかし (x0) > 0のときにこれら２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = x0のとき 〈(x0)exp〉−x0 = δ（定数）として，新しい測定値を (x0)exp = (x0)oldexp−δ
と定義すると，〈(x0)exp〉 = x0となる．またこのとき新しい測定誤差は 2(x0) = ((x0)old)2− δ2
となるので，元の測定誤差より小さい．誤差が最小になるように測定値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = x0でなければならない．




をその平均 〈X0〉で置き換えたものを測定値 (x0)expとしている．Xtは測定値を用いて x0をX0
の関数とみなすと，上の測定値の定義が正当化できるためには，ξ0(X0)がX0の値をもつ確率
















生じる．従ってXtの値 らそれぞれの測定値を決めるためには，X0 その平均値 〈X0〉とみ
なすしかない．４章ではこのような考えから測定値 (15)，(16)を定義している．
(x0) 対象粒子の波動関数 φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = 0
となることができないときには，任意の φ0(x0)に対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない 従って　測定誤差 (x0)は φ0(x0)に依存して
はならないという条件を要請 た．この条件から式 (21)が導出 れ ．更にある特定の確率密
度関数 ξ0(X0)|2に対してだけで く，それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2に対して






誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに (x0)exp = x0であるから，(x0)exp
の平均は x0の平均に等しい．しかし (x0) > 0 ときにこれ ２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = x0のとき 〈(x0)e p〉−x0 = δ（定数）として，新しい測定値を (x0)exp = (x0)oldexp−δ
と定義すると，〈(x0)exp〉 = x0となる．またこのとき新しい測定誤差は 2(x0) = ((x0)old)2− δ2
となるので，元の測定誤差より小さい．誤差が最小になるように測定値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = x0でなければならない．
７章で述べたように，任意の x0に して 〈(x0)exp〉 = x0が成立していれば，(x0)expの平均は
x0の平均に等しくなる．いま対象粒子が一つの x0の値をもつ場合を考え と，x0は Xˆtの測定
値XtとX0の値がわかれば，式 (14)を用いて誤差 0で求めることができ ．実際には我々は
得られたXtが ξ0(X0)のどのX0成分と相互作用したものなのか知 ことができないので，X0
をその平均 〈X0〉で置き換えたものを (x0)expとしている．Xt 測定値を用いて x0をX0
の関数とみなすと，上の測定値の定義が正当化 きるためには，ξ0(X0)がX0の値をもつ確率














Xt か X0 〈X0〉
(15) (16)





|ξ0(X0)|2 な |ξ0(X0)|2 + δ|ξ0(X0)|2






(x0) 0 (20) (x0)exp = x0 (x0)exp
x0 (x0) > 0の ら
〈(x0)exp〉 = x0 〈(x0)exp〉− δ (x0)exp = (x0)oldexp−δ
〈(x0)exp〉 = x0 2(x0) = (x0)old 2− δ2
(x0)exp
〈(x0)exp〉 = x0
x0 対 〈(x0)exp〉 = (x0)exp
x0 x0 る x0 Xˆt
Xt X0 (14) 0
Xt ξ0(X0) X0 る X0
〈X0〉 測定値 (x0)exp Xtは x0 X0
で ξ0(X0) X0
|ξ0(X0)|2 〈x0〉 = (x0)exp な
x0 X0 (x0)exp Xt Xt X0
(x0)exp X0 で x0 測定 Xt
X0 し (x0)exp
〈(x0)exp〉 x0 〈(x0)exp〉 = x0
(3) exp(iδ)
Xˆt X0




なす かない．４章ではこのような考えから測定値 15 ，(16)を定義 ている．
測定誤差 (x0)が対象粒子の波動関数 φ0(x0)に依 φ0(x0)に対して (x0) = 0
となることができないときには，任意の φ0(x0)に対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x0)は φ0(x0) 依存して
はならないという条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2に対して






誤差 (x0)が のときには，誤差の定義式 (20)より明らかに (x0)exp = x0であるから，(x0)exp
の平均は x0の平均に等しい．しかし (x0) > 0のときにこれら２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = x0の き −x0 = δ（定数）として，新しい測定値を (x0)exp = (x0)oldexp−δ
と定義すると，〈(x0)exp〉 = x0となる．またこのとき新しい測定誤差は 2(x0) = ( x0)old)2− δ2
となるので，元の測定誤差より小さい．誤差が最小になるように測定値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = x0でなければならない．




をその平均 〈X0〉で置き換えたものを測定値 (x0)expとしてい ．Xtは測定値を用いて x0をX0
の関数とみなすと，上の測定値の定義が正当化できるためには，ξ0(X0)がX0の値をもつ確率




〈(x0)exp〉が 0と等しくなるように測定値を定義しなければならないと考えれば，〈(x0)exp〉 = x0
でなければならない．
注
注１：このとき式 (3)の右辺に位相因子 exp(iδ)がか るが，これは特別に問題を引き起こさ
ない．
注２：Xˆtの測定である測定値を得たとき，いずれかのX0成分が選択され ことになる．
注３：式 (2 )の Ck(x)の 〈X0〉は式 (21)の 〈X0〉とは少し変化している．式 (24)を参照．
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生じる．従ってXtの値からそれぞれの測定値を決めるためには X0 その平均値 〈X0〉とみ
なすしかない．４章ではこのような考えから測定値 (15)，(16)を定義している．
測定誤差 (x0)が対象粒子の波動関数 φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = 0
となることができないときには，任意の φ0(x0)に対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x0)は φ0(x0)に依存して
はならないという条件を要請 た．この条件から式 (21)が導出 れ ．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2に対して






誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに (x0)exp = x0であるから，(x0)exp
の平均は x0の平均に等しい．しかし (x0) > 0のときにこれら２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = x0の き 〈(x0)exp〉− 0 = δ（定数）として，新しい測定値を (x0)exp = (x0)oldexp−δ
と定義すると，〈(x0)exp〉 = x0となる．またこのとき新しい測定誤差は 2(x0) = ((x0)old)2− δ2
となるので，元の測定誤差より小さい．誤差が最小になるように測定値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = x0でなければならない．
７章で述べたように，任意の x0に して 〈(x0)exp〉 = 0が成立していれば，(x0)exp は
x0の平均に等しくなる．いま対象粒子が一つの x0の値をもつ場合を考えると，x0は ˆtの測定
値XtとX0の値がわかれば，式 (14)を用いて誤差 0で求めることができ ．実際には我々は
得られたXtが ξ0(X0)のどのX0成分と相互作用したものなのか知ることができないので，X0
をその平均 〈X0〉で置き換えたものを測定値 (x0)expとしている．Xt 測定値を用いて x0をX0
の関数とみなすと，上の測定値の定義が正当化できるためには，ξ0(X0)がX0の値をもつ確率














生じる．従ってXtの値からそれぞれの測定値を決 るためには，X0 その平均値 〈X0〉とみ
なすしかない．４章ではこのような考えから測定値 5 ，(16)を定義している．
測定誤差 (x0) 対象粒子の波動関数 0( 0) 依存し，任意 φ0(x0)に対して (x0) = 0
となること できないときには，任 φ0(x0)に対して Bornの確率則を再現できない．また
(x ) φ0(x0)に依存すれば，多数回の位置測定を繰り返し x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x )は φ0(x0)に依存して
はならないという条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2に対して






誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに (x0)exp = x0であるから，(x0)exp
の平均は x0の平均に等 い．しかし (x0) > 0のときにこれら２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = x0のとき 〈(x0)exp〉−x0 = δ（定数）と て， 値を (x0)e p = (x0)oldexp
定義すると，〈(x0)exp〉 = x0となる．またこのとき新しい測定誤差は 2 = ((x0)old)2− δ2
となる で，元の測定誤差より小さい．誤差が最小になるように測定値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = x0でなければならない．
７章で述べたように，任意の x0に対して 〈(x0)exp〉 = x0が成立していれば，(x0)expの平均は
x0の平均に等しくなる．いま対象粒子が一つの x0の値をもつ場合を考えると，x0は Xˆtの測定
値 tとX0の値がわかれば，式 (14)を用いて誤差 0で求めることができる．実際に 我々は
得られた tが ξ0( )のどのX0成分と相互作用したものなのか知 ことができないので，X
をその平均 〈X0〉で置き換えたも を測定値 (x0)expとしている．Xtは測定値を用いて x0 X0
の関数とみなすと，上の測 値の定義が正当化 きるためには，ξ0( )がX0の値をもつ確率
密度 |ξ0(X0)|2を用いて，〈 〉 = (x0)expでなければならない．
上の議論 は x0をX の関数とみなしていたが，(x0)expはXtによって決まり tはX0の関
数であるので，(x0)expをX0の関数とみなすこともできる．x0の を繰り返せば，測定値Xt
はそのときに関与したX0の値が違うのでいろいろ変化 ，測定値 (x0)expも変化する．その平均











生じる 従ってXt 値からそれぞれの測定値を決めるためには，X0をその平均値 〈X0〉とみ
なすしかない．４章ではこ ような考えから測定値 (15)，(16)を定義している．
測定誤差 (x0)が対象粒子の波動関数 φ0(x0)に依存し，任意の φ0 に対して (x0) = 0
と ることができないときには，任意の φ0(x0)に対して Born 確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x0)は φ0(x0)に依存して
はならないという条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2 + δ|ξ (X0)|2に対して
も条件 (21)が成立し ければならないという条件を加え によって，( 0)exp − x0が x0の
関数 ないことがわか ，線形性の仮説 (1)，(2)を導出することができた．
７章では条件 の代わりに，　測定値 ( 0)expの平均が x0の平均に等しいという を要請す
ることによっても，線形性の仮説が導出できる とを示し ．ここでもまた式 (31)の条件がある
特定の確率密度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ (X )|2+δ|ξ0(X0)|2
に対しても成立することが必要であった．
誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに (x0)exp = 0であるから，(x0)exp
平均は x0の平均に等しい．しかし (x0) > 0のときにこれら２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由 考えられるものを述べる．
〈(x0)exp〉 = 0のとき 〈(x0)exp〉−x0 = δ（定数）と て，新しい測定値を exp = (x0)oldexp−δ
と定義すると，〈(x0)exp〉 = x0となる．またこのとき新しい測定誤差は 2(x0) = ((x0)old)2− δ2
となる で，元の測定誤差より小さい．誤差が最小になるように測 値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = x0でなければならない．
７章で述べたよう ，任意の x0に対して 〈( )exp〉 = x0が成立していれば，(x0)exp 平均は
x0の平均に等しくなる．いま対象粒子が一 の x0の値をもつ場合を考え と，x0は Xˆtの測定
XtとX0の値がわかれば，式 (14)を用いて誤差 0 求めることができる．実際には我々は
得られたXtが ξ (X0)のどのX0成分と相互作用したものなのか知ることができないので，X0
をその平均 〈X0〉で置き換えたものを測定値 (x0)expとしている．Xtは測定値を用いて x0をX0
の関数とみなすと，上の測定値の定義が正当化できるためには，ξ0(X0)がX0の値をもつ確率
密度 |ξ0(X0)|2を用いて，〈x0〉 = (x0)expでなければならない．
上の議論では x0をX0の関数とみなしていたが，( )expはXtによって決まりXtはX0の関
数 あるので，(x0)expをX0 関数とみなすこともできる．x0の測定を繰り返せば，測定値Xt
はその きに関与 たX0の値が違うのでいろいろ変化し，測定値 (x0)expも変化する．その平均
〈( )exp〉がx0と等しくなるように測定値を定義し ければならないと考えれば，〈(x0)exp〉 = x0
でなければならない．
注
注１：このとき式 (3)の右辺に位相因子 exp(iδ) かかるが，これは特別に問題を引き起こさ
ない．
注２：Xˆtの測定である測定値を得たとき，いずれかのX0成分が選択されていることになる．










ξ0(X0)|2 ξ0(X0)|2 + δ ξ0(X0)|2





(x0) 0 (20) (x0)exp = x0 (x0)exp
の x0 (x0) > 0
と
〈(x0)exp〉 = 0 〈( )exp〉−x0 = δ し ( 0)exp = (x0)oldexp−δ
〈(x0)exp〉 = x0 2 x0) = ((x0)old)2− δ2
の (x0)exp
〈(x0)exp〉 = x0
〈(x0)exp〉 = x0 (x0)expの
x0 つ x0 x0 Xˆt
X0 (14) 0
Xt ξ (X0) X0 X0
〈X0〉 (x0)exp Xt x0 X0
ξ0( 0) X0
ξ0(X )|2 〈 〉 = (x0)exp
x0 X0 (x0)exp Xt Xt X0
で (x )exp X0の 0 Xt
と X0 (x0)exp
〈(x0)exp〉 x0 な 〈(x0)exp〉 = x0
(3) exp(iδ)が
Xˆt X0




すしかない．４章ではこのような考えから測定値 (15) 6 を定義している．
測定誤差 (x0)が対象粒子の波動関数 φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = 0
なることがで な ，任意の φ0(x0)に対して Bornの確率則を再現できない．また
 が φ (x0)に依存すれば，多数回の位置測定を繰り返 x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差  は φ0(x0)に依存して
はならないという条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけで く，それを少し変化させた |ξ0(X )|2 + δ ξ0 X0)|2に対して




特定の確率密度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X )|2+δ|ξ0(X0)|2
に対しても成立するこ が必要であった．
誤差 (x0)が 0 とき は，誤差の定義式 (20)より明らか ( )exp = x0であるから，(x0)exp
の平均は x0の平均に等し かし (x0) > 0のときにこれら２つ 平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈( )exp〉 = x0のとき 〈( )exp〉−x0 = δ（定数）と て，新しい測定値を e (x0)oldexp−δ
と定義す と，〈( )exp〉 = x0となる またこのとき新しい測定誤差は 2 = (x0)old)2− δ2
となる で，元の測定誤差より小さい．誤差が最小になるように測定値 (x0)expを定義すべきで
あるから，〈( )exp〉 = x0で ければならない．
７章で述べたように，任意の x0に対して 〈( )exp〉 = x0が成立していれば (x0)e pの平均は
x0の平均に等しくなる．いま対象粒子が一つの x0の値をもつ場合を考え と，x0は Xˆtの測定
値Xtと 0の値 わかれば，式 (14)を用いて誤差 0で求めることができる．実際には我々
得られた tが ξ0(X0)のどのX0成分と相互作用したものなのか知ることができないので，X0
をそ 平均 〈X0〉で置き換えたものを測定値 (x0)expとしている．Xtは測定値を用いて x0をX
の関数 みなすと，上 測定値の 義が正当化できるためには，ξ0(X0)がX0の値をもつ確率
密度 |ξ0(X0)|2を用いて，〈x0〉 = (x0)expで ければならない．
上の議論では x0をX の関数とみなしていたが，(x0)expはXtによって決ま Xtは 0の関
数 ある で，(x )expをX0の関数とみなすこともできる．x0の測定を繰り返せば，測定値Xt
は ときに関与 たX0の値が違 のでいろいろ変化し，測定値 (x0)expも変化する．その平均
〈( )exp〉がx0と等しくなるように測定値を 義し ければならないと考えれば，〈( )exp〉 = x0
で ければならない．
注
注１：このとき式 (3)の右辺に位相因子 exp(iδ) かるが，これは特別に問題を引き起こさ
ない．
注２：Xˆtの測定である測定値を得たとき，いずれかのX0成分が選択されていることになる．





生じる．従ってXt 値からそれぞれの を決めるためには， をその平均値 〈X0〉とみ
すしかない．４章ではこのような考えから測 値 (15)，(16)を定義している．
測定誤差 (x0)が対象粒子の波動関数 φ (x0)に依存し，任意の φ0(x0)に対して (x0) = 0
なることがで ないときには，任意の φ (x0)に対 Bornの確率則を再現できない．また
( 0)が φ (x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定 (x0)を知る とはできない．従って　測定誤差 (x0)は φ (x0)に依存して
はならないという条件を要請した．この条件から式 (21)が導出された．更 ある特定の確率密
度関数 |ξ (X0)|2に対してだけでなく，それ 少し変化させた |ξ (X )|2 + δ|ξ (X0)|2に対して
も条件 (21)が成立し ければならないという条件を加えることによって，(x0)exp − x0が x0の
関数でないことがわかり 線形性の仮説 (1)，(2)を導出することができた．
７章では条件　の代わりに，　測定値 (x0)exp が x0の平均に等しいという条件を要請す
ることによっても，線形性の仮説が導出できる と 示 た．ここでもまた式 (31)の条件がある
特定の確率密度関数 |ξ (X0)|2に対してだけでなく，それを少し変化させた |ξ (X0)|2+δ|ξ (X0)|2
に対しても成立することが必要であった．
誤差 (x0)が 0 ときには，誤差の定義式 2 より明らかに ( )exp = x0であるから，(x0)exp
の平均は x0の平均に等 い．しかし (x0) > 0のときにこれら２つの平均値が等しくなるとい
うの ，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = の き 〈( )exp〉−x0 = δ（定数）として，新しい測定値を x0 exp = (x0)oldexp−δ
定義する ，〈(x0)exp〉 = x0 なる．またこのとき新しい 誤差は  = ((x0)old)2− δ2
となる で，元の測定 より さい．誤差が最小 なるように測定値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = x0で ければならない．
７章で述べたように，任意の 0に対して 〈(x0)exp〉 = x0が成立していれば，(x0)expの平均は
x0の平均に等しくなる．いま対象粒子が一つの x0の値 もつ場合を考えると，x0 Xˆtの測定
値XtとX0 値がわかれば，式 (14)を用いて誤差 0で求めることができる．実際には我々は
得られた tが ξ ( )のど X0成分と相互作用 たものなのか知ることが きないので，X0
をその平均 〈X0〉で置き換えたものを測定値 (x0)expとしている． tは測定値を用いて x0をX0
の関数 みなすと 上 測定値の定義が正当化できるためには，ξ (X0)がX0の値をもつ確率
密度 |ξ (X )|2を用いて，〈 0〉 = (x0)expで ければならない．
上の議論では x0をX0の関数とみなしていたが，(x0)expは tによって決まり tは 0の関
数 あるので，(x0)expをX0の関数 みなすこともできる． 0の を繰り返せば，測定値Xt
はそのときに関与したX0 が違うのでいろいろ変化し，測定値 (x0)expも変化する．その平均
〈(x0)exp〉がx0と等しくなるように測定値を定義し け ならないと考えれば，〈(x0)exp〉 = x0
で ければならない．
注
注１：このとき式 (3)の右辺に位相因子 exp(iδ) かかるが，これは特別に問題を引き起こさ
ない．
注２：Xˆt である測定値を得たとき，いずれかのX0成分が選択されてい ことになる．






測定誤差 (x0)が対象粒子 波動関数 φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = 0
となることができないときには，任意の φ0(x0)に対して Bornの確率則を再現 きない．また
(x0)が φ0 に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏 等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x0) φ0(x0)に依存して
はならないという条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0 X0)|2 + δ|ξ0(X0)|2に対して
も条件 (21)が成立しなければならないという条件を加えることによって，(x0)exp − x0が x0
関数でないことがわかり，線形性の仮説 (1)，(2)を導出することができた．




誤差 (x0)が 0 ときには，誤差の定義式 (20)より明らかに (x0)exp = であ から (x0)exp
の平均は x0の平均に等しい．しかし (x0) > 0のときにこれら２つ 平均値が等しくなると
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = x0のとき 〈(x0)exp〉−x0 = δ（定数）として，新しい測 値を (x0)exp = (x0)oldexp−δ
と定義すると，〈(x0)exp〉 = x0となる．またこのとき新しい測定誤差は 2(x0) = ((x0)old)2− δ2
となるので，元の測定誤差より小さ 誤差が最小になるように測定値 (x0)expを定義すべき
あるから，〈(x0)exp〉 = x0でなければならない．
７章で述べたように，任意の x0に対して 〈(x0)exp〉 = x0が成立していれば，(x0)exp 平均は
x0 平均に等しくなる．いま対象粒子が一 の x0の値をもつ場合を考えると，x0は ˆt 測定
値Xtと 0の値がわかれば，式 (14)を用いて誤差 0で求めることができる．実際には我々は
得られたXtが ξ0(X0) どのX0成分と相互作用したものなのか知ることができないので，X0
をその平均 〈X0〉で置き換えたものを測定値 (x0)expとしている．Xtは測定値を用いて x0 X0
の関数とみなすと，上の測定値の定義が正当化できるためには，ξ0(X0)が 値をもつ確率




















|ξ0(X0)|2 |ξ0(X |2 + δ|ξ0(X0)|2




|ξ0(X0)|2 |ξ (X0)|2+δ|ξ0 X0)|2
(x0) 0の (20) (x0)exp = x0 ，(x0)exp
x0 (x0) > 0
〈(x0)exp〉 = x0 〈(x0)exp〉−x0 = δ 定 (x0)exp = ( 0)oldexp−δ
〈(x0)exp〉 = x0 2(x0) = ((x0)old)2− δ2
(x0)exp
〈(x0)exp〉 =
x0 〈(x0)exp〉 = x0 (x0)exp
x0の x0 x0 ˆt
Xt X0 (14) 0
Xt ξ0(X0)の X0 X0
〈X0〉 (x0)exp Xt x0 X0
ξ0(X0)
|ξ0(X0)|2 〈x0〉 = (x0)exp
x0 X0 (x0)exp Xt Xt X0の関
(x0)exp X0 x0 Xt
X0 (x0)exp
〈(x0)exp〉 x0 〈(x0)exp〉 = x0
(3) exp(iδ)
Xˆt X0




生じる．従ってXtの それぞれの測定値 決めるためには，X0をその平均値 〈X0〉とみ
なすしかない．４章ではこのような考えから測定値 (15)，(16)を定義している．
測定誤差  が対象粒子の波動関数 φ0(x )に依存し，任意の φ0( 0)に対して (x0) = 0
なることができないとき は，任意 φ (x0)に対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して の平均値や標準偏差等がわか
まで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x0)は φ0(x0)に依存して
は らな という 要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2に対して
も条件 (21)が成立しなければならない いう条件を加えることによって，( )exp − x0が x0の
関数でないことがわかり，線形性の仮説 (1)，(2)を導出することができた．




誤差 (x0)が 0のときには，誤差の定義式 (20)より明 かに ( 0)exp = 0であるから，(x0)exp
の平均は 0の平均 等 い．しかし (x0) > 0のときにこれら２つの平均値が等しくなるとい
うのは， れ程自明ではない．以下にそ 理由と考えられるものを述べる．
〈( )exp〉 = の き 〈(x0)exp〉−x0 = δ（定数）として，新しい測定値を (x0)exp = (x0)oldexp−δ
定義すると，〈(x0)exp〉 = x0となる．またこのとき新しい測定誤差は  (x0) = ((x0)old)2− δ2
となるの ，元の測定誤差 り小さい．誤差が最小 なるように測 値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = でなければならない．
７章で述べたよう ，任意 0に対して 〈(x0)exp〉 = x0が成立していれば，(x0)expの平均は
x0の平均に等しくなる．いま対象粒子が一つの x0の値 もつ場合を考えると，x0は Xˆtの測定
XtとX0の値がわかれば，式 (14)を用いて誤差 0 求めることができる．実際には我々は
得られ tが ξ0( )のど X0成分と相互作用したも のか知ることが きないので，X0
をその平均 〈X0〉で置き換えたものを測定値 (x0)expとして る．Xtは測定値を用いて x0をX0
関数とみなすと，上の測定値の定義が正当化できるためには，ξ0(X0)がX0の値をもつ確率
密度 |ξ (X0)|2を用いて，〈 0〉 = (x0)expでなければならない．
上 議論では x0をX0の関数とみなし いたが，(x0)expはXtによって決まりXtはX0の関
数である で，(x0)expをX0の関数 みなすこともできる．x0の測定を繰り返せば，測定値Xt
はそ とき 関与したX0 値が違うのでいろいろ変化し 測定値 (x0)expも変化する．その平均













測定誤差 (x0)が対象粒子の波動関数 0(x0) 依存し，任意の φ0(x0)に対して (x0) = 0
なることがで ないときには，任意の φ0(x0)に対して Bornの確率則を再現できない．また
 が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差  は φ0(x0)に依存して
はならないという条件を要請した．この条件から式 (21)が導出された．更 ある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させ |ξ0(X )|2 + δ|ξ0(X0 |2に対して




特定の確率密度関数 |ξ0(X0)|2に対 てだけでなく，それを少し変化させた |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても成立することが必要であった．
誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに = x0であるから，(x0)exp
の平均は x0の平均に等しい．しかし (x0) > 0のときにこれら２つの平均値が等しくなる い
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = x0のとき 〈( 0)exp〉−x0 = δ（ 数）と て，新しい測 値を ( 0)exp ( 0)oldexp−δ
と 義す と，〈(x0)exp〉 = x0となる．またこのとき新しい測定誤差は 2 = (( 0)old)2− δ2
となる ，元の測定誤差より小さい．誤差が最小になるように測定値 (x0)expを定義すべき
あるから，〈( 0)exp〉 = x0で ければならない．
７章で述べたように，任意の x0に対 〈(x0)exp〉 = x0が成立していれば，(x0)expの平均は
x0の平均に等しくなる． ま対象粒子が一つの x0の値をもつ場合を考えると，x0は ˆt 測定
値XtとX0の値がわかれば，式 (14)を用いて誤差 0で求めることが きる．実際には我々は
得られた tが ξ0(X0)のどのX0成分と相互作用したものな か知るこ がで ないので，X0
をそ 平均 〈X0〉で置き換えたものを測定値 (x0)expとしている．Xtは測定値を用いて x0をX
の関数 みなすと，上 測定値の定義が正当化できるためには，ξ0(X0)が 0の値 もつ確率
密度 |ξ0 X0)|2を用いて，〈x0〉 = ( 0)expで ければならない．
上の議論では x0をX0の関数とみなしていたが，(x0)exp Xtによって決まりXtはX0 関
数 あるので，(x )expをX0の関数とみなすこともできる．x0 測定を繰り返せば，測定値Xt
はそのときに関与したX0の値が違うのでいろいろ し，測定値 e も変化す ．その平均
〈(x0)exp〉がx0と等しく るように測定値を定義し ければ らないと考えれ ，〈(x0)exp〉 = x0
で ければならない．
注
注１：このとき式 3)の右辺に位相因子 exp(iδ) かかるが，これは特別に問題を引き起こさ
ない．
注２：Xˆtの測定である測定値を得たとき，いずれかのX0成分が選択されていることになる．





生じる．従ってXtの値からそれぞれの測 値を決め ためには，X0をその平均値 〈X0〉とみ
なすしかない．４章ではこのような考えから測定値 (15)，(16)を 義している．
測定誤差 ( 0)が対象粒子の波動関数 φ0(x0)に依存し，任意の φ0(x0) 対して (x0) =
となることができないときには，任意の φ0(x0)に対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏 等がわか
るまで，測定誤差 (x0)を知ることはできない 従って　測 誤差 (x0)は φ0(x0)に依存 て
はならないという条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0 |2 + δ|ξ0(X0)|2に対して
も条件 (21)が成立しなければならないという条件を加えることによって ( )exp − x0
関数でないことがわかり，線形性の仮説 1 ，(2)を導出することが きた．
７章では条件　の代わりに，　測定値 (x0)expの平均が x0の平均 等しい いう条件を要請す
ること よっ も，線形性の仮説が導出できることを示した．ここでもまた式 (31)の条件がある
特定の確率密度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2+δ|ξ0(X0)|2
対しても成立することが必要であった．
誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに (x0)e p = x0であるから，(x0)exp
の平均は x0の平均に等しい．しかし (x0) > 0のときにこれら２つの平均値が等しく るとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈( )exp〉 = x0の き 〈(x0)e p〉−x0 = δ（定数）として，新しい測定値を (x0)exp = (x0)oldexp−δ
と定義すると，〈(x0)exp〉 = x0となる．またこのとき新しい測定誤差は 2( 0) = (( 0)old)2− δ2
となるので，元の測定誤差 り小さい．誤差が最小にな ように測 値 ( 0)ex を定義すべきで
あるから，〈(x0)exp〉 = x0でなければならない．
７章で述べたよう ，任意の 0に対して 〈(x0)exp〉 = 0が成立 ていれば，(x0)expの平均は
x0の平均に等しくなる．いま対象粒子が一つ x0の をもつ場合を考えると，x0は ˆt 測定
tとX0の値がわかれば，式 (14)を用いて誤差 0で求めることができる．実際には我々は
得られたXtが ξ0(X0)のどのX0成分と相互作用したも な か知るこ が きない ，X0
をその平均 〈X0〉で置き換えたものを測定値 x0)expとしている．Xtは測定値を用いて 0をX0
関数とみなすと，上の測定値の定義が正当化できるためには，ξ0( 0)が の値 もつ確率
密度 |ξ0(X0)|2を用 て，〈x0〉 = (x0)expでなければならない．
上の議論では x0をX0の関数とみなし いたが，(x0)exp Xtによって決まり tは
数であるので，(x0)expをX0の関数とみなすこと できる．x0 測定を繰り返せば，測定 Xt
はそのときに関与したX0の値が違うので ろいろ変化し，測定値 (x0)expも変化する．その平均











測定誤差 ( 0)が対象粒子の波動関数 φ0(x0)に依存し，任意の φ (x0)に対して (x0) = 0
となるこ ができないときには，任意の φ0(x0)に対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏 等がわか
るまで，測定誤差 (x0)を知ることはできない 従って　測 誤差 (x0)は φ0(x0) 依存 て
は らな という条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0( )|2 + δ|ξ0(X0)|2に対 て
も条件 (21)が成立し ければ らな という条件を加えることによって，( )exp − x0 x0の
関数でないことがわかり，線形性の仮説 (1)，(2)を導出することが きた．
７章では条件　 代わりに，　測定値 (x0)expの平均が x0 平均 等し いう条件を要請す
ること よっ も，線形性の仮説が導出できることを示した．ここでもまた式 (31)の条件がある
特定の確率密度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても成立することが必要であった．
誤差 (x0)が のときには，誤差の定義式 (20)より明らかに ( 0)exp = x0であるから，(x0)exp
の平均は 0の平均に等しい． かし (x0) > 0のときにこれら２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられ ものを述べる．
〈(x0)exp〉 = x0の き 〈(x0)exp〉−x0 = δ（定数）として，新しい測定値を ( 0)exp = oldexp−δ
定義すると，〈(x0)exp〉 = x0となる．またこのとき新しい測定誤差は 2(x0) = ((x0)old) − δ2
となるので，元の測定誤差 り小さい．誤差が最小にな ように測定値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = 0で ければ らない．
７章で述べたよう ，任意の 0に対して 〈(x0)exp〉 = x0が成立 ていれば，(x0)exp は
x0の平均に等しくなる．いま対象粒子が一つの x0の をもつ場合を考えると，x0は ˆt 測定
値XtとX0の値がわかれば，式 (14)を用いて誤差 0 求め ことができる．実際には我々は
得られたXtが ξ0(X0) どのX0成分と相互作用したも な か知ることが きない ，X0
をその平均 〈X0〉で置き換えたものを測定値 (x0)expとしている．Xtは測定値を用いて x0をX0
の関数とみなすと，上の測定値の定義が正当化できるためには，ξ0( 0)が 0の値 もつ確率
密度 |ξ0(X0)|2を用いて，〈x0〉 = ( 0)expで ければ らない．
上の議論では x0をX の関数とみなし いたが，(x0)expはXtによって決まりXtは 0
数であるので，(x0)expをX0の関数とみなすこともできる．x0の測定を繰り返せば，測定 Xt
はそのときに関与したX0の値が違うので いろ変化し 測定値 (x0)expも変化する．その平均
〈(x0)exp〉がx0と等しくなるように測定値を定義し ければ ら いと考えれば，〈(x0)exp〉 = x0
で ければ らない．
注１：こ とき式 (3)の右辺に位相因子 exp(iδ)がかかるが，これは特別に問題を引き起こさ
ない．
注２：Xˆtの測定である測定値を得たとき，いずれかのX0成分が選択されていることになる．





生じ 従って t 値 らそれぞれ 測定値を決めるためには，X0をそ 平均 〈X 〉とみ
なすしかな ．４章ではこのよう 考えから測定値 (15)， 16 を定義している．
測定誤差 (x0)が対象粒子の波動関数 φ (x0) 依存 ，任意 φ0(x0)に対して (x0) = 0
と ることができないとき は 任意 φ0(x0)に対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば 多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで， 定 (x0) 知ることはでき い．従って　測定誤差  x0 は φ0(x0) 依存して
はならないという を要請 た．この条件か 式 (21)が導出された．更にある特定の確率密
度関数 | | に対 てだけで く，それを少し変化させた |ξ0(X0)|2 + δ|ξ (X0)|2に対して
も条件 (21)が成立しなければならないと う条件を加えることによって，(x0)exp − x0 x0の
関数でない わかり，線形性の仮説 1)，(2)を導出す でき
７章では 　の代わり 　測 (x0)exp 平均 x0の平均に等 いという条件を要請す
ることによっても，線形性 仮説 導出できることを示 た．ここでもま 式 31)の条件がある
特定の確率密度関数 |ξ0(X |2に対してだけ なく，それを少し変化させ |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても成立するこ が必要であった．
誤差 (x0)が 0 ときには，誤差の定義式 (20)より明らかに (x0)exp = x0であるから，(x0)exp
の平均 x0 に等しい． かし (x0) > 0の き こ ら２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈 ex 〉 = 0 とき 〈(x0)exp〉− 0 = δ（定数） して，新しい測定値を ( 0)exp = ( 0)oldexp
と定義する 〈( 0)exp〉 = となる．またこのとき新し 測定誤差は 2(x0) = ((x0)old)2− δ2
と ので 元の測定誤差より小さい．誤差が最小に るように測定値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = x0で ければならない．
７章で述べたよう ，任意の x0に対して 〈(x0)exp〉 = x0 成立していれば，(x0)expの平均は
x0の平均に等しくなる．いま対象粒子が一つ x0の値 もつ場合を考える ，x0は Xˆtの測定
値XtとX0 値 わかれば，式 (14)を用いて誤差 で求めることができる．実際には我々は
得られたXtが ξ0( )のどの 成分と相互作用したものなのか知 こ ができな ので，X0
をその平均 〈X0〉で置き換えたも を測定値 (x0)expとしてい ．Xtは測定値を用いて x を 0
の関数とみなすと，上の測定値の定義が正当化できるためには，ξ0(X0)がX0の値をもつ確率
密度 |ξ0(X0)|2を用いて 〈x0〉 = (x0)expでなければなら い．
上の議論 は x0を 0 数とみなしていたが，( 0)expはXtによって決まりXtはX0の関
数 あ ので，( 0)expを 0 数とみなすこともできる．x0の測定を繰り返せば，測定値Xt




注１： のとき式 (3)の右辺に位相因子 exp(iδ)がかかるが，こ は特別に問題を引き起こさ
ない．
注２：Xˆtの測定である測定値を得たとき，いずれか 0成分が選択され ことになる
注３：式 (22)の Ck(x)の 〈X0〉は式 (21)の 〈X0〉とは少し変化している．式 (24)を参照．
参考文献
9
生じ 従ってXtの値からそれぞれ 測定値を決めるため は，X0をそ 平均 〈X0〉とみ
なすしかな ．４章ではこのよう 考えから測定値 (15)，(16)を定義している．
測定誤差 (x0)が対象粒子の波動関数 φ0(x0) 依存 ，任意の φ0(x0)に対して (x0) = 0
となることができないとき は 任意の 0( 0) 対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば 多数回の位置測定を繰り返して x0の平均値や標準偏 等がわか
るまで， 知るこ はできない．従って　測定誤差 (x0)は φ0(x )に依存して
はならないという条件を要請 た．この条件から式 (21)が導出された．更 ある特定の確率密
度関数 ξ0(X0)|2に対 てだけでなく，それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2 対して
も条件 (21)が成立しなければならないという条件を加えることによって， x0)exp − x0 x0の
関数 ない わかり，線形性の仮説 (1)，(2)を することができた．
７章では 　の代わりに，　測定値 (x exp 平均 x0 平均に等 いという条件を要請す
ることによっても，線形性 仮説が導出でき ことを示した．ここでもまた式 (31)の条件がある
特定の確率密度関数 |ξ (X )|2に対してだけ なく，それを少し変化させた |ξ (X0)|2+δ|ξ0(X0)|2
に対しても成立するこ 必要であった．
誤差  が とき ，誤差 定義式 (20)より明らかに (x0)exp = x0であるから，(x0)exp
の平均 x0 平均に等しい．しかし (x0) > 0の き こ ら２つ 平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由 考えられるものを述べる．
〈(x0)exp〉 = x0の き 〈 x 〉− = δ（定数） して，新しい測定値を (x0)exp = ( 0)oldexp−δ
と定義す 〈(x0)exp〉 = x0となる．またこのとき新し 測定誤差は 2(x0) = ((x0)old)2− δ2
とな ので 元の測定誤差 り小さい．誤差が最小 なるように測定値 ( 0)expを定義すべきで
あるから，〈(x0)exp〉 = x0でなければならない．
７章で述べたよう 任意 x0に対して 〈 x0 exp〉 = x0が成立していれば，(x0)expの平均
x0の平均に等しくなる．いま対象粒子 一つ x0の値をもつ場合を考え ，x0は Xˆtの測定
値XtとX0 値 わか ば，式 (14)を用いて誤差 0で求めることができる．実際には我々は
得られたXtが ξ0(X0) どの 0成分と相互作用したものなのか知ることができないので，
をそ 平均 〈 0〉で置き換えたも ( 0)expとしている．Xtは測定値を用いて x0をX0
の関数とみなすと，上の測定値の定義が正当化できるためには，ξ0(X がX0の値をもつ確率
密度 |ξ0( 0)|2を用いて，〈 0〉 = ( )expでなければなら い．
上の議論では x0をX0の関数とみなしていた ，(x0)expはXtによって決ま XtはX0の関
数 あ で，(x0)expを 0 数とみ すことも きる．x0の測定を繰り返せば，測定値Xt
はそのときに関与したX0 値が違 のでいろいろ変化し，測定値 (x0)expも変化する．その平均
〈(x0)exp〉がx0と等しく るように測定値を定義しなければならないと考えれば，〈(x0)exp〉 = x0
でなければならない．
注
注１： のとき式 (3)の右辺に位相因子 exp(iδ)がかかるが，こ は特別に問題を引き起こさ
ない．
注２： ˆtの測定である測定値を得たとき，いずれか 0成分が選択されているこ になる











測定誤差 (x0)が対象粒子の波動関数 φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = 0
となることができないときには，任意の φ0(x0)に対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x0)は φ0(x0)に依存して
はならないという条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2に対して






誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに (x0)exp = x0であるから，(x0)exp
の平均は x0の平均に等しい．しかし (x0) > 0のときにこれら２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = x0のとき 〈(x0)exp〉−x0 = δ（定数）として，新しい測定値を (x0)exp = (x0)oldexp−δ
と定義すると，〈(x0)exp〉 = x0となる．またこのとき新しい測定誤差は 2(x0) = ((x0)old)2− δ2
となるので，元の測定誤差より小さい．誤差が最小になるように測定値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = x0でなければならない．




をその平均 〈X0〉で置き換えたものを測定値 (x0)expとしている．Xtは測定値を用いて x0をX0
の関数とみなすと，上の測定値の定義が正当化できるためには，ξ0(X0)がX0の値をもつ確率
















測定誤差 (x0)が対象粒子の波動関数 φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = 0
となることができないときには，任意の φ0(x0)に対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x0)は φ0(x0)に依存して
はならないという条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2に対して






誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに (x0)exp = x0であるから，(x0)exp
の平均は x0の平均に等しい．しかし (x0) > 0のときにこれら２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = x0のとき 〈(x0)exp〉−x0 = δ（定数）として，新しい測定値を (x0)exp = (x0)oldexp−δ
と定義すると，〈(x0)exp〉 = x0となる．またこのとき新しい測定誤差は 2(x0) = ((x0)old)2− δ2
となるので，元の測定誤差より小さい．誤差が最小になるように測定値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = x0でなければならない．




をその平均 〈X0〉で置き換えたものを測定値 (x0)expとしている．Xtは測定値を用いて x0をX0
の関数とみなすと，上の測定値の定義が正当化できるためには，ξ0(X0)がX0の値をもつ確率

















測定誤差 (x0)が対象粒子の波動関数 φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = 0
となることができないときには，任意の φ0(x0)に対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x0)は φ0(x0)に依存して
はならないという条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2に対して
も条件 (21)が成立しなければならないという条件を加えることによって，(x0)exp − x0が x0の
関数でないことがわかり，線形性の仮説 (1)，(2)を導出することができた．




(x0)が 0のときには，誤差の定義式 (20)より明らかに (x0)exp = x0であるから，(x0)exp
の平均は x0の平均に等しい．しか (x0) > 0のときにこれら２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = x0のとき 〈( )exp〉−x0 = δ（定数）として，新しい測定値を (x0)exp = (x0)oldexp−δ
と定義する ，〈(x0)exp〉 = x0となる．またこのとき新しい測定誤差は 2(x0) = ((x0)old)2− δ2
となるので，元の測定誤差より小さい．誤差が最小になるよう 測定値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = x0でなければならない．
７章で述べたように，任意の x0に対して 〈(x0)exp〉 = x0が成立していれば，(x0)expの平均は
x0の平均に等しくなる．いま対象粒子が一つの x0の値をもつ場合 考えると，x0は Xˆtの測定
値XtとX0の値がわかれば，式 (14)を用いて誤差 0で求めることができる．実際には我々は
得られたXtが ξ0(X0)のどの 成分と相互作用したものなのか知ることができないの ，X0
をその平均 〈X0〉で置き換えたものを測定値 (x0)expとしている．Xtは測定値を用いて x0をX0
の関数とみなすと，上の測定値の定義が正当化できるためには，ξ0(X0)がX0の値をもつ確率










注３：式 (22)の Ck(x)の 〈X0〉は式 (21)の 〈X0〉とは少し変化している．式 (24)を参照．
参考文献
9
t 0 〈 0〉
(15) (16)





|ξ0( 0)|2 |ξ0( 0)|2 δ|ξ0( 0)|2




|ξ0( 0)|2 |ξ0( 0)|2 δ|ξ0( 0)|2
誤差 (x0) 0 (20) (x0)exp x0 (x0)exp
x0 (x0) 0
〈(x0)exp〉  x0 〈( 0)exp〉 x0 δ (x0)exp (x0)oldexp δ
と 〈(x0)exp〉 x0 2(x0) ((x0)old)2 δ2
に (x0)exp
〈(x0)exp〉 x0
x0 〈(x0)exp〉 x0 (x0)exp
x0 x0 を x0 ˆt
t 0 (14) 0
t ξ0( 0) 0 0
〈 0〉 (x0)exp t x0 0
ξ0( 0) 0
|ξ0( 0)|2 〈x0〉 (x0)exp
x0 0 (x0)exp t t 0
(x0)exp 0 と x0 t
0 の (x0)exp
〈(x0)exp〉 x0 〈(x0)exp〉 x0
(3) exp(iδ)
ˆ
t 測定 0 る





測定誤差 (x0)が対象粒子の波動関数 φ0(x )に依存し，任意の φ0(x )に対して  = 0
となることができ いときには，任意の φ0(x )に対して Bornの確率則を再現できない．また
(x0)が φ0(x )に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤 (x0)を知ることはできない．従って　測定誤差 (x0)は φ0(x )に依存して
はなら いと う条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X )|2に対してだけでなく，それを少し変化させた |ξ0(X )|2 + δ|ξ0(X )|2に対して
も条件 (21)が成立しなければなら いと う条件を加えることによって，(x0)exp − x0が x0の
関数でないことがわかり，線形性の仮説 (1)，(2)を導出することができた．
７章では条件　の代わりに， 測定値 (x0)expの平均が 0の平均に等しいと う条件を要請す
ることによっても，線形性の仮説が導出できることを示した． こでもま 式 (31)の条件がある
特定 確率密度関数 |ξ0(X )|2に対してだけでなく，それを少し変化させた |ξ0(X )|2+δ|ξ0(X )|2
に対しても成立することが必要であった．
誤差 (x0)が 0のときには，誤差の定 (20)より明らか (x0)exp = x0であるから，(x0)exp
の平均は x0の平均に等しい．しか (x0) > 0のときにこれら２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = x0のとき 〈(x0)exp〉−x0 = δ（定数）として，新しい測定値を (x0)exp = (x0)oldexp−δ
と定義すると，〈( 0)e 〉 = x0となる．またこのとき新しい測定誤差は 2(x0) = ((x0)old 2− δ2
となるので，元の測定誤差より小さい．誤差が最小になるように測定値 (x0)expを 義すべきで
あるから，〈(x0)exp〉 = x0でなければなら い．
７章で述べたように，任意の x0に対して 〈(x0)exp〉 = x0が成立していれば，(x0)expの平均は
x0の平均に等しくなる．いま対象粒子が一つの x0の値をもつ場合を考えると，x0は Xˆtの測定
値Xt X0の値がわかれば，式 (14)を用いて誤差 0で求めることが きる．実際には我々は
得られたXtが ξ0(X )のど X 成分と相互作用したものな か知ることができないので，X0
をその平均 〈X0〉で置き換えたものを測定値 (x0)expとしている．Xtは測定値を用いて x0をX0
の関数とみなすと，上の測定値の定義が正当化できるためには，ξ0(X )がX0の値をもつ確率
















測定誤差 (x0)が対象粒子の波動関数 φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = 0
となることができないときには，任意の φ0(x0)に対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x0)は φ0(x0)に依存して
はならないという条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2に対して
も条件 (21)が成立しなければならないという条件を加えることによって，(x0)exp − x0が の
関数でないことがわかり，線形性の仮説 (1)，(2)を導出することができた．
７章では条件　の代わりに， 測定値 (x0)expの平均が x0の平均に等しいという条件を要請す
ることによっても，線形性の仮説が導出できることを示した． こでもま 式 (31)の条件がある
特定の確率密度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても成立することが必要であった．
誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに (x0)exp = x0であるから，(x0)exp
の平均は x0の平均に等しい．しかし (x0) > 0のときにこれら２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = x0のとき 〈(x0)exp〉−x0 = δ（定数）として，新しい測定値を (x0)exp = (x0)oldexp−δ
と定義すると，〈(x0)exp〉 = x0となる．またこのとき新しい測定誤差は 2(x0) = ((x0)old)2− δ2
となるので，元の測定誤差より小さい．誤差が最小になるように測定値 (x0)expを 義すべきで
あるから，〈(x0)exp〉 = x0でなければならない．
７章で述べたように，任意の x0 対して 〈(x0)exp〉 = x0が成立していれば，(x0)exp は
x0の平均に等しくなる．いま対象粒子が一つの x0の値をもつ場合を考えると，x0は Xˆtの測定
値XtとX0の がわかれば，式 (14)を用いて誤差 0で求めることができる．実際には我々は
得られたXtが ξ0(X0)のどのX0成分と相互作用したものなのか知ることができないので，X0
をその平均 〈X0〉で置き換えたものを測定値 (x0)expとしている．Xtは測定値を用いて x0をX0
の関数とみなすと，上の測定値の定義が正当化できるためには，ξ0(X0)がX0の値をもつ確率














生じる．従ってXtの値からそれぞ の測定値を決 るためには，X0をその平均値 〈X0〉とみ
なすしかない．４章ではこのような考えから測定値 (15)，(16)を定義している．
測定誤差 (x0)が対象粒子の波動関数 φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = 0
となることができないときには，任意の φ0(x0)に対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x )は φ0(x0)に依存して
はなら いと う条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 ξ0(X0)|2に対してだけでなく，それを少し変化させた ξ0(X0)|2 + δ ξ0(X0)|2に対して
も条件 (21)が成立しなければなら いと う条件を加えることによって，(x0)exp − 0が x0の
関数でないことがわかり，線形性の仮説 (1)，(2)を導出することができた．
７章では条件　の代わりに，　測定値 (x0)expの平均が x0の平均に等しいと う条件を要請す
ることによっても，線形性の仮説が導出できることを示した．ここでもまた式 (31)の条件がある
特定の確率密度関数 ξ0(X0)|2に対してだけでなく，それを少し変化させた ξ0(X0)|2+δ ξ0(X0)|2
に対しても成立することが必要であった．
誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに (x0)exp = x0であるから，(x0)exp
の平 の平均に等 い．しか (x0) > 0のときにこれら２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = x0のとき 〈(x0)exp〉−x0 = δ（定数）として，新しい測定値を (x0)exp = (x0)oldexp−δ
定義すると，〈(x0)exp〉 = x0となる．またこのとき新しい測定誤差は 2 x0) = ((x0)old)2− δ2
となるので，元の測定誤差より小さい．誤差が最小 なるように測定値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = x0でなければなら い．
７章で述べたように，任意の x0に対して 〈(x0)exp〉 = x0が成立していれば，(x0)expの平均は
の平均に等しくなる．いま対象粒子が一つの x0の値 もつ場合を考えると，x0は Xˆtの測定
値XtとX0の値がわかれば，式 (14)を用いて誤差 0で求めることができる．実際に 我々は
得られたXtが ξ0(X0)のど X0成分と相互作用したものな か知ることが きないので，X0
をその平均 〈 〉で置き換えたものを測定値 (x0)expとしている．Xtは測定値を用いて x0をX0
の関数とみなすと，上の測 値の定義が正当化できるためには，ξ ( )がX0の値をもつ確率
密度 ξ0(X0)|2を用いて，〈 〉 = (x0)expでなければなら い．
上の議論では x0をX0の関数とみなしていたが，(x0)expはXtによって決まりXtはX0の関
数であるので，(x0)expをX0の関数 みなすこともできる．x0の測定を繰り返せば，測定値Xt
はそのときに関与したX0 値が違うのでいろ 変化し，測定値 (x0)expも変化する．その平均










生じる．従ってXtの値からそ ぞれの測定値を決めるた には，X0をその平均値 〈X0〉とみ
なすしかない．４章ではこのような考えから測定値 (15)，(16)を定義している．
測定誤差 (x0)が対象粒子の波動関数 φ0(x0)に依存し，任意の φ0(x0)に対して (x0) = 0
となることができないときには，任意の φ0(x0)に対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x0)は φ0(x0)に依存して
は らな という条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ (X0)|2に対してだけでなく，それを少し変化させた |ξ (X0)|2 + δ|ξ (X0)|2に対して
も条件 (21)が成立しなければ らな という条件を加えることによって，( 0)e p − x0が x0の
関数でないことがわかり，線形性の仮説 (1)，(2)を導出することができた．
７章では条件　の代わりに，　測定値 ( 0)expの平均が x0の平均に等し という条件を要請す
ることによっても，線形性の仮説が導出できることを示した．こ でもまた式 (31)の条件がある
特定 確率密度関数 |ξ (X0)|2に対してだけでなく，それを少し変化させた |ξ (X0)|2+δ|ξ (X0)|2
に対しても成立することが必要であった．
誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに ( 0)exp = x0であるから，( 0)exp
の平均は x0の平均に等しい． (x0) > 0のときにこれら２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈( 0)exp〉 = x0のとき 〈( 0)exp〉−x0 = δ（定数）と て，新しい測定値を ( 0)exp = (x0)oldexp−δ
と定義すると，〈( 0)exp〉 = x0となる．またこのとき新しい測定誤差は 2(x0) = (x0)old) − δ2
となる で，元の測定誤差より小さい．誤差が最小になるように測定値 ( 0)expを定義すべきで
あるから，〈( 0)exp〉 = x0でなければ らない．
７章で述べたように，任意の x0に対して 〈( 0)exp〉 = x0が成立していれば，( 0)expの平均は
x0の平均に等しくなる．いま対象粒子が一つの x0の値をもつ場合を考えると，x0は Xˆtの測定
値Xtと 0の値がわかれば，式 (14)を用いて誤差 0で求めることができる．実際には我々
得られたXtが ξ (X0) どのX0成分と相互作用したも なのか知ることができないので，X0
をその平均 〈X0〉で置き換えたものを測定値 ( 0)expとしている．Xtは測定値を用いて x0をX0
の関数とみなすと，上の測定値の 義が正当化できるためには，ξ (X0)が の値をもつ確率
密度 |ξ (X0)|2を用いて，〈x0〉 = ( )expでなければ らない．
上の議論では x0をX0の関数とみなしていたが，( 0)expはXtによって決まりXtはX0の関
数であるので，( 0)expをX0の関数とみなすこともできる．x0の測定を繰り返せば，測定値Xt
はそのときに関与したX0の値が違うので いろ変化し，測定値 ( 0)expも変化する．その平均
〈( 0)exp〉がx0と等しくなるように測定値を定義し ければ らないと考えれば，〈( 0)exp〉 = x0
でなければ らない．
注
注１：このとき式 (3)の右辺に位相因子 exp(iδ)がか るが，これは特別に問題を引き起こさ
ない．
注２：Xˆtの測定である測定値を得たとき，いずれかのX0成分が選択されていることになる．









測定誤差 (x0) 対象粒子の波動関数 φ0(x )に依存 ，任意の φ0(x0)に対して (x0) = 0
となること できないときには 任意の φ0(x0)に対 Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返し x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知る とはできない．従って　測定誤差 (x0)は φ0(x0)に依存して
はならないという条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0 |2に対 てだけで く，それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2に対して
も条件 (21)が成立しなければならないという条件を加えることによって，(x0)exp − x0が x0の
関数でないことが かり 線形性の仮説 (1)， 2)を導出することができた．
７章では条件　の代わりに 　測定値 (x0)expの平均が x0の平均に等しいという条件を要請す
ることによっても，線形性の仮説が導出できること 示 た．ここでもまた式 (31)の条件がある
特定の確率密度関数 ξ0(X0)|2に対してだけ なく，それを少し変化させた |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても成立するこ が必要であった．
誤差 ( )が 0のときには，誤差の定義式 (20)より明らかに (x0)exp = x0であるから，(x0)exp
の平均は x0 平均に等し しかし (x0) > 0 ときにこれ ２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = x0のとき 〈( )exp〉−x0 = δ（定数）として， 値を (x0)exp = (x0 oldexp−δ
定義する ，〈(x0)exp〉 = x0となる またこのとき新しい測定誤差は 2(x0) = (( 0)old)2− δ2
となるので，元の測定誤差より小さい．誤差が最小に るように測定値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = x0でなければならない．
７章で述べたよう ，任意の x0に対して 〈(x0)exp〉 = x0が成立していれば (x0)expの平均
x0の平均に等しくなる．いま対象粒子が一つの x0の値をもつ場合を考えると，x0は Xˆtの測定
値Xtと 0の値がわかれば，式 (14)を用いて誤差 0で求めることができる．実際には我々は
得られたXtが ξ0( )のど X0成分と相互作用 たものなのか知 ことができないので，X
をその平均 〈X 〉で置き換えたものを測定値 (x0)expとしている．Xtは測定値を用いて x0 X0
の関数とみなすと，上の測定値の定義が正当化 きるためには，ξ0(X0)がX0の値をもつ確率
密度 |ξ0(X0)|2 用いて，〈 〉 = (x0)expで ければならない．








２ Xˆt 測定である測定値を得たとき，いずれか X0成分が選択されていることになる





測定誤差 ( 0) 対象粒子の波動関数 依存し，任意の φ0(x0)に対して (x0) = 0
となることができないとき は，任意 φ0(x0)に対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x0)は φ0(x0)に依存して
はならないという条件を要請 た．この条件から式 (21)が導出され ．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけで く，それを少し変化させた |ξ0(X0)|2 + δ|ξ0 X )|2に対して
も条件 (21) 成立しなければならないという条件 加えることによって，(x0)exp − x0が x0の
関数でないことが かり 線形性の仮説 (1 ，(2)を導出すること できた．
７章では条件　の代わりに 　測定値 (x0)expの平均が x0の平均に等しいという条件を要請す
ることによっても，線形性の仮説が導出 きることを示した．ここでもまた式 (31 の条件がある
特定の確率密度関数 |ξ0(X0)|2に対してだけ なく，それを少し変化させた |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても成立すること 必要であった．
誤差 ( )が 0 とき は，誤差の定義式 (2 )より明らか (x0)exp = x0であるから，(x0)exp
の平均は x0の平均に等しい．しかし (x0) > 0 ときにこれ ２つ 平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = x0のとき 〈(x0)exp〉−x0 = δ（定数）として，新しい測定値を (x0)exp ( 0)oldexp−δ
定義す ，〈(x0)exp〉 = x0となる．またこのとき新しい測定誤差は 2( 0) = ((x0)old)2− δ2
となるので，元の測定誤差より小さい．誤差が最小に るように測定値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = x0でなければならない．
７章で述べたように，任意の x0に して 〈(x0)exp〉 = x0が成立していれば，( )expの平均は
x0の平均に等しくなる．いま対象粒子が一つの x0の値をもつ場合を考え と，x0 Xˆtの測定
値XtとX0の値 わかれば，式 (14)を用いて誤差 0で求めることができ ．実際には我々は
得られたXtが ξ0(X0)のどのX0成分と相互作用したものなのか知 ことができないので，
をそ 平均 〈X0〉で置き換えたも を (x0)expとしている． t 測定値を用いて x0をX0
の関数とみなすと，上の測定値の定義が正当化 きるためには，ξ0(X0)がX0の値をもつ確率
密度 |ξ0(X0)|2 用いて，〈x0〉 = (x )expで ければならない．
上 議論 は していたが，(x0)expはXtによって決ま XtはX0の関
数である で，(x0)expをX0の関数とみなすことも きる．x0の を繰り返せば，測定値Xt
はそのときに関与したX0の値が違 のでいろいろ変化 ，測定値 (x0)expも変化する．その平均









なすしかない．４章ではこ ような考えから測定値 (15) (16)を定義している．
測定誤差 (x0) 対象粒子の波動関数 φ0(x )に依存 ，任意の φ0(x )に対して (x0) = 0
となること できないときには 任意の φ0(x )に対して Born 確率則を再現できない．また
(x0)が φ0(x )に依存すれば，多数回の位置測定を繰り返し x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0) 知ることはできない 従って　測定誤差 (x0)は φ0(x ) 依存して
はならないという条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対 てだけでなく，それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2に対して
も条件 (21)が成立し ければならないという条件を加え によって，(x0)exp − x0が x0の
関数 ないことがわか ，線形性の仮説 (1)， 2)を導出することができた．




誤差 (x0)が 0のときには，誤差の定義式 (20)より明らか (x0)exp = x0であるから，(x0)exp
平均 x0の平均に等し しかし (x0) > 0 きにこ ２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉  x0のとき 〈( )exp〉− 0 δ（定数） て， exp = (x0)oldexp−δ
と定義すると 〈(x0)exp〉 = x0となる またこのとき新しい測定誤差は 2(x0) = ( x0)old)2− δ2
とな ので 元の測定誤差より小さい．誤差が最小になるように測定値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = x0でなければならない．
７章で述べたように，任意の x0に して 〈(x0)e p〉 = x0が成立していれば (x0)exp 平均は
x0 平均に等しくなる．いま対象粒子が一つの x0の値をもつ場合を考え ，x0は Xˆtの測定
値XtとX0の値がわかれば，式 (14)を用いて誤差 0で求めることができる．実際には我々は
得られたXtが ξ ( 0)のどのX0成分と相互作用したものなのか知 ことができないので，X
をその平均 〈X0〉で置き換えたも を測定値 (x0)expとしてい ．Xt 測定値を用いて x0 X0
の関数とみなすと，上の測定値の定義が正当化 きるためには，ξ0(X0)がX0の値をもつ確率
密度 |ξ0(X0)|2を用いて，〈x0〉 = (x0)expで ければならない．
上の議論 x0をX0の関数とみなしていたが，(x0)expはXtによって決まりXtはX0の関
数であるので (x0)expをX0の関数とみなすこともできる．x0の を繰り返せば，測定値Xt
はそのときに関与 たX0の値が違うのでいろいろ変化 ，測定値 (x0)expも変化する．その平均
〈( 0)exp〉が と等しくなるように測定値を定義しなければならないと考えれば，〈(x0)exp〉 = x0
でなければならない．
注
注１：このと 式 (3)の右辺に位相因子 exp(iδ)がか るが，これは特別に問題を引き起こさ
ない．
注２：Xˆtの測定である測定値を得たとき，いずれかの 0成分が選択され ことになる．





測定誤差 (x0)が対象粒子の波動関数 φ0(x0)に依存し，任意の φ0(x0)に対して (x0) =
となることができないとき は，任意の φ0(x0)に対して Bornの確率則を再現できない． た
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x0)は φ0(x0)に依存して
はならないという条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X )|2に対して
も条件 (21) 成立しなければならないという条件を加えることによって，(x0)exp − x0が x0の
関数でないことが かり 線形性の仮説 (1)，(2)を導出すること できた．
７章では条件　の代わりに 　測定値 (x0)expの平均が x0の平均に等しいという条件を要請す
ることによっても，線形性の仮説が導出 きることを示した．ここでもまた式 (31)の条件がある
特定の確率密度関数 |ξ0(X0)|2に対してだけ なく，それを少し変化させた |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても成立することが必要であった．
誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに (x0)exp = x0であるから (x0)exp
の平均は x0の平均に等しい．しかし (x0) > 0のときにこれら２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = x0のとき 〈(x0)exp〉−x0 = δ（定数）として，新しい測定値を (x0)exp = (x0)oldexp−δ
と定義する ，〈(x0)exp〉 = x0となる．またこのとき新しい測定誤差は 2( 0) = ((x0)old)2− δ2
となるので，元の測定誤差より小さい．誤差が最小に るように測定値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = x0でなければならない．
７章で述べたよう ，任意の x0に対して 〈(x0)exp〉 = x0が成立していれば，(x0)exp
x0の平均に等しくなる．いま対象粒子が一つの x0の値をもつ場合を考えると，x0 Xˆtの測定
値XtとX0の値がわかれば，式 (14)を用いて誤差 0で求めることができる．実際には我々は
得られた tが ξ0(X0)のどのX0成分と相互作用したものなのか知ることができない で，X0
をその平均 〈X0〉で置き換えたものを測定値 (x0)expとしている． tは測定値を用いて x0を
の関数とみなすと，上の測定値の定義が正当化できるためには，ξ0(X0)がX0の値をもつ確率
密度 |ξ0(X0)|2 用いて，〈 〉 = (x0)expでなければならない．














すしかない．４章ではこ ような考えから測定値 (15)，(16)を定義 いる．
測定誤差 (x0)が対象粒子 波動関数 φ0(x0)に依存 ，任意 φ0(x0)に対して (x0) = 0
ることがで ないときには 任意の φ0(x0)に対 Born 確率則を再現できない．また
( 0)が φ0( 0)に依存すれば，多数回の位置 を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0) 知る とはできない．従って　測定誤差 ( 0)は φ0(x0)に依存して
はならないという条件を要請した．この条件から式 21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それ 少し変化させた |ξ0(X )|2 + δ|ξ (X )|2に対して
も条件 (21)が成立し ければならないという条件を加え によって，( 0)exp − x0が x0の
関数 ないことがわか ，線形性 仮説 (1)，(2)を導出することができた．
７章では条件　の代わりに，　測定値 (x0)exp が x0の平均に等しいという を要請す
ることによっても，線形性の仮説が導出できること 示 ．ここでもま 式 (31)の条件がある
特定の確率密度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X )|2+δ|ξ0(X0)|2
に対しても成立することが必要であった．
誤差 (x0)が 0のときには，誤差 定義式 (20)より明 かに ( )exp = x0であ から，(x0)exp
平均 x0の平均に等 い．しかし (x0) > 0の きにこ ら２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由 考えられるものを述べる．
x xp  のとき 〈( )exp〉−x0 = δ（定数） て，新しい測定値を ( 0)exp = (x0)oldexp−δ
定義する 〈(x0)exp〉 = x0となる．またこのとき新しい 誤差は 2( 0) = ((x0)old)2− δ2
とな で 元の測定誤差より小さ 誤差が最小 なるように測定値 (x0)expを定義すべきで
あるから 〈(x0)exp〉 = x0で ければならない．
７章で述べたように，任意の x0に対して 〈( )exp〉 = x0が成立していれば，(x0)exp 平均は
x 平均に等しくなる．いま対象粒子が一つの x0の値 もつ場合を考え と，x0は Xˆtの測定
値Xtと の値がわかれば，式 (14)を用いて誤差 0で求めることができる．実際には我々は
得られた tが ξ ( ) ど X0成分 相互作用 たものなのか知ることが きな ので，X0
をその平均 〈X0〉で置き換えたものを測定値 (x0)expとしている．Xtは測定値を用いて x0をX0
の関数 みなすと 上 測定値の定義が正当化できるためには，ξ0(X0)がX0の値をもつ確率




〈(x0)exp〉がx0と等しくなるように測定値を定義し ければならないと考えれば，〈(x0)exp〉 = x0
で ければならない．
注
注１： のとき式 (3)の右辺に位相因子 exp(iδ) かかるが，これは特別に問題を引き起こさ
ない．
注２：Xˆt である測定値を得た き，いずれかのX0成分が選択されてい ことになる．




生じる 従ってXtの値からそ ぞれの測定値を決めるた には X0をその平均値 〈X0〉とみ
なすしかない．４章ではこ ような考えから測定値 (15)，(16)を定義している．
測定誤差 (x0)が対象粒子の波動関数 φ0(x0)に依存し，任意 φ0(x0)に対して (x0) = 0
となることができないときには，任意の φ0(x0)に対して Born 確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0) 知ることはできない．従って　測定誤差 (x0)は φ0(x0) 依存して
は らな という条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それ 少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2に対して
も条件 (21) 成立しなければ らな という条件を加え によって，(x0)exp − x0が x0の
関数 ないことがわか ，線形性の仮説 (1)，(2)を導出することができた．
７章では条件　の代わりに，　測定値 (x0)expの平均が x0の平均に等し という を要請す
ることによっても，線形性の仮説が導出できることを示した． こでもま 式 (31)の条件がある
特定の確率密度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても成立することが必要であった．
誤差 (x0)が とき は，誤差の定義式 (2 )より明 か (x0)exp = x0であるから，(x0)exp
平均 x0 平均に等しい． かし (x0) > 0のときにこれら２つ 平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由 考えられるもの 述べる．
〈( 0)exp〉 = 0のとき 〈( 0)exp〉−x0 = δ（定数） て，新しい測定値を (x0)exp (x0)oldexp δ
と定義す と 〈(x0)exp〉 = x0となる．またこのとき新しい測定誤差 2( 0) = ((x0)old)2− δ2
とな ので 元の測定誤差より小さい．誤差が最小になるように測定値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = x0でなければ らない．
７章で述べたように，任意の x0に対して 〈(x0)exp〉 = x0が成立していれば，(x0)exp 平均は
x0の平均に等しくなる．いま対象粒子が一つの x0の値をもつ場合を考えると，x0は Xˆtの測定
値 tとX0の値 わかれば，式 (14)を いて誤差 0で求め る．実際には我々
得られた tが ξ0(X0) どのX0成分と相互作用したも なのか知ることができな ので，X0
そ 平均 〈X0〉で置き換えたも を測定値 (x0)expとしてい ．Xtは測定 用いて x0をX0
の関数とみなすと，上の測定値の 義が正当化できるためには，ξ0(X0)が 0の値をもつ確率
密度 |ξ0(X0)|2を用いて，〈x0〉 = (x0)expでなければ らない．
上の議論 は x0をX0の関数とみなしていたが，(x0)expはXtによって決ま XtはX0の関
数である で，(x0)expをX0の関数とみなすこともできる．x0の測定を繰り返せば，測定値Xt
はそのときに関与したX0の値が違 ので いろ変化し，測定値 (x0)expも変化する．その平均
〈(x0)exp〉がx0と等しくなるように測定値を 義しなければ らないと考えれば，〈(x0)exp〉 = x0
でなければ らない．
注
注１：このとき式 (3)の右辺に位相因子 exp(iδ)が かるが，これは特別に問題を引き起こさ
ない．
注２：Xˆtの測定である測定値を得たとき，いずれかのX0成分が選択され ことになる．





測定誤差 (x0) 対象粒子 波動関数 φ0(x0)に依存し，任意の φ0(x0)に対して ( ) =
となること できないときには，任意の φ0(x0)に対して Bornの確率則を再現 きない．また
(x0)が φ0( 0)に依存すれば，多数回の位置測定を繰り返し x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x0)は φ0(x0)に依存して
は らな という条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X |2 + δ|ξ0(X0)|2に対して
も条件 (21)が成立しなければ らな という条件を加えることによって，(x0)exp − x0が x0
関数でないことがわかり，線形性の仮説 (1)， 2)を導出することができた．
７章では条件　 代わりに，　測定値 (x0)expの平均が x0の平均に等し という を要請す
ることによっても，線形性の仮説が導出できることを示した．ここでもまた式 (31)の条件があ
特定の確率密度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0) 2+δ|ξ0(X0)|2
に対しても成立することが必要であった．
誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに (x0)exp = x0であ から ( )exp
の平均は x0の平均に等しい． かし (x0) > 0 ときにこれ ２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = x0のとき 〈(x0)exp〉−x0 = δ（定数）として， 値を (x0)exp = (x0)oldexp−δ
と定義すると，〈(x0)exp〉 = x0となる．またこのとき新しい測定誤差は 2(x0) = (( 0)old) − δ2
となるので，元の測定誤差より小さ 誤差が最小になるように測定値 (x0)expを定義すべき
あるから，〈(x0)exp〉 = でなければ らない．
７章で述べたように，任意の x0に対して 〈(x0)exp〉 = x0が成立していれば，( )expの平均は
x0の平均に等しくなる．いま対象粒子が一つの x0の値をもつ場合を考えると，x0は ˆt 測定
値XtとX0の値がわかれば，式 (14)を用いて誤差 0で求めることができる．実際には我々は
得られたXtが ξ0( 0) どのX0成分と相互作用したも なのか知 ことができない で，
をその平均 〈X0〉で置き換えたものを測定値 (x0)expとしている．Xtは測定値を用いて x0 0
の関数とみなすと，上の測定値の定義が正当化 きるためには，ξ0(X0)がX0 値をもつ確率
密度 |ξ0(X0)|2を用いて，〈x0〉 = (x0)expでなければ らない．
上の議論では x0をX の関数とみなしていたが，(x0)expはXtによって決まりXtはX0
数であるので，(x0)expをX0 関数とみなすこともできる．x0の を繰り返せば，測定値Xt
はその きに関与したX0の値が違うので いろ変化 ，測定値 (x0)expも変化する．その平均






注３：式 (22)の Ck(x)の 〈X0〉は式 (21)の 〈X0〉とは少し変化している．式 (24)を参照．
参考文献
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となるので，元の測定 差より小さい 誤差が最小 なるように測定値
生じる．従ってXtの値 それぞれの測定値 決めるためには，X0をその平均値 〈X0〉とみ
なすしかない．４章ではこ ような考えから測定値 (15) (16)を定義している．
測定誤差 (x0)が対象粒子の波動関数 φ0(x0)に依存し，任意の φ0(x0)に対して  = 0
となることができないときには，任意の φ0(x0)に対して Born 確率則を再現 きない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏 等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x0) φ0(x0) 依存して
はならないという条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけで く，それを少し変化させた |ξ0( 0)|2 + δ|ξ0 X0)|2に対 て
も条件 (21)が成立しなければならないという条件を加え によって，(x0)exp − x0 x0
関数 ないことがわか ，線形性の仮説 (1)，(2)を導出することができた．
７章では条件　の代わりに，　測定値 (x0)exp が x0の平均に等しい いう を要請す
ることによっても，線形性の仮説が導出できることを示した．ここでもまた式 (31)の条件があ
特定の確率密度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた | | +δ|ξ0(X0)|2
に対しても成立することが必要であった．
誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに (x0)exp = x0であるから，(x0)exp
x0の平均 等し しかし (x0) > 0 ときにこれら２つの平均値が等しくなる い
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = x0のとき 〈( )exp〉−x0 = δ（定数）と て，新しい測定値を (x0)exp = olde −δ
と定義すると，〈(x0)exp〉 = x0となる．またこのとき新しい測定誤差は 2(x0 = ((x0)old)2− δ2
となるので，元の測定誤差より小さい．誤差が最小になるように測定値 (x0)expを定義す きで
あるから，〈(x0)exp〉 = x0でなければならない．
７章で述べたように，任意 に対して 〈(x0)exp〉 = x0が成立していれば (x0)exp 平均は
x0の平均に等しくなる．いま対象粒子が一つの x0の値をもつ場合を考え ，x0は ˆtの測定
値XtとX0の値がわかれば，式 (14)を用いて誤差 0で求めることができる．実際には我々は
得られたXtが ξ0(X0)のどのX0成分と相互作用したものなのか知ることができないの ， 0
をその平均 〈X0〉で置き換えたものを測定値 (x0)expとしている．Xtは測定値 用いて x0 X0
の関数とみなすと，上の測定値の定義が正当化できるためには，ξ0(X0)がX0 値 もつ確率




〈(x0)exp〉がx0と等しくなるように測定値を定義し ければならないと考えれば，〈(x0)exp〉 = x0
でなければならない．
注
注１：こ とき式 (3)の右辺に位相因子 exp(iδ)がかかるが，これは特別に問題を引き起こさ
ない．
注２：Xˆtの測定である測定値を得たとき，いずれかのX0成分が選択されていることになる．




生じる．従ってXt それぞれの測定値 決めるためには， 0をその平均値 〈X0〉とみ
なすしかない．４章ではこのような考えから測 値 (15)，(16)を定義 いる．
測定誤差 (x0)が対象粒子 波動関数 φ0(x0)に依存 ，任意の φ0(x0)に対して (x0) = 0
となることができないとき は，任意の φ (x0)に対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置 を繰り返して の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x0)は φ0(x0)に依存して
はならないという条件 要請した．この条件から式 (21 が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ (X )|2 + δ|ξ0(X )|2に対して
も条件 (21)が成立しなければならない いう条件を加えることによって，(x0)exp − x0が x0の
関数でないことがわかり 線形性 仮説 (1)，(2)を導出することができた．
７章では条件　の代わりに，　測定値 (x0)e p が x0の平均に等しいという条件を要請す
ることによっても，線形性の仮説が導出できることを示し ．ここでもまた式 (31)の条件がある
特定の確率密度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0( 0)|2+δ|ξ0(X0)|2
に対しても成立することが必要であった．
誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに (x0)exp = 0であ から，(x0)exp
は x0の平均 等 い．しかし (x0) > 0 ときにこれら２つの平均値が等しくなるとい
う ，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈( 0)exp〉 = 0のとき 〈(x0)exp〉−x0 = δ（ 数）として，新しい測定値を (x0)exp = (x0)oldexp−δ
定義する ，〈(x0)exp〉 = x0と ．またこのとき新しい測 誤差は 2(x0) = ((x0)old)2− δ2
となるの ，元の測定誤差より小さい．誤差が最小 なるように測定値 (x0)expを定義すべきで
あ 〈(x0)e p〉 = x0でなければならな ．
７章で述べたように，任意 x0に対して 〈(x0)exp〉 = が成立していれば，(x0)expの平均は
x 平均に等しくなる． ま対象粒子が一つの x0の値 もつ場合を考えると，x0 Xˆtの測定
値Xtと 値がわかれば，式 (14)を用いて誤差 0で求めることが きる．実際には我々は
得られ tが ξ0( ) どのX 成分 相互作用したものなのか知ることが きないので，X0
をその平均 〈X0〉で置き換えたものを測定値 (x0)expとして る．Xtは測定値 用いて x0をX0
の関数とみなすと，上の測定値の定義が正当化できるためには，ξ0(X0)がX0の値をもつ確率
密度 |ξ (X0)|2を用いて，〈x0〉 = (x0)e pでなければならない．
上 議論では x0をX0の関数とみなしていたが，(x0)expは tによって決まりXtはX0の関
数である で，(x0)expをX0の関数 みなすこともできる．x0 を繰り返せば，測定値Xt
はそ とき 関与したX0の値が違うのでいろいろ変化し，測定値 (x0)expも変化する．その平均





注２： ˆt である測定値を得たとき，いず かのX0成分が選択されてい ことになる．





t 0 〈 0〉
，( )
( 0) 0( 0) し ( 0) ( 0)
， 0( 0) r
( 0) 0( 0) 0
( 0) ( 0) 0( 0)
( )
|ξ0( 0)|2 し |ξ0( 0)|2 δ|ξ ( 0)|2
( ) ( 0)e p 0 0
( ) ( )
( 0)e p 0
( )
|ξ0( 0)|2 |ξ0( 0)|2 δ|ξ0( 0)|2
( 0) ( ) ( 0)e p 0 ( 0)e p
0 い． ( 0) の ら
〈( 0)exp〉  0 x0 δ e p ( 0)olde p δ
〈( 0)e p〉 0 ． 2( 0) ( 0)old 2 δ2
( 0)e p
〈( 0)e p〉 0
0 対 〈( )e p〉 0 ，( 0)e p
0 0 と 0 t
t 0 ( )
t ξ ( ) 0
〈 0〉 の ( 0)e p tは 0 0
ξ0( 0)
|ξ0( 0)|2 〈 0〉 ( 0)e p な
0 ( 0)e p t t 0
，( 0)e p 0 0 t
0 ( 0)e p
〈( 0)e p〉 〈( 0)e p〉 0
( ) e (iδ)
t X0
( ) k( ) 〈 0〉 ( ) 〈 0〉 ( )
t 0 〈 0〉
の (15) (16)
(x0) 0(x ) 0(x ) (x0) 0
が 0(x ) ornの
(x0) 0(x ) x0
(x0)を ． (x0) 0(x )に
(21)
|ξ0 0)|2 |ξ0( 0)|2 δ|ξ0( 0)|2
(21) ること (x0)exp x0 x0
で (1) (2)
条件 (x0)exp x0 条件
(31)
|ξ ( 0)|2 |ξ0( 0)|2 δ|ξ0( 0)|2
(x0) 0 (20) に (x0)exp x0 (x0)exp
の x0 (x0) 0
〈(x0)exp〉  x0 〈( )exp〉 0 = δ し 値 ( 0)exp oldexp δ
〈(x0) xp〉 x0 2(x0) ( old 2 δ2
(x0)exp
〈(x0)exp〉 x0
x0 〈(x0)exp〉 0 (x0)expの
x0の x0 x0 ˆt
t 0 (14) 0
t ξ (X0) 0 0
〈 0〉 (x0)exp る t x0 0
ξ0( 0) 0
|ξ0( 0)|2 〈x0〉 (x0)exp
は x0 0 (x0)exp t t 0
(x0)exp 0 x0 t
0 (x0)exp




(22) k(x) 〈 0〉 (21) 〈 0〉 (24)
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成立していれば，
生じる．従ってXtの値からそれぞ 測定値を決めるた には X0をその平均値 〈X0〉とみ
なすしかない．４章ではこのよう 考えから測定値 (15)， 6 を定義している．
測定誤差 (x0)が対象粒子の波動関数 0( ) 依存し，任意の φ0(x0)に対して (x0) = 0
となることができない き は，任意 φ0(x0)に対して Born 確率則を再現できない．また
(x0) φ (x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x0)は φ (x0) 依存して
はなら いと う条件を要請 た．この条件から式 (21)が導出 れ ．更にある特定の確率密
度関数 | 0( 0)|2 だけでなく，それを少し変化させた |ξ0(X0)|2 + δ 0 に対して
も条件 (21)が成立しなければなら いと う条件 加えることによって，(x0)exp − 0が x0の
関数でないことがわかり，線形性 仮説 (1) (2)を導出すること できた．
７章では条件　の代わりに 　測定値 (x0)expの平均が x0の平均に等 いと う条件を要請す
ることによっても，線形性の仮説が導出できることを示した．こ でもまた式 (31)の条件がある
特定の確率密度関数 |ξ0(X0)|2に対してだけ なく，それを少 変化させた |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても成立するこ が必要であった．
誤差 (x0)が とき は，誤差の定義式 (2 )より明らか (x0)exp = 0である ら，(x0)exp
は の平均に等しい． か (x0) > のときにこれら２つ 平均値が等しくな とい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べ ．
〈(x0)exp〉 = x0の き 〈(x0)exp〉− 0 = δ（定数）として，新しい測定値を (x0)exp (x0)oldexp−δ
定義す ，〈(x0)exp〉 = x0とな ．またこのとき新しい測定誤差は 2(x0) =  x0)old)2− δ
となるの ，元の測定誤差より小さい．誤差が最 に るように測定値 (x0)expを 義すべきで
あるから，〈(x0)exp〉 = x0 なければなら い．
７章で述べたよう ，任意の x0に対して 〈(x0)exp〉 = が成立 ( 0)expの平均
の平均に等しくなる．いま対象粒子が一つの x0 値をもつ場合を考えると，x0は Xˆtの測定
値XtとX0の値 わかれば，式 (14)を用いて誤差 0で求めることができ ．実際には我々
得られた tが ξ0(X0)のど X0成分と相互作用したものな か知ることができない で， 0
をそ 平均 〈 〉で置き換えたものを測定値 (x0)expとしてい ．Xtは測定値を用いて x0をX0
の関数とみなすと，上の測定値の 義が正当化できるためには，ξ0(X0)が 0の値をもつ確率
密度 |ξ0( )|2を用いて，〈 〉 = (x0)expでなければ ら ．
上の議論 は 0をX0 関数とみなしていたが，(x0)expはXtによって決ま Xt X0の関
数である で，(x0)expをX0の関数とみなすこともできる．x0の測定を繰り返せば，測定値Xt
はそのときに関与したX の値が違 のでいろ 変化し，測定値 (x0)expも する．その平均
〈(x0)exp〉がx0と等しく るように測定値を 義しなければなら いと考えれば，〈(x0)exp〉 = x0
でなけ なら い．
注
注１：このとき式 (3) 右辺に位相因子 exp(iδ)がか るが，これは特別に問題を引き起こさ
ない．
２ Xˆtの測定であ 測定値を得たとき，いずれか X0成分が選択され ことになる．














生じる．従ってXtの値からそ ぞれの を決めるためには，X0をその平均値 〈X0〉とみ
すしかない．４章ではこ ような考えから測定値 (15) (16)を定義 いる．
測定誤差 (x0)が対象粒子 波動関数 φ0(x0)に依存し，任意 φ0(x0)に対して  = 0
なること で いときには，任意 φ0(x0)に対 Bornの確率則を再現できない．また
 が φ0(x0)に依存すれば，多数回の位置測定を繰り返し x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0) 知ることはできない．従って　測定誤差  は φ0(x0)に依存して
は らな という条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 ξ0(X )|2に対してだ で く，それ 少し変化させた ξ0(X )|2 + δ ξ (X )|2に対して
も条件 (21)が成立しなければ らな という条件を加え によって，(x0)exp − 0が x0の
関数 ないことがわか ，線形性の仮説 1)，(2)を導出することができた．
７章では条件　の代わりに， 測定値 (x0)expの平均が 0の平均に等し という を要請す
ことによっても，線形性の仮説が導出できること 示 た． こでもま 式 (31)の条件がある
特定の確率密度関数 ξ0(X )|2に対してだけでなく，それを少し変化させた ξ0(X ) 2+δ ξ0(X )|2
に対しても成立することが必要であった．
誤差 (x0)が 0のときには，誤差の定義式 (20)より明 かに (x0)exp = x0であ から，(x0)exp
平均は x0の平均に等し かし (x0) > 0のときにこれら２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるもの 述べる．
〈(x0)exp〉 = x0のとき 〈( )exp〉−x0 = δ（定数）と て， 値を x0)exp = (x0)oldexp
と定義すると，〈(x0)exp〉 = x0となる またこの い 誤差は 2 x0) = (( 0)old − δ2
となるので，元の測定誤差より小さい．誤差が最小になるように測定値 (x0)expを 義すべきで
あるから，〈(x0)exp〉 = x0で ければ らない．
７章で述べたように，任意の x0に対して 〈(x0)exp〉 = x0が成立していれば (x0)exp 平均は
x 平均に等しくなる．いま対象粒子が x0の値をもつ場合を考え と，x0 Xˆtの測定
値 tと 値がわかれば，式 (14)を用いて誤差 0で求めることが る．実際には我々は
得られた tが ξ0( ) ど X 成分と相互作用したも なのか知ることができな ので，X0
をその平均 〈X0〉で置き換えたも を測 値 (x0)expとしている．Xtは測定値を用いて x X0
の関数 みなすと 上 測定値の定義が正当化 きるためには，ξ0(X )がX0の値をもつ確率
密度 ξ0(X )|2を用いて，〈x 〉 = (x0)expでなければ らない．
上の議論では x0をX0の関数とみなしていたが，(x0)expはXtによって決まり tは 0の関
数であるので，(x )expをX0の関数とみなすこともできる． の測定を繰り返せば，測定値Xt
はそのときに関与 たX0の値が違うので いろ変化し，測定値 (x0)expも変化する．その平均
〈( 0)exp〉がx0と等しくなるように測 値を定義しなければ らないと考えれば，〈(x0)exp〉 = x0
で ければ らない．
注
注１：このとき式 (3)の右辺に位相因子 exp(iδ) かかるが，これは特別に問題を引き起こさ
ない．
注２：Xˆtの測定である測定値を得たとき，いずれかのX0成分が選択されていることになる．







































測定誤差 (x0)が対象粒子の波動関数 φ0(x0)に依存し，任意の φ0(x0)に対して (x0) =
ることがで ないときには，任意の φ0(x0)に対して Bornの確率則を再現できない．また
( 0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 ( 0)は φ0(x0)に依存して
はならないという条件を要請 た．この条件から式 (21)が導出された．更 ある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0( 0)|2 + δ|ξ0(X0)|2に対して
も条件 (21) 成立しなければならないという条件を加えることによって，( 0)exp − 0が x0の
関数でないことが かり 線形性の仮説 (1)，(2)を導出するこ ができた．
７章では条件 代わりに，　測定値 (x0)exp が x0の平均に等しいという条件を要請す
ることによっても，線形性の仮説が導出 きる と 示 ．ここでもまた式 (31)の条件がある
特定の確率密度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた | | +δ|ξ0(X0)|2
に対しても成立することが必要であった．
誤差 (x0)が 0 ときには，誤差の定義式 (20)より明らかに ( 0)exp = x0であ から，(x0)exp
x0の平均に等しい．しかし (x0) > 0 ときにこれら２つの平均値が等しくなるとい
う ，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = 0の き 〈( 0)exp〉−x0 = δ（定数）として，新しい測定値を ( 0)exp = ( 0)oldexp−δ
と定義する ，〈(x0)exp〉 = 0 なる．またこのとき新しい測定誤差は 2( 0 = ((x0)old)2− δ2
となる で り さ 誤差が最小になるように測 値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = 0でなければなら い．
７章で述べたよう ，任意の 0に対して 〈(x0)exp〉 = 0が成立していれば，(x0)expの平均は
x0の平均に等しくなる．いま対象粒子が一 x0 値 もつ場合を考えると，x0 Xˆtの測定
tと 0 値がわかれば，式 (14)を用いて誤差 0 求めることができる．実際には我々は
得られたXtが ξ0(X0)のどのX0成分と相互作用したものなのか知ることができないので，X0
をその平均 〈X0〉で置き換えたものを測定値 (x0)expとしている． tは測定値 用いて x0をX0
の関数 みなすと，上 測定値の定義が正当化できるためには，ξ0(X0)がX0の値をもつ確率
密度 |ξ0(X0)|2 用い ，〈x0〉 = (x0)expでなければならない．
上 議論では x0 0 していたが，(x0)expは によって決まり tは 0の関
数 あるので，(x0)expをX0 関数とみなすこともできる．x0の を繰り返せば，測定値Xt
はその きに関与したX0の が違うのでいろ ろ変化し，測定値 ( 0)expも変化する．その平均
〈(x0)exp〉が 0と等しくなるように測 値を 義し け ならないと考えれば，〈(x0)exp〉 = 0
でなければならない．
注
注１：こ とき式 (3)の右辺に位相因子 exp(iδ) かかるが，これは特別に問題を引き起こさ
ない．
注２：Xˆtの測定である測定値を得たとき，いずれかのX0成分が選択されていることになる．
注３：式 (22) Ck(x) 〈 0〉は式 (21)の 〈X0〉とは少し変化している．式 (24)を参照．
参考文献
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t 0 〈 0〉
( ) ( )
( 0) 0( 0) ( 0) ( 0) 0
0( 0) r
( 0) 0( 0) 0
( 0) (x0) 0( 0)
( )
|ξ0( 0)|2 |ξ (X0) 2 |ξ ( 0)|2




|ξ0( 0)|2 | | |ξ0( 0)|2
( 0) ( ) ( )exp 0 る ( 0)exp
は 0 ( 0) の
は
〈( 0)exp〉  0 〈( )exp〉 0 ( 0 exp ( 0)oldexp
〈( 0)exp〉 0 2 (( 0)old)2 2
，元 い． ( 0)exp
〈( 0)exp〉 0
〈( 0)exp〉 0 ( 0)exp
0 0 0 t
Xt 0 ( ) で
t ξ0( 0) 0 0
〈 0〉 ( 0)exp t 0 0
ξ0( 0) 0
|ξ ( 0)|2を 〈 0〉 ( 0)exp
の 0 X0 ( 0)exp t t 0
( 0)exp 0 0 測定 t
0 い (x0)exp
〈( 0)exp〉 0 定 な れば 〈( 0)exp〉 0
( ) (i )
t 0
( k ) 〈X0〉 ( ) 〈 0〉 ( )
がわかれば，式（14）を いて誤差
生じる．従ってXt 値 それぞれの を決 るためには，X0をその平均値 〈X0〉とみ
すしか い．４章ではこのような考えから測定値 ( 5)，(16)を定義している．
測定誤差 (x0)が対象粒子の波動関数 φ0(x )に依存し，任意の φ0( )に対して (x0) = 0
るこ がで ないと には，任意の φ0(x )に対 Bornの確率則を再現できない．また
( 0)が φ0(x )に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知る とはできない．従って　測定誤差 (x0)は φ0(x )に依存して
はならないという条件を要請した．この条件から式 (21)が導出された．更 ある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X )|2 + δ|ξ0(X0)|2に対して
も条件 (21)が成立し ければ らないという条件 加えることによって，( 0)exp − x0が x0の
関数でないことがわかり，線形性の仮説 (1)，(2)を導出するこ ができた．
７章では条件　 代わりに，　測定値 ( )exp が x0の平均に等しいという条件を要請す
ることによっても，線形性の仮説が導出できること 示 た． こでもまた式 (31)の条件がある
特定の確率密度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ ( 0)|2+δ|ξ0(X0)|2
に対しても成立することが必要であった．
誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに ( )exp = x0であるから，(x0)exp
x0の平均に等 しかし (x0) > 0 ときにこれ ２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられ ものを述べる．
〈(x0)exp〉 = 0のとき 〈( )exp〉−x0 = δ（定数）として，新 い測定値を ( 0)exp = (x0)oldexp−δ
義すると，〈(x0)exp〉 = x0となる またこのとき新しい 誤差は 2 = ((x0)old 2− δ2
となる ，元 測定誤差より小さい．誤差が最 測 値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = 0で ければ らない．
７章で述べたよう ，任意 0に対して 〈(x0)exp〉 = x0が成立していれば (x0)expの平均は
x0の に等しくなる．いま対象粒子が一 x0の値 もつ場合を考えると，x0は Xˆtの測定
tと 0の値がわかれば，式 (14)を用いて 0 求め ことができる．実際に 我々は
得られた tが ξ0( 0)のど X0成分と相互作用 たものなのか知ることが きないので， 0
をその平均 〈X0〉で置き換えたものを測定値 (x0)expとしている．Xtは測定値 用いて x0をX0
の関数 みなす 上 測 値 定義が正当化できるためには，ξ0(X0)がX0の値をもつ確率
密度 |ξ0(X0)|2 用いて，〈 0〉 = (x0)expで ければ らない．
上 議論 は x0をX0の関数とみなしていたが，( 0)expはXtによって決まりXtは 0の関
数 あるの ，(x0)expをX0 関数 みなすこともできる．x0の測定を繰り返せば，測定値Xt
は きに関与したX0 値が違うのでいろいろ変化し，測定値 (x0)expも変化する．その平均
〈( 0)exp〉がx0と等しくなるように測 値を定義しなければ らないと考えれば，〈(x0)exp〉 = x0
で ければ らない．
注
注１：このとき式 (3)の右辺に位相因子 exp(iδ) かる ，これは特別に問題を引き起こさ
ない．
２ Xˆt である測定値を得たとき，いずれかのX0成分が選択されてい ことになる．





生じる．従ってXtの か そ ぞれの測 値 決め ためには， 0をその平均値 〈X0〉とみ
なすしかない．４章ではこのような考えから測 値 (15)，(16)を定義している．
測定誤差 (x0)が対象粒子 波動関数 φ0(x0)に依存 ，任意の φ0(x0)に対して (x0) = 0
なるこ ができないときには，任意の φ0(x0)に対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない 従って　測 誤差 (x0)は φ0(x0)に依存して
は らな という を要請 た．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ (X0)|2 + δ|ξ0(X0)|2に対して
も条件 (21)が成立し ければ らな いう条件を加えることによって，( 0)exp − x0が x0の
関数でないことがわかり 線形性の仮説 1 ，(2)を導出することができた．
７章では条件　 代わりに，　測定値 (x0)expの平均が x0の平均に等し という条件を要請す
ことによっ も，線形性の仮説が導出できる とを示した．ここでもまた式 (31)の条件がある
特定の確率密度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0) 2+δ|ξ0(X0)|2
対しても成立することが必要であった．
誤差 (x0)が 0 ときには，誤差 定義式 (20)より明らかに (x0)exp = x0であ から，(x0)exp
の平均 x0の平均に等 い． かし (x0) > 0 ときにこれら２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にそ 理由と考えられ ものを述べる．
〈( 0)ex 〉  0のとき 〈(x0)exp〉−x0 = δ（ 数）として，新しい測定値を ( 0)ex = (x0)oldexp−δ
と定義する ，〈( 0)exp〉 = x0 なる．またこのとき新しい測 誤差は 2(x0) = ((x0)old) − δ2
となるので，元の測定 より さ 誤差が最小 なるように測定値 (x0)expを定義すべきで
あるから 〈( 0)exp〉 = x0で ない．
７章で述べたよう ，任意 0に対して 〈( 0)exp〉 = x が成立していれば，(x0)expの平均は
x0の平均に等しくなる．いま対象粒子が一 の x0の値 もつ場合を考えると，x0は Xˆtの測定
tとX0の値がわかれば，式 (14)を用いて誤差 0で求め ことができる．実際には我々は
得られ tが ξ0(X0) どのX0成分と相互作用したも のか知ることが きないので，X0
をその平均 〈X0〉で置き換えたものを測定値 (x0)expとしている．Xtは測定値を用いて x0をX0
関数とみなすと，上の測定値の定義が正当化できるためには，ξ0(X0)がX0の値をもつ確率
密度 |ξ0( 0)|2を用 ，〈x0〉 = (x0)expで ければ らない．
上の議論では x0をX0の関数 みなしていたが，(x0)expは tによって決まりXtはX0の関
数である で，(x0)expをX0 関数 みなすこと できる．x0の を繰り返せば，測定値Xt
はそ きに関与したX0 値が違うので ろ変化し，測定値 ( 0)expも変化する．その平均





注２：Xˆtの である測定値を得た き， ず かのX0成分が選択されてい ことになる．
注３：式 (22)の Ck(x) 〈 0〉 式 (21)の 〈X0〉とは少し変化している．式 (24)を参照．
参考文献
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Xt ら を 〈X0〉
(15) (16)
(x0) の φ0(x ) し φ0(x0) (x0) = 0
と φ0(x0) Born
 φ (x0) x0
(x0)  φ0(x0)
(21)
|ξ (X0)|2 | 0 + δ|ξ (X0)|2
(21) ( 0)exp − x0 x0
(1) (2)
の ( 0)exp x0
る こ (31
|ξ (X0)|2 |ξ (X0)|2+δ|ξ (X0)|2
(x0) 0の の 2 ( 0)exp = る ( 0)exp
は x0 (x0) > 0
〈( 0)e 〉 = 0 〈( 0)exp〉−x0 = δ ( 0)exp = (x0)oldexp−δ
〈( 0)exp〉 = x0 定 2 x0) = ((x0)old)2− δ2
い． に ( 0)exp
，〈( 0)exp〉 = x0 けれ
に の 0 〈( 0)exp〉 = x0 ( 0)exp
x0 x0 を x0 Xˆt
値 t X0 (14) 0
たXt ξ (X0) X0 で X0
〈X0〉 ( 0)exp Xt x0 X0
ξ ( ) X0
|ξ (X0)|2 〈 〉 = ( 0)exp
x0 X0 ( 0)exp t Xt X0
の ( )exp X0 と も x0 Xt
X0の ( 0)exp
〈( 0)exp〉 x0 〈( 0)exp〉 = x0
(3) exp(iδ)
Xˆt 測定 い れ X0 る
(22) Ck x) 〈 0〉は (21) 〈X0〉 (24)
9
のどの
生じる 従ってXt からそれぞれの測定値を決 るためには， 0をその平均値 〈X0〉とみ
すしかない．４章ではこのような考えから測 値 ( 5)， 16 を定義している．
測定誤差 (x0)が対象粒子の波動関数 φ (x0)に依存し，任意の φ に対して (x0) = 0
ることがで ないときには，任意の φ ( )に対して Bornの確率則を再現できない．また
が φ (x0)に依存すれば，多数回の位置 を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x0)は φ (x0)に依存して
はならないという 要請した．この条件から式 (21 が導出された．更 ある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ (X0)|2 + δ|ξ0(X0)|2に対して
も条件 (21)が成立し ければならない いう条件を加えることによって，( )exp − x0が x0の
関数でないことがわかり，線形性 仮説 (1)，(2)を導出するこ ができた．
７章では条件 の代わりに，　測定値 ( 0)exp が x0 平均に等しいという条件を要請す
ることによっても，線形性の仮説が導出できる とを示し ． でもまた式 (31)の条件がある
特定の確率密度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた | +δ|ξ0(X0)|2
に対しても成立することが必要であった．
誤差 (x0)が 0 ときには，誤差 定義式 (2 )より明 かに (x0)exp = 0であるから，(x0)exp
は x0の平均に等 い．しかし (x0) > 0 きにこれら２つの平均値が等しくなるとい
うの ，それ程自明ではない．以下にそ 理由と考えられるもの 述べる．
e = 0の き 〈(x0)exp〉−x0 = δ（ 数）と て，新しい測定値を (x0 e p = (x0)oldexp−δ
と 義すると，〈(x0)e p〉 = x0 なる．またこのとき新しい測定誤差は 2( 0) = ( x0 old)2− δ2
となる ，元の測定 より さい．誤差が最小になるように測定値 (x0)expを定義すべきで
あるから 〈( )exp〉 = 0で ければならな
７章で述べたように，任意 0に対して 〈(x0)e p〉 = x0が成立していれば，(x0)expの平均は
x0の平均に等しくなる． ま対象粒子が一 x0の値をもつ場合を考えると，x0 Xˆtの測定
値 tとX0 値がわかれば，式 (14)を いて誤差 0 求め る．実際に 我々は
得られ tが ξ (X0)の X0成分 相互作用したもの のか知ることができないので，X0
をそ 平均 〈X0〉で置き換えたものを測定値 (x0)expとしている． tは測定 用いて x をX0
関数 みなすと，上 測 値の定義が正当化できるためには，ξ0(X0)がX0の値をもつ確率
密度 |ξ (X0)|2を用いて，〈x0〉 = で ければならない．
上 議論では x をX0の関数とみなしていたが，(x0)expはXtによって決まり はX0の関
数 ある で，(x0)expをX0の関数とみなすこともできる．x0の を繰り返せば，測定値Xt
はそ とき 関与したX0の が違うのでいろいろ変化し 測定値 (x0)expも変化する．その平均
〈( 0)e p〉がx0と等しくなるように測 値を定義し け ならないと考えれば，〈(x0)e p〉 = x0
で ければならない．
注
注１：こ とき式 (3)の右辺に位相因子 exp(iδ) るが，これは特別に問題を引き起こさ
ない．
注２：Xˆt 測定である測定値を得たとき，いずれかのX0成分が選択されていることになる．







測定誤差 (x0)が対象粒子の波動関数 φ0(x0)に依存し，任意の φ0( 0)に対して  = 0
と ることができないときには，任意の φ0( 0)に対して Bornの確率則を再現 きない．また
( 0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏 等がわか
るまで，測定誤差 (x0)を知る とはできない．従って　測定誤差 (x0) φ0(x0)に依存
はならないという条件を要請 た．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2に対して
も条件 (21) 成立しなければならないという条件を加えることによって，(x0)exp − x0 x0
関数でないことが かり 線形性の仮説 (1)，(2)を導出することができた．
７章では条件 の代わりに，　測定値 (x0)expの平均が x0の平均に等しい いう条件を要請す
ることによっても，線形性の仮説が導出できる とを示し ． こでもまた式 (31) 条件があ
特定の確率密度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0 X0)|2+δ|ξ0(X0)|2
に対しても成立することが必要であった．
誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに (x0)exp = x0であるから (x0)e p
の平均は x0の平均に等しい．しかし (x0) > 0のときにこれら２つ 平均値が等しくなると
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈( )exp〉 = x0のとき 〈(x0)exp〉−x0 = δ（定数）として，新しい測定値を = ( 0)oldexp−δ
定義すると，〈( )exp〉 = x0となる．またこのとき新しい測定誤差は 2(x0) = (x0)old)2− δ2
となるので，元の測定誤差より小さい．誤差が最小 なるように測 値 (x0)expを定義すべき
あるから，〈( )exp〉 = x0でなければならない．
７章で述べたように，任意の x0に対して 〈( )exp〉 = x0が成立していれば，(x0)e p は
x0の平均に等しくなる．いま対象粒子が一つの x0の値 もつ場合を考える ，x0は ˆtの測定
XtとX0の値がわかれば，式 (14)を用いて誤差 0 求めることができる．実際には我々は
得られたXtが ξ0(X0)のどのX0成分と相互作用 たものなのか知ることがで X0
をそ 平均 〈X0〉で置き換えたものを測定値 (x0)expとしている．Xtは測定値を用いて x0 X0
の関数とみなすと，上の測定値の定義が正当化できるためには，ξ0(X0)がX 値 もつ確率
密度 |ξ0(X0)|2 用い ，〈x0〉 = (x0)expでなければならない．
上 議論では 0 0 していたが，(x0)expはXtによって決まりXtは 0
数であるので，(x0)expをX0の関数 みなすこともできる．x0の測定を繰り返せば，測定値Xt
はそのときに関与したX0 値が違うのでいろいろ変化し，測定値 (x0)expも変化する その平均
〈( 0)exp〉がx0と等しくなるように測定値を定義しなければならないと考え ，〈( )exp〉 = x0
でなければならない．
注
注１：このとき式 (3)の右辺に位相因子 exp(iδ)が かるが，これは特別に問題を引き起こさ
ない．
注２：Xˆt である測定値を得たとき，いずれかのX0成分が選択されてい ことになる．




生じる．従ってXtの からそ ぞれの測定値を決めるためには，X0をその平均値 〈X0〉とみ
なすしか い．４章ではこのような考えから測定値 5 ，(16)を定義している．
測定誤差 (x0)が 象粒子の波動関数 ( ) 依存 ，任意の φ0(x0)に対して (x ) = 0
るこ ができないときには，任意 φ ( )に対して Bornの確率則を再現できない．また
が φ0(x0)に依存すれば，多数回 位置 を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x )は φ0(x0)に依存して
は ら という条件 要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 ξ0(X0)|2に対してだけでなく，それを少し変化させた ξ0( 0) 2 + δ ξ0(X0)|2に対して
も条件 (21)が成立し ければ らな という条件を加えることによって，(x0)e p − が x0の
関数でないことがわかり 線形性 仮説 (1)，(2)を導出することができた．
７章では条件　 代わりに，　測定値 (x0)expの平均が x0 平均に等し という条件を要請す
ることによっても，線形性の仮説が導出 きることを示し ．ここでもまた式 (31)の条件がある
特定の確率密度関数 ξ0(X0)|2に対 てだけでなく，それを少し変化させた ξ (X0)|2+δ ξ0(X0)|2
に対しても成立することが必要であった．
(x0)が のときには，誤差の定義式 (2 )より明ら に ( 0)exp = であるから，(x0)exp
の平均 の平均 等しい． かし (x0) > 0 ときにこれら２つの平均値が等しくなるとい
う は， れ程自明ではない．以下にそ 理由と考えられ ものを述べる．
〈( )exp〉  x0のとき 〈(x0)exp〉−x0 = δ（ 数）として，新しい測定値を x e p = (x0)oldexp−δ
定義す と，〈(x )e p〉 = x0と ．またこのとき新しい測定誤差は 2(x0) = ((x0)old)2− δ2
と るので，元の測定誤差より小さい．誤差が最小 なるように測定値 (x0)expを定義すべきで
あるから，〈( )e p〉 = 0で ければ らな ．
７章で述べたよう ，任意 に対 〈(x )e p〉 = 0が成立していれば，(x0)expの平均は
x0の平均に等しくなる．いま対象粒子 一 x0の値 もつ場合を考えると，x0は Xˆtの測定
値 tと 0 値がわかれば，式 (14)を用いて誤差 0 求め ことができる．実際には我々は
得られ tが ξ0(X どのX0成分 相互作用したも か知ることができないので，X0
をそ 平 〈X0〉で置き換え ものを測定値 (x0)expとし る．Xtは測定値を用いて x をX0
関数とみなすと，上の測定値の定義が正当化できるためには，ξ ( 0)がX0の値をもつ確率
密度 ξ0(X |2を用い 〈 0〉 = ( 0)ex で ければ らない．
上 議論では x をX0の関数とみなしていたが，(x0)exp tによって決まり tはX0の関
数である で，(x0)expをX0の関数 みなすこともでき x0 を繰り返せば，測定値Xt
はそのとき 関与 たX0 値が違うので いろ し 測定値 ( )expも変化する．その平均










生じる．従ってXtの そ ぞれの測 値 決め ためには，X0をその平均値 〈X0〉とみ
なすしか い．４章ではこのような考えから測定値 (15)，(16)を定義している．
測定誤差 (x0)が対象粒子の波動関数 φ (x0)に依存 ，任意の φ (x0)に対して (x0) = 0
なるこ ができないとき は，任意 φ ( 0)に対して Bornの確率則を再現できない．また
が φ (x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない 従って　測 誤差 (x0)は φ (x0)に依存して
は らな という を要請 た．この条件から式 (21)が導出された．更 ある特定の確率密
度関数 |ξ (X0)|2に対 てだけでなく，それを少し変化させた |ξ ( 0)|2 + δ|ξ (X0)|2に対して
も条件 (21)が成立し ければ らな いう条件を加えることによって，( 0)exp − x0が x0の
関数でないことがわかり，線形性の仮説 1 ，(2)を導出するこ ができた．
７章では条件　の代わりに，　測定値 ( 0)expの平均が x0の平均に等し という条件を要請す
ること よっ も，線形性の仮説が導出できる とを示し ． でもまた式 (31)の条件がある
特定の確率密度関数 |ξ (X0)|2に対 てだけでなく，それを少し変化させた |ξ (X0) 2+δ|ξ (X0)|2
対しても成立することが必要であった．
(x0)が 0 ときには，誤差の定義式 (20)より明らかに ( 0)ex = x0であるから，( 0)exp
の平均 x0の平均に等 い． かし (x0) > 0 ときにこれら２つの平均値が等しくなるとい
うの ，それ程自明ではない．以下にそ 理由と考えられ ものを述べる．
〈( )exp〉 = 0の き 〈( 0)exp〉−x0 = δ（ 数）と て，新しい測定値を ( 0)exp = (x0)oldexp−δ
定義す と，〈( 0)exp〉 = x0となる．またこのとき新しい測定誤差は  (x0) = ((x0 old)2− δ2
となるので，元の測定 より さい．誤差が最小 なるように測定値 ( 0)expを定義すべきで
あるから，〈( 0)exp〉 = x0で ければ らない．
７章で述べたよう ，任意 に対 〈( 0)exp〉 = が成立していれば，( 0)expの平均は
x0の平均に等しくなる．いま対象粒子が一 x0の値 もつ場合を考えると，x0は Xˆtの測定
値 tとX0の値がわかれば，式 (14)を用いて誤差 0 求め ことができる．実際には我々は
得られた tが ξ ( 0) どのX0成分と相互作用したも か知ることが きないので，X0
をそ 平均 〈X0〉で置き換えたものを 0)expとし る． tは測定値を用いて x0をX0
関数とみなすと，上の測定値の定義が正当化できるためには，ξ (X0)がX0の値をもつ確率
密度 |ξ (X |2を用 ，〈x0〉 = ( 0)expで ければ らない．
上 議論では x0をX0の関数とみなしていたが，( 0)exp tによって決まり tはX0の関
数である で，( 0)expをX0の関数 みなすこともできる．x0の を繰り返せば，測定値Xt
はそのときに関与したX0 が違うので いろ し，測定値 も変化する．その平均
〈( 0)exp〉がx0と等しく るように測定値を定義し け らないと考えれば，〈( 0)exp〉 = x0
で ければ らない．
注
注１：このとき式 3)の右辺に位相因子 exp(iδ)が るが， れは特別に問題を引き起こさ
ない．
注２：Xˆtの である測定値を得たとき，いずれかのX0成分が選択されてい ことになる．




生じる．従ってXtの値からそ ぞれの測 値を決 ためには，X0をその平均値 〈X0〉とみ
なすしかない．４章ではこのような考えから測定値 (15)，(16)を 義 いる．
測定誤差 (x0)が対象粒子 波動関数 φ0(x0)に依存し，任意の φ0(x0) 対して (x0) = 0
となることができないときには，任意の φ0(x0)に対して Bornの確率則を再現 きない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない 従って　測 誤差 (x0) φ0(x0)に依存 て
は らな という条件を要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2に対して
も条件 (21)が成立しなければ らな という条件を加えることによって，( 0)exp − x0が x0
関数でないことがわかり 線形性の仮説 (1)，(2)を導出するこ が きた．
７章では条件 代わりに，　測定値 ( 0)expの平均が x0の平均 等し という条件を要請す
ること よっ も，線形性の仮説が導出できる とを示し ．ここでもまた式 (31)の条件 あ
特定の確率密度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2+δ|ξ0(X0)|2
対しても成立することが必要であった．
誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに ( 0)exp = x0であ から，( 0)exp
の平均は x0の平均に等 い． かし (x0) > 0 ときにこれら２つ 平均値が等しく る
うのは，それ程自明ではない．以下にその理由と考えられるものを述べ ．
〈( 0)exp〉 = x0のとき 〈( 0)exp〉−x0 = δ（定数）として，新しい測 値を (x0)exp = ( 0)oldexp−δ
と定義する ，〈( 0)exp〉 = x0となる．またこのとき新しい測定誤差は 2(x0) = ((x0)old) − δ2
となるので，元の測定誤差より小さ 誤差が最小になるように測 値 を定義すべき
あるから，〈( 0)exp〉 = x0でなければ らない．
７章で述べたよう ，任意の x0に対して 〈( 0)exp〉 = x0が成立していれば，(x0)exp は
x0の平均に等しくなる．いま対象粒子が一つの x0の値をもつ場合を考える ，x0は Xˆt 測定
XtとX0の値がわかれば，式 (14)を用いて誤差 0で求めることができる．実際に 我々は
得られたXtが ξ0(X0) どのX0成分と相互作用したも なのか知ることが きないので， 0
をその平均 〈X0〉で置き換えたものを測定値 ( 0)expとしている．Xtは測定値を用いて x0 X0
の関数とみなすと，上の測 値の定義が正当化できるためには， 0 がX0 値 もつ確率
密度 |ξ0(X0)|2を用 て，〈x0〉 = ( 0)expでなければ らない．
上の議論では x0をX0の関数とみなしていたが，( 0)exp tによって決まりXtは 0
数である で，( 0)expをX0の関数とみなすこと できる．x0の を繰り返せば，測定 t
はその きに関与したX0の値が違うので いろ変化し，測定値 ( 0)expも変化する その平均










生じる 従ってXt 値からそ ぞれの測定値を決めるためには，X0をその平均値 〈X 〉とみ
なすしかない．４章ではこのような考えから測 値 (15)，(16)を 義してい ．
測定誤差 (x0)が対象粒子の波動関数 φ0(x0)に依存し，任意の φ (x0)に対して (x0) = 0
となるこ ができないときには，任意の φ0(x0)に対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して の平均値や標準偏 等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x0)は φ (x0)に依存して
は らな という条件 要請した．この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた | | + δ|ξ0 X0)|2に対 て
も条件 (21)が成立し ければ らな という条件を加えることによって，(x0)exp − x0 x0の
関数でないことがわかり，線形性の仮説 1 ，(2)を導出することが きた．
７章では条件　の代わりに，　測定値 (x0)expの平均が x0 平均に等し いう条件を要請す
ることによっても，線形性の仮説が導出できる とを示した． でもまた式 (31) 条件がある
特定の確率密度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0( 0) 2+δ|ξ0(X0)|2
に対しても成立することが必要であった．
誤差 (x0)が 0 ときには，誤差の定義式 (20)より明 かに (x0)exp = 0であるから，(x0)exp
は x0の平均に等しい． かし (x0) > 0のときにこれら２つ 平均値が等しく ると
うの ，それ程自明ではない．以下にその理由と考えられ もの 述べる．
〈(x0)exp〉 = 0のとき 〈(x0)exp〉−x0 = δ（定数）として，新しい測 値を (x0)exp = ( 0)old −δ
と定義すると，〈(x0)exp〉 = x0 ．またこのとき新しい測定誤差は  (x0) = (( 0)old 2− δ2
となるので，元の測定 より さい．誤差が最小になるように測定値 (x0)expを定義す き
あるから，〈(x0)exp〉 = x0で ければ らない．
７章で述べたように，任意 0に対して 〈(x0)exp〉 = x0が成立していれば，(x )e p は
x0の平均に等しくなる．いま対象粒子が一つ x0の値をもつ場合を考えると，x0は Xˆt 測定
値 と の値がわかれば，式 (14)を いて誤差 0で求め る．実際には我々は
得られ Xtが ξ0(X0) どのX0成分と相互作用したも なのか知るこ ができ い ，X0
をその平均 〈X0〉で置き換えたものを測定値 (x0)expとしている．Xtは測定 x0をX
の関数とみなすと，上の測定値の定義が正当化できるためには，ξ0(X )が 0の値 もつ確率
密度 |ξ0(X )|2を用いて，〈x0〉 = (x0)expで ければ らない．
上の議論では x0をX0の関数とみなしていたが，(x0)expはXtによって決まりXtは
数であるので，(x )expをX0の関数とみなすこともできる． 0の測定を繰り返せば，測定 Xt
はそのとき 関与したX0の値が違うので いろ変化し 測定値 (x0)expも変化する．その平均
〈(x0)exp〉がx0と等しくなるように測定値を定義し ければ ら いと考えれば，〈(x0)exp〉 = x0
で ければ らない．
注
注１：こ とき式 (3)の右辺に位相因子 exp(iδ)が るが，これは特別に問題を引き起こさ
ない．
注２：Xˆtの測定である測定値を得たとき，いずれかのX0成分が選択されていることになる．
注３：式 (22)の Ck(x は式 (21)の 〈X0〉とは少し変化している．式 (24)を参照．
参考文献
9
tの 0 〈 0〉
定 (15) (16) 定
(x0) φ0(x0) φ0(x0) (x0) 0
と φ0(x0) orn
(x0) φ0(x0) x0 差
(x0) (x0) φ0(x0)
を (21)
|ξ0( 0)|2 |ξ0(X0)|2 δ|ξ0( 0)|2




|ξ0( 0)|2 | | δ|ξ0( 0)|2
(x0) 0 (20) (x0)exp x0 (x0)exp
x0 (x0) 0 な
は る
〈(x0)exp〉  x0 〈(x0)exp〉 x0 δ 定 (x0)exp ( 0)oldexp δ
〈(x0)exp〉 x0 2(x0 ( 0)old)2 δ2
(x0)exp
〈(x0)exp〉 x0 な
の x0 〈(x0)exp〉 x0 (x0)exp 平均
x0 の x0 x0 ˆt
t 0 (14) 0
t ξ0( 0) 0 と な で 0
〈 0〉 (x0)exp t x0 0
ξ0( 0) 0
|ξ0( 0)|2 〈x0〉 (x0)exp な
x0 0 (x0)exp t t X0 関
(x0)exp 0 x0 t
0 ， (x0)e p





(22) k(x) 〈 0〉 (21) 〈 0〉 (24)
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関数 み すと，上 測 正当化できる
には，
生じる．従ってXtの値からそれぞれの測定値を決めるためには，X0をその平均値 〈X0〉とみ
なすしか い．４章ではこのような考えから測定値 (15)，(16)を 義して る．
測定誤差 (x0)が対象粒子の波動関数 φ0(x0)に依存し，任意の φ0(x0)に対して (x ) = 0
となることができないとき は，任意 φ0(x0)に対して Bornの確率則を再現できない．また
( 0)が φ0(x0)に依存すれば，多数回の位置 を繰り返して x0の平均値や標準偏 等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差  φ (x0)に依存 て
はならないという条件を要請し ．この条件から式 (21)が導出された．更 ある特定の確率密
度関数 ξ0(X0)|2に対してだけでなく，それを少し変化させた ξ0( 0 2 + δ ξ0(X0)|2に対して
も条件 (21)が成立しなければならないという条件を加えることによって，(x0)exp − が x0
関数でないことがわかり，線形性 仮説 (1)，(2)を導出す ことが きた．
７章では条件　の代わりに，　測定値 (x0)exp が x0 平均に等しい いう条件を要請す
ることによっても，線形性の仮説が導出できることを示し ．ここで また式 31) 条件がある
特定の確率密度関数 ξ0(X0)|2に対 てだけでなく，それを少 変化させた | 0( 0)|2+δ ξ0(X0)|2
に対しても成立することが必要であった．
誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに (x0)exp = 0 あるから，( 0)exp
は x0 平均に等しい．しかし (x0) > 0 ときにこれら２つの平均値が等しく るとい
う は，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈( )exp〉 = 〈(x0)exp〉−x0 = δ（定数）として，新しい測定値を = ( 0)oldexp−δ
と定義す と，〈( )exp〉 = x0となる．またこのとき新しい測定誤差は 2 x0) = (( 0)old)2− δ2
となるので，元の測定誤差より小さい．誤差が最小にな ように測定値 ( 0)expを定義すべきで
あるから，〈( )exp〉 = x0でなければならない．
７章で述べたように，任意の x0に対して 〈( )exp〉 = が成立していれば，( 0)exp は
x0の平均に等しくなる．いま対象粒子 一つ x0の値をもつ場合を考えると，x は ˆt 測定
値 tとX0 値がわかれば，式 (14)を用いて誤差 0で求め ことができる．実際には我々は
得られた tが ξ0(X0)のどのX0成分と相互作用したものな か知るこ が い ， 0
をその平均 〈X0〉で置 換えたものを測定値 (x0)expとしている．Xtは測定値 x0をX0
の関数とみなすと，上の測定値の定義が正当化できるため ξ (X )が 0 値 もつ確率
密度 ξ0 X0)|2を用いて，〈 〉 = (x0)expでなければならない．
上 議論では x0をX0の関数 みなしていたが，(x0)exp t よって決まり tは 0 関
数である で，(x )expをX0の関数とみなすこともできる． 0 を繰り返せば，測定値 t
はそのときに関与したX0の値が違うのでいろいろ し，測定値 (x0)expも変化す ．その平均
〈( )exp〉がx0と等しくなるように測定値を定義し ければ ら いと考え ，〈( )exp〉 = x0
でなければならない．
注
注１：こ とき式 3)の右辺に位相因子 exp(iδ)がかかるが，これは特別に問題を引き起こさ
ない．
注２：Xˆt 測定である測定値を得たとき，いずれかのX0成分が選択されていることになる．





(x0) φ0(x0) φ0(x0) (x0) = 0
に φ0(x0) Born
( 0) φ0(x0) x0
(x0) (x0) φ0(x0)
(21) に
ξ0(X0)|2 ξ0(X )|2 + δ ξ0(X0)|2




ξ0(X0)|2 し ξ0( 0) 2+δ ξ0(X0)|2
(x0) 0 (20) ( )exp = x0 (x0)exp
x0 (x0) > 0
の
〈(x0)exp〉  x0 〈( )e p〉−x0 = δ (x0)exp ( 0)oldexp−δ
る 〈(x0)exp〉 = x0 2 = (( 0)old) − δ2
る ( 0)exp
〈(x0)exp〉 = x0
0 〈(x0)exp〉 = x0 (x0)expの平均
x0 が x0 x0 ˆt
Xt X0の (14) 0
t ξ0( 0) X0 と な 0
〈X0〉 (x0)exp Xt x0 X0
に ξ0( ) X の を
ξ0(X0)|2 〈 〉 = (x0)exp
x0 X0 と (x0)exp t t
(x0)exp X0 0 Xt
X0 ( )exp
〈(x0)exp〉 x0 ば 〈(x0)exp〉 = x0
の (3) exp(iδ)
Xˆt X0
(22 Ck(x) 〈X0〉 (21) 〈X0〉 (24)
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値 もつ確率密度
生じる．従ってXt 値からそれぞれ 測定 決めるためには， をその平均値 〈X0〉とみ
すし い．４章ではこ ような考えから測 値 (15)，(16)を定義している．
測定誤差  が対象粒子 波動関数 φ0(x0)に依存 ，任意の φ に対して (x0) = 0
と るこ ができないとき は，任意 φ0(x0)に対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回 位置測定を繰り返して x0の平均値や標準偏差等がわか
るま ，測定誤差 (x0)を知ること できない．従って　測定誤差 (x0)は φ0(x0)に依存して
はなら いという 要請し この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0( 0)|2 + δ|ξ0(X0)|2に対して
も条件 (21)が成立し ければならない いう条件を加えることによって，( )exp − x0が x0の
関数でないこと わかり，線形性の仮説 (1)，(2)を導出することができた．
７章では条件 の代わりに，　測定値 ( )exp x0 平均に等しいという条件を要請す
ることによっても，線形性の仮説が導出できることを示し ．ここでもまた式 (31)の条件がある
特定の確率密度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0( 0)|2+δ|ξ0(X0)|2
に対しても成立することが必要であった．
(x0)が 0のとき は，誤差 定義式 2 より明ら に (x0)exp = x0であるから，(x0)exp
は x0 平均 等 い． かし (x0) > 0のときにこれら２つの平均値が等しくなるとい
う ，それ程自明ではない．以下にその理由と考えられ ものを述べる．
= 0のとき 〈(x0)exp〉−x0 = δ（定数）と て，新しい測定値を ( 0)exp = (x0)oldexp−δ
定義す と，〈( 0)exp〉 = x0となる．またこのとき新しい測定誤差は 2(x0) = ((x0)old)2− δ2
と るので，元の測定 り さい．誤差が最小 なるように測定値 (x0)expを定義すべきで
あるか ，〈( 0)exp〉 = 0で ければならない．
７章で述べたよう ，任意 に対して 〈( 0)exp〉 = 0が成立していれば，(x0)expの平均は
x0の平均に等しくなる．いま対象粒子 一つの x0 値 もつ場合を考えると，x0は Xˆtの測定
値 tとX0の値がわかれば，式 (14)を用いて誤差 0 求め ことができる．実際には我々は
得られたXtが ξ (X0) ど X0成分 相互作用したものな か知ることが きないので，X0
をそ 平均 〈X0〉で置き換え ものを (x0)expとし いる．Xtは測定値 用いて x0をX0
関数とみなすと，上の測定値の定義 正当化できるためには，ξ0(X0)がX0の値をもつ確率
密 |ξ (X0)|2を用いて，〈 0〉 = ( 0)expで ければならない．
上の議論では x0をX0 関数とみなし いたが (x0)exp Xtによって決まりXtはX0の関
であるので，(x0)expをX0 関数 みな こともでき x0の測定を繰り返せば，測定値Xt
はそ ときに関与 たX0 値が違うのでいろいろ変化し 測定値 (x0)expも変化する．その平均
〈(x0)exp〉がx0と等 く るように測定値を定義し ければならないと考えれば，〈( 0)exp〉 = x0
で ければならない．
注
注１：こ とき式 (3)の右辺に位相因子 exp(iδ)がかかるが，これは特別に問題を引き起こさ
ない．
注２：Xˆtの である測定値を得たとき， ず かのX0成分が選択されてい ことになる．
注３：式 (22)の Ck(x) 〈 0〉は式 (21)の 〈X0〉とは少し変化している．式 (24)を参照．
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生じる．従ってXt 値からそれぞれ 測定 決 るためには，X0をその平均値 〈X0〉とみ
なすしかない．４章ではこのような考えから測定値 (15)，(16)を定義している．
測定誤差 (x0)が対象粒子 波動関数 φ0(x0)に依存 ，任意の φ0(x0)に対して (x0) = 0
となるこ がで ないとき は，任意の φ0(x0)に対して Bornの確率則を再現できない．また
 が φ0(x0)に依存すれば，多数回の位置測定を繰り返 x0の平均値や標準偏差等がわか
るま ，測定誤差 (x0)を知ることはできない．従って　測定誤差  は φ0(x0)に依存して
はなら いという条件 要請し この条件から式 (21)が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対 てだけでなく，それを少し変化させた | + δ|ξ0(X0)|2に対して
も条件 (21)が成立し ければならないという条件を加えることによって，( 0)exp − x0が x0の
関数でないことがわかり，線形性 仮説 (1)，(2) 導出 ることができた．
７章 は条件 代わりに，　測定値 (x0)exp が x0 平均に等しいという条件を要請す
ることによっても，線形性の仮説が導出できる とを示し ．ここでもまた式 (31)の条件がある
特定の確率密度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0( 0)|2+δ|ξ0(X0)|2
に対しても成立することが必要であった．
(x0)が とき は，誤差の定義式 20)より明らかに (x0)exp = 0であるから，(x0)exp
は 0 平均 等 い． かし (x0) > 0 ときにこれら２つの平均値が等しくなるとい
うの ，それ程自明ではない．以下にその理由と考えられ ものを述べる．
〈(x0)exp〉 = 〈(x0)exp〉−x0 = δ（ 数）として，新しい測定値を ( 0)exp = (x0)oldexp−δ
定義する ，〈( 0)exp〉 = x0 ．またこのとき新しい測定誤差は  x0) = ((x0)old)2− δ2
と るので，元の測定 より さい．誤差が最小 なるように測 値 (x0)expを定義すべきで
あるか ，〈( 0)exp〉 x0で ければならな ．
７章で述べたよう ，任意 に対 〈(x0)exp〉 = 0が成立していれば，(x0)expの平均は
x0の平均に等しくなる．いま対象粒子 一つの 0 値 もつ場合を考えると，x0は Xˆtの測定
Xtと 0の値がわかれば，式 (14)を用いて誤差 0で求め ことができる．実際に 我々は
得られ tが ξ0( 0) ど X0成分 相互作 したものなのか知ることが きないので，X0
その平均 〈X0〉で置 換え ものを (x0)expとし る． tは測定値 用いて x0をX0
関数 みなすと，上 測 値の定義 正当化できるためには，ξ0( )がX0の値をもつ確率
密度 |ξ0(X )|2を用いて 〈 〉 = (x0)expで ければならない．
上 議論では 0をX の関数とみなし いたが (x0)expはXtによって決まりXtはX0の関
あるので，(x )expをX0の関数 みな こともでき x0 測定を繰り返せば，測定値Xt
はそ とき 関与 たX0 が違うのでいろいろ変化し 測定値 ( 0)expも変化する．その平均
〈( 0)exp〉がx0と等しく るように測 値を定義し ければならないと考えれば，〈( 0)exp〉 = x0
で ければならない．
注１：こ とき式 (3)の右辺に位相因子 exp(iδ)がかかるが， れは特別に問題を引き起こさ
ない．
注２： ˆtの である測定値を得たとき， ず かのX0成分が選択されてい ことになる．





生じる．従って tの値からそれぞれの測定値を決めるためには X0をその平均値 〈X0〉とみ
なすしかな ．４章ではこ ような考えから測定値 (15) (16)を定義している．
測定誤差 ( 0)が 象粒子の波動関 φ0(x0) 依存 0(x0) (x0) = 0
とな こと ときには 任意 φ0(x0) 対し Bornの確率則 再現できない．また
(x0) φ0(x0)に依存すれば 多数回の位置測定を繰り返し x0の平均値や標準偏 等がわか
るまで，測 誤差 (x0) 知るこ は きない 従って　測定誤差 (x0)は φ0(x0)に依存
はならないという条件を要請した．この条件から式 (21)が導出さ た．更にある特定の確率密
度関数 ξ0 X0)|2に対 てだけで く，それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2 対して
も条件 (21) 成立しなければ らないという条件 加え よって， x0)exp − x0 x0の
関数 ないことが か (1) (2)を導出する とができ ．
７章では条件　 代わり ，　測定値 (x0)exp 平均 x0 平均に等 い いう を要請す
ることによっても，線形性 仮説 導出 きることを示 ここでもま 式 (31)の条件がある
特定の確率密度関数 に対してだけでなく，それを少し変化させた |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても成立するこ 必要であった．
誤差 ( )が の きに 誤差 定義式 (20)より明 に ( 0)exp = x0であ から，(x0)exp
は x0 平均に しかし (x0) > 0 とき これ ２つの平均 が等しくな とい
うのは，それ程自明ではない．以下にそ 理由と考えられるものを述べる．
〈(x0)exp〉  0の き 〈(x0)exp〉 x0 = δ（定数）と て， を (x0)exp = oldexp δ
定義すると 〈 exp〉 = x0となる またこのとき新し 測定 は 2( 0) = ((x0)old)2− δ2
となるので，元の測定誤差より小さい．誤差が最小に るように測定値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = x0でなければならない．
７章で述べたよう ，任意 x0に対し 〈(x0)exp〉 = x0 成立していれば (x0)exp 平均
x0の平均に等しくなる．いま対象粒子 一つの x0の値をもつ場合を考え ，x0 Xˆtの測定
値Xtと 0 値がわか ば，式 14)を用いて誤差 で求め ことができる．実際には我々は
得られた tが ξ0( 0) ど X0成分と相互作用し なのか知 こ できな ので，X0
をその平均 〈X0〉で置き換えたも を 定 (x0)expとしている． tは測定値を用いて x0
の関数とみなすと，上の測定値の定義が正当化 きるためには，ξ0 X0)がX0の値をもつ確率
密度 |ξ0( 0)|2を用いて，〈x0〉 = (x0)expで ければなら ．
上 議 は x0 していたが，(x )expはXtによって決まりXtはX0の関
数であるので (x0)expを 数とみなすことも きる．x0 を繰り返せ Xt
はそのときに関与 たX0 値 違うのでいろいろ変化 ， (x0)expも変化する．その平均
〈(x0)exp〉がx0と等しく るように測定値を定義し ければならないと考えれば，〈(x0)exp〉 = x0
でなければならない．
注
１ このと 式 (3)の右辺に位相因子 exp(iδ)が かるが，これは特別に問題を引き起 さ
ない．
２ Xˆtの測定であ 測定値を得たとき，いずれかの 0成分が選択されているこ にな






( 0) φ0(x ) 0(x0) (x0) = 0
る が きない φ0(x0)に Born を
(x0) φ0(x0) x0 差
定 (x0) で  x0) φ0 x0 して
(21)
|ξ0( )|2 し |ξ0(X0)|2 + δ|ξ0(X0)|2
(21)が を (x0)exp − x0 x0





( 0) 0 ， (2 ) ら (x0)exp = x0 (x0)exp
平均 0 等し (x0) > 0 に
〈(x0)exp〉 = 0 〈(x0)exp〉−x0 δ 値 (x0)exp = ( 0)oldexp−δ
と 〈(x0)exp〉 = x0 誤差 2(x0) = ((x0)old 2− δ2
(x0)exp
〈(x0)exp〉 = x0
x0 て 〈(x0)exp〉 = x0が (x0)exp
x0 x0 と x0は Xˆt
Xt 0 (14) る
t ξ (X0) X0 もの と 0
〈X0〉 測 値 (x0)exp Xt x を
ξ0 X X0
|ξ0(X0)|2 〈x0〉 = (x0)exp
の 論で x0 0 数とみな (x0)exp Xt Xt X0
(x0)exp 0 関 で x0の ば， Xt
X (x0)exp
〈(x0)exp〉 x0 〈(x0)exp〉 = x0
注 ： き (3) exp(iδ) か こ
注 ：Xˆt 0
(22) Ck x) 〈X0〉 (21) 〈X0〉 (24)
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関 とみなしていたが
生じる．従ってXtの からそれぞれの測定値を決めるためには X0をそ 平均値 〈X0〉とみ
なすしか い．４章 はこのような考えから測定値 15 16 を定義 ている．
測定誤差 ( 0)が対象粒子の波動関数 φ0( ) 依存 0(x0) (x0) = 0
となること で ときには 任意 φ0(x )に対して Born 確率則 再現できない．また
(x0)が φ0(x0)に依存すれば，多数回 位置 繰り返し x0の平均値や標準偏 等がわか
るまで，測定誤差 (x0)を知ること き ．従って　測定誤差 (x は φ0(x0) 依存して
はならないという条件を要請 た．この条件か 式 (21)が導出さ た．更にある特定の確率密
度関数 に対 てだ で く，それを少し変化させた |ξ0(X0)|2 + δ|ξ (X0)|2 対し
も条件 21 成立しなければ らないという条件を加えることによって (x0)exp − x0 x0の
関数 ないことがわかり 1) (2) 導出す ができた．
７章では条件　の代わりに，　測定値 (x0)exp 平均 x0の平均に等 い いう条件 要請す
る と よっても，線形性 仮説 導出 きることを示 た．こ もま 式 31)の条件がある
特定の確率密度関数 |ξ0(X0)|2 だけでなく，それを少し変化させた |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても成立するこ 必要であった．
誤差 ( )が 0 とき ，誤差 定義式 (20)より明ら に exp = x0であ か ，(x0)exp
x0 に等し しかし (x0) > 0の き こ ら２つ 平均値が等しくな とい
う は，それ程自明ではない．以下にそ 理由 考えられるものを述べる．
〈( 0)exp〉 = 0 き − = δ（定数）として， 値を = ( 0 oldexp
と定義す と，〈( 0)exp〉 = と る またこのとき新し 測定 は 2 = ((x0)old)2− δ2
となるので，元の測定誤差より小さい．誤差が最小に るように測定値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = x0で ければならない．
７章で述べたように，任意 x0 対 て 〈(x0)exp〉 = x0が成立していれば (x0)expの平均
x0の平均に等しくなる．いま対象粒子 一つの x0の値 つ場合を考え ，x0は Xˆt 測定
値XtとX0 値 わかれば，式 (14 用いて誤差 0で求めることができる 実際には我々は
得られたXtが ξ0( ) ど 0成分と相互作用し なのか知 ことができな ので，X0
そ 平均 〈 0〉で置き換えたも (x0)exp して ．Xtは測定値を用いて x 0
の関数とみなすと，上の測定値 定義が正当化できるためには，ξ0(X0)がX0の値をもつ確率
密度 |ξ0(X0)|2を用いて 〈 0〉 = ( )expで ければなら い
上の議論 は x0を とみな は tによって決ま XtはX0の関
数である で，( 0)expを 0 数 みなすことも きる．x 測定を繰り返せば Xt
はそのときに関与 たX 値 違 のでいろいろ変化 ， (x0)expも変化する．その平均
e が 0と等しく るように測定値を定義しなければならないと考えれば，〈(x0)exp〉 = x0
でなければならない．
注
注１： とき式 (3)の右辺に位相因子 exp(iδ)がか るが，これは特別に問題を引き起 さ
ない．
注２ Xˆtの測定である測定値を得たとき，いずれか X0成分が選択され ことになる
注３： 2 の Ck(x)の 〈X0〉は式 (21)の 〈X0〉とは少し変化している．式 (24)を参照．
参考文献
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t 0 〈 0〉
な で ( ) ( )
(x0) 0(x0) ( 0)
きない 0( ) の
( 0) ( 0) 測定 0
( 0) な ( 0) 0 0
ら ( )
| | 0( 0)|2 | 0( 0)|2に
( ) ，( 0 e 0 0
( ) ( ) ること
( 0)e 0
こ に ( )
| 0( 0)|2 | 0( 0)|2 | 0( 0)|2
( 0) の ( ) e 0 ( 0)e
は 0の平均 ( 0) れ
の
〈( 0)e 〉  0 〈( 0)exp〉 0 (x0)exp (x0)ole δ
〈(x0)e 〉 2(x0) ( 0)ol )2 2
( 0)e
〈( 0)e 〉 0
0 〈( 0)e 〉 0 ( 0)e
0 0 0 t
t 0 ( ．
t 0( ) 0 る
〈 0〉 ( 0)e t 0
の 0( 0) 0
| 0( 0)|2 〈x0〉 (x0)e な
0 関 し t t 0
( 0)e X0 t
し 0 ( 0)e
〈(x0)exp〉 x0 〈( 0)e 〉 0
( ) (i )
t 0
(2 ) ( ) 〈 0〉 ( ) 〈 0〉 ( )
って決ま
生じる．従ってXtの からそれぞ 測定値を決めるため は，X0 その平均値 〈X0〉とみ
なす かな ４章ではこのような考えから測定値 (15)，(16)を定義 ている．
測定誤差 (x ) 対象粒子の波動関数 0(x ) 依存 ，任意の φ0(x )に対して (x0) = 0
となること ときには 任意 φ0(x )に対して Bornの確率則 再現できない．また
(x0)が φ0(x )に依存すれば 多数回の位置測定 繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差  知るこ はでき い 従って　測定誤差 (x0)は φ0(x )に依存して
はなら いと う条件を要請 た．この条件から式 (21)が導出さ ．更 ある特定の確率密
度関数 |ξ0(X )|2に対 てだ で く，そ を少 変化させた |ξ0(X )|2 + δ|ξ0(X )|2 対し
も条件 (21)が成立し ければ ら う条件 加えることによって (x0)exp − x0が x0の
関数 ない がわかり，線形性の仮説 (1)，(2)を導出することができた．
７章では条件　の代わり ，　測定値 (x0)expの平均が x0の平均に等しいと う条件を要請す
る とによっても，線形性の仮説が導出できることを示した．こ もまた式 (31)の条件がある
特定の確率密度関数 |ξ0(X )|2 対してだけ なく，それを少し変化させた |ξ0(X )|2+δ|ξ0(X )|2
に対しても成立することが必要であった．
誤差 ( 0)が 0のときに ，誤差 定義式 (20)より明ら (x0)exp = x0であるか ，(x0)exp
の平均 x0 平均に等し ．しか (x0) > 0 きにこ ２つの平均値が等しくなるとい
う は，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = x0の き 〈( 0)exp〉 0 = δ（定数） して，新しい 値を (x0)exp = ( 0)oldexp δ
義すると，〈(x0)exp〉 = x0 な ．またこ とき新しい測定 は 2(x0) = (( 0)old 2− δ2
とな ので 元の測 誤差 り小さい．誤差が最小になるように測定値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = x0 なければなら い．
７章で述べたよう 任意の x0 て 〈(x0)exp〉 = x0 成立していれば，(x0)expの平均は
x0の平均に等しくなる．いま対象粒子が一つの x0 もつ場合 考える ，x0は Xˆtの測定
値Xt X0の値がわか ば，式 (14)を用いて誤差 0で求めるこ ができ ．実際には我々は
得られたXt ξ0(X )のどのX0成分と相互作用したものな か知るこ ができな ので， 0
をその平均 〈X0〉で置き換えたも を測 値 (x0)expとしている．Xt 測 値を用いて x0 0
関数とみなすと，上の測定値の定義が正当化 きる めには，ξ0(X )がX0の値をもつ確率
密度 |ξ0(X )|2を用いて，〈x0〉 = (x0)exp ければ ら ．
上の議論 は x0を 0 数とみなしていたが，(x0)expはXtによっ りXtはX0 関
数であるので，(x0)expをX0の関数とみなすこともできる．x0の を繰り返せば，測定値Xt
はそのときに関与したX0の値が違うのでいろ 変化 ， (x0)expも変化する．その平均
〈(x0)exp〉がx0 等しく るように測定値を定義し ければなら いと考えれば，〈(x0)exp〉 = x0
でなければなら い．
注
注１：このとき式 (3) 右辺に位相因子 exp(iδ)がかかるが，これは特別に問題を引き起こさ
ない．
２：Xˆtの測定である測定値を得たとき，いずれか 0成分が選択されていることにな
注３：式 (2 )の Ck(x)の 〈X0〉は式 (21)の 〈X0〉とは少し変化している．式 (24)を参照．
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生じる．従ってXtの値 らそれぞれの測定値を決めるためには，X0 その平均値 〈X0〉 み
なすしかない．４章ではこのような考えから測定値 (15)，(16)を定義 ている．
測定誤差 (x0)が対象粒子の波動関数 φ0(x0)に依存 ，任意 φ0(x0)に対して (x0) =
となることができないときには 任意の φ0(x0)に対して Bornの確率則を再現でき い． た
(x0)が φ0(x0)に依存すれば 多数回 位置測定を繰り返して x0の平均値や標準偏 等がわか
るまで，測定誤差 (x0)を知るこ はできない．従って　測定誤差 (x0)は φ0(x0)に依存して
はならないという条件を要請 た．この条件から式 (21)が導出 れ ．更にある特定の確率密
度関数 |ξ0(X0)|2に対 てだけで く，それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2 対し
も条件 (21)が成立しなければ ら という条件を加えることによって x0)exp − x0が x0の
関数でないことがわかり，線形性 仮説 (1) (2) 導出することができた．
７章では条件　 代わり ，　測定値 (x0)expの平均が x0の平均に等 いという条件を要請す
ることによっても，線形性 仮説が導出できることを示 た．ここ もまた式 (31)の条件がある
特定の確率密度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても成立することが必要であった．
誤差 (x0)が 0のときには，誤差 定義式 (20)より明らかに (x0)exp = x0であるか ，(x0)exp
の平均 x0の平均に等しい．しかし (x0) > 0 き こ ２つの平均値が等しくな い
うのは，それ程自明ではない．以下にその理由 考えられるものを述べる．
〈(x0)exp〉 = x0の き 〈(x0)exp〉− 0 = δ（定数） して，新しい測定値を (x0)exp = ( 0)oldexp−δ
と定義すると 〈(x0)exp〉 = x0となる．またこのとき新し 測定誤差は 2(x0) = ((x0)old)2− δ2
とな ので 元の測定誤差より小さい．誤差が最小に るように測定値 (x0)expを定義すべき
あるから，〈(x0)exp〉 = x0でなければならない．
７章で述べたように，任意の x0に して 〈(x0)exp〉 = x0 成立していれば，(x0)exp は
x0の平均に等しくなる．いま対象粒子が一つの x0の値をもつ場合 考えると，x0は Xˆtの測定
値XtとX0の値がわかれば，式 (14)を用いて誤差 で求めるこ ができ 実際には我々は
得られたXtが ξ0(X0)のど 0成分と相互作用したものな か知るこ ができない で， 0
をその平均 〈X0〉で置き換えたものを測定値 (x0)expとして る．Xt 測定値を用いて x0を
の関数とみなすと，上の測定値の定義が正当化できるためには ξ0(X0)が 0の値をもつ確率
密度 |ξ0(X0)|2を用いて，〈x0〉 = ( )expで ければ ら ．
上の議論で x0を 0 数とみなしていたが，(x0)expはXtによって決まりXt X 関
数であるので，(x0)expを 0 数とみなすこともできる．x0の測定を繰り返せば，測定値Xt
はそのときに関与したX0の値 違うのでいろいろ変化し，測 値 (x0)expも変化する．その平均
〈(x0)exp〉がx0と等しく るように測定値を定義しなければならないと考えれば，〈(x0)exp〉 = x0
でなければならない．
注
注１：こ とき式 (3)の右辺に位相因子 exp(iδ)がかかるが，これは特別に問題を引き起こさ
ない．
注２：Xˆtの測定である測定値を得たとき，いずれか 0成分が選択されていることにな




生じる 従ってXt 値からそれぞれ を決めるためには X その平均値 〈X0〉とみ
なす かない ４章で こ ような考えから測定値 (15) 16 を定義 る．
測定誤差 ( 0)が対象粒子 波動関数 φ0(x0)に依存し 0( 0) (x0) = 0
とな ことが き は，任意の φ0(x0)に対 Born 確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回 位置測定 繰り返して の平均値や標準偏 等がわか
まで，測定誤差 (x0) 知る とはできない 従って　測定誤差 (x0)は φ0(x に依存
はならないという条件を要請 た．この条件から式 (21)が導出 れ ．更 ある特定 確率密
度関数 |ξ0(X0)|2に対してだけで く それを少し変化させた |ξ0(X0)|2 + δ|ξ0 X )|2に対して
も条件 (21)が成立し ければならない いう条件を加え よって，( 0)exp − x0が x0の
関数 ないことがわか ，線形性 仮説 (1) (2) 導出する ができ ．
７章では 　 代わり 　測定値 (x0)e p が x0の平均に等 い いう を要請す
ることによっても，線形性の仮説が導出できること 示 た．ここでもま 式 31)の条件がある
特定の確率密度関数 に対してだけ なく，それを少し変化させた |ξ0( 0)|2+δ|ξ0(X0)|2
に対しても成立すること 必要であった．
誤差 (x0)が 0 とき ，誤差の定義式 (20)より明らか (x0)exp = x0であるから，(x0)exp
x0 平均に等 しかし (x0) > 0の き こ ら２つ 平均値が等しくな とい
うのは，それ程自明では い 以下にその理由 考えられるもの 述べる．
〈 〉 = の き 〈( )exp〉− δ（定数） て，新しい測定値 exp 0)oldexp−δ
〈 exp〉 x0と る．またこのとき新しい 誤差は 2( 0) = (x0)old)2− δ2
とな ので 元の測定誤差より小さい．誤差が最小 るように測定値 (x0)expを定義すべきで
あるから，〈( 0)exp〉 = x0でなければならない．
７章で述べたよう ，任意 x0 〈( 0)exp〉 = が成立していれば (x0)exp 平均
x 平均に等しくなる．いま対象粒子が一つ x0の値 つ場合を考え ，x0 ˆtの測定
値 tと 値 わかれば，式 14) い 誤差 0で求め ．実際には我々は
得られた tが ξ ( ) ど X0成分と相互作用 ものなのか知ることが きな ので，X0
をそ 平均 〈 〉で置き換えたものを (x0)expとして る．Xt 測定 用いて x0をX0
の関数とみなすと，上の測定値の定義が正当化できるためには，ξ0(X0)が 0 値をもつ確率
密度 |ξ0 X )|2 用いて，〈 〉 = ( 0)expでなければ らな ．
上 議論で x0を 数とみなして たが ( )expはXtによって決ま tは 0の関
数で (x )expを 0 数 みなすことも きる． 測定を繰り返せ Xt
はその きに関与 たX0 が違 のでいろいろ変化し，測定値 (x0)expも変化する．その平均
〈( )exp〉がx0と等しく るように測定値を定義しなければならないと考えれば，〈( 0)exp〉 = x0
でなければならない．
注
１ こ と 式 (3)の右辺に位相因子 exp(iδ)が かるが，これは特別に問題を引き起こさ
ない．
注２：Xˆt である測定値を得たとき，いずれか X0成分が選択されてい ことになる．
注３：式 (2 )の Ck(x)の 〈X0〉は式 (21)の 〈X0〉とは少し変化している．式 (24)を参照．
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t 0を 〈 0〉
し ． 15 (16)
( 0) φ0(x0) (x0) 0
る φ0(x0) して orn
( 0) φ0(x0) を x0
(x0) ( 0) φ0 x0
(21)
ξ0( )|2 ξ0( 0)|2 δ ξ0( |2
(21) ること (x0)exp x0 x0
で (1)，(2
(x0)e p x0 条件
た (31)
ξ0(X0)|2 δ ξ0( 0)|2
(x0) 2 (x0)exp x0 (x0)exp
の平均 x0の し (x0) 0
な
〈( )exp〉  〈( 0)exp〉 0 δ を ( 0)oldexp δ
，〈( 0)exp〉 = x0 な 2 x0) (x0)old)2 δ2
( 0)exp
〈( )exp〉 x0
x0に対して 〈( )exp〉 0 (x0)expの
x0 x0 をも と x0は ˆt
t 0 が 14)を 0 る
Xt ξ0( ) の 0 い 0
〈X 〉 測 値 (x0)exp tは x0
ξ0( 0) 0
ξ0( 0)|2 〈 〉 (x0)exp
0 0 (x0)exp t t X0
ある (x0)exp X0 0 ば， t
と 0 (x0)exp




22) k(x) 〈 0〉 (21) 〈 0〉 (24)
9
の関数 み すこともできる．
生じる 従ってXt 値からそ ぞれ を決めるためには X0 その平均値 〈X0〉とみ
すしか ．４章 はこ ような考えから測定値 (15)， 16 定義 いる
測定誤差 ( 0) 対象粒子 波動関数 φ0(x0) 依存し，任意 φ0(x0)に対して (x ) = 0
なること で ないときには，任意 φ0(x0)に対 Born 確率則を再現できない．また
(x0)が φ0 に依存すれば，多数回 位置測定を繰り返して 0の平均値や標準偏 等がわか
るまで，測定誤差 (x0)を知る とは きない 従って　測定誤差 (x0)は φ0(x0)に依存
はならないという条件を要請 た．この から式 (21)が導出 れ ．更にある特定の確率密
度 |ξ ( 0)|2 だ でなく，そ を少し変化させた |ξ0 X0)|2 + δ|ξ0(X0)|2に対して
も (21) 成立し ければなら という条件を加え によって x0)exp − x0の
関数 ないことが か 形性 仮説 1 (2) 導出する とが きた．
７章では 　 代わりに 　測定値 (x0)exp 平均 x0の平均に等 いという を要請す
ること よっ ，線形性 仮説が導出できること 示 た．こ でもま 式 (31)の条件がある
特定の確率密度関数 |ξ0(X0)|2 だけ なく，それを少し変化させた |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても成立することが必要であった．
誤差 ( 0)が とき は，誤差の定義式 (2 )より明 か ( 0)e p = x0であ から，(x0)exp
は 0 平均に等しい．しかし (x ) > 0 き これ ２つ 平均値が等しくな とい
うのは，それ程自明ではない．以下にそ 理由 考えられるもの 述べる．
〈 〉  のとき 〈( 0)e p〉−x0 δ（定数） て，新しい測定値を ( 0)ex (x0)oldexp
と定義す ，〈 x0)e p〉 = x0と る．またこのとき新し 誤差は 2( 0) = ( x old 2− δ2
となる ，元の測定誤差より小さ 誤差が最小に るように測定値 (x0)expを定義すべきで
あるから，〈(x0)e p〉 = x0で ければならない．
７章で述べたよう ，任意の x0に し 〈( )e p〉 = x0 成立していれば (x0)exp 平均
x0の平均に等しくなる．いま対象粒子 一つ x0の値 もつ場合 考え と，x0 Xˆt 測定
値 tとX0の値 わかれば，式 (14 を いて誤差 0で求める ．実際には我々は
得られた tが ξ0(X0) ど X0成分と相互作用 たものな か知 ことができな で，X0
をそ 平均 〈X0〉で置き換えたも を測 値 ( 0)expとして る． t 測定 用いて x を 0
関数 みなすと，上 測定値 定義 正当化できるために ，ξ0( 0)がX0の値をもつ確率
密度 |ξ0(X0)|2 用いて，〈 〉 = ( )expで ければ ら ．
上 議論で 0 して たが，(x0)expはXtによって決ま tは 0 関
数 ある で (x0)expをX0の 数 みなす x0の を繰り返せば，測定値Xt
は きに関与 たX 値 違 のでいろいろ変化 ，測定値 (x0)expも変化する．その平均
〈(x0)e p〉が と等しく るように測定値を定義し ければならないと考えれば，〈(x0)e p〉 = x0
で ければならない．
注
１ こ と 式 (3)の右辺に位相因子 exp(iδ) か るが，こ は特別に問題を引き起 さ
ない．
注２：Xˆt 測定であ 測定値を得たとき，いずれか X0成分が選択されていることになる．





生じる．従ってXtの値からそれぞれ を決めるためには，X0 その平均値 〈X0〉とみ
なすしか ．４章ではこのような考えから測定値 (15)，(16) 定義 ている
測定誤差 (x0)が対象粒子 波動関 φ0(x0)に依存し，任意の φ0(x0)に対して (x0) =
となることができないときには，任意の φ0(x0)に対 Bornの確率則を再現 きない． た
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返して x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知る とはできない 従って　測定誤差 (x0) φ0(x0)に依存して
はならないという条件を要請 た．この条件から式 (21)が導出 れ ．更にある特定の確率密
度関数 |ξ0(X0)| に対してだけで く，それ 少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2に対して
も (21)が成立し ければならないという条件 加えることによって，(x0)exp − x0が x0
関数でないことがわかり，線形性の仮説 (1) (2)を導出することができた．
７章では条件　の代わり ，　測定値 (x0)expの平均が x0の平均に等しいという条件を要請す
ることによっ ，線形性の仮説が導出できること 示 た．ここでもまた式 (31) 条件があ
特定の確率密度関数 |ξ0(X0)|2 対してだけでなく，それを少し変化させた |ξ0(X0)|2+δ|ξ0(X |2
に対しても成立すること 必要であった．
誤差 ( 0)が 0のときには，誤差の定義式 (2 )より明らかに (x0)exp = x0であるから (x0)exp
の平均は x0 平均に等しい．しかし (x0) > 0 ときにこれ ２つの平均 が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = x0の き 〈(x0)exp〉−x0 = δ（定数） て，新しい測定値を (x0)exp = )oldexp−δ
定義すると，〈(x0)exp〉 = x0となる．またこのとき新しい 誤差は 2(x0) = (( 0)old)2− δ2
となるので，元の測定誤差より小さい．誤差が最小になるように測定値 (x0)expを定義すべきで
あるから，〈(x0)exp〉 = x0 なければならない．
７章で述べたよう ，任意の x0に して 〈(x0)exp〉 = x0 成立していれば ( 0)exp
x0の平均に等しくなる．いま対象粒子が一つの x0の値をもつ場合を考え ，x0は ˆtの測定
値Xtと 0の値がわかれば，式 (14)を用いて誤差 で求めることができ ．実際には我々は
得られたXtが ξ0(X0) ど X0成分と相互作用 たものなのか知るこ ができない で， 0
をその平均 〈X0〉で置き換えたも を (x0)expとしている．Xt 測定値を用いて x X0
の関数とみなすと 上の測定値の定義 正当化できるためには，ξ0(X0)がX0 値をもつ確率
密度 |ξ0(X0)|2 用いて，〈x0〉 = (x )expで ければなら い．
上 議論 は 0をX0の関数とみなしていたが，(x0)expはXtによって決まりXt 0の
数であるので，(x0)expをX0の関数とみなすことも きる．x0の測定を繰り返 Xt
はそのときに関与したX0の値 違うのでいろいろ変化し，測定値 (x0)expも変化する．その平均
〈(x0)exp〉がx0と等しく るように測定値を定義しなければならないと考えれば，〈(x0)exp〉 = x0
でなければならない．
注
注１：このとき式 (3)の右辺に位相因子 exp(iδ)がかかるが，こ は特別に問題を引き起こさ
ない．
２ Xˆt 測定である測定値を得たとき，いずれか 0成分が選択されていることにな
注３：式 (22)の Ck(x)の 〈X0〉は式 (21)の 〈X0〉とは少し変化している．式 (24)を参照．
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はそ き 関与 た
生じる．従ってXt 値 それぞれの 決めるためには 0をその平均値 〈X0〉とみ
すしかない．４章ではこ ような考えから測定値 (15) (16)を定義している．
測定誤差 (x0) 対象粒子の波動関数 φ0(x0) 依存 ，任意 φ0(x0)に対して (x0) = 0
ること で ないとき は 任意 φ0(x0)に対 Born 確率則を再現できない．また
 φ0(x0)に依存すれば，多数回の位置 を繰り返し x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知る とはできない．従って　測定誤差  は φ0(x0) 依存して
はならないという条件 要請 た．この条件から式 (21)が導出された．更 ある特定の確率密
度関数 |ξ0 X0)|2に対 てだけで く，そ を少し変化させ |ξ0(X0)|2 + δ|ξ0(X0)|2に対して
も条件 (21) 成立し ければならないという条件を加え によって，(x0)exp − x0が x0の
関数 ないことがわか ，線形性 仮説 (1) (2)を導出するこ ができた．
７章では条件　 代わりに，　測定値 (x0)exp が x0の平均に等 いという を要請す
ることによっても，線形性の仮説が導出できる と 示 ．ここでもま 式 (31)の条件がある
特定 確率密度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた | | +δ|ξ0(X0)|2
に対しても成立するこ が必要であった．
誤差 (x0)が とき は，誤差 定義式 2 より明らか ( 0)exp = x0であるから，(x0)exp
の x0の平均に等し しかし (x0) > 0 きにこ ら２つ 平均値が等しくな とい
う ，それ程自明ではない．以下にその理由と考えられるものを述べる．
= 0の き 〈( )exp〉−x0 = δ（定数） て， 値を = oldexp δ
定義す と 〈( )exp〉 = x0 な またこのとき新しい 誤差は ( 0) = (( 0)old)2− δ2
とな で 元 測定 より さい．誤差が最小に るように測定値 (x0)expを定義すべきで
あるから，〈( )exp〉 = x0で ければならない．
７章で述べたように，任意 0に対して 〈(x )exp〉 = x0が成立していれば (x0)exp 平均は
x0 平均に等しくなる．いま対象粒子が一つの x0の値 もつ場合を考え と x0は Xˆtの測定
値Xtと 0 値 わかれば，式 14)を用いて誤差 0で求めることができる．実際には我々は
得られ tが ξ0( 0)のど X 成分と相互作用 たものなのか知 ことができな ので，X0
をそ 平均 〈X0〉で置き換えたも を測定値 (x0)expとしてい ． tは測定値 用いて x0 0
の関数 みなすと 上 測定値の定義が正当化 きるためには，ξ0(X0)がX0の値をもつ確率
密度 |ξ (X )|2を用い ，〈x0〉 = (x0)exp なければ らな ．
上 議論 は x0をX0 関数 みなしていたが，(x0)expはXtによって決ま tは 0の関
数 ある で，(x )expを 0 関数 み すこともできる．x0の を繰り返せば，測定値Xt
X0の が違 のでいろ ろ変化 ，測 値 ( 0)expも変化する．その平均
が と等しくなるように測定値を定義し け ならないと考えれば，〈( )exp〉 = x0
で ければならない．
注
注１：こ とき式 (3)の右辺に位相因子 exp(iδ) かかるが，これは特別 問題を引き起こさ
い
注２： ˆt 測定である測定値を得たとき，いずれかのX0成分が選択され ことになる
注３：式 22) Ck(x 式 (21)の 〈X0〉とは少し変化している．式 (24)を参照．
参考文献
9
生じる 従ってXtの値からそれぞれの測定値を決めるためには，X0 その平均値 〈X0〉とみ
なすしかない．４章ではこのような考えから測定値 (15) (16)を 義している．
測定誤差 (x0) 対象粒子 波動関数 φ0(x0) 依存し，任意 φ0(x0)に対して ( 0) =
となるこ ができないとき は，任意 φ0(x0)に対して Bornの確率則を再現 きない．
(x0)が φ0(x0)に依存すれば，多数回の位置 を繰り返し x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x0)は φ0(x0) 依存 て
はなら いと う条件を要請した． の条件から式 (21 が導出された．更にある特定の確率密
度関数 |ξ0(X0)|2に対してだけで く，それ 少し変化させた |ξ0( 0)|2 + δ|ξ X0)|2に対 て
も条件 (21) 成立し ければならないという条件を加えることによって，(x0)exp − x0が x0の
関数でないことが か 線形性 仮説 1)， 2)を導出すること きた．
７章では条件　の代わりに，　測定値 (x0)expの平均が x0の平均 等しいという条件を要請す
ることによっても，線形性の仮説が導出 きることを示し ．ここでもま 式 31) 条件があ
特定の確率密度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても成立することが必要であった．
誤差 (x0)が 0のときには，誤差 定義式 (20)より明 かに (x0)exp = 0であ から (x0)exp
の平均は x0の平均に等し かし (x0) > 0 ときにこれ ２つの平均値が等しく る い
う は，それ程自明では い 以下にその理由と考えられ もの 述べる．
〈( 0)ex 〉 = x0のとき 〈( )exp〉−x0 = δ（ 数）として， 値 (x0)exp = ( 0)oldexp
と定義すると，〈(x0)exp〉 = x0となる またこのとき新しい 誤差は 2( 0) = (( 0)old)2− δ2
となる で，元の測定誤差より小さい．誤差が最小になるように測定値 (x0)expを定義す き
あるから，〈(x0)exp〉 = x0で ければならない．
７章で述べたよう ，任意の 0に して 〈(x0)exp〉 = x0が成立していれば (x0)exp 平均は
x0の平均に等しくなる．いま対象粒子が一つの x0の値をもつ場合を考え ，x0 ˆt 測定
値 tと 0の値がわかれば，式 (14)を いて誤差 0で求め ．実際には我々は
得られた tが ξ0( )のどのX0成分 相互作用したも な か知 こ が きな で，X
をそ 平均 〈X0〉で置き換えたも を測定値 (x0)expとしている． t 測定 x0 0
の関数とみなすと 上の測定値の定義が正当化 きるためには， 0 がX0 値 もつ確率
密度 |ξ (X0)|2 用い ，〈x0〉 = (x0)expで ければならない．
上の議論では x0 と していたが，(x0)expはXtによって決まりXt
数であるので，(x0)expをX0の関数とみ すこともできる．x0の を繰り返せ ，測定 t
はそ ときに関与 たX0の値が違うのでいろいろ変化 ，測定値 (x0)expも変化する その平均
〈(x0)exp〉がx0と等しくなるように測定値を定義し ければなら いと考えれば，〈(x0)exp〉 = x0
で ければならない．
注
注１：こ とき式 (3)の右辺に位相因子 exp(iδ)がかかるが，こ は特別に問題を引き起こさ
ない．
注２：Xˆt 測定である測定値を得たとき，いずれかのX0成分が選択されていることになる．




生じる 従ってXt からそれぞれの測 値 決め ためには，X0をその平均値 〈X0〉とみ
すし い．４章ではこのような考えから測定値 15 ， 16 を定義 いる．
測定誤差  0 が対象粒子 波動関数 φ0(x )に依存 ，任意の φ (x0)に対して (x0) = 0
なることができな とき は，任意 φ0( 0)に対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置 を繰り返して x0の平均値や標準偏差等がわか
るま ，測定誤差 (x0)を知ることはできない 従って　測 誤差 (x0)は φ0(x0)に依存して
はなら いという を要請 ．この条件から式 21 が導出された．更 ある特定の確率密
度関数 |ξ0(X0 |2に対 てだけで く，それ 少し変化させた |ξ (X )|2 + δ|ξ0 X )|2に対して
も条件 (21) 成立しなければならない いう条件を加えることによって，(x0)exp − x0が x0の
関数でないことが かり 線形性の仮説 (1)，(2)を導出す こ できた．
７章 は条件　 代わりに，　測定値 (x0)exp が x0の平均に等しいという条件を要請す
よ も 線形性の仮説が導出 きることを示し ．ここでもまた式 31)の条件がある
特定の確率密度関数 |ξ0(X0)|2 対してだけでなく，それを少し変化させた | 0( 0)|2+δ|ξ0(X0)|2
対しても成立するこ が必要であった．
誤差 (x0)が 0 と は，誤差 定義式 (20)より明 (x0)exp = x0であ から，(x0)exp
は 平均 等 い． か (x0) > 0のときにこれら２つ 平均値が等しくなるとい
う は， れ程自明ではな ．以下にそ 理由と考えられるもの 述べる．
= x0 〈( 0)exp〉−x0 = δ（定数）として，新しい測定値を (x0)exp (x0)oldexp−δ
義す と，〈(x0)exp〉 = x0となる．またこのとき新しい 誤差は  ( 0) = ((x0)old)2− δ2
と る ，元の測定誤差より小さい 誤差が最小になるように測定値 (x0)expを定義すべきで
あ か ，〈( 0)exp〉 = 0でなければならない．
７章で述べたように，任意の 0に対して 〈( 0)e p〉 = が成立していれば，(x0)expの平均は
x 平均に等しくなる． ま対象粒子 一つの x0の値をもつ場合を考えると，x0 Xˆtの測定
値 t 値 わかれば，式 (14)を いて誤差 0 求め る．実際には我々は
得られた t ξ0 X0) ど X 成分 相互作 したも のか知ることができないので，X0
をそ 平均 〈X0〉で置 換え ものを 定 x )expとしている． tは測定 用いて x0をX0
すと 上の測定値の定義 正当化できるためには，ξ (X0)がX0の値をもつ確率
密度 |ξ0(X0)|2 用 て，〈 〉 = (x0)e pでなければならない．
上の議論では x と していたが ( 0)exp Xtによって決ま はX0の関
である ，(x0)exp 0 関数とみ すこと でき の測定を繰り返せば，測定値Xt




注１：こ 式 (3)の右辺に位相因子 exp(iδ)がかかるが，これは特別に問題を引き起こさ
ない．
注２：Xˆt 測定である測定値を得たとき， ず かのX0成分が選択されていることになる





(x0) φ (x0) φ0(x0) (x0) = 0
と φ0(x0) Born
(x0) φ0
 x0 (x0) φ0(x0)
条件 21)
|ξ0(X0)|2 し な |ξ0 X0)|2 + δ|ξ X |2
(2 が (x0)exp − x0 x0




(x0) 2 ( 0)e p = 0 (x0)exp
(x0) > 0
の い の
 〈( 0)exp〉−x0 = δ x0 exp (x0)oldexp−δ
定 〈(x0)exp〉 = x0 2( 0) = ((x0)old)2− δ2
(x0)exp
る 0
〈(x0)e p〉 = 0 (x0)exp
x い x0 Xˆt
t (14) 用 0 ることができ
tが ξ0( X0 な X0
〈X 〉 (x0)exp t 値を x0 X0
が ξ0(X0) X0
|ξ (X0)|2を い 〈 0〉 = (x0)exp
x0をX0の関数 みな (x0)expは t t 0
(x0)expをX0 な も 0 Xt
X0 い 変化 ( )exp
〈(x0)exp〉 x0 〈(x0)exp〉 = x0
のとき (3) exp(iδ)
Xˆtの X0 ．




生じる 従ってXt 値からそれぞれの測定値を決 るため は，X0をその平均値 〈X 〉とみ
なすしかない．４章ではこのような考えから測定値 (15)，(16)を定義してい ．
測定誤差 (x0)が対象粒子の波動関数 φ0(x0)に依存し，任意の φ0(x0) 対して (x0) =
となることができないと は，任意の φ0(x0)に対して Bornの確率則を再現できない．ま
(x0)が φ0 に依存すれば，多数回 位置 を繰り返して x0の平均値や標準偏差等がわか
まで，測定誤差 (x0)を知ることはできない．従って　測定誤差 (x0)は φ0(x0) 依存して
はなら いという条件 要請した．この条件から式 (21)が導出された．更 ある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それ 少し変化させた ξ (X |2 + δ|ξ0(X0)|2に対して
も条件 (21)が成立しなければならないという条件 加えることによっ ，(x0)exp − x0 x0
関数でないことがわかり，線形性 仮説 (1)，(2)を導出す ができた．
７章では条件　 代わりに，　測定値 (x0)expの平均が x0 平均に等しいという条件を要請す
ることによっても，線形性の仮説が導出できることを示し ．ここで また式 31) 条件 ある
特定 確率密度関数 |ξ0(X0)|2 対してだけでなく，それを少し変化させた |ξ0(X0)|2+δ|ξ0 X0)|2
に対しても成立することが必要であった．
誤差 ( )が のときには，誤差 定義式 (2 )より明 かに ( )exp = であるから (x0)exp
の平均は x0の平均に等しい．しかし (x0) > 0 ときにこれら２つ 平均値が等しく と
うのは，それ程自明ではな ．以下にその理由と考えられ もの 述べ ．
〈(x0)exp〉  の き 〈( 0)exp〉−x0 = δ（定数）として，新しい測 値を ( 0 exp ( 0 oldexp−δ
定義すると，〈(x0)exp〉 = x0と またこのとき新しい 誤差は 2 = ( old 2− δ2
と るので，元の測定誤差より小さ 誤差 最小にな ように測定値 (x0)expを定義す きで
あるから 〈(x0)exp〉 = 0でなければならな ．
７章で述べたように，任意 x0に対して 〈(x0)exp〉 = x0が成立していれば ( 0)expの平均は
x0の平均に等しくなる．いま対象粒子が一つ x0の をもつ場合を考えると，x0 ˆtの
値 tと 値がわかれば，式 (14)を いて誤差 0で求め る．実際に 我々は
得られ tが ξ0(X0)のど X0成分 相互作用したも な か知るこ がで い で， 0
そ 平均 〈X0〉で置き換え ものを測定値 (x0)expとしている． tは測定 用いて x を 0
の関数とみなすと 上の測 値の定義が正当化できるためには，ξ0( )が の値をもつ確率
密度 |ξ ( 0)|2を用いて 〈 〉 = (x0)expでなければならない．
上 議論 は 0をX0の関数とみなしていたが，(x0)expはXt よって決まり tはX0
数である で，(x0)expをX0 関数とみなすこともでき 0 を繰り返せば，測定値Xt
はそ き 関与したX0の が違うのでいろいろ変化し，測定値 も変化する その平均
〈(x0)exp〉がx0と等 くなるように測 値を定義しなければ らない 〈(x0)exp〉 = x0
でなければならない．
注
注１：このとき式 (3)の右辺に位相因子 exp(iδ) かかるが，これは特別に問題を引き起こさ
ない．
２ ˆt 測定である測定値を得た き，いずれかのX0成分が選択されていることになる．






生じる．従ってXtの値からそれぞれの測定値を決めるため は，X その平均値 〈X 〉とみ
なすしか い．４章 は のよう 考えから測定値 (15)， 16) 義 いる．
測定誤差 (x )が対象粒子の波動関 φ0(x0) し 任意の φ0( )に対し (x0) = 0
とな ことができないときには 任意の φ0(x0)に対して Bornの確率則を再現できない．また
(x0)が φ0(x0)に依存すれば，多数回の位置測定を繰り返 て x0の平均値や標準偏差等がわか
るまで，測定誤差 (x0)を知ることは きない．従って　測定誤差 (x0)は φ0(x0) 依存して
はならないという条件を要請した．この条件から式 (21)が導出された．更にあ 特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2に対して






(x0)が のときには 誤差の定義式 (20)より明らかに (x0)exp = x0であるから，(x0)exp
は x0 に い． か (x0) > 0のときにこれら２つの平均値が等しくなる い
れ程自明ではない．以下にその理由と考えられるものを述べ ．
〈(x0)exp〉 = 0の き 〉 0 = δ（ 数） して， 値を (x0)e p ( oldexp−δ
と 〈(x0)exp〉 と ．またこ き新し は 2(x0) = (x0)old)2− δ2
元の測定誤差 り小さい．誤差が最小になるように測定値 (x0)e pを定義すべきで
〈(x0)exp〉 = x0で ければなら ．
７章で述べたように，任意 x0 て 〈 x0 e p〉 = x0 成立していれば，( 0)e p 平均
x0の平均に等しくな ．いま対象粒子 一つの x0の値 つ場合 考える ，x は Xˆtの測定
値XtとX0の値がわかれば，式 (14) 用いて誤差 0で求めることが きる．実際には我々
得られたXtが ξ0( 0)のどのX0成分と相互作用したものなのか知 ことができないので， 0
をそ 平均 〈X0〉で置き換えたものを測 値 (x0)expとしてい ．Xtは測定値を用いて x0をX0
の関数とみなすと， 測定値の定義が正当化できるためには，ξ0(X0)がX0の値をもつ確率







注１：このとき式 (3)の右辺に位相 exp(iδ)がかかるが，これは特別に問題を引き起 さ
ない．
注２：Xˆtの測定である 定値を得たとき，いずれかのX0成分が選択さ ことになる．





生じる．従っ t 0 その平均値 〈X0〉とみ
す か か (15) (16) いる．
測定誤差  φ0( (x0) = 0
と ること の φ0(x0) Born 則 再現できない．また
(x0)が φ0( 0) 置測定 繰り返して x0の平均値や標準偏 等がわか
るまで，測定 (x0) は ない 従って　測定誤差 (x0)は φ0 x0)に依存して
はならないという条件を要請 た．この条件か 式 ( 1)が導出された．更にある特定の確率密
度 |ξ0(X0)|2に対 てだけで く，それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2に対して






誤差 (x0)が 0の きには，誤差の定義式 (20)より明らかに (x0)exp = x0であるから，(x0)exp
の平均は x0の平均に等しい．しかし (x0) > 0のときにこれら２つの平均値が等しくなるとい
うのは，それ程自明 はない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = x0のとき 〈( 0)exp〉− 0 = δ（定数） して，新しい測定値を (x0)exp = (x0)oldexp−δ
と定義すると，〈(x0)exp〉 = 0 る 測定誤差は 2(x0) = ( 0)old)2− δ2
る 誤差よ う 測定値 (x0)expを 義すべきで
〈( 0)exp〉 = x0でな
，任意の exp〉 が成立 いれば，( 0)expの平均
．いま 0 つ場合 考え は Xˆt 測定
かれば， (14 0 めることができ ．実際に 我々
t のど X0 な か知ることができな ，X
0 換えた (x0)e p い ．Xtは測定値を用い x0
の測定値の定義が正当化できるためには，ξ0(X0)がX0の値をもつ確率










３ 式 (22) Ck(x)の 〈X0〉は式 (21)の 〈X0〉とは少し変化して る．式 (24)を参照
定である測定値を得たとき，いずれかの
生じる．従って tの値からそれぞ 測定値を決めるた には，X0 その平均 〈X0〉とみ
なすしかない．４章ではこ ような考えから 値 (15)， 6 を 義している．
測定誤差  象粒子の波動関 φ0(x0) 依存し ( 0 = 0
とな こと き い は，任意の 0( ) 対して Born 確率則 再現できない．また
(x0)が φ (x0)に依存すれば，多数回の位置 を繰り返し x0 平均値や標準偏差等がわか
まで， (x を知るこ でき 従って　測定誤差  x0)は φ0(x0)に依存して
はなら いという を要請 た．こ 条件か 式 (21)が導出され ．更 ある特定の確率密
度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2に対して




特定の確率密度関数 |ξ0(X0)|2に対してだけ なく，それを少し変化させた |ξ0(X0)|2+δ|ξ0(X0)|2
に対しても成立することが必要であった．
誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに (x0)exp = x0であるから，(x0)exp
の平均は x0の平均に等しい． かし (x0) > 0のときにこれら２つの平均値が等しくなるとい
うのは，それ程自明ではない．以下にその理由と考えられるものを述べる．
〈(x0)exp〉 = 0のとき 〈(x0)exp〉−x0 = δ（定数） して，新しい測定値 ( 0)exp = ( 0)oldexp−δ
定義する ，〈(x0)exp〉 = 0となる．またこのとき新しい測定誤差は 2(x0) = ( old)2− δ2
なるので，元の測定誤差より小さい．誤差が最小になる うに測定値 (x0)expを 義すべきで
あるから，〈( exp〉 = 0 ければな ない．
７章で述 たように 任意の に対して 〈(x0)exp〉 = 0が成立 いれば，( )expの平均は
の平均に等しくなる．いま対象粒子 一つ x0の値 も 場合 考え と， は Xˆt 測定
値Xtと の わか 式 (14)を用 て誤差 で求め ことができ ．実際に 我々は
得られた t ξ ( 0)のど 0成分と相互作 し も なのか知 ことができない で，X
をそ 平均 〈 0〉 置 換えたも 測 値 (x0)expとしている．Xt 測定 を用い x0
関数とみなす ，上の測定値 義が正当化 きるためには，ξ0( 0) 0の値をもつ確率
密度 |ξ0(X0)|2を用いて，〈x0〉 = (x0)expでなければ らない．
上の議論 は x0をX の関数とみなしていたが，(x0)expはXtによって決まりXtは 0の関
数であるので，(x0)expをX0の関数とみなすこともできる． 0の測定を繰り返せば，測定値Xt
はそのときに関与したX0の値が違うのでいろいろ変化し，測定値 (x0)expも変化する．その平均





注２：Xˆtの測定である測定値を得たとき， ずれ X0成分 選択されていることになる．
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う 0) = x
なる x も
わ で求









Xt 値 を決めるために X0 そ 平均 〈X0〉とみ
測定値 15 ，(16)を定義 いる．
( 0) φ0(x0)に依存し (x0) = 0
い φ0(x0)に対して Born 確率則を再現できない．また
( 0) 0(x0) すれば 多数回の位置測定を繰り返し x0の平均値や標準偏差等がわか
差 (x0) 知るこ はでき ．従って　測定誤差 (x は φ0(x )に依存して
う 要請した．この条件から式 (21)が導出さ ．更 ある特定の確率密
度関数 |ξ0(X0)|2に対してだ で く それを少し変化させた |ξ0(X0)|2 + δ|ξ0(X0)|2に対して
も条件 (21)が成立しなければ らな という条件を加えることによって (x0)exp − x0が x0の
関数でないことがわかり，線形性の仮説 1 ，(2)を することができた．
７章では条件　の代わりに，　測定値 (x0)expの平均が x0の平均に等し という条件を要請す
ることによっても，線形性の仮説が導出できることを示した．ここでもまた式 (31)の条件がある
特定の確率密度関数 |ξ0(X0)|2に対してだけでなく，それを少し変化させ |ξ0(X0) 2+δ|ξ0(X0)|2
に対しても成立することが必要であった．
誤差 (x0)が 0のときには，誤差の定義式 (20)より明らかに (x0)exp = x0であるから，(x0)exp
の平均は x0の平均に等しい． かし (x0) > 0のときにこれら２つの平均値が等しくなるとい
うの ，それ程自明ではない．以下にその理由 考えら るものを述べる．
〈(x0)exp〉 = 0のとき 〈(x0)exp〉−x0 = δ（定数）として，新しい測定値 (x0)exp = (x0)oldexp−δ
と ると 〈( 0)exp〉 = 0 なる．またこの き新 い測定誤差は 2( 0) = ((x0)old)2− δ2
な で さい が最 になる うに 値 (x0)expを定義すべきで
ある 〈( 0)exp〉 0 れば らない．
７ x0 対して 〈( )exp〉 = が成立 いれば，(x0)expの平均は
粒子が一つ 値 もつ場合を考えると， 0は Xˆt 測定
値Xt 0 (14)を用いて誤差 0で求めることが き ．実際には我々は
得ら t 0( ) X0成分と相互作用したも な か知 い で，X0
をその 〈 〉 を (x0)exp している．Xt 測定値を用 x0を
の関 定義が正当化できるためには，ξ0(X0)が 0の値をもつ確率
密度 |ξ0( 0)|2を用いて，〈x0〉 = (x0)expでなければ らない．
上の議論 は x0をX0 関数とみなしていたが，(x0)expはXtによって決まりXtはX0の関
数であるので，(x0)expをX0の関数とみなすこともできる．x0の測定を繰り返せば，測定値Xt
はそのときに関与したX0の値が違うので いろ変化し，測定値 (x0)expも変化する．その平均





注２：Xˆtの測 定値を得たとき，いずれかのX0成分 選択されてい こと なる．




． の測定 ， 0を の 〈 0〉
か 考えから 15 (16) して
誤 ( 関 0(x0) ( 0  x 0
こ が き 意の (x0) orn
(x0) 0 ， x0
，測定誤 (x と  x ) 0(x0)
な とい (21) れ
|ξ0( 0)|2 |ξ0( 0)|2 δ|ξ0( 0)|2




|ξ0( 0)|2 |ξ0( 0)|2 δ|ξ0( 0)|2
(x0) 0 (20) ( 0)exp x0 ( 0)exp
x0 (x0) 0
は と れ
〈( 0)exp〉  x0 〈( 0)exp〉 x0 δ を ( 0)exp ( 0)oldexp δ
定義す ，〈( 0)exp〉 x0と 2(x0) ( 0)old) δ2
差より小 よ ( 0)exp
〈 exp〉 = 0でなけ
に 任意の x0 〈( 0)exp〉 0 ( 0)ex
x0 いま対象 の x0 を x0 ˆtの
t れば，式 (14)
0( 0) ど 0 0
〈 0〉 換えたも ( 0)e p t x0
測定値 ξ0( 0)
|ξ0( )|2 〈x0〉 ( 0)e p
x0 0 ( 0)e p t t 0
( 0)exp 0 x0 t
0 ( 0)exp
〈( 0)exp〉 x0 〈( 0)exp〉 x0
(3) exp(iδ)
ˆ
t 定で 0 る に
(22) k(x) 〈 0〉 (21) 〈 0〉 い (24)
9
とは少し変化している． （24）を参
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