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This one goes out to the one I love
This one goes out to the one I’ve left behind
A simple prop to occupy my time
This one goes out to the one I love
Fire (she’s comin’ down on her own, now)
This one goes out to the one I love
This one goes out to the one I’ve left behind
Another prop has occupied my time
This one goes out to the one I love
Songtext von R.E.M.
Abstract
Experimentelle Daten erfu¨llen ha¨ufig nicht die strengen Modellannahmen der Varian-
zanalyse. So treten zum einen (scheinbar) zu große oder zu kleine Werte auf, oder die
Verteilung der Daten ist schief. In solchen Situationen sind Standardtests, die auf Mit-
telwerten und Standardabweichung beruhen, stark verzerrt. Unter einer kontaminierten
Normalverteilung beispielsweise, also einer Verteilung die hauptsa¨chlich eine Normal-
verteilung ist und vereinzelt
”
sehr“ große bzw. kleine Werte zeigt, ist der t-Test bei
einem Unterschied von 2,1 Standardabweichungen in nur 30% aller Fa¨lle in der Lage,
u¨berhaupt einen Unterschied festzustellen. Trotz dieser Problematik wird ha¨ufig auf
die Standardtests und -Verfahren zuru¨ckgegriffen, da diese softwaretechnisch verfu¨gbar
sind und auch die Scha¨tzung der absoluten Effekte (Mittelwerte) ermo¨glichen.
Das Ziel dieser Dissertation besteht darin, robuste Testverfahren fu¨r multiple Kontrast-
hypothesen zu entwickeln, die zudem eine Scha¨tzung der interessierenden Parameter
ermo¨glichen. Es wird insbesondere auf das Testen einseitiger paarweiser Hypothesen
eingegangen.
Basierend auf drei robusten Scha¨tzern, na¨mlich getrimmtes Mittel, Huber-m-Scha¨tzer
und Tiku MML-Scha¨tzer, werden robuste Zwei-Stichproben-Tests zuerst diskutiert und
dann auf den k-Stichproben-Fall verallgemeinert. Fu¨r die ersten beiden wird dabei ge-
zeigt, daß sie k-variat normalverteilt sind. Im Rahmen einer Simulationsstudie wird das
Ausmaß gepru¨ft, in dem sich bei kleinen Fallzahlen multiple Kontraste dieser beiden
Scha¨tzer durch eine multivariate t-Verteilung approximieren lassen. Weiterhin wer-
den diese multiplen Kontrasttests mit Rangverfahren und einem Bootstrap-Verfahren
bezu¨glich Niveau und Gu¨te unter verschiedenen Verteilungen verglichen.
Im Fall von paarweisen Kontrasten la¨ßt sich auch die Wahrung des multiplen Nive-
aus u¨ber die Konstruktion eines Abschlußtests (AT) und dem sich daraus ergebenen
schrittweisen Testverfahren gewa¨hrleisten. Hierbei stellt die Bestimmung der fu¨r den
AT relevanten Mengen (streng erscho¨pfende Indexmengen) das Kernproblem dar. Zur
Bestimmung dieser Mengen wird das Hypothesensystem der paarweisen Kontraste auf
einen Graphen abgebildet. Anhand dieses Graphen la¨ßt sich entscheiden, ob eine Men-
ge fu¨r den AT relevant ist. Die graphentheoretische Herangehensweise bietet zudem die
Mo¨glichkeit, auch verschobene Hypothesen, insbesondere A¨quivalenzhypothesen, mit
in das Hypothesensystem aufzunehmen.
Die vorgestellten Verfahren werden jeweils an praktischen Beispielen demonstriert.
Schwerpunkt liegt dabei auf der Bestimmung des ho¨chsten effektiven Dosisschritts in
einem Dosis-Wirkungs-Versuch als eine Anwendung einseitiger Hypothesensysteme. Zu
den Verfahren sind SAS/IML MACROS erstellt worden, die in einem gesonderten Ka-
pitel dokumentiert sind.
Schlagworte: multiple Kontraste, robust, einseitige Hypothesen
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Abstract
Experimental data often do not fulfill the strict assumptions of variance analysis. Wi-
thin a dataset some values are obviously to high or to small or the distribution of the
data is skewed. In situations like these the use of standard-tests, which are based on
means and standard deviation, is not appropriate. Under a contaminated normal dis-
tribution, for example, which is a distribution mostly normal and sporadically showing
very high or small values, the t-test will state a difference in means in only 30% of all
cases even when the actual difference is 2.1 sigma. Despite of this standard-tests and
methods are used very often because of their availability in software-packages and the
possibility of estimating effects (means).
The aim of this thesis is to develop robust tests for multiple contrast hypotheses. The-
se tests in addition should allow an estimation of the interesting parameters. Special
focus is put on testing one-sided pairwise hypotheses. Starting out from robust estima-
tes like the trimmed mean, the Huber-m-estimator, and Tiku’s MML-estimator robust
two-sample-tests are discussed. These are then generalized to the k-sample-situation.
For the trimmed mean and the Huber-m-estimator a multivariate limit theorem is
proved. Via a simulation study a multi-t-approximation for small sample sizes is stu-
died. Moreover, these robust multiple contrast-tests are compared to rank-tests and a
bootstrap-test under a variety of distributions.
Looking at pairwise contrasts the multiple level can also be controlled by constructing
a closure test and carrying out the consequent stepwise test procedure. The problem in
constructing such a closure test system is to determine the relevant indexsets (strong
exhaustive indexsets). To determine these indexsets the system of hypotheses is mapped
into a graph. This graph will then determine whether an indexset is strong exhaustive
or not. As an additional feature the graph-representation allows to consider one sided
shifted hypotheses and particularly equivalence hypotheses, too.
The presented methods are demonstrated by practical examples. In particular the de-
termination of the highest effective dose-step in a dose-response-analysis is presented
as an application of one-sided hypotheses. The SAS/IML MACROS developed for the
described methods and procedures are presented in separate chapter.
Keywords: multiple contrasts, robustness, one-sided hypotheses
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Kapitel 1
Problemdarstellung
1.1 Einleitung
In der gartenbaulichen, pharmazeutischen und industriellen Praxis ist es Ziel, durch
Versuche Einblick in die Effekte einer Behandlung oder Methode zu gewinnen. Neben
der Bestimmung der Effekte und ihrer Gro¨ße ist es meist auch von Interesse, die ver-
schiedenen Behandlungen oder Methoden gegeneinander abzugrenzen. Um solch eine
Differenzierung zu systematisieren, wird fu¨r jeden interessierenden Vergleich eine stati-
stische Hypothese aufgestellt. Werden z.B. zwei verschiedene Du¨nger hinsichtlich ihres
Einflusses auf den Ertrag von Weizen untersucht, so interessiert, ob einer der beiden
einen ho¨heren Ertrag als der andere liefert. Um diese Entscheidung gesichert treffen zu
ko¨nnen, wird die Hypothese aufgestellt, daß beide Du¨nger den gleichen Effekt haben.
Wird diese Hypothese anhand des gewa¨hlten Tests verworfen, so ist ein signifikanter
Unterschied zwischen den Du¨ngern festgestellt worden1.
Bei solch einer Vorgehensweise kann es vorkommen, daß man einen Unterschied ent-
deckt, obwohl in
”
Wahrheit“ keiner vorliegt. Ziel des Testverfahrens ist es, solche Fehler
zu kontrollieren. In den meisten Versuchsanlagen werden nicht nur zwei verschiedene
Behandlungen oder Sorten untersucht, sondern k > 2 verschiedene, wobei eine oder
mehrere Kontrollen in der Anlage vorkommen ko¨nnen. Wu¨rde jeder einzelne der l in-
teressierenden Vergleiche zu einem lokalen Niveau von αlokal = 5% gemacht, so la¨ge
die Wahrscheinlichkeit, falls keine Effekte auftreten, mindestens einen nicht existenten
Unterschied zu finden, bei 1 − (0, 95)l% (fu¨r l = 5 Vergleiche bei ca. 22%), gegeben
daß die durchgefu¨hrten Vergleiche unabha¨ngig sind . Eine multiple Vergleichsprozedur
zeichnet sich dadurch aus, daß sie u.a. diesen globalen Fehler αglobal kontrolliert. Eine
einfache Lo¨sung dieses Problems bietet die Bonferroni-Adjustierung, fu¨r die bei l Ver-
gleichen das lokale α zu αglobal/l gesetzt wird.
1Popper’sches Falsifikationsprinzip
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Jedoch wird durch die Absenkung des Fehlers erster Art gleichzeitig die Wahrschein-
lichkeit gro¨ßer, einen wirklich vorliegenden Effekt nicht zu entdecken. Daher gilt es
bei der Wahl des lokalen α einen mo¨glichst hohen Wert zu wa¨hlen, so daß das glo-
bale Niveau den gewu¨nschten Wert von αglobal nicht u¨bersteigt
2. Die Lo¨sungsansa¨tze
hierzu lassen sich grob in zwei Klassen von Verfahren einteilen, die Einschritt- und die
Mehrschritt-Verfahren.
In einem Einschritt-Verfahren werden alle Tests simultan durchgefu¨hrt, und alle Test-
entscheidungen gleichzeitig getroffen. Demgegenu¨ber werden bei einem Mehrschritt-
Verfahren die Tests in einer bestimmten Reihenfolge nacheinander durchgefu¨hrt, wo-
bei jede einzelne Testentscheidung von den vorhergegangenen abha¨ngen kann. Dies
kommt daher, daß bei den Mehrschritt-Verfahren die logischen Abha¨ngigkeiten der
Hypothesen untereinander genutzt werden, um das globale Niveau besser ausscho¨pfen
zu ko¨nnen. Klassische Einschritt-Verfahren sind der Tukey-Test und der Dunnett-Test
unter den Annahmen des ANOVA Modells oder auch die Bonferronisierung. Beispiele
fu¨r Mehrschritt-Verfahren sind die α-Adjustierung nach Holm oder der Abschlußtest.
Bei gartenbaulichen oder pharmazeutischen Versuchen ist es ha¨ufig mo¨glich, die Testal-
ternative einzuschra¨nken. In einem Dosisversuch fu¨r einen Du¨nger oder ein Herbizid
mit einer Kontrolle interessiert den Versuchsansteller zum Beispiel nur, ob der Du¨nger
ertragssteigernd ist, bzw. das Herbizid die Anzahl der Unkra¨uter reduziert. Die Alterna-
tive vereinfacht sich so zu einer einseitigen Fragestellung, d.h. es gilt nur zu entdecken,
ob eine Effektsteigerung (Du¨ngung) oder eine Effektsenkung (Unkraut) eintritt. Um
einen multiplen Vergleich in einem Mehrschritt-Verfahren durchfu¨hren zu ko¨nnen, gilt
es, die logischen Abha¨ngigkeiten zu bestimmen. Fu¨r zweiseitige Hypothesen ist dieses
Problem von Bernhard (1991) und Westfall (1997) gelo¨st worden. In dieser Arbeit wird
eine Lo¨sung fu¨r die in der Praxis wichtigeren einseitigen Hypothesen hergeleitet.
Die Standardverfahren zur Auswertung von multiplen Vergleichen basieren auf den
Annahmen des klassischen ANOVA Modells. In diesem Modell wird gefordert, daß
die Daten i) normal verteilt, ii) unkorreliert und iii) varianzhomogen sind und auf ei-
ner randomisierten Versuchsanlage basieren. In der gartenbaulichen und industriellen
Realita¨t sind hingegen die Bedingungen i) und iii) selten erfu¨llt. So sind industrielle
Meßdaten nur zu ca. 2% normalverteilt3. Ha¨ufig sind in den Datensa¨tzen abgesehen da-
von, daß keine Normalverteilung vorliegt, auch scheinbar zu große oder zu kleine Werte
zu finden. Solche Ausreißer sind in wissenschaftlichen Routinedaten zu 1% bis 10%, in
medizinischen sogar bis zu 25% enthalten (Hampel 1995). Ausreißer und Verteilungsab-
2Eine exakte Definition der verschieden Niveaus und Fehler ist in Abschnitt 1.4 gegeben.
3Ergebnis einer Studie bei Daimler-Chrysler, vorgetragen auf der MTQ-Messe Dortmund 1999.
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weichungen treten im Gartenbau selbst bei einfachen Dosis- und Behandlungsversuchen
auf. In Abbildung 1.1 ist der Effekt von 3 verschiedenen Dosen und einer Kontrolle auf
den Durchmesser von Radieschen in Form von Boxplots gezeigt.
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Abbildung 1.1: Durchmesser von Radieschen bei 3 verschiedenen Behandlungen und
einer Kontrolle; Studentenversuch 4. Semester, FB Gartenbau
In einem Experiment zum Vergleich der Samenproduktion von Kohl mit sechs verschie-
denen Behandlungsmethoden und vier Kontrollvarianten ergaben sich die durch den
Boxplot in Abbildung 1.2 dargestellten Samenmengen in Tonnen pro 1
4
ha. (Daten aus
Mead et al 1993). Neben den auftretenden Ausreißern kann auch nicht von gleichen
Varianzen unter den verschiedenen Behandlungen ausgegangen werden.
Will man durch einen Vortest erst u¨berpru¨fen, ob die Normalverteilungsannahme zu-
trifft, so sto¨ßt man auf zwei Probleme: Zum einen ist bei den u¨blichen Fallzahlen von
bis zu 20 Beobachtungen je Gruppe die Wahrscheinlichkeit einer Fehlentscheidung zu
groß, um u¨berhaupt gesichert auf Normalverteilung schließen zu ko¨nnen. Zum ande-
ren handelt es sich im eigentlichen Sinne um einen A¨quivalenztest, da gezeigt werden
soll, daß Normalverteilung vorliegt, was seinerseits eine noch ho¨here Fallzahl erfordert.
Daher ist eine solche Vorgehensweise nicht realistisch.
Unter solchen Gegebenheiten weisen die auf den ANOVA-Annahmen basierenden Tests
gravierende Probleme auf. So u¨ber- oder unterschreiten sie teilweise das vorgegebene
Niveau, wobei im vorhinein nicht zu sagen ist welcher Fall auftreten wird. Außerdem
fa¨llt die Gu¨te teilweise in drastischem Umfang ab. Einen Ausweg bietet die Verwendung
robuster Verfahren. Diese zeichnen sich dadurch aus, daß sie zum einen unter Normal-
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Abbildung 1.2: Samenproduktion von Kohl mit vier verschiedenen Kontrollvarianten,
Quelle: Institut fu¨r Gemu¨sebau, perso¨nliche Mitteilung
verteilung mit den Standardtests bezu¨glich der Einhaltung des Niveaus und der Gu¨te
konkurrieren ko¨nnen. Zum anderen sind diese Tests sowohl gegenu¨ber Abweichungen
von der Normalverteilung als auch gegenu¨ber Ausreißern unempfindlich. D.h. sie halten
weiterhin das Niveau ein und weisen eine weiterhin hohe Gu¨te auf
Zur Lo¨sung der oben aufgezeigten Probleme gliedert sich die Arbeit folgendermaßen:
Diese Kapitel wird zuna¨chst mo¨gliche Ansa¨tze zur Robustifizierung von multiplen Ver-
gleichen mit ihren wesentlichen Charakteristika vorstellen. Danach werden die Ausrei-
ßermodelle vorgestellt, die in den Simulationen zur Untersuchung des Verhaltens der
einzelnen Verfahren verwendet wurden. Die Einleitung schließt ab mit einer kurzen
Einfu¨hrung in die Theorie des multiplen Testens insbesondere unter Verwendung mul-
tipler Kontraste.
In Kapitel 2 sind anhand von drei gartenbaulichen Beispielen die auftretenden Proble-
me bei der Datenkondition ausfu¨hrlich aufgezeigt. Kapitel 3 stellt vor, wie sich robuste
multiple Mittelwertvergleiche durchfu¨hren lassen.Eine Mo¨glichkeit, multiple (robuste)
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Vergleiche durchzufu¨hren besteht insbesondere darin, nur paarweise Vergleiche zu be-
trachten. Um nun die Einhaltung des multiplen Niveaus zu gewa¨hrleisten, mu¨ssen die
sich aus den Vergleichen ergebenden p-Werte adjustiert werden. Eine optimale Adju-
stierung la¨ßt sich durch die Verwendung des Abschlußtests erreichen. Fu¨r den Fall,
daß alle Hypothesen einseitig formuliert sind, wird in Kapitel 4 gezeigt, wie sich der
Abschlußtest durchfu¨hren und algorithmisieren la¨ßt. Anschließend werden in Kapitel 5
die vorgestellten Verfahren an den Einfu¨hrungsbeispielen demonstriert. Eine abschlie-
ßende Betrachtung der Ziele dieser Arbeit und deren Lo¨sungswege sowie Ausblicke auf
weitere Fragestellungen gibt Kapitel 6. Die entwickelten SAS/IML Programme sind in
Kapitel 7 dokumentiert.
1.2 Robustifizierungsansa¨tze
Will man ein robustes Verfahren zur Auswertung der Daten verwenden, so bieten sich
drei Hauptrichtungen an. Dies sind zum ersten parametrische Verfahren, die anstelle
von Mittelwert und Standardabweichung robuste Scha¨tzer fu¨r Lage und Streuung (lo-
cation and scale) verwenden. Die davon abgeleiteten Testverfahren und Hypothesen
unterscheiden sich von denen unter den Annahmen des ANOVA Modells nur durch
die Verwendung dieser Scha¨tzer. Zum zweiten gibt es die Rangverfahren, welche die
Daten in Ra¨nge transformieren und mit diesen Werten arbeiten. Die dritte und neueste
Hauptrichtung sind Resampling-Verfahren, bei denen u¨ber eine Simulation der Vertei-
lung der Teststatistik die Entscheidung u¨ber die Ablehnung der betrachteten Hypothese
getroffen wird.
Diese drei Ansa¨tze unterscheiden sich theoretisch in den von ihnen getesteten Hypo-
thesen und den zugrundeliegenden Modellannahmen. In den parametrischen Verfahren
werden Hypothesen u¨ber die Erwartungswerte (oder andere Parameter) der den Daten
zugrundeliegenden Verteilung getestet. So lautet im Zweistichproben-Fall eine Hypo-
these z.B.: µ1 = µ2, wobei µ1 und µ2 die Erwartungswerte der Verteilungen von Gruppe
1 bzw. Gruppe 2 sind. Insbesondere werden bei robusten parametrischen Verfahren die
Lage und die Streuung gescha¨tzt, womit direkt auch Scha¨tzer fu¨r die beobachteten
Effekte vorliegen, wohingegen bei den Rangverfahren die Hypothesen bezu¨glich der
Verteilungsfunktionen formuliert sind. In obigem Beispiel also F1 = F2, wobei F1 und
F2 die Verteilungsfunktionen von Gruppe 1 bzw. Gruppe 2 sind. Nur fu¨r den Spezial-
fall von zwei Gruppen, in dem den Daten das Lokations-Skalen Modell unterstellt wird,
d.h. den Daten, die gleiche Verteilungsfunktion mit unterschiedlicher Lage und/oder
Streuung haben, sind die Hypothesen aus den parametrischen und den Rangverfah-
ren a¨quivalent. Bei den Resampling-Testverfahren werden im allgemeinen wie bei den
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Rangverfahren Hypothesen bezu¨glich der Verteilungsfunktionen getestet. Eine Bestim-
mung der Effekte aus diesen Testverfahren ist meist nicht direkt mo¨glich, sondern
erfordert ein gesondertes (Resampling-) Verfahren.
An die robusten Verfahren wird natu¨rlich auch der Anspruch gestellt, im Falle von
normalverteilten Daten nicht wesentlich schlechter zu sein als die hier optimalen Stan-
dardverfahren. Vergleicht man im Zwei-Stichproben-Fall den t-Test mit dem U-Test,
so ergibt sich die relative Effizienz des U-Tests zu 3/π = 0, 955. Dies stellt fu¨r die
robusten parametrischen Verfahren eine asymptotisch untere Grenze fu¨r ihre Effizienz
dar. Im Endlichen ergibt sich simuliert eine Effizienz von ≈ 0, 934, bei einer Fallzahl
von 10 Beobachtungen pro Gruppe und einem Lageunterschied von 1.18 Einheiten.
Unter der Zielvorgabe, multiple Mittelwertvergleiche durchzufu¨hren und dabei auch
Scha¨tzer fu¨r die einzelnen Effekte zu erhalten, bieten sich somit die Verfahren an,
die auf robusten Scha¨tzern basieren. Daher werden in Kapitel 3 zuerst verschiedene
robuste Scha¨tzer eingefu¨hrt. Im zweiten Abschnitt werden daraus konstruierbare Zwei-
Stichproben-Tests diskutiert, die sich z.B. u¨ber eine p-Wert Adjustierung zu einem
multiplen Test kombinieren lassen. Der dritte Abschnitt behandelt dann robuste mul-
tiple Vergleiche, basierend auf multiplen Kontrasten, adjustierten Zwei-Stichproben
p-Werten, Rangverfahren und multiple Bootstrap-Verfahren. Hierbei liegt das Haupt-
gewicht der zu den Abschnitten zwei und drei gemachten Untersuchungen auf den
robusten parametrischen Verfahren, die abschließend mit den anderen robusten Ver-
fahren in Simulationsstudien verglichen werden.
1.3 Ausreißermodelle
Obwohl es eine Vielzahl von Arbeiten zum Thema Ausreißer gibt, ist der Begriff des
Ausreißers in einem Datensatz bis heute nicht klar und einheitlich definiert (Schultze
1997, Pigeot-Ku¨bler 1993). Die intuitive Vorstellung von Ausreißern basiert darauf,
daß Werte, die
”
verda¨chtig“ weit von der Masse der Daten entfernt liegen oder sich in
”
u¨berraschender“ Weise vom Rest der Daten abheben, als Ausreißer zu erachten sind
(Hawkins 1980, Barnett, Lewis 1984). Solch eine Definition ist kritisch zu betrachten,
da sie stark subjektiv ist. Eine so subjektive Verfahrensweise findet sich auch in dem
U¨bersichtsartikel von Beckman und Cook (1983), in dem Beobachtungen, welche nach
Ansicht des Wissenschaftlers außerhalb der Hauptmasse der Daten liegen, als Aus-
reißer angesehen werden. Hierbei stu¨tzt sich die Beurteilung des einzelnen Forschers
auf einen ha¨ufig unbewußt unterstellten, die Daten generierenden Zufallsmechanismus.
Tritt bei einem Experiment ein Wert gro¨ßer als vier auf, so wu¨rde er als Realisierung
einer Standardnormalverteilung eher u¨berraschen, wohingegen solch ein Wert bei einer
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Cauchy-Verteilung nicht ungewo¨hnlich ist.
In der Literatur werden hauptsa¨chlich zwei verschiedene Modelle der Ausreißerentste-
hung angenommen. Das eine Modell geht davon aus, daß die erhobenen Daten nor-
malverteilt sind, jedoch werden einzelne Werte von einer abweichenden Verteilung ge-
neriert. In der Praxis entspricht das einem Meßverfahren und Experiment, in dem
das beobachtete Merkmal normalverteilt ist, jedoch einige unbemerkte Meß- oder Ab-
lesefehler auftreten. Das andere Modell ist eine Mißspezifikation der Verteilung, was
bedeutet, daß von einer Normalverteilung ausgegangen wird, jedoch in Wirklichkeit ei-
ne andere Verteilung den Daten zugrundeliegt. Die Mo¨glichkeiten, Daten entsprechend
dieser beiden Modelle zu erzeugen, sind beliebig. So finden sich in verschiedensten
Arbeiten immer wieder verschiedene Verteilungen, mit denen Daten fu¨r Simulations-
studien generiert werden.
Aus dieser Vielzahl sind fu¨r diese Arbeit einige ha¨ufig verwendete herausgegriffen, an-
hand derer die einzelnen robusten Verfahren in Simulationsstudien verglichen werden.
Die Auswahl ist so getroffen, daß ein mo¨glichst weites Spektrum an Nicht-Normalita¨ten
abgedeckt wird. Ausgewa¨hlt sind neben der Normalverteilung die kontaminierte Nor-
malverteilung, die Lognormal-, die Cauchy- und die X 22 -Verteilung, die u.a. von Yuen
et al (1985) und Aboukalam (1992) verwendet wurden. Außerdem sind noch drei Ver-
treter der g-h-Verteilungsfamilie (Hoaglin 1985), die u.a. von Wilcox (1994) verwandt
wurden, aufgenommen. Die einzelnen Verteilungen werden im folgenden anhand von
Histogramm und Boxplot kurz vorgestellt.
Diese Arbeit betrachtet nur Auswertungsmo¨glichkeiten fu¨r Experimente, die Haupt-
effekte wie beispielsweise die Erho¨hung des Ertrags untersuchen. Hingegen stellen bei
Sicherheitsstudien, z.B. Giftigkeit einer gentechnisch vera¨nderten Sorte,
”
Ausreißer“
gerade die interessierenden Werte dar. Eine Eliminierung der Werte oder Robustifizie-
rung der Auswertemethode ist in solchen Fa¨llen ein kontraindiziertes Konzept; statt
dessen ko¨nnten Mischverteilungen aus
”
Respondern“ und
”
non-Respondern“ betrach-
tet werden (vgl. Hothorn 1994).
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Normalverteilung
Die Standardnormalverteilung N (0, 1) hat die Dichtefunktion: φ(x) := 1√
(2pi)
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Abbildung 1.3: Histogramm und Boxplot von 1000 normalverteilten Datenpunkten
dem Boxplot fa¨llt auf, daß einige Daten als Ausreißer gekennzeichnet sind (Kreise, Ster-
ne). Aufgrund der Definition des Boxplots ist die Wahrscheinlichkeit fu¨r das Auftreten
eines solchen
”
Ausreißers“ 0,7%. Daher ist mit 1000 Datenpunkten die Wahrscheinlich-
keit, keinen
”
Ausreißer“ zu haben, fast 0.
Lognormalverteilung
Eine Zufallsvariable X heißt lognormalverteilt, wenn log(X) normalverteilt ist.
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Abbildung 1.4: Histogramm und Boxplot von 100 lognormalverteilten Datenpunkten
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Kontaminierte Normalverteilung
Eine kontaminierte Normalverteilung ergibt sich aus der Kombination zweier Normal-
verteilungen mit verschiedenen Varianzen. Hierbei werden o.B.d.A. x% der Daten von
einer Standardnormalverteilung generiert und 1− x% von einer Normalverteilung mit
einer Varianz gro¨ßer eins. In den hier durchgefu¨hrten Simulationen ist x = 80% und
die Standardabweichung der zweiten Normalverteilung 10.
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Abbildung 1.5: Histogramm und Boxplot von 100 kontaminiert normalverteilten Da-
tenpunkten
Cauchy-Verteilung
Die Dichte der Cauchy-Verteilung ist f(x) := 1
pi(1+x2)
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Abbildung 1.6: Histogramm und Boxplot von 100 cauchy-verteilten Datenpunkten
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X 22 -Verteilung
Eine X 22 -verteilte Zufallsvariable erha¨lt man zum Beispiel, indem man zwei unabha¨ngig
und identisch standardnormalverteilte Zufallsvariablen addiert.
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Abbildung 1.7: Histogramm und Boxplot von 100 X 22 -verteilten Datenpunkten
g-h-Verteilungsfamilie
Die g-h-Verteilungsfamilie ergibt sich durch Transformation der Standardnormalvertei-
lung. Wenn X standardnormalverteilt ist, so ist die Variable
Y :=
egX − 1
g
e
hX2
2 (1.1)
g-h-verteilt, wobei g und h die Parameter der Verteilung sind. Ist g = 0, so wird der
Grenzwert Y = xe
hX2
2 von (1.1) genommen:
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(g; h) = (0; 0, 2)
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Abbildung 1.8: Histogramm und Boxplot von 100 (g; h) = (0; 0, 2) verteilten Daten-
punkten
(g; h) = (0, 5; 0)
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Abbildung 1.9: Histogramm und Boxplot von 100 (g; h) = (0, 5; 0) verteilten Daten-
punkten
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(g; h) = (0, 5; 0, 2)
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Abbildung 1.10: Histogramm und Boxplot von 100 (g; h) = (0, 5; 0, 2) verteilten Da-
tenpunkten
1.4. MULTIPLES TESTEN MITTELS MULTIPLER KONTRASTE 13
1.4 Multiples Testen mittels multipler Kontraste
Wie in der Einleitung erwa¨hnt, interessiert man sich im Gartenbau ha¨ufig fu¨r den Ver-
gleich von zwei oder mehr Behandlungen. Der Effekt der Behandlung i wird hierbei
durch den erwarteten Wert µi der Zielgro¨ße unter der Behandlung charakterisiert. Stellt
man eine Relation zwischen den verschiedenen erwarteten Werten auf, so bezeichnet
man dies als Hypothese4. Ein Beispiel dafu¨r wa¨re µ1 = µ2 oder µ1 > µ2, will man also
bestimmen, ob der Effekt der Behandlung 1 gleich oder gro¨ßer dem von Behandlung 2
ist. Im Bezug auf einen Test werden die Hypothesen unterschieden in Nullhypothesen
und Alternativen. Im Beispiel der zwei Behandlungen interessiere, ob die Behandlung
1 einen gro¨ßeren Effekt habe als die Behandlung 2. Als Hypothesen erhalten wir dann
µ1 ≤ µ2 und µ1 > µ2, wobei erstere die Nullhypothese H0 und zweitere die Alternative
HA ist. Bei einem Test mit Nullhypothese und Alternative kann es passieren, daß der
Test sich trotz Gu¨ltigkeit der Nullhypothese fu¨r die Alternative entscheidet. Solch einen
Fehler nennt man Fehler 1. Art. Um sich gegen solche Fehler zu schu¨tzen, beschra¨nkt
man diese Irrtumswahrscheinlichkeit durch eine obere Schranke α. Diese Schranke α
wird als Signifikanzniveau bezeichnet.
Liegt nun ein multiples Testproblem, d.h. ein Mehrhypothesenproblem vor, ko¨nnen von
den einzelnen Nullhypothesen (Elementarhypothesen) mehrere wahr sein. Dabei kann
jede einzelne der wahren Elementarhypothesen mit einer bestimmten Wahrscheinlich-
keit irrtu¨mlich abgelehnt werden. Der Begriff des Signifikanzniveaus la¨ßt sich so in
verschiedener Weise fassen:
Ist die Wahrscheinlichkeit, eine beliebig herausgegriffene Elementarhypothese fa¨lsch-
licherweise abzulehnen, nicht gro¨ßer als α, so sagt man, daß der entsprechende Test
das lokale Signifikanzniveau einha¨lt. Kontrolliert man nur das lokale Niveau, so hat
man im allgemeinen keine Kontrolle u¨ber die Anzahl der gesamten Fehlentscheidungen
(siehe Einleitung). Fordert man unter der Annahme, daß alle Nullhypothesen wahr
sind, daß die Wahrscheinlichkeit, mindestens eine Nullhypothese abzulehnen, kleiner
oder gleich α ist, so spricht man vom globalen Niveau. La¨ßt man noch die Bedin-
gung fallen, daß alle Nullhypothesen wahr sein mu¨ssen, so gelangt man zum Begriff
des multiplen Niveaus. Ein Testverfahren, bei dem die Wahrscheinlichkeit, mindestens
eine wahre Nullhypothese abzulehnen durch α beschra¨nkt ist, und zwar unabha¨ngig
davon, welche Nullhypothesen wahr sind, kontrolliert das multiple Niveau. Fu¨r die drei
Niveaudefinitionen gilt, daß ein Verfahren, das das multiple Niveau einha¨lt, auch das
globale Niveau einha¨lt. Weiter kontrolliert jedes Verfahren, welches das globale Niveau
4Die gesamte Arbeit bewegt sich im Kontext der Neyman Pearson Theorie.
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ha¨lt, auch das lokale Niveau (Horn, Vollandt 1995). Die Umkehrungen dieser implizier-
ten Niveaukontrollen gelten nicht. Neben der Fehlentscheidung, einen nicht existenten
Lokales Niveau α Jede einzelne Elementarhypothese kann irrtu¨mlich mit
Wahrscheinlichkeit α abgelehnt werden
Globales Niveau α Die Wahrscheinlichkeit, mindestens eine Elementarhypothese
irrtu¨mlich abzulehnen, ist ho¨chstens α, vorausgesetzt, alle
Elementarhypothesen sind wahr.
Multiples Niveau α Die Wahrscheinlichkeit, mindestens eine Elementarhypothese
irrtu¨mlich abzulehnen, ist ho¨chstens α, unabha¨ngig von der
Anzahl wahrer Elementarhypothesen.
Tabelle 1.1: Gegenu¨berstellung der drei Signifikanzniveau-Typen aus Horn, Vollandt
(1995)
Effekt zu postulieren, interessiert auch, wahre vorliegende Effekte durch einen Test auf-
zudecken. Befindet man sich also unter der Alternative, d.h. es gibt einen Unterschied,
so heißt der Fehler, sich jetzt fu¨r die Nullhypothese zu entscheiden, Fehler 2. Art und
seine Wahrscheinlichkeit wird mit β bezeichnet.
Im allgemeinen ist jedoch nicht die Wahrscheinlichkeit des Fehlers 2. Art, sondern die
Gu¨te = 1− β eines Tests von Interesse. Dabei ist die Gu¨te oder auch Power die Wahr-
scheinlichkeit, einen vorliegenden Effekt zu entdecken. Wa¨hrend bei einzelnen Tests
die Power eindeutig ist, gibt es fu¨r multiple Testprozeduren verschiedene Powerkon-
zepte, vgl. z.B. Hochberg, Tamhane (1987): Fu¨r eine multiple Testprozedur, welche
das multiple Niveau einha¨lt, versteht man unter Power jeweils folgendes:
Lokale Power die Wahrscheinlichkeit fu¨r die Ablehnung einer speziellen
ausgewa¨hlten falschen Hypothese
Multiple Power die Wahrscheinlichkeit fu¨r die Ablehnung mindestens einer der
falschen Hypothesen
Globale Power die Wahrscheinlichkeit fu¨r die Ablehnung aller falschen
(Totale Power) Nullhypothesen
Erwartete durch- die erwartete Anzahl von richtig abgelehnten falschen
schnittliche Power Nullhypothesen
Tabelle 1.2: Erweiterte Aufstellung der Powerarten aus Bernhard (1991)
Bei einem zweiseitigen Test, bei dem eine Nullhypothese der Form µ1 = µ2 getestet
wird, kann noch ein weiterer Fehler auftreten. Sei wirklich µ1 > µ2 und der Test
entscheidet, daß µ1 < µ2 ist, so entscheidet man sich richtig gegen die Nullhypothese,
jedoch fu¨r die falsche Ordnung der Effekte. Solch einen Fehler nennt man Fehler 3. Art
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(Bauer et al 1986).
Abha¨ngig von der Fragestellung gibt es ein breites Sortiment an Verfahren, um multiple
Tests, d.h. Test, die das multiple Niveau halten, durchzufu¨hren. Will man alle Gruppen
simultan miteinander vergleichen, so ist der Tukey-Test (1953) angebracht. Dies hat
den Vorteil, daß mit
”
einem Test“ alle paarweisen Entscheidungen getroffen werden. Ist
man von vornherein nur an einseitigen Vergleichen der einzelnen Behandlungsgruppen,
wie zum Beispiel in einem Dosis-Wirkungs-Versuch, interessiert, so ist der One-Sided
Studentized Range Test nach Hayter (1990) der Test der Wahl. Fu¨r einen Vergleich
gegen eine Kontrolle eignet sich der Dunnett-Test (1955) in ein- oder zweiseitiger Form.
Weiterhin gibt es Verfahren zur Bestimmung der besten Behandlung. Eine ausfu¨hrliche
Beschreibung dieser und weiterer Verfahren sind in Hochberg, Tamhane (1987) und Hsu
(1996) beschrieben.
Wichtig ist, daß alle diese Verfahren von der Normalverteilung der Daten ausgehen.
Wie unter den Einschritt-Verfahren gibt es auch unter den Mehrschritt-Verfahren eine
große Anzahl verschiedener Methoden. Hier gilt jedoch, daß ein Teil der Verfahren
”
Abku¨rzungen“ des Abschlußtests sind. Daher und weil er die Grundlage des in Kapitel
4 verwendeten Verfahrens bildet, wird er im folgenden eingefu¨hrt.
Das Prinzip des Abschlußtests geht auf die Arbeit von Marcus et al (1976) zuru¨ck.
Ausgehend von l zu testenden (Elementar-)Hypothesen H1, . . . , Hl werden alle Schnitte
dieser Elementarhypothesen gebildet. Die Entscheidung nach dem Abschluß-Prinzip
verlangt nun, alle Elementarhypothesen sowie alle Schnitthypothesen zu testen. Hierbei
ist jede der Hypothesen mit einem beliebigen Test zum Niveau α zu pru¨fen. Dies
setzt voraus, daß insbesondere fu¨r die Schnitthypothesen geeignete Tests zur Verfu¨gung
stehen. Eine Elementarhypothese ist genau dann abzulehnen, wenn die Pru¨fung ihrer
selbst, als auch jeder sie enthaltenden Schnitthypothese eine Ablehnung zum lokalen
Niveau α ergab. Seien zum Beispiel vier verschiedene Sorten (1, 2, 3, 4) hinsichtlich ihres
Ertrags untereinander zu untersuchen. Die sechs zugeho¨rigen Elementarhypothesen
lauten dazu H{1,2} : µ1 = µ2, H{1,3} : µ1 = µ3, H{1,4} : µ1 = µ4, H{2,3} : µ2 = µ3, H{2,4} :
µ2 = µ4, H{3,4} : µ3 = µ4. Als Schnitthypothesen ergeben sich: µ1 = µ2 = µ3, µ1 = µ2 =
µ4, µ1 = µ3 = µ4, µ2 = µ3 = µ4, µ1 = µ2µˆ3 = µ4, µ1 = µ3µˆ2 = µ4, µ1 = µ4µˆ2 = µ3,
und µ1 = µ2 = µ3 = µ4. In diesem Fall ko¨nnte man fu¨r die ”
zusammenha¨ngenden“
Schnitthypothesen jeweils F-Tests wa¨hlen und die Elementarhypothesen mit t-Tests
pru¨fen. Eine formale Darstellung ist in Abschnitt 4.1.1 gegeben. Anstelle der F-Tests
fu¨r die Schnitthypothesen ließen sich u.a. auch multiple Kontrasttests verwenden.
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Kontraste
Ein Großteil multipler Tests la¨ßt sich u¨ber sogenannte Kontraste bzw. aus ihnen kon-
struierte Tests beschreiben (Bretz 1999). Dafu¨r gehe man von dem einfaktoriellen
ANOVA-Modell mit festen Effekten aus:
Xij = µi + εij, i = 1, . . . , k, j = 1, . . . , ni.
Die Xij seien unabha¨ngig und identisch normalverteilte Beobachtungen mit unbekann-
ten Erwartungswerten µ1, . . . , µk und gemeinsamer Varianz σ
2. Hierbei ist ni die Anzahl
der Beobachtungen in Gruppe i. Gilt es, nun die Hypothese H1 : µ1 = . . . = µk zu
testen, so la¨ßt sich dieses anhand eines (single) Kontrasts tun, der definiert ist durch:
tSC :=
∑k
i=1 ciX¯i
s
√∑k
i=1
ci
ni
∼ tν,1−α. mit
∑
i
ci = 0 (1.2)
Die Kontrastkoeffizienten ko¨nnen dabei so gewa¨hlt werden, daß bestimmte interessie-
rende Alternativen gezielt aufgedeckt werden ko¨nnen. Solche Hypothesen nennt man
auch Kontrasthypothesen. Da tSC ein Quotient aus einer standardnormalverteilten
und einer unabha¨ngigen chiquadratverteilten Variable mit ν Freiheitsgraden ist, folgt,
daß ein single Kontrast univariat zentral t-verteilt mit ν Freiheitsgraden ist. Zur ein-
fachen Darstellung faßt man die Kontrastkoeffizienten in einem Vektor zusammen:
c = (c1, c2, . . . , ck).
Verwendet man nicht nur einen Kontrast sondern mehrere zum Testen der Hypothese
H1, so ist nach Bretz (1999) der Vektor der Teststatistiken multivariat t-verteilt, mit
ν =
∑
ni − k Freiheitsgraden und Korrelationsmatrix R. Die Eintra¨ge der Korrelati-
onsmatrix R = (ρab) fu¨r l single Kontraste (c1i, . . . , cki), i = 1, . . . , l ergeben:
ρab :=
∑k
j=1
cjacjb
nj√(∑k
j=1
c2
ja
nj
)(∑k
j=1
c2
jb
nj
) .
Verwendet man nun als Teststatistik das Maximum der Einzelteststatistiken, so spricht
man von einem multiplen Kontrasttest.
tMC := max{tSC1 , . . . , tSCl }
Die Verteilung eines solchen multiplen Kontrasttests ergibt sich aus der Beziehung:
P
(
tMC ≤ t
)
= P
(
max{tSC1 , . . . , tSCl } ≤ t
)
= P
(
tSC1 ≤ t, . . . , tSCl ≤ t
)
= Tl(−∞, 1l · t, ν, R).
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Ein multipler Kontrasttest ist somit multivariat t-verteilt. Entsprechend ist das zu
tMC geho¨rige Isokoordinaten- Quantil der multivariaten t-Verteilung 1 − Tl(−∞, 1q ·
tMC , ν, R).
So lassen sich z.B. die beiden im Gartenbau weit verbreiteten Standardtests von Tukey
und Dunnett als multiple Kontrasttests schreiben. Den Tukey-Test erha¨lt man durch
die Verwendung der Kontraste:
c12 := (−1, 1, 0, . . . , 0)
c21 := (1,−1, 0, . . . , 0)
c13 := (−1, 0, 1, 0, . . . , 0)
c31 := (1, 0,−1, 0, . . . , 0)
...
ckk−1 := (0, . . . ,−1, 1)
ck−1k := (0, . . . , 1,−1).
Die Darstellung des Tukey-Tests durch multiple Kontraste hat sogar den Vorteil, daß
im Fall von unbalancierten Daten (ni 6= nj) nicht die konservative Tukey-Kramer-
Approximation verwendet werden muß.
Der Vergleich mit der Kontrolle (Test von Dunnett) ergibt sich aus den Kontrasten:
c12 := (−1, 1, 0, . . . , 0)
c21 := (1,−1, 0, . . . , 0)
c13 := (−1, 0, 1, 0, . . . , 0)
c31 := (1, 0,−1, 0, . . . , 0)
...
c1k := (−1, . . . , 0, 1)
ck1 := (1, . . . , 0,−1).
Will man nur einseitig auf ansteigende Effekte gegenu¨ber der Kontrolle testen, so reicht
es aus, die Kontraste c1i, i = 2, . . . , k zu verwenden.
Geht man davon aus, daß der gemessene Effekt mit steigender Gruppennummer zu-
nimmt, wie z.B. in einem Dosis-Wirkungs-Versuch, so hat Bretz (1999) einen neuen
Kontrasttest vorgestellt, der fu¨r diese Situation geeignet ist. Die Konstruktion der zu
verwendenden Kontraste ist in Bretz (1999) beschrieben.
Ha¨ufig wird die Entscheidung, ob ein Test ablehnt, anhand der berechneten Testgro¨ße
und dem sich ergebenden kritischen Wert (Quantil der Verteilung der Testgro¨ße) getrof-
fen, der sich aus dem Stichprobenumfang und dem geforderten Niveau ergibt. Anstelle
18 KAPITEL 1. PROBLEMDARSTELLUNG
dieser Ja/Nein-Entscheidung kann man auch den zu der Testgro¨ße geho¨rigen p-Wert
berechnen, der die Wahrscheinlichkeit ist, daß die Testgro¨ße diesen oder einen gro¨ßeren
Wert annimmt. Der p-Wert ist somit das gro¨ßtmo¨gliche Niveau, zu dem der Test bei
diesen Daten noch ablehnen wu¨rde. Man erha¨lt also bei vorgegebenem Niveau zusa¨tz-
lich noch die
”
Sta¨rke“ der Ablehnung des Tests.
Kapitel 2
Beispiele
Die in Kapitel 1.1 erwa¨hnten Probleme bezu¨glich der Datenkondition werden in den
folgenden drei Beispielen veranschaulicht. In Kapitel 5 werden die in dieser Arbeit
vorgestellten Verfahren an diesen Daten demonstriert und mit denen der nicht-robusten
Verfahren verglichen.
2.1 La¨nge von Kuckuckseiern
Kuckucke sind bekannt dafu¨r, daß sie ihre Eier nicht selber ausbru¨ten, sondern sie in
bestehende Gelege anderer Vo¨gel legen. In den Nestern von sechs verschiedenen Vogel-
arten, die der Kuckuck als Wirtseltern fu¨r seine Jungen wa¨hlt, wurde die La¨nge der
Kuckuckseier gemessen. Es ist bekannt, daß die Eier des Kuckucks farblich an die des
Geleges angepaßt sind. Daru¨ber hinaus stellt sich die Frage, ob die La¨ngen der Eier
und damit die Gro¨ße ebenfalls in Abha¨ngigkeit von der als Zieheltern ausgewa¨hlten
Vogelart variieren. Der Datensatz stammt aus dem DASL-Projekt1 und ist dort unter
dem Namen
”
Cockoo eggs in nests other birds“ verzeichnet. Die Vogelarten sind Wie-
senpieper (Wiese), Baumpieper (Baum), Spatz, Rotkehlchen (Rot), Bachstelze (Bach)
und Zaunko¨nig (Zaun). Aus dem Boxplot (Abbildung 2.1)ersieht man, daß:
1. die Varianzhomogenita¨t nur anna¨hernd gegeben ist,
2. bei Spatz und Wiesenpieper Ausreißer in den Daten vorkommen,
3. die Verteilungen bei Baumpieper und Zaunko¨nig schief sind.
Damit sind die Voraussetzungen des ANOVA Modells verletzt.
1(http://lib.stat.cmu.edu/DASL/DataArchive.html)
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Abbildung 2.1: Boxplot der La¨ngen der Kuckuckseier
2.2 Einfluß verschiedener Belichtungsvarianten auf
die Kulturdauer bei Calibrachoa-Hybriden
An der LVA Hannover Ahlem wurde im Fru¨hjahr 1988 ein Versuch zur Beurteilung des
Einflusses verschiedener Belichtungsvarianten auf das Wachstum und Blu¨hverhalten
von Calibrachoa-Hybriden gemacht.
Ziel der Untersuchung war es herauszufinden, durch welche Belichtungsmaßnahme sich
die Pflanzen fru¨hzeitig in guter Verlaufsqualita¨t zur Blu¨te bringen lassen. In dem Ver-
such wurden drei Sorten mit sechs verschiedenen Belichtungsvarianten behandelt. Die
Behandlungen waren im einzelnen:
A) 8h natu¨rliches Licht mit Verdunkelung von 16.00 bis 8.00 Uhr,
B) 8h natu¨rliches Licht plus 8h photoperiodisches Licht unter der Verdunkelung,
C) 12h photoperiodische Tagesverla¨ngerung,
D) 12h Assimilationslicht,
E) 16h photoperiodische Tagesverla¨ngerung,
F) 16h Assimilationslicht.
Im vorliegenden Datensatz fehlen die Daten der ersten Variante.
An jedem Tag wurde fu¨r jede Pflanze die Anzahl der offenen Blu¨ten bestimmt. Im
folgenden wird eine Pflanze als blu¨hend angesehen, wenn die erste Blu¨te geo¨ffnet ist. Die
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Zeit vom Topfen bis zur Blu¨te wird im folgenden Blu¨hdauer genannt. Da interessiert,
welche Belichtungsvariante fu¨r welche Sorte die ku¨rzeste Blu¨hdauer zur Folge hat,
und nicht bekannt ist, wie die verschiedenen Behandlungen wirken, ist ein Vergleich
aller Behandlungen gegeneinander pro Sorte das durchzufu¨hrende Testverfahren. Die
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Abbildung 2.2: Boxplot der Kulturdauern (KDAUER) je Sorte und Behandlung, Quel-
le: Dr. Ludolph, perso¨nliche Mitteilung
Boxplots (Abbildung 2.2) der Daten pro Sorte zeigen
1. keine Varianzhomogenita¨t,
2. teilweise sehr schiefe Verteilungen, wie bei Sorte 1 Behandlung B, Sorte 2 Be-
handlung B und E,
3. moderate bis extreme Ausreißer, wie bei Sorte 3 in den Behandlungen C und E
oder Sorte 1 in den Behandlungen D und E.
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2.3 Durchla¨ssigkeit einer Membran
In einem umfangreichen Projekt wurde unter drei verschiedenen Bedingungen der Stoff-
durchgang (Permeation) durch eine Membran untersucht. Hierbei wurde alle 12h die
noch nicht permeierte Menge des Stoffes bestimmt. Unter den verschiedenen Bedingun-
gen wurden zusa¨tzlich noch verschiedene Behandlungen angewandt, wobei immer eine
Kontrollgruppe pro Bedingung mitgefu¨hrt wurde. Die Behandlungen bestehen zum Teil
in Applikation verschiedener Dosierungen einer Substanz. Exemplarisch fu¨r die Ergeb-
nisse des Versuchs sind hier die nicht permeierten Stoffmengen zum Endzeitpunkt des
Experiments (nach 96h) fu¨r die 3. Bedingung dargestellt (Abbildung 2.3). Hierbei ist
die Behandlung D in drei Konzentrationsstufen (1-3) angewandt worden, und außerdem
wurden sechs weitere mit den Codierungen E und G-K vorgenommen. Es gilt festzu-
stellen, welche der Behandlungen die geringste Ru¨ckstandsmenge hat, wobei zusa¨tzlich
bei Behandlung D von einer monotonen Dosis-Wirkungsbeziehung ausgegangen werden
kann. Die zu testenden Hypothesen lauten deshalb fu¨r die Behandlungen D untereinan-
der: µD1 ≥ µD2, µD1 ≥ µD3, µD2 ≥ µD3. Weiterhin werden alle Behandlungen einseitig
mit der Kontrolle verglichen, und die restlichen paarweisen Hypothesen sind zweiseitig.
Die Daten (Konzentrationen) wurden vor der Analyse logarithmustransformiert, da der
zugrundeliegenden Mechanismus (Modell) dies nahelegt. Zum einen la¨ßt sich die obige
Fragestellung mit den Standardmethoden des ANOVA Modells, unter der Maßgabe
das multiple Niveau zu kontrollieren, nur unzufriedenstellend beantworten. Da ein Teil
der Tests zweiseitig ist und alle Behandlungen miteinander zu vergleichen sind, bleibt
nur der Tukey-Test. Dadurch, daß der Tukey-Test ein zweiseitiger all-Paar Vergleich
ist, werden elf einseitige Vergleiche zu viel gemacht. Damit wird es erschwert, an den
interessierenden Stellen Unterschiede zu zeigen. Zum anderen sind die Voraussetzun-
gen der Varianzhomogenita¨t definitiv verletzt. Weiterhin treten insbesondere in der
Kontrolle Ausreißer auf. Das Problem, nur die interessierenden Tests simultan durch-
zufu¨hren und hierbei teilweise nur einseitig zu testen la¨ßt sich durch die Verwendung
multipler Kontraste lo¨sen. Eine andere Mo¨glichkeit besteht darin, nur Zwei-Stichprobe-
Tests durchzufu¨hren und deren p-Werte zu adjustieren. Um nicht durch den Einfluß
der Ausreißer die Tests zu verzerren, verwende man in den beiden Methoden robuste
Scha¨tzer.
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Abbildung 2.3: Boxplot der nicht permeierten Mengen nach 96h, Quelle: Diplomarbeit
Martin Kra¨mer, Lehrgebiet Bioinformatik
Kapitel 3
Robuste Mittelwertvergleiche
3.1 Robuste Scha¨tzer
Die klassische Methode, zwei Mittelwerte zu vergleichen, ist der t-Test. Dieser Test
ist unter der Voraussetzung, daß die Daten beider Gruppen normalverteilt sind, der
gleichfo¨rmig beste Test (uniform most powerful, UMP). Ist mindestens eine der beiden
Gruppen nicht normalverteilt, so ist von vornherein nicht klar, ob der Test das Niveau
einha¨lt. Auch das Verhalten der Power des Tests, also die Wahrscheinlichkeit, einen
vorliegenden Unterschied zu erkennen, vera¨ndert sich situationsspezifisch.
Das Prinzip dennoch weiterverwenden zu ko¨nnen, werden im folgenden Ansa¨tze vor-
gestellt, die eine robuste Scha¨tzung der Lage bzw. der Streuung ermo¨glichen. Die hier
vorgestellten Methoden sind eine Auswahl, die zum einen durch die Ergebnisse der
Princton Studie (Andrews et al 1972) motiviert ist und zum anderen neuere erfolgver-
sprechende Verfahren beinhaltet. Als erstes Verfahren ist das Trimmen und Winsori-
sieren ausgewa¨hlt, da es dem intuitiven Umgang mit Ausreißern am na¨chsten kommt.
Das intuitive Weglassen von
”
zu großen“ und
”
zu kleinen“ Beobachtungen wird hierbei
ersetzt durch einen systematischen Umgang mit großen und kleinen Werten. Weiter
wird die m-Scha¨tzung nach Huber (1981) vorgestellt. Bei diesem Verfahren werden die
Parameter so gescha¨tzt, daß die Summe der gewichteten Residuen, d.h. die Absta¨nde
der Werte vom
”
Mittel“ , Null ist. Als Gewichtsfunktionen sind dabei solche Funktionen
gewa¨hlt, die besonders große Residuen relativ oder absolut geringer gewichten als klei-
nere. Als drittes Verfahren wird noch die modifizierte maximum likelihood Scha¨tzung
(Tiku et al 1986) vorgestellt, die als eine Abwandlung des Trimmens verstanden werden
kann.
24
3.1. ROBUSTE SCHA¨TZER 25
3.1.1 Trimmen und Winsorisieren
Erscheint bei der Durchfu¨hrung des Versuchs der eine oder andere Meßwert suspekt,
weil er zu groß oder zu klein ist, mag man versucht sein, diese Werte zu ignorieren.
Zu solch einer subjektiven Auswahl ist zu bemerken, daß sie der Manipulation
”
Tu¨r
und Tor o¨ffnet“ . Daher ist in einer entsprechenden Situation ein Verfahren angebracht,
das von sich aus scheinbar zu stark abweichende Daten speziell behandelt. Ein solcher
Ansatz zum Umgang mit Ausreißern besteht darin, prinzipiell die kleinsten und gro¨ßten
Beobachtungen bei der Scha¨tzung des Lageparameters nicht zu beru¨cksichtigen. Hierzu
eignet sich beispielsweise das getrimmte Mittel (Dixon, Tukey 1968).
Definition 3.1 (Getrimmtes Mittel)
Das getrimmte Mittel einer Verteilung F ist definiert als:
µt := µt(γ, F ) :=
1
1− 2γ
∫ F−1(1−γ)
F−1(γ)
x dF (x) (3.1)
=
1
1− 2γ
∫ 1−γ
γ
F−1(x) dx
Hierbei ist γ der Anteil der Verteilung, der zensiert wird.
Ist F eine symmetrische Verteilung, so ist dieser Lageparameter identisch mit dem
Erwartungswert, falls dieser existiert.
Einen Scha¨tzer fu¨r µt erha¨lt man, indem anstelle der wahren Verteilungsfunktion F die
empirische Verteilungsfunktion der Daten in die Gleichung (3.1) eingesetzt wird.
µˆt :=
1
1− 2γ
∫ F−1n (1−γ)
F−1n (γ)
x dFn(x)
=
1
n(1− 2γ)

 n−⌈γn⌉∑
i=⌈γn⌉+1
X(i) + p · (X(⌈γn⌉+1) +X(n−⌈γn⌉))

 (3.2)
mit p = ⌈γn⌉ − γn.
Bei der Scha¨tzung der Lage anhand des getrimmten Mittels werden also die ⌈γn⌉
kleinsten und gro¨ßten Werte nicht beru¨cksichtigt. Fu¨r den Fall, daß nur zu große oder
nur zu kleine Werte nicht in die Scha¨tzung mit eingehen sollen, weil z.B. bei dem
gemessenen Merkmal keine zu kleinen Werte vorkommen ko¨nnen, la¨ßt sich auch ein
einseitig getrimmtes Mittel definieren als:
µˆto :=
1
1− γ
∫ F−1n (1−γ)
0
x dFn(x)
µˆtu :=
1
1− γ
∫ 1
F−1n (γ)
x dFn(x).
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Bemerkung:
Die Trimmscha¨tzer geho¨ren zu der Klasse der L-Scha¨tzer1.
Zum Beispiel ergibt sich µˆt durch die Wahl der Gewichte:
ai =
{
0 , falls i ≤ ⌊γn⌋ oder i > n− ⌊γn⌋
1
n(1−2γ)
, falls ⌊γn⌋ < i ≤ ⌊n− γn⌋.
Stigler (1973) hat die asymptotische Verteilung dieser Scha¨tzer hergeleitet.
Satz 3.1 (Staute, Sheater 1990, S.106)
Unter der Voraussetzung, daß F an den Trimmstellen streng monoton wachsend ist,
gilt √
n(µˆt − µt) D−→ N (0, σ2(γ, F ))
mit asymptotischer Varianz σ2(γ, F ), wie zum Beispiel in Staute, Sheater (1990) be-
schrieben:
σ2(γ, F ) = E
[
IF2γ,F (x)
]
=: b2F (γ)σ
2.
Dabei ist IFγ,F die Influenzfunktion, wie sie ebenda definiert ist. Hier hat sie die Form
(1− 2γ)IFγ,F (x) =


F−1(γ)− µw, x < F−1(γ)
x− µw, F−1(γ) ≤ x ≤ F−1(1− γ)
F−1(1− γ)− µw, F−1(1− γ),
mit µw als dem winsorisierten Mittelwert der Verteilung F .
Definition 3.2 (Winsorisierter Erwartungswert)
Der winsorisierte Erwartungswert einer Zufallsvariablen ist definiert als:
Ew [X] :=
∫ F−1(1−γ)
F−1(γ)
x dF (x) + γF−1(γ) + γF−1(1− γ). (3.3)
Fu¨r den winsorisierten Mittelwert Ew [X] schreibe man kurz µw, fu¨r alle ho¨heren um
µw zentrierten winsorisierten Momente schreibe man
µkw := Ew [X − µw]k ,
beziehungsweise fu¨r k = 2 auch σ2w = µ2w.
Fu¨r eine Stichprobe X1, . . . , Xn und die zugeho¨rige geordnete Stichprobe X(1), . . . , X(n)
definiere die winsorisierte Stichprobe als
Y(i) =


X(⌊γn⌋+1), i ≤ ⌊γn⌋
X(i), ⌊γn⌋ < i ≤ n− ⌊γn⌋
X(n−⌊γn⌋), n− ⌊γn⌋ < i
1Zur Klassifizierung von Scha¨tzern siehe z.B. Huber (1981).
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und die winsorisierte Varianz der Stichprobe als
s2w :=
1
n− 1SSQw :=
1
n− 1
n∑
i=1
(Yi − Y¯ )2.
Einen Scha¨tzer fu¨r die Varianz σ2(γ, F ) erha¨lt man, indem die Verteilungsfunktion
durch die empirische Verteilungsfunktion ersetzt wird, die damit die Form
s2W =
s2w
(1− 2γ)2n
erha¨lt. Dieser Varianzscha¨tzer ist konsistent fu¨r σ2(γ, F ) (Shorack 1997).
Im folgenden werden noch leichte Modifikationen dieses Scha¨tzers vorgestellt, die auf
den Vorschlag von Tukey und McLaughlin (1963) beziehungsweise auf Mudholkar et al
(1991) zuru¨ckgehen:
s2Y =
(n− 1)s2w
h− 1 ,
mit h = (1− 2γ)n und
s2M = (n− 1)s2W .
Zusammengefaßt unterscheiden sich die drei Varianzscha¨tzer einzig in ihrem Faktor
vor der winsorisierten Summe der Quadrate SSQw. Außer den in der Literatur vorge-
Scha¨tzer s2w s
2
W s
2
Y s
2
M
Faktor 1
n−1
1
(1−2γ)2n(n−1)
1
h−1
1
(1−2γ)2n
Author ÷ Wilcox (1994) Yuen (1974) Mudholkar et al (1991)
Tabelle 3.1: Varianzfaktoren
stellten Varianzscha¨tzern beziehungsweise genauer ihren zugeho¨rigen Faktoren sind im
Rahmen der Simulationsstudie von Kapitel 3.2 noch weitere betrachtet worden. Diese
waren jedoch den hier vorgestellten unterlegen.
Ein generelles Problem bei Trimmscha¨tzern ist die Wahl des Trimmanteils. In der Li-
teratur bewegt er sich meist zwischen 10 und 20% (z.B. Andrews et al 1972, Mud-
holkar et al 1991, Yuen, Dixon 1973). Die Idee, den Anteil zu trimmender Daten
dynamisch, d.h. von den Daten selbst abha¨ngend, zu bestimmen, wurde von Leger
und Romano (1990) umfassend theoretisch aufgegriffen. Als zu wa¨hlender Trimmanteil
wird der Anteil gewa¨hlt, der ein passend gewa¨hltes Funktional, das vom zugeho¨rigen
Trimmscha¨tzer abha¨ngt, minimiert. Dieses wird in ein Bootstrap-Verfahren eingebet-
tet. Leger und Romano zeigen von dem so berechneten getrimmten Mittel, daß es
asymptotisch normalverteilt ist und die kleinste Varianz unter den getrimmten Mit-
teln besitzt. Ein Spezialfall ihres theoretischen Konzepts stellt hierbei das von Jaeckel
28 KAPITEL 3. ROBUSTE MITTELWERTVERGLEICHE
(1971) eingefu¨hrte
”
optimal getrimmte Mittel“ dar. Weitere umfassende theoretische
Resultate inklusive eines Zentralen Grenzwertsatzes bei zufa¨lligem Trimmanteil hat
Shorack (1997) vero¨ffentlicht.
3.1.2 m-Scha¨tzer
Bei den m-Scha¨tzern handelt es sich um eine Klasse von implizit definierten Scha¨tzern.
Definition 3.3 (m-Lokation)
Sei F eine beliebige Verteilungsfunktion und ψ eine ungerade, monoton wachsende
Funktion (6≡ 0). So definiere man µψ := µψ(F ) implizit als die Lo¨sung der Gleichung:∫
ψ(x− µψ) dF (x) = 0. (3.4)
Der so definierte Scha¨tzer muß nicht eindeutig sein; die Gleichung (3.4) kann keine, eine
oder mehrere Lo¨sungen haben. Fu¨r den Fall, daß mehr als eine Lo¨sung existiert, liegen
alle Lo¨sungen in einem endlichen Intervall; als Lokation la¨ßt sich dann der Mittelpunkt
dieses Intervalls nehmen. Um µψ zu scha¨tzen, ersetze in man (3.4) F durch Fn.
Definition 3.4 (m-Scha¨tzer)
Der m-Scha¨tzer µˆψ ist die implizite Lo¨sung der Gleichung∫
ψ(x− µˆψ) dFn(x) = 1
n
n∑
i=1
ψ(Xi − µˆψ) = 0.
Unter gewissen Voraussetzungen gilt fu¨r den m-Scha¨tzer auch, daß er asymptotisch
normalverteilt ist.
Satz 3.2 (Theorem 4.2 Staudte, Sheater 1990)
Sei F symmetrisch um µ0 = µψ(F ), ψ ungerade und monoton wachsend und h(µ) :=
E [ψ(X − µ)] existent. Existieren weiterhin h′(µ) = −E [ψ′(X − µ)] < 0 und h′′(µ),
wobei h′′(µ) in einer Umgebung von µ0 beschra¨nkt sei, so gilt, daß (3.4) eine eindeutige
Lo¨sung hat und √
n(µˆψ − µ0) D−→ N (0, σ2(ψ, F )).
Hierbei ist σ2(ψ, F ) = E
[
IF2ψ,F (X)
]
.
Mit IFψ,F ist wieder die Influenzfunktion bezeichnet, die hier die Form
IFψ,F (x) =
ψ(x− µψ)
E [ψ′(X − µψ)] (3.5)
hat. Von einem Scha¨tzer fu¨r σ2(ψ, F ) ist zu erwarten, daß er konsistent ist. In natu¨rli-
cher Weise bietet sich hier wieder die Ersetzung von F durch Fn in (3.5) an:
s2ψ :=
1
n− 1
1
n
∑n
i=1 ψ
2(Xi − µˆψ)(
1
n
∑n
i=1 ψ
′(Xi − µˆψ)
)2 .
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Der Vorfaktor (n− 1) anstelle von n, der sich beim Ersetzen von F durch Fn in (3.5)
ergeben wu¨rde, ist gewa¨hlt in Anlehnung an den klassischen Varianzscha¨tzer (Huber
1981).
Ein so definierter Lageparameter µψ hat den Nachteil, daß er nicht skaleninvariant ist.
Die Skaleninvarianz la¨ßt sich erhalten, indem in der Definition des Lageparameters der
Term ψ(x−µψ) durch ψ
(
x−µψ
σ(F )
)
ersetzt wird, wobei σ(F ) der Skalenparameter ist. Da
im allgemeinen die Skala nicht bekannt ist, muß diese ebenfalls gescha¨tzt werden. Auch
dies ist mit einer m-Scha¨tzung mo¨glich.
Definition 3.5 (m-Skala)
Sei F eine beliebige Verteilungsfunktion und χ eine gerade Funktion (6≡ 0). So definiere
man σχ := σχ(F ) implizit als die Lo¨sung der Gleichung
∫
χ
(
x
σχ
)
dF (x) = 0. (3.6)
Um nun zu einer gemeinsamen Scha¨tzung von Lokation und Skala zu kommen, sind die
sich aus (3.4) und (3.6) ergebenden Scha¨tzgleichungen simultan zu lo¨sen. Huber (1981)
schla¨gt als simultanen Ansatz folgende Gleichungen vor (Huber’s Proposal 2):
n∑
i=1
ψ
(
xi − µˆψ
sψ
)
= 0,
n∑
i=1
ψ2
(
xi − µˆψ
sψ
)
= (n− 1)β,
mit
β = E
[
ψ2
]
. (3.7)
Die Funktion ψ sei hier so gewa¨hlt, daß sie ungerade und monoton wachsend ist, mit
0 ≤ ψ′ ≤ 1. Die beiden so definierten Scha¨tzer sind nach Hampel et al (1986) asymp-
totisch unabha¨ngig, und fu¨r symmetrisches F ist sψ konsistent.
Da dieses Gleichungssystem im allgemeinen nicht explizit lo¨sbar ist, mu¨ssen die Lo¨sun-
gen fu¨r µˆψ und sψ iterativ bestimmt werden. In der Literatur (Huber 1981, Hampel et
al 1986) wird zur Bestimmung das Newton-Verfahren vorgeschlagen, das schon nach
dem ersten Schritt abgebrochen wird. Als Startwerte sollten mo¨glichst einfach zu be-
stimmende und
”
robuste“ Ausgangswerte fu¨r µˆ0 und s0 gewa¨hlt werden. U¨bliche Vor-
schla¨ge fu¨r µˆ0 sind der Median und fu¨r s0 das 1.483-fache derMedian Absolut Deviation
(MAD), wobei sich fu¨r s0 auch die length of the shortest half (Rousseeuw, Leroy 1988)
als Startwert eignet. Diese durch das einmalige Iterieren gewonnenen Scha¨tzer werden
Einschritt m-Scha¨tzer genannt. Wie in Huber (1981) gezeigt, haben diese Scha¨tzer die
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gleichen asymptotischen Eigenschaften wie die exakten Nullstellen, jedenfalls bei un-
geradem ψ und symmetrischem F .
Sind mit µˆ0 und s0 die Startwerte bezeichnet, so haben die Einschritt-Scha¨tzer die
Gestalt
µˆψ := µˆ0 +
∑n
i=1 ψ
(
xi−µˆ0
s0
)
s0∑n
i=1 ψ
′
(
xi−µˆ0
s0
) (3.8)
s2ψ :=
1
(n− 1)β
n∑
i=1
ψ2
(
xi − µˆ0
s0
)
s20. (3.9)
Die Forderung der Monotonie von ψ hat zur Folge, daß selbst sehr große Werte, die den
Anschein haben, Ausreißer oder Meßfehler zu sein, noch in die Scha¨tzung der Parameter
eingehen. Will man dies vermeiden, also soll ψ(x) = 0 fu¨r |x| > c gelten, so muß
man die Monotonieforderung aufgegeben, wodurch zwar die Eindeutigkeit der Lo¨sung
von (3.4) verloren geht, dafu¨r aber große Ausreißer vollsta¨ndig verworfen werden. Die
Verwendung der Einschrittscha¨tzer hat zudem den Vorteil, daß sie immer ein Ergebnis
liefert, denn Wellmann (1994) hat gezeigt, daß das Iterationsverfahren fu¨r beschra¨nkte
ψ nicht immer konvergiert. In dieser Arbeit wird der folgende m-Scha¨tzer untersucht:
Huber-m-Scha¨tzer
Der Huber-m-Scha¨tzer ergibt sich durch die Wahl der Gewichtsfunktion
ψc(x) :=


−c x < −c
x −c ≤ x ≤ c
c c < x
.
Das c ist hierbei ein noch frei zu wa¨hlender Parameter, der bestimmt, ab welchem
Wert die Beobachtungen nicht mehr in ihrer vollen Gro¨ße in die Parameterscha¨tzung
eingehen.
✲
✻
 
 
 
 
 
 
 
 
 
 
 
 
 
 
c−c
ψc(x)
x
c
−c
Graph der Gewichtsfunktion
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Das β aus Gleichung (3.7) lautet in diesem Fall:
β =
∫ ∞
−∞
ψ2c (x)φ(x) dx
=
∫ −c
−∞
c2φ(x) dx+
∫ c
−c
x2φ(x) dx+
∫ ∞
c
c2φ(x) dx
= c2Φ(−c) +
∫ c
−c
x2
1√
2π
e−
1
2
x2 dx+ c2(1− Φ(c))
= 2c2(1− Φ(c)) + 1√
2π
([
−xe− 12x2
]c
−c
+
∫ c
−c
e−
1
2
x2 dx
)
= 2c2(1− Φ(c)) + 2Φ(c)− 1−
√
2
π
ce−
1
2
c2.
Speziell fu¨r das Zwei-Stichproben-Problem hat Akritas (1991) einen weiteren komplexer-
en Vorschlag zur alleinigen m-Scha¨tzung der Lokationsdifferenz gemacht. Weitere Ansa¨tze
zur gemeinsamen Scha¨tzung von Lage und Streuung im Ein-Stichproben-Fall sind in
Jurec´kova´ und Sen (1982) und in O¨ztu¨rk (1998) zu finden. Jedoch handeln beide Arbei-
ten nur die simultane Scha¨tzung der Parameter ab und gehen nicht auf eine mo¨gliche
Verwendung der Scha¨tzer in Zwei- oder k-Stichproben-Tests ein.
3.1.3 Tikus modified maximum likelihood-Scha¨tzer
Ausgehend davon, daß die Dichte der den Daten zugrundeliegenden Verteilung von der
Form σ−1f((x− µ)σ−1) ist, wobei µ und σ der Lokations- bzw. Skalenparameter sind,
la¨ßt sich die likelihood-Funktion fu¨r Typ II (beidseitig) zensierte Daten bestimmen.
Mit z = (x− µ)σ−1, r1 als der unteren Anzahl, r2 als der oberen Anzahl an zensierten
Daten und F (x) = intx−∞f(y) dy lautet die likelihood-Funktion:
L =
n!
r1!r2!
σ−(n−r1−r2)

 n−r2∏
i=r1+1
f(z(i))

 [F (z(r1+1))]r1[1− F (z(n−r2))]r2 ,
mit z(i) = (x(i) − µ)σ−1.
Die maximum likelihood-Scha¨tzer sind die Lo¨sung der Gleichungen
∂ logL
∂µ
= 0 und
∂ logL
∂σ
= 0. (3.10)
Diese sind jedoch fu¨r die meisten Verteilungen nicht explizit lo¨sbar. Im Fall der Nor-
malverteilung erhalten die Gleichungen (3.10) die Gestalt:
∂ logL
∂µ
=
n
σ

1
n
n−r2∑
i=r1+1
z(i) − q1g1(z(r1+1)) + q2g2(z(n−r2))

 = 0 (3.11)
∂ logL
∂σ
=
n
σ
[
− (1− q1 − q2) + 1
n
n−r2∑
i=r1+1
z2(i) − q1z(r1+1)g1(z(r1+1))
+q2z(n−r2)g2(z(n−r2))
]
= 0. (3.12)
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Hierbei sind q1 = r1/n, q2 = r2/n, g1(z) = ϕ(z)/Φ(z) und g2(z) = ϕ(z)/(1 − Φ(z)).
Anstelle einer iterativen Lo¨sung der Gleichungen (3.11) und (3.12), schla¨gt Tiku (1986)
eine leichte Aba¨nderung der Gleichungen vor, die eine explizite Lo¨sung zula¨ßt. Die Idee
besteht darin, die beiden Funktionswerte g1(z) und g2(z) an den betrachteten Stellen
linear zu approximieren. Die zugeho¨rige likelihood-Funktion sei mit L∗ bezeichnet.
Setzt man diese lineare Approximation in (3.11) und (3.12) ein, so lassen sich die
Nullstellen wieder explizit bestimmen. Die Scha¨tzer ergeben sich dann zu (Tiku 1986,
Seiten 34-37):
µˆMML = K +DσˆMML,
sMML =
B +
√
B2 + 4AC
2
√
A(A− 1)
mit
qi =
ri
n
,
h1 = Φ
−1

q1 −
√
q1(1− q1)
n

 ,
k1 = Φ
−1

q1 +
√
q1(1− q1)
n

 ,
h2 = Φ
−1

1− q2 −
√
q2(1− q2)
n

 ,
k2 = Φ
−1

1− q2 +
√
q2(1− q2)
n

 ,
β1 = −g1(k1)− g1(h1)
k1 − h1 ,
α1 = g1(h1)− h1β1,
β2 =
g2(k2)− g2(h2)
k2 − h2 ,
α2 = g2(h2)− h2β2,
m = n− r1 − r2 + r1β1 + r2β2,
A = n− r1 − r2,
D =
r2α2 − r1α1
m
K =
1
m

 n−r2∑
i=r1+1
x(i) + r1β1x(r1+1) + r2β2x(n−r2)

 ,
B = r2α2(x(n−r2) −K)− r1α1(x(r1+1) −K) und
C =
n−r2∑
i=r1+1
x2(i) + r1β1x
2
(r1+1)
+ r2β2x
2
(n−r2)
−mK2.
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Fu¨r diese Scha¨tzer existiert auch ein Resultat u¨ber die asymptotische Verteilung:
Satz 3.3 (Lemma 2.7.1 Tiku 1986)
Asymptotisch ist der Vektor (µˆMML, sMML) bivariat normalverteilt mit Erwartungswer-
ten E [µˆMML] = µ und E [sMML] = σ und Kovarianzmatrix:
Σ =
(
J11 J12
J21 J21
)−1
J12 = J21,
mit
J11 = −E
[
∂2 logL∗
∂µ2
]
, J12 = −E
[
∂2 logL∗
∂µ∂σ
]
und J22 = −E
[
∂2 logL∗
∂σ2
]
.
Falls r = r1 = r2 ist, so ist J12 = 0, das heißt, die Scha¨tzer sind asymptotisch un-
abha¨ngig.
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3.2 Robuste 2-Stichprobenverfahren
Um die Lage zweier Stichproben zu vergleichen, lassen sich verschiedene Wege ein-
schlagen. Hier sind einerseits die parametrischen Verfahren, die auf den Vergleich u¨ber
(robust) gescha¨tzte Parameter - hier Lage und Streuung - abzielen, und auf der anderen
Seite die nichtparametrischen Verfahren (Rangtransformationen) zu nennen. Im folgen-
den werden beide Ansa¨tze betrachtet, wobei die parametrischen Verfahren auf den im
vorigen Kapitel vorgestellten robusten Scha¨tzern aufbauen. Die gewa¨hlten Notationen
stimmen mit denen aus Kapitel 3.1 u¨berein.
3.2.1 Verwendung von robusten Scha¨tzern
Aus den in Kapitel 3.1 vorgestellten robusten Scha¨tzern werden nun 2-Stichprobentests
konstruiert.
Getrimmter t-Test
Die im folgenden vorgestellten verschiedenen Teststatistiken basieren auf den in 3.1.1
vorgestellten Scha¨tzern fu¨r Lage und Streuung. Als erste stellten Yuen und Dixon
(1973) einen robusten 2-Stichprobentest vor, den Yuen in einer Arbeit von 1974 ver-
bessert hat. Die verwendete Teststatistik lautet
TY =
µˆt1 − µˆt2√
s2
Y 1
h1
+
s2
Y 2
h2
. (3.13)
Hierbei steht der zusa¨tzliche Index 1 bzw. 2 fu¨r die jeweilige Gruppe. Yuen schla¨gt vor,
die Verteilung der Teststatistik (3.13) durch eine t-Verteilung mit νY Freiheitsgraden,
die denen des Welch-Tests nachgebildet sind, zu approximieren:
1
νY
=
cˆ2
h1 − 1 +
(1− cˆ)2
h2 − 1 , cˆ =
s2Y 1/h1
s2Y 1/h1 + s
2
Y 2/h2
. (3.14)
In ihren Untersuchungen beschra¨nkte sich Yuen auf das Verhalten dieser Teststati-
stik bei symmetrischen Verteilungen. Fu¨r den Fall, daß die zugrundeliegende Vertei-
lung nicht symmetrisch ist, schla¨gt Wilcox (1994, 1990) eine auf einer Cornish-Fisher-
Expansion basierende Modifikation der Teststatistik (3.13) vor. Durch diese Modifi-
kation werden Scha¨tzungen fu¨r Schiefe und Exzeß mit in der Teststatistik beru¨cksich-
tigt. So sollen mo¨glichen Verzerrungen bei Nicht-Normalverteilungen korrigiert werden.
Zusa¨tzlich verwendet Wilcox einen leicht modifizierten Varianzscha¨tzer.
TW =
(µˆt1 − µˆt2) + Γ + Ξ(µˆt1 − µˆt2)2
sWp
(3.15)
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Die gepoolte Varianz sˇ2pW und die Korrektoren fu¨r Schiefe und Exzeß (Γ,Ξ) werden
bestimmt zu:
s2Wp = s
2
W1 + s
2
W2
Γ =
µˆ31w/n1 − µˆ32w/n2
6s2Wp
Ξ =
µˆ31w/n1 − µˆ32w/n2
3s4Wp
.
Die Freiheitsgrade der approximativen t-Verteilung bleiben gleich denen der Yuen-
Statistik. Da sich der von Wilcox vorgeschlagene Varianzscha¨tzer von dem Yuen’schen
unterscheidet, wird auch die Teststatistik
Tw =
µˆt1 − µˆt2
sWp
in den Simulationen betrachtet. Mudholkar et al (1991) schlagen eine anders motivierte
Scha¨tzung der gepoolten Varianz und einen anders gescha¨tzten Freiheitsgrad vor. Als
Teststatistik geben sie an
TM =
µˆt1 − µˆt2
sMp
√
b2
1
n1
+
b2
2
n2
. (3.16)
Der Varianzscha¨tzer s2Mp und die bi’s aus (3.16) sind hier definiert als
b2i := b
2
i (γi) := 1 + 0, 48γi + 1, 21γ
2
i
wi := wi(γi) := (ni − 1) · (0, 5− 1, 62γi + 1, 91γ2i − 1, 85γ3i )
s2Mp :=
(
w1
s2M1
b21
+ w2
s2M2
b22
)
(w1 + w2)
−1,
wobei γi der Trimmanteil in der i−ten Gruppe ist. Als Freiheitsgrad fu¨r eine approxi-
mative t-Verteilung wird
νM = 2(w1 + w2) (3.17)
genommen. Fu¨r kleine Fallzahlen schlagen Modholkar et al (1991) noch einen Korrek-
turfaktor A vor, mit dem die Teststatistik modifiziert werden sollte. Dieser ergibt sich
aus der Anpassung der empirischen Varianz von TM an die der tνM−Verteilung
1
A
:= 1− 1, 3 γ
νM
+ 7, 5
γ2
νM
+ 16
γ
ν2M
− 150 γ
3
ν2M
,
mit γ = 1
2
(γ1 + γ2) und νM dem approximativen Freiheitsgrad aus (3.17). Eine U¨ber-
tragung der Ergebnisse der Herleitung von Mudholkar et al (1991) auf die Teststatistik
(3.13) von Yuen fu¨hrt zu der Teststatistik
TYM =
µˆt1 − µˆt2√
s2
M1
h1
+
s2
M2
h2
(3.18)
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mit Freiheitsgraden
2
νYM
=
c˜2
w1
+
(1− c˜)2
w2
und
c˜ =
b21s
2
M1/n1
b21s
2
M1/n1 + b
2
2s
2
M2/n2
.
Um die verschiedenen hier vorgestellten Teststatistiken auf multiple Kontraste verall-
gemeinern zu ko¨nnen, werden die Teststatistiken (3.13) und (3.18) noch modifiziert
zu
T˜Y =
µˆt1 − µˆt2
sY p
√
1
h1
+ 1
h2
, (3.19)
T˜YM =
µˆt1 − µˆt2
sMp
√
1
h1
+ 1
h2
, (3.20)
mit s2Y p :=
(h1−1)s2Y 1+(h2−1)s
2
Y 2
h1+h2−2
.
Sind die Fallzahlen und die Trimmung in beiden Gruppen gleich, so ist T˜Y = TY und
T˜YM = TYM .
Im Hinblick auf multiple Tests wird der Ansatz von Mudholkar nicht weiterverfolgt, da
die empirische Anpassung der Verteilung keine Verallgemeinerung zula¨ßt. Außerdem
ist im Multivariaten nicht mehr die Frage nach den
”
richtigen“ Freiheitsgraden von
Interesse, sondern die Korrelationsmatrix der einzelnen Vergleiche. Ebenso ist fu¨r den
Vorschlag von Wilcox keine direkte Verallgemeinerung mo¨glich, so daß nur der zudem
leicht zu handhabende Ansatz von Yuen weiterverfolgt wird.
M-Scha¨tzer t-Test
Wie in Gleichungen (3.8, 3.9) definiert, lassen sich Lage und Streuung simultan aus ei-
ner Stichprobe scha¨tzen. Im Zwei-Stichproben-Fall kann man zum einen in jeder Stich-
probe getrennt die beiden Parameter scha¨tzen und aus den vier Werten einen Test
konstruieren oder, falls man von homogenen Varianzen ausgeht, simultan die beiden
Lageparameter und die gemeinsame Streuung scha¨tzen. Zum ersten Ansatz vero¨ffent-
lichten Yuen, Lee und Tajuddin (1985) eine Methode, die jedoch sehr speziell ist. Da
sich die Teststatistik ihren Untersuchungen nach nicht direkt durch eine t-Verteilung
approximieren la¨ßt, modifizieren sie sowohl die Teststatistik als auch die Freiheitsgrade
durch je eine empirisch bestimmte
”
Tunigkonstante“, die von der gewa¨hlten Gewichts-
funktion ψ abha¨ngt:
TM =
µˆψ1 − µˆψ2√
(n1−1)sψ1+(n2−1)sψ2
n1+n2−2
(
1
n1
+ 1
n2
) .
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Fu¨r diese Testgro¨ße gilt, daß sie asymptotisch normalverteilt ist. Im Endlichen sind die
zugeho¨rigen kritischen Werte durch eine t-Verteilung mit n1 + n2 − 2 Freiheitsgraden
approximierbar (Aboukalam 1992). Den Freiheitsgrad analog zum Welch-Test aus den
Daten zu berechnen, ist nach den theoretischen Resultaten von Lucas (1997) nicht
sinnvoll, da die Robustheit des Tests nur fu¨r festen Feiheitsgrad gewa¨hrleistet ist.
Unter der Annahme von homogenen Varianzen la¨ßt sich aus der gepoolten Stichprobe
die gemeinsame Varianz scha¨tzen, was zu den drei folgenden impliziten Gleichungen
fu¨hrt (Weichert, Hothorn 2000):
n1∑
i=1
ψ
(
xi1 − µˆψ1
sψ
)
= 0, (3.21)
n2∑
i=1
ψ
(
xi2 − µˆψ2
sψ
)
= 0, (3.22)
2∑
k=1
nk∑
i=1
ψ2
(
xik − µˆψk
sψ
)
= (n1 + n2 − 1)β. (3.23)
Dabei ergibt sich
TW =
µˆψ1 − µˆψ2
sψ
√
1
n1
+ 1
n2
zu der Testgro¨ße, deren kritische Werte mit der t-Verteilung mit n1 + n2− 2 Freiheits-
graden angena¨hert werden.
Tikus MML-Scha¨tzer t-Test
Zum robusten Vergleich zweier Lageparameter anhand der Tiku-Scha¨tzer werden in
Tiku (1986) die Scha¨tzer fu¨r Lage und Streuung im t-Test durch die jeweiligen Pendants
der MML-Scha¨tzung ersetzt. Ein Tiku-t-Test hat somit die Form
TMML =
µˆMML1 − µˆMML2
sMMLp
√
1
m1
+ 1
m2
.
Dabei wird die gepoolte Varianz s2MMLp gescha¨tzt durch
s2MMLp =
(A1 − 1)s2MML1 + (A2 − 1)s2MML2
A1 + A2 − 2 .
Fu¨r den Fall, daß beide Verteilungen Normalverteilungen mit gleicher Varianz σ2 sind,
gilt:
Satz 3.4 (Theorem 4.3.1 Tiku 1986)
Unter Normalverteilung ist die Verteilung von TMML unter der Nullhypothese fu¨r große
Fallzahlen eine zentrale t-Verteilung mit A1 − A2 − 2 Freiheitsgraden, wa¨hrend unter
der Alternative TMML nicht-zentral t-verteilt ist mit A1 − A2 − 2 Freiheitsgraden und
Nichtzentralita¨tsparameter ∆ = (µ1 − µ2)2/(σ2(1/m1 + 1/m2)).
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3.2.2 Minimum-Statistik
Wie schon bei Dunnett (1982), Carroll (1979) oder Wilcox (1997) aus den Simula-
tionsergebnissen zu ersehen ist, gibt es keinen in allen Situationen besten Test, son-
dern je nach wahrer Verteilung der Daten weist ein anderer Test die ho¨chste Gu¨te auf.
So ist z.B. bei normalverteilten Daten der t-Test UMP, wa¨hrend er bei kontaminiert
normalverteilten Daten einen deutlichen Powerverlust gegenu¨ber den Yuen’schen Tests
aufweist. Eine Mo¨glichkeit, um aus dem Dilemma herauszukommen, mo¨glicherweise
den schlechtesten Test fu¨r die jeweils vorliegenden Daten zu wa¨hlen, besteht darin,
das Maximum von verschiedenen Teststatistiken als neue Teststatistik zu nehmen oder
analog den minimalen p-Wert. Efron und Tibshirani (1993) schlagen in einem Beispiel
vor, den minimalen p-Wert des t-Tests, des 10% getrimmten Tests, des 25% getrimmten
Tests und des Median-Tests zu nehmen und die Verteilung dieses Tests zu bootstrapen.
Diese Idee wird nur als Beispiel fu¨r die Verwendung des Bootstraps bei heuristischen
Statistiken angefu¨hrt, deren Verteilung nur extrem schwer zu bestimmen ist. Der auf
dieser neuen Teststatistik basierende Test wird nie eine optimale Gu¨te im Vergleich
zum besten Test haben, jedoch ist nach den Ergebnissen von Neuha¨user(1996) zu ver-
muten, daß solch ein Test nie der schlechteste sein wird.
Da im allgemeinen die Verteilung dieses Maximums nicht einfach zu bestimmen ist, wird
hier dem Vorschlag von Efron und Tibshirani gefolgt, und die Methode des Bootstra-
pens verwendet, um die Verteilung der Teststatistik zu bestimmen. Das Bootstrapen
ist ein vielversprechendes Verfahren, da es im Ein-Stichproben-Fall sogar eine besse-
re Approximation der Verteilung fu¨r trim- und m-Scha¨tzer liefert als die Verwendung
der asymptotischen Verteilung (Yang 1985, Hall, Padmanabhan 1992). Da die hier
gemeinsam betrachteten Tests teilweise verschiedene Freiheitsgrade haben, wird den
Vorschla¨gen von Efron und Tibshirani (1993) und Westfall und Young (1993), gefolgt
und es werden die p-Werte anstelle der Teststatistiken verwendet. Im folgenden setze
man den p-Wert des t-Tests als pt, den des 10% und 20% getrimmten Tests als pt10
und pt20 und den des Huber-m-Testes mit c = 1, 8 als pc1,8 . Aufgrund der Ergebnisse
fu¨r die simulierte Power der einzelnen Zwei-Stichproben-Tests unter den verschiedenen
Verteilungen werden die folgenden Minima untersucht:
1. Das Minimum der p-Werte aus t-Test und Yuen’s Test mit 10% getrimmtem und
20% getrimmtem Mittel
tmint := min{pt, pt10, pt20}.
2. Das Minimum der p-Werte aus t-Test und dem Huber-m-Test mit c = 1, 8
tminc := min{pt, pc1,8}.
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3. Das Minimum der p-Werte aus t-Test, 20% getrimmtem Test und dem Huber-m-
Test mit c = 1, 8
tmintc := min{pt, pt20, pc1,8}.
3.2.3 Rangverfahren
Der am weitesten verbreitete Rangtest ist der Wilcoxon- oder Mann-Whitney-Test.
Dieser wurde von Brunner und Puri (1996) fu¨r kleine Fallzahlen noch verbessert. Aus-
gehend von den Beobachtungen X11, . . . , X1n1 der ersten und denen der zweiten Gruppe
X21, . . . , X2n2 werden Ra¨nge u¨ber die gesamte Stichprobe gebildet. Hierbei werden die
Ra¨nge der Stichprobenwerte der Gruppe i mit Ri1, . . . , Rini bezeichnet. Die aus den
Ra¨ngen berechnete gepoolte Varianz
s2R :=
1
n1 + n2 − 2
2∑
i=1
ni∑
j=1
(Rij − R¯i.)2
geht in die Teststatistik
tR :=
R¯1. − R¯2.
sR
√
1
n1
+ 1
n2
der Ra¨nge ein. Diese ist approximativ t-verteilt mit n1 + n2 − 3 Freiheitsgraden. Solch
eine vorgehensweise wird auch asymptotische Rangtransformation (ART) genannt.
3.2.4 Simulationsstudien
In den Simulationsstudien wird immer zusa¨tzlich zu den verschiedenen robusten Ver-
fahren der t-Test betrachtet. Im Fall von normalverteilten Daten muß dieser der Test
mit der ho¨chsten Power sein, wobei die Powerkurven der robusten Verfahren mo¨glichst
nahe bei der des t-Tests liegen sollten, wohingegen bei nicht normalverteilten Daten
die robusten Tests eine ho¨here Power haben sollten.
In Abha¨ngigkeit von der zugrundeliegenden Verteilung ist der Lageunterschied beider
Gruppen so gewa¨hlt, daß der t-Test eine Power von 70% bei einem Niveau von α = 5%
hat. Hat der t-Test eine sehr niedrige Power im Vergleich zu den anderen Tests, so ist
der Lageunterschied so gewa¨hlt, daß einer der robusten Einzeltests eine Gu¨te von ca.
70% hat. Die von der Gesamtfallzahl abha¨ngigen Lageunterschiede sind in Tabelle 3.2
zusammengestellt. Die Anzahl der Wiederholungen betrug bei den Bootstrap-Verfahren
1000 Bootstrap-Wiederholungen innerhalb von 5000 Gesamtwiederholungen. Bei den
anderen Verfahren wurde 10.000 mal wiederholt. Eine oberere 99% Konfidenzschranke
fu¨r die simulierten Niveaus αˆ ergibt sich approximativ zu: αˆ + 2, 326 ·
√
α(1− α)n−1sim
(Efron, Tibshirani 1993). D.h. fu¨r ein nominales Niveau von α = 5% liegen bei 10.000
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Ntot NV LogNV CAU χ
2
2 KNV (0,0.2) (0.5,0) (0.5,0.2)
20 1.18 2 2.4 2.23 2.1 1.6 1.4 1.9
40 0.81 1.5 1.5 1.56 1.56 1.2 1 1.4
60 0.655 1.245 1.2 1.28 1 1 0.8 1.2
Tabelle 3.2: Lageunterschiede in Abha¨ngigkeit von der zugrundeliegenden Verteilung
und Gesamtfallzahl
Simulationen alle gescha¨tzten Niveaus unter 5,5% im Konfidenzintervall. Bei 5000 Wie-
derholungen sind simulierte Niveaus kleiner als 5,71% noch im Konfidenzintervall zu
α = 5%. In den Tabellen der simulierten Niveaus sind die Werte außerhalb des Kon-
fidenzbereichs fett gedruckt. Bei den Powertabellen sind die Werte der liberalen Tests
kursiv hervorgehoben. Alle Simulationen wurden in SAS/IML programmiert.
Vergleich unter Normalverteilung
Das erste Bewertungskriterium fu¨r die Tests ist ihr Verhalten unter der Nullhypothe-
se. Zum Vergleich sind in Tabelle 3.3 die simulierten Niveaus zu 1%, 5% und 10%
im balancierten Fall aufgefu¨hrt. Dabei ist mit huber1 das Scha¨tzverfahren, das direkt
eine gepoolte Varianz scha¨tzt, und mit huber2 das Verfahren von Yuen ohne die em-
pirischen Anpassungsfaktoren bezeichnet. Es ist zu ersehen, daß alle Tests das Niveau
n1 = n2 = 10 n1 = n2 = 20
α = 1% α = 5% α = 10% α = 1% α = 5% α = 10%
t-Test 1,0 5,0 9,7 1,0 5,0 9,7
10% trim 1,1 5,1 10,0 1,1 5,0 9,8
20% trim 1,3 5,6 10,9 1,1 5,4 10,4
huber1 c=1,8 1,1 5,2 10,3 1,2 5,0 10,2
huber1 c=2,4 1,0 5,2 10,1 1,0 5,1 10,0
huber2 c=1,8 0,8 4,4 9,9 0,9 4,5 10,2
tiku 10% 1,1 5,4 10,5 1,1 5,0 10,1
tiku 20% 1,4 6,0 11,2 1,2 5,4 10,5
mint 1,0 5,0 10,3 0,9 5,1 9,8
minc 0,9 4,6 9,6 1,0 5,0 9,8
mintc 0,9 4,9 10,1 0,9 5,2 9,9
Brunner 1,2 5,3 10,7 1,0 4,9 10,4
Tabelle 3.3: Simulierte Niveaus unter Normalverteilung
unter Normalverteilung einhalten, wobei der 20% getrimmte Tiku-Test leicht liberal
ist. Bezu¨glich der Power bei den Lageunterschieden aus Tabelle 3.4 ergibt sich folgen-
des Bild: Der t-Test weist, wie zu erwarten, die ho¨chste Power auf, wobei die Huber-
m-Scha¨tzer-Tests nur eine geringfu¨gig niedrigere Power zeigen. Insbesondere hat der
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n1 = n2 t-Test 10% trim 20% trim c=1,8 c=2,4 tiku 10% tiku 20%
10 70,4 65,7 59,9 68,9 70,0 67,5 63,0
20 70,7 68,0 63,7 70,1 70,7 68,6 65,8
30 70,0 68,0 64,1 69,8 70,2 68,6 65,8
n1 = n2 mint minc mintc Brunner
10 66,2 68,2 68,1 68,8
20 68,6 70,1 68,8 68,2
30 68,4 70,2 68,7 68,0
Tabelle 3.4: Simulierte Power unter Normalverteilung bei α = 5%
ART-Test eine geringere Power als der m-Scha¨tzer-Test. Die geringste Power haben die
trimmenden Tests. Hierbei ist der Tiku-Test immer dem einfachen Trimmen u¨berlegen.
Insgesamt liegen die Powerwerte aller Verfahren in einem Band von ca. 6%-Punkten
bei kleinen Fallzahlen (10 Beobachtungen pro Gruppe), das mit wachsender Fallzahl
enger wird.
Die Power der Minimum-Tests liegt in der Gro¨ßenordnung des ART-Tests, wobei der
Minimum-Test aus t-, trim- und m-Test die gleiche Power wie der ART-Test zeigt.
Besonders fa¨llt auf, daß der 20% getrimmte Test einen Powerverlust zwischen 6% und
10% im Vergleich zum t-Test hat, was sich jedoch auf die Power des mint-Test nicht
negativ auswirkt, da dieser anna¨hernd die Power des t-Tests hat. Allgemein ist fu¨r die
Minimum-Tests zu sehen, daß ihre Power zwischen der des t-Tests und der des jewei-
ligen robusten Tests liegt, sie unter Normalverteilung demnach eine Verbesserung der
robusten Tests darstellen. Diese an einem Punkt beschriebenen Unterschiede zeigen sich
auch u¨ber das ganze Spektrum an Lokationsunterschieden wie aus den Abbildungen
3.1 und 3.2 zu erkennen ist. Im Fall von unbalancierten Fallzahlen zeigen sich fast alle
n1/n2 6/34 8/32 10/30 12/28 14/26 16/24 18/22 20/20
t-Test 5,4 4,9 5,1 4,7 5,4 5,1 5,2 5,0
10% trim 6,6 5,8 5,0 4,7 5,6 5,3 4,9 5,0
20% trim 5,6 5,6 4,9 5,2 6,1 5,5 5,0 5,4
huber1 c=1,8 5,5 4,9 5,1 5,0 5,5 5,3 5,1 5,0
huber1 c=2,4 5,5 5,0 5,1 4,9 5,6 5,1 5,1 5,1
huber2 c=1,8 5,0 5,0 5,5 4,7 5,1 4,7 5,3 4,5
tiku 10% 5,1 5,0 4,1 5,0 5,1 5,0 5,0 5,0
tiku 20% 5,5 5,7 5,1 5,3 5,2 5,4 5,4 5,4
mint 5,1 4,5 4,9 4,6 5,3 5,1 4,9 5,1
minc 5,4 4,8 5,1 4,7 5,4 5,0 5,7 5,0
mintc 5,0 4,5 4,9 4,7 5,3 5,0 4,9 5,2
Brunner 4,7 4,9 4,8 4,5 5,4 4,9 5,0 4,9
Tabelle 3.5: Simulierte Niveaus zu α = 5% unter Normalverteilung bei Unbalanciertheit
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Tests als niveautreu (siehe Tabelle 3.5). Nur bei extremen Fallzahlunterschieden (z.B.
n1 = 8, n2 = 32) werden die 20% getrimmten Tests liberal. Dies ist auf den Effekt der
Freiheitsgradreduktion von 8 auf 4 und des daher stark vera¨nderten Quantil zuru¨ck-
zufu¨hren. Bezu¨glich der Gu¨te bei Unbalanciertheit zeigen alle Tests einen Abfall bei
steigender Unbalanciertheit. Zwischen den beiden verschiedenen c’s beim huber1-Test
liegt kein Gu¨teunterschied vor. Ansonsten verhalten sich die Tests wie bei balancierten
Fallzahlen.
n1/n2 6/34 8/32 10/30 12/28 14/26 16/24 18/22 20/20
t-Test 42,8 52,5 57,8 62,5 66,6 68,7 69,7 70,7
10% trim 45,6 54,8 55,5 59,9 64,8 66,5 67,7 68,0
20% trim 38,9 50,7 51,4 56,7 62,2 61,4 64,3 63,7
huber1 c=1,8 42,1 51,4 57,2 61,7 65,8 67,7 68,7 70,1
huber1 c=2,4 42,7 52,0 57,6 62,0 66,4 68,4 69,3 70,7
huber2 c =1,8 42,7 51,9 58,0 63,1 65,1 68,2 70,0 70,3
tiku 10% 41,9 50,9 55,6 62,4 65,0 67,7 69,3 68,6
tiku 20% 39,4 48,9 52,4 59,5 62,9 64,1 66,2 65,8
mint 40,5 49,7 55,3 59,9 64,5 66,4 67,7 68,6
minc 42,1 51,5 57,2 61,7 65,8 68,1 69,0 70,1
mintc 40,4 49,5 55,3 59,9 64,4 66,6 67,7 68,8
Brunner 40,7 48,7 56,0 60,0 65,2 67,1 68,3 68,2
Tabelle 3.6: Simulierte Power zu α = 5% unter Normalverteilung bei Unbalanciertheit
Vergleich unter Ausreißerverteilungen
Nachdem sich alle betrachteten robusten Tests unter Normalverteilung bei u¨blichen
Fallzahlen als niveautreu und gu¨testabil erweisen, interessiert ihr Verhalten in nicht-
normalen Situationen. Zuerst ist auch hier die Forderung aufzustellen, daß die Tests
das vorgegebene Niveau nicht u¨berschreiten du¨rfen. In Tabelle 3.7 fallen dazu drei
Tests auf. Zum einen erweist sich das Tiku-Verfahren mit 10% oder 20% Trimmung
als liberal in einigen Situationen. Zum anderen ha¨lt der Huber-m-Test mit den fu¨r
jede Gruppe einzeln gescha¨tzten Varianzen als Einschritt-Verfahren nicht das Niveau.
Deswegen werden diese Ansa¨tze nicht weiter untersucht. Alle anderen Tests halten das
Niveau, wobei der t-Test teilweise extrem konservativ (z.B. Cauchy-Verteilung) wird2.
Auch der ART-Test zeigt in einigen Fa¨llen solch ein konservatives Verhalten.
Bei gleichen Fallzahlen lassen sich folgende Schlu¨sse aus den Simulationsergebnissen
(siehe Tabelle 3.8) ziehen: Zuallererst sehen wir, daß der t-Test in allen Fa¨llen einen
2Die Tabellen zeigen die Ergebnisse bei α = 5%; diese unterscheiden sich nicht von denjenigen bei
α = 1% oder α = 10%.
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Abbildung 3.1: Power der robusten Tests im Vergleich zu t-Test und Rangtransforma-
tion unter Normalverteilung, n1 = n2 = 10
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Abbildung 3.2: Power der Minimum-Tests im Vergleich zu t-Test und Rangtransforma-
tion unter Normalverteilung, n1 = n2 = 10
deutlichen Powerverlust gegenu¨ber den robusten Tests hat. Trotz seiner Konservati-
vita¨t weist der ART-Test eine hohe Gu¨te auf. Fu¨r die Minimum-Tests gilt auch hier
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wieder, daß sich ihre Gu¨te zwischen der des t-Tests und der des robusten Tests befindet.
Insgesamt erweisen sich die Minimum-Tests als gu¨testabil u¨ber alle Situationen hin-
weg. Ist die zugrundeliegende Verteilung schief, so hat der minc-Test meist eine ho¨here
Power als der mint-Test. Hat dagegen die Verteilung relativ viel Masse weit außerhalb,
so verha¨lt es sich gerade anders herum. Diesen Effekt mittelt der mintc-Test durch das
Verwenden von beiden robusten Scha¨tzern aus, so daß sich dieser Test als robust und
gu¨testabil u¨ber alle Situationen erweist. Fu¨r den Tiku-Test fa¨llt noch auf, daß er trotz
seiner leichten Liberalita¨t bei den betrachteten Fallzahlen nicht zu den besonders po-
wervollen Tests za¨hlt.
An dem Beispielen der Chiquadrat-Verteilung mit zwei Freiheitsgraden und der konta-
minierten Normalverteilung ist aus den Abbildungen 3.3 bis 3.6 zu ersehen, daß diese
punktuellen Beobachtungen sich u¨ber das ganze Spektrum der mo¨glichen Lageunter-
schiede allgemein gelten. Insbesondere fa¨llt bei der kontaminierten Normalverteilung
auf, daß bei einem Lageunterschied gro¨ßer 2 alle robusten Tests fast Power 1 haben,
der t-Test jedoch lediglich u¨ber eine Power von 40 % verfu¨gt.
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Abbildung 3.3: Power der robusten Tests im Vergleich zu t-Test und Rangtransforma-
tion unter einer X 22 -Verteilung, n1 = n2 = 20
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n=10 LogNV CAU X 22 KNV (0;0,2) (0,5;0) (0,5;0,2)
t-Test 3,2 2,1 4,2 2,7 4,5 3,8 3,5
10% trim 3,2 2,7 4,1 2,5 4,5 4,1 4,2
20% trim 4,1 3,3 4,6 3,8 5,0 4,5 4,6
huber1 c=1,8 3,4 4,8 4,4 3,6 4,4 4,1 4,1
huber1 c=2,4 2,9 3,8 4,1 2,9 4,1 3,8 3,8
huber2 c=1,8 18,5 18,9 7,2 6,8 9,1 14,3 13,9
tiku 10% 4,4 4,1 4,5 3,7 5,8 4,8 4,7
tiku 20% 4,5 4,3 5,0 5,0 5,9 5,1 5,0
mint 4,3 4,1 4,9 4,5 4,9 4,8 4,6
minc 3,9 4,6 4,6 4,4 4,4 4,4 4,2
mintc 4,2 4,7 4,7 4,7 5,0 4,8 4,6
Brunner 3,5 1,9 4,4 2,5 4,5 4,3 3,8
n=20 LogNV CAU X 22 KNV (0;0,2) (0,5;0) (0,5;0,2)
t-Test 3,9 2,1 4,6 4,1 4,7 4,2 4,0
10% trim 3,9 3,1 4,3 2,5 4,9 4,7 4,2
20% trim 3,9 3,5 4,5 4,0 5,1 4,6 4,6
huber1 c=1,8 3,8 5,0 4,8 4,6 4,7 4,6 4,6
huber1 c=2,4 3,2 4,2 4,7 3,7 4,4 4,4 4,1
huber2 c=1,8 18,9 20,2 7,2 7,9 10,2 12,7 15,7
tiku 10% 5,8 7,3 5,7 6,8 6,2 5,6 5,9
tiku 20% 5,2 7,0 5,7 5,6 6,1 5,7 5,9
mint 4,8 4,0 4,9 5,0 4,8 4,8 4,7
minc 4,8 4,6 5,0 5,0 5,0 5,0 4,8
mintc 4,8 4,3 5,0 5,1 4,9 5,1 4,8
Brunner 4,1 2,0 4,7 3,6 4,4 4,8 4,3
n=30 LogNV CAU X 22 KNV (0;0,2) (0,5;0) (0,5;0,2)
t-Test 4,1 1,9 5,1 4,6 4,8 4,2 4,2
10% trim 4,1 3,6 5,0 3,0 4,7 4,7 4,3
20% trim 4,2 4,4 5,6 5,0 4,6 4,8 4,5
huber1 c=1,8 3,8 5,2 5,2 5,1 4,8 4,8 4,5
huber1 c=2,4 3,6 4,3 5,1 4,2 4,5 4,4 4,1
huber2 c=1,8 19,2 22,3 7,3 8,7 9,9 13,5 16,0
tiku 10% 6,6 9,4 5,8 9,6 6,3 5,6 6,9
tiku 20% 5,9 7,9 5,2 6,3 5,9 5,5 6,7
mint 4,8 4,7 5,3 5,4 4,8 4,8 4,9
minc 4,9 4,7 5,3 5,3 5,1 5,1 4,8
mintc 4,8 4,8 5,3 5,3 5,0 4,9 4,9
Brunner 4,0 2,0 4,9 4,7 4,7 4,3 4,5
Tabelle 3.7: Simulierte Niveaus unter Nicht-Normalverteilung fu¨r α = 5%, n1 = n2 =
n = 10, 20, 30
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n=10 LogNV CAU X 22 KNV (0;0,2) (0,5;0) (0,5;0,2)
t-Test 69,4 24,8 69,6 29,3 71,0 71,6 71,3
10% trim 81,4 54,1 72,1 58,7 79,4 74,5 83,2
20% trim 84,4 68,3 70,9 76,0 78,9 71,7 85,6
huber1 c=1,8 92,7 67,0 83,7 74,9 79,9 80,5 88,4
huber1 c=2,4 90,1 60,3 81,2 68,0 77,9 78,3 86,4
tiku 10% 81,1 56,7 74,2 63,4 78,8 76,0 83,8
tiku 20% 85,7 71,5 73,8 79,1 79,5 74,2 86,6
mint 85,5 67,9 75,0 76,1 79,7 75,7 86,2
minc 91,6 64,6 81,9 72,9 78,6 79,1 87,3
mintc 90,5 68,9 79,8 77,3 79,4 77,1 87,5
Brunner 88,4 59,9 80,2 69,5 77,4 80,2 85,7
n=20 LogNV CAU X 22 KNV (0;0,2) (0,5;0) (0,5;0,2)
t-Test 70,4 13,2 69,5 25,2 74,5 73,7 71,8
10% trim 88,3 49,5 75,3 66,7 86,3 78,2 89,2
20% trim 92,1 69,2 75,1 88,3 87,4 77,6 91,8
huber1 c=1,8 96,8 61,3 85,7 83,3 85,8 84,2 93,0
huber1 c=2,4 95,4 54,8 83,2 76,7 84,1 82,0 90,9
tiku 10% 87,1 52,7 75,4 68,0 85,4 79,5 87,9
tiku 20% 91,2 69,5 76,4 88,4 88,1 78,8 91,4
mint 91,4 66,4 76,8 86,5 86,5 79,2 91,1
minc 96,4 57,7 84,2 80,5 84,7 83,2 91,9
mintc 95,8 65,7 82,4 86,5 86,4 81,2 92,1
Brunner 96,9 62,3 86,6 82,3 86,1 85,6 93,1
n=30 LogNV CAU X 22 KNV (0;0,2) (0,5;0) (0,5;0,2)
t-Test 69,2 9,8 70,0 16,2 76,5 71,7 73,0
10% trim 90,0 51,3 75,5 54,3 88,6 77,7 92,3
20% trim 94,0 71,2 76,4 75,2 89,5 76,3 95,0
huber1 c=1,8 98,1 61,9 87,1 66,4 87,6 83,1 95,4
huber1 c=2,4 96,6 54,7 84,1 58,6 86,1 81,0 93,9
tiku 10% 88,2 52,8 76,5 59,3 88,0 78,0 91,1
tiku 20% 93,1 71,0 77,9 76,7 90,1 78,6 97,3
mint 92,9 67,7 77,0 69,9 88,5 78,1 94,0
minc 97,6 57,3 85,4 61,2 86,3 81,8 94,4
mintc 97,0 66,4 83,7 69,5 88,6 80,4 94,8
Brunner 98,7 63,7 90,6 68,8 89,0 86,4 96,4
Tabelle 3.8: Simulierte Power unter Nicht-Normalverteilung bei α = 5%, n1 = n2 =
n = 10, 20, 30
3.2. ROBUSTE 2-STICHPROBENVERFAHREN 47
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.312 0.624 0.936 1.248 1.56 1.872 2.184
Lokationsunterschied
Po
w
er
t-Test
min_t
min_c
min_tc
Brunner
Abbildung 3.4: Power der Minimum-Tests im Vergleich zu t-Test und Rangtransforma-
tion unter einer X 22 -Verteilung, n1 = n2 = 20
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Abbildung 3.5: Power der robusten Tests im Vergleich zu t-Test und Rangtransforma-
tion unter einer kontaminierten Normalverteilung, n1 = n2 = 20
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Abbildung 3.6: Power der Minimum-Tests im Vergleich zu t-Test und Rangtransforma-
tion unter einer kontaminierten Normalverteilung, n1 = n2 = 20
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3.3 Robuste Multiple Vergleiche
Um zu robusten multiplen Verfahren zu kommen, lassen sich verschiedene Wege ein-
schlagen. Zum einen werden im folgenden die robusten 2-Stichprobentests auf den k-
Stichproben-Fall verallgemeinert. Andererseits lassen sich die robusten 2-SP-Tests auch
in die verschiedenen α-Adjustierungsverfahren wie zum Beispiel in die Verfahren von
Holm (1979), Hochberg (1988) oder Hommel (1988) einsetzen. Dieses Verfahren hat
den Vorteil, daß die multivariate Verteilung der Lagescha¨tzer nicht bestimmt werden
muß.
Da nur die asymptotischen Verteilungen bekannt sind, wird untersucht, inwieweit
sich fu¨r kleine Fallzahlen die Verteilungen der Testgro¨ßen durch die multivariate t-
Verteilung approximieren lassen. Ein anderer Ausweg la¨ge darin, ein Bootstrap-Verfah-
ren zu verwenden. Ein wichtiges Beurteilungskriterium bei der Untersuchung der ver-
schiedenen Verfahren ist die Einhaltung der globalen Niveaus. Zudem werden die Gu¨ten
der einzelnen Verfahren in einer Simulationsstudie mit den vorgestellten Verteilungen
aus Kapitel 1 verglichen. Insbesondere werden die robusten Analoga zum Dunnett- und
Tukey-Test behandelt.
3.3.1 Simultane Vergleiche auf Basis der multivariaten t-Ver-
teilung
Die in den vorhergehenden Kapiteln vorgestellten parametrischen Scha¨tzer und Zwei-
Stichproben-Tests werden in diesem Abschnitt zu k-Stichproben-Tests verallgemeinert.
Ausgehend von der asymptotischen multivariaten Normalverteilung des Vektors der
Lagescha¨tzer, die in den einzelnen Abschnitten gezeigt wird, ist es in parametrischen
Fall naheliegend, fu¨r kleine Fallzahlen die Verteilung des Scha¨tzvektors durch die mul-
tivariate t-Verteilung zu approximieren. Dafu¨r werden folgende Notationen verwendet:
X11, X12, . . . , X1n1 Beobachtungen in Gruppe 1
X21, X22, . . . , X2n2 Beobachtungen in Gruppe 2
...
Xk1, Xk2, . . . , Xknk Beobachtungen in Gruppe k
Hierbei ist ni (i = 1, . . . , k) die Anzahl der Beobachtungen in der i-ten Gruppe. Wenn
mit µˆ1, . . . , µˆk die Lagescha¨tzer fu¨r die einzelnen Gruppen bezeichnet werden, so setze
man µˆ := (µˆ1, . . . , µˆk)
′. Ein Kontrast C := (c1, . . . , ck) mit
∑
ci = 0 von µˆ la¨ßt sich
somit schreiben als Cµˆ. Sind fu¨r einen multiplen Kontrast die einzelnen Kontraste mit
C1, . . . , Cg bezeichnet, so hat der multiple Kontrast die Form t
MC = max{tSC1 , . . . , tSCg }
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mit 

tSC1
...
tSCg

 :=


C1
...
Cg

 ·


µˆ1
...
µˆk

 . (3.24)
Die Darstellung in (3.24) zeigt, daß mit Kenntnis der (asymptotischen) Verteilung von
µˆ auch die Verteilung von tMC u¨ber den Abbildungssatz bekannt ist.
Trimmen und Winsorisieren
Um die Verteilung eines multiplen Tests basierend auf Trimmscha¨tzern zu bestimmen,
ist zuerst die multivariate Verteilung des Vektors, bestehend aus den Scha¨tzern je
Gruppe, zu ermitteln. Sei zuerst angenommen, daß die Varianz bekannt und in allen
Gruppen gleich ist. Unter diesen Bedingungen und der Voraussetzung von Satz 3.1 ist
der Vektor der Trimmscha¨tzer asymptotisch multivariat normalverteilt.
Satz 3.5
Seien X11, . . . , X1n1 , X21, . . . , Xknk unabha¨ngig und identisch nach einer Verteilungs-
funktion F verteilt. Weiterhin sei F monoton wachsend an den Trimmstellen und es
gelte
nj
minni
→ 1 fu¨r minni →∞, so gilt:
√
min ni




µˆt1
...
µˆtk

−


µt1
...
µtk



 D−→ Nk(O, σ2(γ, F ) · Ek). (3.25)
Beweis: Unter den Voraussetzungen gilt fu¨r jede der Komponenten mit Satz 3.1
√
minni
nj
√
nj(µˆtj − µtj) D−→ N (0, σ2(γ, F )), j = 1, . . . , k.
Damit folgt fu¨r die charakteristischen Funktionen von µˆtj−µtj mit dem Stetigkeitssatz
fu¨r charakteristische Funktionen (Billingsley 1995, Seite 349), daß φjn(s) → φj(s) =
e−
1
2
t2σ2(γ,F ) fu¨r alle t ∈ IR. Um nun (3.25) zu zeigen, wird:
√
min ni (a1, . . . , ak) · (µˆt1 − µt1, . . . , µˆtk − µtk)′
=: (a1, . . . , ak) · (µ˜t1, . . . , µ˜tk)′
=
k∑
j=1
ajµ˜tj = a
′µ˜t (3.26)
mit ‖a‖2 = 1 betrachtet. Fu¨r diese Summe ist zu zeigen, daß sie fu¨r alle a ∈ Sk−1 gegen
eine Normalverteilung konvergiert. Die charakteristische Funktion von (3.26) la¨ßt sich
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aufgrund der Unabha¨ngigkeit der µ˜ti schreiben als:
φa′µ˜t(s) =
k∏
j=1
φaj µ˜tj (s)
=
k∏
j=1
φµ˜tj (ajs)
−→
k∏
j=1
e−
1
2
(ajs)
2σ2(γ,F ) n→∞
= e−
1
2
∑k
i=j
(ajs)
2σ2(γ,F )
= e
− 1
2
s2σ2(γ,F )
∑k
j=1
a2
j
= e−
1
2
s2σ2(γ,F ).
Wiederum mit dem Stetigkeitssatz ergibt sich, daß jede Projektion von µ˜t eindimen-
sional normalverteilt ist.
▽—
Nun ist im allgemeinen die Varianz σ2(γ, F ) nicht bekannt. Wird die unbekannte Va-
rianz jedoch konsistent gescha¨tzt, so gilt:
Lemma 3.6
Mit den Voraussetzungen von Satz 3.5 und einem konsistenten Scha¨tzer σˆ2(γ) fu¨r
σ2(γ, F ) gilt
√
minni
σˆ(γ)




µˆt1
...
µˆtk

−


µt1
...
µtk



 D−→ Nk(O,Ek). (3.27)
Damit ergibt sich aus der Kombination von (3.24) und (3.27), daß ein multipler Kon-
trast von Trimmscha¨tzern asymptotisch multivariat normalverteilt ist. Es bleibt die
Frage, wie die Verteilung im Endlichen lautet. In Analogie zum klassischen multiplen
Kontrasttest, basierend auf Mittelwert und Standardabweichung, la¨ßt sich vermuten,
daß zumindest eine Approximation durch die multivariate t-Verteilung fu¨r kleine Fall-
zahlen machbar ist. Im Gegensatz zum Zwei-Stichproben-Fall, in dem es galt, den
”
richtigen“ Freiheitsgrad zu bestimmen, gilt es hier, die
”
richtige“ Korrelationsmatrix
zu finden. Fu¨r zwei Kontraste (ca1, . . . , cak), (cb1, . . . , cbk) lautet der Eintrag in der nor-
malen Korrelationsmatrix R = (ρab)a,b=1,...,g (Bechhofer, Dunnett 1982):
ρab :=
∑k
i=1
caicbi
ni√(∑k
i=1
c2
ai
ni
)(∑k
i=1
c2
bi
ni
) . (3.28)
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Da durch das Trimmen nicht alle ni Beobachtungen der i−ten Gruppe verwendet wer-
den, ersetze man ni durch hi
ρab :=
∑k
i=1
ciacib
hi√(∑k
i=1
c2
ia
hi
)(∑k
i=1
c2
ib
hi
) .
Die gepoolte Varianz scha¨tze man konsistent in direkter Verallgemeinerung des Zwei-
Stichproben-Falls durch
σˆ2 :=
1∑
hi − k
k∑
i=1
(hi − 1)s2Y i
bzw. die Freiheitsgrade durch ν =
∑k
i=1(hi− 1). Das approximative Konfidenzintervall
fu¨r jeden Kontrast ergibt sich so zu:

−∞, k∑
i=1
ciµˆti + Tg(−∞, 1gtMC , ν, R)σˆ
√√√√ k∑
i=1
c2i
hi − 1

 .
M-Scha¨tzer
Wie im vorherigen Abschnitt wird zuerst gezeigt, daß der Vektor bestehend aus den
m-Scha¨tzern fu¨r die einzelnen Gruppen asymptotisch normalverteilt ist. Um die asymp-
totische Normalita¨t des Vektors aus den m-Scha¨tzern zu zeigen, wird die Gu¨ltigkeit der
Voraussetzungen der Proposition 3.1 aus Huber 1973 gezeigt. Dieser Satz impliziert
dann direkt die gewu¨nschte Normalita¨t, wie in dem Artikel gezeigt wird.
Die Beobachtungen seien wie in Abschnitt 3.3.1 bezeichnet, und es gelte minni →∞.
Weiterhin seien die Xij unabha¨ngig nach einer Verteilungsfunktion F verteilt, die nicht
notwendigerweise symmetrisch sein muß, so daß nach folgender Setzung
Yi := Xjl := θj + Ui, i =
j−1∑
m=0
nm + l (3.29)
die Ui unabha¨ngig und identisch verteilt sind. In der Form von Gleichung (1.1) in Huber
1973 lautet (3.29):
Yi =
k∑
j=1
cijθj + Ui
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beziehungsweise in Matrixschreibweise


Y1
...
Yn1
Yn1+1
...
Yn1+n2
...
Y∑ni−nk+1
...
Y∑ni


=


1 0
...
...
1 0
0 1
...
...
0 1
O
O
. . .
1
...
1




θ1
...
θk

+


U1
...
U∑ni


Im folgenden schreibe man kurz:
Y = Cθ + U.
Mit dieser Definition gilt nun:
CCT =


n1
n2
O
O
. . .
nk


und
Γ := C(CTC)−1CT =


1
n1
· · · 1
n1
...
. . .
...
1
n1
· · · 1
n1
O
. . .
O
1
nk
· · · 1
nk
...
. . .
...
1
nk
· · · 1
nk


.
Satz 3.7 (Proposition 3.1 Huber 1973)
Unter den folgenden Bedingungen ist der Vektor aus den Lage-m-Scha¨tzern asymp-
totisch normalverteilt:
1. k ·max γii → 0
2. ψ ist konvex und ψ ∈ C3
3. E [ψ(Ui)] = 0, Ui unabha¨ngig und identisch verteilt.
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Fu¨r Bedingung 1 gilt k ·max γii = kminni → 0, da minni →∞. Die weiteren Bedingun-
gen sind fu¨r die jeweilige Wahl der Gewichtsfunktion im einzelnen zu pru¨fen. Fu¨r den
Huber-m-Scha¨tzer ist Bedingung 3 aufgrund der Symmetrie erfu¨llt, auch ist die Exi-
stenz der dritten Ableitung gegeben. Die gewa¨hlte Funktion ψ ist jedoch nicht konvex.
Die Konvexita¨tsforderung wird jedoch nur fu¨r die Existenz der Scha¨tzer beno¨tigt, die
auf Grund der Wahl der Einschritt-Scha¨tzer gewa¨hrleistet ist.
Zur Durchfu¨hrung eines multiplen Tests scha¨tze man anhand der Gleichungen (3.8)(3.9)
µˆψi und s
2
ψi fu¨r jede Gruppe einzeln. Da die beiden Scha¨tzer asymptotisch unabha¨ngig
sind, la¨ßt sich die gepoolte Varianz scha¨tzen durch
s2ψ :=
1
n1 + · · ·+ nk − k
k∑
i=1
(ni − 1)s2ψi. (3.30)
Mit dem Lemma von Sluzky (z.B. Henze 1995) erha¨lt man somit die asymptotische
Normalita¨t.
Satz 3.8
Unter den oben aufgelisteten Bedingungen gilt fu¨r den Vektor µˆ der Huber-m-Scha¨tzer
mit dem gepoolten Varianzscha¨tzer aus (3.30)
1
sψ




µˆψ1
...
µˆψk

−


µψ1
...
µψk



 D−→ Nk(O,Ek).
Da sich in den Simulationen fu¨r den Zwei-Stichproben-Fall gezeigt hat, daß die Scha¨tzung
der gepoolten Varianz durch (3.30) fu¨r Fallzahlen unter 30 und nicht normalverteilte
Daten zu einem zu liberalen Test fu¨hrt, wird der Ansatz aus den Gleichungen (3.21)
bis (3.23) noch weiter verfolgt. Fu¨r k Gruppen erha¨lt man die impliziten Gleichungen:
nj∑
i=1
ψ
(
xij − µˆψj
sψ
)
= 0, j = 1, . . . , k und (3.31)
k∑
j=1
nj∑
i=1
ψ2
(
xij − µˆψj
sψ
)
= (
∑
nj − 1)β. (3.32)
Nach Bachmaier und Precht (1995) bzw. Hampel et al (1986) sind die Scha¨tzer aus
(3.31) und (3.32) asymptotisch unabha¨ngig. Anstelle der exakten Nullstellen werden
wieder die Einschritt-Scha¨tzer fu¨r µˆψ1, . . . , µˆψk und sψ analog zu (3.8) und (3.9) ver-
wendet.
µˆψj := µˆ0j +
∑nj
i=1 ψ
(
xij−µˆ0j
s0
)
s0∑nj
i=1 ψ
′
(
xij−µˆ0j
s0
) (3.33)
sˆ2ψ :=
1
(
∑
nj − 1)β
k∑
j=1
nj∑
i=1
ψ2
(
xij − µˆ0j
s0
)
s20, (3.34)
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mit den Gruppenmedianen als Startwerten µ0j und der 1,483-fachen MAD u¨ber die
gepoolte Stichprobe als Startwert s0 fu¨r σψ. Der sich so ergebende Varianzscha¨tzer sψ
wird noch, wie in Bachmaier und Precht (1997) vorgeschlagen, mit Hubers Korrektur-
faktor κ2 (Huber 1973) modifiziert:
κ := 1 +
k
n
· var(ψ
′)
ave(ψ′)2
mit ave(ψ′) :=
1
n
k∑
j=1
nj∑
i=1
ψ′
(
xij − µˆψj
sψ
)
und var(ψ′) :=
1
n
k∑
j=1
nj∑
i=1
ψ′(
(
xij − µˆψj
sψ
)
− ave(ψ′))2
Die Quantile eines mit diesem Scha¨tzer durchgefu¨hrten multiplen Kontrasttests werden
durch eine multivariate t-Verteilung mit der sich aus den Kontrastkoeffizienten und den
Fallzahlen ni nach (3.28) berechneten Korrelationsmatrix approximiert.
Das approximative Konfidenzintervall fu¨r jeden Kontrast ergibt sich so zu:

−∞, k∑
i=1
ciµˆψi + Tg(−∞, 1gtMC , N − k,R)sˆψ
√√√√ k∑
i=1
c2i
ni

 .
3.3.2 Rangverfahren
Zu Verfahren, die auf Ra¨ngen basieren, werden im folgenden zwei Ansa¨tze vorgestellt.
Dies sind zum einen eine direkte Verallgemeinerung des Zwei-Stichproben-Rangverfahrens
aus Abschnitt 3.2.3 und zum anderen der von Hettmansperger und McKean (1998)
verfolgte Ansatz. Ein umfassendere Darstellung der Theorie der Rangtests ist z.B. in
Bu¨hning und Trenkler (1992) oder auch Hajek et al (1999) gegeben.
In der Verallgemeinerung des Verfahrens aus Abschnitt 3.2.3 werden die Ra¨ngeR11, . . . , Rknk
u¨ber alle Beobachtungen X11, . . . , Xknk gebildet. Nach dieser Rangtransformation wird
die gepoolte Varianz gescha¨tzt durch:
s2R :=
1∑k
i=1 ni − k
k∑
i=1
ni∑
j=1
(Rij − R¯i.)2.
Als Teststatistik fu¨r einen einzelnen Kontrast c = (c1, . . . , ck) ergibt sich damit:
T SCR :=
∑k
i=1 ciR¯i.
sR
√∑k
i=1
c2
i
ni
.
Die exakte Verteilung eines multiplen Kontrasttests bestehend aus diesen Testgro¨ßen
la¨ßt sich u¨ber den Abbildungssatz aus der exakten Verteilung der Ra¨nge bestimmen.
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Diese la¨ßt sich unter Verwendung kombinatorischer Argumenteherleiten (siehe z. B.
Hajek, Sidak 1967). Da die Bestimmung der exakten Verteilung rechnerisch aufwendig
ist, denn sie unterscheidet sich fu¨r jede Kombination von Fallzahlen, wird im Folgenden
eine Approximation durch eine multivariate t-Verteilung mit der sich aus den Fallzahlen
und den Kontrasten nach (3.28) ergebenden Korrelationsmatrix weiterverfolgt. Im Ge-
gensatz zur Zwei-Stichproben Situation sind hier die Hypothesen der Parametrischen
Tests mit denen dieses Rangtests nicht a¨quivalent. Wa¨hren die parametrischen Tests
weiterhin die Gleichheit der Lageparameter testen, testet der Rangtest auf Gleichheit
der Verteilungsfunktionen.
Diese einfache Rangtransformation hat den Vorteil, daß sie einfach durchzufu¨hren ist
und bei einfaktoriellen Designs in Fa¨llen von nicht normalen Daten eine ho¨here Power
aufweist als der analoge
”
Standard-Kontrasttest“ (Conover, Iman 1981), wa¨hrend bei
ho¨herfaktoriellen oder komplexeren Designs dieses Verfahren nicht tauglich ist (Hett-
mansperger, McKean 1998). Ist man hingegen an Hypothesen bezu¨glich der Vertei-
lungsfunktionen der einzelnen Gruppen interessiert, so haben Akritas et al (1997) ge-
zeigt, daß dieses Verfahren angemessen ist.
Neben dem
”
total rankin“ , d.h. der Rangbildung u¨ber die gesamte Stichprobe ko¨nnte
man auch ein paarweises Rangbilden in Betracht ziehen. Bei dieser Form der Rang-
bildung werden die gemeinsamen Ra¨nge u¨ber jeweils nur zwei Gruppen gebildet. Bei
dieser Vorgehensweise sind die Rangmittel der Gruppen nicht eindeutig, so daß sich
eine Teststatistik fu¨r einen Kontrast nicht eindeutig definieren la¨ßt.
Anstelle die Ra¨nge u¨ber die gesamte Stichprobe zu bilden (total-ranking) Eine ande-
re Form u¨ber Ra¨nge einen multiplen Test zu definieren wa¨hlen Hettmansperger und
McKean (1998). Dafu¨r schreiben sie das Ein-Faktor-Modell der Varianzanlyse wie in
(3.29) als:
Y = Cθ + U. (3.35)
Setzt man a = E [Ui] und 1N := (1, . . . , 1)
T , dem Vektor aus N =
∑
ni Einsen, so wird
(3.35) zu:
Y = 1Na+ Cθ + (U − 1Na) =: 1Na+ Cθ + U∗
mit E [U∗] = 0N . Setzen wir nun noch Ω als den von den Spalten von C aufgespannten
Raum, so la¨ßt sich das Modell (3.35) in der Form
Y = 1Na + η + U
∗, η ∈ Ω (3.36)
schreiben. Bezu¨glich des Modells (3.36) wird η durch den Punkt gescha¨tzt, der einen
geeigneten Abstand zwischen Y und Ω minimiert. Wa¨hlt man den euklidischen Ab-
stand, so erha¨lt man die normalen Kleinste-Quadrate- Scha¨tzer θ1 = X¯i.. Die Idee
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von Hettmansperger und McKean ist es nun, einen Abstand zu wa¨hlen, der geringer
sensitiv auf Ausreißer reagiert. Ein solcher Abstand ist der, der durch die Pseudonorm
||v||W :=
N∑
i=1
√
12
(
R(vi)
N + 1
− 1
2
)
vi
definiert wird (vgl. Hettmansperger, McKean 1998). Hierbei steht R(vi) fu¨r den Rang,
den der Wert vi in dem Vektor v hat. Mit der so definierten Rang-Pseudonorm defi-
nieren Hettmansperger und McKean den R-Scha¨tzer fu¨r η als die Lo¨sung von
DW (Y,Ω) = ||Y − ηˆ||W = min
η∈Ω
||Y − η||.
Aus dem so gescha¨tzten η erha¨lt man den Scha¨tzer fu¨r θ als θˆ = (CTC)−1CT ηˆ. Scha¨tzt
man nun noch a durch aˆ = median{Yi−(Cθˆ)i}, so haben Hettmansperger und McKean
gezeigt, daß aˆ und θˆ asymptotisch gemeinsam multivariat normalverteilt, unkorreliert
und konsistente Scha¨tzer fu¨r a und θ sind. Hier gilt es auch wieder im Rahmen der Si-
mulationen zu untersuchen, inwieweit sich im Endlichen multiple Kontraste mit diesen
Scha¨tzern durch eine multivariate t-Verteilung approximieren lassen. Da alle Daten mit
in die Berechnungen eingehen, wird wie bei der m-Scha¨tzung die aus den Fallzahlen ni
nach 3.28 berechnete Korrelationsmatrix verwendet.
3.3.3 Multiple Bootstrap-Verfahren
Eine ausfu¨hrliche Darstellung der auf Bootstrap basierenden multiplen Testmethoden
ist in Westfall und Young (1993) zu finden. Ein Großteil der dort beschriebenen Ver-
fahren ist in der SAS Prozedur PROC MULTTEST implementiert. Daher wird hier
zum Vergleich der unterschiedlichen robusten Methoden die PROC MULTTEST in den
Simulationen verwendet. Die Vorgehensweise beim in der PROC MULTTEST verwen-
deten Bootstrap ist deshalb in folgenden beschrieben.
Das implementierte Verfahren berechnet aus den Rohdaten in einem ersten Schritt
die Mittelwerte jeder Gruppe und die gepoolte Varianz. Fu¨r jeden interessierenden
single-Kontrast wird dann die zugeho¨rige t-Statistik nach (1.2) und deren p-Wert be-
rechnet. Da das Bootstrappen unter der globalen Nullhypothese erfolgen sollte (Effron,
Tibshirani 1993, Westfall, Young 1993), werden die Daten jeder Gruppe mittelwertzen-
triert. Wu¨rde dies nicht getan, so wu¨rden im Fall der Alternative die Bootstrapdaten
aus einer multimodalen Verteilung gezogen. Von der Verteilung dieser Daten ist nun
nicht anzunehmen, daß sie eine Normalverteilung ist oder die Situation unter der Null-
hypothesen widerspiegelt (Westfall 1999, perso¨nliche Mitteilung). Aus diesen Daten
werden dann die Bootstrap-Stichproben mit Zuru¨cklegen gezogen. Fu¨r jede Boostrap-
Stichprobe werden die Gruppenmittelwerte, die gepoolte Varianz, die t-Statistiken und
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die p-Werte fu¨r die einzelnen Kontraste berechnet. Als Testgro¨ße wird nun der kleinste
dieser Bootstrap p-Werte verwendet.
In einem Za¨hler fu¨r jeden single-Kontrast wird geza¨hlt, wie oft der minimale Bootstrap
p-Wert kleiner oder gleich dem p-Wert aus den Originaldaten ist. Der adjustierte p-
Wert fu¨r jeden single-Kontrast ergibt sich dann als der Quotient aus dem Za¨hler fu¨r
diesen Kontrast und der Anzahl der Bootstrap-Wiederholungen. Eine globale Ableh-
nung liegt genau dann vor, wenn der kleinste der adjustieren p-Werte kleiner als das
vorgegebene Niveau ist.
Die Verfahrensweise des Bootstrappens la¨ßt sich auch wieder verwenden, um k-Stich-
proben-Minimum-Tests analog denen aus Abschnitt 3.2.2 zu konstruieren. Wie im
Zwei-Stichproben-Fall werden wieder verschiedene robuste Tests und der auf Mittel-
werten und gepoolter Standardabweichung basierende Test zu einem Minimum-Test
kombiniert. Dafu¨r setze man im folgenden den p-Wert des multiplen Kontrasttests mit
Mittelwert und Standardabweichung als pt, den aus 20% getrimmtem Mittel und win-
sorisierter Varianz als pt20 und den aus dem m-Scha¨tzer mit c = 1, 8 als pc1,8. Aufgrund
der Ergebnisse im Zwei-Stichproben-Fall werden die folgenden Minima betrachtet:
1. Das Minimum der p-Werte aus dem Test mit 20% getrimmten Mitteln und dem
”
normalen“ Test
tmint := min{pt, pt20}.
2. Das Minimum der p-Werte aus dem Test mit m-Scha¨tzern (c = 1, 8) und dem
”
normalen“ Test
tminc := min{pt, pc1,8}.
3. Das Minimum der p-Werte aus dem Test mit 20% getrimmten Mitteln, m-Scha¨tzern
(c = 1, 8) und dem
”
normalen“ Test
tmintc := min{pt, pt20, pc1,8}.
3.3.4 Adjustierte Zwei-Stichproben p-Werte
Neben den komplexen Verfahren aus den vorherigen Abschnitten, in denen die α-Adjus-
tierung u¨ber die Verwendung der multivariaten t-Verteilung erfolgte, lassen sich auch
mehre Zwei-Stichproben-Tests u¨ber eine
”
direkte“ α-Adjustierung zu einem multiplen
Test verknu¨pfen. Die einfachste Methode ist die Adjustierung nach Bonferroni. Seien
l Tests durchgefu¨hrt worden und die zugeho¨rigen p-Werten mit p1, . . . , pl bezeichnet.
Die Bonferroni-adjustierten p-Werte sind dann
pboni := min{1, l · pi}, i = 1, . . . , l.
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Diese Vorgehensweise hat eine sehr geringe Gu¨te. Diese la¨ßt sich ohne Einschra¨nkungen
verbessern, indem man die p-Werte der Gro¨ße nach ordnet p(1) ≤ . . . ≤ p(l). Nach Holm
(1979) ergeben sich die adjustierten p-Werte zu
pholm(1) := l · p(1)
pholm(i) := min{1,max{pholm(i−1), (l − i+ 1) · p(i)}}, i = 2, . . . , l.
Eine weitere Verbesserung der Gu¨te la¨ßt sich durch die Nutzung logischer Abha¨ngig-
keiten der Hypothesen untereinander erzielen. Auf diese Form der p-Wert-Adjustierung
wird ausfu¨hrlich in Kapitel 4 eingegangen.
3.3.5 Simulationsstudien
Am Beispiel des All-paar-Vergleichs (Tukey-Test) und des einseitigen Vergleichs mit
einer Kontrolle (Dunnett-Test) wurden im Rahmen der durchgefu¨hrten Simulations-
studie Niveau- und Gu¨te-Verhalten der robusten multiplen Tests untersucht. Verglichen
werden der
”
standard“ Tukey-Test (Dunnett-Test) mit den entsprechenden multiplen
Kontrasttests aus Trimmscha¨tzern und Huber-m-Scha¨tzern. Weiterhin sind die bei-
den Bootstap-Verfahren aus Abschnitt 3.3.3 und die einfache Rangtransformation in
den Vergleich mit einbezogen. Fu¨r die Untersuchung des Gu¨teverhaltens wurden drei
verschiedene Erwartungswertprofile betrachtet, ein konvexes 0 = µ1 = µ2 < µ3, ein
lineares 0 = µ1 < µ2 =
1
2
µ3 < µ3 und ein konkaves 0 = µ1 < µ2 = µ3. Der dritte und
ho¨chste Erwartungswert wurde in Abha¨ngigkeit von der zugrundeliegenden Verteilung
und Fallzahl entsprechend Tabelle 3.2 gewa¨hlt. Die Anzahl der Wiederholungen be-
trug bei den Bootstrap-Verfahren 1000 Bootstrap-Wiederholungen innerhalb von 1000
Gesamtwiederholungen, bei den anderen Verfahren wurde 10000 mal wiederholt. In
den folgenden Tabellen ist jeweils die multiple Power angegeben, da sich in den durch-
gefu¨hrten Simulationen die Resultate fu¨r die anderen Powerdefinitionen bezu¨glich des
Vergleichs der Verfahren nicht unterscheiden. Liegt das simulierte Niveau oberhalb des
99%-igen Konfidenzintervalls, so ist der Wert fett geduckt. Die zu liberalen Tests bzw.
Situationen geho¨renden Powerwerte sind kursiv hervorgehoben.
Der Großteil der Simulationen wurden in SAS unter Verwendung des Programmier-
moduls IML durchgefu¨hrt. Hierbei wurden die verwendeten Zufallszahlen mit den
Standard-SAS-Fuktionen (RANNOR, RANCAU, RANBIN) erzeugt. Da fu¨r das Rang-
verfahren nach Hettmansperger ein Programm zur Verfu¨gung stand, wurden die Simu-
lationen hierfu¨r in C implementiert. Hier wurde der Zufallszahlengenerator ran2 aus
Press et al (1995) verwendet.
Im Bezug auf die folgenden Untersuchungsergebnisse ist generell zu bedenken, daß es
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keinen gleichma¨ßig besten Test u¨ber alle denkbaren Ausreißersituationen geben wird.
Daher wird zum einen untersucht in wie weit die robusten Test den Standardtests unter
Normalverteilung unterlegen sind. Zum anderen werden die Test unter den verschiede-
nen
”
Ausreißerverteilungen“ betrachtet, um zu ermitteln in welchen Situationen welche
Test vorteilhafter sind.
Vergleich unter Normalverteilung
Aus den Tabellen 3.9 und 3.10 ist zu ersehen, daß alle Verfahren im Rahmen der Simu-
lationsgenauigkeit das Niveau einhalten. Demnach erfu¨llen alle Verfahren die Grund-
anforderung der Niveautreue. Ein einziger liberaler Wert tritt hier beim mint-Test
auf. Das Auftreten eines solchen Wertes liegt im Rahmen der zu erwartenden Niveau-
verletzungen bei der Anzahl der hier simulierten Niveaus. Beim Vergleich der Gu¨ten
(Tabellen 3.11 und 3.12) zeigt sich eine erste Differenzierung der Verfahren. Die beiden
Standardtests weisen, wie zu erwarten ist, die ho¨chste Power auf. Jedoch sind sowohl
die Tests basierend auf dem m-Scha¨tzer als auch der Bootstrap-Test nach Westfall
nur marginal schlechter. Dahingegen fallen die auf den Trimmscha¨tzern basierenden
Tests mit zwischen 8 und 10 Prozentpunkten deutlich zuru¨ck. Die drei verschiedenen
Minimum-Tests weisen alle eine geringfu¨gig (1-3%) niedrigere Power als der Standard-
test auf. Beim Rangtest nach Hettmansperger fa¨llt auf, daß er bei den hier verwendeten
Fallzahlen sehr konservativ ist, was sich in der Gu¨te mit einem Verlust von 4 bis 10
Prozentpunkten gegenu¨ber dem Standardtest niederschla¨gt. Insbesondere zeigt er eine
geringere Gu¨te als der Rangtest nach Brunner, obwohl der Brunner-Test eine allgemei-
nere Hypothese testet (siehe auch Abschnitt 3.3.2). Daher wa¨re zu erwarten, daß der
Brunner-Test eine geringere Gu¨te aufweist.
All-paar n1 = n2 = n3 = 10 n1 = n2 = n3 = 20
α = 1% α = 5% α = 10% α = 1% α = 5% α = 10%
tukey 1,0 4,9 9,5 1,1 5,0 10,0
20% trim 1,2 4,8 10,3 1,2 4,9 9,8
huber c=1,8 1,1 5,4 10,3 0,9 5,0 10,5
mint 1,0 5,0 10,4 0,8 4,7 9,8
minc 0,9 5,2 10,3 0,9 4,6 10,0
mintc 1,0 5,0 10,4 0,8 4,7 9,8
westfall 0,9 4,8 9,7 0,8 4,9 10,1
Brunner 1,2 5,2 10,2 1,1 5,2 10,0
Hettmansperger 0,9 3,8 7,7 1,0 4,4 8,7
Tabelle 3.9: Simulierte Niveaus unter Normalverteilung, All-paar
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Vergl. mit Kontrolle n1 = n2 = n3 = 10 n1 = n2 = n3 = 20
α = 1% α = 5% α = 10% α = 1% α = 5% α = 10%
dunnett 0,9 4,8 9,9 1,0 4,7 9,6
20% trim 1,1 4,9 9,8 1,0 5,0 9,7
huber c=1,8 1,1 4,9 10,6 1,0 5,0 10,6
mint 1,0 5,9 11,0 1,7 5,3 10,5
minc 1,0 5,5 10,5 1,4 5,6 9,7
mintc 1,1 5,6 11,2 1,7 5,2 10,3
westfall 1,0 4,9 10,0 0,5 4,9 9,9
Brunner 1,2 5,2 10,2 1,1 5,2 9,8
Hettmansperger 0,8 3,8 6,9 0,7 3,8 7,3
Tabelle 3.10: Simulierte Niveaus unter Normalverteilung, Vergleich mit Kontrolle
All-paar n1 = n2 = n3 = 10 n1 = n2 = n3 = 20
α = 5% konvex linear konkav konvex linear konkav
tukey 72,1 59,8 72,6 72,3 60,1 72,2
20% trim 59,3 48,2 59,3 64,7 51,8 64,2
huber c=1,8 71,3 58,7 71,3 72,6 58,7 72,3
mint 67,7 55,3 67,3 69,8 57,4 69,4
minc 71,4 57,0 74,1 71,7 59,4 70,8
mintc 67,8 55,0 67,4 69,4 57,4 69,4
westfall 72,1 60,6 72,3 72,3 60,1 72,8
Brunner 70,6 58,5 70,6 70,8 57,5 70,6
Hettmansperger 63,9 53,1 63,8 66,9 56,4 68,0
Tabelle 3.11: Simulierte Power unter Normalverteilung, All-paar
Verg. mit Kontrolle n1 = n2 = n3 = 10 n1 = n2 = n3 = 20
α = 5% konvex linear konkav konvex linear konkav
dunnett 73,7 75,7 86,6 73,1 74,9 85,9
20% trim 64,4 66,4 78,4 66,9 68,1 80,9
huber c=1,8 73,1 74,4 85,9 72,2 73,4 85,9
mint 70,6 71,4 83,0 70,4 71,5 85,0
minc 71,7 72,7 83,9 71,2 73,2 86,2
mintc 70,2 71,8 82,7 70,6 71,1 84,6
westfall 73,8 75,2 86,5 74,3 75,7 85,7
Brunner 71,7 74,0 84,5 70,4 73,7 84,7
Hettmansperger 61,5 62,5 75,1 63,9 65,9 77,3
Tabelle 3.12: Simulierte Power unter Normalverteilung, Vergleich mit Kontrolle
Vergleich unter Ausreißerverteilungen
Nach den Betrachtungen und Ergebnissen im Zwei-Stichproben-Fall werden hier nur
noch die logarithmische Normalverteilung, die Cauchy-Verteilung, die X 22 -Verteilung
und die kontaminierte Normalverteilung als nichtnormale Verteilungen herangezogen.
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Aus den Tabellen 3.13 und 3.14 ist zu ersehen, daß alle Verfahren das 5%-Niveau
einhalten. Die beiden Niveauu¨berschreitungen bei den Minimum-Tests sind nicht als
systematische Fehler zu sehen. Zum einen ist das Bootstrappen unter einer X 22 Vertei-
lung der Konstruktion nach ein niveautreues Verfahren. Zum anderen existiert bei der
Cauchyverteilung kein einziges Moment (nicht einmal der Erwartungswert), wodurch
die klassische asymptotische Theorie keine Aussagen bezu¨glich des Verhaltens von Test-
statistiken basierend auf solchen Daten ermo¨glicht. Es fa¨llt auf, daß die Standardtests
unter Cauchy-verteilten Daten beide extrem konservativ sind. Das gleiche Verhalten
zeigen auch der Rangtest nach Hettmansperger und das Bootstrap-Verfahren. Dem-
gegenu¨ber weist das zweite Rangverfahren (Brunner) eine gleichma¨ßige Ausscho¨pfung
des Niveaus auf. Dieses Ergebnis verwundert nicht, da der Brunner-Test als Hypothe-
se die Gleichheit der verschiedenen Verteilungen testet, was in allen Fa¨llen der Fall
ist. Wohingegen der Rangtest nach Hettmansperger, wie auch die restlichen Test die
Hypothese der Gleichheit der Lageparameter testet. Generell fa¨llt auf, daß die Stan-
dardverfahren als auch das Bottstrap-Verfahen bei Ausreißern in beide Richtungen (zu
große und zu keine Werte), insbesondere bei kleinen Fallzahlen, dazu tendieren konser-
vativ zu sein, was ein Folge des stark vergro¨ßerten Varianzscha¨tzers ist.
Bei der Betrachtung der Power ist zuerst zu bemerken, daß das Erwartungswertprofil
All-paar n1 = n2 = n3 = 10 n1 = n2 = n3 = 20
α = 5% LogNV CAU X 22 KNV LogNV CAU X 22 KNV
tukey 3,5 1,7 4,3 2,4 3,5 1,7 4,5 4,0
20% trim 3,2 2,6 3,9 3,1 3,8 3,6 4,4 3,9
huber c=1,8 3,9 4,6 4,9 3,8 3,4 5,5 4,5 4,4
mint 5,2 4,6 4,2 4,9 4,7 4,0 5,7 5,6
minc 5,2 5,4 4,1 4,4 4,6 3,8 5,9 5,2
mintc 5,2 5,0 4,1 4,9 4,7 4,6 5,6 5,5
westfall 3,7 2,1 4,3 3,1 4,3 2,5 4,8 4,4
Brunner 5,2 5,2 5,4 4,8 4,8 5,2 4,9 5,2
Hettmansperger 4,2 2,2 4,6 2,9 3,9 2,5 4,7 2,2
Tabelle 3.13: Simulierte Niveaus unter Nicht-Normalverteilung, All-paar
keinen Einfluß auf die relative Ordnung der verschiedenen Tests zueinander hat. Auch
zeigen sich zwischen einseitigem (Dunnett) und zweiseitigem Testen die Ergebnisse
bezu¨glich der U¨ber- oder Unterlegenheit konsistent.
Wie schon im Zwei-Stichproben-Fall zeigen die auf Mittelwert und Standardabweichung
basierenden Tests einen Powerverlust gegenu¨ber den robusten Tests. Auffallend ist, daß
die Bootstrap-Methode, die in der Prozedur PROC MULTTEST implementiert ist, ei-
ne nur geringfu¨gig ho¨here Power zeigt als der jeweilige Standardtest. Dies liegt in der
3.3. ROBUSTE MULTIPLE VERGLEICHE 63
Verg. mit Kontrolle n1 = n2 = n3 = 10 n1 = n2 = n3 = 20
α = 5% LogNV CAU X 22 KNV LogNV CAU X 22 KNV
dunnett 4,9 2,9 5,3 4,1 4,8 2,9 5,2 5,0
20% trim 4,2 3,4 4,7 3,6 4,6 4,2 4,9 4,4
huber c=1,8 4,8 5,2 5,2 4,4 4,3 5,0 5,1 4,4
mint 4,6 3,3 5,2 4,6 4,3 5,9 3,6 5,4
minc 4,8 3,9 5,1 4,5 4,2 5,7 3,7 5,2
mintc 4,4 3,9 5,1 4,6 4,6 5,7 3,8 5,1
westfall 4,1 3,1 4,9 5,0 4,0 2,6 4,5 5,6
Brunner 4,8 5,1 5,1 5,0 5,1 5,1 5,1 4,9
Hettmansperger 4,4 2,3 3,7 2,4 3,3 2,2 3,0 2,2
Tabelle 3.14: Simulierte Niveaus unter Nicht-Normalverteilung, Vergleich mit Kontrolle
Transformation der Teststatistik in den p-Wert u¨ber eine t-Verteilung begru¨ndet und
ist von daher zu erwarten (Westfall 1999, perso¨nliche Mitteilung).
Im Gegensatz zur Zwei-Stichproben-Situation ist bei kleinen Fallzahlen (ni = 10) der
Huber-m-Test immer besser als der trimm-Test. Außerdem ist er in allen Situationen
unter den Test mit der ho¨chste Gu¨te. Erst bei gro¨ßeren Fallzahlen ha¨ngt es von der
Schiefe ab, ob der Trimm- oder der Huber-m-Scha¨tzer-Test die ho¨here Gu¨te aufweist.
Beim Rang-Test nach Hettmansperger fa¨llt auf, daß seine Gu¨te bei kleinen Fallzahlen
noch stark von der Schiefe der zugrundeliegenden Verteilung abha¨ngt. So ist er bei sym-
metrischen Verteilungen z.B. der kontaminierten Normalverteilung mit einer Power von
49,7% (konvex) der schlechteste der robusten Tests, hingegen bei schiefen Verteilungen
unter den Besten Tests z.B. X 22 -Verteilung mit einer Power von 89,3% (konvex). Mit
wachsender Fallzahl wird diese Unterlegenheit jedoch geringer (siehe KNV, CAU). Der
Brunner-Rang-Test zeigt ein gleichma¨ßig stabiles Gu¨teverhalten, hat jedoch den Nach-
teil, keine Parameterscha¨tzer oder Konfidenzintervalle bereitzustellen. Weiterhin zeigt
sich das der parametrische Huber-m-Test gleichma¨ßig besser als der Brunner-Test ist,
was wieder in der Verschiedenheit der getesteten Hypothesen begru¨ndet ist. Außerdem
ist er dem jeweils besten Test um ≈ 4 Prozentpunkte unterlegen. Bei dem Vergleich
der Power unter Cauchy-Verteilung fu¨r die beiden Fallzahlen (n1 = 10, ni = 20) fa¨llt
auf, das die Power fu¨r die Standardtest, den Huber-m-Test, den daraus gebildeten Mi-
nimum und dem Bootstrap-Test bei der ho¨heren Fallzahl geringer sind. Diese Tests
zeichnen sich gegenu¨ber den restlichen dadurch aus, daß sie u¨ber eine
”
empfindlichere“
Scha¨tzung der Streuung verfu¨gen. Aufgrund der Tatschache, daß die Cauchy-Verteilung
sehr flach ist, steigt mit der Anzahl der Werte die Anzahl der sehr weit außen liegenden
Werte sta¨rker als bei den restlichen Verteilungen. Die fu¨hrt zu einem gro¨ßeren Scha¨tzer
fu¨r die Streuung und dadurch zu einer selteneren Ablehnung der Nullhypothese.
Die Minimum-Tests erweisen sich, wie schon im Zwei-Stichproben-Fall, als
”
Mittler“
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zwischen ihren Einzeltests, sind jedoch nur in der Lage, global zu entscheiden, ob u¨ber-
haupt irgendein Unterschied besteht.
3.3.6 Zusammenfassende Anwendungsempfehlung
Generell ist aus den Simulationsergebnissen zu sehen, daß Tests basierend auf Mittel-
wert und Standardabweichung sehr empfindlich auf Abweichungen von der Normalver-
teilung reagieren. Daher lassen sich folgend Empfehlungen zur Robustifizierung von
Parameterscha¨tzungen und Testentscheidungen geben:
Auswertung eines Zwei-Stichproben-Experiments Bei Fallzahlen bis zu 20 Be-
obachtungen pro Gruppe sollten die Tests von Tiku und der Huber-m-Test mit einer
aus den Einzelvarianzen gepoolten Varianz nicht verwendet werden, da beide Tests
im allgemeinen sehr liberal werden ko¨nnen. Ist man an der Scha¨tzung der Parame-
ter und der Bestimmung von Konfidenzintervallen interessiert, so ist die Verwendung
des Huber-m-Tests anzuraten. Insbesondere weil der Huber-m-Test unter Normalver-
teilung nur marginal schlechter als der t-Test ist, ist er immer eine gute Alternative
zum t-Test. Ist die Bestimmung der Parameter und der p-Wert fu¨r den Test auf Un-
terschied das gewu¨nschte Ergebnis, so bietet sich der Minimum-Test aus t-, 20% trim-
und Huber-m-Statistik an. Im Kapitel Software ist unter Abschnitt 7.1 das Listing
eines SAS-Macros angegeben, das den getrimmten-t-Test, den huber-m-Test und den
minimum-Test basieren auf t-Test, trim-Test und m-Test durchfu¨hrt.
Multiple Kontraste Im Fall von k-Stichproben empfiehlt es sich bei kleinen Fallzah-
len, multiple Kontraste mit den Huber-m-Scha¨tzern zu testen, wohingegen der Rang-
Test nach Hettmansperger nicht bei kleinen Fallzahlen verwendet werden sollte. Bei
gro¨ßeren Fallzahlen ha¨ngt es wiederum von der Schiefe der zugrundeliegenden Vertei-
lung ab, ob die Verwendung von trim-Scha¨tzern oder Huber-m-Scha¨tzern vorteilhafter
ist. Weiterhin gewinnt hierbei der Rang-Test nach Hettmansperger, der auch eine Pa-
rameterscha¨tzung und die Bestimmung von Konfidenzintervallen ermo¨glicht, an Power,
so daß er bei Fallzahlen von mehr als 25 Beobachtungen pro Gruppe dem Brunner-
Rang-Verfahren vorzuziehen ist. Obwohl die Minimum-Tests wieder gut zwischen t-Test
und den robusten Tests vermitteln, haben sie den Nachteil, daß sie nur eine Globalent-
scheidung treffen und eine Parameterscha¨tzung passend zum p-Wert nicht ermo¨glichen.
Bei mittleren Fallzahlen (ca. 15 < ni < 25) sollte man sich je nach erwarteter Schiefe
zwischen dem Trimmen und dem Huber-Verfahen entscheiden. Ist zu erwarten, daß
die Verteilung symmetrisch ist so sollte getrimmt werden, ansonsten empfiehlt sich das
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huber-Verfahren. Sind die Fallzahlen gro¨ßer(ni > 25), so ist der Test nach Hettmansper-
ger eine sehr robuste und schiefeunabha¨ngige Alternative zu diesen beiden Verfahren.
Problematisch ko¨nnen extremen Situationen der Art, daß viele Gruppen (k ≥ 10) mit
wenig Fallzahl (ni = 5, . . . , 10) untersucht werden sollen sein. Im Rahmen von Simu-
lationsstudien hat Ringland (1983) gezeigt, daß das Huber-Verfahen nicht niveautreu
ist. Bei den Untersuchungen wurden jedoch als Startwerte fu¨r die iterative Lo¨sung der
Gleichungen (3.31) und (3.32) Mittelwert und Varianz verwendet, welche nicht der For-
derung nach
”
robusten“ Startwerten entsprechen.
Der Code eines SAS-Macros zur Berechnung der p-Werte eines multiplen Kontrasts
basierend auf trim- oder huber-m-Scha¨tzern ist im Kapitel Software im Abschnitt 7.2
angegeben.
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LogNV All-paar Vergl. mit Kontrolle
konvex linear konkav konvex linear konkav
tukey/dunnett 67,7 59,5 68,3 69,3 72,2 79,7
20% trim 84,3 77,5 84,1 86,4 87,5 92,2
huber c=1,8 96,0 90,3 94,0 94,8 95,3 97,3
mint 85,8 77,7 85,0 86,1 87,6 92,2
minc 94,3 88,3 93,0 93,4 94,2 97,0
mintc 92,8 85,9 91,5 93,0 93,3 96,3
westfall 72,0 62,9 72,7 68,2 75,0 80,1
Brunner 93,9 89,3 86,9 92,9 94,5 93,6
Hettmansperger 97,9 94,4 96,3 96,3 96,7 98,2
CAU All-paar Vergl. mit Kontrolle
konvex linear konkav konvex linear konkav
tukey/dunnett 17,0 14,4 17,8 20,8 23,5 29,5
20% trim 66,2 56,9 66,2 69,7 71,7 80,3
huber c=1,8 69,5 58,3 70,9 71,0 72,8 83,3
mint 69,6 61,0 68,2 68,0 70,6 81,8
minc 67,0 56,8 63,1 65,8 68,9 80,9
mintc 71,2 61,9 70,6 40,0 73,7 83,8
westfall 19,8 19,0 22,6 22,1 23,7 30,6
Brunner 60,9 56,0 61,3 63,5 70,5 76,9
Hettmansperger 49,6 39,2 48,8 59,3 59,4 70,5
X 22 All-paar Vergl. mit Kontrolle
konvex linear konkav konvex linear konkav
tukey/dunnett 70,7 60,1 70,5 70,9 74,4 83,2
20% trim 69,8 58,2 69,1 73,9 75,1 83,8
huber c=1,8 87,1 76,5 85,5 86,4 86,8 92,7
mint 75,0 68,2 73,3 75,3 76,4 86,8
minc 83,8 76,4 82,6 82,9 84,1 92,1
mintc 81,2 73,7 79,2 81,2 81,3 90,4
westfall 72,5 61,3 71,5 69,7 73,6 82,6
Brunner 85,9 76,3 79,8 84,8 87,1 89,6
Hettmansperger 89,3 81,0 87,2 86,4 87,7 92,6
KNV All-paar Vergl. mit Kontrolle
konvex linear konkav konvex linear konkav
tukey/dunnett 23,1 18,9 26,8 26,0 30,1 38,6
20% trim 73,2 63,2 73,3 76,9 78,0 84,6
huber c=1,8 77,6 68,3 77,3 78,2 80,6 88,0
mint 75,1 66,0 74,5 74,8 77,3 83,9
minc 74,6 65,7 74,0 74,2 75,4 84,1
mintc 78,9 69,8 78,2 78,9 80,1 87,1
westfall 26,5 20,7 27,9 27,2 30,6 36,3
Brunner 71,1 64,7 70,4 72,9 77,9 84,2
Hettmansperger 49,7 42,9 51,0 52,3 53,3 60,9
Tabelle 3.15: Simulierte multiple Power unter Nicht-Normalverteilung, k = 3, ni = 10,
α = 5%
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LogNV All-paar Vergl. mit Kontrolle
konvex linear konkav konvex linear konkav
tukey/dunnett 70,4 59,9 69,9 70,6 72,3 81,0
20% trim 94,9 87,9 92,8 93,9 93,5 96,9
huber c=1,8 98,8 95,8 97,8 97,9 98,3 99,2
mint 93,4 87,3 91,8 93,0 92,8 95,1
minc 97,9 94,3 96,5 97,8 96,9 99,1
mintc 97,7 93,1 96,2 97,2 95,9 98,7
westfall 72,7 63,1 73,4 70,0 72,1 82,0
Brunner 99,1 97,4 96,6 98,6 98,6 98,8
Hettmansperger 99,8 99,0 99,3 99,4 99,3 99,7
CAU All-paar Vergl. mit Kontrolle
konvex linear konkav konvex linear konkav
tukey/dunnett 8,8 6,6 8,1 11,7 13,2 16,9
20% trim 68,9 58,3 69,5 70,4 72,9 82,9
huber c=1,8 63,5 51,9 63,1 64,2 66,7 77,9
mint 70,8 55,3 67,9 66,5 68,2 78,4
minc 62,4 46,0 58,7 58,1 61,3 68,7
mintc 68,9 54,4 66,7 65,0 68,2 77,4
westfall 11,4 9,7 11,6 12,9 15,0 19,8
Brunner 64,3 54,1 64,8 66,0 69,5 79,1
Hettmansperger 66,0 54,8 66,3 58,8 60,4 72,5
X 22 All-paar Vergl. mit Kontrolle
konvex linear konkav konvex linear konkav
tukey/dunnett 70,6 58,8 69,9 70,9 73,0 83,7
20% trim 76,1 64,1 75,3 76,6 77,9 87,0
huber c=1,8 89,7 79,6 87,9 87,9 88,8 94,4
mint 77,2 67,1 77,4 76,2 77,5 86,4
minc 87,4 74,2 85,8 86,3 85,1 92,6
mintc 85,5 73,1 84,3 83,5 83,9 91,4
westfall 72,1 60,1 70,6 71,5 72,0 83,2
Brunner 92,6 84,4 87,1 91,0 91,7 93,8
Hettmansperger 95,3 88,6 92,8 91,3 92,3 96,0
KNV All-paar Vergl. mit Kontrolle
konvex linear konkav konvex linear konkav
tukey/dunnett 21,4 17,0 22,4 24,4 27,5 36,6
20% trim 88,3 79,9 88,5 88,8 89,0 94,7
huber c=1,8 85,7 76,0 85,7 85,3 86,2 93,3
mint 86,7 77,9 85,2 86,3 84,9 92,2
minc 81,9 71,4 79,6 80,0 82,1 89,8
mintc 87,6 79,7 86,2 87,0 85,5 94,0
westfall 23,5 19,2 22,5 25,6 29,2 36,2
Brunner 83,9 76,8 84,7 84,7 87,3 93,4
Hettmansperger 74,6 64,7 73,7 73,4 75,5 83,1
Tabelle 3.16: Simulierte multiple Power unter Nicht-Normalverteilung, k = 3, ni = 20,
α = 5%
Kapitel 4
Bestimmung logischer
Abha¨ngigkeiten von paarweisen
Hypothesen
Der folgende Abschnitt behandelt schwerpunktma¨ßig das multiple Testen paarwei-
ser, einseitiger Nullhypothesen, d.h. es werden in jedem Einzeltest nur zwei Gruppen
(z.B. Dosisstufen, Behandlungen) miteinander verglichen. Solch eine Situation liegt
zum Beispiel bei einem Vergleich von k Behandlungen mit einer Kontrolle vor (µ0 vs.
µi, i = 1, . . . , k), oder wenn in einem Dosis-Wirkungs-Versuch die einzelnen Dosis-
schritte interessieren (µi vs. µi+1). Wie bei zweiseitigen Fragestellungen fu¨hren auch
bei einseitigen Fragestellungen logische Abha¨ngigkeiten der Hypothesen zu einer Ver-
einfachung des aus ihnen gebildeten Abschlußtestsystems. Folgendes Beispiel soll die
Bedeutung logischer Abha¨ngigkeiten veranschaulichen.
In einem Dosis-Wirkungs-Versuch seien neben einer Kontrolle zwei verschieden hohe
Dosen eines Mittels verwendet worden. In solch einem Design ist es fu¨r den Versuchs-
ansteller ha¨ufig von Interessse, ob zum einen die Dosierungen des Mittels einen Effekt
in eine vorgegebene Richtung haben (z.B. Ertragssteigerung), und ob zum anderen mit
steigender Dosis der Effekt zunimmt. In Nullhypothesen ausgedru¨ckt lautet die erste
Frage µK ≥ µD1 und µK ≥ µD2 und die zweite µD1 ≥ µD2. In diesem kleinen Bei-
spiel ist nun die Nullhypothese, ob die zweite Dosis besser ist als die Kontrolle, logisch
abha¨ngig von den beiden anderen. Sind na¨mlich die beiden anderen falsch, gilt also:
µK < µD1 und µD1 < µD2, so folgt auch, daß µK < µD2 ist. Dies bedeutet, daß die
dritte Hypothese nicht mehr wahr sein kann.
Sollen in einem mehrere Gruppen umfassenden Versuch alle oder einige paarweise Ver-
gleiche durchgefu¨hrt werden, wobei das multiple Niveau eingehalten werden soll, so
lassen sich diese logischen Abha¨ngigkeiten ausnutzen. Fu¨hrt man den Abschlußtest
mit Bonferroni Globaltests fu¨r jede einzelne auftretende Schnitthypothese durch, so
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erha¨lt man bessere (ho¨here) lokale α-Schranken als dies beim Holm-Verfahren der Fall
wa¨re.
Zur Bestimmung der logischen Abha¨ngigkeiten wird das Hypothesensystem in die Gra-
phentheorie abgebildet. Anhand des sich ergebenden Graphen lassen sich die logischen
Abha¨ngigkeiten leicht und anschaulich bestimmen. Zudem werden Algorithmen ange-
geben, die die Bestimmung aller logischen Abha¨ngigkeiten ermo¨glichen. Dafu¨r werden
im folgenden Abschnitt zuerst einige Begriffe aus dem Bereich des Hypothesentestens
und aus der Graphentheorie eingefu¨hrt, sowie hilfreiche Sa¨tze angegeben. In den dar-
auffolgenden Abschnitten wird zuerst fu¨r Hypothesensysteme von zweiseitigen Tests
eine Mo¨glichkeit vorgestellt, das Shaffer-Verfahren (1986) durchzufu¨hren, und danach
beschrieben, wie sich die Hypothesen des Abschlußtests (AT) fu¨r einseitige All-paar-
und Beliebige-Paar- Vergleiche konstruieren lassen. Unter Verwendung dieser Ergeb-
nisse werden die Algorithmen von Bernhard (1991) erweitert, um den Abschlußtest
computergestu¨tzt durchfu¨hren zu ko¨nnen. In einer Anwendung werden verschiedene
Methoden, zur Bestimmung des ho¨chsten effektiven Dosisschritts der des AT u¨ber
Einzelvergleichen gegenu¨bergestellt. Abschließend wird gezeigt wie sich auch Hypothe-
sensysteme mit verschobenen einseitigen Nullhypothesen behandeln lassen.
4.1 Definitionen
In den folgenden zwei Abschnitten werden die im spa¨teren verwendeten Begriffe aus
der Theorie des Hypothesentestens und der Graphentheorie vorgestellt und erla¨utert.
Die vorgestellten Begriffe und Sa¨tze bilden eine Auswahl, welche fu¨r die speziellen, hier
behandelten Fragestellungen beno¨tigt wird.
4.1.1 Grundbegriffe des Hypothesentestens
Notation und Begriffsbildung sind an Bernhard (1991) angelehnt, insbesondere, da die
hier erzielten Ergebnisse Erweiterungen und Anwendungen der Resultate aus dieser
Arbeit sind.
Es seien l > 1 zu pru¨fende Elementarhypothesen (Nullhypothesen) Hi, i = 1, . . . , l ge-
geben. Einen beliebigen Schnitt dieser Elementarhypothesen nennt man Schnitthypo-
these. Zur Charakterisierung aller Schnitthypothesen verwendet man die Potenzmenge
℘l der Hypothesenindizes {1, . . . , l} beziehungsweise ℘0l := ℘l \ {∅}. Die Schnitthypo-
these HI ist dann erkla¨rt durch
HI :=
⋂
i∈I
Hi.
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Die Menge I wird hierbei als Indexmenge bezeichnet. Weiterhin wird die Menge H0 :=
H{1,...,l} Globalhypothese genannt. Das System aller Schnitthypothesen bezeichne man
mit
h¯ := {HI : I ∈ ℘0l }.
Ausgehend von einem System von Elementarhypothesen gelangt man zu einem durch-
schnittsabgeschlossenen Hypothesensytem h¯, in dem noch alle Schnitthypothesen mit
in das Hypothesensystem aufgenommen werden. Dabei kommt es im allgemeinen vor,
daß verschieden indizierte Schnitthypothesen die gleiche Hypothese repra¨sentieren, d.h.
HI = HJ fu¨r I 6= J . Solche Schnitthypothesen heißen redundant. Desweiteren ist ge-
fordert, daß H0 6= ∅ ist. Da die in dieser Arbeit behandelten Problemstellungen nur
paarweise Vergleiche als Elementarhypothesen beinhalten, ist diese Bedingung im fol-
genden immer erfu¨llt. Gilt fu¨r eine Schnitthypothese, daß sich die in Relation zuein-
ander befindlichen Erwartungswerte in mindestens zwei disjunkte Gruppen trennen
lassen, so wird eine solche Hypothese auch Partitionshypothese genannt. Sind zum
Beispiel H1 : µ1 = µ2, H2 : µ2 = µ3 und H3 : µ3 = µ4, so ist die Schnitthypothese
H{1,3} eine Partitionshypothese.
Beispiel (All-paar-Vergleich) Seien k = 3 Gruppen/Dosen mit den l = 3 Elemen-
tarhypothesen H1 : µ1 = µ2, H2 : µ2 = µ3 und H3 : µ1 = µ3 von Interesse. Fu¨r die
Schnitthypothesen gilt
H{1,2} = H{1,3} = H{2,3} = H{1,2,3} : µ1 = µ2 = µ3.
Damit entha¨lt h¯ redundante Schnitthypothesen. Um das Hypothesensystem h¯ vollsta¨n-
dig zu beschreiben, wu¨rde es genu¨gen, die Indexmengen I = {{1}, {2}, {3}, {1, 2}}
anzugeben.
Zur eindeutigen Charakterisierung eines Hypothesensystems durch eine Teilmenge von
℘0l definiere man fu¨r Indexmengen die Eigenschaft, erscho¨pfend zu sein.
Definition 4.1 (Definition 1.3, Bernhard 1991)
Sei I ∈ ℘0l . Eine Menge I ist erscho¨pfend, falls HI 6= ∅ und fu¨r alle J ∈ ℘0l mit HI = HJ
folgt J ⊆ I.
Weiterhin ist ℘EI := {I ∈ ℘0k : I erscho¨pfend} die Menge aller erscho¨pfenden Index-
mengen und EL := {|I| : I ∈ ℘EI} die Menge der erscho¨pfenden Schichten.
In Bergmann (1987) wird gezeigt, daß es zu jeder Indexmenge I mit HI 6= ∅ genau eine
kleinste erscho¨pfende Indexmenge gibt, die I umfaßt und zur gleichen Schnitthypothese
fu¨hrt. Diese Indexmenge sei mit SE(I) bezeichnet.
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Satz 4.1 (Bergmann 1987)
Zu jeder Indexmenge I ∈ ℘0l ist die kleinste, umfassende, erscho¨pfende Indexmenge
SE(I) eindeutig bestimmt.
Diese Definition von erscho¨pfend la¨ßt sich noch modifizieren, wie in Hommel und Bern-
hard (1999) angegeben:
Definition 4.2 (Hommel, Bernhard 1999)
Sei I ∈ ℘0l . Eine Menge I ist streng erscho¨pfend, falls genau alle Hypothesen Hi mit
i ∈ I wahr sein ko¨nnen.
Weiterhin ist ℘sEI := {I ∈ ℘0l : I streng erscho¨pfend} die Menge aller im strengen
Sinn erscho¨pfenden Indexmengen und ELs := {|I| : I ∈ ℘sEI} die Menge der streng
erscho¨pfenden Schichten.
Satz 4.2
Sei I ∈ ℘0l , so folgt fu¨r I aus der Eigenschaft, streng erscho¨pfend zu sein, daß auch I
erscho¨pfend ist.
Beweis:
Sei I ∈ ℘0l streng erscho¨pfend. Außerdem sei mit Ai die Alternative von Hi bezeichnet,
bzw. AI =
⋂
i∈I Ai. Da I streng erscho¨pfend ist, gilt HI 6= ∅ und HI ∩AINl\I 6= ∅. Wa¨re
I nicht erscho¨pfend, so ga¨be es ein i ∈ INl \ I mit HI = HI∪i = HI ∩Hi. Dann wu¨rde
gelten
∅ 6= HI ∩ AINl\I = HI ∩Hi ∩AINl\{I∪i} ∩ Ai = ∅. (W!)
Also ist I erscho¨pfend.
▽—
Daß die Eigenschaft, im strengen Sinn erscho¨pfend zu sein, eine scha¨rfere Forderung
ist, d.h. ℘sEI ⊆ ℘EI , und die kleinste, umfassende, streng erscho¨pfende Indexmenge
nicht eindeutig ist, zeigt folgendes Beispiel:
Beispiel (Dosisschritte und Vergleich zur Kontrolle) Seien k = 3 Gruppen/Dosen
mit den l = 3 Elementarhypothesen H1 : µ1 ≥ µ2, H2 : µ2 ≥ µ3 und H3 : µ1 ≥ µ3 von
Interesse. (Wie z.B. in der Einleitung formuliert.) Als Schnitthypothesen ergeben sich
dann:
H{1,2} = H{1,2,3} : µ1 ≥ µ2 ≥ µ3
H{1,3} : µ1 ≥ µ2 ∧ µ1 ≥ µ3
H{2,3} : µ2 ≥ µ3 ∧ µ1 ≥ µ3.
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Die Menge der kleinsten, erscho¨pfenden Indexmengen ist hier
I = {{1}, {2}, {3}, {1, 3}, {2, 3}, {1, 2, 3}},
wa¨hrend mit der strengeren Forderung die Elementarhypothese H3 nicht erscho¨pfend
ist, da sie nicht wahr sein kann, wenn H1 und H2 falsch sind. Somit ist die Menge der
streng erscho¨pfenden Indexmengen
Is = {{1}, {2}, {1, 3}, {2, 3}, {1, 2, 3}}.
D.h., zur Indexmenge {3} gibt es zwei kleinste, umfassende, streng erscho¨pfende In-
dexmengen.
Am obigen Beispiel zeigte sich, daß fu¨r Hypothesensysteme mit einseitigen Nullhypo-
thesen die erscho¨pfenden und die streng erscho¨pfenden Indexmengen nicht zusammen-
fallen. Sind jedoch alle Hypothesen zweiseitige lineare Kontrasthypothesen, so ist jede
erscho¨pfende Indexmenge auch streng erscho¨pfend.
Satz 4.3 (Hommel 1999)
Sind alle Elementarhypothesen Hi, i = 1, . . . , l zweiseitige lineare Kontrasthypothesen,
so gilt:
1. HI 6= ∅ fu¨r alle I ⊂ INl,
2. Jede erscho¨pfende Indexmenge ist auch streng erscho¨pfend.
Bezu¨glich der durch die Indexmengen ℘EI und ℘
s
EI generierten Hypothesensysteme
gilt, daß sie sich maximal durch die leere Menge unterscheiden.
Satz 4.4
Seien Hi, i = 1, . . . , l Elementarhypothesen gegeben, dann unterscheiden sich {HI :
I ∈ ℘EI} und {HI : I ∈ ℘sEI} maximal durch die leere Menge.
Beweis:
Nach Satz 4.2 ist ℘sEI ⊆ ℘EI . Also ist auch h¯s := {HI : I ∈ ℘sEI} ⊆ {HI : I ∈ ℘EI} =:
h¯. Sei nun HJ ∈ h¯ \ h¯s. D.h. J 6∈ ℘sEI und alle in HJ enthaltenen Elementarhypothesen
sind wahr. Ko¨nnten die restlichen INl \ J Hypothesen alle falsch sein, so wa¨re J ∈ ℘sEI
(W!) oder HJ = ∅. Demnach mu¨ssen zusa¨tzlich noch K Hypothesen mit 1 ≤ |K| ≤
l − |J | wahr sein. Damit ist HJ = HJ∪K und J ∪K ∈ ℘sEI .
▽—
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Ausgehend von einer Menge von HypothesenH1, . . . , Hl la¨ßt sich nun anhand der streng
erscho¨pfenden Indexmengen eine Testprozedur konstruieren, die dem Abschlußtest ent-
spricht und somit das multiple Niveau einha¨lt. Hierfu¨r werden alle Elementarhypothe-
sen Hj mit j 6∈ A verworfen, wobei die Akzeptanzmenge
A :=
⋃{I : I streng erscho¨pfend, min{pi : i ∈ I} > α|I|}
die Indexmenge der beizubehaltenden Nullhypothesen ist. Diese Prozedur ist identisch
mit dem Abschlußtest, der die Schnitthypothesen mit Bonferroni-Globaltests testet
(Bergmann, Hommel 1988).
4.1.2 Graphentheoretischer Ansatz
Definition von Graphen und Grundbegriffen
In diesem Abschnitt werden die fu¨r die Abbildung von Hypothesensystemen beno¨tigten
Begriffe aus der Graphentheorie eingefu¨hrt. Die Darstellung orientiert sich an
”
Kapitel
2.1 Grundbegriffe der Graphentheorie“ aus Neumann, Morlock (1993).
Ein Graph besteht aus einer nicht leeren Menge V von Knoten, einer Menge E mit
E ∩ V = ∅ und einer Inzidenzabbildung, die jedem e ∈ E genau zwei Knoten i, j ∈ V
zuordnet.1 Ist das e zugeordnete Paar i, j ungeordnet, so heißt e Kante mit den End-
knoten i, j. Ein Graph, der nur aus Kanten besteht, wird ungerichteter Graph oder
Graph G genannt. Ist das e zugeordnete Paar von Knoten i, j geordnet, wobei i der
erste und j der zweite Knoten der Paares (i, j) ist, dann heißt e Pfeil mit dem An-
fangsknoten i und dem Endknoten j. Ein solcher Graph heißt gerichteter Graph oder
Digraph ~G. Weiterhin nehme man an, daß in einem Graphen zwischen zwei Knoten
maximal eine Kante existiert, und in einem Digraphen zwei Knoten maximal u¨ber zwei
entgegengesetzte Pfeile verbunden sind. Somit ist jede Kante eindeutig u¨ber ihre End-
knoten i, j festgelegt; sie wird im folgenden mit dem Symbol [i, j] bezeichnet. Genauso
ist jeder Pfeil durch Anfangsknoten i und Endknoten j eindeutig bestimmt und wird
mit 〈i, j〉 bezeichnet. Ein Graph mit der Knotenmenge V und Kantenmenge E wird
durch das Symbol [V,E], und ein Digraph mit der Knotenmenge V und der Pfeilmenge
E wird durch das Symbol 〈V,E〉 dargestellt.
Beide Arten von Graphen lassen sich einfach durch Matrizen beschreiben. Sei V =
{1, . . . , k} die Knotenmenge des zugrundeliegenden Graphen beziehungsweise gerich-
teten Graphen. Dann heißt die dem Graphen G = [V,E] zugeordnete symmetrische
1Die Symbole V fu¨r die Knotenmenge und E fu¨r die Kantenmenge sowie e fu¨r eine Kante kommen
von den englischen Bezeichnungen
”
vertex“ fu¨r Ecke und
”
edge“ fu¨r Kante.
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Abbildung 4.1: Graphen
k × k− Matrix U(G) mit den Elementen
uij :=
{
1, falls [i, j] ∈ E
0, sonst
(i, j = 1, . . . , k)
Adjazenzmatrix von G. Entsprechend wird die dem Digraphen ~G = 〈V,E〉 zugeordnete
k × k− Matrix U( ~G) mit den Elementen
uij :=
{
1, falls 〈i, j〉 ∈ E
0, sonst
(i, j = 1, . . . , k)
Adjazenzmatrix von ~G genannt. Die Adjazenzmatrizen zu den Graphen aus Abbildung
4.1 sind somit 

0 1 0 1 0
1 0 0 1 0
0 0 0 1 0
1 1 1 0 1
0 0 0 1 0




0 1 0 0 0
0 0 0 1 0
0 0 0 1 0
1 0 0 0 1
0 0 0 0 0


Graph 1 Digraph 1
Ein Graph G wird vollsta¨ndig genannt, wenn jeder Knoten direkt mit allen anderen
Knoten des Graphen verbunden ist. Analog wird ein Digraph ~G vollsta¨ndig genannt,
wenn zu je zwei Knoten i, j auch die Pfeile 〈i, j〉 und 〈j, i〉 existieren. Ein vollsta¨ndiger
Graph mit k Knoten hat k(k − 1)/2 Kanten, wa¨hrend ein vollsta¨ndiger Digraph mit k
Knoten k(k − 1) Pfeile besitzt.
Ein Teilgraph G′ = [V ′, E ′] eines Graphen G = [V,E] ist durch die Eigenschaften
V ′ ⊆ V und E ′ ⊆ E definiert. Weiterhin heißt die Knotenmenge eines vollsta¨ndigen
Teilgraphen von G Clique. Umfaßt die Clique maximal viele Knoten aus V , daß heißt, es
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Abbildung 4.2: Teilgraph, Clique
gibt keine andere Clique in G, die mehr Knoten umfaßt, so ist sie eine maximale Clique
(Beispiel siehe Abbildung 4.2). Analog ist ein Teilgraph eines Digraphen definiert.
In einem Digraphen wird eine Folge 〈i0, i1〉, 〈i1, i2〉, . . . , 〈ir−1, ir〉 von Pfeilen Pfeilfolge
mit dem Anfangsknoten i0 und dem Endknoten ir oder kurz Pfeilfolge von i0 nach ir
genannt und mit dem Symbol 〈i0, i1, . . . , ir〉 bezeichnet. Ist i0 6= ir, so wird die Pfeilfolge
offen, anderenfalls geschlossen genannt. Eine Pfeilfolge mit lauter verschiedenen Knoten
heißt Weg, und eine geschlossene Pfeilfolge mit lauter verschiedenen
”
Zwischenknoten“
wird Zyklus genannt. Zum Beispiel ist im Digraph 1 ein Weg: 〈3, 4〉, 〈4, 1〉, 〈1, 2〉 oder
ein Zyklus 〈4, 1〉, 〈1, 2〉, 〈2, 4〉. Ein Digraph, der keinen Zyklus entha¨lt, heißt zyklenfrei.
Ein Knoten j in ~G heißt von einem Knoten i aus erreichbar, wenn es einen Weg von i
nach j gibt. Jeder Knoten hat hierbei die Eigenschaft, von sich selbst aus erreichbar zu
sein. Die Menge der von einem Knoten erreichbaren Knoten wird mit R(i) bezeichnet,
die Menge derjenigen Knoten, von denen aus i erreichbar ist, mit R¯(i). Zudem sei
R˙(i) = R(i) \ {i} die Menge der von i erreichbaren, aber verschiedenen Knoten. So ist
im Digraph 1 R(1) = {1, 2, 4, 5}, R¯(1) = {2, 3, 4} und R˙(1) = {2, 4, 5}.
Eigenschaften und grundlegende Algorithmen
Im folgenden wird von Interesse sein, welche Knoten in einem gerichteten Graphen von
einem anderen Knoten aus erreichbar sind. Diese Fragestellung la¨ßt sich mit Hilfe der
Adjazenzmatrix unter Verwendung von Boolscher Algebra elegant beantworten. Als
Boolsche Addition und Multiplikation sind die folgenden Abbildungen zu verstehen:
⊕ :
{0, 1} × {0, 1} −→ {0, 1}
a⊕ b 7−→
{
0, falls a = b = 0
1, sonst
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⊗ :
{0, 1} × {0, 1} −→ {0, 1}
a⊗ b 7−→
{
1, falls a = b = 1
0, sonst
Damit lassen sich fu¨r die Adjazenzmatrizen A,B, die zum einen quadratisch sind und
zum anderen nur aus Nullen und Einsen bestehen, ebenfalls Boolsche Verknu¨pfungen
definieren:
A⊕ B := (aij ⊕ bij)i,j=1,...,k
A⊗ B := (cij)i,j=1,...,k mit cij := (ai1 ⊗ b1j)⊕ . . .⊕ (aik ⊗ bkj).
Zusa¨tzlich definiere man noch eine zweite Multiplikation zweier Matrizen A,B aus
{0, 1}k×k:
A×B := (cij)i,j=1,...,k mit cij := aij ⊗ bij .
U¨ber die Bestimmung der Erreichbarkeitsmatrix geben nun die folgenden drei Sa¨tze
Auskunft:
Satz 4.5 (Satz 3.6 Noltemeier 1976)
Sei A eine Adjazenzmatrix eines Digraphen ~G und Ap = (a
(p)
ij ). Es ist a
(p)
ij = 1 genau
dann, wenn es eine Pfeilfolge der La¨nge p vom Knoten i zum Knoten j gibt. Insbe-
sondere zeigt a
(p)
ii an, daß es einen Zyklus der La¨nge p gibt, der durch den Knoten i
la¨uft.
Lemma 4.6 (Korollar 3.7 Noltemeier 1976)
Die Erreichbarkeitsmatrix R ist die Matrix, in der zu jedem Knoten die von ihm er-
reichbaren Knoten aufgefu¨hrt sind. Diese Matrix eines Digraphen mit k Knoten und
Adjazenzmatrix A erha¨lt man durch
R(A) = Ek ⊕A⊕ A2 ⊕ . . .⊕ Ak−1.
Fu¨r die Anwendung interessiert auch eine Abwandlung der Erreichbarkeitsmatrix. Bei
dieser Matrix R˙ soll ein Diagonalelement rii nur dann gleich 1 sein, wenn es mindestens
einen Zyklus durch i gibt.
Lemma 4.7
Die Erreichbarkeitsmatrix R˙, eines Digraphen mit k Knoten und Adjazenzmatrix A,
ist die Matrix, in der zu jedem Knoten die von ihm erreichbaren Knoten aufgefu¨hrt
sind und die Diagonalelemente rii nur dann gleich 1 sind, wenn es mindestens einen
Zyklus durch i gibt. Diese Matrix erha¨lt man durch
R˙(A) = A⊕ A2 ⊕ . . .⊕Ak.
Lemma 4.8
Ist Spur(R˙(A)) = 0, so ist der Digraph zyklenfrei.
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Lemma 4.8 liefert uns insbesondere ein einfaches Entscheidungskriterium fu¨r die Zy-
klenfreiheit.
Beispiel Betrachte die Adjazenzmatrix des Digraphen 1 von Seite 74.
A =


0 1 0 0 0
0 0 0 1 0
0 0 0 1 0
1 0 0 0 1
0 0 0 0 0

 Ausgangsmatrix
A2 =


0 0 0 1 0
1 0 0 0 1
1 0 0 0 1
0 1 0 0 0
0 0 0 0 0

 Es gibt einen Weg u¨ber zwei Pfeile von 1 nach 4, von 2nach 1, von 2 nach 5, von 3 nach 1, von 3 nach 5 und
von 4 nach 2.
A3 =


1 0 0 0 1
0 1 0 0 0
0 1 0 0 0
0 0 0 1 0
0 0 0 0 0

 Es gibt drei Zyklen der La¨nge 3, sowie einen Weg u¨berdrei Pfeile von 1 nach 5 und von 3 nach 2.
A4 =


0 1 0 0 0
0 0 0 1 0
0 0 0 1 0
1 0 0 0 1
0 0 0 0 0

 in diesem Schritt sind keine neuen Wege gefunden wor-den.
Die Erreichbarkeitsmatrizen ergeben sich hier zu:
R(A) =


1 1 0 1 1
1 1 0 1 1
1 1 1 1 1
1 1 0 1 1
0 0 0 0 1

 und R˙(A) =


1 1 0 1 1
1 1 0 1 1
1 1 0 1 1
1 1 0 1 1
0 0 0 0 0

 .
4.2 Zweiseitige Hypothesen
4.2.1 Darstellung des All-paar-Vergleichs durch Graphen
Die zu vergleichenden Erwartungswerte seien µ1, . . . , µk. Eine Nullhypothese, die fu¨r
den Test auf Ungleichheit von µi und µj steht, sei mit H(i,j) : µi = µj bezeichnet.
Ein System von paarweisen Hypothesen H = {H(i,j) : (i, j) ∈ I} wird u¨ber zwei Ab-
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bildungen mit einem Graphen identifiziert:
1. {µ1, . . . , µk } −→ V = 1, . . . , k
µi 7−→ i
2. H −→ E ⊆ {1, . . . , k} × {1, . . . , k}
H(i,j) 7−→ (i, j).
Auf diese Weise wird je ein Erwartungswert mit einem Knoten und jede Hypothese mit
der Kante, die die zu vergleichenden Knoten (Erwartungswerte) verbindet, identifiziert.
Zum Beispiel ergibt das Hypothesensytem µ1 = µ2, µ2 = µ4, µ3 = µ4, µ4 = µ1, µ4 = µ5
als Graph genau den Graph 1 von Seite 74.
Im folgenden wird das Hypothesensystem betrachtet, das zum All-paar-Vergleich von
k Gruppen geho¨rt. Zwischen den erscho¨pfenden Indexmengen des All-paar-Vergleichs
und den Cliquen eines Graphen besteht eine eineindeutige Beziehung.
Satz 4.9
Sei H das Hypothesensystem fu¨r den All-paar-Vergleich von k Gruppen und G der
zugeho¨rige Graph. Jede erscho¨pfende Indexmenge entspricht genau einer Zerlegung
des Graphen in Cliquen und Einzelknoten.
Beweis: =⇒:
Sei I eine erscho¨pfende Indexmenge. Ist HI eine Partitionshypothese, so sei I =
⋃˙j
i=1Ii
die Zerlegung in Schnitthypothesen. Fu¨r jede Schnitthypothese gilt, daß sie der Form
µi1 = . . . = µim ist, da sie zu einer erscho¨pfenden Indexmenge geho¨rt. Damit entspricht
ihr genau die Clique {i1, . . . , im}. Da die Zerlegung disjunkt ist, sind auch die Cliquen
disjunkt. Die Erwartungswerte, die in keiner der Hypothesen vorkommen, bilden die
Einzelknoten.
⇐=: Seien C1, . . . , Cl die Cliquen einer Zerlegung des Graphen und v1, . . . , vm die Ein-
zelknoten. In jeder Clique Ci ist jeder Knoten mit allen anderen verbunden, d.h. alle
mo¨glichen paarweisen Vergleiche zweier Mittelwerte in der Clique sind durch eine Kante
repra¨sentiert. Damit ist die Schnitthypothese, die Ci entspricht, maximal. Da alle den
Ci entsprechenden Schnitthypothesen maximal sind, ist die disjunkte Vereinigung auch
maximal, denn bei Hinzunahme einer weiteren Elementarhypothese (Kante) wu¨rde die
Hypothese vera¨ndert. Die Einzelknoten entsprechen den Erwartungswerten, die in kei-
ner Hypothese vorkommen.
▽—
Lemma 4.10
Sei H das Hypothesensystem fu¨r einen Beliebige-Paare-Vergleich mit k Gruppen, und
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sei G der zugeho¨rige Graph. Weiterhin sei mit G¯ der vollsta¨ndige Graph fu¨r die k
Gruppen bezeichnet. Dann gilt:
Jede erscho¨pfende Indexmenge entspricht genau einem Schnitt von einer Zerlegung des
Graphen G¯ in Cliquen und Einzelknoten mit dem Graphen G.
4.2.2 Durchfu¨hrung der dynamischen Shaffer-Prozedur
Zur Durchfu¨hrung von All-paar-Vergleichen unter Einhaltung des multiplen Niveaus
stehen mehrere Methoden zur Verfu¨gung. Die einfachste ist die Bonferronisierung, bei
der jeder Test zum Niveau α/l bei l = 1
2
k(k−1) Vergleichen durchgefu¨hrt wird. Eine ein-
fache Verbesserung der Trennscha¨rfe la¨ßt sich durch das Verwenden der Holm-Prozedur
erreichen (Holm 1979). Hierfu¨r werden die p-Werte der Gro¨ße nach geordnet und be-
ginnend mit dem kleinsten solange mit α/(l − i) verglichen, bis eine Hypothese nicht
mehr abgelehnt werden kann; i ist hierbei die Anzahl der schon abgelehnten Hypothe-
sen. Eine weitere Verbesserung hat Shaffer (1986) vorgestellt. Auch hier werden die
geordneten p-Werte mit adjustierten α Schranken verglichen, die gro¨ßer oder gleich de-
nen aus der Holm-Prozedur sind. Dafu¨r werden die p-Werte aufsteigend jeweils mit α/i
verglichen, wobei i die Anzahl der maximal noch gu¨ltigen Nullhypothesen einschließlich
der zu testenden ist. Die Anzahl der noch maximal gu¨ltigen Nullhypothesen in jedem
Schritt ha¨ngt jedoch von den schon abgelehnten Hypothesen ab. Die ungu¨nstigsten
Teilerverla¨ufe fu¨r 3-10 Gruppen sind bei Shaffer (1986) oder Holland und Copenhaver
(1987) tabelliert. So lauten die Teiler bei vier Gruppen (6, 3, 3, 3, 2, 1), d.h. der kleinste
p-Wert wird mit α/6 verglichen, die drei na¨chst gro¨ßeren mit α/3 und die beiden letz-
ten mit α/2 bzw. α. Arbeitet man nur mit diesen statischen Teilern, so spricht man
von der 1. Shaffer-Prozedur. Soll jedoch dynamisch die α-Schranke in jedem Schritt
bestimmt werden (2. Shaffer-Prozedur oder auch dynamische Shaffer-Prozedur), so ist
dies anhand von Satz 4.9 unter Zuhilfenahme eines Graphen einfach durchzufu¨hren.
Shaffer-Prozedur Es seien k Gruppen paarweise zu vergleichen. Die Anzahl der
zweiseitigen Vergleiche ist damit l = k(k−1)
2
, und die geordneten p-Werte seien p(1) ≤
p(2) ≤ . . . ≤ p(l). Weiterhin sei G der nach obiger Definition dem Problem zugeordnete
Graph.
i) i = 1, j = l.
ii) Ist p(i) ≤ α/j, dann lehne H(i) ab und fahre fort, sonst terminiere.
iii) Entferne die Kante, die H(i) entspricht, aus dem Graph.
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iv) i = i+ 1; ist i = l + 1, so terminiere.
v) Bestimme die Cliquenzerlegung von G, die zum einen die Kante zur Hypothese
H(i) entha¨lt und zum anderen maximal viele Kanten umfaßt. Die Anzahl der
Kanten in dieser Zerlegung sei j. Gehe zu ii).
Ebenso la¨ßt sich die Shaffer-Prozedur fu¨r Beliebige-Paare-Vergleiche unter Zuhilfenah-
me eines Graphen nach Lemma 4.10 formulieren. Jedoch ist die Durchfu¨hrung aufgrund
der Bestimmung der Cliquenzerlegung aus Punkt v) unu¨bersichtlich. Zudem sind schon
andere Lo¨sungen fu¨r die zweiseitige Fragestellung bekannt, die nicht nur paarweise Kon-
traste sondern beliebige Kontraste umfassen. In der Dissertation von Bernhard (1991)
sind Algorithmen angegeben, die ein Hypothesensystem von beliebigen Kontrasten
durch einen Abschlußtest testen, welcher noch trennscha¨rfer als die Shaffer-Prozedur
ist. Der Algorithmus zum Testverfahren mit der ho¨chsten Trennscha¨rfe ist in Abschnitt
4.3.2 beschrieben. Vom Prinzip her wird die Potenzmenge der Indizes durchlaufen und
fu¨r jede Indexmenge gepru¨ft, ob sie erscho¨pfend ist. Diese U¨berpru¨fung erfolgt an-
hand der Ra¨nge der den Indexmengen entsprechenden Hypothesenmatrizen. Hierbei
gilt na¨mlich, daß eine Indexmenge genau dann erscho¨pfend ist, wenn sich zu ihr keine
weitere Elementarhypothese hinzunehmen la¨ßt, ohne daß der Rang der entsprechenden
Hypothesenmatrix zunimmt (Bernhard 1991, Lemma 1.8).
A¨hnlich gibt Westfall (1997) an, wie sich fu¨r beliebige Kontraste mit Methoden der
linearen Algebra logische Abha¨ngigkeiten unter den Hypothesen fassen lassen. Die Vor-
gehensweise hierbei zielt auf eine direkte Bestimmung von adjustierten p-Werten ab.
Dafu¨r werden die p-Werte der einzelnen Nullhypothesen geordnet p(1) ≤ p(2) ≤ . . . ≤
p(l). Entsprechend werden die Nullhypothesen mit H(1) bis H(l) bezeichnet. Die Nullhy-
pothesen werden sequentiell verworfen anhand der Gro¨ße der original p-Werte. Hierbei
gilt, daß H(j) nur dann verworfen werden kann, wenn zuvor auch H(1) bis H(j−1) ver-
worfen wurden. Dafu¨r wird die Menge S¯j definiert, die alle mo¨glichen wahren Nullhypo-
thesen einschießlich H(j) entha¨lt, gegeben, daß die Nullhypothesen H(i), i = 1, . . . , j−1
falsch sind. Mit S = INl setze man
S¯1 = {S}
S¯2 =
{
K ⊂ S|2 ∈ K ∧ ⋂
m∈K
H(m) ∩ A(1) 6= ∅
}
S¯3 =
{
K ⊂ S|3 ∈ K ∧ ⋂
m∈K
H(m) ∩ A(1) ∩ A(2) 6= ∅
}
...
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S¯j =

K ⊂ S|j ∈ K ∧ ⋂
m∈K
H(m) ∩
j−1⋂
m=1
A(m) 6= ∅


...
S¯l = {{l}}
Diese Mengen werden noch vereinfacht, indem alle Teilmengen eliminiert werden. Mit
Mj := max
K∈Sj
|K|
ergeben sich die adjustierten p-Werte dann durch
ap(1) = M1p(1) = lp(1)
ap(2) = max{ap(1),M2p(2)}
...
ap(j) = max{ap(j−1),Mjp(j)}
...
ap(l) = max{ap(l−1), p(l)}
Bei dieser Vorgehensweise liegt das Problem in der Bestimmung der Mengen K ∈ S¯j .
Sei mit ci der zur Hypothese Hi geho¨rende Kontrast bezeichnet. Zum Beispiel Hi : µ1−
µ2 = 0⇒ ci = (1,−1, 0, . . . , 0) oder Hi : 12µ1+ 12µ2−µ3 = 0⇒ ci = (12 , 12 ,−1, 0, . . . , 0).
Weiterhin sei mit CK die Matrix bezeichnet, deren Spalten aus den Kontrastvektoren
ci, i ∈ K besteht, und sei C(A) der reelle Vektorraum, der durch die Spalten von A
aufgespannt wird. Nach Westfall (1997) ist fu¨r K ∈ S¯j notwendig und hinreichend, daß
j ∈ K und c(i) 6∈ C(CK) fu¨r alle i = 1, . . . , j−1 ist. Um dies zu entscheiden, konstruiere
man mit C(j), der Matrix, deren Spalten aus den Kontrastvektoren c(1), . . . , c(j−1) be-
stehen, die Matrix C⊥K(j) = (Ek −CK(C ′KCK)−C ′K)C(j). Ist C⊥K(j) = O, dann ist K ∈ S¯j .
Beide Verfahrensweisen lassen sich nicht auf den Fall von einseitigen Hypothesen ver-
allgemeinern, wie folgendes Gegenbeispiel zeigt:
Gegenbeispiel
Sei die Situation des Beispiels fu¨r Dosisschritte von Seite 71 gegeben mit den Hypo-
thesen H1 : µ1 ≥ µ2, H2 : µ2 ≥ µ3, H3 : µ1 ≥ µ3 mit den entsprechenden Kontrasten
c1 = (1,−1, 0), c2 = (0, 1,−1), c3 = (1, 0,−1). Fu¨r die einseitigen Tests seien die p-
Werte: p1 = 0, 01, p2 = 0, 03, p3 = 0, 031. Nach der Vorgehensweise von Bernhard
(1991) sind die folgenden Matrizen und ihre Ra¨nge zu betrachten:
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Rang(−1 1 0) = 1 Rang
( −1 1 0
−1 0 1
)
= 2
Rang(0 − 1 1) = 1 Rang
(
0 −1 1
−1 0 1
)
= 2 Rang

 −1 1 0−1 0 1
0 −1 1

 = 2
Rang(−1 0 1) = 1 Rang
( −1 1 0
0 −1 1
)
= 2
Demnach wu¨rden die Indexmengen {1}, {2}, {3}, {1, 2, 3} als erscho¨pfend erkannt. Wie
in dem Beispiel gezeigt, fehlen hier noch die beiden Indexmengen {1, 3} und {2, 3}.
Wendet man das Verfahren aus Westfall (1997) an, so erha¨lt man fu¨r S¯1 = {1, 2, 3}.
Fu¨r S¯2 ist zu u¨berpru¨fen, ob c1 6∈ CK mit K = {2}, {2, 3} ist. Entsprechend der oben
angegebenen Bedingung berechne man
C
⊥{2}
(1) =



 1 0 00 1 0
0 0 1

−

 01
−1



(0 1 − 1)

 01
−1




−
(0 1 − 1)



 1−1
0


=
1
2

 2−1
−1


C
⊥{2,3}
(1) =

E3 −

 0 −11 0
−1 1





 0 −11 0
−1 1


′ 0 −11 0
−1 1




−
 0 −11 0
−1 1


′



 1−1
0


=

 00
0

 .
Damit sind S¯2 = {{2}} und S¯3 = {{3}}. Als adjustierte p-Werte erha¨lt man dann
ap1 = 0, 03, ap2 = 0, 03 und ap3 = 0, 031. Die kleinstmo¨glichen p-Werte erha¨lt man, bei
dieser Art Vorgehensweise, aus dem Abschlußtest. Diese lauten ap1 = 0, 03, ap2 = 0, 06
und ap3 = 0, 06. Folglich garantiert die Verwendung des Verfahrens von Westfall nicht
mit der Argumentation u¨ber den Abschlußtest die Einhaltung des multiplen Niveaus.
4.2.3 Beispiel
Zur Scha¨dlingsu¨berwachung von Anbaufla¨chen lassen sich mit Klebstoff bestrichene Ta-
feln verwenden, die im Feld aufgestellt werden. Anhand der gefangenen Arten und der
Fangha¨ufigkeit lassen sich so die Insektenpopulationen kontrollieren. In einem Feldver-
such untersuchten Wilson und Shade (1967) den Effekt, den die Farbe der verwendeten
Tafeln auf die Fangha¨ufigkeit des Getreideblattka¨fers hat. Ein Auszug aus den Daten
ist in Hsu (1996) ab Seite 140 gegeben. Es wurden sechs Tafeln in fu¨nf verschiedenen
Farben aufgestellt, wobei die Daten als Einweganlage betrachtet werden. Es wurden
die mittleren Fangzahlen aus Tabelle 4.1 beobachtet. Der Scha¨tzer fu¨r die Standard-
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Farbe Abku¨rzung Fallzahl Mittelwert
gelb g 6 49,2
orange o 6 34,2
rot r 6 26,4
blau b 6 17,2
weiß w 6 15,0
Tabelle 4.1: Mittlere Fangzahlen je Farbe
abweichung ist σˆ = 7, 956 mit 5(6− 1) = 25 Freiheitsgraden. Als paarweise zweiseitige
p-Werte aus dem multiplen t-Test erhalten wir damit die Werte aus Tabelle 4.2. Die
orange rot blau weiß
gelb 0, 0046 4, 1 · 10−5 2, 7 · 10−7 8, 5 · 10−8
orange 0, 0761 0, 0007 0, 0002
rot 0, 056 0, 020
blau 0, 67
Tabelle 4.2: p-Werte der zweiseitigen Vergleiche
Ordnung der p-Werte lautet somit:
pgw < pgb < pgr < pow < pob < pog < prw < prb < por < pbw.
Die Prozedur liefert die Graphen, Cliquenzerlegungen und α-Teiler aus Abbildung 4.3.
Als globales Niveau ist α = 5% gewa¨hlt. In den Graphen ist jeweils die Kante, die der
Hypothese des aktuell kleinsten p-Werts entspricht, unterbrochen markiert. In Schritt
ii) des Algorithmus aus 4.2.2 ist p(1) = pgw = 8, 5 · 10−8 < 0, 05/10. Mit der Shaffer-
Prozedur wird gelb als attraktivste Farbe identifiziert, und orange attraktiver als blau
und weiß. Das in Hsu (1996) verwendete Tukey-Verfahren kommt zu dem gleichen
Ergebnis. Im allgemeinen ist es von den Daten abha¨ngig, ob dieses Verfahren nur
gleichwertig oder besser (trennscha¨rfer) ist.
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▲▲✂
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1. 2. 3. 4.
5. 6. 7.
Cliquenzerlegung:
{g,o,r,b,w}
# Kanten: j = 10
pgw = 8, 5 · 10−8
< 0, 005
{g,o,r,b}, j = 6
pgb = 2, 7 · 10−7
< 0, 0083
{g,o,r}{bw} oder
{o,b,w}{g,r}, j = 4
pgr = 0, 0004 < 0, 0125
{o,r,b,w}, j = 6
pow = 2, 1 · 10−4
< 0, 0083
{g,o,r,b}, j = 3
pob = 7, 2 · 10−4
< 0, 016
{g,o} {r,b,w}, j = 4
pgo = 0, 0046
< 0, 0125
{r,b,w}, j = 3
prw = 0, 02 > 0, 016
Abbruch
Abbildung 4.3: Graphen des Farbvergleichs
4.3 Einseitige Hypothesen
In der Praxis sind ha¨ufig die gestellten Fragen und Hypothesen einseitig formuliert, so
zum Beispiel ob Mittel B dem Mittel A u¨berlegen ist. Weitere Beispiele sind multiple
Vergleiche gegen eine Kontrolle (Welche der Behandlungen sind besser als die Kontrol-
le?), die Bestimmung der minimalen effektiven Dosis (Welche Dosis ist die niedrigste,
die besser als die Kontrolle ist?) oder die Bestimmung des ho¨chsten effektiven Dosis-
schritts. Wie in Abschnitt 4.2.2 gezeigt lassen sich die Vorgehensweisen von Westfall
(1997) und Bernhard (1991) nicht auf einseitige Hypothesensysteme u¨bertragen. Dies
liegt darin begru¨ndet, daß einseitige Hypothesen nicht lineare Teilra¨ume des IRk sind,
sondern Halbra¨ume. Fu¨r diese gilt, daß der Schnitt zweier Halbra¨ume i.a. kein Halb-
raum mehr ist, und Halbra¨ume auch keine Vektorra¨ume sind. Damit ist die theoretische
Grundlage fu¨r die Rechenoperationen aus beiden Verfahren nicht gegeben.
Im folgenden sei ein Hypothesensystem von nur einseitigen Nullhypothesen betrachtet,
d.h. die Elementarhypothesen haben die Form H〈i,j〉 : µi ≥ µj. Besteht ein Hypothe-
sensystem aus ein- und zweiseitigen Hypothesen, so la¨ßt es sich in ein rein einseitiges
transformieren. Dafu¨r werden die zweiseitigen Hypothesen µi = µj in zwei einseitige,
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µi ≥ µj und µi ≤ µj, zerlegt, was auch generell fu¨r zweiseitige Hypothesensysteme
gilt. Durch diese Form der Transformation erha¨lt man zusa¨tzlich die Kontrolle u¨ber
den Fehler 3. Art (Holm 1979, Bauer et al 1986). Bei der Bezeichnung der Hypothesen
werden die folgenden Notationen verwendet:
Die Elementarhypothesen werden mit Hi, i = 1, . . . l bzw. H〈i,j〉 : µi ≥ µj bezeichnet,
wobei die Reihenfolge der Indizes die Ordnung der Mittelwerte bezeichnet. Die Schnitt-
hypothese zu der Indexmenge I = {i1, . . . , im} ist mit H{i1,...,im} bezeichnet, und die
Schnitthypothesen, die Ungleichungsketten entsprechen, d.h. µi1 ≥ µi2 ≥ . . . ≥ µim ,
sind mit H〈i1,i2,...,im〉 bezeichnet.
Um das multiple Niveau u¨ber alle Entscheidungen zu kontrollieren, sind auch hier
wieder die Adjustierungen nach Bonferroni, Holm oder Shaffer mo¨glich. Weitere Ver-
besserungen wa¨ren die Verwendung des Hochberg-Verfahrens (Hochberg 1988) oder
das step-up-Verfahren nach Hommel (1988), welche jedoch nicht fu¨r alle Abha¨ngig-
keitsstrukturen anwendbar sind, da sie auf dem Test von Simes(1986) beruhen. Fu¨r die
Trennscha¨rfe der einzelnen Verfahren gilt (≤ bedeutet trennscha¨rfer):
Bonferroni ≤ Holm ≤ Shaffer ≤ Abschlußtest mit Bonferroni Globaltests
Zur Durchfu¨hrung des Abschlußtests mit Bonferroni-Globaltests haben Bergmann und
Hommel (1988) eine Prozedur angegeben, im folgenden Prozedur 4 (P4B) genannt, die
eine computergestu¨tzte Durchfu¨hrung ermo¨glicht. Unter anderem hat Bernhard (1991)
einen effizienten Algorithmus konstruiert, um diese Prozedur durchzufu¨hren. Fu¨r die
Anwendung des Algorithmus ist notwendig, daß zu einer beliebigen Kombination von
Elementarhypothesen die kleinste sie umfassende, erscho¨pfende Hypothese bestimmt
werden kann. Fu¨r den Fall von nur zweiseitigen paarweisen oder Kontrasthypothesen
ist dieses Problem in Berhard’s Arbeit gelo¨st. Bei einseitigen paarweisen Hypothesen
la¨ßt sich dieses Problem durch Betrachtung von gerichteten Graphen lo¨sen. Fu¨r beide
Definitionen von erscho¨pfenden Indexmengen werden in den nachfolgenden Abschnit-
ten Verfahren eingefu¨hrt, mit denen die kleinste umfassende erscho¨pfende Indexmenge
bestimmt werden kann; ihre Implementierung wird beschrieben. Hierbei ist zu beach-
ten, daß die kleinste umfassende erscho¨pfende Indexmenge einer Indexmenge eindeutig
ist, die kleinste umfassende streng erscho¨pfende jedoch nicht. Durch die Verscha¨rfung
der Eigenschaft, erscho¨pfend zu sein, verbessert sich die Trennscha¨rfe des Verfahrens
noch einmal, da weniger Schnitthypothesen getestet werden. Nachfolgend wird zuerst
die Prozedur P4B vorgestellt, wie sie in Bernhard (1991) angegeben ist. Danach ist be-
schrieben, wie sich die kleinste umfassende erscho¨pfende Indexmenge (Hypothese) zu
einer beliebigen Indexmenge (Schnitt-/Partitionshypothese) bestimmen la¨ßt. Verwen-
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det man die scha¨rfere Definition von erscho¨pfend, so muß die Prozedur abgewandelt
werden, was im 4. Abschnitt beschrieben ist. Zuletzt wird als eine Anwendung des
Verfahrens die Bestimmung des ho¨chsten effektiven Dosisschritts (HEDS) mit der Pro-
zedur 4 beschrieben und bezu¨glich der Power mit anderen Verfahren zur Bestimmung
des HEDS verglichen.
4.3.1 Darstellung durch gerichtete Graphen
Die Erwartungswerte, die zu vergleichen sind, seien mit µ1, . . . , µk bezeichnet. Eine
einseitige Hypothese der Art µi ≥ µj sei mit H〈i,j〉 bezeichnet. Ein System von paar-
weisen einseitigen Hypothesen H = {H〈i,j〉 : (i, j) ∈ I} identifiziere man u¨ber zwei
Abbildungen mit einem Digraphen
1. {µ1, . . . , µk } −→ V = 1, . . . , k
µi 7−→ i
2. H −→ E ⊆ {1, . . . , k} × {1, . . . , k}
H〈i,j〉 7−→ 〈i, j〉
Durch die erste Abbildung wird je ein Mittelwert mit einem Knoten identifiziert,
wa¨hrend die zweite jede Hypothese µi ≥ µj mit dem Pfeil von i nach j identifiziert.
So ergibt das Hypothesensystem µ1 ≥ µ2, µ2 ≥ µ4, µ3 ≥ µ4, µ4 ≥ µ1, µ4 ≥ µ5 genau
den Digraph 1 von Seite 74. Betrachten wir nun den Schnitt von zwei Hypothesen
H〈g,h〉 und H〈i,j〉, so kann der Fall eintreten, daß h = i ist, d.h. die Hypothesen lau-
ten µg ≥ µh und µh ≥ µj. Damit folgt auch, daß µh ≥ µj ist, also der Schnitt der
beiden Hypothesen die Hypothese H〈h,j〉 impliziert. Ist h 6= i bzw. g 6= j, wird durch
den Schnitt keine weitere mo¨gliche Elementarhypothese impliziert. Wenn man diese
Situation mit Graphen darstellt, ko¨nnen die Graphen aus Abbildung 4.4 auftreten:
Die im fu¨nften Graphen implizierte Hypothese µg ≥ µj entspricht genau dem Pfeil, zu
dem es einen Weg mit einer La¨nge gro¨ßer eins gibt. Allgemein ist zu sehen, daß jede
Hypothesenungleichungskette µi1 ≥ . . . ≥ µim genau dem Weg 〈i1, . . . , im〉 entspricht.
4.3.2 Beschreibung der Prozedur P4B aus Bernhard (1991)
Um den Abschlußtest fu¨r l Elementarhypothesen computergestu¨tzt durchfu¨hren zu
ko¨nnen, wird ein Verfahren beno¨tigt, das die Potenzmenge ℘0l systematisch generiert.
In dem verwendeten Verfahren geschieht dies rekursiv. Die spezielle Ordnung, die bei
dieser Erzeugung zugrunde liegt, wird zudem dazu genutzt, teilweise Indexmengen zu
u¨berspringen, die zu schon generierten, erscho¨pfenden Indexmengen fu¨hren. Zur Be-
schreibung der Rekursionsvorschrift werden die Symbole i∗ fu¨r das gro¨ßte und i∗∗ fu¨r
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Abbildung 4.4: Zwei einseitige Hypothesen als Graphen
das zweitgro¨ßte Element einer Indexmenge I verwendet, jeweils unter der Vorausset-
zung, daß |I| ≥ 1 bzw. |I| ≥ 2 ist.
Rekursionsvorschrift zur Erzeugung von ℘l
i) Beginne mit k = 1 und I1 = {1}2
ii) Fu¨r alle k = 1, . . . , 2l − 1 ist die nachfolgende Indexmenge:
Ik+1 :=


Ik ∪ {i∗ + 1} , falls i∗ < l (R1)
(Ik \ {i∗, i∗∗}) ∪ {i∗∗ + 1} , falls i∗ = n, |Ik| > 1 (R2)
∅ , falls i∗ = n, |Ik| = 1 (R2)
Nachdem die Menge der erscho¨pfenden Indexmengen durch ℘EI = {I ∈ ℘0l : I erscho¨p-
end} definiert ist, liegt es nahe, die erscho¨pfenden Indexmengen selber durch sukzessives
Durchlaufen der Potenzmenge und jeweiliges Pru¨fen auf die Eigenschaft, erscho¨pfend
zu sein, zu generieren. La¨ßt sich zu jeder Indexmenge die kleinste sie umfassende
erscho¨pfende bestimmen und nutzt man die durch die Rekursion benutzte Ordnung
der Potenzmenge aus, so lassen sich zwei Kriterien formulieren. Diese pru¨fen, ob auf
die Bestimmung von SE(I) verzichtet werden kann, bzw. ob die berechnete Indexmen-
ge SE(I) schon generiert wurde. Das erste Kriterium kommt vor der Berechnung von
2Der fu¨r die Indexmengen verwendete Index k steht in keinem Zusammenhang mit der Anzahl der
Erwartungswerte
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SE(I) zum Tragen und pru¨ft, ob SE(I) u¨berhaupt zu berechnen ist, wa¨hrend das zwei-
te nach der Bestimmung von SE(I) pru¨ft, ob diese Menge schon generiert wurde. Zur
Vereinfachung setze man noch C(I) := SE(I) \ I als die Menge der in Ik implizierten
Hypothesen.
Kriterium 1 (K1) Gilt fu¨r die im k−ten Schritt generierte Indexmenge Ik, daß
i∗ ∈ C(Ik \ {i∗}) ist, so kann auf die Bestimmung von SE(Ik) verzichtet werden, und
die na¨chste zu betrachtende Indexmenge wird erzeugt durch
Ik+1 :=
{
(Ik \ {i∗}) ∪ {minM} , falls M 6= ∅
erzeugt mit (R2) , falls M = ∅,
wobei M := {i∗ + 1, . . . , l} \ C(Ik \ {i∗}) ist.
Kriterium 2 (K2) Seien im k−ten Rekursionsschritt Ik und SE(Ik) = Ik ∪ C(Ik)
bestimmt worden. Ist D := (C(Ik) \ C(Ik \ {i∗}) 6= ∅ und minD < max Ik, so wurde
SE(Ik) bereits erzeugt, und die na¨chste zu betrachtende Indexmenge ist
Ik+1 :=
{
(Ik \ {i∗}) ∪ {minM} , falls M 6= ∅
erzeugt mit (R2) , falls M = ∅,
wobei M := {i∗ + 1, . . . , l} \ C(Ik \ {i∗}) ist.
Durch die Anwendung der beiden Kriterien la¨ßt sich der Rechenaufwand teilweise er-
heblich verringern. Aufgrund der der Potenzmenge zugrundeliegenden Ordnung und
deren Eigenschaften (siehe Bernhard 1991, S.37ff) muß nur ein Teil der Mengen C(Ik \
{i∗k}) gespeichert werden. Durch systematisches Anwenden der Kriterien 1 und 2 la¨ßt
sich somit folgender, in Abbildung 4.5 dargestellter Algorithmus zur Erzeugung aller
erscho¨pfenden Indexmengen konstruieren. Hierbei sind die Mengen C(Ik) unter Jj mit
j = |Ik| abgelegt. Zu Beginn werden alle Mengen initialisiert.
i) Zuerst wird Kriterium 1 gepru¨ft, d.h. ob i∗k ∈ Jj−1 = C(Ik \ {i∗k}) mit j = |Ik| ist.
ii) Die Bestimmung der kleinsten Ik umfassenden erscho¨pfenden Indexmenge wird
wie in Abschnitt 4.3.3 beschrieben durchgefu¨hrt.
iii) Pru¨fung des Kriteriums 2. Ist dies nicht erfu¨llt, so ist SE(Ik) eine ”
neue“ erscho¨pfen-
de Indexmenge.
iv) Ist Ik+1 leer, so sind alle Mengen der Potenzmenge betrachtet worden, und der
Algorithmus stoppt.
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Abbildung 4.5: Flußdiagramm zur Bestimmung von ℘EI
Damit steht ein Algorithmus zur Verfu¨gung, mit dem die Menge der erscho¨pfenden
Indexmengen systematisch erzeugt wird. Anstatt erst alle erscho¨pfenden Indexmen-
gen zu bestimmen und danach die Testentscheidungen zu treffen, ist es u.a. aus Spei-
cherplatzgru¨nden einfacher und sinnvoll, direkt im Anschluß an die Bestimmung einer
erscho¨pfenden Indexmenge die Entscheidung u¨ber die betroffenen Hypothesen zu tref-
fen. Daher ist die Entscheidungsprozedur in den Algorithmus eingebunden.
Eine weitere Verku¨rzung liefert das Vorschalten der Holm-Prozedur, da Hypothesen,
die durch die Holm-Prozedur verworfen werden, auch durch den AT verworfen werden;
sie sind aher bei den Berechnungen nicht mehr zu betrachten. Die so modifizierte Pro-
zedur heißt P4Bk; die Prozedur P4B erha¨lt man durch Auslassen der vorgeschalteten
Holm-Prozedur.
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Prozedurbeschreibung P4Bk (vgl. Abb. 4.16) Gegeben seien die geordneten
p-Werte p(1) ≤ . . . ≤ p(l) mit den zugeho¨rigen Elementarhypothesen H(1), . . . , H(l).
Beginnend mit der Prozedur von Holm, werden die geordneten p-Werte p(i) mit den
Schranken s = α/(l − i + 1) verglichen. Im Fall p(i) > s oder i = l + 1 stoppt die
Holm-Prozedur. Ist i = 1 oder i = l + 1, so stoppt die gesamte Prozedur, und die
Ablehnungsmenge RP4B ist ∅ bzw. INl.
Ansonsten beginne man die eigentliche Prozedur mit Ik = {i} und A = ∅, d.h. der
leeren Akzeptanzmenge.
Nacheinander werden alle noch interessanten erscho¨pfenden Indexmengen SE(Ik) er-
zeugt undm = |SE(Ik)| sowie i = min Ik bestimmt. Ist pi > α/m, wird die Indexmenge
zur Akzeptanzmenge hinzugefu¨gt, und die na¨chste Indexmenge erzeugt. Ansonsten wird
direkt die na¨chste Indexmenge generiert.
Sobald |Ik+1| = 0 ist, stoppt die Prozedur, und RP4B ergibt sich zu INl \ A.
In dem Flußdiagramm wird bis zum Punkt 1. das Holm-Verfahren durchgefu¨hrt. Der
Teil bis 2. generiert die na¨chste erscho¨pfende Indexmenge entsprechend dem Algo-
rithmus aus Abbildung 4.5. Im letzten Teil wird der Bonferroni-Test fu¨r die gerade
bestimmte erscho¨pfende Indexmenge durchgefu¨hrt.
4.3.3 Prozedur P4B (einfach)
Sei fu¨r k Gruppen mit l einseitigen (Elementar)Hypothesen Hi = H〈im,jm〉, m =
1, . . . , l, im, jm ∈ INk das (Abschlußtest)System der Hypothesen h¯ = {HI : I ∈ ℘0l }
betrachtet. Um nun die Prozedur 4 durchfu¨hren zu ko¨nnen, ist ein Verfahren erforder-
lich, das zu einer Indexmenge die kleinste sie umfassende und erscho¨pfende Indexmenge
bestimmt. Nach Definition 4.1 ist diese Menge dadurch gekennzeichnet, daß sie die ma-
ximal mo¨gliche Anzahl an Elementarhypothesen umfaßt. D.h. fu¨r eine Indexmenge I
sind die Elementarhypothesen zu bestimmen, die - außer den schon in ihr liegenden -
in ihr enthalten sind. Dabei kann eine Hypothese nur dann zusa¨tzlich enthalten sein,
wenn sie durch die schon in I liegenden Hypothesen impliziert wird.
Eine Hypothese H〈j1,j2〉 wird genau dann von einer Hypothesenmenge HI impliziert,
wenn sich aus ihr eine Hypothesenungleichung der Art µj1 = µi1 ≥ µi2 ≥ . . . ≥ µin =
µj2 konstruieren la¨ßt. Das bedeutet fu¨r die Bestimmung der Menge SE(I), daß alle
sich durch Ungleichungsketten von Hypothesen aus I konstruierbaren paarweisen Hy-
pothesen zu bestimmen sind. Von den so konstruierten Hypothesen sind alle die zu I
hinzuzunehmen, die ihrerseits auch Elementarhypothesen sind. Zur Bestimmung von
SE(I) haben wir somit den Algorithmus:
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i) Setze: Il = INl Indexmenge aller Elementarhypothesen (Indexmenge der Global-
hypothese).
ii) Sei I ⊂ INl die Indexmenge, fu¨r die SE(I) zu bestimmen ist. Nehme die zugeho¨ri-
gen Paare von Indizes 〈im, jm〉 mit m ∈ I. SE(I) = I.
iii) Bilde alle mo¨glichen Ungleichungsketten µk0 ≥ . . . ≥ µkp mit kr−1 = im, kr = jm
wobei m ∈ I ist (r=1, . . . p). Dies ergibt die implizierten Hypothesen H〈ko,kp〉 :
µko ≥ µkp.
iv) Nimm alle H〈io,ip〉 zu SE(I) hinzu, die auch in Il enthalten sind.
Zur Bestimmung aller mo¨glichen implizierten Hypothesen aus iii) betrachte man den
zu I geho¨rigen gerichteten Graphen. Nach Lemma 4.6 lassen sich aus der Erreichbar-
keitsmatrix dieses Graphen alle existierenden Wege in dem Graphen ablesen und damit
auch alle implizierten Hypothesen. Zur Implementierung der Bestimmung der Menge
SE(I) ergibt sich damit der Algorithmus:
i) Sei Il = INl die Indexmenge aller Elementarhypothesen und I die Indexmenge,
zu der SE(I) zu bestimmen ist.
ii) Setze U(Il) als die Adjazenzmatrix zu Il und U(I) als die Adjazenzmatrix zu I.
iii) Berechne R˙(U(I)) und damit U(SE(I)) = R˙(U(I))× U(Il)
iv) SE(I) besteht aus allen Hypothesen, fu¨r die eine 1 in U(SE(I)) vorkommt.
Beispiel Die Elementarhypothesen seien H1 = H〈1,3〉 : µ1 ≥ µ3, H2 = H〈2,3〉 : µ2 ≥
µ3, H3 = H〈3,4〉 : µ3 ≥ µ4, H4 = H(1,2) : µ1 = µ2. Teile zuerst die zweiseitige Hypothese
H4 in zwei einseitige H5 = H〈1,2〉 : µ1 ≥ µ2 und H6 = H〈2,1〉 : µ2 ≥ µ1 auf. Also ist
k = 4 und l = 6.
Gesucht sei SE(I) zu I = {2, 3, 5}. Die Graphen und Adjazenzmatrizen haben so die
Gestalt 

0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0




0 1 1 0
1 0 1 0
0 0 0 1
0 0 0 0


Adjazenzmatrix zu I Adjazenzmatrix zu H0
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Damit ergibt sich U(SE(I)) zu:
U(SE(I)) =
(


0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0

⊕


0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0

⊕


0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0


)
×


0 1 1 0
1 0 1 0
0 0 0 1
0 0 0 0


=


0 1 1 1
0 0 1 1
0 0 0 1
0 0 0 0

×


0 1 1 0
1 0 1 0
0 0 0 1
0 0 0 0

 =


0 1 1 0
0 0 1 0
0 0 0 1
0 0 0 0


Durch die Summe werden anschaulich alle mo¨glichen implizierten Hypothesen be-
stimmt. Durch die Multiplikation mit der Adjazenzmatrix der Globalhypothese werden
dann die Hypothesen selektiert, die als Elementarhypothesen existieren. In diesem Fall
impliziert I die Hypothesen: µ1 ≥ µ3, µ1 ≥ µ4 und µ2 ≥ µ4, von denen nur µ1 ≥ µ3 als
einzige noch eine weitere Elementarhypothese ist.
Die Implementierung dieses Verfahrens in SAS/IML ist in Anhang 7 beschrieben.
4.3.4 Prozedur P4B (streng)
Nach Definition 4.2 ist eine Indexmenge I = {i1, . . . , im} streng erscho¨pfend, wenn ge-
nau alle in ihr enthaltenen Elementarhypothesen wahr sein ko¨nnen. Was auch bedeutet,
daß die restlichen Hypothesen INl\I falsch sind. Eine Elementarhypothese Hj ihrerseits
kann nur dann nicht wahr sein, wenn sie im Widerspruch zu einem Schnitt H der rest-
lichen INl \ {j} Hypothesen und Alternativen steht. Dies ist genau dann der Fall, wenn
solch ein Schnitt die Alternative von Hj impliziert. Um also zu pru¨fen, ob eine Index-
menge im strengen Sinn erscho¨pfend ist, muß fu¨r jede enthaltene Elementarhypothese
gepru¨ft werden, ob nicht ihre Alternative durch die restlichen Hypothesen impliziert
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wird. Ein erster Algorithmus zur Bestimmung aller im strengen Sinne erscho¨pfenden
Indexmengen ist folgender:
i) Erzeuge alle Mengen von ℘0l .
ii) Pru¨fe fu¨r jede Menge einzeln, ob sie widerspruchsfrei ist.
Dieses erste Verfahren ist extrem aufwendig, da in Schritt ii) fu¨r jede einzelne
”
wahre“
Hypothese die Widerspruchsfreiheit zu pru¨fen ist. Weil jede im strengen Sinn erscho¨pfen-
de Indexmenge auch
”
normal“ erscho¨pfend ist, la¨ßt sich das Verfahren dahingehend
verku¨rzen, daß nur fu¨r erscho¨pfende Indexmengen die Widerspruchsfreiheit gepru¨ft
wird. D.h., der Algorithmus von Prozedur 4 muß im 2. Schritt (Abb. 4.16) dahinge-
hend erweitert werden, daß fu¨r die Menge SE(Ik) die Widerspruchsfreiheit zusa¨tzlich
gepru¨ft wird. Eine starke Vereinfachung ist dann mo¨glich, wenn der Graph der Glo-
balhypothese zyklenfrei ist. Der Schlu¨ssel zur Identifizierung von Widerspru¨chen ist
hier das Vorhandensein von Zyklen in dem zu den Indexmengen geho¨renden Graphen.
Um dies zu zeigen, wird in diesem Abschnitt der zu der Indexmenge geho¨rende Graph
erweitert.
Fu¨r den erweiterten Graph werden zur Pfeilmenge noch die Pfeile hinzugefu¨gt, die den
falschen Hypothesen INl \ I entsprechen, wobei fu¨r die Hypothese H〈i,j〉 der der Alter-
native A〈j,i〉 entsprechende Pfeil von j nach i eingesetzt wird.
Man betrachte einen Zyklus 〈j1, j2, . . . , jl, j1〉 in einem erweiterten Graphen. Entspricht
in diesem Zyklus mindestens ein Pfeil einer Alternative, so bedeutet dies fu¨r die ent-
sprechende Schnitthypothese, daß µj1 > µj1 ist. D.h., diese Indexmenge ist nicht im
strengen Sinn erscho¨pfend. Andererseits sei I nicht im strengen Sinn erscho¨pfend, dem-
nach gibt es eine Elementarhypothese Hi = H〈i,j〉, die im Widerspruch zu dem Schnitt
der restlichen Hypothesen I \ {i} bzw. Alternativen INl \ I steht. Da der Schnitt in
disjunkte Hypothesenketten bezu¨glich der betroffenen Elementarhypothesen und Alter-
nativen zerfa¨llt, gibt es einen Schnitt der FormHj,j1/Aj1,j∩Hj1,j2/Aj2,j1∩. . .∩Hjl,i/Ai,jl,
wobei mindestens eine Alternative in diesem Schnitt vorkommt. Dem Schnitt entspricht
der Weg 〈j, j1, . . . , jl, i〉. Verla¨ngert man diesen um die Hypothese/Pfeil H〈i,j〉/〈i, j〉, so
erha¨lt man einen Zyklus, der mindestens einen Alternativenpfeil entha¨lt. Damit ist der
folgende Satz gezeigt:
Satz 4.11
Seien l einseitige, paarweise Elementarhypothesen gegeben mit der Indexmenge INl und
I ⊂ INl eine beliebige Indexmenge. Sei G˜ der Graph, dessen Knoten den in INl vorkom-
menden Erwartungswerten entsprechen, und dessen Kanten zum einen aus den in I
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enthaltenen Hypothesen und zum anderen aus den INl \ I entsprechenden Alternativen
bestehen. Dann sind a¨quivalent:
1. I ist streng erscho¨pfend.
2. Es gibt einen Zyklus in G˜, in dem mindestens ein Alternativenpfeil vorkommt.
Beispiel Bei einem Vergleich zweier neuer Behandlungen (B1, B2) gegen zwei be-
kannte (K1, K2) sei von Interesse, ob die neuen Mittel besser sind als die herko¨mmli-
chen. In Hypothesen ausgedru¨ckt heißt das
H1 : µK1 ≥ µB1, H2 : µK1 ≥ µB2, H3 : µK2 ≥ µB1, H4 : µK2 ≥ µB2.
Man betrachte die Indexmenge I = {1, 4}. Diese ist erscho¨pfend, jedoch nicht streng
erscho¨pfend, denn sind die Hypothesen 1 und 4 wahr und 2 und 3 falsch, so wu¨rde
gelten:
µK1
H1≥ µB1 A3> µK2
H4≥ µB2 A2> µK1 (W!)
✚✙
✛✘
✚✙
✛✘
✚✙
✛✘
✚✙
✛✘
✡
✡
✡✢
❙
❙
❙✇
✡
✡
✡✣
❏
❏
❏❪
K1
K2
B1 B2
✚✙
✛✘
✚✙
✛✘
✚✙
✛✘
✚✙
✛✘
✚✙
✛✘
✚✙
✛✘
✚✙
✛✘
✚✙
✛✘
✡
✡
✡✢
✡
✡
✡✢
✡
✡
✡✣
✡
✡
✡✣
K1 K1
K2 K2
B1 B1B2 B2
❏
❏
❏❫
❏
❏
❏❪
Graph zu H0 Graph zu I erweiterter Graph G˜ von I
Abbildung 4.6: Graphen zum Beispiel
Im erweiterten Graphen ist dies genau der Zyklus, der in Abbildung 4.6 im dritten
Graphen zu sehen ist.
Ist nun die Globalhypothese zyklenfrei, so hat dies zur Folge, daß diese immer einen
Alternativenpfeil beinhalten, falls in kleineren Indexmengen Zyklen auftreten. Denn
ga¨be es eine Indexmenge, die einen Zyklus nur aus Hypothesenpfeilen beinhaltet, so
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wu¨rde dieser auch in der Globalhypothese enthalten sein. In diesem Fall ist die Bestim-
mung der streng erscho¨pfenden Indexmengen leicht unter Verwendung von Lemma 4.7
zu bewerkstelligen:
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Algorithmus zur Bestimmung der streng erscho¨pfenden Indexmengen bei
zyklenfreien Globalhypothesen
i) Sei Il = INl die Indexmenge aller Elementarhypothesen und I die Indexmenge,
von der SE(I) zu bestimmen ist.
ii) Setze U(Il) als die Adjazenzmatrix zu Il und U(I) als die Adjazenzmatrix zu I.
iii) Berechne R˙(U(I)) und damit U(SE(I)) = R˙(U(I))× U(Il).
iv) Bestimme R˙([U(Il) − U(SE(I)]T ⊕ U(SE(I))); ist ein Diagonalelement = 1, so
ist SE(I) nicht streng erscho¨pfend.
v) Ist SE(I) streng erscho¨pfend, so besteht sie aus allen Hypothesen, fu¨r die eine 1
in U(SE(I)) vorkommt.
Entha¨lt die Globalhypothese Zyklen, so ist bei beliebigen Schnitthypothesen nicht von
vornherein klar, ob die auftretenden Zyklen auch Alternativenpfeile enthalten. Bei der
Bestimmung der Zyklen ist es daher no¨tig zu wissen, ob ein Pfeil einer Hypothese oder
einer Alternative entspricht. Dafu¨r fu¨hre man als weitere Eintragung in die Adjazenz-
matrix zu den Werten 0 fu¨r die Abwesenheit eines Pfeils, 1 fu¨r die Nullhypothese, den
Wert a fu¨r die Alternative ein. Fu¨r diese drei Werte erweitere man dann die Abbildun-
gen ⊕ und ⊗ zu
⊕ 0 1 a
0 0 1 a
1 1 1 a
a a a a
⊗ 0 1 a
0 0 0 0
1 0 1 a
a 0 a a
Damit erhalten wir analog zu Satz 4.5 fu¨r erweiterte Graphen:
Satz 4.12
Sei A eine Adjazenzmatrix eines erweiterten Graphen G˜ und Ap = (a
(p)
ij ). Es ist a
(p)
ij > 0
genau dann, wenn es einen Weg der La¨nge p vom Knoten i zum Knoten j gibt. Ist
a
(p)
ij = 1, so besteht der Weg nur aus Hypothesenpfeilen; ist a
(p)
ij = a, so ist mindestens
ein Alternativenpfeil im Weg enthalten.
Beweis: Vollsta¨ndige Induktion
Es gilt apij = (a
(p−1)
i1 ⊗ a1j)⊕ . . .⊕ (a(p−1)in ⊗ anj).
p = 2 : Fu¨r jeden Summanden aik ⊗ akj gilt:
= 0 ⇐⇒ mindestens einer der beiden Multiplikatoren ist = 0, d.h. es existiert kein
direkter Weg von i nach j u¨ber k.
= 1 ⇐⇒ beide Multiplikatoren = 1, d.h. es existiert der Weg von i nach j u¨ber k,
der aus zwei Hypothesenpfeilen besteht.
= a ⇐⇒ sonst, d.h. es gibt einen Weg von i nach j u¨ber k, der mindestens einen
Alternativenpfeil entha¨lt.
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Damit ist
a2ij = 0 ⇐⇒ Es existiert kein Weg der La¨nge 2 von i nach j.
a2ij = 1 ⇐⇒ Es existiert mindestens ein Weg von i nach j der La¨nge 2; keiner der
Wege beinhaltet einen Alternativenpfeil.
a2ij = a ⇐⇒ Es existiert mindestens ein Weg der La¨nge 2 von i nach j, der
mindestens einen Alternativenpfeil entha¨lt.
=⇒ A2 entha¨lt alle Wege der La¨nge 2.
p→ p+ 1 : Ap entha¨lt alle Wege der La¨nge p, mit der Argumentation von p = 2 folgt
die Behauptung.
▽—
Lemma 4.13
Die Erreichbarkeitsmatrix R˙(A˜) einer Adjazenzmatrix A˜ eines erweiterten Graphen mit
k Knoten erhalten wir durch
R˙(A˜) = A˜⊕ A˜2 ⊕ . . .⊕ A˜k.
Ist in R˙(A˜) ein Diagonalelement = a, so entha¨lt der erweiterte Graph mindestens einen
Zyklus, der einen Alternativenpfeil beinhaltet.
Das liefert uns den
Algorithmus zur Bestimmung der streng erscho¨pfenden Indexmengen
i) Sei Il = INl die Indexmenge aller Elementarhypothesen und I die Indexmenge,
von der SE(I) zu bestimmen ist.
ii) Setze U(Il) als die Adjazenzmatrix zu Il und U(I) als die Adjazenzmatrix zu I.
iii) Berechne R˙(U(I)) und damit U(SE(I)) = R˙(U(I))× U(Il).
iv) Bestimme R˙(a · [U(Il) − U(SE(I)]T ⊕ U(SE(I))); ist ein Diagonalelement = a,
so ist SE(I) nicht streng erscho¨pfend.
v) Ist SE(I) streng erscho¨pfend, so besteht sie aus allen Hypothesen, fu¨r die eine 1
in U(SE(I)) vorkommt.
Beispiel (Fortsetzung) Neben den schon formulierten Hypothesen soll zudem noch
gesichert werden, daß die zweite Dosis einen ho¨heren Effekt als die erste hat, zusa¨tz-
lich also noch die Hypothese H5 : µK1 ≥ µK2 getestet wird. Wieder ist I = {1, 4}
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erscho¨pfend.
Im Schritt ii) des Algorithmus ergeben sich die Matrizen:
U(Il) =


0 0 1 1
0 0 1 1
0 0 0 1
0 0 0 0

 U(I) =


0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0


In Schritt iii) erhalten wir U(SE(I)) = U(I). Als na¨chstes wird:
a · (U(Il)− U(SE(I))T ⊕ U(SE(I))
= a




0 0 1 1
0 0 1 1
0 0 0 1
0 0 0 0

−


0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0




T
⊕


0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0


=


0 0 0 0
0 0 0 0
0 a 0 0
a 0 a 0

⊕


0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0


=


0 0 1 0
0 0 0 1
0 a 0 0
a 0 a 0


berechnet. Fu¨r R˙(·) sind der zweite und dritte Summand


0 0 1 0
0 0 0 1
0 a 0 0
a 0 a 0

 ·


0 0 1 0
0 0 0 1
0 a 0 0
a 0 a 0

 =


0 a 0 0
a 0 a 0
0 0 0 a
0 a a 0




0 a 0 0
a 0 a 0
0 0 0 a
0 a a 0

 ·


0 0 1 0
0 0 0 1
0 a 0 0
a 0 a 0

 =


0 0 0 a
0 a a 0
a 0 a 0
0 a 0 a

 .
Damit sind in R˙(·) Diagonalelemente = a. Also ist SE(I) nicht streng erscho¨pfend.
4.3. EINSEITIGE HYPOTHESEN 99
4.3.5 Adjustierte p-Werte
Anstatt sich ein globales Niveau vorzugeben und dann
”
nur“ eine Entscheidung u¨ber
die Ablehnung einer Hypothese zu erhalten, lassen sich auch adjustierte p-Werte mit
diesem Verfahren bestimmen. Diese geben zu jeder Hypothese das kleinste multiple Ni-
veau an, zu dem sich die Hypothese noch ablehnen la¨ßt. Wright hat 1992 das generelle
Konzept zur Konstruktion von adjustierten p-Werten fu¨r beliebige auf dem Abschluß-
test beruhende Verfahren beschreiben.
Insbesondere lassen adjustierte p-Werte sich als deskriptives Maß fu¨r die
”
Plausibilita¨t“
einzelner Hypothesen betrachten (vgl. Hommel, Bernhard 1991, Bernhard 1991). Als
weitere Vorteile von adjustierten p-Werten schreiben Westfall und Young (1993) auf
Seite 11:
The reason for using adjusted p-values are the same as those for using
ordinary p-values: (1) the statistican does not force a particular α upon the
consumer of the report, and (2) cumbersome table look-ups are avoided.
Table look-ups are usually difficult (if not impossible) in many Simultaneous
Test Procedure applications, because of limited tables.
Definition 4.3 (Bernhard 1991)
Gegeben seien die p-Werte der Elementarhypothesen H1, . . . , Hl und eine multiple Test-
prozedur.
Fu¨r i = 1, . . . , l heißt api der zu der Hypothese Hi adjustierte p-Wert, falls api das
kleinste multiple Signifikanzniveau ist, fu¨r das die multiple Testprozedur die Hypothe-
se Hi ablehnen kann.
Entsprechend den Ergebnissen aus Bernhard (1991) lassen sich zu Prozedur P4B ad-
justierte p-Werte wie folgt bestimmen:
Ermittlung adjustierter p-Werte zu P4B Man ordne die p-Werte der Gro¨ße
nach p(1) ≤ . . . ≤ p(l) und setze ap(i) := 0 fu¨r i = 1, . . . , l.
Mit i = 1 beginnend erzeuge nacheinander alle streng erscho¨pfenden Indexmengen I
mit (i) ∈ I und {(1), . . . , (i− 1)} ∩ I = ∅. Fu¨r jedes I setze man
ap(j) := max{ap(j), |I| · p(i)}, ∀(j) ∈ I.
Nachdem fu¨r i = l das Verfahren durchlaufen wurde, setze man alle apj > 1 zu 1. Dann
entha¨lt (ap(i))i=1,...,l alle adjustierten p-Werte der Hypothesen H(i) mit i = 1, . . . , l.
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Da hier I = 1, . . . , l streng erscho¨pfend ist, kann obiges Verfahren mit i = 2 und
(a(j) = l · p(1) fu¨r i = 1, . . . , l beginnen. Daß dieses Verfahren korrekt die adjustier-
ten p-Werte nach P4B bestimmt, ist in Satz 1.27 in Bernhard (1991) gezeigt. Durch
die Form der Implementierung des Durchlaufs durch die Potenzmenge in P4B ist nur
eine kleine Abwandlung des Flußdiagramms aus Abbildung 4.16 erforderlich. In die-
ser Implementierung werden na¨mlich sukzessive zuerst alle Indexmengen generiert, die
die Hypothese H(1) enthalten, dann dienigen, die die Hypothese H(2) enthalten usw..
Zum einen entfa¨llt die vorgeschaltete Holm-Prozedur, an deren Stelle die Initialisie-
rung der adjustierten p-Werte tritt, und zum anderen tritt an die Stelle des Vergleichs
pi > α/m und der beiden Entscheidungen die Manipulation der adjustierten p-Werte.
Eine Implementierung des Verfahrens in SAS/IML ist im Anhang 7 angegeben.
4.3.6 Beispiel
Anstelle des Vergleichs von Mittelwerten lassen sich unter anderem auch einseitige
Vergleiche von Binomialwahrscheinlichkeiten mit diesem Verfahren betrachten. So ist
zum Beispiel fu¨r eine Chemikalie von Interesse, in welchem Umfang sie genotoxischen
Schaden in der Form, daß ganze Chromosomen verloren gehen oder hinzukommen,
verursacht. Das Auftreten solch eines Chromosomen-Satzes wird als aneuploidie be-
zeichnet, wobei Zellen mit einem Verlust von Chromosomen hypodiploid und Zellen
mit einer Zunahme an Chromosomen hyperdiploid heißen. In einem Dosis-Wirkungs-
Versuch mit chinesischen Hamstern untersuchten Dulout und Natarajan (1987) die
Wirkung von Diethylstilbestrol (DES) auf die Bildung von aneuploiden Zellen. Das
Design bestand aus zwei verschiedenen Negativkontrollen und drei Dosisgruppen. Zum
einen sollten die beiden Kontrollen auf Gleichwertigkeit getestet werden (A¨quivalenz-
nachweis). Zum andern interessierte die Versuchsansteller, welche der Dosierungen eine
Erho¨hung der Wahrscheinlichkeit des Auftretens von aneuploiden Zellen gegenu¨ber ei-
ner ausgewa¨lten Kontrolle bewirkt, und ob die Dosisinkremente eine Effektsteigerung
bewirken. Aus dem Gesamtversuch, in dem zu mehreren Zeiten nach der Behandlung
gemessen wurde, wird hier die Bildung hypodiploider Zellen zu dem empirisch am
besten diskriminierenden Zeitpunkt herausgenommen. Die Versuchsergebnisse sind in
Tabelle 4.3 zusammengefaßt.
Im folgenden wird nur die zweite Fragestellung, d.h. der Vergleich der verschiedenen
Dosierungen untereinander und mit der Vehikelsubstanz als Kontrolle (nur TS) weiter-
verfolgt. Diese Fragestellung la¨ßt sich durch folgende Elementarhypothesen abbilden,
wobei der Index ts fu¨r nur Tra¨gersubstanz und 5, 10, 15 fu¨r die jeweilige Dosisstufe
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Kontrollen DES Dosen [µg/ml]
unbeh. nur TS 5 10 25
aneuploide Zellen 13 6 24 19 26
Zellen gesamt 300 150 200 150 175
Mutationswahrscheinlichkeit qi 0,043 0,040 0,120 0,126 0,148
Tabelle 4.3: Hypodiploider Effekt in Zellen von Chinesischen Hamstern, TS = Tra¨ger-
substanz
stehen:
Vergleich: Kontrolle vs. Dosis 5µg/ml : H1 = H〈ts,5〉 : qts ≥ q5
Vergleich: Kontrolle vs. Dosis 10µg/ml : H2 = H〈ts,10〉 : qts ≥ q10
Vergleich: Kontrolle vs. Dosis 15µg/ml : H3 = H〈ts,15〉 : qts ≥ q15
Vergleich: Dosis 5µg/ml vs. Dosis 10µg/ml : H4 = H〈5,10〉 : q5 ≥ q10
Vergleich: Dosis 10µg/ml vs. Dosis 15µg/ml : H5 = H〈10,15〉 : q10 ≥ q15
Die betrachteten Hypothesen entsprechen genau denen, die sich bei einer simultanen
Bestimmung von minimal effektiver Dosis und HEDS zu testen sind. In Tabelle 4.4
sind die p-Werte der einzelnen Vergleiche fu¨r Fischers exakten Test zusammengestellt.
Auf eine Auswertung nach Hommel und Krummenauer (1998) wurde verzichtet, da die
Erla¨uterung der Verfahren hier im Vordergrund steht. Fu¨r die Elementarhypothesen
5 10 15
nur TS 0,0057 0,00543 7, 09 · 10−4
5 - 0,488 -
10 - - 0,342
Tabelle 4.4: p-Werte der einseitigen Vergleiche
erhalten wir mit der Prozedur P4B zu α = 5% die Signifikanzen bzw. adjustierten p-
Werte aus Tabelle 4.5. Die Testresultate lassen den Schluß zu, daß DES genotoxisch ist.
5 10 15
nur TS s; 0,01629 s; 0.01629 s; 0.00355
5 - ns; 0,684 -
10 - - ns; 0,684
Tabelle 4.5: Signifikante Unterschiede (s, ns) und adjustierte p-Werte der Elementarhy-
pothesen
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Weiterhin legen die p-Werte der Vergleiche mit der Kontrolle nahe, die ho¨chste Dosis
zu verwenden, falls Mutationen erwu¨nscht sind. Jedoch sind die Dosisschritte selbst
nicht mehr signifikant, also kann eine Steigerung der Wirkung mit Eskalation der Dosis
relativ zur na¨chst niedrigen Dosis nicht erreicht werden.
Um den Ablauf des Algorithmus zu veranschaulichen und die Unterschiede zwischen
dem Hypothesensystem der Potenzmenge, dem aus erscho¨pfenden Indexmengen und
dem auf streng erscho¨pfenden Indexmengen beispielhaft aufzuzeigen, ist in Abbildung
4.7 die Potenzmenge ℘05 fu¨r die fu¨nf Hypothesen dargestellt. Die streng erscho¨pfenden
Indexmengen sind fett gedruckt und die Indexmengen, die zusa¨tzlich nur erscho¨pfend
sind, sind kursiv markiert. Anstelle der 31 Hypothesen der Potenzmenge reduziert sich
1 2 3 4 5
12 13 14 15 23 24 25 34 35
45 123 124 125 134 135 145 234 235 245
345
1234 1235 1245 1345 2345
12345
Abbildung 4.7: Potenzmenge, erscho¨pfende (kursiv) und streng erscho¨pfende Index-
mengen (fett) bei 5 Gruppen
die Anzahl der zu testenden Hypothesen auf 17. Der Ablauf des Algorithmus aus Abbil-
dung 4.16 ohne das vorgeschaltete Holm-Verfahren berechnet die streng erscho¨pfenden
Indexmengen in folgender Folge:
k j Ik K1 SE(Ik) D d K2 Jj streng e. ℘EI
1 1 {1} - {1} ∅ 5 - ∅ ja {1}
2 2 {1,2} - {1,2} ∅ 5 - ∅ ja {1,2}
3 3 {1,2,3} - {1,2,3} ∅ 5 - ∅ ja {1,2,3}
4 4 {1-4} - {1-4} ∅ 5 - ∅ ja {1-4}
5 5 {1-5} - {1-5} ∅ 5 - ∅ ja {1-5}
6 4 {1,2,3,5} - {1,2,3,5} ∅ 5 - ∅ ja {1,2,3,5}
7 3 {1,2,4} - {1,2,4} ∅ 5 - ∅ ja {1,2,4}
8 4 {1,2,4,5} - {1-5} {3} 3 +
9 3 {1,2,5} - {1,2,3,5} {3} 3 +
10 2 {1,3} - {1,3} ∅ 5 - ∅ nein
11 3 {1,3,4} - {1-4} {2} 2 +
...
...
28 2 {4,5} - {4,5} ∅ 5 - ∅ ja {4,5}
29 1 {5} - {5} ∅ 5 - ∅ ja {5}
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4.3.7 Anwendungen zur Bestimmung des HEDS
Um den ho¨chsten effektiven Dosisschritt in einem Dosis-Wirkungs Versuch zu bestim-
men, gibt es in der Literatur eine Vielzahl von Ansa¨tzen. Diese werden im folgenden
vorgestellt und teilweise erweitert. Neben diesen Verfahren la¨ßt sich auch mit einer
auf einseitigen paarweisen Vergleichen basierenden multiplen Testprozedur die HEDS
bestimmen.
Die Verfahren zur HEDS-Bestimmung lassen sich grob unterteilen in Verfahren, die
unter Ordnungsrestriktion gelten und Verfahren ohne Bedingungen an die Alternati-
ve. Die Beschra¨nkung der Alternative ru¨hrt daher, daß bei Dosis-Wirkungs-Versuchen
i.a. davon ausgegangen wird, daß ein Effekt mit steigender Dosierung zunimmt oder
mindestens gleich bleibt. Eine weitere Unterteilung der Verfahren besteht darin, ob sie
auf Zwei-Stichproben-Tests oder allgemeinen Kontrast-Tests basieren. Im Vergleich der
Kontrast-Tests mit den Zwei-Stichproben-Tests haben die Kontrast-Tests den Vorteil
eines gepoolten Varianzscha¨tzers mit gro¨ßerem Freiheitsgrad, was zu kleineren kriti-
schen Werten fu¨hrt. Sind jedoch die Varianzen der einzelnen Dosen inhomogen, so sind
die Ergebnisse der Kontrast-Tests verfa¨lscht, inbesondere wenn ha¨ufig mit steigender
Dosis auch eine Varianz-Zunahme verbunden ist (Brandt 1996). Außerdem ermo¨glicht
die Wahl von Zwei-Stichproben-Tests die Kontrolle des direktionalen Fehlers (Bauer
1994).
Bei einem Dosis-Wirkungs-Versuch ist teilweise nicht nur der HEDS von Interesse,
sondern auch die minimal effektive Dosis (MED). Wu¨rde man beide getrennt aus den
Daten eines Versuchs bestimmen, so mu¨ßte zur Wahrung des multiplen Niveaus eine
α-Adjustierung der Form gemacht werden, daß beide Bestimmungen zum Niveau α/2
erfolgen. Eine simultane Bestimmung von HEDS und MED ist zudem sinnvoll, weil es
fragwu¨rdig ist, einen HEDS zu bestimmen, wenn nicht zumindest eine MED existiert.
Insbesondere ist es in Designs mit einer Kontrolle meist schwerer, die Signifikanz der
einzelnen Dosisschritte zu zeigen, als einige der Unterschiede von ho¨heren Dosen zur
Kontrolle.
Im folgenden seien k verschiedene ansteigende Dosen mit den zugeho¨rigen interessie-
renden Parametern µ1, . . . , µk betrachtet. Typischerweise handelt es sich hierbei um die
Erwartungswerte des gemessenen Effekts. Zur Bestimmung der MED interessieren die
Vergleiche jeder Dosis mit der Kontrolle, hier Dosis 1. Die naheliegenden Hypothesen
haben somit die Gestalt
(MED) HMi : µ1 ≥ µi, i = 2, . . . , k. (4.1)
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Die p-Werte des paarweisen einseitigen Tests fu¨r die Hypothese HMi sei mit pMi be-
zeichnet. Fu¨r die Ermittlung des HEDS sind die Hypothesen
(HEDS) HHi : µi ≥ µi+1, i = 1, . . . , k − 1 (4.2)
von Interesse, wobei die p-Werte mit pHi bezeichnet seien. Die beiden Hypothesensy-
steme sind bis auf die
”
erste“ identische Hypothese HM2 beziehungsweise HH1 disjunkt.
4.3.7.1 Verfahren, die nur den HEDS bestimmen
Parallel zu jedem der beschriebenen Verfahren wird an einem Beispiel das jeweilige
Verfahren illustriert. Der Beispielversuch besteht aus einer Kontrolle (1) und drei Do-
sisgruppen (k = 4). Die p-Werte aus einseitigen t-Tests fu¨r die HEDS-Hypothesen seien
pH1 = 0, 04, pH2 = 0, 015 und pH3 = 0, 02. Getestet wird zu einem multiplen Niveau
von α = 5%.
4.3.7.1.1 Verfahren ohne Ordnungsrestriktion
Adjustierte p-Werte Die einfachste Mo¨glichkeit, das multiple Niveau zu kontrol-
lieren, ist, wie bei Lee und Spurrier (1995) zu finden, die p-Werte pHi mit der Bonfer-
ronischranke α/(k − 1) zu vergleichen. Der ho¨chste signifikante Dosisschritt ist dann
der HEDS. Eine Verbesserung bringt das Holm-Verfahren, das die p-Werte der Gro¨ße
nach ordnet. Die so geordneten p-Werte pM(i) werden dann vom kleinsten aufwa¨rts
mit wachsenden α-Schranken α/(k − i) verglichen, bis der erste Vergleich nicht mehr
signifikant ist. Der ho¨chste der signifikanten Dosisschritte ist dann der HEDS. Eine
Adjustierung anhand der multivariaten t-Verteilung ist theoretisch trennscha¨rfer. Der
Powergewinn ist aufgrund der Struktur der Korrelationsmatrix jedoch nur marginal
(vgl. Hommel 1989, Lee, Spurrier 1995).
Im Beispiel bedeutet das fu¨r die α-Adjustierung nach Bonferroni oder Holm, die p-
Werte der Hypothesen aus (4.1) pH1 = 0, 04, pH2 = 0, 015 und pH3 = 0, 02 zu verwen-
den. Bei der Bonferroni-Adjustierung werden alle p-Werte mit α/3 = 0, 016 verglichen,
demnach wird nur die HypotheseHH2 abgelehnt, und der Dosisschritt von 2 nach 3 wird
als der HEDS erkannt. Beim Holm-Verfahren wird der kleinste p-Wert pH2 = 0, 015
mit α/3 = 0, 016 verglichen, dieser ist signifikant. Damit wird der zweitkleinste p-Wert
pH3 = 0, 02 mit α/2 = 0, 025 verglichen, welcher ebenfalls signifikant ist. Jetzt wa¨re
noch pH1 mit α zu vergleichen; da der ho¨chste Dosisschritt schon signifikant ist, inter-
essiert das Ergebnis an dieser Stelle nicht mehr. Der HEDS ist hierbei der Schritt von
Dosis 3 nach 4.
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Diese Form der
”
Abku¨rzung“ wird eine weitere Verbesserung der α-Schranken ermo¨gli-
chen, was durch eine andere Modellierung der Fragestellung mit speziellen Hypothesen
erreicht wird.
HEDS mit Bauer/Budde Hypothesen Anstelle der Hypothesen in (4.2) werden
hierbei alternativ die folgenden formuliert
H˜Hi : µi ≥ . . . ≥ µk, i = 1, . . . , k − 1 (4.3)
mit den zugeho¨rigen Alternativen
A˜Hi : ∃ i ≤ j ≤ k − 1 : µj < µj+1, i = 1, . . . , k − 1.
Die Idee der folgenden Prozedur geht auf die modifizierte Shaffer-Prozedur (Shaffer
1986) zuru¨ck.
Die Prozedur verwendet die p-Werte der Paarvergleiche zu den Hypothesen aus (4.2),
da sich nach dem union-intersection-Prinzip jedes der H˜Hi dadurch testen la¨ßt, daß die
Hypothesen HHj, j ≥ i betrachtet werden. Im ersten Schritt wird das Minimum aller
p-Werte pHj = min
k−1
1 pHi bestimmt. Ist pHj ≤ α/(k − 1), so werden H˜Hj und alle
H˜Hi mit i < j verworfen. Andernfalls wird keine Nullhypothese verworfen. In jedem
weiteren Schritt verbleiben noch die Hypothesen H˜Hj+1, . . . , H˜Hk−1 zu testen. Ist nun
pHl = min
k−1
j+1 pHi ≤ α/(k− j − 1), so verwerfe man die Hypothesen H˜Hi mit j < i ≤ l.
Dies fu¨hre man solange fort, bis eine Hypothese nicht mehr verworfen werden kann. Ist
die Hypothese H˜l die letzte noch verworfene, so ist der ho¨chste effektive Dosisschritt der
Schritt von Dosis l zu Dosis l+ 1. Daß dieses Verfahren das multiple Niveau bezu¨glich
der Hypothesen (4.3) kontrolliert, ist in Bauer und Budde (1994) gezeigt. Der Beweis
erfolgt u¨ber die Konstruktion eines Abschlußtests.
Fu¨r das Beispiel lauten die Hypothesen
H˜M1 : µ1 ≥ µ2 ≥ µ3 ≥ µ4, H˜M2 : µ2 ≥ µ3 ≥ µ4, H˜M3 : µ3 ≥ µ4.
Im ersten Schritt ist das Minimum aller p-Werte pH2 = 0, 015 < 0, 016. Somit werden
HH1 und HH2 verworfen, und im na¨chsten Schritt verbleibt nur noch pH3, welches mit
α verglichen wird. Bei diesem Verfahren wird der letzte Dosisschritt als HEDS erkannt.
Analog schlagen die Autoren ein Verfahren zur Bestimmung der MED vor, das hier
auch beschrieben wird, da es in eines der neuen Verfahren Eingang findet:
Anstelle der Hypothesen in (4.1) werden die folgenden formuliert:
H˜Mi : µ1 ≥ . . . ≥ µi, i = 2, . . . , k (4.4)
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mit den Alternativen
A˜Hi : ∃ 1 < j ≤ i : µ1 < µj , i = 2, . . . , k.
Auch diese Prozedur verwendet wieder p-Werte aus Paarvergleichen, hier die zu den
Hypothesen aus (4.1). Ebenfalls nach dem union-intersection- Prinzip la¨ßt sich jede
der H˜Mi dadurch testen, daß die Hypothesen HMj, j ≥ i betrachtet werden. Im ersten
Schritt wird das Minimum aller p-Werte pMj = min
k
2 pMi bestimmt. Ist pMj ≤ α/(k−1),
so werden H˜Mj und alle H˜Mi mit i > j verworfen. Andernfalls wird keine Nullhypothese
verworfen. In jedem weiteren Schritt verbleiben noch die Hypothesen H˜M2, . . . , H˜Hj−1
zu testen. Ist nun pMl = min
j−1
2 pMi ≤ α/(k − j − 1), so verwerfe man die Hypothesen
H˜Mi mit l ≤ i < j. Dies fu¨hre man solange fort, bis eine Hypothese nicht mehr verwor-
fen werden kann. Auch hier ließe sich anstelle der Bonferronisierung eine multivariate
t-Verteilung verwenden, was mit dem gleichen Argument wie oben keinen wesentlichen
Powergewinn bringt.
In ihrer Arbeit fordern Bauer und Budde die Monotonie in der Alternative der einzel-
nen Hypothesen, was fu¨r den Fall, daß nur paarweise Tests verwendet werden, nicht
gefordert werden muß. Auf den Originalvorschlag zum Testen der Hypothesen aus (4.4)
wird als na¨chstes eingegangen, da dabei eine monotone Ordnung der Erwartungswerte
in der Alternative unterstellt wird.
4.3.7.2 Verfahren mit Ordnungsrestriktion
Der Begriff
”
Ordnungsrestriktion“ wird hier so aufgefaßt, daß den Erwartungswerten
der einzelnen Behandlungen eine gewisse Ordnung unterstellt wird. Es wird gefordert,
daß die Effekte mit steigender Dosis ansteigen, mindestens jedoch gleich bleiben. Fu¨r
eine Kontrolle (1) und drei aufsteigende Dosen (2,3,4) bedeutet das
µ1 ≤ µ2 ≤ µ3 ≤ µ4.
HEDS nach Bauer/Budde Anstelle der p-Werte der paarweisen Hypothesen (4.1)
verwenden Bauer und Budde (1994) p-Werte von Reverse-Helmert- Kontrasten. Dabei
wird wie folgt vorgegangen: Zum Testen jeder der Hypothesen
H˜Hi : µi ≥ . . . ≥ µk
wird der p-Wert p˜Hi des Kontrasts
c˜Hi = (0, . . . , 0︸ ︷︷ ︸
i−1
,−(k − i), 1, . . . , 1︸ ︷︷ ︸
k−1
)
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verwendet. Mit diesen p-Werten wird nun das Verfahren aus dem Abschnitt HEDS mit
Bauer/Budde Hypothesen durchgefu¨hrt.
Fu¨r das Beispiel mit vier Gruppen lauten die Reverse-Helmert-Kontraste demnach
c˜H1 = (−3, 1, 1, 1),
c˜H2 = (0,−2, 1, 1),
c˜H3 = (0, 0,−1, 1).
Anstatt in diesem Verfahren in jedem Schritt die Bonferronischranke zu benutzen, ließe
sich auch die multivariate t-Verteilung verwenden, was jedoch bei diesen Kontrasten
aufgrund ihrer Unkorreliertheit keinen Vorteil bringen wu¨rde.
Die sechs folgenden Verfahren testen das durch die Hypothesen (4.4) aufgestellte Ab-
schlußtest-System und sind daher Niveau-α-Verfahren, d.h. auf jeder Stufe kann zum
Niveau α getestet werden.
Likelihood-Ratio-Test Zum Testen der Hypothesen H˜Hi la¨ßt sich auch der Like-
lihood-Ratio-Test verwenden, der von Bartholomew (1959) zum Testen von Trend-
hypothesen eingefu¨hrt wurde. Eine ausfu¨hrliche Beschreibung des Tests und seiner
Verteilung findet sich in Bretz (1999) oder Robertson et al (1988).
Test nach Rom et al (1994) Sie betrachten nur Hypothesen der Form Hi,j : µi =
µi+1 = . . . = µj . Sequentiell wird zuerst die Homogenita¨tshypothese fu¨r alle k Mittel-
werte getestet, dann die zwei Hypothesen fu¨r k − 1 aufeinanderfolgende Mittelwerte,
dann die drei Hypothesen fu¨r k − 2 aufeinanderfolgende Mittelwerte usw. , wobei je-
de Hypothese mit einem linearen Kontrast getestet wird. Eine Hypothese wird zum
Niveau α verworfen unter den Bedingungen, daß
i) jede Hypothese, die nicht zum Niveau α verworfen wurde, beibehalten wird, und
ii) jede Hypothese, die von beibehaltenen Hypothesen impliziert wird, ebenfalls bei-
behalten wird, und
iii) jede der Hypothesen Hi1,j1 beibehalten wird, fu¨r die gilt, daß Hi2,j2 beibehalten
wurde und i1 < j1 < i2 < j2 ist.
Anstatt die einzelnen Trendhypothesen mit linearen Kontrasten zu testen, lassen sich
diese auch mit multiplen Kontrasten, wie zum Beispiel den isotonischen Kontrasten
oder dem Likelihood-Ratio-Test testen, da der lineare Kontrast quasi-lineare Dosis-
Wirkungs-Verla¨ufe annimmt.
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4.3.7.3 Verfahren, die zusa¨tzlich MED-Hypothesen betrachten
Wie anfangs erwa¨hnt, kann es von Interesse sein, gleichzeitig MED und HEDS im selben
Versuch zu bestimmen. Auch wenn nur der HEDS gesucht wird, kann es trotzdem
vorteilhaft sein, die MED Hypothesen zusa¨tzlich zu betrachten, da diese insbesondere
bei einem monotonen Dosis-Wirkungseffekt
”
leichter“ zu zeigen sind. In den Verfahren
betrachtet man dann die dementsprechenden Elementarhypothesen nicht mehr. Testet
man den HEDS mit dem einseitigen Studentized-Range-Test nach Hayter (1990), so
werden die MED Hypothesen automatisch mitgetestet.
4.3.7.3.1 Verfahren ohne Ordnungsrestriktion
One-sided Studentized-Range-Test Dieser Test ist ein simultaner, einseitiger All-
paar-Vergleich in der Form, daß die als Gruppe 1 ausgezeichnete Dosis mit allen wei-
teren Dosen einseitig auf Anstieg getestet wird. Die Gruppe 2 wird mit allen ho¨heren
Gruppen verglichen, usw. Bei der Durchfu¨hrung des Tests ist daher darauf zu achten,
wie die Gruppen/Dosen zu ordnen sind, damit auch die interessierenden Hypothesen
getestet werden.
MED und HEDS im Abschlußtest Betrachten wir zu den HEDS Hypothesen
die MED Hypothesen mit, so la¨ßt sich ein Abschlußtest mit den Hypothesen (4.1) und
(4.2) als Elementarhypothesen konstruieren. Werden die redundanten Hypothesen nicht
ausgeschlossen, so ist schon fu¨r k = 4 das Hypothesensystem nicht mehr u¨bersichtlich
darstellbar, wa¨hrend das
”
verscha¨rfte“ Hypothesensystem weniger Schnitt- und Parti-
tionshypothesen insgesamt sieben Hypothesen (davon zwei Elementarhypothesen) we-
niger entha¨lt. Mit den Bezeichnungen: a ∼ µ1 ≥ µ2, b ∼ µ1 ≥ µ3, c ∼ µ1 ≥ µ4,
d ∼ µ2 ≥ µ3, e ∼ µ3 ≥ µ4 ergeben sich die Hypothesen aus Tabelle 4.6: In der glei-
chen Weise la¨ßt sich aus den Bauer/Budde-Hypothesen (4.4) und (4.3) ein AT-System
konstruieren.
MED und HEDS mit Bauer/Budde-Hypothesen Bei der Bildung des AT-
Systems treten zusa¨tzlich Partitionshypothesen auf. Diese setzen sich immer aus einer
MED und einer HEDS Hypothese dergestalt zusammen:
µ1 ≥ . . . ≥ µi ∧ µj ≥ . . . ≥ µk, i < j.
Testet man nun wieder mit den paarweisen Tests, so hat fu¨r k = 4 das AT-System die
Form aus Abbildung 4.9. An den Hypothesen steht zusa¨tzlich, mit welchem Niveau der
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a ab abc abcd abcde
b ac abd abce
c ae ace bcde
d bc bcd
e bd bce
be cde
cd
ce
de
Tabelle 4.6: Abschlußtest fu¨r MED und HEDS simultan, k = 4.
Fett gedruckt sind die redundanten Hypothesen.
µ1≥µ2,µ4, µ3≥µ4 (
α
3
) µ1≥µ2,µ3,µ4 (
α
3
) µ1≥µ2≥µ3 (
α
3
)µ1≥µ3,µ4, µ2≥µ3 (
α
3
) µ1≥µ4 µ2≥µ3≥µ4 (
α
3
)
µ1≥µ2≥µ3, µ1≥µ4 (
α
4
)µ1≥µ2, µ1≥µ3≥µ4 (
α
4
) µ2≥µ3, µ1≥µ3≥µ4 (
α
4
)
µ1≥µ2≥µ3≥µ4 (
α
5
)
µ1≥µ2, µ3≥µ4 (
α
3
) µ1≥µ2,µ3 (
α
3
) µ1,µ2≥µ3 (
α
3
) µ1,µ3≥µ4 (
α
3
) µ2≥µ3≥µ4 (
α
3
)
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Abbildung 4.8: Abschlußtest, k = 4, in Klammern steht das lokale Niveau, zu dem der
minimale p-Wert getestet wird.
µ1 ≥ µ2 ≥ µ3 (α3 ) µ1 ≥ µ2, µ3 ≥ µ4 (α2 ) µ2 ≥ µ3 ≥ µ4 (α2 )
µ1 ≥ µ2 ≥ µ3 ≥ µ4(α5 )
✦✦
✦✦
✦✦
✦✦
✦✦
✦❛❛❛❛❛❛❛❛❛❛❛❛
µ1 ≥ µ2 (α) µ3 ≥ µ4 (α)
✱
✱
✱
✱
✱
✱❧
❧
❧
❧
❧❧✱✱
✱
✱
✱✱❧
❧
❧
❧
❧❧
Abbildung 4.9: Abschlußtest mit den Bauer/Budde Hypothesen, k = 4, in Klammern
steht das lokale Niveau, zu dem der minimale p-Wert getestet wird.
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minimale p-Wert der enthaltenen Elementarhypothesen verglichen werden muß. Dabei
liegt der HEDS genau dann bei dem Schritt 2→ 3, wenn die unterstrichenen Hypothe-
sen ablehnt werden, und der Test fu¨r die Hypothese µ3 ≥ µ4 nicht ablehnt. Fu¨r k = 5
ergibt sich das Hypothesensystem aus Abbildung 4.10. Hier mu¨ssen die unterstrichenen
µ1≥µ2 (α) µ4≥µ5 (α)
µ1≥µ2≥µ3 (α3 ) µ1≥µ2, µ4≥µ5 (
α
2
) µ3≥µ4≥µ5 (α2 )
µ1≥µ2≥µ3≥µ4 (α5 ) µ1≥µ2≥µ3, µ4≥µ5 (
α
4
) µ1≥µ2, µ3≥µ4≥µ5 (
α
3
) µ2≥µ3≥µ4≥µ5 (α3 )
µ1≥µ2≥µ3≥µ4≥µ5 (α7 )
✚
✚
✚
✚
✚✚
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◗
◗
◗
◗◗
✑
✑
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◗
◗
◗
◗
◗◗✘✘✘
✘✘✘
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Abbildung 4.10: Abschlußtest mit den Bauer/Budde-Hypothesen, k = 5, in Klammern
steht das lokale Niveau, zu dem der minimale p-Wert getestet wird.
Hypothesen abgelehnt werden, damit der HEDS bei 2 → 3 liegt, und die Hypothesen
µ3 ≥ µ4 ≥ µ5 und µ4 ≥ µ5 du¨rfen nicht abgelehnt werden. Fu¨r den HEDS bei 3 → 4
mu¨ssen die u¨berstrichenen Hypothesen abgelehnt werden, und die Hypothese µ4 ≥ µ5
darf nicht verworfen werden.
Anstatt dieses komplexe System zu verwenden, was vor allem ohne Rechnerunterstu¨tzung
in der Praxis zu undurchsichtig ist, wandele man das Bauer/Budde-Verfahren zur
HEDS-Bestimmung nur auf der ersten Stufe ab. Anstatt beim Globaltest nur das Mi-
nimum der p-Werte der HEDS Hypothesen (4.2) zu bilden, nehme man auch noch die
p-Werte der MED-Hypothesen (4.1) hinzu. Dieses Minimum wird dann zur Bonferro-
nischranke α/(2k − 3) getestet. Liegt hier Signifikanz vor, so verfahre man weiter wie
beim Ausgangsverfahren von Seite 105.
Die drei in diesem Abschnitt beschriebenen Abschußtestverfahren vereinfachen sich,
wenn der Alternative eine Ordnung unterstellt wird.
4.3.7.3.2 Verfahren unter Ordnungsrestriktion Unter Ordnungsrestriktion ver-
einfacht sich einerseits das AT-System, und zum anderen lassen sich einige Hypo-
thesen zu ho¨heren α-Schranken testen. Im Fall von k = 4 vereinfacht sich das Sy-
stem aus Abbildung 4.8 zu dem in Abbildung 4.11 dargestellten. Es wird insbesondere
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die Globalhypothese zum vollen α -Niveau getestet. Sind die beiden gro¨ßten Spru¨nge
µ2 ≥ µ3 ≥ µ4 (α2 ) µ1 ≥ µ3 (α) µ1 ≥ µ2, µ3 ≥ µ4 (α2 )
µ2 ≥ µ3 (α) µ1 ≥ µ2 (α) µ3 ≥ µ4 (α)
µ1 ≥ µ4 (α)
✦✦
✦✦
✦✦
✦✦
✦✦
✦❛❛❛❛❛❛❛❛❛❛❛❛
❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
✏✏✏✏✏✏✏✏✏✏✏✏
✏✏✏✏✏✏✏✏✏✏✏✏
Abbildung 4.11: Abschlußtestsystem bei geordneten Alternativen, k = 4, in Klammern
steht das lokale Niveau, zu dem der minimale p-Wert getestet wird.
(µ1 ↔ µ4, µ1 ↔ µ3) u¨berhaupt signifikant, so werden in diesem System die drei HEDS-
Hypothesen zu maximal α/2 anstelle zu α/3 getestet, wie es bei Bonferronisierung oder
beim Holm-Verfahren der Fall wa¨re. Dies ist zum Beispiel der Fall, wenn bei gleichen
Fallzahlen und gepoolter Varianz der Effekt mit der Dosis ansteigt. Hat zudem die
Hypothese HH3 den kleinsten p-Wert unter den HEDS-Hypothesen, so wu¨rden die an-
deren beiden Dosisschritte je zu α getestet werden, selbst wenn dies in der Praxis nicht
unbedingt von Interesse ist, da die HEDS schon gefunden ist.
Im Fall von 5 Dosisstufen erha¨lt man das AT-System aus Abbildung 4.12. Auch hier
zeigt sich, daß die erste HEDS zu α/3 und nicht zu α/4 getestet wird, wenn der Sprung
(µ1 ↔ µ5) zum Niveau α signifikant ist.
Beim abgewandelten Bauer/Budde-Verfahren a¨ndert sich nur, daß die Globalhypothese
der
”
letzten“ MED-Hypothese HMk zu α getestet wird.
4.3.7.4 Vergleich der verschiedenen Verfahren
Die Power der richtigen HEDS-Entscheidung wird fu¨r vier Gruppen durch eine Simu-
lationsstudie fu¨r alle beschriebenen Verfahren bestimmt. Alle mo¨glichen Erwartungs-
wertprofile, die zu den drei HEDS-Entscheidungen fu¨hren ko¨nnen, sind in Abbildung
4.13 aufgelistet, wobei in den Profilen g,h,j,k,l,n,o,p,q noch die Gro¨ße der Spru¨nge vari-
ieren kann, so daß die p-Werte verschieden geordnet sein ko¨nnen. Die unterschiedlichen
p-Wert-Ordnungen sind in Tabelle 4.7 angegeben. Bei den Simulationen ist der zu ent-
deckende HEDS bei der Fallzahl 10 zu 1.25 gewa¨hlt, was einer Power von 73% bei einem
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µ1≥µ2 (α) µ4≥µ5 (α) µ3≥µ4 (α) µ2≥µ3 (α)
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Abbildung 4.12: Abschlußtestsystem bei geordneten Alternativen, k = 5, in Klammern
steht das lokale Niveau, zu dem der minimale p-Wert getestet wird.
Profil
g) p12 < p23, p23 < p12
h) p12 < p23 < p14, p23 < p12 < p14, p12 < p14 < p23, p23 < p14 < p12
p14 < p12 < p23, p14 < p23 < p12
j,l,o) p12 < p34, p34 < p12
p) p12 < p23 < p34, p23 < p12 < p34, p12 < p34 < p23, p23 < p34 < p12
p34 < p12 < p23, p34 < p23 < p12
k,n,q) p23 < p34, p34 < p23
Tabelle 4.7: Mo¨gliche Anordnungen fu¨r die p-Werte der paarweisen Vergleiche fu¨r die
Profile aus Abb. 4.13, wobei mit pij der p-Wert eines beliebigen Tests fu¨r den Vergleich
der beiden Gruppen i und j bezeichnet ist
einzelnen Test entspricht. Die in den Simulationen gewa¨hlten Mittelwertkonstellationen
sind im Anhang A.1 aufgelistet, ebenso die vollsta¨ndigen simulierten Wahrscheinlich-
keiten fu¨r die richtige Scha¨tzung, wie auch die U¨ber- oder Unterscha¨tzung des HEDS.
Ein Großteil der hier beschriebenen Verfahren trifft seine Entscheidungen basierend
auf den p-Werten von Paarvergleichen. Hierbei ist zu beachten, daß die Ordnung der
p-Werte nur dann Ru¨ckschlu¨sse auf die Ordnung der Erwartungswerte zula¨ßt, wenn die
Fallzahl in allen Gruppen gleich ist und ein gemeinsamer Varianzscha¨tzer verwendet
wird. Unter Ordnungsrestriktion sieht man, daß bei allen Profilen der Test von Bauer
und Budde die ho¨chste Power besitzt. Dagegen sind die beiden Abschlußtests mit Po-
werverlusten zwischen 5 und 20% deutlich schlechter. Diese Unterlegenheit ist auf die
Empfindlichkeit des Globaltests zuru¨ckzufu¨hren, der nur die Hypothese µ1 ≥ µ4 testet,
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q)
µ1 µ2 µ3 µ4
m)
µ1 µ2 µ3 µ4
n) o) p)
µ1 µ1 µ1µ2 µ2 µ2µ3 µ3 µ3µ4 µ4 µ4
i)
µ1 µ2 µ3 µ4
j) k) l)
µ1 µ1 µ1µ2 µ2 µ2µ3 µ3 µ3µ4 µ4 µ4
HEDS bei (3,4)
d)
µ1 µ2 µ3 µ4
e) f) g)
µ1 µ1 µ1µ2 µ2 µ2µ3 µ3 µ3µ4 µ4 µ4
h)
µ1 µ2 µ3 µ4
a)
µ1 µ2 µ3 µ4
b) c)
µ1 µ1µ2 µ2µ3 µ3µ4 µ4
HEDS bei (2,3):
HEDS bei (1,2):
Abbildung 4.13: Erwartungswertprofile, k = 4
was sich darin zeigt,daß die beiden AT-Varianten ohne Ordnungsrestriktion in fast allen
Fa¨llen eine ho¨here Power als die mit Ordungsrestriktion haben. Insbesondere fa¨llt auf,
daß der von Rom et al (1994) vorgeschlagene Test bei dem Stepprofil µ1 < µ2 = µ3 = µ4
total zusammenbricht, was aus dem Test fu¨r die Hypothese µ2 = µ3 = µ4 zu sehen ist.
Da hier der lineare Kontrasttest nicht ablehnt, kann aufgrund der angegebenen Bedin-
gungen kein effektiver Dosisschritt mehr gefunden werden. Fu¨r alle Verfahren ist die
Wahrscheinlichkeit, den HEDS zu unterscha¨tzen, falls dies aufgrund des Erwartungs-
wertprofils mo¨glich ist zwischen 10% und 20% teilweise sogar noch ho¨her. Bei Profilen,
in denen die Mittelwerte nicht monoton in der Dosis sind, haben sowohl die beiden AT-
Varianten als auch das Verfahren von Rom einen totalen Powerzusammenbruch. Bei
den Profilen k und l, die durchaus in der Praxis realistisch sind, haben alle Verfahren
eine u¨ber 10% liegende Chance, den HEDS zu unterscha¨tzen.
Fu¨r die Tests ohne Ordnungsrestriktion fa¨llt auf, daß der Hayter-Test die geringste
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Power hat, wohingegen das abgewandelte Verfahren von Bauer und Budde die ho¨chste
Power aufweist. Zusammenfassend la¨ßt sich sagen, daß unter Ordnungsrestriktion der
Test von Bauer und Budde zu empfehlen ist und bei beliebiger Alternative das ab-
gewandelte Bauer/Budde-Verfahren, wobei es bei allen Verfahren Situationen gibt, in
denen die Chance der U¨berscha¨tzung des wahren HEDS u¨ber 20% liegt.
4.3.8 Einseitige verschobene Hypothesen
Bis jetzt wurden nur einseitige Nullhypothesen der Form H〈i,j〉 : µi ≥ µj betrachtet. Im
folgenden wird die entwickelte Methodik auf Nullhpothesen der Form H[i,j] : µi ≥ µj+δ
erweitert. D.h., es werden Nullhypothesen der Form H〈i,j〉 : µi ≥ µj und H[i,j] : µi ≥
µj + δ zugelassen. Hierbei ist gefordert, daß der Verschiebeparameter δ fu¨r alle Hypo-
thesen gleich und, oBdA > 1 ist. Somit lassen sich insbesondere Systeme paarweiser
Hypothesen, die A¨quivalenzhypothesen beinhalten, abbilden. Entsprechend der Vorge-
hensweise in den Abschnitten 4.3.3 und 4.3.4 wird zuerst gezeigt, wie fu¨r eine beliebige
Indexmenge ihre kleinste sie umfassende erscho¨pfende Indexmenge bestimmt werden
kann. In einem zweiten Schritt wird dann gezeigt, wie sich fu¨r eine erscho¨pfende Index-
menge u¨berpru¨fen la¨ßt, ob sie streng erscho¨pfend ist. Eine weitere technische Forderung
ist, daß fu¨r den Vergleich zweier Mittelwerte µi und µj entweder eine Hypothese der
Form H〈i,j〉 : µi ≥ µj getestet werden soll oder eine beliebige Auswahl der verschobenen
Hypothesen H[i,j] : µi ≥ µj+δ und H[j,i] : µj ≥ µi+δ. (Beide verschobenen Hypothesen
wu¨rden fu¨r einen A¨quivalenznachweis beno¨tigt werden.)
La¨ßt man verschobene Nullhypothesen zu, so tritt zusa¨tzlich der Effekt auf, daß Schnit-
te von Elementarhypothesen leer sein ko¨nnen. Zum Beispiel tritt dies beim A¨quivalenz-
test fu¨r zwei Gruppen auf. µ1 ≥ µ2 + δ, µ2 ≥ µ1 + δ ⇒ µ1 ≥ µ1 + 2δ (W!), d.h., der
Schnitt der beiden einseitigen Nullhypothesen ist leer.
4.3.8.1 Bestimmung der kleinsten umfassenden erscho¨pfenden Indexmen-
ge
Fu¨r eine beliebige Indexmenge I seien die in den Nullhypothesen vorkommenden Mit-
telwerte mit µ1, . . . , µk bezeichnet. Die in I enthaltenen Nullhypothesen lassen sich
schreiben als H[i,j] : µi ≥ µj + ρij · δ, mit ρij ∈ {0, 1} und i, j ∈ {1, . . . , k}.
Fu¨r zwei Nullhypothesen der Art µ1 ≥ µ2 + ρ12 · δ und µ2 ≥ µ3 + ρ23 · δ ergibt sich
dann folgender Schluß: µ1 ≥ µ2 + ρ12 · δ ≥ µ3 + (ρ12 + ρ23)δ. Allgemein haben so alle
in I implizierten Hypothesenungleichungen, die keine Zyklen enthaltenden, die Form
µi1 ≥ µio + δ
o−1∑
j=1
ρij ij+1 := µio + δ · a fu¨r ij 6= im (j,m < o), io 6= ij (j > 1). (4.5)
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(Die sich ergebende Hypothesenungleichung kann ein Zyklus sein!) Man betrachte zu-
erst den Fall io 6= i1: Existiert in Il keine Elementarhypothese der Art µi1 ≥ µio+ρi1io ·δ,
so stellt die Ungleichung (4.5) einen nichtleeren Schnitt von Elementarhypothesen dar
und hat keine weitere Auswirkung auf die Indexmenge I. Ist in Il eine Elementarhypo-
these der Art H[i1,io] : µi1 ≥ µio+ρi1io ·δ vorhanden, so mu¨ssen zwei Fa¨lle unterschieden
werden. Ist a ≥ ρi1io , so gilt µi1 ≥ µio + aδ ⇒ µi1 ≥ µio + ρi1io · δ. D.h., die Elemen-
tarhypothese H[i1,io] wird von den Elementarhypothesen aus I impliziert. Ist hingegen
a < ρi1io , so wird H[i1,io] nicht von der Ungleichung (4.5) impliziert.
Ist io = i1, liegt also ein Zyklus vor, so liegt fu¨r a > 0 ein Widerspruch vor. Die Index-
menge repra¨sentiert demnach die leere Menge und ist im Abschlußtestsystem nicht zu
betrachten. Andernfalls ist (4.5) eine immer wahre Ungleichung. Zur Bestimmung von
SE(I) haben wir somit den Algorithmus
i) Setze: Il = INl Indexmenge aller Elementarhypothesen (Indexmenge der Global-
hypothese).
ii) Sei I ⊂ INl die Indexmenge, fu¨r die SE(I) zu bestimmen ist. Nehme die zugeho¨ri-
gen Paare von Indizes 〈im, jm〉 mit m ∈ I. SE(I) = I.
iii) Bilde alle mo¨glichen Ungleichungsketten µk0 ≥ . . . ≥ µkp + δ
∑
ρm mit kr−1 =
im, kr = jm wobei m ∈ I ist (r=1, . . . p).
iv) Fu¨r jede Ungleichungskette H[io,...,ip] : µio ≥ . . . ≥ µip + δ · a pru¨fe, ob ip = io ist.
- Ja: Ist a > 0, dann liegt ein Widerspruch vor und die Indexmenge ist nicht
zula¨ssig; andernfalls fahre mit der na¨chsten Ungleichungskette fort.
- Nein: Ist in Il keine Elementarhypothese der Form µio ≥ µip + ρioip · δ
vorhanden, so fahre mit der na¨chsten Ungleichungskette fort. Andernfalls:
– a ≥ ρioip : Fu¨ge die Elementarhypothese H[io,ip] bzw. H〈io,ip〉 zu SE(I)
hinzu.
– a < ρioip: Fahre mit der na¨chsten Ungleichungskette fort.
Schritt iv) des Algorithmus la¨ßt sich noch dahingehend vereinfachen, daß fu¨r jede
Ungleichungskette von µio nach µip nur die mit maximalem a zu u¨berpru¨fen ist.
Zur Abbildung des Problems auf einen Digraphen identifiziere man wie in Abschnitt
4.3.1 die Erwartungswerte mit den Knoten und die Hypothesen H〈i,j〉 bzw.H[i,j] mit den
Pfeilen von i nach j. Zusa¨tzlich wird jeder Pfeil, der eine Hypothese H〈i,j〉 repra¨sentiert,
mit dem Gewicht 1, jeder der eine Hypothese H[i,j] repra¨sentiert mit dem Gewicht δ
versehen. So entspricht dem Hypothesensystem H1 : µ1 ≥ µ2+δ, H2 : µ2 ≥ µ1+δ, H3 :
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Abbildung 4.14: Graph mit gewichteten Pfeilen
µ1 ≥ µ3, H4 : µ2 ≥ µ3 der gewichtete Digraph aus Abbildung 4.14. Die Adjazenzmatrix
U fu¨r solch einen Digraphen setze man hier so, daß fu¨r jeden Pfeil sein Gewicht in die
Adjazenzmatrix eingetragen wird. Die Adjazenzmatrix fu¨r den Beispieldigraphen lautet
demnach: 
 0 δ 1δ 0 1
0 0 0

 .
In Abwandlung des Algorithmus zur Bestimmung der kritischen Wege (CPM-Algorithmus
Neumann, Morlock 1993), definiere man die folgenden Operationen fu¨r die quadrati-
schen Matrizen A,B gewichteter Digraphen.
A⊘B := (max{aij , bij})i,j=1,...,k
A⊙B := (cij)i,j=1,...,k mit cij = kmax
l=1
{ail ◦ blj} (4.6)
Wobei a ◦ b definiert ist durch
◦ 0 1 δ2
0 0 0 0
1 0 1 δ2
δ1 0 δ1 δ1 + δ2
Lemma 4.14
Sei A = U(I) die Adjazenzmatrix eines gewichteten Digraphen mit k Knoten zur
Indexmenge I ⊂ Il und U = U(Il) die Adjazenzmatrix der Globalhypothese. Aus der
Matrix
R˙g(A) := A⊘ (A⊙A)⊘ (A⊙ A⊙ A)⊘ . . .⊘ (A⊙ · · · ⊙ A︸ ︷︷ ︸
kmal
)
lassen sich dann folgende Informationen ablesen:
- Aus den Diagonalelementen rii von R˙g(A):
– Ist mindestens ein rii > 1, so sind die Nullhypothesen der Indexmenge, die
zu dem Graphen geho¨rt, widerspru¨chlich.
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- Aus den restlichen Elementen rij, i 6= j von R˙g(A):
– Ist 0 < uij ≤ rij , so wird die dem Pfeil von i nach j entsprechende Elemen-
tarhypothese von den in I enthaltenen Hypothesen impliziert.
Mit Lemma 4.14 ergibt sich folgender, zur Implementierung geeigneter Algorithmus
zur Bestimmung der Menge SE(I):
i) Sei Il = INl die Indexmenge aller Elementarhypothesen und I die Indexmenge,
zu der SE(I) zu bestimmen ist.
ii) Setze U(Il) als die Adjazenzmatrix zu Il und U(I) als die Adjazenzmatrix zu I.
iii) Berechne R˙g(U(I)) und u¨berpru¨fe Bedingungen aus Lemma 4.14. Ist mindestens
ein Diagonalelement von R˙g(U(I)) > 1, so ist I nicht weiter zu betrachten.
iv) SE(I) besteht zusa¨tzlich aus allen Hypothesen, die nach Schritt iii) impliziert
wurden.
Fu¨r das obige Beispiel ergeben sich so R˙g(U(Il)) und R˙g(U({1, 3})) zu:
U(Il) =

 0 δ 1δ 0 1
0 0 0

 U({1, 3}) =

 0 δ 00 0 1
0 0 0


R˙g(U(Il)) =

 0 δ 1δ 0 1
0 0 0

⊘

 2δ 0 δ0 2δ δ
0 0 0

⊘

 0 3δ 2δ3δ 0 2δ
0 0 0


=

 2δ 3δ 2δ3δ 2δ 2δ
0 0 0


R˙g(U({1, 3})) =

 0 δ 00 0 1
0 0 0

⊘

 0 0 δ0 0 0
0 0 0

⊘

 0 0 00 0 0
0 0 0


=

 0 δ δ0 0 1
0 0 0


Da in R˙g(U(Il)) zwei Diagonalelemente gro¨ßer als 1 sind, ist die Globalhypothese die
leere Menge. Weiterhin ist die Indexmenge {1, 4} nicht erscho¨pfend, da sie die Elemen-
tarhypothese H3 impliziert; die kleinste {1, 4} umfassende erscho¨pfende Indexmenge
ist demnach {1, 3, 4}.
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4.3.8.2 U¨berpru¨fung der Forderung, streng erscho¨pfend zu sein
Entsprechend der Definition 4.2 ist eine Indexmenge SE(I) streng erscho¨pfend, wenn
genau alle in ihr enthaltenen Elementarhypothesen wahr sein ko¨nnen. Das bedeutet,
daß alle anderen Elementarhypothesen falsch sein mu¨ssen. Im folgenden ist also der Fall
betrachtet, daß alle Nullhypothesen aus SE(I) wahr sind, und alle Nullhypothesen aus
Il \ SE(I) falsch sind. Entsprechend ko¨nnen vier verschiedene Typen von Hypothesen
auftreten:
i) H〈i,j〉 : µi ≥ µj
ii) A〈j,i〉 : µi < µj
iii) H[i,j] : µi ≥ µj + δ
iv) A[j,i] : µi < µj + δ ⇔ µi − δ < µj
Zur Beantwortung der Frage, ob eine erscho¨pfende Indexmenge streng erscho¨pfend ist,
betrachte man den gewichteten Digraphen, in dem jeder Knoten einem Mittelwert ent-
spricht und die Pfeile die Bewertungen aus Tabelle 4.8 enthalten. Tritt hierbei der
Hypothese Pfeil Bewertung
H〈i,j〉 : µi ≥ µj von i nach j 1
A〈j,i〉 : µi < µj von j nach i a
H[i,j] : µi ≥ µj + δ von i nach j δ
A[j,i] : µj > µi − δ von j nach i −δ
Tabelle 4.8: Hypothesen mit zugeho¨rigen Pfeilen und Bewertungen
Fall auf, daß ein Pfeil die Bewertungen δ und −δ bekommen wu¨rde, so wird er mit δ
bewertet. Dieser Fall kann genau dann auftreten, wenn in Il ein Nullhypothesenpaar
der Art H[i,j] : µi ≥ µj + δ, H[j,i] : µj ≥ µi + δ enthalten ist und nur eine der beiden
Hypothesen in SE(I) auftritt. Sei oBdA H[i,j] ∈ SE(I), dann lauten die beiden sich
ergebenden Hypothesen µi ≥ µj + δ und µi > µj − δ. Der Schnitt beider Hypothesen
ist somit H[i,j] : µi ≥ µj + δ.
Analog zu den U¨berlegungen in Abschnitt 4.3.4 kann nur dann ein Widerspruch, und
damit ein leerer Schnitt, auftreten, wenn in dem gewichteten Digraphen ein Zyklus
enthalten ist, wobei jeder mo¨gliche Zyklus ein potentieller Widerspruch ist. Dafu¨r be-
trachte man einen Zyklus und dessen Pfeilbewertungen. Sind die Pfeile nur mit 1’en und
a’s bewertet, so liegen die Situationen aus Abschnitt 4.3.4 vor. D.h., sind alle Pfeile mit
1 bewertet, so liegt kein Widerspruch vor; ist mindestens einer mit einem a bewertet,
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so liegt ein Widerspruch vor. Betrachte nun den Fall, daß außer 1’en und a’s genau ein
Pfeil mit δ bewertet sei, die zugeho¨rige Hypothese sei µi ≥ µj+δ. Die sich aus den rest-
lichen Pfeilen ergebende Hypothesenkette hat die Form µj ≥ . . . ≥ µi, wobei manche
der Ungleichungen echte sein ko¨nnen. Als Schnitt ergibt sich so: µj ≥ . . . ≥ µi ≥ µj+ δ
(W!). Analog ergeben sich Widerspru¨che, wenn mehrere Kanten mit δ bewertet sind.
Sei in dem Zyklus genau eine Kante mit −δ bewertet und alle restlichen mit 1’en und
a’s. Die entsprechende Hypothese sei µi > µj − δ. Ist die Hypothesenkette der restli-
chen Pfeile so benannt wie oben, erhalten wir eine widerspruchsfreie Hypothesenkette
µj ≥ . . . ≥ µi ≥ µj − δ. Ist zusa¨tzlich ein Pfeil mit δ bewertet, so erha¨lt man die
widerspru¨chliche Kette µj ≥ . . . ≥ µi > µj (W!). Allgemein sieht man, daß die Hy-
pothesenkette dann widerspru¨chlich ist, wenn die Anzahl der mit δ bewerteten Pfeile
ho¨her ist als die der mit −δ bewerteten.
Zusammengefaßt ergibt sich, daß eine erscho¨pfende Indexmenge genau dann streng
erscho¨pfend ist, wenn ihr zugeho¨riger bewerteter Digraph keine Zyklen entha¨lt, in de-
nen mindestens ein Pfeil mit einem a bewertet ist und in keinem Zyklus die Anzahl der
mit δ bewerteten Pfeile ho¨her ist als die der mit −δ bewerteten. Bei dem zu lo¨senden
Problem handelt es wiederum um die Bestimmung kritischer Pfade, hier Zyklen. Fu¨r
die Operation ⊙ aus (4.6) wird die Verknu¨pfungsmatrix von ◦ erweitert zu:
◦ 0 1 a −b2δ b2δ
0 0 0 0 0 0
1 0 1 a −b2δ b2δ
a 0 a a −b2δ b2δ
−b1δ 0 −b1δ −b1δ −(b1 + b2)δ (b2 − b1)δ∗
b1δ 0 b1δ b1δ (b1 − b2)δ∗ (b1 + b2)δ
∗ ist |b1 − b2| = 0, so setze (b1 − b2)δ = a bzw. (b2 − b1)δ = a
Zur Vervollsta¨ndigung der Definition der
”
Addition“ ⊘ sind die Pfeilbewertungen wie
folgt geordnet:
−bδ < 0 < a < bδ, b ∈ IN
Diese Anordnung folgt aus den Implikationen
µi ≥ µj + bδ ⇒ µi > µj ⇒ µi ≥ µj ⇒ µi > µj − δ
Lemma 4.15
Sei A = U(SE(I)) die Adjazenzmatrix eines gewichteten Digraphen mit k Knoten
zur erscho¨pfenden Indexmenge SE(I) ⊂ Il und U = U(Il) die Adjazenzmatrix der
Globalhypothese. Ist mindestens ein Diagonalelement der Matrix
R˙g(A) := A⊘ (A⊙ A)⊘ (A⊙ A⊙ A)⊘ . . .⊘ (A⊙ · · · ⊙A︸ ︷︷ ︸
kmal
)
120 KAPITEL 4. LOGISCHE ABHA¨NGIGKEITEN
gleich a oder ein Vielfaches von δ, so ist SE(I) nicht streng erscho¨pfend.
Der Algorithmus von Seite 117 wird so noch um die folgenden Schritte erweitert:
vi) Stelle die zu SE(I) geho¨rige Adjazenzmatrix U mit den Pfeilbewertungen aus
Tabelle 4.8 auf.
vii) Berechne R˙g(U); ist mindestens ein Diagonalelement gleich a oder ein positiv
Vielfaches von δ, so ist SE(I) nicht streng erscho¨pfend.
4.3.9 Beispiel einer Studie mit je einer Negativ- und Positiv-
Kontrolle
Im Rahmen einer Studie mit einem Kalziumkanal-Blocker fu¨r Patienten mit chronischer
Agina pectoris wurde ein neues Medikament getestet3. Neben dem Medikament in
drei Dosierungen 50, 100 und 150mg wurden eine Plazebogruppe (0) und eine aktive
Kontrollgruppe (a), behandelt mit Amlodipine, in das Versuchsdesign aufgenommen.
Zur Demonstration des Verfahrens aus dem vorhergegangenen Abschnitt seinen hier
die folgenden Fragestellungen von Interesse: Zum einen wird gefragt, welche der Dosen
besser ist als das Plazebo. Weiter interessiert, welche der Dosen a¨quivalent zur aktiven
Kontrolle sind, hierbei sei die A¨quivalenzgrenze δ = 30 Einheiten der gemessenen
Gro¨ße. (Diese Hypothesen wurden auch in Bauer et al (1998) aufgestellt). Zusa¨tzlich
wird hier noch gefragt, ob die aktive Kontrolle besser als die Plazebobehandlung ist.
Mit den Bezeichungen µi (i = 50, 100, 150) fu¨r die Effekte der Dosisgruppen und µ0
bzw. µa fu¨r die Effekte des Plazebos bzw. der aktiven Kontrolle sind die folgenden
Hypothesen zu testen:
H〈0,50〉 : µ0 ≥ µ50 ,
H〈0,100〉 : µ0 ≥ µ100,
H〈0,150〉 : µ0 ≥ µ150,
H〈0,a〉 : µ0 ≥ µa,
H[a,50] : µa ≥ µ50 + δ,
H[a,100] : µa ≥ µ100 + δ,
H[a,150] : µa ≥ µ150 + δ.
Die Mittelwerte, Standardabweichungen und Fallzahlen der einzelnen Behandlungs-
gruppen sind:
Als gepoolte Standardabweichung erha¨lt man aus den Daten σˆ = 82, 9.
Die p-Werte der einzelnen t-Tests ergeben sich somit zu:
3Die Daten stammen aus der Arbeit von Bauer et al (1998).
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Behandlung
0 50 100 150 a
x¯ 57,5 76,8 109,5 105,3 67,3
σˆ 75,0 75,5 87,1 85,7 90,1
n 62 60 60 60 59
Tabelle 4.9: Mittelwerte, Streuungen und Fallzahlen der einzelnen Behandlungen
p(6):=p〈0,50〉 =0, 1,
p(3):=p〈0,100〉=0, 0001,
p(4):=p〈0,150〉=0, 0007,
p(7):=p〈0,a〉 =0, 26,
p(5):=p[a,50] =0, 0049,
p(2):=p[a,100]=0, 0001,
p(1):=p[a,150]=0, 0001.
Als multiples Niveau sei α = 5% gewa¨hlt. Der zugeho¨rige Graph zur Globalhypothese
hat dann die Form:
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✛✘
✚✙
✛✘
✚✙
✛✘✚✙
✛✘
✚✙
✛✘
✲
PPPPPq❅
❅
❅
❅
❅❘
❏
❏
❏
❏
❏
❏
❏
❏
❏❫
✏✏✏✏✏✮  
 
 
 
 ✠
✡
✡
✡
✡
✡
✡
✡
✡
✡✢
δ
δ
δ
µ0 µa
µ50
µ100
µ150
Beh. 0− 150
0
a
50
100
150


0 1 1 1 1
0 0 δ δ δ
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0


Abbildung 4.15: Gerichteter Graph und Adjazenzmatrix der globalen Nullhypothese
Da die vier kleinsten p-Werte zur Bonferronischranke von α/7 abgelehnt werden und da-
mit auch bei einem vorgeschalteten Holm-Verfahren, betrachte man das so verbleibende
Hypothesensystem mit den Hypothesen H5 := H〈0,a〉, H6 := H[a,50] und H7 := H〈0,50〉
4.
Die Information, daß die restlichen Hypothesen abgelehnt sind, wird natu¨rlich weiter
verwendet. Außerdem gilt hier, daß keine Elementarhypothese eine andere impliziert,
alle Elementarhypothesen daher erscho¨pfend sind. Entsprechend der Vorgehensweise
von Prozedur 4B wird mit der Indexmenge {5} gestartet. Von dieser ist zu u¨berpru¨fen,
ob sie streng erscho¨pfend ist. Der sich ergebende Graph und die zugeho¨rige Adjazenz-
matrix haben die Gestalt:
4Die restlichen drei Hypothesen sind nicht nach ihren p-Werten geordnet.
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✚✙
✛✘
✚✙
✛✘
✚✙
✛✘✚✙
✛✘
✚✙
✛✘
✲
−δ
−δ
−δ
µ0 µa
µ50
µ100
µ150
A =


0 1 0 0 0
0 0 0 0 0
a −δ 0 0 0
a −δ 0 0 0
a −δ 0 0 0


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PPP✐
❅
❅
❅
❅
❅■
❏
❏
❏
❏
❏
❏
❏
❏
❏❪
a
a
a
✏✏
✏✏✏✶
 
 
 
 
 ✒
✡
✡
✡
✡
✡
✡
✡
✡
✡✣
In dem Graph ist zu sehen, daß kein Weg mehr als drei Knoten umfassen kann, daher
sind nur A2 und A3 zu berechnen.
A2 =


0 1 0 0 0
0 0 0 0 0
a −δ 0 0 0
a −δ 0 0 0
a −δ 0 0 0




0 1 0 0 0
0 0 0 0 0
a −δ 0 0 0
a −δ 0 0 0
a −δ 0 0 0

 =


0 0 0 0 0
0 0 0 0 0
0 a 0 0 0
0 a 0 0 0
0 a 0 0 0


A3 =


0 1 0 0 0
0 0 0 0 0
a −δ 0 0 0
a −δ 0 0 0
a −δ 0 0 0




0 0 0 0 0
0 0 0 0 0
0 a 0 0 0
0 a 0 0 0
0 a 0 0 0

 =


0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0


R˙g(A) =


0 1 0 0 0
0 0 0 0 0
a a 0 0 0
a a 0 0 0
a a 0 0 0


Da kein Diagonalelement von R˙g(U) gleich a oder gro¨ßer als Null ist, ist die Indexmenge
{5} streng erscho¨pfend. Als na¨chstes ist die Indexmenge {5, 6} zu betrachten, von
der zuerst zu pru¨fen ist, ob sie erscho¨pfend ist. Dafu¨r betrachte man den Graph mit
den beiden Hypothesen H5 und H6; da die Behandlungen 50mg und 100mg in den
Hypothesen nicht vorkommen, ko¨nnen ihre Knoten im Graphen weggelassen werden.
✚✙
✛✘✚✙
✛✘
✚✙
✛✘
✲
✏✏✏✏✏✮
δ
µ0 µa
µ50
A =

 0 1 00 0 δ
0 0 0


Die Erreichbarkeitsmatrix R˙g(A) ergibt sich so durch
A2 =

 0 0 δ0 0 0
0 0 0

 , A3 =

 0 0 00 0 0
0 0 0

 ,
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R˙g(A) =

 0 1 δ0 0 δ
0 0 0

 .
Aus dem Element rechts oben in R˙g(A) sieht man, daß die beiden Hypothesen die Hypo-
these H7 : µ0 ≥ µ50 implizieren. D.h., die Indexmenge {5, 6} ist nicht erscho¨pfend, und
die kleinste sie umfassende erscho¨pfende Indexmenge ist {5, 6, 7}. Zur U¨berpru¨fung, ob
{5, 6, 7} auch streng erscho¨pfend ist, sind der Graph und die zugeho¨rige Adjazenzma-
trix
✚✙
✛✘
✚✙
✛✘
✚✙
✛✘✚✙
✛✘
✚✙
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✲
✏✏✏✏✏✮
δ
−δ
−δ
µ0 µa
µ50
µ100
µ150
A =


0 1 1 0 0
0 0 δ 0 0
0 0 0 0 0
a −δ 0 0 0
a −δ 0 0 0

❅
❅
❅
❅
❅■
❏
❏
❏
❏
❏
❏
❏
❏
❏❪
a
a
PPPPPq
 
 
 
 
 ✒
✡
✡
✡
✡
✡
✡
✡
✡
✡✣
zu betrachten. Wie bei der vorigen Indexmenge sind auch hier nur A2 und A3 zu
berechen.
A2 =


0 1 1 0 0
0 0 δ 0 0
0 0 0 0 0
a −δ 0 0 0
a −δ 0 0 0




0 1 1 0 0
0 0 δ 0 0
0 0 0 0 0
a −δ 0 0 0
a −δ 0 0 0

 =


0 0 δ 0 0
0 0 0 0 0
0 0 0 0 0
0 a a 0 0
0 a a 0 0


A3 =


0 1 1 0 0
0 0 δ 0 0
0 0 0 0 0
a −δ 0 0 0
a −δ 0 0 0




0 0 δ 0 0
0 0 0 0 0
0 0 0 0 0
0 a a 0 0
0 a a 0 0

 =


0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 δ 0 0
0 0 δ 0 0


R˙g(A) =


0 1 δ 0 0
0 0 δ 0 0
0 0 0 0 0
a a δ 0 0
a a δ 0 0


Da in R˙g(A) alle Diagonalelemente gleich Null sind, ist die Indexmenge {5, 6, 7} streng
erscho¨pfend. Sukzessive werden noch die Indexmengen {5, 7}, {6}, {6, 7} und {7} ge-
pru¨ft, die alle streng erscho¨pfend sind. Somit sind die im Abschlußtest auftretenden
Schnitt- und Elementarypothesen durch die Indexmengen
{5}, {6}, {7}, {5, 7}, {6, 7}, {5, 6, 7}
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repra¨sentiert. Demnach wird der kleinste der drei restlichen p-Werte p(5) = p6 = 0, 0049
zu α/3 = 0, 0166 getestet, der zweitkleinste p(6) = p5 = 0, 1 zu α/2 = 0, 025 und der
gro¨ßte p(7) = p7 = 0, 26 zu α = 0, 05.
Als Ergebnis ko¨nnen alle Hypothesen bis auf H〈0,50〉 und H〈0,a〉 abgelehnt werden. Dem-
nach werden alle drei Dosierungen als a¨quivalent zur aktiven Kontrolle erkla¨rt, jedoch
kann die aktive Kontrolle dem Plazebo gegenu¨ber nicht als besser erkannt werden.
Wa¨hrend die Dosierungen mit 100mg und 150mg als signifikant wirksamer als das
Plazebeo erkannt werden, gilt dies nicht fu¨r die geringste Dosierung.
4.3.10 Diskussion
In diesem Kapitel wurde gekla¨rt, wie sich logische Abha¨ngigkeiten von paarweisen
Hypothesen anhand von Graphen visualisieren und systematisch bestimmen lassen.
Diese sind insbesondere dann von Interesse, wenn mehrere Elementarhypothesen unter
Wahrung eines multiplen Niveaus getestet werden sollen. Verwendet man na¨mlich das
Abschlußtestverfahren, so reduziert sich die Anzahl der zu testenden Hypothesen ent-
sprechend dem
”
Grad“ der logischen Abha¨ngigkeiten. Das Hauptaugenmerk lag hierbei
auf der Bestimmung der logischen Abha¨ngigkeiten einseitiger Hypothesen, da sich in
der Literatur keine allgemeine Lo¨sung dieses Problems findet. Ein fru¨herer graphen-
theoretischer Ansatz stammt von Hochberg und Conforti (1987), dieser ist jedoch nur
fu¨r spezielle p-Wert-Ordnungen verwendbar und wurde nicht weiterverfolgt (Hochberg,
perso¨nliche Mitteilung).
Als Besonderheit beim schrittweisen Testen von einseitigen paarweisen Hypothesen
fa¨llt auf, daß es vorkommen kann, daß einige der Elementarhypothesen nicht einzeln
getestet werden (siehe Beispiel Dosisschritte, Seite 71). D.h., die Entscheidung u¨ber die
Ablehnung dieser Elementarhypothesen wird durch die Entscheidungen bezu¨glich der
restlichen Hypothesen impliziert. Weiterhin kann es im Abschlußtest bei Verwendung
von Bonferroni-Globaltests fu¨r die Schnitthypothesen vorkommen, daß die Ablehnent-
scheidungen nicht monoton in den p-Werten sind. Verwendet man hingegen die in dieser
Arbeit beschriebenen adjustierten p-Werte, so wird diese Monotonie erzwungen. Ein
Programm zur Berechnung dieser adjustierten p-Werte fu¨r paarweise einseitige Hypo-
thesen ist im Kapitel
”
7. Software“ im Abschnitt 7.3 angegeben.
Die Verfahren von Bernhard (1991) und Westfall (1997) lassen sich ebenfalls verwen-
den, um einseitige paarweise, sogar lineare Kontrast-Hypothesen zu testen. Um diese
Verfahren verwenden zu ko¨nnen, formuliere man die Nullhypothesen als Punkthypothe-
sen (zweiseitig). Anstatt jedoch die Hypothesen mit einem zweiseitigen Test zu testen,
verwende man einen einseitigen bezu¨glich der interessierenden Richtung. Da nach einer
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Ablehnung der zweiseitigen Hypothese die Richtungsentscheidung zula¨ssig ist, erha¨lt
man so die gewu¨nschten Entscheidungen bei Kontrolle des multiplen Niveaus. Bei solch
einer Vorgehensweise bleibt jedoch die Kontrolle der Fehler 3. Art fraglich (Westfall,
perso¨nliche Mitteilung). Ist mindestens eine der Nullhypothesen verschoben, so sind
die Verfahren von Westfall und Bernhard nicht mehr anwendbar, da diese Hypothesen
verschobenen linearen Ra¨umen entsprechen. Daher ist die Herangehensweise u¨ber li-
neare Verktorra¨ume nicht mehr mo¨glich.
Bei der Anwendung des Abschlußtests bei der simultanen Bestimmung des ho¨chsten
effektiven Dosisschritts (HEDS) und der minimalen effektiven Dosis (MED) zeigte das
Verfahren eine hohe Power u¨ber alle betrachten Profile hinweg. Ist man nur an dem
HEDS interessiert, so ist unter Ordnugsrestiktion das Verfahren von Bauer und Bud-
de (1994) gleichma¨ßig besser. Auch bei nichtmonotonen Erwartungswertprofilen zeigt
das Verfahren von Bauer und Budde, jedoch mit paarweisen Tests durchgefu¨hrt, die
gleichma¨ßig ho¨chste Gu¨te. Je nach Profil weist hier das Abschlußtestverfahren eine bis
zu neun Prozentpunkte geringere Gu¨te auf.
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A := ∅, Ik := {i}, (Jj)0,...,l := ∅, j, k := 1
✟✟✟✟❛❛❛❛✦✦
✦✦
❍❍
❍❍
✟✟✟✟❛❛❛❛✦✦
✦✦
❍❍
❍❍
i∗k ∈ Jj−1
Bestimme SE(Ik)
D := C(Ik) \ Jj−1
d :=
{
minD D 6= ∅
l D = ∅
M := {i∗ + 1, . . . , l} \ Jj−1
Ik+1 :=
{
erzeugt mit (R2) , falls M = ∅
(Ik \ {i∗}) ∪ {minM} , falls M 6= ∅
j := |Ik+1|
✟✟✟✟❛❛❛❛✦✦
✦✦
❍❍
❍❍
d < i∗k
j = 0
m = |SE(Ik)|
i = min Ik, Jj := C(Ik)
Erzeuge Ik+1 entsprechend der Rekursionsvorschrift
j := |Ik+1|
❄
❄
❄
❄
❄
✲
❄
✲
✻
k := k + 1
START
✛✛
✲
ja
ja
ja
nein
nein
nein
❄nein
RP4B := ∅, falls i = 1
RP4B := INl, falls i = l + 1
◗
◗
◗
◗
✑
✑
✑
✑◗◗
◗
◗
✑
✑
✑
✑
i = l+1
∨ i = 1
❄nein
◗
◗
◗
◗
✑
✑
✑
✑◗◗
◗
◗
✑
✑
✑
✑
p ≤ s
∨ i ≤ l
p(1) ≤ . . . ≤ p(l), i := 1, s = α/l
i := i+ 1
s := α/(l− i+1)
✲
✲
❄
❄
ja
ja
✟✟✟✟❛❛❛❛✦✦
✦✦
❍❍
❍❍
pi > α/m
❄
❄
ja
A := A ∪ {SE(Ik)}
✲
✲
✻
nein
✻
ENDE
RP4B := INl \ A
✻
✻
1.
2.
✲
✻
✛
Abbildung 4.16: Flußdiagramm zur Durchfu¨hrung von P4B
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A := ∅, Ik := {2}, (Jj)0,...,l := ∅, j, k := 1
✟✟✟✟❛❛❛❛✦✦
✦✦
❍❍
❍❍
✟✟✟✟❛❛❛❛✦✦
✦✦
❍❍
❍❍
i∗k ∈ Jj−1
Bestimme SE(Ik)
D := C(Ik) \ Jj−1
d :=
{
minD D 6= ∅
l D = ∅
M := {i∗ + 1, . . . , l} \ Jj−1
Ik+1 :=
{
erzeugt mit (R2) , falls M = ∅
(Ik \ {i∗}) ∪ {minM} , falls M 6= ∅
j := |Ik+1|
✟✟✟✟❛❛❛❛✦✦
✦✦
❍❍
❍❍
d < i∗k
j = 0
m = |SE(Ik)|
i = min Ik, Jj := C(Ik)
Erzeuge Ik+1 entsprechend der Rekursionsvorschrift
j := |Ik+1|
❄
❄
❄
❄
❄
✲
❄
✲
✻
k := k + 1
START
✛✛
✲
ja
ja
nein
nein
nein
p(1) ≤ . . . ≤ p(l), i := 2
❄
❄
✻
ENDE
ap(j) = l · p(1), j = 1, . . . , l
❄
❄
∀(j) ∈ SE(Ik)
ap(j) := max{ap(j), m · p(i)}
✻
✲
Abbildung 4.17: Flußdiagramm zur Bestimmung der adjustierten p-Werte nach P4B
Kapitel 5
Anwendungen
An den Beispielen aus Kapitel 2 werden die in dieser Arbeit vorgestellten Verfahren
bezu¨glich ihrer Entscheidungen verglichen. Als multiples Niveau ist α = 5% gewa¨hlt.
Fu¨r die Scha¨tzungen der Parameter nach dem Ansatz von Hettmansperger und McKean
wurde das Program RGLM (2.0) von Kapenga, McKean und Vidmar (1995) verwendet.
5.1 La¨nge von Kuckuckseiern
In diesem Beispiel wird danach gefragt, ob die Gro¨ße der Eier des Kuckucks denen der
ausgewa¨hlten Ziehart angepasst sind. Die Boxplots aus Abbildung 2.1 lassen vermu-
ten, daß dies der Fall ist. Weiterhin interessiert, bezu¨glich welcher der Wirtsvogelarten
sich die Eigro¨ßen unterscheiden. Zur Beantwortung dieser Fragen wird deswegen ein
simultaner All-paar-Vergleich verwendet. Die p-Werte, die sich fu¨r jeden zweiseitigen
Einzelvergleich ergeben, sind in Anhang A.3 in Tabelle A.1 zusammengefaßt.
Alle Verfahren kommen zu dem Ergebnis, daß die Eigro¨ße des Kuckucks sich bezu¨glich
der jeweiligen Zieheltern unterscheidet. Die Eier, die bei Zaunko¨nigen im Nest gefunden
wurden, sind signifikant kleiner als bei allen anderen Arten. Weiterhin sind die Eier in
Nestern des Wiesenpiepers kleiner als die in denen des Baumpiepers. Nur bei der Un-
terscheidung zwischen Spatz und Wiesenpieper kann der Rangtest nach Brunner nicht
ablehnen, wa¨hrend alle anderen Tests hier einen Unterschied feststellen. Aufgrund des
gro¨ßeren Varianzscha¨tzers (siehe Tabelle 5.2) kann der Test anhand der Rangscha¨tzer
nach Hettmansperger und McKean nur die Eier in den Zaunko¨niggelegen als kleiner
klassifizieren.
Ein anderer Ansatz ist, anstatt die Gro¨ßen der Kuckuckseier miteinander zu verglei-
chen, zu u¨berpru¨fen, ob die simultanen 95% Konfidenzintervalle der Kuckuckseila¨ngen
innerhalb der Gro¨ßenspanne der jeweiligen Vogelart (Tabelle 5.1) liegen. Aus den ein-
zelnen Verfahren zu Scha¨tzung der Parameter erha¨lt man fu¨r die
”
mittlere“ Eila¨nge und
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Vogelart Eila¨nge [mm]
Bachstelze 16,7 - 22,3
Baumpieper 18,0 - 23,5
Rotkehlchen 16,9 - 22,3
Spatz 19,1 - 25,4
Wiesenpieper 17,2 - 21,4
Zaunko¨nig 14,7 - 18,9
Tabelle 5.1: Eila¨ngen verschiedener Vogelarten
deren Standardabweichung die Werte aus Tabelle 5.2. Mit diesen Parametern ergeben
Bach Baum Rot Spatz Wiese Zaun σˆ
µ, σ 22,90 23,09 22,58 23,12 22,30 21,13 0,9093
trimmen 22,87 23,25 22,61 23,21 22,27 21,16 0,7216
Huber-m 22,90 23,14 22,59 23,17 22,32 21,13 0,8980
Hettmansperger 22,85 23,04 22,46 23,09 22,25 21,05 1,2403
Tabelle 5.2: Gescha¨tzte mittlere Eila¨ngen und Standardabweichungen
sich die 95% Konfidenzintervalle fu¨r die Eila¨ngen zu den in Abbildung 5.1 abgebildeten.
14
20
25
Bach Baum Rot Spatz Wiese Zaun
1 2 3 4 5 1 2 3 4 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
✻
26
[mm]
Abbildung 5.1: 95% Konfidenzintervalle fu¨r die La¨ngen der Kuckuckseier
1: La¨ngenbereich der Vogelart; 2: KI aus µ und σ; 3: KI der Trimmscha¨tzer; 4: KI der
Huber-m-Scha¨tzer; 5: KI nach Hettmansperger
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Die Konfidenzintervalle zeigen, daß der Kuckuck die Gro¨ße seiner Eier nicht exakt an
die des Zielgeleges anpaßt. Jedoch variiert, wie sich auch bei dem multiplen Vergleich
gezeigt hat, die Eigro¨ße artspezifisch. D.h., das die Eier des Kuckucks bei kleineren
Vogelarten tendenziell kleiner sind.
5.2 Einfluß verschiedener Belichtungsvarianten
Bei der Auswertung des Experiments, das als zweites Beispiel in Kapitel 2 vorgestellt
wurde, fließt ein, daß die Sorten unterschiedlich auf die Umweltbedingungen reagieren.
Deswegen soll pro Sorte der Effekt der Belichtung untersucht werden. Da von vornher-
ein nicht bekannt ist, ob eine Verla¨ngerung der Belichtungsdauer eine Verku¨rzung der
Kultivierungsdauer mo¨glich macht, wird ein All-paar-Vergleich durchgefu¨hrt.
Fu¨r Sorte 1 erha¨lt man das Resultat, daß alle Behandlungen von mehr als 8h Dauer eine
Verku¨rzung der Kultivierungsdauer mo¨glich machen unabha¨ngig von dem verwendeten
Test (Tabelle 5.3). Bei den Vergleichen der Behandlungen 16h Assimilationslicht mit
12h und 16h photoperiodischer Tagesverla¨ngerung zeigt sich der getrimmte Test weitaus
konservativer als die restlichen Verfahren. Außerdem kommen hier beide Rangtests bei
dem Vergleich von 16h photoperiodischer Tagesverla¨ngerung mit 16h Assimilationslicht
zu einer anderen Entscheidung als die restlichen Tests.
Bei der zweiten Sorte fa¨llt auf, daß der Huber-m-Test beim Vergleich der Variante
8h photoperiodischer Tagesverla¨ngerung mit den 3 letzten Behandlungen als einziger
keinen Unterschied feststellt. Zudem zeigen das Trimmen und der Huber-m-Test beim
Vergleich der Behandlung 12h photoperiodischer Tagesverla¨ngerung mit den drei letz-
teren Behandlungen nicht signifikante p-Werte (> 10%), wohingegen die restlichen Test
weitaus kleinere p-Werte liefern.
Die Testergebnisse zu Sorte 3 spiegeln die aus dem Boxplot zu ersehenden Unterschie-
de signifikant (p<0.0001) wieder. D.h., fu¨r die beiden Belichtungsarten nimmt mit
steigender Behandlungsdauer die Kultivierungsdauer ab. Weiterhin fu¨hrt bei gleicher
Behandlungsdauer die Verwendung des Assimilationslichts zu einer ku¨rzeren Kultivie-
rungsdauer.
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tukey
huber 12h photo. 12h Assi- 16h photo. 16h Assi-
20% trim Tagesver- milations- Tagesver- milations-
westfall la¨ngerung licht la¨ngerung licht
Brunner
Hettmansperger
0,001 0,001 0,001 0,001
0,001 0,001 0,001 0,001
8h photo. 0,001 0,001 0,001 0,001
0,001 0,001 0,001 0,001
0,001 0,001 0,001 0,001
0,001 0,001 0,001 0,001
0,636 0,896 0,009
0,174 0,821 0,002
12h photo. 0,174 0,990 0,012
0,651 0,906 0,008
0,120 0,895 0,001
0,096 0,841 0,001
0,987 0,258
0,763 0,490
12h Assi. 0,790 0,790
0,990 0,259
0,550 0,222
0,566 0,515
0,093
0,051
16h photo. 0,174
0,091
0,044
0,024
Tabelle 5.3: p-Werte der paarweisen Vergleiche mit den verschiedenen Methoden fu¨r
Sorte 1
132 KAPITEL 5. ANWENDUNGEN
tukey
huber 12h photo. 12h Assi- 16h photo. 16h Assi-
20% trim Tagesver- milations- Tagesver- milations-
westfall la¨ngerung licht la¨ngerung licht
Brunner
Hettmansperger
0.998 0.012 0.008 0.012
0.994 0.119 0.109 0.145
8h photo. 0.946 0.025 0.030 0.046
0.998 0.013 0.008 0.013
0.956 0.007 0.009 0.016
0.991 0.001 0.001 0.001
0.028 0.018 0.028
0.263 0.245 0.306
12h photo. 0.140 0.164 0.222
0.028 0.018 0.028
0.052 0.062 0.097
0.004 0.004 0.004
1 1
1 1
12h Assi. 1 1
1 1
1 1
1 1
1
1
16h photo. 1
1
1
1
Tabelle 5.4: p-Werte der paarweisen Vergleiche mit den verschiedenen Methoden fu¨r
Sorte 2
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5.3 Durchla¨ssigkeit einer Membran
Die in Abschnitt 2.3 gestellten Fragen lassen sich auf die folgenden Kontraste abbilden.
Vergleich zugeho¨riger Kontrast
Kon D1 D2 D3 E G H I J K
Kon vs. D1 -1 1 0 0 0 0 0 0 0 0
Kon vs. D2 -1 0 1 0 0 0 0 0 0 0
Kon vs. D3 -1 0 0 1 0 0 0 0 0 0
Kon vs. E -1 1 0 0 1 0 0 0 0 0
...
...
Kon vs. K -1 0 0 0 0 0 0 0 0 1
D1 vs. D2 0 -1 1 0 0 0 0 0 0 0
D1 vs. D3 0 -1 0 1 0 0 0 0 0 0
D2 vs. D3 0 0 -1 1 0 0 0 0 0 0
D1 vs. E 0 -1 0 0 1 0 0 0 0 0
0 1 0 0 -1 0 0 0 0 0
D1 vs. G 0 -1 0 0 0 1 0 0 0 0
0 1 0 0 0 -1 0 0 0 0
...
...
J vs. K 0 0 0 0 0 0 0 0 -1 1
0 0 0 0 0 0 0 0 1 -1
Die Entscheidungen der verschiedenen Verfahren unterscheiden sich nicht bei denenigen
Behandlungen mit kleiner Varianz (Kon, D1, D2, D3, E). So lassen sich die Behandlun-
gen Kon, D1, D2, D3 und E untereinander bezu¨glich der gemessenen Zielvariablen nicht
unterscheiden, wogegen sich bei den Behandlungen G, H, I, J und K eine Effektstei-
gerung gegenu¨ber den restlichen Behandlungen nachweisen la¨ßt. Zu unterschiedlichen
Entscheidungen kommen die verschiedenen Verfahren bei den Vergleichen innerhalb der
Gruppen G, H, I, J, K, die im Boxplot (Abbildung 2.3 auf Seite 22) die relativ großen
Varianzen aufweisen. Hier sind nur der Test basierend auf den Huber-m-Scha¨tzern und
der Rang-Test nach Hettmansperger und McKean in der Lage, die Behandlungen zu
diskriminieren. Wa¨hrend der Rang-Test die beiden Behandlungen mit den ho¨chsten
Medianen (G,J) von den anderen dreien (H,I,K) trennen kann, erkennt der m-Test den
Unterschied zwischen den Behandlungen G und I nicht.
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vs. westfall µ, σ huber 20% trim Brunner Hettmansperger
Kon vs. D1 1 1 1 1 0,997 1
Kon vs. D2 1 1 1 1 0,897 1
Kon vs. D3 1 1 1 1 0,964 1
Kon vs. E 1 1 1 1 1 1
Kon vs. G 0,001 0,001 0,001 0,001 0,001 0,001
Kon vs. H 0,001 0,001 0,001 0,001 0,001 0,001
Kon vs. I 0,001 0,001 0,001 0,001 0,001 0,001
Kon vs. J 0,001 0,001 0,001 0,001 0,001 0,001
Kon vs. K 0,001 0,001 0,001 0,001 0,001 0,001
D1 vs. D2 1 1 1 1 0,319 0,998
D1 vs. D3 1 1 1 1 0,478 0,999
D2 vs. D3 1 1 1 1 0,997 1
D1 vs. E 1 1 1 1 0,870 1
D1 vs. G 0,001 0,001 0,001 0,001 0,001 0,001
D1 vs. H 0,001 0,001 0,001 0,001 0,001 0,001
D1 vs. I 0,001 0,001 0,001 0,001 0,001 0,001
D1 vs. J 0,001 0,001 0,001 0,001 0,001 0,001
D1 vs. K 0,001 0,001 0,001 0,001 0,001 0,001
D2 vs. E 1 1 1 1 1 1
D2 vs. G 0,001 0,001 0,001 0,001 0,001 0,001
D2 vs. H 0,001 0,001 0,001 0,001 0,001 0,001
D2 vs. I 0,001 0,001 0,001 0,001 0,001 0,001
D2 vs. J 0,001 0,001 0,001 0,001 0,001 0,001
D2 vs. K 0,001 0,001 0,001 0,001 0,001 0,001
D3 vs. E 1 1 1 1 1 1
D3 vs. G 0,001 0,001 0,001 0,001 0,001 0,001
D3 vs. H 0,001 0,001 0,001 0,001 0,001 0,001
D3 vs. I 0,001 0,001 0,001 0,001 0,001 0,001
D3 vs. J 0,001 0,001 0,001 0,001 0,001 0,001
D3 vs. K 0,001 0,001 0,001 0,001 0,001 0,001
E vs. G 0,001 0,001 0,001 0,001 0,001 0,001
E vs. H 0,001 0,001 0,001 0,001 0,001 0,001
E vs. I 0,001 0,001 0,001 0,001 0,001 0,001
E vs. J 0,001 0,001 0,001 0,001 0,001 0,001
E vs. K 0,001 0,001 0,001 0,001 0,001 0,001
G vs. H 0,808 0,832 0,045 0,314 0,566 0,002
G vs. I 0,884 0,902 0,148 0,488 0,991 0,006
G vs. J 0,973 0,980 0,977 0,999 1 0,882
G vs. K 0,879 0,898 0,165 0,456 1 0,001
H vs. I 1 1 1 1 0,989 1
H vs. J 0,14 0,151 0,003 0,112 0,398 0,001
H vs. K 1 1 1 1 0,971 1
I vs. J 0,201 0,215 0,015 0,207 0,960 0,001
I vs. K 1 1 1 1 1 1
J vs. K 0,224 0,240 0,0188 0,198 0,993 0,001
Tabelle 5.5: Multiple p-Werte der einzelnen Vergleiche
Kapitel 6
Zusammenfassung und Ausblick
Ausgangspunkt dieser Arbeit war das Problem, daß experimentelle Daten im allge-
meinen nicht den strengen ANOVA- Modellannahmen entsprechen. Zum einen treten
extreme Werte auf, bei denen nicht klar ist, ob sie Meßfehler sind. Zum anderen sind
die Daten oft nicht symmetrisch verteilt. Daher ist die Verwendung von Mittelwert und
Standardabweichung in Tests wie dem t-Test oder multiplen Kontrasttests, im folgen-
den Standardtests genannt, nicht als sinnvoll zu erachten. Einen Ausweg, der weiterhin
die Scha¨tzung von Effekten erlaubt, ist die Verwendung robuster Scha¨tzer fu¨r
”
Mittel-
wert“ und
”
Standardabweichung“ . Im Rahmen dieser Arbeit sind dafu¨r trim-, Huber-
m- und Tiku MML-Scha¨tzer vorgestellt worden. Aus diesen wurden in einem ersten
Schritt Zwei-Stichproben-Tests konstruiert. Diese Tests sind bei normalverteilten Da-
ten Niveau-α-Tests und bezu¨glich ihrer Gu¨te nur geringfu¨gig schlechter als der t-Test.
Unter Ausreißerverteilungen zeigt sich, daß der Tiku-Test nicht niveautreu ist, und
die robustifizierten Tests eine ho¨here Power als der t-Test haben. Jedoch ließ sich kein
u¨ber alle Situationen poweroptimaler Test identifizieren. Die Optimalita¨t, d.h. welcher
Test die ho¨chste Gu¨te hat, ha¨ngt insbesondere von der Schiefe der zugrundeliegenden
Verteilung ab. Um zu einem gleichma¨ßig
”
guten“ Test zu gelangen wurde die Idee von
Neuha¨user (1996) aufgegriffen, das Maximum verschiedener Teststatistiken zu betrach-
ten. Aufgrund der verschiedenen Freiheitsgrade der verwendeten Teststatistiken wur-
den anstelle des Maximums der Teststatistiken das Minimum der korespondierenden
p-Werte verwendet. Da die Verteilungen der hier betrachteten Minima nicht explizit zu
bestimmen waren, wurde ein Bootstrap-Verfahren zur Durchfu¨hrung des Tests verwen-
det. Von den betrachteten Minimum-Tests zeigte der Minimum-Test aus t-, Huber-m-
und trim-Scha¨tzer eine gleichma¨ßig gute Gu¨te u¨ber alle betrachteten Situationen. Da-
her ist im Zwei-Stichproben-Fall dieser Minimum-Test zu empfehlen. Im zweiten Schritt
wurden die Ergebnisse fu¨r trim- und m-Scha¨tzer aus dem Zwei-Stichproben-Fall auf k-
Stichproben verallgemeinert. Hier wurde gezeigt, daß die Vektoren aus den k Lage
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trim- bzw. m-Scha¨tzern asymptotisch multivariat normal verteilt sind. Im Rahmen
einer Simulationsstudie wurde dann u¨berpru¨ft, in wie weit sich im Endlichen multi-
ple Kontraste dieser Scha¨tzer durch die multi-t-Verteilung approximieren lassen. Unter
Normalverteilung wie auch den Ausreißerverteilungen hielten alle multiplen Kontrast-
tests die Niveaus 1%, 5% und 10% ein. Daher kann man die Approximation durch die
multi-t-Verteilung ab einer Fallzahl von 10 Beobachtungen pro Gruppe als geeignet
erachten. Bezu¨glich der Gu¨te unter Normalverteilung zeigen die Verfahren basierend
auf dem Huber-m-Scha¨tzer sowie die gebootstrapten Minimum-Tests und der Rang-
test nach Brunner nur eine minimal geringere Power als der Standardtest. Hingegen
zeigt das Rangverfahren nach Hettmansperger und McKean bei Fallzahlen bis 20 Be-
obachtungen eine geringere Gu¨te. In nichtnormalen Situationen bei kleinen Fallzahlen
zeigt der Huber-m-Scha¨tzer basierte multiple Kontrasttest, im Gegensatz zum Zwei-
Stichproben-Fall, eine gleichma¨ßig hohe Gu¨te. Daher ist der Huber-m-Scha¨tzer basier-
te multiple Kontrasttest zur Scha¨tzung von Parametern und Konfidenzintervallen bei
Fallzahlen bis 15 Beobachtungen pro Gruppe zu empfehlen. Hat man u¨ber 25 Beob-
achtungen pro Gruppe so ist das Rangverfahren von Hettmansperger und KcKean zu
empfehlen. Außerdem haben die Simulationsergebnisse gezeigt, daß man prinzipiell bei
nichtnormalen Daten von der Verwendung der Standardtests absehen sollte.
Als eine weitere Mo¨glichkeit, robuste multiple Mittelwertvergleiche durchzufu¨hren,
wurde in einer weiteren Betrachtung ein schrittweises Verfahren basierend auf dem Ab-
schlußtest betrachtet. Hierbei stand die Betrachtung paarweiser einseitiger Hypothesen
im Mittelpunkt. Ausgehend von l Elementarhypothesen mu¨ßten im Abschlußtestsystem
i.a. 2l− 1 Schnitthypothesen betrachtet werden, sind jedoch die einzelnen Hypothesen
logisch abha¨ngig, so reduziert sich die Anzahl der zu betrachtenden Schnitthypothesen.
Im Fall von zweiseitigen single Kontrast Hypothesen ist das Problem der Bestimmung
der relevanten Schnitthypothesen von Bernhard (1991) und Westfall (1997) gelo¨st wor-
den.
In dieser Arbeit wurden Verfahren der Graphentheorie verwendet, um fu¨r einseiti-
ge paarweise Hypothesen die relevanten Schnitthypothesen zu bestimmen. Dieser An-
satz konnte dahingehend noch erweitert werden, daß auch fu¨r verschobene einseitige
Hypothesen die relevanten Schnitthypothesen bestimmt werden ko¨nnen. Somit sind
insbesondere auch Hypothesensysteme behandelbar, die A¨quivalenzhypothesen bein-
halten. Außerdem kann der graphentheoretische Ansatz auch verwendet werden, um
die dynamische Shaffer-Prozedur (auch Shaffer 2 Prozedur genannt) anschaulich fu¨r
zwei- oder einseitige Hypothesen durchzufu¨hren. Fu¨r eine kleine Anzahl an Gruppen
(k < 6) la¨ßt sich so mit
”
Papier und Bleistift“ eine der Holm-Prozedur i.a. u¨berlegene
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α-Adjustierung duchfu¨hren.
Im Rahmen einer Anwendung - Bestimmung der ho¨chsten effektiven Dosis - wurden
verschiedene Verfahren inklusive Verfahren, die auf dem AT basieren, verglichen. Hier-
bei erwiesen sich die von Bauer und Budbe vorgeschlagenen Verfahren als die mit der
ho¨chsten Gu¨te. Die Wahl des Verfahrens ha¨ngt einzig von der Annahme bezu¨glich der
Alternative ab, ob sie geordnet ist oder nicht.
In dieser Arbeit wurden die trim- und die Huber-m-Scha¨tzer mit multiplen Kontrasten
verwendet. Weitergehende Untersuchungen ko¨nnten sich mit der Verwendung dieser
Scha¨tzer in anderen Testverfahren, wie zum Beispiel dem F-Test oder einer Erweite-
rung auf mehrfaktorielle Versuche bescha¨ftigen.
Da hier nur der Fall von einseitigen Mittelwertvergleichen explizit behandelt wurde,
sei noch erwa¨hnt, daß die Vorgehensweise sich direkt auf alle Situationen u¨bertragen
la¨ßt, in denen die Meßgro¨ße fu¨r die zu vergleichenden Effekte stetig ist. So ist das Ver-
fahren z.B. auch zum paarweisen Vergleich von mehreren Eintrittswahrscheinlichkeiten
verwendbar. Eine weiterfu¨hrende Frage bezu¨glich des Testens einseitiger Hypothesen
ist, ob eines der beiden Verfahren - das nach Westfall bzw. Bernhard oder die Verwen-
dung das Abschlußests mit einseitigen Hypothesen - das andere bezu¨glich der Power
dominiert.
Im Rahmen dieser Arbeit sind zudem SAS Macros erstellt wurden. So steht ein Macro
zur Verfu¨gung, mit dem sich die robusten Zwei-Stichproben-Tests in gleicher Weise wie
mit der PROC TTEST aus SAS durchfu¨hren lassen. Ein weiteres Macro ermo¨glicht die
Berechnung der p-Werte der einzelnen Kontraste eines multiplen Kontrasttests. Weiter-
hin ist fu¨r Systeme von einseitigen paarweisen Hypothesen ein Macro erstellt worden,
das den Abschlußtest mit Bonferroni Globaltests fu¨r diese Hypothesen durchfu¨hrt und
die adjustierten p-Werte der einzelnen Hypothesen liefert.
Kapitel 7
Software
In diesem Kapitel sind die SAS MACROS, mit denen sich die Tests aus den Abschnitten
3.2.1 - 3.2.2 und dem Abschnitt 3.3.1 durchfu¨hren lassen zusammengestellt. Weiterhin
ist das SAS/IML Programm dokumentiert, mit dem sich die Prozedur P4B mit streng
erscho¨pfenden Indexmengen durchfu¨hren la¨ßt. Das Progamm liefert die adjustierten
p-Werte fu¨r den Abschlußtest mit Bonferroni-Globaltests und kann beliebige Kombi-
nationen von einseitigen Hypothesen verarbeiten. Alle Programme sind auch u¨ber die
Hompage des LG Bioinformatik am Fachbereich Gartenbau der Universita¨t Hannover
verfu¨gbar und auf der beiliegenden Diskette im Verzeichnis
”
Programme“ zu finden.
(http://www.bioinf.uni-hannover.de/index.html)
7.1 Macro zur Berechnung des getrimmten- und
huber-t-Tests inklusive der Minimum-Tests
Das Macro ROBTTEST hat die folgenden U¨bergabeparameter:
- var: Name der auszuwertenden Variable
- class: Name der Variablen, die die Gruppen bezeichnet
- data: Name des Datensatzes (default = letzter verwendeter Datensatz)
- N BOOT: Anzahl der Bootstrapwiederholungen (default=10000)
- c: Tuningkonstante (default = 1,8)
- trim: Anteil der zu trimmenden Daten (default = 0,1)
Mit dem Beispieldatensatz:
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DATA test;
INPUT gruppe wert @@;
CARDS;
1 1 1 2 1 3 1 4 1 5
2 1 2 2 2 3 2 4 2 5 2 6 2 7 2 8 2 9 2 10
;
liefert der Aufruf:
%ROBTTEST( data=test, var=wert, class=gruppe, N BOOT=10000, trim=.2, c=2.0);
die folgende, der der PROC TTEST analoge Ausgabe:
Abbildung 7.1: Ausgabe des Macros ROBTTEST
%MACRO ROBTTEST( var, class, data = _LAST_, N_BOOT = 10000, c=1.8, trim = .1);
*****************************;
* Sortieren des Datensatzes *;
*****************************;
PROC SORT DATA=&data;
BY &class;
RUN;
PROC IML;
*******************************************;
* Einlesen des Datensatzes in eine Matrix *;
*******************************************;
boot = 1;
USE &data;
READ ALL VAR {&var} INTO owerte;
READ ALL VAR {&class} INTO class;
anz_beob = NROW( owerte);
df_f = anz_beob - 2;
count = 1;
DO UNTIL(( class[ count] ^= class[ count + 1]));
count = count + 1;
END;
n_i = count // df_f+2-count;
ma = MAX( n_i);
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werte = j( ma, 2 , .);
werte[ 1: n_i[ 1], 1] = owerte[ 1:n_i[ 1]];
werte[ 1: n_i[ 2], 2] = owerte[ n_i[ 1]+1:df_f+2];
unten = FLOOR( &trim * n_i);
oben = n_i - unten;
df_t = SUM( oben - unten) - 2;
t_m = .;
t_m_b = .;
mittel_t = .;
mittel_m = .;
dummy = .;
******************;
* globale arrays *;
******************;
mediane = j( 1, 2, .);
med_ab_b = j( ma, 2, .);
sigma_b = 0;
*********;
* TTEST *;
*********;
START t_test( owerte) GLOBAL( n_i, ma);
mittel = owerte[ +, ] # T( n_i ## (-1));
z_werte = owerte - j( ma, 1, 1) * mittel;
var = ( SSQ( z_werte[ 1:n_i[ 1], 1]) + SSQ( z_werte[ 1:n_i[ 2], 2]))
/ ( SUM( n_i) - 2);
var = var * SUM( n_i ## (-1));
zaehler = mittel[ 1] - mittel[ 2];
td_e = zaehler /SQRT( var);
RETURN( td_e);
FINISH; * t_test *;
*******************;
* YUEN TRIMM-TEST *;
*******************;
START trimz( owerte, unten, oben, mittelw) GLOBAL( n_i, ma);
t_werte = j( ma, 2, 0);
raenge = j( ma, 2, .);
werte = owerte;
grenzen = j( 2, 2, .);
var_gr = j( 1, 2, .);
trim = T( unten);
**********************************************;
* Berechnung der Schaetzung von mu und sigma *;
**********************************************;
DO sp = 1 TO 2;
raenge[ 1:n_i[ sp], sp] = RANK( werte[ 1:n_i[ sp], sp]);
* Raenge in jeder Gruppe bestimmen;
END;
DO sp = 1 TO 2;
DO ze = 1 TO n_i[ sp];
tw = raenge[ ze, sp];
IF( unten[ sp] < tw & tw <= oben[ sp]) THEN DO;
IF( tw = unten[ sp]+1) THEN grenzen[ 1, sp] = werte[ ze, sp];
IF( tw = oben[ sp]) THEN grenzen[ 2, sp] = werte[ ze, sp];
t_werte[ ze, sp] = 1;
END;
END;
END;
werte = werte # t_werte;
mittelw = werte[ +, ];
w_mittel = mittelw + trim # grenzen[ +, ];
divisor = T( oben - unten);
mittelw = mittelw # ( divisor ## (-1));
w_mittel = w_mittel # ( T( n_i) ## (-1));
*******************************************;
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* Berechnung der verschiedenen 2. Momente *;
*******************************************;
ssd_1 = ( werte - j( ma, 1, 1) * w_mittel) # t_werte;
ssd_2 = ( grenzen - j( 2, 1, 1) * w_mittel);
DO sp = 1 TO 2;
var_gr[ sp] = ( SSQ( ssd_1[ , sp]) + SSQ( ssd_2[ , sp]) * trim[ sp]);
END;
******************************;
* Berechnung der Testgroessen *;
******************************;
zaehler = mittelw[ 1] - mittelw[ 2];
s_y = SQRT( SUM( var_gr) / ( SUM(divisor) - 2) * SUM( divisor ## (-1)));
t_y = zaehler / s_y;
RETURN( t_y);
FINISH; * trimz *;
*********************************************;
* Initialisierung f\"{u}r den Huber m-Schaetzer *;
*********************************************;
START init( owerte, sigma_b, med_ab_b, mediane) GLOBAL( n_i, ma);
med_ge = j( SUM( n_i), 1, .);
*****************************************************;
* Berechnung der ersten Schaetzung von mu und sigma *;
*****************************************************;
DO i = 1 TO 2;
mediane[ ,i] = MEDIAN( owerte[ 1:n_i[ i], i]);
END;
zentren = j( ma, 1, 1) * mediane;
med_ab = owerte - zentren;
med_ge[ 1:n_i[ 1]] = med_ab[ 1:n_i[ 1], 1];
base = n_i[ 1];
med_ge[ base+1:SUM( n_i)] = med_ab[ 1:n_i[ 2], 2];
sigma_b = 1.483 * MEDIAN( ABS( med_ge));
IF( sigma_b = 0) THEN RETURN( -1);
ELSE DO;
med_ab_b = med_ab / sigma_b;
RETURN( 0);
END;
FINISH; * init *;
START huber( owerte, c, med_ab_b, sigma_b, mediane, tz, mittelw) GLOBAL( ma, n_i);
design = j( ma, 2, 1);
DO i = 1 TO 2;
IF( ma > n_i[ i]) THEN design[ n_i[ i]+1:ma, i] = .;
END;
beta = 2 * c * c * ( 1 - PROBNORM( c)) + 2 * PROBNORM( c) - 1
- SQRT( 2 / 3.1415 ) * c * exp( -.5 * c * c);
anz_beob = SUM( n_i);
df_f = anz_beob - 2;
phi = j( ma, 2, 1);
phi_s = j( ma, 2, 1);
phi_s = ( ABS( med_ab_b) <= j( ma, 2, c)) # design;
phi = phi_s # med_ab_b + SIGN( med_ab_b) # ( j( ma, 2, 1) - phi_s)
# j( ma, 2, c) # design;
summe = phi[ +, ];
summe_s = phi_s[ +, ];
IF( summe_s[><] = 0) THEN DO;
RETURN( -1);
END;
ELSE DO;
summe_s = summe_s ## ( -1);
phi_q = phi ## 2;
summe_q = SUM( phi_q);
mittelw = mediane + summe # summe_s * sigma_b;
sigma_q = sigma_b * summe_q / ( ( anz_beob - 1) * beta);
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sigma = SQRT( sigma_q);
*****************************************;
* Bis hier Start m-Schaetzer Berechnung *;
*****************************************;
med_ab = ( owerte - j( ma, 1, 1) * mittelw) / sigma;
phi_s = ( ABS( med_ab) <= j( ma, 2, c)) # design;
phi = phi_s # med_ab + SIGN( med_ab) # ( j( ma, 2, 1) - phi_s)
# j( ma, 2, c) # design;
summe_q = SUM( phi ## 2);
summe_s = SUM( phi_s);
IF( summe_s = 0) THEN DO;
RETURN( -1);
END;
ELSE DO;
zwischen = SUM( phi_s - ( ( summe_s / anz_beob) * j( ma, 2, 1)) ## 2)
/ summe_s;
kappa = 1 + ( zwischen * zwischen * 2 / anz_beob);
f_dach = anz_beob * anz_beob * summe_q * kappa * kappa
/ ( df_f * summe_s * summe_s);
******************************;
* Berechnung der Testgroesse *;
******************************;
tgr = (( mittelw[ 1] - mittelw[ 2]) / ( sigma * SQRT( f_dach)))
#( SQRT( SUM ( n_i ## (-1))) ## (-1));
te = tgr;
tz = ABS( tgr);
RETURN( 0);
END;
END;
FINISH; * huber *;
t_z = ABS( t_test( werte));
pt_z = PROBT( t_z, df_f);
t_t = ABS( trimz( werte, unten, oben, mittel_t));
pt_t = PROBT( t_t, df_t);
IF( &trim = 0.1) THEN DO;
unten1 = unten;
oben1 = oben;
df_t_1 = df_t;
t_t_1 = t_t;
pt_t_1 = pt_t;
END;
ELSE DO;
unten1 = FLOOR( 0.1 * n_i);
oben1 = n_i - unten1;
df_t_1 = SUM( oben1 - unten1) - 2;
t_t_1 = ABS( trimz( werte, unten1, oben1, dummy));
pt_t_1 = PROBT( t_t_1, df_t_1);
END;
IF( &trim = 0.2) THEN DO;
unten2 = unten;
oben2 = oben;
df_t_2 = df_t;
t_t_2 = t_t;
pt_t_2 = pt_t;
END;
ELSE DO;
unten2 = FLOOR( 0.2 * n_i);
oben2 = n_i - unten2;
df_t_2 = SUM( oben2 - unten2) - 2;
t_t_2 = ABS( trimz( werte, unten2, oben2, dummy));
pt_t_2 = PROBT( t_t_2, df_t_2);
END;
error = 0;
error_f = 0;
ok_b = init( werte, sigma_b, med_ab_b, mediane);
IF( ok_b = -1) THEN error = 1;
ELSE DO;
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ok_b = huber( werte, &c, med_ab_b, sigma_b, mediane, t_m_b, mittel_m);
IF( ok_b = -1) THEN error_b = 1;
ELSE pt_t_mb = PROBT( t_m_b, df_f);
ok = huber( werte, 1.8, med_ab_b, sigma_b, mediane, t_m, dummy);
IF( ok = -1) THEN error_f = 1;
ELSE DO;
pt_t_m = PROBT( t_m, df_f);
tmax_tc = MAX( t_z, t_m);
pmax_3 = MAX( pt_z, pt_t_m, pt_t_2);
END;
END;
p_ttest = 2 * ( 1 - pt_z);
p_trim = 2 * ( 1 - pt_t);
p_trim1 = 2 * ( 1 - pt_t_1);
p_trim2 = 2 * ( 1 - pt_t_2);
p_m = 2 * ( 1 - pt_t_m);
IF( boot = 1) THEN DO;
pmax_ttt = MAX( pt_z, pt_t_1, pt_t_2);
al_tttb = 0;
al_tcb = 0;
al_3b = 0;
*************;
* Bootstrap *;
*************;
DO wdh_b = 1 TO &N_BOOT;
boot_pos = RANUNI( j( anz_beob, 1, -1));
boot_hil = INT( anz_beob * boot_pos + j( anz_beob, 1, 1));
werte_h = owerte(|boot_hil,|);
werte = j( ma, 2, .);
pos = 0;
DO i = 1 TO 2;
werte[ 1:n_i[ i], i] = werte_h[ pos + 1:pos + n_i[ i]];
pos = pos + n_i[ i];
END;
error_l = 0;
IF(( error ^= 1 & error_f ^= 1)) THEN DO;
t18zb = 0;
x = init( werte, sigma_b, med_ab_b, mediane);
IF((x ^= -1)) THEN DO;
ok = huber( werte, 1.8, med_ab_b, sigma_b, mediane, t18zb, dummy);
IF( ok = -1) THEN DO;
error_l = 1;
wdh_b = wdh_b - 1;
END;
END;
ELSE DO;
error_l = 1;
wdh_b = wdh_b - 1;
END;
END;
IF(( error_l ^= 1)) THEN DO;
t_zb = ABS( t_test( werte));
t_t1zb = ABS( trimz( werte, unten1, oben1, dummy));
t_t2zb = ABS( trimz( werte, unten2, oben2, dummy));
pbt_tz = PROBT( t_zb, df_f);
pbt_t18z = PROBT( t18zb, df_f);
pbt_t1z = PROBT( t_t1zb, df_t_1);
pbt_t2z = PROBT( t_t2zb, df_t_2);
bmax_ttt = MAX( pbt_tz, pbt_t1z, pbt_t2z);
bmax_tc = MAX( t_zb, t18zb);
bmax_3 = MAX( pbt_tz, pbt_t18z, pbt_t2z);
IF( pmax_ttt > bmax_ttt) THEN al_tttb = al_tttb + 1;
IF( tmax_tc > bmax_tc ) THEN al_tcb = al_tcb + 1;
IF( pmax_3 > bmax_3 ) THEN al_3b = al_3b + 1;
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END;
END;
al_tttb = al_tttb / &N_BOOT;
al_tcb = al_tcb / &N_BOOT;
al_3b = al_3b / &N_BOOT;
p_tttb = 2 * ( 1 - al_tttb);
p_tcb = 2 * ( 1 - al_tcb);
p_3b = 2 * ( 1 - al_3b);
END;
PRINT ’ROBTTEST MACRO’;
FILE PRINT;
PUT ’Variable: ’ " &var";
PRINT,;
PUT ’Test’ @15 "&class" @28 ’N’ @40 ’Mean’ @55 ’|T|’ @65 ’DF’ @73 ’Prob>|T|’;
DO i = 1 TO 80;
PUT ’-’ @;
END;
PUT;
t = 100 * &trim;
PUT t 2.0 "%-trim" @15 (class[ 1]) 6.0 @23 (n_i[ 1]) 6.0 @32 (mittel_t[ 1])
12.6 @48 t_t 10.6 @;
PUT @61 df_t 6.0 @75 p_trim 6.5;
PUT @15 (class[ anz_beob]) 6.0 @23 (n_i[ 2]) 6.0 @32 (mittel_t[ 2]) 12.6 ;
PUT;
PUT ’huber c=’ "&c" @15 (class[ 1]) 6.0 @23 (n_i[ 1]) 6.0 @32 (mittel_m[ 1])
12.6 @48 t_m_b 10.6 @;
PUT @61 df_f 6.0 @75 p_m 6.5;
PUT @15 (class[ anz_beob]) 6.0 @23 (n_i[ 2]) 6.0 @32 (mittel_m[ 2]) 12.6;
PUT;
PUT ’Number of bootstrap replications: ’ "&N_BOOT";
PUT;
PUT ’Test’ @30 ’p-value’;
DO i = 1 TO 36;
PUT ’-’ @;
END;
PUT;
PUT ’min t,10%-,20%-trim’ @31 p_tttb 6.5;
PUT ’min t,c=1.8’ @31 p_tcb 6.5;
PUT ’min t,20%-trim,c=1.8’ @31 p_3b 6.5;
CLOSEFILE PRINT;
QUIT;
%MEND ROBTTEST;
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7.2 Robuste multiple Kontrasttests
Zur Kalkulation der p-Werte werden in dem Macro die Quantile der multivariaten t-
Verteilung mit der Prozedur mvt lr aus Bretz (1999) berechnet.
Das Macro ROBKONTR hat die folgenden U¨bergabeparameter:
- var: Name der auszuwertenden Variable
- class: Name der Variablen, die die Gruppen bezeichnet
- data: Name des Datensatzes (default = letzter verwendeter Datensatz)
- contrast: Name des Datensatzes, der die zu betrachtenden Kontraste entha¨lt
- c: Tuningkonstante (default = 1,8)
- trim: Anteil der zu trimmenden Daten (default = 0,2)
Mit dem Beispieldatensatz:
DATA test;
INPUT gruppe wert @@;
CARDS;
1 1 1 2 1 3 1 4 1 5
2 1 2 2 2 3 2 4 2 5 2 6 2 7 2 8 2 9 2 10
3 2 3 2 3 3 3 5 3 5
;
und den einseitigen Dunnett-Kontrasten bezu¨glich Guppe 1:
DATA con;
INPUT c d1 d2;
CARDS;
-1 1 0
-1 0 1
;
liefert der Aufruf:
%ROBKONTR( data=test, var=wert, class=gruppe, contrast=con, trim=.2, c=1.8);
die folgende Ausgabe:
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Abbildung 7.2: Ausgabe des Macros ROBKONTR
%MACRO ROBKONTR( data=daten, class=gruppen, var=wert, contrast=contrast, c=1.8, trim=0.2);
PROC SORT DATA=&data;
BY &class;
RUN;
PROC SORT OUT = gruppen NODUPKEY;
BY &class;
RUN;
PROC UNIVARIATE NOPRINT;
VAR &var;
OUTPUT OUT=anz_g N=n;
RUN;
DATA anz_g;
SET anz_g;
CALL SYMPUT(’Anz_g’,n);
RUN;
PROC IML;
USE work.&data;
READ ALL VAR{&class} INTO owerte_g;
READ ALL VAR{&var} INTO owerte;
USE work.&contrast;
READ ALL INTO contrast;
START corr( cm, sampsize) GLOBAL( q, r, df, var);
q = NROW (cm);
df = SUM( sampsize) - NCOL( sampsize);
rr = j( q, q, 0);
var = j( 1, q, .);
DO i = 1 TO q - 1;
DO j = i + 1 TO q;
rr[i,j] = SUM( cm[ i, ] # cm[ j, ] / sampsize) /
SQRT( sum( cm[ i, ] ## 2 / sampsize) * SUM( cm[ j, ] ## 2 / sampsize));
END;
END;
r = rr + rr‘ + I( q);
DO i = 1 TO q;
var[i] = SUM( cm[ i, ] ## 2 / sampsize);
END;
FINISH;
START mvt_lr( df, b, r, eps);
q = NCOL( b);
c = T( ROOT( r)) + 1E-12;
y = j( 1, q-1, 0);
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e = j( 1, q, 0);
e[1] = PROBT( b[ 1] / c[ 1, 1], df);
n = 10;
vec = 0:q-2;
p_vector = {157 313 619 1249 2503 5003 10007 20011};
mat={ 1 1 1 1 1 1 1 1,
46 119 239 512 672 1850 3822 6103,
46 93 178 136 652 1476 2325 2894,
17 51 73 197 792 792 1206 8455,
18 51 104 165 792 380 1927 3629,
18 80 102 175 253 162 2286 1752,
11 70 161 303 306 363 343 1920,
11 70 161 155 153 137 378 652,
11 93 106 18 288 186 81 146,
36 62 57 27 288 186 182 156,
36 15 57 27 29 33 76 136,
36 15 36 24 128 36 21 44,
4 19 22 24 64 38 21 31,
30 15 22 24 16 36 21 161,
31 9 22 24 16 48 20 161,
31 9 22 14 16 48 21 11,
6 20 6 14 16 12 21 11,
6 9 6 14 64 12 11 13,
3 9 6 14 16 12 11 13,
3 9 6 8 16 6 11 13,
3 16 6 8 16 6 7 13,
3 16 6 8 16 6 7 22,
3 16 6 8 16 6 7 13,
3 16 6 8 8 6 7 13,
3 16 6 8 8 6 4 13,
3 16 6 8 8 5 4 16,
3 16 4 3 8 5 4 16,
3 4 4 3 8 4 4 13,
3 4 4 3 8 4 4 13,
3 4 4 3 8 4 4 8,
3 4 4 3 8 4 4 8};
DO UNTIL( n > 50 | error<eps);
index=1;
DO UNTIL( index = 9 | error<eps);
p = p_vector[ index];
h = mat[q-1, index];
z = MOD( j( 1, q-1, h) ## vec, p);
intval = 0;
varsum = 0;
DO l = 1 TO n;
latsum = 0;
rr = RANUNI( j( 1, q-1, 141071));
DO j = 1 TO p;
w = ABS( 2 * MOD( rr + j # z / p, 1) - 1);
y[ 1] = TINV( w[ 1] * e[ 1], df);
DO i = 2 TO q-1;
e[ i] = PROBT( ( b[ i] - SUM( c[ i, 1: i-1] * y[ 1: i-1])) * SQRT(( df+i-1)
/ ( df + SUM( y[ 1: i-1] ##2 ))) / c[ i, i], df+i-1) + 1E-12;
y[ i] = TINV( w[ i] * e[ i], df+i-1) * SQRT( ( df + SUM( y[ 1: i-1] ## 2))
/ ( df+i-1));
END;
e[ q] = PROBT( ( b[ q] - SUM( c[ q, 1:q-1] * y[ 1: q-1])) * SQRT( ( df+q-1)/
( df + SUM( y[ 1:q-1] ## 2))) / c[ q, q] , df+q-1) + 1E-12;
f = e[ #];
latsum = latsum + ( f - latsum) / j;
END;
varsum = varsum + ( l - 1) * ( latsum - intval) ** 2 / l;
intval = intval + ( latsum - intval) / l;
END;
error = 3 * SQRT( varsum / ( n * ( n-1)));
index = index + 1;
END;
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n = n + 2;
END;
prob = intval;
RETURN( intval);
FINISH;
START trim( werte, mittel_2, sigma_2, divisor2, anteil) GLOBAL( gruppen, n_i, max_n);
unten_2 = INT( anteil * n_i);
oben_2 = n_i - unten_2;
unten_2 = unten_2 + 1;
grenzen2 = j( 2, gruppen, 0);
t_werte2 = j( max_n, gruppen, 0);
raenge = j( max_n, gruppen, .);
sigmal_2 = j( 1, gruppen, 0);
**********************************************;
* Berechnung der Schaetzung von mu und sigma *;
**********************************************;
DO sp = 1 TO gruppen;
raenge[ 1:n_i[ sp], sp] = RANK( werte[ 1:n_i[ sp], sp]);
* Raenge in jeder Gruppe bestimmen;
END;
DO sp = 1 TO gruppen;
DO ze = 1 TO n_i[ sp];
tw = raenge[ ze, sp];
IF( unten_2[ sp] <= tw & tw <= oben_2[ sp]) THEN DO;
IF( tw = unten_2[ sp]) THEN grenzen2[ 1, sp] = werte[ ze, sp];
IF( tw = oben_2[ sp]) THEN grenzen2[ 2, sp] = werte[ ze, sp];
t_werte2[ ze, sp] = 1;
END;
END;
END;
werte_2 = werte # t_werte2;
mittel_2 = werte_2[ +, ];
w_mitt_2 = mittel_2 + ( unten_2 - 1) # grenzen2[ +, ];
divisor2 = oben_2 - unten_2;
mittel_2 = mittel_2 / ( divisor2 + 1);
w_mitt_2 = w_mitt_2 / n_i;
*******************************************;
* Berechnung der verschiedenen 2. Momente *;
*******************************************;
ssd_12 = ( werte - j( max_n, 1, 1) * w_mitt_2) # t_werte2;
ssd_22 = ( grenzen2 - j( 2, 1, 1) * w_mitt_2);
DO sp = 1 TO gruppen;
sigmal_2[ sp] = SSQ( ssd_12[ , sp]) + SSQ( ssd_22[ , sp])
* ( unten_2[ sp] - 1);
END;
sigma_2 = SQRT( SUM( sigmal_2) / SUM( divisor2));
divisor2 = divisor2 + 1;
FINISH;
START init( werte, sigma_b, med_ab_b, mediane) GLOBAL( gruppen, n_i, max_n, n_ges);
med_ge = j( n_ges, 1, .);
*****************************************************;
* Berechnung der ersten Schaetzung von mu und sigma *;
*****************************************************;
DO i = 1 TO gruppen;
mediane[ ,i] = MEDIAN( werte[ 1:n_i[ i], i]);
END;
zentren = j( max_n, 1, 1) * mediane;
med_ab = werte - zentren;
med_ge[ 1:n_i[ 1]] = med_ab[ 1:n_i[ 1], 1];
base = n_i[ 1];
DO i = 2 TO gruppen-1;
med_ge[ base+1:base+n_i[ i]] = med_ab[ 1:n_i[ i], i];
base = base + n_i[ i];
END;
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med_ge[ base+1:n_ges] = med_ab[ 1:n_i[ gruppen], gruppen];
sigma_b = 1.483 * MEDIAN( ABS( med_ge));
IF( sigma_b = 0) THEN RETURN( -1);
ELSE DO;
med_ab_b = med_ab / sigma_b;
RETURN( 0);
END;
FINISH;
START huber( werte, c, med_ab_b, sigma_b, mediane, mittel, sigma)
GLOBAL( design, max_n, n_i, gruppen, n_ges, beta, df_f);
phi = j( max_n, gruppen, 1);
phi_s = j( max_n, gruppen, 1);
phi_s = ( ABS( med_ab_b) <= j( max_n, gruppen, c)) # design;
phi = phi_s # med_ab_b + SIGN( med_ab_b) # ( j( max_n, gruppen, 1) - phi_s)
# j( max_n, gruppen, c) # design;
summe = phi[ +, ];
summe_s = phi_s[ +, ];
IF( summe_s[><] = 0) THEN DO;
RETURN( -1);
END;
ELSE DO;
summe_s = summe_s ## ( -1);
phi_q = phi ## 2;
summe_q = SUM( phi_q);
mittelw = mediane + summe # summe_s * sigma_b;
sigma_q = sigma_b * summe_q / ( ( n_ges - 1) * beta);
sigma = SQRT( sigma_q);
*****************************************;
* Bis hier Start m-Schaetzer Berechnung *;
*****************************************;
med_ab = ( werte - j( max_n, 1, 1) * mittelw) / sigma;
phi_s = ( ABS( med_ab) <= j( max_n, gruppen, c)) # design;
phi = phi_s # med_ab + SIGN( med_ab) # ( j( max_n, gruppen, 1) - phi_s)
# j( max_n, gruppen, c) # design;
summe_q = SUM( phi ## 2);
summe_s = SUM( phi_s);
IF( summe_s = 0) THEN DO;
RETURN( -1);
END;
ELSE DO;
zwischen = SUM( phi_s - ( ( summe_s / n_ges) * j( max_n, gruppen, 1)) ## 2)
/ summe_s;
kappa = 1 + ( zwischen * zwischen * gruppen / n_ges);
f_dach = n_ges * n_ges * summe_q * kappa * kappa
/ ( df_f * summe_s * summe_s);
sigma = sigma * SQRT( f_dach);
mittel = mittelw;
RETURN( 0);
END;
END;
FINISH;
j = 1;
gruppen = &Anz_g;
DO i = 1 TO gruppen - 1;
g_val = owerte_g[ j];
n = 0;
DO UNTIL(g_val ^= owerte_g[ j]);
j = j + 1;
n = n + 1;
END;
n_i = n_i || n;
END;
n_ges = NROW( owerte);
n_i = n_i || (n_ges - SUM(n_i));
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max_n = MAX( n_i);
df_f = n_ges - gruppen;
c = &c;
beta = 2 * c * c * ( 1 - PROBNORM( c)) + 2 * PROBNORM( c) - 1
- SQRT( 2 / 3.1415 ) * c * exp( -.5 * c * c);
design = j( max_n, gruppen, 1);
werte = j( max_n, gruppen, .);
base = 0;
DO i = 1 TO gruppen;
IF( max_n > n_i[ i]) THEN design[ n_i[ i]+1:max_n, i] = .;
werte[ 1:n_i[ i], i] = owerte[ base + 1: base + n_i[ i], 1];
base = base + n_i[ i];
END;
mediane = j( 1, gruppen, .);
med_ab_b = j( max_n, gruppen, .);
sigma_b = 0;
sigma_h = 0;
mittel_h = j( 1, gruppen, 0);
sigma_t = 0;
mittel_t = j( 1, gruppen, 0);
ERROR = 0;
ok = init( werte, sigma_b, med_ab_b, mediane);
IF( ok = -1) THEN ERROR = 1;
ELSE DO;
ok = huber( werte, c, med_ab_b, sigma_b, mediane, mittel_h, sigma_h);
IF( ok = -1) THEN ERROR = 1;
ELSE DO;
CALL trim( werte, mittel_t, sigma_t, divisor2, &trim);
tuk_zh = contrast * T( mittel_h);
tuk_zt = contrast * T( mittel_t);
tuk_n = SQRT(( contrast ## 2) * T( n_i ## (-1)));
tuk_n_t = SQRT(( contrast ## 2) * T( divisor2 ## (-1)));
t_tuk_h = MAX( .1, ROUND( MAX(( tuk_zh / tuk_n) / sigma_h), 0.01));
t_tuk_t = MAX( .1, ROUND( MAX(( tuk_zt / tuk_n_t) / sigma_t), 0.01));
th = ROUND( ( tuk_zh / tuk_n) / sigma_h, 0.01);
tt = ROUND( ( tuk_zt / tuk_n_t) / sigma_t, 0.01);
df_t = SUM( divisor2);
RUN CORR( contrast, n_i);
r1 = r;
RUN CORR( contrast, divisor2);
r2 = r;
dim = NROW( contrast);
p_werte = j( dim, 2, 0);
DO i = 1 TO dim;
th_l = j( 1, dim,th[ i]);
p_werte[ i, 1] = 1 - mvt_lr( df, th_l,r1, 0.001);
tt_l = j( 1, dim, th[ i]);
p_werte[ i, 2] = 1 - mvt_lr( df_t, tt_l,r2, 0.001);
END;
END;
END;
PRINT ’ROBKONTR MACRO’;
FILE PRINT;
PUT ’Variable: ’ "&var";
PUT ’Huber-m-estimation c=’ "&c";
PRINT,;
PUT ’Contrast’ +(6*gruppen-2) ’T’ +10 ’Prob>T’;
DO i = 1 TO (6*gruppen+24);
PUT ’-’ @;
END;
PUT;
DO i = 1 TO dim;
DO j = 1 TO gruppen;
PUT @(j*6) (contrast[ i, j] ) 4.2@;
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END;
PUT (th[ i]) 10.5 +4 (p_werte[ i, 1]) 7.5;
END;
PUT;
PUT;
PUT "&trim" ’-trim-estimation’;
PRINT,;
PUT ’Contrast’ +(6*gruppen-2) ’T’ +10 ’Prob>T’;
DO i = 1 TO (6*gruppen+24);
PUT ’-’ @;
END;
PUT;
DO i = 1 TO dim;
DO j = 1 TO gruppen;
PUT @(j*6) (contrast[ i, j] ) 4.2@;
END;
PUT (tt[ i]) 10.5 +4 (p_werte[ i, 2]) 7.5;
END;
QUIT;
%MEND;
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7.3 Adjustierte p-Werte einseitiger Paarvergleiche
Damit das Macro korrekte Ergebnisse liefert, mu¨ssen die zu vergleichenden Mittelwerte
von 1 bis k durchnummeriert sein.
Das Macro P4B EINS hat die folgenden U¨bergabeparameter:
- p wert: Variable fu¨r den p-Wert des einseitigen Tests
- gross: Variable, die die Indizes der in der Nullhypothese gro¨ßereren Parameter
entha¨lt
- klein: Variable, die die Indizes der in der Nullhypothese kleineren Parameter
entha¨lt
Fu¨r das Hypothesensystem
H11 : µ1 ≥ µ2, H12 : µ1 ≤ µ2, H2 : µ1 ≥ µ3, H3 : µ1 ≥ µ4, H4 : µ1 ≥ µ5,
H5 : µ2 ≥ µ3, H6 : µ2 ≥ µ4, H7 : µ2 ≥ µ5
mit den p-Werten
p11 = 0, 552, p12 = 0.448, p2 = 0, 00134, p3 = 0, 00155, p4 = 0, 0000781,
p5 = 0, 00572, p6 = 0, 00543, p7 = 0, 000709
hat der Eingabedatensatz die Form:
DATA test;
INPUT p von nach;
CARDS;
0.552 1 2
0.448 2 1
0.00134 1 3
0.00155 1 4
0.0000781 1 5
0.00572 2 3
0.00543 2 4
0.000709 2 5
;
Mit dem Aufruf:
%P4B EINS( p wert=p, gross=von, klein=nach )
erha¨lt man die Ausgabe:
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Abbildung 7.3: Ausgabe des Macros P4B EINS
%MACRO P4B_EINS( p_wert=p, gross=von, klein=nach, data= _LAST_);
PROC SORT DATA = &data;
BY &p_wert;
RUN;
PROC IML;
START NEXT_I( I_k, R2, anzI, i_stern, i_zstern, min_i) GLOBAL( k);
IF(( R2 ^= 1) & (i_stern < k)) THEN DO;
i_zstern = i_stern;
i_stern = i_stern + 1;
I_k[ i_stern] = 1;
anzI = anzI + 1;
END;
ELSE DO;
IF( anzI ^= 1) THEN DO;
anzI = anzI - 1;
I_k[ i_stern] = 0;
I_k[ i_zstern] = 0;
i_stern = i_zstern + 1;
I_k[ i_stern] = 1;
IF( SUM( I_k) = 1) THEN DO;
min_i = i_stern;
i_zstern = -1;
END;
ELSE DO;
min_i = I_k[<:>];
i = i_zstern-1;
DO WHILE( I_k[ i] ^= 1);
i = i - 1;
END;
i_zstern = i;
END;
END;
ELSE anzI = 0;
END;
FINISH; * NEXT_I;
START SCHRITT2( I_k, anzI, i_stern, i_zstern, min_i, J) GLOBAL( k);
leer = 0;
IF( i_stern = k) THEN leer = 1;
ELSE DO;
M = j( i_stern, 1, 0) // j( k-i_stern, 1, 1);
M = ( M - J[ anzI-1]) <> j( k, 1, 0);
IF( SUM( M) = 0) THEN leer = 1;
ELSE DO;
i = i_stern;
DO UNTIL( M[ i] = 1);
i = i + 1;
END;
I_k[ i_stern] = 0;
I_k[ i] = 1;
i_stern = i;
END;
END;
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IF( leer = 1) THEN RUN NEXT_I( I_k, 1, anzI, i_stern, i_zstern, min_i);
FINISH; * SCHRITT2;
********************************************;
* Hauptprogramm ****************************;
********************************************;
* Matrix mit den p-Werten und den zugehoerigen Vergleichen;
USE &data;
READ ALL VAR{ &p_wert &gross &klein} INTO P;
* Niveau;
alpha = .05;
* Anzahl der Vergleiche;
k = NROW( P);
* Anzahl der Knoten;
n_knot = MAX(P[ , 2:3]);
* Inzidenzmatrix der Globalhypothese;
H0 = j( n_knot, n_knot, 0);
* Adjustierte p-Werte;
Ap = P[ 1, 1] * k * j( k, 1, 1);
* Indizes der aktuellen Schnitthypothese;
I_k = j( k, 1, 0);
* J wie in Gudruns Arbeit;
J = j( k, k+1, 0);
* Vergleichsmatrizen fuer Wege;
nicht = j( n_knot, n_knot, 1);
weg = j( n_knot, n_knot, n_knot);
* Initialisierung;
I_k[ 2] = 1;
anzI = 1; * entspricht dem j in Gudruns Arbeit;
i_stern = 2;
i_zstern = -1;
min_i = 2;
DO i = 1 TO k;
H0[ P[ i, 2], P[ i, 3]] = 1;
END;
* Progammschritt;
DO UNTIL( anzI=0); * Brich ab, wenn I_k die leere Menge ist;
* Ueberpruefung der Bedingung K1;
IF ( J[ i_stern, anzI] = 1) THEN K1 = 1;
ELSE DO;
K1 = 0; * Bedingung K1 ist nicht erfuellt;
* Initialisirung und Generierung der Inzidenzmatrix,;
* die zu der aktuellen Schnitthypothese gehoert;
H_k = j( n_knot, n_knot, 0);
DO i = 1 TO k;
IF( I_k[ i] = 1) THEN H_k[ P[ i, 2], P[ i, 3]] = 1;
END;
* Bestimmung der maximalen umfassenden erschoepfenden Indexmenge;
H = H_k;
SEH_k = H_k;
SEH = H_k;
i = 1;
IF( anzI ^= 1) THEN
DO UNTIL( (MIN( SEH - H) ^= -1) | i = anzI);
SEH = SEH_k;
i = i + 1;
H = H * H_k;
H = ( H >= j( n_knot, n_knot, 1));
SEH_k = SEH_k <> H;
END;
* Check ob SEH_k Hypothesen enthaelt, die in H0 und nicht in H_k sind;
SEH = (SEH_k >< H0);
CH_k = H_k - SEH;
* Berechnung der Mengen C(I_k) und D;
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IF( SUM( CH_k) = 0) THEN DO;
* I_k ist selbst erschoepfend;
d = k;
SEI_k = I_k;
CI_k = j( k, 1, 0);
END;
ELSE DO;
* I_k ist nicht erschoepfend;
SEH_k = SEH;
SEI_k = j( k, 1, 0);
DO i = 1 TO k;
IF( SEH_k[ P[ i, 2], P[ i, 3]] = 1) THEN SEI_k[ i] = 1;
END;
CI_k = SEI_k - I_k;
D = ( CI_k - J[ , anzI]) <> j(k ,1, 0);
IF( MAX( D) = 0) THEN d = k; * D ist die leere Menge;
ELSE d = D[<:>]; * Finde den ersten Wert in D, der <> 1 ist;
END;
IF( d < i_stern) THEN K1=1; * Kriterium K2 ist erfuellt;
ELSE DO;
* Kriterium K2 ist nicht erfuellt;
m = SUM( SEI_k);
J[ , anzI+1] = CI_k;
* Ueberpruefung, ob die Menge auch im strengen Sinn erschoepfend ist;
GV = (( n_knot + 1) * T( H0 - SEH_k)) <> SEH_k; * Aktueller Graph;
GH = GV;
G = GV;
i = 1;
zycel = 0;
DO UNTIL( zycel > n_knot | i >= n_knot);
GH = GH * GV;
i = i + 1;
noway = GH < nicht;
oneway = (GH <= weg) - noway;
altway = GH > weg;
GH = oneway + ( altway * ( n_knot + 1));
G = G <> GH;
zycel = TRACE( G);
END;
IF( zycel <= n_knot ) THEN DO;
Ap = (Ap <> ( SEI_k * m * P[ min_i, 1])) >< j( k, 1, 1);
END;
END;
END;
IF( K1) THEN RUN SCHRITT2( I_k, anzI, i_stern, i_zstern, min_i, J);
ELSE RUN NEXT_I( I_k, 0, anzI, i_stern, i_zstern, min_i);
END;
CREATE out FROM Ap[ COLNAME=’adj_p’];
APPEND FROM Ap;
QUIT;
DATA testout;
MERGE test out;
RUN;
PROC PRINT;
RUN;
%MEND;
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Anhang A
Tabellen
A.1 Mittelwerte der einzelnen Profile aus 4.3.7.4
Profil µ1 µ2 µ3 µ4 Profil µ1 µ2 µ3 µ4
a 0 1,25 1,25 1,25 j2 1,25 2,75 0 1,25
b 0 1,25 1,25 0 k1 0 0 1,5 2,75
c 0 1,25 0 0 k2 0 0 1 2,25
d 0 0 1,25 1,25 l1 0 1,5 1,5 2,75
e 0 0 1,25 0 l2 0 1 1 2,25
f 1,25 0 1,25 1,25 m 0 0 0 1,25
g1 0 0,75 2 0 n1 2,75 0 1,5 2,75
g2 0 1,5 2,75 0 n2 2,25 0 1 2,25
h1 0 1,5 2,75 1 o1 0 1,5 0 1,25
h2 0 0,75 2 0,5 o2 0 1 0 1,25
h3 0 1,5 2,75 1,4 p1 0 1,5 2,85 4,1
h4 0 0,75 2 1 p2 0 1,35 2,85 4,1
h5 0 1,5 2,75 1,7 p3 0 1,35 2,35 3,6
h6 0 1 2,25 1,5 p4 0 1 2,35 3,6
h7 0 1 2,25 2,25 p5 0 1 1,75 3
h8 0 1,5 2,75 2,75 p6 0 0,75 1,75 3
i 1,25 1,25 0 1,25 q1 1,5 0 1,5 2,75
j1 1,25 2,25 0 1,25 q2 1 0 1 2,25
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A.2 Simulationsergebnisse zu Abschnitt 4.3.7.4
In der Tabelle sind die Verfahren mit den Kurzformen
alle Profile
Verfahren AT mit paarweisen Hyp. Lee/Spurrier Holm
Kurzform AT Lee Holm
Verfahren AT mit Bauer/Budde Hyp. Bauer/Budde paarweise Hyp. Hayter
Kurzform AT/BB BB Hay
nur Ordnungsprofile
Verfahren AT mit Ordnungsrestiktion AT/BB mit Ordnungsrestriktion
Kurzform AT O AT/BB O
Verfahren Rom et al (1994) Bauer/Budde mit Reverse-Helmert-Kontrasten
Kurzform Rom BB rh
bezeichnet. In der Spalte Power steht high fu¨r die Wahrscheinlichkeit, den HEDS zu
u¨berterscha¨tzen, low fu¨r die Wahrscheinlichkeit, den HEDS zu unterscha¨tzen und hit
fu¨r die Power, den HEDS richtig zu erkennen. In den Ergebnissen der Tests unter
Ordnungsrestriktion sind die Profile kursiv gedruckt, die nicht monotonen Profilen
entsprechen.
mit Ordnungsrestriktion
Profil Power AT/BB O AT O BB rh Rom
a high 0,049 0,049 0,049 0,026
hit 0,648 0,672 0,833 0,019
low 0,000 0,000 0,000 0,000
b high 0,001 0,001 0,000 0,000
hit 0,048 0,048 0,541 0,000
low 0,000 0,000 0,000 0,000
c high 0,008 0,008 0,019 0,000
hit 0,012 0,041 0,149 0,000
low 0,000 0,000 0,000 0,000
d high 0,027 0,027 0,048 0,052
hit 0,623 0,631 0,813 0,679
low 0,016 0,016 0,059 0,000
e high 0,000 0,000 0,000 0,000
hit 0,040 0,040 0,301 0,036
low 0,004 0,004 0,095 0,000
f high 0,008 0,008 0,047 0,023
hit 0,011 0,011 0,793 0,037
low 0,000 0,000 0,000 0,000
g1 high 0,000 0,000 0,000 0,000
hit 0,040 0,040 0,084 0,001
low 0,010 0,010 0,563 0,000
g2 high 0,000 0,000 0,000 0,000
hit 0,040 0,040 0,012 0,000
low 0,010 0,010 0,934 0,000
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Profil Power AT/BB O AT O BB rh Rom
h1 high 0,000 0,000 0,000 0,000
hit 0,560 0,560 0,154 0,003
low 0,156 0,156 0,840 0,000
h2 high 0,000 0,000 0,000 0,000
hit 0,238 0,238 0,230 0,014
low 0,055 0,055 0,579 0,000
h3 high 0,000 0,000 0,000 0,000
hit 0,718 0,718 0,306 0,030
low 0,200 0,200 0,692 0,000
h4 high 0,000 0,000 0,000 0,000
hit 0,560 0,560 0,461 0,139
low 0,114 0,114 0,462 0,000
h5 high 0,000 0,000 0,000 0,000
hit 0,764 0,764 0,446 0,116
low 0,213 0,213 0,554 0,000
h6 high 0,000 0,000 0,000 0,000
hit 0,741 0,741 0,593 0,292
low 0,172 0,172 0,395 0,000
h7 high 0,031 0,031 0,049 0,053
hit 0,754 0,761 0,831 0,750
low 0,166 0,166 0,119 0,000
h8 high 0,036 0,036 0,049 0,053
hit 0,754 0,756 0,831 0,750
low 0,203 0,203 0,120 0,000
i high 0,000 0,000 0,000 0,000
hit 0,049 0,049 0,721 0,003
low 0,000 0,000 0,000 0,000
j1 high 0,000 0,000 0,000 0,000
hit 0,049 0,049 0,722 0,000
low 0,000 0,001 0,002 0,000
j2 high 0,000 0,000 0,000 0,000
hit 0,049 0,049 0,723 0,000
low 0,000 0,001 0,004 0,000
k1 high 0,000 0,000 0,000 0,000
hit 0,782 0,782 0,867 0,867
low 0,131 0,211 0,133 0,131
k2 high 0,000 0,000 0,000 0,000
hit 0,781 0,781 0,864 0,867
low 0,108 0,161 0,133 0,112
l1 high 0,000 0,000 0,000 0,000
hit 0,783 0,783 0,807 0,780
low 0,196 0,197 0,192 0,101
l2 high 0,000 0,000 0,000 0,000
hit 0,781 0,781 0,804 0,780
low 0,126 0,129 0,181 0,071
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Profil Power AT/BB O AT O BB rh Rom
m high 0,000 0,000 0,000 0,000
hit 0,716 0,716 0,765 0,697
low 0,007 0,010 0,057 0,008
n1 high 0,000 0,000 0,000 0,000
hit 0,049 0,049 0,867 0,262
low 0,000 0,000 0,133 0,000
n2 high 0,000 0,000 0,000 0,000
hit 0,049 0,049 0,861 0,169
low 0,000 0,000 0,129 0,000
o1 high 0,000 0,000 0,000 0,000
hit 0,716 0,716 0,756 0,013
low 0,028 0,137 0,129 0,030
o2 high 0,000 0,000 0,000 0,000
hit 0,716 0,716 0,746 0,132
low 0,025 0,090 0,092 0,023
p1 high 0,000 0,000 0,000 0,000
hit 0,851 0,851 0,867 0,867
low 0,140 0,149 0,133 0,131
p2 high 0,000 0,000 0,000 0,000
hit 0,847 0,847 0,867 0,867
low 0,137 0,153 0,133 0,132
p3 high 0,000 0,000 0,000 0,000
hit 0,827 0,827 0,865 0,867
low 0,156 0,170 0,135 0,121
p4 high 0,000 0,000 0,000 0,000
hit 0,821 0,821 0,867 0,867
low 0,139 0,177 0,133 0,131
p5 high 0,000 0,000 0,000 0,000
hit 0,797 0,797 0,858 0,866
low 0,152 0,178 0,141 0,103
p6 high 0,000 0,000 0,000 0,000
hit 0,796 0,796 0,865 0,867
low 0,138 0,183 0,135 0,121
q1 high 0,000 0,000 0,000 0,000
hit 0,716 0,716 0,867 0,850
low 0,020 0,028 0,133 0,020
q2 high 0,000 0,000 0,000 0,000
hit 0,716 0,716 0,861 0,832
low 0,019 0,027 0,129 0,020
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ohne Ordnungsrestriktion
Profil Power AT/BB AT BB Hay Holm Lee
a high 0,051 0,049 0,044 0,021 0,044 0,034
hit 0,706 0,699 0,699 0,641 0,699 0,709
low 0,000 0,000 0,000 0,000 0,000 0,000
b high 0,025 0,017 0,020 0,011 0,020 0,017
hit 0,711 0,689 0,720 0,648 0,720 0,723
low 0,000 0,000 0,000 0,000 0,000 0,000
c high 0,021 0,013 0,024 0,010 0,024 0,017
hit 0,632 0,640 0,707 0,643 0,707 0,714
low 0,000 0,000 0,000 0,000 0,000 0,000
d high 0,026 0,026 0,032 0,010 0,021 0,017
hit 0,709 0,716 0,702 0,636 0,713 0,715
low 0,016 0,016 0,011 0,009 0,011 0,013
e high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,710 0,684 0,722 0,639 0,722 0,721
low 0,017 0,013 0,012 0,009 0,012 0,013
f high 0,015 0,012 0,031 0,010 0,021 0,017
hit 0,623 0,635 0,701 0,636 0,711 0,715
low 0,000 0,000 0,000 0,000 0,000 0,000
g1 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,775 0,720 0,741 0,639 0,741 0,721
low 0,133 0,136 0,116 0,135 0,116 0,137
g2 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,777 0,722 0,774 0,639 0,774 0,721
low 0,218 0,267 0,215 0,332 0,215 0,268
h1 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,777 0,748 0,774 0,639 0,774 0,721
low 0,218 0,241 0,215 0,332 0,215 0,268
h2 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,775 0,727 0,741 0,639 0,741 0,721
low 0,133 0,132 0,116 0,135 0,116 0,137
h3 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,777 0,765 0,774 0,639 0,774 0,721
low 0,218 0,226 0,215 0,332 0,215 0,268
h4 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,775 0,747 0,741 0,639 0,741 0,721
low 0,133 0,130 0,116 0,135 0,116 0,137
h5 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,777 0,774 0,774 0,639 0,774 0,721
low 0,218 0,219 0,215 0,332 0,215 0,268
h6 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,777 0,769 0,756 0,639 0,756 0,721
low 0,177 0,176 0,165 0,216 0,165 0,201
h7 high 0,031 0,031 0,036 0,010 0,030 0,017
hit 0,754 0,761 0,735 0,636 0,741 0,715
low 0,166 0,166 0,155 0,211 0,155 0,193
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Profil Power AT/BB AT BB Hay Holm Lee
h8 high 0,036 0,036 0,038 0,010 0,036 0,017
hit 0,754 0,756 0,751 0,636 0,753 0,715
low 0,203 0,203 0,200 0,324 0,200 0,256
i high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,651 0,650 0,722 0,650 0,722 0,721
low 0,002 0,003 0,004 0,004 0,004 0,005
j1 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,704 0,663 0,749 0,650 0,749 0,721
low 0,087 0,127 0,106 0,140 0,106 0,134
j2 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,755 0,676 0,772 0,650 0,772 0,721
low 0,175 0,254 0,187 0,281 0,187 0,238
k1 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,782 0,782 0,857 0,650 0,779 0,721
low 0,132 0,212 0,131 0,321 0,210 0,267
k2 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,780 0,780 0,813 0,650 0,758 0,721
low 0,112 0,171 0,105 0,208 0,161 0,197
l1 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,783 0,783 0,776 0,650 0,775 0,721
low 0,196 0,197 0,189 0,285 0,190 0,243
l2 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,780 0,780 0,753 0,650 0,751 0,721
low 0,127 0,129 0,112 0,148 0,114 0,144
m high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,719 0,719 0,726 0,650 0,724 0,721
low 0,011 0,014 0,012 0,012 0,014 0,017
n1 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,764 0,676 0,857 0,650 0,776 0,721
low 0,127 0,293 0,130 0,319 0,211 0,265
n2 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,715 0,664 0,813 0,650 0,756 0,721
low 0,092 0,190 0,103 0,205 0,159 0,194
o1 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,759 0,730 0,772 0,650 0,772 0,721
low 0,177 0,206 0,187 0,281 0,187 0,238
o2 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,731 0,723 0,749 0,650 0,749 0,721
low 0,093 0,101 0,106 0,140 0,106 0,134
p1 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,851 0,851 0,860 0,650 0,850 0,721
low 0,140 0,149 0,140 0,346 0,149 0,278
p2 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,847 0,847 0,863 0,650 0,847 0,721
low 0,137 0,153 0,137 0,347 0,152 0,278
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Profil Power AT/BB AT BB Hay Holm Lee
p3 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,827 0,827 0,838 0,650 0,824 0,721
low 0,156 0,170 0,154 0,325 0,168 0,271
p4 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,821 0,821 0,857 0,650 0,819 0,721
low 0,139 0,177 0,137 0,330 0,175 0,273
p5 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,797 0,797 0,804 0,650 0,782 0,721
low 0,152 0,178 0,140 0,235 0,162 0,223
p6 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,796 0,796 0,824 0,650 0,782 0,721
low 0,138 0,183 0,130 0,255 0,172 0,233
q1 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,770 0,733 0,857 0,650 0,776 0,721
low 0,127 0,243 0,130 0,319 0,211 0,265
q2 high 0,000 0,000 0,000 0,000 0,000 0,000
hit 0,742 0,726 0,813 0,650 0,756 0,721
low 0,094 0,162 0,103 0,205 0,159 0,194
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A.3 Kuckuckseier p-Werte
Tukey
Huber
20% trim Baum Rot Spatz Wiese Zaun
Westfall
Brunner
Hettmansperger
0,993 0,915 0,986 0,228 0,001
0,977 0,927 0,964 0,279 0,001
Bach 0,977 0,927 0,963 0,279 0,001
0,993 0,914 0,987 0,232 0,001
0,936 0,977 0,976 0,345 0,001
0,994 0,970 0,995 0,585 0,002
0,606 1 0,046 0,001
0,530 1 0,030 0,001
Baum 0,530 1 0,037 0,001
0,610 1 0,048 0,001
0,540 1 0,024 0,001
0,759 1 0,203 0,001
0,567 0,900 0,001
0,491 0,914 0,001
Rot 0,490 0,914 0,001
0,568 0,900 0,001
0,676 0,864 0,001
0,785 0,983 0,018
0,041 0,001
0,035 0,001
Spatz 0,036 0,001
0,042 0,001
0,055 0,001
0,240 0,001
0,001
0,001
Wiese 0,001
0,001
0,001
0,019
Tabelle A.1: p-Werte der paarweisen Vergleiche mit den verschiedenen Methoden
Anhang B
Datensa¨tze
Die in dieser Arbeit betrachteten Versuche bzw. ihre Daten sind auf der beiliegenden
Diskette in Verzeichnis
”
Daten“ als Textfiles abgelegt. Die Datenstuktur der einzelnen
Files ist im folgenden erla¨utert.
B.1 Radieschen
Die Daten des Radieschenversuchs sind unter dem Dateinamen
”
Radieschen.txt“ zu
finden. In der ersten Spalte mit dem Titel
”
beh“ sind die vier verschiedenen Behand-
lungen 0,2,4 und 6 codiert. Die drei folgenden Spalten enthalten jeweils einen gemes-
senen Endpunkt pro Radieschen. Es wurden Gewicht (Gew), Blattfla¨che (Blatt) und
Durchmesser (Durchm) der Radieschen gmessen.
B.2 Kohl
Die Daten des Kohlversuchs sind unter dem Dateinamen
”
Kohl.txt“ zu finden. Gemes-
sen wurde das Gewicht der Kohlko¨pfe in fu¨nf Wiederholungen.
Kontrolle Behandlung
1 2 3 4 1 2 3 4 5 6
1,63 1,73 1,49 1,25 1,07 0,73 0,69 0,52 1,63 1,08
1,48 1,42 1,70 1,36 1,28 1,42 1,59 1,50 1,34 1,33
1,43 1,50 1,52 0,93 1,28 1,30 1,61 1,17 1,07 0,63
1,76 1,06 1,48 1,38 1,83 1,38 1,61 1,05 1,01 1,21
1,17 0,76 0,85 0,68 1,16 0,70 1,17 1,04 0,87 0,51
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B.3 Kuckuck
Die Kuckuckseila¨ngen sind unter dem Dateinamen
”
Vogel.txt“ zu finden. In der Datei
sind die Vogelnamen wie in Kapitel 2 abgeku¨rzt.
Bachstelze Baumpieper Rotkehlchen Spatz Zaunko¨nig Wiesenpieper
21.05 21.05 21.05 20.85 19.85 19.65 22.05 22.45
21.85 21.85 21.85 21.65 20.05 20.05 22.05 22.65
21.85 22.05 22.05 22.05 20.25 20.65 22.05 22.65
21.85 22.45 22.05 22.85 20.85 20.85 22.05 22.85
22.05 22.65 22.05 23.05 20.85 21.65 22.05 22.85
22.45 23.25 22.25 23.05 20.85 21.65 22.25 22.85
22.65 23.25 22.45 23.05 21.05 21.65 22.25 22.85
23.05 23.25 22.45 23.05 21.05 21.85 22.25 23.05
23.05 23.45 22.65 23.45 21.05 21.85 22.25 23.25
23.25 23.45 23.05 23.85 21.25 21.85 22.25 23.25
23.45 23.65 23.05 23.85 21.45 22.05 22.25 23.45
24.05 23.85 23.05 23.85 22.05 22.05 22.25 23.65
24.05 24.05 23.05 24.05 22.05 22.05 22.25 23.85
24.05 24.05 23.05 25.05 22.05 22.05 22.45 24.25
24.85 24.05 23.25 22.25 22.05 22.45 24.45
23.85
B.4 Calibrachoa-Hybriden
In dem File
”
Cali.txt“ sind die Messwerte des Beleuchtungsversuchs an der LVA Ahlem
abgelegt.
Spalte eins entha¨lt die Sortencodierung (1,2,3), Spalte zwei die Buchstaben fu¨r die
Beleuchtungsvariante und in der dritten Spalte ist die Kultivierungsdauer in Tagen
angegeben.
B.5 Membran
Das File
”
Membran.txt“ beinhaltet die Daten des Permeabilita¨ts-Versuchs.
In der ersten Spalte ist die Behandlung notiert, wobei KON fu¨r die Kontrolle, D1
bis D3 fu¨r die drei aufsteigenden Dosierungen der Behandlung D und die restlichen
Buchstaben ebenfalls fu¨r je eine Behandlung stehen.
Bevor der Buchdeckel sich schließt mo¨chte ich mich bei all denen, die mich beim Ent-
stehen dieser Arbeit unterstu¨tzt haben, bedanken. Insbesondere bei:
L.A. Hothorn, meinem Betreuer und Chef fu¨r die Unterstu¨tzung, Ermutigung
und das Vertrauen in das Gelingen in dieser Arbeit.
G. Hommel, der trotz der Distanz zwischen Mainz und Hannover immer fu¨r
Fragen ein offenes Ohr hatte.
Peter Westfall und Gudrun Bernhard, die mir den einen oder andern Denkanstoß
gaben.
Tom Hettmansperger und Joe McKean, die mir unkompliziert und schnell in
”
letzter“ Minute mit einer Software zur Durchfu¨hrung ihres Verfahrens aushalfen.
Frank Bretz und Dirk Seidel, meinen Mitdoktoranden fu¨r die kleinen und großen
Diskussionen zum Thema oder auch anderen statistischen Problemen.
Hans Bernhard Wiezorke und Dirk Henkels, die mir mit ihren C-Kenntnissen
aushalfen.
Andreas Fick, Christiane Stadler und Christoph Zinn, die die Arbeit als unbe-
fangene lasen.
Clemens Buczilowski und Hanne Visser, die Computer- wie Verwaltungstechnisch
mir den Ru¨cken sta¨rkten.
Und das alles ha¨tte es nie gegeben, wenn nicht da noch ein Elternpaar den Grundstein
dafu¨r gelegt ha¨tte.
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