Entorno de soporte al aprendizaje activo en procesamiento de lenguaje by Sierra Rodríguez, José Luis & Fernández-Valmayor Crespo, Alfredo
1. INTRODUCCIÓN 
Las nuevas tecnologías web y los lengua-
jes basados en XML [3] han incrementado la
importancia del estudio de los procesadores de
lenguaje tanto en Ingeniería Informática (Pro-
cesadores de Lenguaje) como en la Titulación
de Lingüística (Lingüística Informática y Lin-
güística Computacional). El alumno debe po-
der formular sistemáticamente los diferentes
aspectos de un lenguaje (artificial, como en In-
formática, o natural, como en Lingüística), así
como ser capaz de programar sistemáticamen-
te procesadores para dicho lenguaje.
Durante nuestra experiencia docente hemos
comprobado la necesidad de promover un
aprendizaje activo de la materia, durante el cual
el alumno define sus propios lenguajes y pro-
grama sus propios procesadores. Para propug-
nar el desarrollo sistemático de esta tarea, uno
de nuestros principales objetivos pedagógicos
es concienciar al alumno de la importancia de
separar claramente la especificación del len-
guaje (vgr., su sintaxis, sus restricciones con-
textuales y su significado operativo) de la sub-
siguiente construcción de sus procesadores
como programas informáticos. Efectivamente,
sin una especificación adecuada que documen-
te el lenguaje procesado, los programas que rea-
lizan los procesadores son difíciles de mante-
ner y de modificar. No obstante, este hecho es
difícilmente asimilable por parte del alumno,
cuya tendencia natural es a concentrarse en la
actividad de programación, descuidando los as-
pectos fundamentales de la especificación for-
mal. La no adecuada asimilación por parte del
alumno de la importancia de dicha actividad en
el procesamiento de lenguaje puede desvirtuar
las habilidades finales adquiridas: aunque el
alumno sea capaz de desarrollar procesadores
para lenguajes simples, sin dominar las técnicas
de especificación formal difícilmente será ca-
paz de gestionar proyectos reales que involu-
cren lenguajes y procesadores más complejos. 
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El procesamiento de lenguaje es una competencia central en disciplinas relacionadas tanto con In-
formática como con Lingüística Computacional. Su carácter constructivo aconseja la adopción de
una estrategia activa para su enseñanza, según la cual el alumno aprende definiendo lenguajes y
construyendo sus procesadores: los programas que procesan las frases de dichos lenguajes. Bajo
esta hipótesis, y en el contexto del programa de Proyectos de Innovación y Mejora de la Calidad
Docente 2005-2006 de la UCM, estamos desarrollando un entorno informático orientado a faci-
litar dicho aprendizaje activo. En este artículo motivamos y describimos dicho entorno.
———————––
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El principal motivo de la tendencia del
alumno a la programación es el mayor retorno
recibido como consecuencia de dicha activi-
dad: un artefacto que puede ejecutarse en un
ordenador y que efectivamente procesa len-
guaje. Por el contrario, en muchas ocasiones el
alumno ve la especificación como una tediosa
obligación adicional. El resultado es la pro-
ducción de especificaciones de baja calidad,
que en muchas ocasiones se realizan después
de la programación del procesador, a fin de sa-
tisfacer los requisitos de evaluación de las ac-
tividades propuestas. 
Para resolver los inconvenientes descritos
hemos planteado un proyecto de Innovación
y Mejora de la Calidad Docente (PIMCD
2006/35 Entorno de Soporte al Aprendizaje
Activo en Procesamiento de Lenguaje) para
llevar a cabo el desarrollo de PAG (Prototy-
ping with Attribute Grammars), un entorno in-
formático que permita a los alumnos de las
materias relacionadas con el lenguaje y su pro-
cesamiento el ejecutar directamente especifi-
caciones de lenguaje. Dicho entorno estará
inicialmente orientado a facilitar el aprendiza-
je activo en la materia Procesadores de Len-
guaje, aunque también esperamos que los re-
sultados puedan aplicarse a materias afines en
la titulación de Lingüística (Lingüística Infor-
mática, Lingüística Computacional). En este
artículo contextualizamos y presentamos el ci-
tado entorno.
La estructura del artículo es como sigue.
En el apartado 2 motivamos el desarrollo de
PAG en base al contexto pedagógico en el que
ha surgido el proyecto. En el apartado 3 pro-
porcionamos una descripción de alto nivel del
entorno. En el apartado 4 describimos el esta-
do actual del proyecto, las principales conclu-
siones obtenidas hasta el momento, así como
anticipamos algunas posibles líneas de conti-
nuación.
2. CONTEXTO PEDAGÓGICO
En este apartado presentamos el contexto
pedagógico del trabajo descrito en este artícu-
lo. Este contexto se centra, tal y como ya he-
mos indicado, en la asignatura de Procesado-
res de Lenguaje, en Ingeniería Informática,
aunque también esperamos extender la mejora
a las asignaturas de Lingüística Informática y
Lingüística Computacional de la Titulación en
Lingüística. En la sección 2.1 describimos
brevemente la asignatura de Procesadores de
Lenguaje, así como el papel de la actividad
de prototipado de procesadores en dicha asig-
natura. En la sección 2.2 explicamos la rea-
lización de dicha actividad en el método do-
cente empleado actualmente, identificando
sus ventajas y sus inconvenientes. En base a
dicha identificación, en la sección 2.3 estable-
cemos los requisitos para el entorno presentado
en este trabajo, y en la sección 2.4 describi-
mos el esfuerzo inicial de búsqueda de solu-
ciones.
2.1. LA ASIGNATURA DE PROCESADORES
DE LENGUAJE
Procesadores de Lenguaje es una asigna-
tura troncal de nueve créditos del segundo ci-
clo de Ingeniería en Informática. El principal
objetivo pedagógico de esta asignatura es do-
tar al alumno de las competencias básicas para
la descripción sistemática de lenguajes infor-
máticos y para el desarrollo sistemático de sus
procesadores (vgr., sus compiladores o sus in-
térpretes) siguiendo técnicas estándar en el
campo [1].
El método pedagógico adoptado en Proce-
sadores de Lenguaje propugna un aprendizaje
basado en problemas. Los alumnos trabajan
en grupos para resolver de manera incremental
los distintos problemas que surgen en la espe-
cificación y construcción de un traductor-in-
térprete para un lenguaje informático de com-
plejidad no trivial (similar a Pascal [28]).
Dicho trabajo se orquesta de acuerdo con el
modelo de proceso incremental que normal-
mente se sigue durante la construcción real de
un procesador de lenguaje. Para ello comenza-
mos proponiendo la construcción de un proce-
sador para un lenguaje mínimo muy sencillo
(vgr., un lenguaje para escribir expresiones
aritméticas), que posteriormente complicamos
mediante la introducción sucesiva de distintas
características (vgr., variables para almacenar
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resultados intermedios, decisiones y repeticio-
nes, definición de elementos de información
complejos, procedimientos y funciones defini-
das por el usuario, etc.). 
Como ya hemos indicado anteriormente,
para facilitar el mantenimiento y la evolución
del lenguaje y de su procesador promovemos
una clara distinción entre los aspectos de espe-
cificación y de programación. Los alumnos pri-
meramente describen los distintos aspectos del
lenguaje y de su procesador (morfología, sinta-
xis, restricciones contextuales, su traducción a
código objeto, la arquitectura de la máquina en-
cargada de ejecutar dicho código y el efecto de
cada instrucción sobre dicha máquina) utilizan-
do formalismos de alto nivel independientes de
lenguajes concretos de programación. Una vez
disponible dicha especificación, proceden a
construir el procesador utilizando un método
manual sistemático, o bien una herramienta de
propósito específico [12]. En este proceso el
principal recurso de especificación utilizado es
el formalismo de las gramáticas de atributos,
formalismo propuesto por Donald E. Knuth a fi-
nales de los sesenta y ampliamente desarrollado
y utilizado desde entonces en el campo [13,19].
Durante la aplicación del método pedagó-
gico descrito se ha observado la ya citada re-
sistencia por parte de los alumnos para asimi-
lar la conveniencia de separar especificación
de programación. Para vencer dicha resisten-
cia hemos ensayado las dos siguientes estra-
tegias:
– Solicitar a los alumnos varias realizacio-
nes alternativas de las distintas versio-
nes del procesador utilizando las distin-
tas técnicas explicadas en la asignatura.
Dichas técnicas varían desde la progra-
mación puramente manual en un len-
guaje de propósito general (vgr., C++
[27] o Java [2]), hasta el uso de herra-
mientas y lenguajes de propósito especí-
fico (vgr., generadores de analizadores
léxicos [16], generadores de analizado-
res sintácticos [9] y generadores de tra-
ductores completos [15]) adaptadas a
cada una de las técnicas.
– Introducir explícitamente una actividad
de prototipado rápido.
Mientras que, desde un punto de vista pura-
mente teórico, la exigencia de distintas realiza-
ciones alternativas del procesador debería ayu-
dar al alumno a apreciar cómo el esfuerzo
invertido durante la especificación puede poste-
riormente amortizarse durante la construcción
del procesador (efectivamente, la obtención de
los programas a partir de especificaciones bien
realizadas es un trabajo rutinario, mecánico y
en gran medida automatizable), la realidad es
que muchas veces se consigue el efecto con-
trario. Efectivamente, no es extraño ver cómo
muchos alumnos (incluso alumnos sobresa-
lientes) se ven desbordados por el trabajo a
realizar, y se concentran en la programación,
abandonando las actividades de especifica-
ción. El resultado es la producción de progra-
mas de baja calidad, muchas veces incomple-
tos o incorrectos, así como de especificaciones
de peor calidad aún. 
La introducción de una actividad de pro-
totipado rápido ha resultado, sin embargo,
bastante más fecunda. En esta actividad los
alumnos son capaces de obtener una versión
previa ejecutable del procesador a partir de
la especificación con muy poco esfuerzo, lo
que ejerce en los mismos un efecto altamen-
te motivante. Efectivamente, esta actividad
ofrece a los alumnos la sensación de que
realmente están haciendo algo útil mientras
especifican, ya que pueden ejecutar y probar
el procesador que están especificando. Asi-
mismo la actividad les ayuda a detectar de
manera muy temprana omisiones y/o errores
en la especificación, así como a resolver di-
chos defectos. El resultado son mejores es-
pecificaciones, y, por tanto, programas más
acabados y robustos. Desde un punto de vis-
ta pedagógico, la actividad ayuda a los alum-
nos a comprender mejor los conceptos bási-
cos de la asignatura. De hecho, en algunos
casos hemos observado que esta estrategia
ha conducido de manera natural al ensayo
por parte de los alumnos más motivados, y
por propia iniciativa, de distintos desarrollos
alternativos utilizando las distintas técnicas
enseñadas. La siguiente sección examina
con más detalle la implementación de esta
actividad, así como sus ventajas y sus limita-
ciones.
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2.2. LA ACTIVIDAD DE PROTOTIPADO
RÁPIDO
Durante la actividad de prototipado em-
pleamos el lenguaje de programación Prolog
[25] junto con el mecanismo de Gramáticas
de Cláusulas Definidas (DCGs-Definite
Clause Grammars [20]) soportado por el
mismo. Efectivamente, la notación de las
DCGs es prácticamente la misma que la nota-
ción de las gramáticas incontextuales que se
emplean para la descripción de la sintaxis de
un lenguaje informático [1]. Asimismo las
DCGs soportan acciones semánticas que per-
miten describir cómo llevar a cabo la com-
probación de las restricciones contextuales
del lenguaje y cómo traducir dicho lenguaje a
código ejecutable. Por su parte, los atributos
semánticos utilizados en el formalismo de las
gramáticas de atributos tienen una correspon-
dencia directa con las variables lógicas que
pueden añadirse a los símbolos de una DCG.
Todo ello permite representar directamente
los esquemas de traducción orientados a la
traducción descendente empleados por los
alumnos para describir un tipo particular de
procesadores: los basados en el análisis des-
cendente de las frases del lenguaje (figura 1). 
En nuestra experiencia utilizando DCGs
Prolog como base de la actividad de prototipa-
do hemos constatado la utilidad de estos arte-
factos para ayudar a los alumnos a entender
los principales conceptos que subyacen a la
traducción de lenguaje guiada por la sintaxis.
Efectivamente, dado que las DCGs son arte-
factos más concretos que las gramáticas de
atributos, en muchas ocasiones su uso ayuda al
alumno a entender algunos de los conceptos
más abstractos que subyacen en las especi-
ficaciones basadas en tales gramáticas.
También nos hemos sorprendido grata-
mente al comprobar cómo las DCGs han
ayudado a muchos alumnos a entender mejor
los principales mecanismos subyacentes a la
programación lógica (el paradigma de progra-
mación en el que se basa Prolog, paradigma
que nuestros alumnos estudian en la asignatu-
ra Programación Declarativa, asignatura obli-
gatoria de primer ciclo en Ingeniería Infor-
mática).
No obstante, las DCGs están lejos de cons-
tituir el mecanismo ideal para llevar a cabo el
prototipado rápido de los procesadores. Efec-
tivamente, las realizaciones Prolog usuales de
estos mecanismos adolecen de las siguientes
limitaciones:
– Limitaciones sintácticas. La realiza-
ción más usual de las DCGs en un sis-
tema Prolog no permite tratar cualquier
tipo de gramática incontextual, sino
únicamente gramáticas que no exhiben
recursividad a izquierdas. La recursivi-
dad a izquierdas es muy útil, sin embar-
go, en la especificación de muchas carac-
terísticas de los lenguajes informáticos.
Por ejemplo, la asociatividad a izquier-
das de un operador [la propiedad de
que, vgr., 5/6/7 debe interpretarse como
(5/6)/7 en lugar de cómo 5/(6/7)] se ex-
presa de forma natural mediante una
gramática que es recursiva a izquier-
das. Si se trata de ejecutar dicha gramá-
tica como una DCG en un sistema Pro-
log usual, dicho sistema entrará en un
bucle sin fin, con el consiguiente des-
concierto del alumno.
– Orden de ejecución explícito. En el esti-
lo usual de programar DCGs, la ejecu-
ción de las acciones semánticas depende
del orden de aparición de dichas accio-
nes. Por el contrario, las gramáticas de
atributos no inducen ningún orden de
ejecución, sino que dicho orden es con-
Figura 1. (a) Fragmento de esquema de 
traducción orientado a la traducción descendente;
(b) fragmento ejecutable correspondiente de una
DCG que prototipa el correspondiente traductor
III JORNADA CAMPUS VIRTUAL UCM62
secuencia de las dependencias naturales
entre los atributos semánticos para cada
frase. De esta forma, mientras que duran-
te la especificación el alumno no tiene
por qué pensar en el orden de ejecución
de las acciones, durante el prototipado se
ve obligado a determinar dicho orden. De
no hacerlo así, los prototipos resultantes
pueden fallar (vgr., cuando tratan de su-
marse dos números que todavía no
se conocen), o incluso no terminar
(vgr., cuando el sistema Prolog trata de en-
contrar un valor no negativo para X que,
sumado a 5, dé 4 como resultado, y para
ello explora sistemáticamente los infini-
tos números naturales). 
Estas limitaciones conducen precisamente
a que el prototipo deba basarse en la especifi-
cación del procesador mediante un esquema
de traducción orientado a la traducción des-
cendente, tal y como hemos indicado anterior-
mente, en lugar de directamente en las especi-
ficaciones de los distintos aspectos del
lenguaje y de su traducción mediante gramáti-
cas de atributos, como sería deseable. Efecti-
vamente, con esta aproximación el alumno de-
be realizar durante el prototipado un trabajo
comparable al llevado a cabo durante las fases
iniciales de la construcción de un traductor
descendente, aun cuando la técnica de progra-
mación final elegida sea otra (vgr., traducción
ascendente) que no requiera dicho trabajo (fi-
gura 2). Este hecho puede desorientar y des-
motivar al alumno, y por tanto desvirtuar la
naturaleza última de esta actividad. Éste es el
motivo que nos ha llevado a plantear el desa-
rrollo de entorno PAG.
2.3. REQUISITOS PARA UN MEJOR ENTORNO
DE PROTOTIPADO DE PROCESADORES
A fin de mejorar la actividad de prototipa-
do en nuestra estrategia pedagógica comenza-
mos planteando una serie de requisitos míni-
mos para las posibles soluciones:
– Simplicidad. La solución deberá mante-
ner la simplicidad y las ventajas de las
DCGs. Deberá ser fácilmente asimilable
por nuestros alumnos, y deberá tener un
impacto mínimo en la planificación ac-
tual del curso.
– Flexibilidad sintáctica. La solución de-
berá funcionar con sintaxis incontex-
tuales arbitrarias, incluso con sintaxis
ambiguas. Si bien la ambigüedad (la
posibilidad de analizar sintácticamente
una frase de más de una forma válida)
es un fenómeno normalmente a evitar
en el diseño de lenguajes informáticos,
el poder manejar dicho fenómeno es
imprescindible si pretendemos aplicar
la mejora al dominio de la Lingüística,
ya que los lenguajes naturales son am-
biguos por naturaleza. 
– Flexibilidad semántica. La solución
deberá liberar al alumno de la necesi-
dad de especificar explícitamente el
orden de realización de las acciones
semánticas llevadas a cabo por el tra-
ductor. Dicho orden deberá ser conse-
cuencia de las dependencias naturales
entre los atributos semánticos asocia-
dos con las estructuras sintácticas, tal y
como dicta el formalismo de las gramá-
ticas de atributos. En principio, la solu-
ción deberá sólo tratar con dependen-
cias no cíclicas, aunque también
contemplamos la posibilidad de relajar
esta restricción, a fin de poder aplicar
la mejora a contextos más generales en
Informática (vgr., aprendizaje activo de
la especificación denotacional de len-
guajes de programación [26]). 
Figura 2. (a) Fragmento de especificación basada
en gramáticas de atributos; (b) fragmento
de la DCG que realiza el correspondiente
prototipo del traductor
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– Facilidad de comprensión. Los prototi-
pos generados deberán ser fácilmente
comprensibles por los alumnos, a fin de
permitirles entender, trazar y visualizar
su comportamiento durante el procesa-
miento de distintas frases de ejemplo.
– Modularidad. Los prototipos y las espe-
cificaciones deberán ser modulares. La
modularidad de los prototipos permitirá a
los alumnos ejecutar independiente cada
uno de sus componentes, a fin de experi-
mentar por separado con los principales
aspectos subyacentes al procesamiento
de lenguaje. Por su parte, la modularidad
de las especificaciones facilitará la deter-
minación incremental de los lenguajes y
sus procesadores, lo que se ajusta a la es-
trategia pedagógica que hemos introduci-
do anteriormente. 
– Portabilidad y facilidad de instalación.
El entorno deberá ser fácilmente porta-
ble, así como fácilmente instalable so-
bre diferentes plataformas. Para tal fin
no descartamos poner el mismo disponi-
ble a través de la web (vgr., como un
servicio web al estilo de [21]) con el fin
de facilitar su integración en platafor-
mas de e-learning, como la actualmente
disponible en la UCM [22]. 
2.4. BÚSQUEDA INICIAL DE SOLUCIONES
Una vez fijados los requisitos a satisfacer
por la solución procedimos a evaluar distintas
alternativas ya disponibles, entre las que cabe
destacar:
– Lenguajes de programación que, como
Elegant [8] o ALE [4], se derivan del
formalismo de las gramáticas de atri-
butos o están fuertemente relacionados
con el mismo. No obstante, estas alter-
nativas violan el requisito de simplici-
dad. Efectivamente, la enseñanza y el
aprendizaje de cualquiera de estos len-
guajes puede requerir una cantidad de
tiempo considerable.
– Entornos de desarrollo de procesadores
de lenguaje basados en gramáticas de
atributos, como FNC-2 [10], Eli [6] o
Cocktail [7]. Alguno de estos entornos
(vgr., LISA [18]) han sido incluso reco-
nocidos como especialmente adecuados
desde un punto de vista pedagógico [17].
No obstante, estos entornos se conciben
como herramientas de desarrollo, en lu-
gar de como herramientas de prototipado.
Estos sistemas están dotados de lengua-
jes de especificación sofisticados, que in-
cluyen características que, si bien son
muy valiosas durante el desarrollo profe-
sional de procesadores de lenguaje, vio-
lan claramente nuestro requisito de sim-
plicidad. Asimismo normalmente están
adaptados para tratar con sintaxis no am-
biguas, ya que el tratamiento de este tipo
de sintaxis puede realizarse de manera
más eficiente que el tratamiento de sinta-
xis generales. Esto viola el requisito de
flexibilidad sintáctica. También normal-
mente se especializan en el tratamiento
eficiente de un determinado tipo de de-
pendencias entre atributos, lo que viola el
requisito de flexibilidad semántica y, más
importante aún, el requisito de facilidad
de comprensión, ya que eficiencia y com-
prensibilidad son casi siempre caracterís-
ticas antagónicas. De igual forma, los
procesadores generados no son necesa-
riamente modulares, ya que en muchas
ocasiones los diferentes aspectos del pro-
cesamiento se acoplan para conseguir efi-
ciencia. Por último, también considera-
mos que el uso de una alternativa de
terceros podía afectar a los requisitos
de portabilidad y facilidad de instalación. 
Una vez finalizado este proceso de evalua-
ción sin encontrar la solución adecuada deci-
dimos emprender el desarrollo de nuestra pro-
pia solución: PAG. El siguiente apartado
introduce las características de alto nivel de
dicho entorno. 
3. EL ENTORNO PAG
PAG produce prototipos ejecutables a par-
tir de especificaciones basadas en gramáticas
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de atributos. En este apartado introducimos el
entorno. La sección 3.1 describe brevemente
el lenguaje de especificación soportado. La
sección 3.2 explica la estructura de los prototi-
pos producidos. Por último, la sección 3.3 des-
cribe la arquitectura interna del entorno. 
3.1. EL LENGUAJE DE ESPECIFICACIÓN
El diseño del lenguaje de especificación de
PAG se rige por los requisitos de simplicidad y
facilidad de comprensión. De esta forma, he-
mos tratado de mantener dicho lenguaje lo
más cerca posible de la notación para las gra-
máticas de atributos que utilizamos en nues-
tras lecciones. También hemos tratado de
mantener las ventajas de Prolog como lengua-
je de prototipado. Como resultado, el lenguaje
de especificación se concibe como un lengua-
je de dominio específico embebido en Prolog.
Efectivamente:
– Hemos aprovechado las características
de adaptabilidad sintáctica de Prolog pa-
ra definir operadores que permiten es-
cribir de forma natural las producciones
y las ecuaciones semánticas de las gra-
máticas de atributos (figura 3a).
– Las funciones semánticas utilizadas pa-
ra computar los valores de los atributos
semánticos pueden definirse asimismo
directamente en Prolog (figura 3b). 
El diseño del lenguaje también obedece al
requisito de modularidad. Aquí utilizamos un
criterio de modularización sencillo, basado
en la separación modular por aspectos se-
mánticos propuesta en [11], criterio en el que
basamos nuestras presentaciones en la asig-
natura. De esta forma, sobre una misma sin-
taxis es posible especificar diferentes gramá-
ticas de atributos, una para cada aspecto
semántico involucrado en el procesamiento
del lenguaje definido (vgr., construcción de
la tabla de símbolos, comprobación de las
restricciones contextuales y traducción). Es-
tas gramáticas se unen entonces en base a las
reglas sintácticas, para dar lugar a la gramáti-
ca de atributos final.
Por último, el diseño del lenguaje obedece
también a los requisitos de flexibilidad sintác-
tico-semántica.
Efectivamente, el lenguaje no impone nin-
guna restricción sobre el tipo de sintaxis utiliza-
da, ni tampoco sobre las posibles dependencias
entre atributos (aunque dichas dependen-
cias deberán ser, por lo general, no circulares,
como es habitual en traducción).
3.2. LA ESTRUCTURA DE LOS PROTOTIPOS
La estructura de los prototipos generados
obedece a los criterios de modularidad y de fa-
cilidad de comprensión. Dicha estructura se
esquematiza en la figura 4. De acuerdo con di-
cha figura, cada prototipo consta de:
– Un analizador sintáctico. Dicho módulo
se encarga de analizar la corrección sin-
táctica de cada frase procesada, así co-
mo de construir el árbol de análisis sin-
Figura 3. (a) Fragmento de especificación PAG
correspondiente con la figura 2 (a); (b) definición
de una función semántica
Figura 4. Estructura de los prototipos en PAG
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táctico (o los árboles, ya que la sintaxis
puede ser ambigua) que refleja(n) su es-
tructura. Este módulo se basa en una im-
plementación simplificada de un algo-
ritmo de análisis sintáctico general: el
algoritmo de Earley [5].
– Un decorador. Dicho módulo se encarga
de asignar qué expresión debe utilizarse
para computar el valor de cada atributo
semántico asociado con cada nodo del
árbol de análisis sintáctico construido.
– Un evaluador. Dicho módulo se encarga
de evaluar las anteriores expresiones en
el orden apropiado para determinar los
valores de los atributos semánticos. 
La operación de estos prototipos coincide
en gran medida con el modelo de procesa-
miento basado en gramáticas de atributos en-
señado a los alumnos. De hecho, un ejercicio
habitual que proponemos a los mismos es ana-
lizar manualmente varias frases con respecto a
una gramática, decorar los correspondientes
árboles con las expresiones necesarias para
encontrar los valores de los atributos semánti-
cos y evaluar dichas expresiones en el orden
apropiado (figura 5).
3.3. ARQUITECTURA DEL SISTEMA
La figura 6 detalla la arquitectura de PAG.
De acuerdo con dicha figura, el sistema consta
de los siguientes componentes:
– El núcleo de análisis. Contiene una im-
plementación simplificada del algorit-
mo de Earley. Combinada con una re-
presentación apropiada de la gramática
incontextual subyacente a una especifi-
cación, da lugar al analizador sintáctico
para el prototipo asociado con dicha es-
pecificación.
– El preludio. Conjunto predefinido de
funciones semánticas usuales que pue-
den ser utilizadas en cualquier especifi-
cación.
– El núcleo de evaluación. Contiene la ló-
gica genérica necesaria para evaluar los
árboles decorados. Su combinación con
las funciones semánticas asociadas a una
especificación permite obtener el evalua-
dor del correspondiente prototipo.
Figura 6. Arquitectura de PAG. Los módulos 
sombreados representan los componentes 
predefinidos que conforman el entorno.
Los módulos punteados son componentes
dependientes de cada especificación y cada
prototipo. La combinación de componentes para
producir componentes más específicos
se representa como (+)
Figura 5. Modelo de procesamiento aplicado 
a una frase. El procesador genera código para
calcular una expresión aritmética
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– El generador. Procesa las especificacio-
nes para producir los prototipos asociados. 
La figura 6 también sugiere el funciona-
miento de alto nivel del entorno. El alumno
proporciona la especificación en términos de:
– Un conjunto de gramáticas de atributos
escritas en el lenguaje de especificación
de PAG que contienen los distintos as-
pectos semánticos del procesador.
– La definición de las funciones semánti-
cas referidas desde dichos módulos.
El generador obtiene entonces una gramáti-
ca de atributos común mediante la unión de las
gramáticas de atributos de cada uno de los mó-
dulos. A partir de dicha gramática produce una
descripción de la sintaxis incontextual subya-
cente que, junto con el núcleo de análisis, da lu-
gar al analizador sintáctico del prototipo. Asi-
mismo produce un decorador específico para el
prototipo. Por último, produce un controlador,
que articula los distintos componentes del proto-
tipo y que permite invocar dicho prototipo como
un todo (aunque, como ya hemos indicado ante-
riormente, el alumno también puede utilizar ca-
da uno de los componentes por separado). La
unión de estos componentes con el evaluador
obtenido de combinar las funciones semánticas
con el núcleo de evaluación permite obtener, por
último, el prototipo. 
4. ESTADO ACTUAL, CONCLUSIONES
Y PERSPECTIVAS DE FUTURO
En este apartado presentamos brevemente
el estado actual del proyecto de desarrollo de
PAG, así como el trabajo planificado (sección
4.1). También presentamos las principales
conclusiones obtenidas con este trabajo (sec-
ción 4.2), y adelantamos algunas líneas de tra-
bajo futuro (seccion 4.3).
4.1. ESTADO ACTUAL Y TRABAJO
PLANIFICADO
Actualmente hemos completado el desarro-
llo de una primera versión de PAG. El resultado
se describe en [23]. La versión desarrollada reali-
za completamente el entorno descrito en el apar-
tado anterior, con la excepción del soporte a es-
pecificaciones modulares divididas en múltiples
gramáticas de atributos. Siendo dicha versión
exploratoria, el entorno presenta, no obstante,
distintas carencias que serán resueltas durante el
desarrollo de la versión final del mismo:
– La versión final proporcionará soporte
completo a especificaciones modulares,
siguiendo el modelo simple de modula-
rización por aspectos semánticos al que
ya hemos hecho alusión anteriormente.
– Actualmente el generador soporta los
mecanismos básicos de generación, pero
no ofrece ningún tipo de diagnóstico so-
bre posibles problemas en la especifica-
ción. El generador incluido en la versión
final proporcionará al alumno informa-
ción básica sobre atributos no definidos,
que es fundamental a la hora de incre-
mentar el uso de la herramienta. 
– El entorno actual no proporciona ningún
tipo de soporte para trazar los prototi-
pos, fuera del genérico proporcionado
por el sistema Prolog subyacente. En la
versión final se incluirán facilidades de
traza para cada tipo de componente. 
– Por último, en la versión final se mejo-
rará también la eficiencia de algunos as-
pectos de la implementación. 
Asimismo tenemos planificado llevar a ca-
bo evaluaciones preliminares del entorno final
con alumnos. 
4.2. CONCLUSIONES
El entorno PAG satisface los requisitos
planteados para mejorar la actividad de proti-
pado en la construcción de procesadores de
lenguaje:
– El lenguaje de especificación es simple,
superando incluso en simplicidad al for-
malismo de las DCGs, y ajustándose estre-
chamente a la notación de gramáticas de
atributos que utilizamos en nuestras clases.
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– PAG soporta sintaxis arbitrarias, así co-
mo es capaz de tratar dependencias no
circulares generales entre atributos se-
mánticos.
– Los prototipos generados en PAG se
ajustan estrechamente al modelo de pro-
cesamiento de lenguaje basado en gra-
máticas de atributos que explicamos en
nuestras clases. La pérdida de eficiencia
que supone la separación explícita de
aspectos propugnada por dicho modelo
es perfectamente tolerable en este con-
texto pedagógico, donde el requisito de
comprensibilidad impera sobre las pos-
teriores consideraciones de eficiencia. 
– Los prototipos son modulares. Efectiva-
mente, el alumno puede utilizar el ana-
lizador sintáctico, el decorador o el
evaluador aisladamente, o bien puede
utilizar todos los componentes en con-
junto. Asimismo las especificaciones
igualmente son modulares. El mecanis-
mo de modularidad por integración de
aspectos semánticos es también consis-
tente con nuestra actual estrategia peda-
gógica.
– La portabilidad de PAG a diferentes
plataformas no debería ser demasiado
problemática, ya que PAG es compati-
ble con los sistemas Prolog más habi-
tuales para las plataformas más
comúnmente utilizadas por los alum-
nos. Asimismo el sistema es fácilmente
instalable, ya que únicamente implica
cargar el mismo en el sistema Prolog
correspondiente. En cualquier caso, el
sistema podrá ofrecerse a través de una
interfaz web a fin de mejorar estos as-
pectos, así como la integración del mis-
mo en otro tipo de entornos y platafor-
mas educativas. 
De esta forma, el entorno satisface los re-
quisitos establecidos para la mejora. 
4.3. TRABAJO FUTURO
Actualmente estamos trabajando en el de-
sarrollo de la versión final de PAG y en el
resto de tareas planificadas. La continuación
inmediata del proyecto será implantar la me-
jora, implantación que llevaremos a cabo en
el próximo curso 2006-2007. Como resultado
de esta implantación tendremos ocasión de
realizar una evaluación exhaustiva del entor-
no, tanto desde un punto de vista técnico co-
mo pedagógico, lo que nos permitirá plantear
el desarrollo de una nueva versión mejorada
del mismo. Algunas posibles mejoras que ac-
tualmente anticipamos son:
– Inclusión de diagnósticos alternativos
en el generador (vgr., relativos a la lim-
pieza de la gramática, a la presencia de
dependencias entre atributos por la dere-
cha que dificulten la construcción del
procesador en una pasada, etc.).
– Extensión del entorno para soportar de-
pendencias circulares entre atributos.
– Herramientas de depuración y de traza
visual.
– Herramientas de generación automáti-
ca de documentación, e incluso evolu-
ción de PAG a un sistema de progra-
mación literaria [14] específico para el
dominio de procesadores de lenguaje,
siguiendo las directrices de nuestros
anteriores trabajos orientados al desa-
rrollo documental de aplicaciones ricas
en contenidos [24]. 
– Encapsulamiento del entorno como una
aplicación/servicio web.
No obstante, dichas mejoras estarán siem-
pre justificadas por necesidades pedagógicas
descubiertas a través del uso real de PAG con
alumnos, al igual que el desarrollo de PAG se
sustenta en las necesidades de mejora de la ac-
tividad de prototipado a las que hemos hecho
alusión en este trabajo.
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