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Viscous Flow past a Body Translating by Time-Periodic
Motion with Zero Average
Giovanni P. Galdi ∗
Abstract
We study existence, uniqueness, regularity and asymptotic spatial behavior of a
Navier-Stokes flow past a body moving by a time-periodic translational motion of period
T , and with zero average. For example, B moves in an oscillating fashion. The flow
is also time-periodic with same period T . However, sufficiently “far” from the body,
the oscillatory component decays faster than the averaged component, so that the flow
shows there a distinctive steady-state character. This provides a rigorous proof of the
“steady streaming” phenomenon.
1 Introduction
Consider a body, B, fully immersed in an unbounded Navier-Stokes liquid otherwise at rest,
moving by translational motion with velocity ξ = ξ(t). Suppose ξ is time-periodic with
period T , and that its average over a period of time, ξ, is zero. For example, the direction
of ξ may be constant, in which case B oscillates between two fixed configurations. More
generally, the center of mass of B moves periodically along a given closed curve, without B
being able to spin.
The question we would like to address is whether the liquid will execute a corresponding
unique time-periodic regular motion, and what will the flow characteristic be at “large”
spatial distance away from B.
From the mathematical viewpoint, this question leads us to investigate the same prop-
erties for solutions (u, p) to the following set of equations
∂tu− ξ(t) · ∇u+ u · ∇u = ∆u −∇p+ b
divu = 0
}
in Ω× (−∞,∞)
u(x, t) = ξ(t) , (x, t) ∈ ∂Ω× (−∞,∞) .
(1.1)
Here, u and p are velocity and pressure (1) fields of the liquid, respectively, while Ω is the
flow region, namely, the entire space outside B. (2) Moreover, for completeness and also for
allowing the special case ξ ≡ 0, we have included a body force b = b(x, t) which we take to
be periodic of the same period T .
Despite the very simple formulation, the problem, in its entirety, does not seem to be
solvable by the methods currently available, for several reasons that we explain next.
∗Department of Mechanical Engineering and Materials Science, University of Pittsburgh, PA 15261.
(1)Divided by the constant density of the liquid.
(2)For simplicity, we set the coefficient of kinematic viscosity to be 1, since its actual value is entirely
irrelevant to our aims.
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The first contribution to this type of questions –when B moves in an unbounded viscous
liquid in a non-trivial time-periodic fashion(3)– can be found in [6], in the general context
where B is also allowed to rotate. The tool used there is the so called “invading domains”
technique, based on the Galerkin method coupled with suitable energy estimates. However,
by its own nature, such a method is not capable of furnishing enough information on the
spatial behavior of the solution “far” from B. As a consequence, while the existence of weak
solutions (for “arbitrary” data) and strong solutions (for data of restricted “size”) can be
firmly secured, the question of their uniqueness, which actually requires a certain amount
of asymptotic spatial “regularity,” is left open and still remains such. For the same reason,
the spatial behavior of these solutions at large distances is still not known.
More recently, two distinct and equally powerful approaches to the study of time-periodic
flow past a body have been independently developed by several authors.
The first one [3, 16, 4, 5], consists in splitting the velocity field into its averaged com-
ponent (over a period), u, and oscillatory one, w, with zero average. The crucial property
showed in those articles is the validity of maximal Lq-regularity for the relevant linearized
(time-dependent) problem obeyed by w. As a result, the authors prove that existence
and uniqueness of solutions to the full nonlinear problem (for “small” data), is reduced to
show that the steady-state problem satisfied by u is well-posed in appropriate homogeneous
Sobolev spaces; see [3, 5]. Now, for the problem treated here, this theory would work fine if
ξ 6= 0 (as showed in [3, 5]), thanks to the fact that, in such a case, the linearized steady-state
operator is of the Oseen type, for which well-posedness is a classical result [2]. However, our
current assumption requires ξ = 0, and then the pertinent linearized operator becomes of
the Stokes type, for which well-posedness does not hold [1].
Another, and entirely different line of attack, traces back to the remarkable paper [22].
It is based on a clever duality argument applied to the mild (very weak) formulation of
the problem, coupled with sharp time-decay properties (Lp−Lq-estimates) of the evolution
operator associated to the relevant linear problem, and of its first spatial derivatives. It
must be emphasized that these estimates play a pivotal role for the success of the method.
Such an approach, further refined, generalized and improved by several authors [13, 12, 8,
10], is particularly effective, because it allows one to establish existence and uniqueness of
mild time-periodic (and almost-periodic) solutions when B is permitted to translate and
also rotate, on condition that both translation and rotation vectors be time independent.
However, its extension to the time dependent framework is not at all obvious and probably
questionable, since sharp Lp−Lq-estimates in this more general context are not necessarily
available. [11, Theorem 2.2 and Remark 2.1].
The method that here we propose and use is based upon a two-fold strategy. Since,
eventually, the nonlinear analysis will be carried out by a contraction mapping argument,
it is sufficient to develop this strategy for the relevant linear problem LP, say; see (2.1).
Thus, in the first place, we establish a number of “energy estimates” that, once combined
with the “invading domains” technique of [6], allows us to show existence, uniqueness and
corresponding estimates of time-periodic solutions (u, p) to LP in a very regular function
class, provided ξ = ξ(t) and the “body force” f are sufficiently smooth (see Lemma 2.2).
Successively, assuming that f possesses suitable spatially asymptotic decay properties, we
prove that similar properties must hold also for (u, p). This result –fundamental to the
proof of all our main findings– is obtained as follows. By a classical “cut-off” argument
applied to LP, we obtain a similar problem, LP0, formulated in the whole space R
3; see
(3)It must be emphasized that if B is kept at rest (ξ ≡ 0 in our case) or is absent (ξ ≡ 0 and Ω = R3),
then problems of existence and uniqueness have been successfully addressed and solved, under different
assumptions, by a number of authors; see, e.g., [18, 15, 22, 7, 13] and the review paper [4].
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(2.68)–(2.69). Furthermore, with the change of coordinates x→ y := x−
∫ t
0
ξ(s)ds, we may
absorb the convective term ξ · ∇u in the time derivative, thus reducing the original system
of equations in LP0 to a classical Stokes system; see (2.84). By using the basic properties
of the fundamental solution associated to the latter, we then show that all solutions to the
corresponding Cauchy problem with vanishing initial data must, along with their first and
second spatial derivatives, decay algebraically fast at large spatial distances, uniformly in
time, with corresponding estimates; see Lemma 2.3. The decay is, of course, with respect
to the y-coordinates. However, just thanks to the fact that ξ has zero average, one easily
shows that y- and x-coordinates are “equivalent” at large distances; see (2.82). Moreover,
we prove that the solution to the Cauchy problem must tend, as time goes to infinity, to
the time-periodic one of problem LP0, which, in turn, for all x away from the boundary,
coincides with the solution (u, p) to the original problem LP. This result, combined with
the global regularity of (u, p), finally furnishes the desired uniform spatial decay estimates
on the whole domain Ω; see Proposition 2.1.
With such a complete theory for the linear problem, we can then employ the contraction
mapping theorem in a ball of a suitable Banach space, X , to extend the result to the fully
nonlinear case. In this way, in Theorem 3.1, we show that if the data ξ and b are sufficiently
regular and “small in size,” then problem (1.1) possesses one and only one time-periodic
solution (u, p) of period T with u ∈ X . In addition, the spatial derivatives of u of order
m = 0, 1, 2 decay like |x|−m−1, uniformly in time. Likewise, p and ∇p decay as |x|−2 and
|x|−3, respectively, also uniformly in time.
Our approach also allows us to furnish the far–field structure of the solution. More
precisely, in Theorem 4.1, we prove that u can be decomposed as
u(x, t) = U(x) + σ(x) +w(x, t). (1.2)
where U is the velocity field of a specific steady-state problem (see Lemma 4.3), decaying
like |x|−1, σ is also time independent and decays like |x|−1−α, for some α ∈ (0, 1), while
w is the oscillatory component of u, given by subtracting to u its (time) average, and
decays faster, like |x|−2. The field U is determined up to a (possible other) velocity field,
U1, such that U − U1 falls like |x|
−1−δ, for some δ ∈ (0, 1). This analysis shows, in
particular, the distinctive steady-state behavior of the far field solution, thus providing a
rigorous formulation of the steady streaming phenomenon [20, Chapter XV], [19]. In the
(less relevant) case ξ ≡ 0, we show that U is uniquely determined as the velocity field
of a specific Landau solution [14, 13]. Moreover, in this situation, we also prove that the
oscillatory component w decays even faster, like |x|−3, thus sharpening analogous results of
[13].
The outline of the paper is as follows. Section 2 is dedicated to the linear problem
obtained from (1.1) by neglecting the nonlinear term. We prove existence, uniqueness and
asymptotic behavior of corresponding time-periodic solutions. Successively, in Section 3, we
combine this findings with the contraction mapping theorem and prove analogous properties
for the full nonlinear problem (1.1), provided ξ and b are sufficiently regular and of restricted
“size.” In the final Section 4, we give a detailed analysis of the behavior of our solutions
at large spatial distances from B that shows the peculiar steady-state character of the flow
sufficiently “far” from B.
2 Unique Solvability of the Linear Problem
We begin to collect the main notation used throughout. The ball in R3 of radius R > 0
centered at the origin is indicated by BR, while B
R stands for its complement. Ω is the
3
complement of the closure of a bounded domain Ω0 ⊂ R
3. We shall assume Ω of class C4,(4)
and take the origin of the coordinate system in Ω0. We indicate by BR∗ a ball containing
the closure of Ω0. For R ≥ R∗, we set ΩR = Ω ∩ BR , Ω
R = Ω ∩ BR. Next, for a domain
A ⊆ R3, by Lq(A), 1 ≤ q ≤ ∞, Wm,q(A), Wm,q0 (A), m ≥ 0, (W
0,q ≡W 0,q0 ≡ L
q), we denote
usual Lebesgue and Sobolev classes, with corresponding norms ‖.‖q,A and ‖.‖m,q,A.
(5) By
the letter P we indicate the (Helmholtz) projector from L2(A) onto its subspace constituted
by solenoidal (vector) function with vanishing normal component, in distributional sense,
at ∂A. We also set
∫
A
u · v = 〈u, v〉A. D
m,2(A) stands for the space of (equivalence classes
of) functions u such that
∑
|k|=m ‖D
ku‖2,A <∞ . Obviously, the latter defines a seminorm
in Dm,2(A). Also, by D1,20 (A) we denote the completion of C
∞
0 (A) in the norm ‖∇(·)‖2. In
the above notation, the subscript “A” will be omitted, unless confusion arises. A function
u : A × R 7→ R3 is T -periodic, T > 0, if u(·, t + T ) = u(· t), for a.a. t ∈ R, and we shall
denote by u its average over [0, T ], namely,
u :=
1
T
∫ T
0
u(t)dt .
Let B be a function space endowed with seminorm ‖ · ‖B. For r = [1,∞], T > 0, L
r(B) is
the class of functions u : (0, T )→ B such that
‖u‖Lr(B) ≡

(∫ T
0
‖u(t)‖rB
) 1
r <∞, if q ∈ [1,∞) ;
ess sup
t∈[0,T ]
‖u(t)‖B <∞, if r =∞.
Likewise, we put
Wm,r(B) =
{
u ∈ Lr(B) :
m∑
k=0
∂kt u ∈ L
r(B)
}
.
Finally, for A := Ω,R3 and m ≥ 1, we set
[]f []m := sup
x∈A
|(1 + |x|m)f(x)| , []f []∞,m := sup
(x,t)∈A×(0,T )
|(1 + |x|m)f(x, t)| .
We now turn to the main objective of this section that consists in showing existence and
uniqueness of T -periodic solutions, in appropriate function classes, to the following set of
linear equations:
∂tu− ξ(t) · ∇u = ∆u −∇p+ f
divu = 0
}
in Ω× (0, T )
u(x, t) = ξ(t) , (x, t) ∈ ∂Ω× [0, T ] ,
(2.1)
where f = f (x, t) and ξ = ξ(t) are suitably prescribed T -periodic functions.
To reach this goal, we need a few preparatory lemmas.
Lemma 2.1 Let ξ ∈ W 2,2(0, T ) be T -periodic. There exists a solenoidal, T -periodic func-
tion u˜ ∈ W 2,2(Wm,q), m ∈ N, q ∈ [1,∞], such that
u˜(x, t) = ξ(t) , (t,x) ∈ [0, T ]× ∂Ω
u˜(x, t) = 0 , for all t ∈ [0, T ], all |x| ≥ ρ, and some ρ > R∗ ,
‖u˜‖W 3,2(Wm,q) ≤ C ‖ξ‖W 3,2(0,T ) ,
(4)Some of the peripheral results we shall prove require less regularity, but this is irrelevant for our final
objective.
(5)We shall use the same font style to denote scalar, vector and tensor function spaces.
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where C = C(Ω,m, q).
Proof. See [6, Lemma 2.2].

Lemma 2.2 Let
f = divF ∈ W 2,2(L2) ∩ L∞(D1,2) ∩W 1,2(D2,2), with F ∈ L2(L2) ,
and ξ ∈ W 3,2(0, T ) be prescribed T -periodic functions. Then, there exists at least one
T -periodic
u ∈W 2,2(D2,2) ∩W 1,2(D4,2) ∩ L∞(L6) , ∇u ∈ L∞(W 2,2) , ∂tu ∈W
1,∞(W 1,2) , (2.2)
solving (2.1) for a corresponding T -periodic function
p ∈ L∞(L6 ∩D1,2 ∩D2,2) ∩W 1,2(D3,2) . (2.3)
Moreover, the solution (u, p) satisfies the following estimate
‖∂tu‖W 1,∞(W 1,2) + ‖u‖L∞(L6) + ‖∇u‖L∞(W 2,2) + ‖p‖L∞(L6) + ‖∇p‖L∞(W 1,2)
+‖u‖W 2,2(D2,2) + ‖u‖W 1,2(D4,2) +
∑
|k|=3
‖Dkp‖W 1,2(L2)
≤ C
(
‖f‖W 2,2(L2) + ‖f‖L∞(D1,2) + ‖f‖W 1,2(D2,2) + ‖F‖L2(L2) + ‖ξ‖W 3,2(0,T )
)
(2.4)
where C = C(Ω, T, ξ0), for any fixed ξ0 such that ‖ξ‖W 2,2(0,T ) ≤ ξ0. Finally, if
∫ T
0 ξ(t)dt = 0,
the solution is also unique in the class (2.2), (2.3).(6)
Proof. The proof of existence is obtained by an argument similar to that employed in [6,
Sections 3 & 4], that combines the Galerkin method with the “invading domains” proce-
dure. Specifically, we write u = v + u˜, with u˜ given in Lemma 2.1, and begin to consider
problem (2.1) along an increasing, unbounded sequence of (bounded) domains {ΩRk} with
∪k∈NΩRk = Ω, namely,
∂tvk − ξ(t) · ∇vk = ∆vk −∇p˜k + f + fc
div vk = 0
}
in ΩRk × (0, T )
vk(x, t) = 0 , (x, t) ∈ ∂ΩRk × [0, T ] ,
(2.5)
where
fc := ∆u˜− ∂tu˜+ ξ(t) · ∇u˜
If we formally dot-multiply (2.5)1 by vk and integrate by parts over ΩRk we get
1
2
d
dt
‖vk(t)‖
2
2 + ‖∇vk(t)‖
2
2 = 〈f + fc,vk〉 ≤ c0
(
‖F‖2 + ‖fc‖ 6
5
)
‖∇vk‖2 , (2.6)
where we have used the assumption on f and the Sobolev inequality
‖z‖6 ≤ γ0 ‖∇z‖2, z ∈ D
1,2
0 (R
3) , (2.7)
(6)See Footnote (8).
5
with γ0 numerical constant. Employing in (2.6) Cauchy inequality along with Poincare`
inequality ‖vk‖2 ≤ cRk‖∇vk‖2 we get, in particular,
d
dt
‖vk(t)‖
2
2 + c1Rk‖vk(t)‖
2
2 ≤ c2
(
‖F‖22 + ‖fc‖
2
6
5
)
.
Combining this inequality with Galerkin method one thus shows the existence of a T -periodic
(distributional) solution vk to (2.5) with vk ∈ L
∞(L2(ΩRk))∩L
2(D1,20 (ΩRk)) (see [6, Lemma
3.1]). Furthermore,
‖∇vk‖L2(L2) ≤ c
(
‖F‖L2(L2) + ‖fc‖L2(L
6
5 )
)
, (2.8)
where the constant c is independent of Rk; see [6, Section 3] for technical details. Notice
that, by the mean value theorem, from (2.8) it follows that there is t0 ∈ (0, T ) such that
‖∇vk(t0)‖
2
2 ≤ c3
(
‖F‖2L2(L2) + ‖fc‖
2
L2(L
6
5 )
)
. (2.9)
In order to obtain more regular solutions, we need to show uniform (in k) estimates for vk
in spaces of higher regularity. For this, we formally dot-multiply (2.5)1 one time by P∆vk,
a second time by ∂tvk and integrate by parts over ΩRk . We thus show
1
2
d
dt
‖∇vk(t)‖
2
2 + ‖P∆vk(t)‖
2
2 = 〈ξ · ∇vk, P∆vk〉+ 〈f + fc, P∆vk(t)〉
1
2
d
dt
‖∇vk(t)‖
2
2 + ‖∂tvk(t)‖
2
2 = 〈ξ · ∇vk, ∂tvk〉+ 〈f + fc, ∂tvk(t)〉
(2.10)
which, in turn, by Cauchy-Schwarz inequality entails
d
dt
‖∇vk(t)‖
2
2 + c4(
(
‖∂tvk(t)‖
2
2 + ‖P∆vk(t)‖
2
2
)
≤ c5
(
‖f‖22 + ‖fc‖
2
2 + ‖∇vk(t)‖
2
2
)
,
with c5 = c5(ξ0). We now integrate this differential inequality over [t0, t], and use the
T -periodicity property along with (2.9) and the inequality
‖D2z‖2,ΩR ≤ cΩ (‖P∆z‖2,ΩR + ‖∇z‖2,ΩR) , z ∈ D
1,2(ΩR) ∩D
2,2(ΩR) , (2.11)
where cΩ depends only on the regularity of Ω [9, Lemma 1] but not on R. One can thus
prove that vk ∈W
1,2(L2(ΩRk))∩L
∞(D1,20 (ΩRk))∩L
2(D2,2(ΩRk)) and satisfies the uniform
bound [6, Lemma 4.1]
‖vk‖L∞(L6) + ‖∇vk‖L∞(L2)+ ‖∂tvk‖L2(L2) + ‖D
2vk‖L2(L2)
≤ c
(
‖f‖L2(L2) + ‖F‖L2(L2) + ‖fc‖L2(L
6
5 )
)
≤ C
(
‖f‖L2(L2) + ‖F‖L2(L2) + ‖ξ‖W 2,2(0,T )
)
,
(2.12)
with C independent of Rk and where, in the last step, we used Lemma 2.1. Next, we take
the time derivative of both sides of (2.5)1, and dot multiply the resulting equation one time
by ∂tvk, a second time by P∆∂tvk and integrate over ΩRk . We then obtain
1
2
d
dt
‖∂tvk(t)‖
2
2 + ‖∇∂tvk(t)‖
2
2 = 〈ξ
′ · ∇vk, ∂tvk〉+ 〈∂tf + ∂tfc, ∂tvk(t)〉 , (2.13)
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and
1
2
d
dt
‖∇∂tvk(t)‖
2
2 + ‖P ∆∂tvk(t)‖
2
2
= 〈ξ′ · ∇vk, P∆∂tvk(t)〉+ 〈∂tf + ∂tfc, P∆∂tvk(t)〉 .
(2.14)
From (2.12) and the mean value theorem we find that there exists at least one t1 ∈ (0, T )
such that
‖∂tvk(t1)‖2 ≤ c
(
‖f‖L2(L2) + ‖F‖L2(L2) + ‖ξ‖W 2,2(0,T )
)
. (2.15)
Thus, we integrate (2.13) over [t1, t] and use Cauchy-Schwarz inequality, (2.15), (2.12) and
the T -periodicity of vk, to show
‖∂tvk‖L∞(L2) + ‖∇∂tvk‖L2(L2) ≤ C
(
‖f‖W 1,2(L2) + ‖F‖L2(L2) + ‖ξ‖W 2,2(0,T )
)
(2.16)
Operating in a similar fashion on (2.14), and also employing (2.25) and (2.11), we get
‖∇∂tvk‖L∞(L2) + ‖ D
2∂tvk‖L2(L2)
≤ C
(
‖f‖W 1,2(L2) + ‖F‖L2(L2) + ‖ξ‖W 2,2(0,T )
)
.
(2.17)
Therefore, combining (2.12), (2.25), and (2.17) we infer
‖∂tvk‖L∞(W 1,2) + ‖vk‖L∞(L6) + ‖∇vk‖L∞(L2) + ‖D
2vk‖W 1,2(L2)
≤ C
(
‖f‖W 1,2(L2) + ‖F‖L2(L2) + ‖ξ‖W 2,2(0,T )
) (2.18)
where C is independent of k. By an entirely similar argument, it is now straightforward to
show estimate (2.18) with vk, f and ξ replaced by ∂tvk, ∂tf and ξ
′. To this end, we first
differentiate both sides of (2.5)1 with respect to time, dot-multiply the resulting equation
by ∂2t vk and integrate over ΩRk to get
1
2
d
dt
‖∇∂tvk(t)‖
2
2 +‖∂
2
t vk(t)‖
2
2
= 〈ξ′ · ∇vk + ξ · ∇∂tvk, ∂
2
t vk〉+ 〈∂tf + ∂tfc, ∂
2
t vk〉 .
(2.19)
Successively, by differentiating two times both sides of (2.5)1 with respect to time and
dot-multiplying the resulting equation one time by ∂2t vk, a second time by P∆∂
2
t vk, and
integrating over Ω, we show
1
2
d
dt
‖∂2t vk(t)‖
2
2 +‖∇∂
2
t vk(t)‖
2
2
= 〈ξ′′ · ∇vk + 2ξ
′ · ∇∂tvk, ∂
2
t vk〉+ 〈∂
2
t f + ∂
2
t fc, ∂
2
t vk〉 ,
(2.20)
and
1
2
d
dt
‖∇∂2t vk(t)‖
2
2 + ‖P∆∂
2
t vk(t)‖
2
2
= 〈ξ′′ · ∇vk + 2ξ
′ · ∇∂tvk + ξ · ∇∂
2
t vk, P∆∂
2
t vk〉+ 〈∂
2
t f + ∂
2
t fc, P∆∂
2
t vk〉 .
(2.21)
Thus, using (2.19)–(2.21) and following exactly the same procedure as the one leading to
(2.18), one can prove
‖∂2t vk‖L∞(W 1,2) + ‖∇∂tvk‖L∞(L2) + ‖D
2∂tvk‖W 1,2(L2)
≤ C
(
‖f‖W 2,2(L2) + ‖F‖L2(L2) + ‖ξ‖W 3,2(0,T )
) (2.22)
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Finally, setting F k := ∆vk + f + fc, from (2.5)1 we get, formally, that p˜k obeys for a.a.
t ∈ [0, T ] the following Neumann problem(7)
∆p˜k = divF k in ΩRk , ∂p˜k/∂n|∂ΩRk = F k · n . (2.23)
Therefore, multiplying both sides of the first equation by p˜k and integrating by parts over
ΩRk we easily establish that the pressure field pk associated to vk satisfies the estimate [6,
Lemma 4.3]
‖∇p˜k‖2 ≤ c
(
‖D2vk‖2 + ‖f‖2 + ‖fc‖2
)
(2.24)
with c independent of k. We may now let Rk →∞ and use the uniform estimate (2.18) and
Lemma 2.1, to show the existence of a pair (u := v + u˜, p˜), with u T -periodic, in the class
u ∈W 2,∞(D1,2) ∩W 2,2(D2,2) ∩ L∞(L6) , ∂tu ∈W
1,∞(L2) , p˜ ∈ L2(D1,2) , (2.25)
such that
‖∂tu‖W 1,∞(W 1,2) + ‖u‖L∞(L6) + ‖∇u‖L∞(L2) + ‖D
2u‖W 2,2(L2)
≤ C
(
‖f‖W 2,2(L2) + ‖F‖L2(L2) + ‖ξ‖W 3,2(0,T )
)
,
(2.26)
and which, in addition, solves the original problem (2.1). The proof of this convergence
property is entirely analogous to that given in [6, Lemma 3.4 and Section 4], to which we
refer for the missing details. We shall now prove the T -periodicity of the pressure field.
To this end, we notice that, for a.a. t ∈ [0, T ], by [2, Theorem II.6.1], there is a function
p0 = p0(t) such that p := p˜− p0 satisfies
‖p‖6 ≤ c0 ‖∇p‖2 , (2.27)
with c0 depending only on Ω. Proceeding as in the proof of (2.23), we recognize that p must
obey (in the sense of distributions) the problem
∆p = divG in Ω , ∂p/∂n|∂Ω = G · n ,
with G := ∆u+ξ ·∇u−ξ′+f . Since p satisfies (2.27) and G is T -periodic, we may exploit
a classical uniqueness result and conclude that p can be time-wise extended to the entire
line to become T -periodic as well. In order to complete the existence part of the lemma, we
recall some classical properties of solutions to the Stokes problem:
∆w = ∇p+ F
divw = 0
}
in Ω
w(x) = w⋆ , x ∈ ∂Ω .
(2.28)
In particular, we get that any distributional solution to (2.28) satisfies the following estimate
for m = 0, 1, 2, [2, Lemma V.4.3]
m∑
|k|=0
(
‖Dk+2w‖2 + ‖ D
k+1p‖2
)
≤ C
(
‖F‖m,2 + ‖w⋆‖m−1/2,2,∂Ω + ‖w‖2,ΩR + ‖p‖2,ΩR
) (2.29)
(7)Note that ξ(t) · ∇vk · n|∂ΩRk
= 0.
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Let h ∈ L2(ΩR) with
∫
ΩR
h = 0, and let ϕ ∈ W 1,20 (ΩR) be a solution to the problem
divϕ = h in ΩR, satisfying ‖ϕ‖1,2 ≤ cR‖h‖2. The existence of such a ϕ is well known [2,
Theorem III.3.1]. Dot-multiplying both sides of (2.28)1 by ϕ and integrating by parts over
ΩR, we get
〈F,ϕ〉+ 〈∇w,∇ϕ〉 = 〈p, divϕ〉 = 〈p, h〉 .
From this relation, the properties of ϕ and the arbitrariness of h, we deduce that p, modified
by a possible addition of a (T -periodic) function of time, must obeys the following inequality
‖p‖2,ΩR ≤ cR
(
‖F‖2,ΩR + ‖∇w‖2,ΩR
)
≤ CR (‖F‖2,ΩR‖+ ‖w‖2,ΩR
)
+ 12‖D
2
w‖2 ,
where, in the last step, we have used Ehrling inequality. As a result, (2.29) furnishes
m∑
|k|=0
(
‖Dk+2w‖2 + ‖ D
k+1p‖2
)
≤ C
(
‖F‖m,2 + ‖w⋆‖m−1/2,2,∂Ω + ‖w‖2,ΩR
) (2.30)
We next observe that, for each t ∈ [0, T ], (2.1) can be put in the form (2.28) with
w ≡ u , p ≡ p , F ≡ ∂tu+ ξ · ∇u− f , w⋆ ≡ ξ ,
so that (2.30) leads to
m∑
|k|=0
(
‖Dk+2u(t)‖2 + ‖D
k+1p(t)‖2
)
≤ C2
(
‖f(t)‖m,2 + |ξ(t)|+ ‖∂tu(t)‖m,2 + ‖∇u(t)‖m,2 + ‖u(t)‖2,ΩR
)
,
(2.31)
with C2 = C2(Ω,m,R, ξ0). If we take m = 0 in (2.31) and use (2.26) we then show
‖D2u‖L∞(L2) + ‖∇p‖L∞(L2) ≤ C
(
‖f‖W 2,2(L2) + ‖F‖L2(L2) + ‖ξ‖W 3,2(0,T )
)
. (2.32)
We next take m = 1 in (2.31) and employ (2.26) and (2.32) to deduce∑
|k|=3
‖Dku‖L∞(L2) +‖D
2p‖L∞(L2)
≤ C
(
‖f‖W 2,2(L2) + ‖f‖L∞(D1,2) + ‖F‖L2(L2) + ‖ξ‖W 3,2(0,T )
)
.
(2.33)
Finally, (2.31) with m = 2 in conjunction with (2.26) and (2.33) furnishes∑
|k|=4
‖Dku‖L2(L2) +
∑
|k|=3
‖Dk p‖L2(L2) ≤ C
(
‖f‖W 2,2(L2) + ‖f‖L∞(D1,2)
+‖f‖L2(D2,2) + ‖F‖L2(L2) + ‖ξ‖W 3,2(0,T )
)
.
(2.34)
We next consider (2.28) with
w ≡ ∂tu , p ≡ ∂tp , F ≡ ∂t
(
∂tu+ ξ · ∇u− f
)
, w⋆ ≡ ξ
′ ,
and take m = 2 into (2.30). Again with the help of (2.26), we thus deduce∑
|k|=4
‖Dk∂tu‖L2(L2) +
∑
|k|=3
‖Dk∂tp ‖L2(L2) ≤ C
(
‖f‖W 2,2(L2) + ‖f‖L∞(D1,2)
+‖f‖W 1,2(D2,2) + ‖F‖L2(L2) + ‖ξ‖W 3,2(0,T )
)
.
(2.35)
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In view of (2.32)–(2.35), the proof of the existence property is thus completed. We shall now
prove uniqueness. This amounts to show that u ≡ ∇p ≡ 0 is the only T -periodic solution
in the class (2.2), (2.3) to the problem (8)
∂tu− ξ(t) · ∇u = ∆u −∇p
divu = 0
}
in Ω× (0, T )
u(x, t) = 0 , (x, t) ∈ ∂Ω× [0, T ] .
(2.36)
To this end, we begin to split u as
u = (u− u) + u := w + u . (2.37)
Since w = 0, by Poincare´ inequality, Fubini’s theorem and (2.2), we deduce w ∈ L2(L2), so
that, in particular,
w ∈W 1,2(L2) ∩ L2(W 2,2) . (2.38)
From classical embedding theorems (e.g. [21, Theorem 2.1]) and (2.38) we deduce
w ∈ L∞(L2) ∩ Ls(L6) , all s ∈ [2,∞) . (2.39)
We next observe that from (2.36) it follows that p obeys the following Neumann problem
for a.a. t ∈ [0, T ]
∆p = 0 in Ω ,
∂p
∂n
= −curl curlu · n at ∂Ω, (2.40)
where we used the identity ∆u = −curl curlu. We may modify p by adding to it a suitable
T -periodic function of time, in such a way that the redefined pressure field, that we continue
to denote by p, satisfies (2.27). Thus, on the one hand, by the mean value theorem, (2.3),
(2.27) and smoothness properties of harmonic functions we obtain, in particular,
p ∈ L2(C1(ΩR) , for all R ≥ R∗ . (2.41)
On the other hand, observing that, by Stokes theorem and (2.40),
0 = −
∫
∂Ω
curl curlu · n =
∫
∂Ω
∂p
∂n
=
∫
∂BR
∂p
∂n
= 0 , for all R ≥ R∗ ,
from (2.27) and well-known results on Laplace equation on exterior domains (e.g. [2, Exercise
V.3.6]) we find for a.a. t ∈ [0, T ]
p(x, t) =
∫
∂BR
[(E(x − y)− E(x))
∂p
∂n
(y, t)− p(y, t)
∂E
∂n
(x− y)]dσy , |x| ≥ 2R , (2.42)
where E = E(z) is the Laplace fundamental solution. Since
|∇E(z)| ≤ c |z|−2 , |z| 6= 0 , (2.43)
from (2.41) and (2.42) it follows that
p ∈ L2(Lr(Ω2R)) , all r > 3/2 . (2.44)
(8)As a matter of fact, going into the details of the proof, it is readily seen that uniqueness of a solution in
the class (2.2)–(2.3) holds in a much larger class than that defined by (2.2)–(2.3).
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Let ψR = ψR(x) be a smooth cut-off function that is 1 for |x| ≤ 2R, is 0 for |x| ≥ 3R and
|∇ψR| ≤ C R
−1, with C independent of R. Clearly,
∇ψR ∈ L
3(Ω) . (2.45)
We dot-multiply both sides of (2.36)1 by ψRu, and integrate by parts over Ω × (0, T ).
Noticing that u ∈ L2(L2(Ωρ)), all ρ ≥ R∗, and using T -periodicity we thus show∫ T
0
∫
Ω
ψR |∇u|
2 = − 12
∫ T
0
∫
Ω2R,3R
∇ψR · ξ(t)|u|
2 +
∫ T
0
∫
Ω2R,3R
p∇ψR · u
: = − 12I1R + I2R .
(2.46)
From Ho¨lder inequality and (2.2)
|I2R| ≤ sup
t∈[0,T ]
‖u(t)‖6‖∇ψR‖3
∫ T
0
‖p(t)‖2,Ω2R ,
which, by (2.45), entails
lim
R→∞
|I2R| = 0 . (2.47)
Furthermore, employing (2.37) and Fubini’s theorem, we show
I1R =
∫
Ω2R,3R
∇ψR ·
∫ T
0
ξ(t) (|u|2 + |w|2 + 2u ·w)
=
∫ T
0
∫
Ω2R,3R
∇ψR · ξ(t) (|w|
2 + 2u ·w)
:= I11R + I
2
1R ,
where we have used the assumption ξ = 0. Again by Ho¨lder inequality, and the properties
of ψR
|I11R| ≤ c ‖ξ‖W 1,2(0,T )R
−1
( ∫ T
0
‖w‖22,Ω2R
) 1
2 ,
which, by (2.39), implies
lim
R→∞
|I12R| = 0 . (2.48)
Finally, by using one more time Ho¨lder inequality, we infer
|I21R| ≤ c ‖ξ‖W 1,2(0,T )‖∇ψR‖3 ‖w‖L∞(L2)
( ∫ T
0
‖u‖66,Ω2R
) 1
6 ,
and so from the latter, (2.39) and (2.2) we obtain
lim
R→∞
|I22R| = 0 . (2.49)
Uniqueness then follows by letting R→∞ in (2.46) and using (2.47)–(2.49). The lemma is
completely proved.

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Lemma 2.3 Let G be a second-order tensor field in R3 × (0,∞) such that
[]G[]∞,2 +
1∑
|k|=0
[]Dk(∇ ·G)[]∞,|k|+3 <∞ .
Then, the Cauchy problem
∂tv = ∆v −∇φ+ divG
div v = 0
}
in R× (0,∞)
v(x, 0) = 0 , x ∈ R3
(2.50)
has one and only one solution such that for all τ > 0,
(v, φ) ∈ [W 1,2(0, τ ;L2(R3)) ∩ L2(0, τ ;W 2,2(R3))]× L2(0, τ ;D1,20 (R
3)). (2.51)
Moreover,
2∑
|k|=0
[]Dkv[]∞,|k|+1 +
1∑
|k|=0
[]Dkφ[]∞,|k|+2 <∞ ,
and the following inequality holds:
2∑
|k|=0
[]Dkv[]∞,|k|+1 +
1∑
|k|=0
[]Dkφ[]∞,|k|+2 ≤ C
(
[]G[]∞,2 +
1∑
|k|=0
[]Dk∇ ·G[]∞,|k|+3
)
, (2.52)
with C a (positive) numerical constant.
Proof. The existence of a unique solution in the class (2.51) is a classical result (e.g. [2,
Theorem VIII.4.1]). Moreover, the velocity field v admits the following integral representa-
tion
vi(x, t) =
∫ t
0
∫
R3
Γih(x− y, t)∂jGjh(y, t− s)dyds , i = 1, 2, 3 , (2.53)
where Γ = Γ(χ, ρ) is the Oseen fundamental solution to the Stokes problem (see [2, Theorem
VIII.4.2]) for which, in particular, the following estimates hold:
Γk(χ) :=
∫ ∞
0
|DkΓ(χ, t)|dt ≤ C |χ|−m; |k| = m ∈ {1, 2, 3} , χ 6= 0; (2.54)
see [2, Lemma VIII.3.3 and Exercise VIII.3.1]. Using (2.53) and (2.54) along with the
assumption on G, one can then establish the stated pointwise estimate on v [2, Theorem
VIII.4.4]. We shall now prove the claimed property for ∇v. To this end, let R = 12 |x| > 1.
From (2.53) we thus deduce
∂kvi(x, t) =
∫ t
0
∫
BR
∂j∂kΓih(x − y, s)Gjh(y, t− s)dyds
+
∫ t
0
∫
∂BR
∂kΓih(x − y, s)Gjh(y, t− s)njdσyds
+
∫ t
0
∫
BR
∂kΓih(x− y, s)∂jGjh(y, t− s)dyds
:= I1 + I2 + I3 .
(2.55)
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From (2.54), the assumption, and the fact that |x− y| ≥ R, y ∈ BR, it follows
|I1| ≤ C1 []G[]∞,2
∫
BR
dy
|x− y|3(1 + |y|2)
≤ 2C1 []G[]∞,2 |x|
−3
∫
BR
dy
(1 + |y|2)
≤ C2 []G[]∞,2 |x|
−2 .
(2.56)
By the same token, again using (2.54), we get
|I2| ≤ C1 []G[]∞,2
∫
∂BR
dσy
|x− y|2(1 + |y|2)
≤ C2 []G[]∞,2 |x|
−2 . (2.57)
Furthermore,
|I3| ≤ C1 []divG(t)[]∞,3
∫
BR
dy
|x− y|2(1 + |y|3)
≤
C1
2R
[]divG[]∞,3
∫
R3
dy
|x− y|2|y|2
.
As a result, from a well-known theorem on convolutions [2, Lemma II.9.2] applied to the
last integral, we infer
|I3| ≤ C2 []divG[]∞,3 |x|
−2 . (2.58)
Finally, if |x| ≤ 2, from (2.53) and (2.54) we deduce
|∇v(x, t)| ≤ C1 []divG[]∞,3
(∫
|x−y|≤5
dy
|x− y|2
+
∫
B3
dy
|y|2(1 + |y|3)
)
≤ C2 []divG[]∞,3 .
The latter, combined with (2.53)–(2.58) thus proves the desired property for ∇v. By the
same token we get the estimate for D2v. Actually, from (2.53) we show by a double inte-
gration by parts
∂l∂kvi(x, t) =
∫ t
0
∫
BR
∂l∂j∂kΓih(x− y, s)Gjh(y, t− s)dyds
+
∫ t
0
∫
∂BR
∂l∂kΓih(x− y, s)Gjh(y, t− s)njdσyds
+
∫ t
0
∫
∂BR
∂kΓih(x− y, s)∂jGjh(y, t− s)nldσyds
+
∫ t
0
∫
BR
∂kΓih(x− y, s)∂l∂jGjh(y, t− s)dyds
:= T1 + T2 + T3 + T4 .
(2.59)
Thus, employing (2.54) and [2, Lemma II.9.2], we easily show
|T1| ≤ C1 []G[]∞,2R
−2
∫
R3
dy
|x− y|2|y|2
≤ C2 []G[]∞,2|x|
−3 , (2.60)
and, likewise,
|T4| ≤ C3 []∇(divG)[]∞,4R
−2
∫
R3
dy
|x− y|2|y|2
≤ C4 []∇(divG)[]∞,4|x|
−3 . (2.61)
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Moreover,
|T2| ≤ C5 []G[]∞,2R
−3
∫
∂BR
dσy
(1 + |y|2)
≤ C6 []G[]∞,2|x|
−3 , (2.62)
and
|T3| ≤ C7 []divG[]∞,3R
−3
∫
∂BR
dσy
(1 + |y|2)
≤ C8 []divG[]∞,3|x|
−3 . (2.63)
If |x| ≤ 2, as in the analogous estimate for ∇v, we show
|D2v(x, t)| ≤ C9 []∇(divG)[]∞,4
(∫
|x−y|≤5
dy
|x− y|2
+
∫
B3
dy
|y|2(1 + |y|4)
)
≤ C10 []∇(divG)[]∞,4 .
As a result, the claimed estimate for D2v follows from the latter and (2.59)–(2.63). The esti-
mates for φ and ∇φ are obtained in an entirely similar fashion. In fact, this is a consequence
of the following representation, valid for a.a. t ∈ [0, T ],
φ(x, t) = −
∫
R3
∂jE(x− y)∂iGij(y, t)dy , (2.64)
and of the fact that DkE(χ) satisfies exactly the same properties as Γk(χ) in (2.54). We
therefore shall omit the proof of these estimates, leaving it to the reader as an exercise. The
lemma is proved.

We are now in a position to show the main result of this section. Precisely, we have the
following.
Proposition 2.1 Let F and ξ be prescribed T -periodic functions such that
f := divF ∈W 2,2(L2) ∩W 1,2(D2,2) , []F []∞,2 +
1∑
|k|=0
[]Dkf []∞,|k|+3 <∞ ;
ξ ∈ W 3,2(0, T ) ,
∫ T
0
ξ(t)dt = 0 .
Then, problem (2.1) has one and only one solution (u, p) in the class (2.2), (2.3), which
satisfies the estimate
‖∂tu‖W 1,∞(W 1,2) + ‖u‖L∞(L6) + ‖∇u‖L∞(W 2,2) + ‖p‖L∞(L6) + ‖∇p‖L∞(W 1,2)
+‖u‖W 2,2(D2,2) + ‖u‖W 1,2(D4,2) +
∑
|k|=3
‖Dkp‖W 1,2(L2)
≤ C1
(
‖f‖W 2,2(L2) + ‖∂tf‖L2(D2,2) +
1∑
|k|=0
[]Dkf []∞,|k|+3 + []F []∞,2 + ‖ξ‖W 3,2(0,T )
)
:= C1 D1 .
(2.65)
In addition, if, for some ρ ≥ R⋆ ∇F ∈ L
∞(L∞(Ω2ρ)), then
∑2
|k|=0[]D
ku[]∞,|k|+1,
∑1
|k|=0[]p[]∞,|k|+2 <
∞, and we have
2∑
|k|=0
[]Dku[]∞,|k|+1 +
1∑
|k|=0
[]p[]∞,|k|+2 ≤ C2
(
D + ‖∇F‖L∞(L∞(Ω2ρ)
)
:= C2 D2 , (2.66)
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where Ci = Ci(Ω, T, ξ0), i = 1, 2.
(9)
Proof. We begin to observe that, obviously,
‖F‖L2(L2) ≤ C []F []∞,2 , ‖f‖L2(D2,2) ≤ C
1∑
|k|=0
[]Dkf []∞,|k|+3 . (2.67)
Therefore, under the given assumptions, the existence and uniqueness of a solution (u, p)
in the class (2.2), (2.3) satisfying (2.65) is ensured by Lemma 2.2. In order to complete the
proof of the proposition, it remains to show the pointwise properties of u and p, along with
the corresponding estimates. To this end, for a fixed ρ ≥ R∗, let ψ = ψ(x) be a smooth
“cut-off” function such that ψ(x) = 0 for |x| ≤ ρ, ψ(x) = 1 for |x| ≥ 2ρ, and set w := ψu,
p := ψp. From (2.1) we thus infer that (w, p) obeys the following problem
∂tw − ξ(t) · ∇w = ∆w −∇p+ divg + gc
divw = h
}
in R3 × (0, T ) , (2.68)
where
g := ψF , h := ∇ψ · u
gc := −∇ψ ·F − ξ(t) · ∇ψ u−∆ψu− 2∇ψ · ∇u + p∇ψ .
(2.69)
We next observe that, by classical embedding theorems,
‖u‖L∞(L∞) ≤ C
(
‖u‖L∞(L6) + ‖D
2u‖L∞(L2)
)
,
‖p‖L∞(L∞) ≤ C
(
‖p‖L∞(L6) + ‖D
2p‖L∞(L2)
)
‖∇u‖L∞(L∞) ≤ C‖∇u‖L∞(W 2,2) ,
‖∇p‖L∞(L∞) ≤ C
(
‖∇p‖L∞(L2) +
∑
|k|=3
‖Dkp‖W 1,2(L2)
)
,
‖D2u‖L∞(L∞) ≤ C
(
‖D2u‖L∞(L2) +
∑
|k|=4
‖Dku‖W 1,2(L2)
)
.
Therefore, from the latter and (2.65) we get
2∑
|k|=0
‖Dku‖L∞(L∞) +
1∑
|k|=0
‖Dkp‖L∞(L∞) ≤ C D1 . (2.70)
We also notice we have
gc = divH (2.71)
with
[]H[]∞,2 +
1∑
|k|=0
[]Dkgc[]∞,|k|+3 ≤ cD2 (2.72)
where c = c(Ω, T, ξ0). In fact, let
H(x, t) =
∫
R3
∇E(x − y) · gc(y, t)dy ,
(9)Recall that ξ0 is defined in Lemma 2.2.
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where, we recall, E is the Laplace fundamental solution. Clearly, divH = gc and, by (2.69)2,
(2.70), T -periodicity, and the fact that the support of gc is contained in B2ρ, it follows at
once
1∑
|k|=0
[]Dkgc[]∞,|k|+3 ≤ C D2 . (2.73)
Moreover, from (2.43) we find, for a.a. t ≥ 0
sup
|x|≥4ρ
|H(x, t)| |x|2 ≤ C1 ‖gc(t)‖1 (2.74)
with C1 = C1(ρ). Also, from classical results for convolutions with weakly singular integrals
(e.g. [2, Theorem II.11.2]), we have
sup
|x|≤4ρ
|H(x, t)| ≤ C2 ‖gc(t)‖q , q > 3 , (2.75)
with C2 = C2(ρ). Consequently, (2.72) follows again from (2.69)2, (2.70), (2.73)–(2.75) and
T -periodicity. Let
V (x, t) =
∫
R3
∇E(x − y)h(x, t) (2.76)
and write
w(x, t) = w1(x, t) + V (x, t) .
Notice that V is T -periodic and, as a result, so is w1. Moreover, using also Sobolev and
Calderon-Zygmund theorems and that h has bounded (spatial) support, we easily show that
V is in the functional class defined in (2.2). Thus, from (2.68), and taking into account
(2.67) we deduce that w1 is a T -periodic solution in the class (2.2) to the following problem
∂tw1 − ξ(t) · ∇w1 = ∆w1 −∇P+ divG
divw1 = 0
}
in Ω× (0, T ) , (2.77)
with
P := p+
∫
R3
E(x− y)[∂th(y, t)− ξ · ∇h(y, t)−∆h(y, t)]dy := p+ p˜ ,
G := g +H .
(2.78)
Observe that, by assumption, (2.69)1, (2.72) and T -periodicity one has
[]G[]∞,2 +
1∑
|k|=0
[]DkdivG[]∞,|k|+3 ≤ C D2 . (2.79)
We now introduce the following change of coordinates
y = x− x0(t) , x0(t) :=
∫ t
0
ξ(s)ds . (2.80)
Since
∫ T
0 ξ(t)dt = 0, this along with the T -periodicity of ξ implies that x0(t) is T -periodic
as well, and also the existence of a constant M > 0 such that
|x0(t)| ≤M . (2.81)
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In fact, by integrating over [0, t] both sides of the Fourier series for ξ:
ξ(t) =
∑
|k|≥1
ξk e
2pi
T
i k t ,
we infer at once that x0 is T -periodic. Moreover,∣∣∫ t
0
ξ(s)ds
∣∣ ≤ T
pi
∑
|k|≥1
1
|k|
|ξk| ≤
T
pi
(∑
|k|≥1
1
|k|2
) 1
2
(∑
|k|≥1
|ξk|
2
) 1
2
≤ C
T
1
2
pi
(∫ T
0
|ξ(t)|2
) 1
2 :=M .
Notice that from (2.80) and (3.17) it follows that
|y| −M ≤ |x| ≤ |y|+M . (2.82)
Setting
W 1(y, t) := w1(y + x0(t), t) , Π(y, t) := P(y + x0(t), t) ,
G(y, t) := G(y + x0(t), t) ,
(2.83)
from (2.80) and (2.77) it follows that (W 1,Π) satisfies the following Cauchy problem
∂tW 1 = ∆W 1 −∇Π+ divG
divW 1 = 0
}
in R3 × (0, T ) ,
W 1(y, 0) = w1(x, 0) ≡ ψ(x)u(x, 0)− V (x, 0) .
(2.84)
In view of (2.80), (2.83) and (2.82), we have
|G(y, t)| (|y|2 + 1) = |G(x, t)| (|y|2 + 1) ≤ |G(x, t)| [(|x|+M)2 + 1) ≤ c1 []G[]∞,2 , (2.85)
and, likewise,
1∑
|k|=0
[]DkdivG[]∞,|k|+3 ≤ c2
1∑
|k|=0
[]DkdivG[]∞,|k|+3 . (2.86)
As a result, by (2.79), the tensor field G satisfies the assumptions of Lemma 2.3. Set
U :=W 1 − v , Q := Π− φ , (2.87)
with (v, φ) solution given in that lemma. From (2.50) and (2.84), we then have that (U ,Q)
satisfies:
∂tU = ∆U −∇Q
divU = 0
}
in R3 × (0,∞) ,
U(y, 0) = ψ(x)u(x, 0)− V (x, 0) .
(2.88)
Since both u and V are in the function class defined by (2.2), we have, in particular,
U(y, 0) ∈ L6(R3) ,
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so that, by classical results on the Cauchy problem for Stokes equations (e.g., [2, Theorem
VIII.4.3]) we infer
lim
t→∞
 3∑
|ℓ|=1
‖DℓU(t)‖6 +
2∑
|ℓ|=0
‖DℓQ(t)‖6 + ‖U(t)‖r
 = 0 , r > 6 .
which, in turn, by embedding, implies
lim
t→∞
( 2∑
|ℓ|=0
‖DℓU(t)‖∞ +
1∑
|ℓ|=0
‖DℓQ(t)‖∞
)
= 0 . (2.89)
From (2.83) and the T -periodicity of w1 we have for all n ∈ N
w1(x, t) = w1(x, t+ nT ) =W 1(y, t+ nT ) = U(y, t+ nT ) + v(y, t+ nT ) .
Thus, setting
G := []G[]∞,2 +
1∑
|k|=0
[]Dk∇ ·G[]∞,|k|+3 , (2.90)
by (2.82) and (2.52) we get
|w1(x, t)| (|x|+ 1)
≤ |U(y, t+ nT )| (|y|+M + 1) + |v(y, t+ nT )| (|y|+M + 1)
≤ |U(y, t+ nT )| (|y|+M + 1) + C G ,
and, similarly,
|∇w1(x, t)| (|x|
2 + 1) ≤ |∇U (y, t+ nT )| (|y|2 +M + 1) + C G .
|D2w1(x, t)| (|x|
3 + 1) ≤ |D2U(y, t+ nT )| (|y|3 +M + 1) + C G
Thus, if we pass to the limit n→∞ in the relations above and use (2.85), (2.86), (2.90),(2.79),
and (2.89) we conclude
2∑
|k|=0
[]Dkw1[]∞,|k|+1 ≤ C D2 . (2.91)
We now recall that u = (1−ψ)u+w1, and so the claimed asymptotic property of u follows
(2.70) and (2.91). We next observe that from (2.78)1, (2.83)2, (2.87)2 and T -periodicity, we
get
p(x, t) + p˜(x, t) = p(x, t+ nT ) + p˜(x, t+ nT ) = Q(y, t+ nT ) + φ(y, t+ nT ) .
Arguing as in the estimate of w1 and taking into account (2.52) and (2.89), from the pre-
ceding relation we deduce
|p(x, t)|(|x|2 + 1) ≤ |p˜(x, t)|(|x|2 + 1) + C ([]G[]∞,2 + []∇ ·G[]∞,3) . (2.92)
Recalling that h = ∇ψ · u (see (2.69)2), we infer
∫
R3
∂th = 0. Therefore, from (2.78)1, also
after integrating by parts, we deduce
p˜(x, t) =
∫
R3
[E(x − y)− E(x)]∂th(y, t)dy
+
∫
R3
∇E(x − y) · [ξ(t)h(y, t) +∇h(y, t)]dy := I1 + I2 .
(2.93)
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By the mean value theorem and (2.43), we infer
|I1| ≤ c1 |x|
−2 ‖∂th(t)‖1 , |I2| ≤ c2(ξ0) |x|
−2 ‖h(t)‖1,1 , |x| ≥ 4ρ , (2.94)
whereas from classical results on convolutions (e.g. [2, Theorem II.11.2])
|I1| ≤ c3 ‖∂th(t)‖q , |I2| ≤ c4(ξ0) ‖h(t)‖1,q , |x| ≤ 4ρ , q > 3 . (2.95)
Since
‖∂th(t)‖L∞(L6) + ‖h(t)‖L∞(W 1,6) ≤ c
(
‖∂tu(t)‖L∞(L6) + ‖u(t)‖L∞(W 1,6)
)
from the latter, (2.92)–(2.95), classical embedding, (2.65), and (2.85), (2.79), we conclude
[]p[]∞,2 ≤ C D2 . (2.96)
Now, as before, we recall that p = (1−ψ)p+ p, so that from (2.35) and (2.96) we prove the
desired property for p. In an entirely analogous way one can deduce the pointwise estimate
for ∇p. The proof of the proposition is therefore completed.

3 Unique Solvability of the Nonlinear Problem
We introduce the following function class:
X :=
{
T -periodic u : u ∈W 2,2(D2,2) ∩W 1,2(D4,2) ∩W 2,∞(W 1,2) ∩ L∞(D3,2) ;∑2
|k|=0[]D
ku[]∞,|k|+1 <∞ ; divu = 0
}
.
Clearly, X becomes a Banach space when endowed with the norm
‖u‖X := ‖u‖W 2,2(D2,2) + ‖u‖W 1,2(D4,2) + ‖u‖W 2,∞(W 1,2) + ‖u‖L∞(D3,2) +
2∑
|k|=0
[]u[]∞,|k|+1 .
(3.1)
Moreover, we set
P := {T -periodic p : p ∈ L∞(W 1,2) ∩W 1,2(D3,2) ;
1∑
|k|=0
[]Dkp[]∞,|k|+1 <∞
}
,
with
‖p‖P := ‖p‖L∞(W 1,2) + ‖p‖W 1,2(D3,2) +
1∑
|k|=0
[]Dkp[]∞,|k|+1 .
The main result of this section reads as follows.
Theorem 3.1 Let ξ ∈ W 3,2(0, T ) be T -periodic with
∫ T
0 ξ(t)dt = 0. Moreover, suppose
that b = divB, where B is a T -periodic tensor function such that
b ∈ W 2,2(L2) ∩W 1,2(D2,2) , ‖∇B‖L∞(L∞(Ω2ρ) + []B[]∞,2 +
1∑
|k|=0
[]Dkb[]∞,|k|+3 <∞ ,
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for some fixed ρ > R∗. Then, setting
D := ‖b‖W 2,2(L2) + ‖∂tb‖L2(D2,2) +
1∑
|k|=0
[]Dkb[]∞,|k|+3
+‖∇B‖L∞(L∞(Ω2ρ) + []B[]∞,2 + ‖ξ‖W 3,2(0,T ) ,
(3.2)
there exists ε0 > 0 such that if D < ε0 , problem (1.1) has one and only one solution
(u, p) ∈ X ×P. Moreover, this solution obeys the following inequality
‖u‖X + ‖p‖P ≤ C D . (3.3)
Proof. We employ the contraction mapping theorem. To this end, define the map
M : u ∈ X 7→ u ∈ X ,
with u solving the linear problem
∂tu− ξ(t) · ∇u = ∆u−∇p+ u · ∇u + b
divu = 0
}
in Ω× (0, T )
u(x, t) = ξ(t) , (x, t) ∈ ∂Ω× [0, T ] ,
(3.4)
Set
f := u · ∇u = div (u⊗ u) := divF , (3.5)
where we used the condition div u = 0. Clearly,
‖f‖W 2,2(L2) ≤ c
(
‖u · ∇u‖L2(L2) + ‖∂tu · ∇u‖L2(L2) + ‖u · ∇∂tu‖L2(L2)
+‖∂2t u · ∇u‖L2(L2) + ‖∂tu · ∇∂tu‖L2(L2) + ‖u · ∇∂
2
t u‖L2(L2)
)
‖f‖W 1,2(D2,2) ≤ c
(
‖|D2u| |∇u|‖2L2(L2) + ‖u · ∇D
2
u‖L2(L2)
+‖D2
(
∂tu · ∇u + u · ∇∂tu
)
‖L2(L2)
)
.
(3.6)
Thus, by a straightforward calculation, we show
‖f‖W 2,2(L2) ≤ c
[
[]u[]∞,1
(
[]∇u[]∞,2 + ‖u‖W 2,2(W 1,2)
)
+[]∇u[]∞,2‖u‖W 2,2(L2) + ‖∂tu‖L∞(L∞)‖u‖W 1,2(W 1,2)
]
.
(3.7)
Employing in the last term of (3.7) the classical embedding inequality:
‖∂tu‖L∞(L∞) ≤ c
(
‖∂tu‖L∞(L2) + ‖∂tu‖W 1,2(D2,2)
)
, (3.8)
from (3.7) and (3.1) we then conclude
‖f‖W 2,2(L2) ≤ c ‖u‖
2
X . (3.9)
In a similar fashion, we show
‖f‖W 1,2(D2,2) ≤ c
[
[]D2u[]∞,3
(
[]∇u[]∞,2 + ‖u‖W 1,2(W 1,2)
)
+‖u‖W 1,2(D3,2)
(
[]u[]∞,1 + ‖∂tu‖L∞(L∞)
)
+ []∇u[]∞,2‖u‖W 1,2(D2,2)
]
.
(3.10)
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Again, by classical embedding,
‖u‖W 1,2(D3,2) ≤ c
(
‖u‖W 1,2(D2,2) + ‖u‖W 1,2(D4,2)
)
. (3.11)
Therefore, employing (3.8) and (3.11) in (3.10) and taking into account (3.1) we deduce
‖f‖W 1,2(D2,2) ≤ c ‖u‖
2
X . (3.12)
Finally, and obviously,
[]F[]∞,2 +
1∑
|k|=0
[]Dkf []∞,|k|+3 + ‖∇F‖L∞(L∞(Ω2ρ) ≤ c
(
[]u[]∞,1
2∑
|k|=0
[]Dku[]|k|+1 + []∇u[]
2
∞,2
)
≤ c ‖u‖2
X
.
(3.13)
As a result, from (3.5), (3.9), (3.12) and (3.13) we find that f and F satisfy the assumptions
of f and F , respectively, in Proposition 2.1, and, in addition,
‖f‖W 2,2(L2) + ‖f‖W 1,2(D2,2) + ‖F‖2,Ω2ρ +
1∑
|k|=0
[]Dkf[]∞,|k|+3 ≤ c ‖u‖
2
X . (3.14)
Thus, by that proposition and the assumption on the data, we deduce, on the one hand,
that
(
M(u), p) ∈ X ×P –so that, in particular,M is well defined– and, on the other hand,
that u =M(u) obeys the estimate:
‖u‖X + ‖p‖P ≤ C1
(
‖u‖2X + D
)
. (3.15)
Next, suppose ‖u‖X < δ. From (3.15) it follows
‖u‖X ≤ C1
(
δ2 + D
)
,
from which we infer that if we pick
D < min{
δ
2C1
, ξ0} , δ <
1
2C1
, (3.16)
we obtain
‖u‖X < δ . (3.17)
Let ui ∈ X i = 1, 2, and set
u := u1 − u2 , u :=M(u1)−M(u2) .
From (3.4) we then get
∂tu− ξ(t) · ∇u = ∆u−∇p+ u1 · ∇u+ u · ∇u2
divu = 0
}
in Ω× (0, T )
u(x, t) = 0 , (x, t) ∈ ∂Ω× [0, T ] .
(3.18)
Arguing as in the proof of (3.14) we can show
‖u‖H ≤ C1 (‖u1‖X + ‖u2‖X ) ‖u‖X .
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Consequently, if ‖ui‖X < δ, i = 1, 2, from the preceding inequality we find
‖u‖H < 2C1δ‖u‖X ,
and since by (3.16) 2C1δ < 1, we may conclude that M is a contraction, which ends the
proof of existence. Finally, the estimate (3.3) is a consequence of (3.15), (3.17) and the
choice of δ in (3.16).

Remark 3.1 In the particular case ξ(t) ≡ 0, Theorem 3.1 furnishes (in a better regularity
class and with more information about the behavior at infinity) existence results similar to
those proved [7, 13].
Remark 3.2 Theorem 3.1 establishes the uniqueness of the solution in the ball of X of
radius δ. However, a more general uniqueness result “in the large” could be actually shown in
a sufficiently regular class of solutions (not necessarily “small”), and even in a suitable class
of “weak” solutions. In fact, the former could be attained by employing the same “cut-off”
procedure used in the proof of Lemma 2.2, in conjunction with the pointwise asymptotic
properties of the solution constructed in Theorem 3.1. As for the latter, one could just
follow, step by step, the proof provided in [7, Theorem 5].
4 Asymptotic Spatial Behavior and Steady Streaming
Theorem 3.1 asserts, in particular, that u, p and some of their derivatives have a polynomial
(spatial) decay rate at large distance from the body B. Objective of this section is to provide
a more detailed analysis of this property and show that, “far” from B, the flow velocity
field presents a distinctive steady-state character, in spite of being driven by a time-periodic
mechanism. This rigorous finding is in agreement with the classical phenomenon of “steady
streaming” observed in the motion of a viscous liquid past an oscillating body; see [20, p.
428–432], [19] and the references therein.
To prove the above, we recall the following splitting of u into its averaged and oscillatory
components (see (2.37)):
u = u+w , .
The following lemma holds.
Lemma 4.1 The oscillatory component w of the solution u of Theorem 3.1 satisfies
[]w[]2,∞ <∞ .
If, in particular, ξ(t) ≡ 0, then the faster decay condition is valid:
[]w[]∞,3 <∞.
Proof. Since w = 0, from the Poincare´ inequality we get, for all x ∈ Ω:∫ T
0
|w(x, t)|dt ≤ T
∫ T
0
|∂tw(x, t)|dt ,
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which once combined with an elementary embedding inequality, implies
sup
s∈[0,T ]
|w(x, s)| ≤ c
∫ T
0
|∂tw(x, t)|dt . (4.1)
Therefore, the claimed properties follow directly from (4.1), (1.1)1 and the pointwise decay
estimates established in Theorem 3.1.

We next observe that, from (1.1), the averaged component, u, of u and corresponding
averaged pressure p solve the following boundary-value problem
∆u = u · ∇u+∇p− divF
divu = 0
}
inΩ ,
u = 0 on ∂Ω ,
(4.2)
where
F :=
(
w ⊗w −B
)
− ξ ⊗w := F 1 + F 2 . (4.3)
Definition 4.1 Two vector fields U1, U2 ∈ L
∞(Ω) are asymptotically equivalent –and we
write U1 ∼ U2– if (i) []U i[]1 <∞, i = 1, 2, and (ii) []U1 −U2[]1+δ <∞ , for some δ > 0.
Lemma 4.2 Let G ∈ L∞(R3) with support in BR. Further, let ψ = ψ(|x|) be a smooth
function that is 0 in BR/2 and 1 in B
R, R ≥ 2R∗. There exists ε1 > 0 such that if
[]F 2[]2 + ‖G‖∞ ≤ ε1 (4.4)
then the problem
∆U = U · ∇U +∇P − div (ψF 2) +G
divU = 0
}
in R3 , (4.5)
has at least one solution (U , P ) ∈ W 2,2loc (R
3)×W 2,1loc (R
3) with []U []1 <∞, and, moreover,
[]U []1 ≤ C ([]F 2[]2 + ‖G‖∞) . (4.6)
Finally, let (U ′, P ′) solve the problem
∆U ′ = U ′ · ∇U ′ +∇P ′ − div (ψF 2) +G
′
divU ′ = 0
}
in R3 , (4.7)
with G′ satisfying the same properties listed for G. Then, if∫
BR
G =
∫
BR
G′, (4.8)
we have U ∼ U ′.
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Proof. We begin to notice that, in view of Lemma 4.1, the assumption []F []2 < ∞ is
meaningful. Let
H(x) =
∫
R3
∇E(x− y) ·G(y)dy .
Then, clearly divH = G. Furthermore, proceeding as in (2.74), (2.75), we show
[]H []2 ≤ c ‖G‖∞ ,
so that, in view of our assumptions, the field F +H meets the hypotheses of [2, Lemma
X.9.1]. As a result, there is a corresponding solution (U , P ) to (4.5) such that
(U , P ) ∈ D1,q0 (R
3)× Lq(R3) , all q > 3/2 , (4.9)
which, in addition, satisfies []U []1 < ∞, along with the estimate (4.6). Finally, from (4.9)
and classical regularity results [2, Theorem X.1.1] we infer (U , P ) ∈ W 2,2loc (R
3)×W 2,1loc (R
3).
Next, setting
ζ := U −U ′ , g := G−G′ ,
from (4.5)–(4.8) we deduce the following integral representation [2, Theorem X.5.2]:
ζi(x) =
∫
R3
[
Sij(x− y)− Sij(x)
]
gj(y)dy +
∫
R3
∂
∂xℓ
Sij(x− y)
[
ζℓUj − U
′
ℓζj
]
(y)dy , (4.10)
where S is the Stokes fundamental tensor that, we recall, satisfies the following asymptotic
bounds [2, Section IV.2]
|DkS(χ)| ≤ C |χ|−(1+|k|) , χ 6= 0 , |k| ∈ N ∪ {0} . (4.11)
We now regard (4.11) as an integral equation in the unknown ζ. It is simple to show that
this equation has a solution, ζ̂, in the space
Sα := {z ∈ L
∞(R3) : []z[]1+α <∞} ,
for some α ∈ (0, 1), provided we take ε1 appropriately “small.” Actually, recalling that
supp (g) ⊂ BR and that both U , U
′ are in S0, from (4.10) and (4.11) we show
|ζ(x)| ≤ C1 ‖g‖∞(1 + |x|)
−2 + C2[]ζ[]1+α
(
[]U []1 + []U
′[]1
) ∫
R3
dy
|x− y|2|y|2+α
. (4.12)
On the other hand, by [2, Lemmas II.9.2, II.11.2] we have∫
R3
dy
|x− y|2|y|2+α
≤ C(α)(1 + |x|)−1−α , α ∈ [0, 1) . (4.13)
Thus, using (4.12) and (4.13), by a simple contraction argument it follows that, for a given
α ∈ (0, 1), we can choose a corresponding ε1 in (4.4) such that (4.10) has a solution ζ̂ ∈ Sα.
It is also readily proved that ζ̂ = ζ. In fact, setting z := ζ − ẑ, we have
zi(x) =
∫
R3
∂
∂xℓ
Sij(x− y)
[
zℓUj − U
′
ℓzj
]
(y)dy ,
and so, employing in this relation (4.11), (4.13) with α = 0, (4.4), and (4.6) we get
[]z[]1 ≤ C ε1[]z[]1 ,
which allows us to conclude z ≡ 0 by taking ε1 sufficiently small. The proof is completed.

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Remark 4.1 If ξ ≡ 0, namely, F 2 ≡ 0, then every solution in Lemma 4.2 corresponding
to some G that satisfies the assumption of that lemma along with the condition∫
BR
G := β 6= 0 ,
is asymptotically equivalent to a specific member of the well-known Landau family of solution
[17, 14]. To see this, let (r, θ, φ) be a system of polar coordinates, with polar axis oriented in
the direction β/|β| which, without loss, we take coinciding with the positive x1−direction.
We recall that the Landau solution corresponding to β is a pair (Uβ , P β) satisfying
∆Uβ −Uβ · ∇Uβ −∇P β = β δ
divUβ = 0
}
in R3 , (4.14)
with δ Dirac distribution, and defined, for r > 0, as follows
Uβr =
2
r
[
A2 − 1
(A− cos θ)2
− 1
]
,
Uβθ = −
2 sin θ
r(A− cos θ)
,
Uβφ = 0 ,
P β =
4(A cos θ − 1)
r2(A− cos θ)2
,
(4.15)
where the parameter A ∈ (1,∞) is chosen in such a way that
16pi
(
A+
1
2
A2 log
A− 1
A+ 1
+
4A
3(A2 − 1)
)
= β (4.16)
Since the function on the left-hand side is monotonically decreasing in A ∈ (1,∞) and its
range coincides with (0,∞), we deduce that for any given β (> 0) there is one and only
one A satisfying (4.16), namely, one and only one Landau solution (Uβ , P β). Moreover,
observing that A→∞ as β → 0, from (4.15) we also deduce, in particular,
[]Uβ []1 + []∇U
β []2 + []P
β []2 ≤ κ(β) , lim
b→0
κ(β) = 0 . (4.17)
Now, by following a standard procedure, we regularize (Uβ , P β) around x = 0 by defining
U˜β := ψUβ − U, P˜ β := ψ P β, where ψ = ψ(|x|) is the “cut-off” function introduced in
Lemma 4.2, while divU = ∇ψ · Uβ in BR, U ∈ C
∞
0 (BR)) [14]. It is then readily checked
that (U˜β , P˜ β) is a solution to the following problem
∆U˜β = U˜β · ∇U˜β +∇P˜ β + G˜β
div U˜β = 0
 in R3 , (4.18)
with G˜β ∈ C∞0 (BR) and such that, by (4.14) and (4.17),∫
BR
G˜β = β e1 , ‖G˜
β‖∞ ≤ C κ(β) (4.19)
see [14] for details. Thus, the claimed asymptotic equivalence is a consequence of Lemma
2.2.
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We recall the definition of Cauchy stress:
T (w, p) := −p I +∇w + (∇w)⊤ ,
with I identity matrix and ⊤ denoting transpose.
Lemma 4.3 Let (u, p) be the averaged component of the solution (u, p) given in Theorem
3.1, satisfying (4.2), (4.3), and let (U , P ) be the solution to (4.5) constructed in Lemma 4.2,
corresponding to a vector field
G = θ(x)
∫
∂Ω
(
T (u, p)−B
)
· n , θ ∈ C0(BR) ,
∫
BR
θ = 1 . (4.20)
Then, there is ε2 > 0 such that, if
D+ []B[]2+α < ε2
for some α ∈ (0, 1) (D defined in (3.2)), necessarily u ∼ U .
Proof. Let ψ = ψ(|x|) be the “cut-off” function introduced in Lemma 4.2, and set
v := ψu− V , q := ψ p ,
where V ∈W 4,20 (BR) satisfies divV = ∇ψ · u with
‖V‖4,2 ≤ c ‖u‖3,2,ΩR ; (4.21)
see [2, Theorem III.3.3]. In view of (4.2), (4.3) and the regularity properties of u, we show
that (v, q) satisfies the following problem
∆v = v · ∇v +∇q − div (ψF 1)− div (ψF 2) +G0
div v = 0
}
in R3 , (4.22)
where G0 ∈ L
∞(BR) with supp (G0) ⊂ BR. Moreover, also using (4.21), we have
‖G0‖∞ ≤ C
(
‖u‖23,2,ΩR + ‖u‖3,2 + ‖u‖1,∞ + ‖p‖∞ + ‖(w − ξ)⊗w‖∞ + ‖B‖∞
)
. (4.23)
Observing that
div
[
T (v, q)− v ⊗ v + ψ(F 1 + F 2)
]
= ∆v − v · ∇v −∇q + div (ψF 1) + div (ψF 2) ,
and that ψ(R) = 1, integrating both sides of (4.22)1 over BR, we get∫
BR
G0 =
∫
∂BR
[
T (u, p)− u⊗ u+ F 1 + F 2
]
· n
=
∫
∂Ω
[
T (u, p)−B
]
· n ,
(4.24)
where we have used the following properties, consequences of (4.2)1,3:
div
[
T (u, p)− u⊗ u+ F 1 + F 2
]
= 0∫
∂Ω
(
w ⊗w − ξ ⊗w
)
· n =
∫
∂Ω
(
ξ ⊗ ξ − ξ ⊗ ξ
)
· n = 0 .
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Therefore, ∫
BR
G =
∫
BR
G0 .
Let ζ := v − U . starting with (4.22), (4.5) and proceeding as in the proof of Lemma 4.2
(see (4.10)), we show
ζi(x) =
∫
R3
[
Sij(x− y)− Sij(x)
]
gj(y)dy +
∫
R3
∂
∂xℓ
Sij(x− y)
[
ζℓvj − Uℓζj − ψ F1ℓj
]
(y)dy ,
(4.25)
where g := G0 −G. Since, by classical trace theorems and Lemma 4.1, one shows
‖G‖∞+ []F 2[]2 + []F 1[]2+α
≤ C1
(
‖u‖2,2,ΩR + ‖p‖1,2,ΩR + []w[]∞,2 + []w[]
2
∞,2+α + []B[]2+α
)
,
from the latter, (4.23) and (3.3) we deduce
‖G0‖∞ + ‖G‖∞ + []F 2[]2 + []F 1[]2+α ≤ C2 (D+ D
2) < C ε2 .
Thus, we can argue exactly as in the proof of Lemma 4.2 to show []ζ[]1+α < ∞, which
completes the proof of the lemma.

We are now in a position to show the main result of this section.
Theorem 4.1 Let (u ≡ u + w, p) be the solution determined in Theorem 3.1. Then,
under the assumptions on D and B of Lemma 4.3, the velocity field u has the following
representation
u(x, t) = U(x) + σ(x) +w(x, t)
where (U , P ) is the steady-state solution of Lemma 4.3, and for some α ∈ (0, 1),
[]σ[]1+α + []w[]∞,2 <∞ .
The field U is unique up to an asymptotically equivalent velocity field. However, if ξ ≡ 0,
then U is uniquely determined and coincides with the Landau solution (Uβ, P β) where
β =
∫
∂Ω
(
T (u, p)−B
)
· n .
Moreover, in such a case, we have a faster decay of the oscillatory component, namely,
[]w[]∞,3 <∞ .
Proof. It is enough to observe that
u = U + (u−U) +w := U + σ +w ,
and employ Lemma 4.2, Lemma 4.3 and Remark 4.1.

Remark 4.2 In the case ξ ≡ 0, Theorem 4.1 sharpens an analogous result showed in [13,
Theorem 1.2].
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