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A SHORT PROOF OF BROOKS’ THEOREM
MARIUSZ ZAJĄC
Abstract. We give a simple short proof of Brooks’ theorem using only induction and
greedy coloring, while avoiding issues of graph connectivity. The argument generalizes easily
to some extensions of Brooks’ theorem, including its variants for list coloring, signed graphs
coloring and correspondence coloring.
1. Introduction
Brooks’ theorem [2] is a classic result in graph coloring. It asserts that a connected graph
of maximum degree at most k is k-colorable, unless it is a clique or an odd cycle. Several
substantially different proofs of this theorem are currently known (see the survey [4]). Among
the most elegant are the one due to Lovász [8] and its modifications (e.g. [3]).
In this note we give a short and self-contained proof of Brooks’ theorem. Its basic idea
is similar to that of [8], although the connectivity issues are avoided. The argument can
be easily extended to some known generalizations of Brooks’ theorem, including the recent
results on signed graphs [9], [10] and the more general correspondence coloring [1], [5].
2. The proof
We will make use of the following obvious observation. Let G be a graph whose maximum
degree satisfies ∆(G) ≤ k. Suppose that G is partially colored using at most k colors. Let
P = v1v2 . . . vj be a path in G, and assume that the vertices of P are uncolored. Then we may
color all vertices from v1 up to vj−1 consecutively along P , since at the moment of coloring
the vertex vi its neighbor vi+1 is yet uncolored. We denote this sequential coloring procedure
by PathColor(v1, v2, . . . , vj−1; vj). Note that after its execution the last vertex vj of the
path P remains uncolored, in particular PathColor does nothing if j = 1.
Theorem 1. (Brooks [2]) Let k ≥ 3 be a natural number. Let G be a graph with ∆(G) ≤ k.
If G does not contain a clique on k + 1 vertices, then G is k-colorable.
Proof. The proof is by induction on the number n of vertices of G. For n ≤ k the assertion
holds trivially. We may further assume that G is k-regular, since otherwise we would delete
a vertex of degree strictly less than k and apply induction. Let v be any vertex of G. Since
G does not contain a clique on k+1 vertices, there exist two neighbors x, y of v that are not
adjacent in G. Denote v1 = x, v2 = v, and v3 = y. Let P = v1v2v3 . . . vr be a path starting
with these three vertices and extending itself maximally, i.e. until some vertex vr whose all
neighbors are already on P .
Case 1. Suppose first that r = n, which means that P contains all vertices of G, and
let vj be any neighbor of v2 other than v1 and v3 (it exists since k ≥ 3). At first, give the
vertices v1 and v3 the same color. Then apply procedures PathColor(v4, v5, . . . , vj−1; vj)
and PathColor(vn, vn−1, . . . , vj; v2). Finally, color the vertex v2, which is possible because
it has two neighbors in the same color. The entire graph G is now colored.
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Case 2. Assume now that r < n. Recall that all neighbors of vr are on the path P . Let vj
be the neighbor of vr with the smallest index. So, C = vjvj+1 . . . vr is a cycle in G. Consider
the subgraph G′ = G − C obtained by deleting all vertices of C. At first, color G′ using k
colors by the induction hypothesis. If there is no edge between G′ and C, then we are done
by applying induction also to the subgraph induced by C. If, on the contrary, there is a
vertex on C with a neighbor in G′, then let vl be such vertex with the largest index, and
let u be any of its neighbors in G′. Notice that l < r because vr has all of its neighbors on
C. Since the vertex vl+1 does not have neighbors in G
′, we may assign it the same color as
u. Now apply procedure PathColor(vl+2, . . . , vr, vj, . . . , vl−1; vl) and finally color vl, which
is possible as it has two neighbors in the same color. As previously, the entire graph G is
colored and the proof is complete. 
The above proof can be readily converted into a coloring algorithm, with the depth-first
search (DFS) method used to emulate the inductive argument. In order to streamline the
implementation we may consider the following points:
• First, there is no actual need to check if the graph G is regular. Contrariwise, if the
vertex v has degree strictly less than k, then we can build a DFS tree with root at v
and color the vertices of G greedily in the order of decreasing DFS labels.
• In Case 2 we do not stop to invoke the inductive assumption when we reach the end
of the path P . Instead, we let the DFS algorithm run till it labels all the vertices,
and color greedily vn, vn−1, . . . , vr+1 and v1, v2, . . . , vj−1 before coloring C.
• If deg(vr) = 1, then C is a K2 graph rather than a cycle, but then the last part of
the proof works trivially (PathColor has to color 0 vertices). Alternatively, we can
restart the DFS algorithm with vr as the root.
3. Generalizations
Suppose that each vertex v of a graph G is given an arbitrary list L(v) of k admissible
colors. A list coloring [6] of G is a proper coloring in which color of any vertex is chosen
from its list. Notice that the proof of Theorem 1 extends easily to the list coloring variant of
Brooks’ theorem. Indeed, PathColor works exactly the same since each list, as previously,
has k colors. Furthermore, for the first step in Case 1 we may choose a pair of colors for v1
and v3 blocking at most one color from L(v2), while in Case 2 way we can analogously find
such a color for vl+1, that vl+1 and u block at most one color from L(vl).
Using the data structure provided by Skulrattanakulchai in the proof of Theorem 12 in
[11], we can easily see that the coloring according to our algorithm takes O(m + n) time,
where m is the number of edges in G. The present algorithm cannot therefore be considerably
faster than the one shown in [11], but it is arguably simpler both in terms of the proof of
correctness and the implementation, as it neither relies on finding a biconnected component
of G nor looks for any special subgraphs like cliques or theta graphs.
Actually, our argument gives a similar result in a more general setting of correspondence
colorings, introduced recently by Dvořák and Postle in [5]. Given a graph G and a list
assignment L(v) we may define a constraint graph F = F (L,G) as follows. The vertices of
F are all the pairs (v, a) with a ∈ L(v). Now for any vertices u and v adjacent in G we fix
an arbitrary (possibly partial) matching between {u} × L(u) and {v} × L(v); there are no
other edges in F .
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A coloring c of G from lists L(v) respects F if (u, c(u)) and (v, c(v)) are never adjacent in
F . For instance, if (u, a) is adjacent to (v, b) in F only when a = b, then a coloring of G
respecting F is just the usual list coloring of G.
Notice that the matching condition in the definition of the constraint graph F guarantees
that if we color a single vertex v, then the list of colors still available at any u adjacent to v
is reduced at most by one element. Consequently, PathColor may be applied just as above
for constructing a coloring respecting F . Hence we get the following result mentioned in [5].
Theorem 2. Let k ≥ 3 be a natural number, and let G be a graph with ∆(G) ≤ k not
containing a clique on k+1 vertices. Suppose that L(v) is an arbitrary list assignment, with
|L(v)| = k. Let F be an arbitrary constraint graph for (L,G). Then there is a list coloring
of G respecting F .
It is perhaps worth mentioning that the above theorem covers an interesting special case
of signed graphs. A signed graph is a graph G whose edges are labeled arbitrarily by the
elements of the set {+,−}. A vertex coloring c of a signed graph by real numbers is proper
if for every pair u, v of adjacent vertices, c(u) + c(v) 6= 0 or c(u)− c(v) 6= 0, according to the
label of the edge uv. This is clearly a special case of correspondence coloring. So, Theorem
2 extends some Brooks type theorems for signed graphs proved in [9], [7] and [10].
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