So in an unordered version of the Canonical Ramsey Theorem, one of the three types of colorings is forced: monochromatic, rainbow, or lexical. Richer [7] further unified the notion of monochromatic and lexical colorings by introducing so-called orderable colorings.
An edge-coloring φ of an n-vertex graph G is called orderable on G if V (G) can be ordered as x 1 , x 2 , . . . , x n such that for every pair i, j ∈ [n] with i < j we have φ(x i , x j ) = c i , where c 1 , c 2 , . . . , c n−1 is a list of not necessarily distinct colors. Note that if all the c i 's are the same then φ is monochromatic on G while if all the c i 's are distinct then φ is lexical on G. In general, however, the colors in the list c 1 , . . . , c n−1 are arbitrary. So, orderable colorings are much broader than monochromatic colorings and lexical colorings. The Canonical Ramsey Theorem now implies that in any edge-coloring of a large complete graph, there must be a large complete subgraph on which the coloring is either orderable or rainbow. Let CR(s, t) be the smallest N such that every coloring of E(K N ) contains either an orderable K s or a rainbow K t . Richer Richer also mentioned a stronger lower bound (see Theorem 7) as a remark but did not give a formal proof. We will give a detailed proof of this stronger lower bound. We will also sharpen the upper bound given in Theorem 1 (see Theorem 6) to almost match the lower bound in Theorem 7. There are several other notions that are inspired by the Canonical Ramsey Theorem. The general theme is to study color patterns in edge-coloring of a host graph (typically the complete graph) in which the number of colors is arbitrary but some constraints are imposed on the color distribution. One notion is that of an m-good coloring. Given a positive integer m, an edge-coloring φ of a graph G is m-good if each color appears at most m times at each vertex. In other words, φ is m-good if the subgraph induced by each color class has maximum degree no more than m. Note that a 1-good coloring of G is simply a proper coloring of G. The notion of m-good coloring was a key ingredient in [5] , though the concept was not formally defined in the paper. Alon et al. [1] later extensively studied properly-colored and rainbow subgraphs in m-good colorings of complete graphs. Here a subgraph in an edge-colored graph is properly colored if no two incident edges in it have the same color.
Another notion inspired by the Canonical Ramsey Theorem is that of a t-strong coloring. Given an edge-coloring φ of a host graph, we define the color degree of any vertex x to be the number of different colors used on its incident edges. Given a positive integer t, an edge-coloring of a graph G is t-strong if each vertex has color degree at least t. In other words, we require that at least t different colors appear at each vertex. Note that an m-good coloring of E(K N ) is necessarily N−1 m -strong. However, in general, t-strong colorings can behave very differently from m-good colorings since the colors need not distribute uniformly. Axenovich, Jiang, and Tuza [2] studied properly colored and rainbow subgraphs in t-strong colorings of complete graphs. For a given graph H with k edges and an integer N ≥ n(H), let f (N, H) denote the least t such that every t-strong coloring of E(K N ) contains a properly colored copy of H. We are interested in the behavior of f (N, H) when H is fixed and N grows. It was shown [2] 
The huge drop from N/2 (a growing function of N) to k (a fixed constant) when H goes from barely containing more than one cycle to being acyclic is very surprising and this leads to a natural question: how does f (N, H) behave when H is unicyclic? In particular, how does f (N, C k ) behave? It follows from a general upper bound in [2] 
However, it is believed that f (N, C k ) should be upper bounded by a constant that depends only on k. In particular, the authors of [2] posed the following question. We will answer the question in the affirmative in Section 3, showing that every 256k-strong coloring of E(K N ) contains a properly colored C k . In other words, f (N, C k ) ≤ 256k. On the other hand, it is shown in [2] that f (N, C k ) ≥ k/2. Hence the bound 256k is best possible except for the constant factor. The spirit of the proof is to show that if a 256k-strong coloring is not m-good for some adequate m then there should exist some nice lexically colored subgraph. Then we use an extremally chosen lexical subgraph to find the desired properly colored cycle.
The rest of the paper is organized as follows. In Section 2, we give improved bounds on the unordered Canonical Ramsey number CR(s, t). In Section 3, we present a solution to Question 2.
New bounds on CR(s, t)
We start with one of the main results in [1] , which extends an earlier result of Babai [3] . . Let N be an integer such that N ≥ (
by Corollary 4, H contains a rainbow copy of K t and we are done. Hence, we may assume that G contains no
We now show that the bound given in Theorem 6 is not too far from the best possible by giving the following lower bound. This lower bound was mentioned in [7] as a remark with details left out. We give a proof here for completeness. Proof. By a special case of the second part of Theorem 3, which was first proved by Babai [3] , there exists a positive absolute constant c such that there exists a proper edge-coloring f of a complete graph of order c t 3 ln t that contains no rainbow K t .
Let q = c t 3 ln t . For each s = 3, 4, . . ., we construct a coloring f s of E(K q s ) with no orderable K s and no rainbow K t . We use induction on s. For the basis case, let s = 3. Let f = f 3 be the proper coloring of E(K q ) with no rainbow K t , described as above. It is easy to see that since f 3 is proper, it contains no orderable K 3 . For the induction step, suppose f i is a coloring of K q i with no orderable K i , we define f i+1 as follows. Let A 1 , . . . , A q be disjoint sets of size q i . We color edges in the complete graph on each A i using f i . To color the edges between different A i 's, we use f indirectly as follows. Let us view f as a coloring of a complete graph on vertices x 1 , . . . , x q . Suppose f uses r colors. We introduce a set S of r new colors not used in f i , one for each color in f . For each pair u, v where u
We now argue that f i+1 is a coloring of E(K q s ) with no orderable K i+1 or rainbow K t . Consider a rainbow complete subgraph To conclude this section, we mention the following simple fact which was used in several earlier papers. We include its proof for completeness. We will use Proposition 8 in Section 3. 
Properly colored cycles
In this section, we answer Question 2 in the affirmative. We show that for each fixed positive integer k and a large enough positive integer N, every 256k-strong coloring of E(K N ) contains a properly colored cycle of length exactly k. Proof. Let x = x 1 be any vertex. Starting at x 1 we can easily grow a properly colored path P = x 1 x 2 . . . x k−1 of length k − 2. This is because for each i at step i we just need to extend the path via an edge x i x i+1 of a color other than φ(x i−1 x i ). Since c is + (k − 1), we can find a vertex outside the current P to play the role of x i+1 . Hence the desired path P exists. Now, we need to find a vertex outside P which can complete a properly colored C k with P. Let α = c(x 1 x 2 ) and β = c(x k−2 x k−1 ). Let A be the set of vertices that are joined to x 1 by edges of color α and B the set of vertices that are joined to x k−1 by edges of color β. Then |A|, |B| ≤
. Such a vertex completes a properly colored C k with P.
Lemma 10. Let k, a, b, N be positive integers, where N ≥ k·(3) ab−1 . Every coloring φ of E(K N ) contains either a properly colored C k , a monochromatic K a+1 or a lexical K b+1 .
Proof. Let φ be an edge-coloring of G = K N . By Lemma 5, φ contains either an
exists an orderable K ab . In the former case, we can apply Lemma 9 to obtain a properly colored C k . In the latter case, we may assume that ab > 1, and since ab ≥ (a − 1)(b − 1) + 2, we can apply Proposition 8.
Recall that a tournament is a simple directed graph whose underlying graph is a complete graph. The order of a tournament is the number of vertices in it. A tournament of order p is transitive if its vertices can be ordered as x 1 , x 2 , . . . , x p such that for each pair x i , x j where i < j, the arc between x i and x j is oriented from x i to x j . It is well known [6] that every tournament of order n contains a transitive subtournament of order at least log 2 n. We will use this fact in the proof of the next lemma. Proof. First assume that k is odd. Suppose k = 2t +1. Let u be a vertex in G. Since φ is 256k-strong, it is easy to see that there exists a rainbow copy F of S 256,t centered at u. Let A denote the set of leaves of F . For each x ∈ A, let e x denote the edge of F incident to x. If there exist x, y ∈ A such that φ(xy) ∈ {φ(e x ), φ(e y )} then the two legs of F from u to x and y together with the edge xy form a properly colored C k and we are done. Hence, we may assume that for each pair x, y ∈ A, φ(xy) = φ(e x ) or φ(xy) = φ(e y ). We will orient the edge xy from x to y if φ(xy) = φ(e x ), and from y to x if φ(xy) = φ(e y ). 
, by Lemma 10, there exists either a monochromatic K 256 , a lexical K 8 , or a properly colored C k . We are done in the latter two cases. Hence we may assume that there is a monochromatic copy L of K 256 . Suppose all the edges in L have color 1. Let A = V (L). Since φ has minimum color degree at least 256k > 256m + 256(m + 1), it is easy to see that we can find a collection F of 256 vertex-disjoint paths of length m each having one endpoint in A such that all the edges in this collection have different colors and none uses color 1. Let B denote the set of the other endpoints of these paths. For each x ∈ B, let e x denote the edge in F that is incident to x. If there are x, y ∈ B such that φ(xy) ∈ {φ(e x ), φ(e y )} then the two paths P and Q in F ending at x and y together with the edge xy and the edge in L between the other two endpoints of P and Q form a properly colored C k and we are done. Hence, we may assume that for all x, y ∈ B, φ(xy) = φ(e x ) or φ(xy) = φ(e y ). As in the odd k case, we define a tournament D on B similarly. Since D has order 256, it has a transitive subtournament of order 8, which yields a lexically colored K 8 .
Before we prove our main result, we need a notion that is more restrictive than orderable coloring but is more relaxed than lexical coloring. Given a positive integer p, an edge-coloring φ of G = K N is said to be p-semi-lexical if the vertices of G can be ordered as x 1 , . . . , x N such that for all i, j ∈ [N] with i < j we have φ(x i x j ) = c i , where c 1 , . . . , c N−1 is a list of colors in which every p consecutive ones are distinct. Given a path Q and two vertices x, y on Q , we let Q [x, y] denote the portion of Q between x and y. We now prove our main result below. Note that the special case k = 4 was solved in [2] as Theorem 4.10 (in which it was shown that every 3-strong edge-coloring of E(K N ) contains a properly colored C 4 ). Proof. We may assume that k ≥ 5. We suppose that φ does not contain a properly colored C k and derive a contradiction. By Lemma 11, φ contains either a lexical K 8 or a properly colored C k . In the latter case we are done. Hence we may assume the former. In particular, φ contains at least one 3-semi-lexical clique. Let L be a largest 3-semi-lexical clique in G (under φ). Claim 1. Let P be a properly colored path of length t, where 1 ≤ t ≤ k − 3, such that u = x 1 is an endpoint of P and V (P) ∩ V (Q ) = {x 1 }. Let v denote the other endpoint of P. Let e u , e v denote the edges of P incident to u and v, respectively. Suppose φ(e u ) = c 1 . Then for all s satisfying k − t + 1 ≤ s ≤ p, we have φ(vx s ) = φ(e v ). In particular, at most k − t + 1 different colors are used on the edges from v to V (Q ).
Proof of Claim 1. Suppose otherwise that for some s, k − t + 1 ≤ s ≤ p we have φ(vx s ) = φ(e v ). Then P = P ∪ vx s is a properly colored path of length t + 1 between x 1 and x s that is internally disjoint from Q .
For convenience, let β = φ(vx s ). 
is a properly colored cycle of length k and we obtain a contradiction. This proves the first part of the claim. The second part of the claim follows immediately from the first part.
Note that it is possible that p is so small that p < k − t + 1 and no s satisfies the condition of Claim 1. In that case, the claim holds vacuously. In particular, it is still the case that at most k − t + 1 colors are used on the edges from v to V (Q ). Let y 1 = x 1 . Let y 2 be a neighbor of y 1 outside Q such that φ(y 1 y 2 ) = c 1 . Since all the edges from y 1 to V (Q ) − y 1 have color c 1 and y 1 has color degree at least 256k, y 2 clearly exists. By Claim 1, at most k − 1 + 1 = k different colors are used on the edges from y 2 to V (Q ). Since y 2 has color degree at least 256k, there must exist a neighbor y 3 of y 2 outside V (Q ) ∪ {y 1 , y 2 } such that φ(y 2 y 3 ) = φ(y 1 y 2 ). We can continue like this to find a properly colored path P = y 1 y 2 . . . y k−4 of length k − 5 such that y 1 = x 1 and V (P) ∩ V (Q ) = {x 1 }. Let w = y k−4 . By Claim 1, at most k − (k − 5) + 1 = 6 different colors are used on the edges from w to V (Q ). Also at most k − 5 colors are used on the edges from w to V (P) − w. Since w has color degree at least 256k, we can very easily find a set U = {u 1 , u 2 , . . . , u 256 } of size 256 outside P ∪Q such that φ(wu 1 ), φ(wu 2 ), . . . , φ(wu 256 ) are all different and they are different from the color on the edge of P ∪ Q incident to w (which is y k−5 w if k ≥ 6 or x 1 x 2 if k = 5). 4 , u 5 } induces a 3-semi-lexical clique, with associated vertex ordering u 1 , u 2 , . . . , u 5 , x 5 , x 6 , . . . , x p , which is larger than L, contradicting our choice of L. This completes our proof.
Note that the coefficient of k used in Theorem 12 was chosen mainly for convenience. It is not hard to improve the coefficient 256. Our main goal was to show that for some absolute constant c every ck-strong edge-coloring of K N , where N is sufficiently large, contains a properly colored C k . It remains an interesting problem to determine the optimal value of c.
Concluding remarks
1. The idea of using oriented edges to model color conflict was initially suggested to the author by Maria Axenovich in a different project. It turns out to be a useful tool dealing with properly colored graphs and could potentially be applied elsewhere.
2. Our approach in this paper seems quite promising for dealing with t-strong colorings. Most of the difficulty in dealing with extremal questions concerning t-strong colorings can be attributed to the potentially highly unbalanced color distribution. However, we have seen here that such highly unbalanced color distribution tends to lead to large lexically colored or semilexically colored subgraphs, which can be turned into our advantage. H and a positive integer N, f (N, H) denote the least t such that every t-strong coloring of E(K N ) contains a properly colored copy of H. We have now understood the function f quite well. As mentioned in the introduction, for graphs H with e(H) > n(H), we know f (n, H) ≥ N/2 (which is within a factor of 2 from the trivial upper bound N − 1). The same is true if H has a component F with e(F ) > n(F ). Now, if each component of H satisfies e(F ) ≤ n(F ), then each component is a tree or a unicyclic graph, in which case we should have f (N, H) = O(k), where k = e(H). This is because if F is a tree with m edges then we know f (N, F ) ≤ m and if F is unicyclic graph with m edges then once we find a properly colored cycle of the desired length we can easily branch off that cycle to find a properly colored copy of F . H and a positive integer N, let g(N, H) denote the least t such that every t-strong coloring of E(K N ) contains a rainbow copy of H. Our understanding of the function g is still quite limited. See [2] for several open questions.
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