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Abstract
The complexity status of the stable set problem in P5-free graphs remains an open question
for a long time in spite of a lot of particular results in this direction. The purpose of the present
paper is to summarize these results and to propose several new ones. In particular, we prove
that the problem of 1nding a maximum stable set can be solved in polynomial time in the class
of (P5; Km;m)-free graphs for any 1xed m. ? 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
We consider simple undirected graphs without loops and multiple edges. As usual,
Pn(Cn) denotes a chordless path (cycle) on n vertices. Also, Kn is the complete graph
on n vertices, and Kn;m is the complete bipartite graph with parts of size n and m.
We consider mK2 as the disjoint union of m edges. In addition, we denote by Ti; j; k a
tree with at most one vertex of degree three and at most three vertices of degree one.
The subscripts i; j; k denote the number of edges in the paths connecting the vertex
of degree three to the vertices of degree one. In this notation, T1;1;1 = K1;3 is a claw,
T1;1;2 is a fork (or a chair), and T0;2;2 = T0;1;3 = T0;0;4 is a P5.
∗ Corresponding author.
E-mail address: michael.gerber@ep<.ch (M.U. Gerber).
1 On leave from University of Nizhny Novgorod, Gagarina 23, Nizhny Novgorod, 603600 Russia
(lozin@unn.ac.ru). This research has been done when the author was visiting RUTCOR, Rutgers Center
for Operations Research, Rutgers University (lozin@rutcor.rutgers.edu). The support of the O?ce of Naval
Research (Grant N00014-92-J-1375) and the National Science Foundation (Grant DMS-9806389) is grate-
fully acknowledged.
0166-218X/01/$ - see front matter ? 2001 Elsevier Science B.V. All rights reserved.
PII: S0166 -218X(01)00321 -3
216 M.U. Gerber, V.V. Lozin /Discrete Applied Mathematics 125 (2003) 215–224
By V (G) and E(G) we denote the set of vertices and the set of edges of a graph
G, respectively. For a subset U ⊆ V (G), we let G[U ] denote the subgraph of G
induced by U , and also G − U = G[V (G) − U ]. The neighborhood of a vertex x is
denoted by N (x), and the neighborhood of vertex x in subset U ⊆ V (G) by NU (x).
By analogy, we de1ne the neighborhood of a subset of vertices W ⊂ V (G) in U by
NU (W ) =
⋃
v∈W NU (v) \ W . Two vertices x and y are called twins if N (x) = N (y).
Given two graphs G and H , we say that G is H -free if G does not contain H as an
induced subgraph.
A subset of vertices in a graph is called stable (or independent) if no two vertices
in the set are linked by an edge. The number of vertices in a maximum size stable
set in a graph G is called the stability number of G and is denoted (G). The Stable
Set Problem is to 1nd in a graph G a stable set with (G) vertices. The problem
is known to be NP-hard in general. And moreover, it remains di?cult even with
substantial restrictions, for example, for triangle-free graphs [28], (K1;4, diamond)-free
graphs [10], and bistellar graphs [18]. On the other hand, the problem can be solved
e?ciently in some special classes of graphs such as claw-free graphs [26], (P5; P5)-free
graphs [17], (P5, banner)-free graphs [23].
The class of P5-free graphs is of special interest with respect to the stable set
problem. It has been proved in [3] that if a graph H has a connected component
which is not of the form Ti; j; k , then the stable set problem is NP-complete in the class
of H -free graphs.
There are only two graphs (up to isomorphism) of the form Ti; j; k with i + j +
k = 4. These are T1;1;2 (a fork or a chair) and T0;2;2 = P5. Due to a recent result of
Alekseev [2], the stable set problem is polynomially solvable in the class of fork-free
graphs that generalizes several previously known results [26,12,20]. But no polynomial
algorithms are known to solve the problem in general P5-free graphs. Furthermore, it
is not hard to see that any graph of form Ti; j; k with i + j + k ¿ 4 contains a P5 as
an induced subgraph. Thus, P5-free graphs form the only minimal class de1ned by
a single connected forbidden subgraph where the complexity status of the stable set
problem is an open question.
Recently, particular subclasses of P5-free graphs have been the subject of intense
investigations in connection with the stable set problem. In the present paper, we
summarize these results (Section 2) and propose several new polynomially solvable
cases for the problem in P5-free graphs (Sections 3–5).
2. A summary of polynomially solvable cases for the stable set problem in P5-free
graphs
At 1rst, let us point out that P5-free graphs contain several well-studied subclasses
such as threshold graphs, split graphs, and cographs.
Both threshold and split graphs are subclasses of (2K2; C4)-free graphs called some-
times pseudo-split. A linear-time recognition algorithm for pseudo-split graphs has been
proposed in [24]. This algorithm provides a maximum stable set with no extra work.
The structure of (2K2; C4)-free graphs has been characterized in [6]. In particular, it
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has been proved that any graph with n vertices in this class has at most n maximal
stable sets. This result has been extended in [14] to the class of (2K2; P5)-free graphs.
A more general result has been proved by Alekseev [1] (see also [13]), where he
showed that the number of maximal stable sets in mK2-free graphs is bounded by a
polynomial for any 1xed m. In combination with the algorithm of Tsukiyama et al.
[29] that generates all maximal stable sets, this leads to a polynomial algorithm to 1nd
a maximum stable set in mK2-free graphs with a 1xed m.
A diLerent approach to compute the stability number of a (2K2; C4)-free graph has
been proposed by Hertz [21]. This approach exploits a general idea to transform a graph
G into a graph G′ in such a way that V (G′)¡V (G) and (G′) = (G)− c, for some
constant c¿ 0. By making successive transformations, the goal is to obtain a graph that
belongs to a graph class for which a polynomial-time algorithm is known. Based on
Boolean considerations, Hertz obtained such transformations with c=0 and applied them
to the class of (2K2; C4)-free graphs [21] and the class of (P5; banner; 3K2; gem)-free
graphs [22], where banner is the graph obtained from a P4 by introducing a twin for a
vertex of degree two, and gem is the graph obtained from a P4 by adding a dominating
vertex. A similar approach has been used by Alekseev et al. [4] to compute the stability
number of (Pk; Ck−1; Ck−2; : : : ; C4)-free graphs for any 1xed k ¿ 4. When k = 5, we
have the class of (P5; C4)-free graphs that contains, on the one hand, all (2K2; C4)-free
graphs, and is contained, on the other hand, in the class of (P5; K2;3; banner)-free
graphs.
For the latter class, an algorithm based on graph transformations has been pro-
posed by Mahadev [25]. The algorithm removes a vertex from the graph, and depend-
ing on whether it is simplicial or not, the stability number is decreased by c = 1
or c = 0. BrandstNadt et al. [7] propose a diLerent graph transformation technique
for (P5; banner; chair; K1;4)-free graphs. The idea is to remove simplicial vertices as
long as possible (c = 1). They show that the stability number of the obtained graph
((P5; banner; chair; K1;4)-free and no simplicial vertex) is bounded by 3. All the above
results based on graph transformations have been generalized in [23] to the class of
(P5; banner)-free graphs.
Another useful method to solve the stable set problem in special classes of graphs
is the modular decomposition technique. In the simplest case, when a graph is dis-
connected or the complement to a disconnected graph, this technique leads to a linear
algorithm for the stable set problem in P4-free graphs (cographs) [11]. Recently, the
technique has been applied to a more general class: Fouquet et al. [15] de1ne the class
of (P5; P5; chair)-free graphs as semi-P4-sparse graphs. The class of semi-P4-sparse
graphs is an overclass of P4-sparse graphs which are de1ned as graphs in which
any set of 5 vertices contains at most one P4. Using modular decomposition, the
authors propose a linear time recognition algorithm for semi-P4-sparse graphs. They
solve, among other problems, the maximum stable set problem by adapting the lin-
ear algorithms of ChvOatal et al. [9] designed for the class of perfect graphs that are
(P5; P5; C5)-free. In addition, the authors propose an algorithm to solve the stable set
problem for (P5; P5; chair)-free graphs. Both results have been extended to the class of
(P5; P5)-free graphs [17]. A diLerent extension of the result for (P5; P5; chair)-free
graphs is given by the polynomial algorithm for general chair-free graphs [2]. It
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follows immediately that the problem is polynomially solvable in (P5; chair)-free
graphs.
Modular decomposition also plays a crucial role for the class of (P5; diamond)-free
graphs, where a diamond is the graph obtained from a K4 by deleting an edge. In
Fig. 1, a diamond is denoted by K4 − {e}. As shown in [5], the number of imperfect
(P5; diamond)-free graphs which are irreducible with respect to the modular decompo-
sition is 1nite. This leads to polynomial algorithms in (P5; diamond)-free graphs for
a number of problems including the stable set one. It is worth noticing that a dif-
ferent algorithm to solve the problem in a subclass of (P5; diamond)-free graphs has
been proposed in [20]. Hertz considers the class of (G1; G2; G3; G4; G5; G6)-free graphs,
which are actually (P5; K2;3; diamond; banner; G5; G6)-free graphs in our terminology.
We refer the reader to [20] for the de1nition of graphs G5 and G6, which are both
particular graphs on six vertices. The algorithm for this class of graphs is of special
interest, since it provides the stability number by applying a simple descent method.
One more interesting approach for the stable set problem is the augmenting graph
technique. Originally, it has been applied to the class of claw-free graphs [26]. Recently
[27], Mosca used it to obtain polynomial algorithms that solve the stable problem in
(P5; K2;3)-free graphs, in (P5; K1;m)-free graphs (for 1xed m) and in (P5; cricket)-free
graphs, where cricket is the graph obtained from a K1;4 by adding an arbitrary edge.
All three algorithms are based on the theorem which is cited in Section 4 as Theorem
2. In the present paper, we combine this theorem with the result of Alekseev for
mK2-free graphs in order to derive a polynomial algorithm for the stable set problem
in the class of (P5; Dm)-free graphs (for 1xed m). This class generalizes the classes of
(P5; K1;m)-free graphs, (P5; cricket)-free graphs, and 2K2-free graphs.
BrandstNadt et al. [8] show a polynomial-time algorithm for (P5; twin-house; K3;3 −
e)-free graphs that generalize both (P5; banner)-free graphs and (P5; K2;3)-free graphs
(twin-house is the graph obtained from a P5, called house, by introducing a twin for a
vertex of degree three). The algorithm looks for vertices which can be removed from
the graph without changing the stability number (c = 0). In this way, the algorithm
successively transforms the graph into a P4-free graph, for which a polynomial algo-
rithm is known. We propose a similar idea in Section 3 for (P5; Km;m)-free graphs,
for 1xed m. This class extends the class of (P5; K1;m)-free graphs, as well as the class
of (P5; K2;3)-free graphs. Finally, we propose in Section 5 a polynomial algorithm for
(P5; C5; P5 + e)-free graphs, where e is an edge between two vertices of degree 2 in a
P5.
Fig. 1 shows all graph classes mentioned in this section, as well as their inclusions.
3. The stable set problem in (P5; Km;m)-free graphs
In this section, we describe an algorithm that solves the maximum stable set problem
in (P5; Km;m)-free graphs, for 1xed m. The class of (P5; Km;m)-free graphs generalizes
the classes of (P5; K1;m)-free graphs and (P5; K2;3)-free graphs, for which Mosca [27]
presented polynomial time algorithms. Mosca’s algorithm for (P5; K1;m)-free graphs,
denoted here by algorithm M , has time complexity O(nm+1).
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Fig. 1. Inclusion relationships between some P5-free graph classes.
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Algorithm 1.
Input: A (P5; Km;m)-free graph G.
Output: A maximum stable set in G.
(1) If G does not contain an induced K1;2m−2, then apply algorithm M to G to
determine (G) and STOP. Otherwise, let c0 be the center of an induced K1;2m−2.
(2) Let G = G − c0 and go to (1).
Theorem 1. For any 6xed m; algorithm A gives a maximum stable set in a (P5; Km;m)-
free graph G with n vertices in time O(n2m).
Before we prove the above theorem, let us 1rst look at a nice characterization of
2K2-free bipartite graphs in terms of vertex ordering.
Claim 1. Let G = (V1; V2; E) be a 2K2-free bipartite graph; then the vertices of each
part can be linearly ordered under inclusion of their neighborhoods.
Proof. To prove the claim; we only need to show that for any vertices x1; x2 ∈Vi
(i = 1; 2); either N (x1) ⊆ N (x2) or N (x2) ⊆ N (x1). Assume that this is not the case.
Then; there are vertices y1 and y2 such that y1 ∈N (x1)−N (x2) and y2 ∈N (x2)−N (x1).
However; vertices x1; x2; y1; y2 now induce in G a 2K2; a contradiction.
Proof of Theorem 1. Algorithm A will have to determine at most n times if G contains
an induced K1;2m−2. This can be done in time O(n2m). Then; Algorithm A applies
Algorithm M exactly once. This requires O(n2m−1). Hence; the total time complexity
of Algorithm A is O(n2m).
The proof of the correctness of Algorithm A relies on the following lemma.
Lemma 1. Let a (P5; Km;m)-free graph G contain an induced K1;2m−2 with the center
c0. Then (G − c0) = (G).
Proof. Let C = {c1; : : : ; c2m−2} be the set of vertices of degree one in the induced
K1;2m−2. Consider a stable set S in G with c0 ∈ S; and let D denote the subset of
vertices in S adjacent to a vertex in C and diLerent from c0. We will show that G
contains a stable set at least as big as S; but not containing c0.
If there exists a subset C′ of C such that |ND(C′)|¡ |C′|, then the set S ∪ C′ −
{c0} − ND(C′) is a stable set at least as large as S and that does not contain c0.
Hence, we can suppose that |ND(C′)|¿ |C′| for every subset C′ of C. This implies,
by KNonig–Hall’s theorem, that there exists a matching of size |C| between C and D.
Therefore, we can suppose that D contains 2m− 2 distinct vertices d1; : : : ; d2m−2 such
that ci is adjacent to di (i = 1; : : : ; 2m− 2).
The graph induced by C ∪D is bipartite and 2K2-free. Indeed, if there exists a 2K2
with edges cidk and cjdl (16 i 
= j; k 
= l6 2m− 2), then dkcic0cjdl induces a P5 in
G, a contradiction.
Since the graph induced by C ∪D is bipartite and 2K2-free, by Claim 1 the vertices
of C can be linearly ordered under inclusion of their neighborhoods. Without loss of
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generality, we can suppose that ND(cj) ⊆ ND(ci) if 16 i¡ j6 2m − 2. Since ci is
adjacent to di for all i = 1; : : : ; 2m − 2, we know that ci is adjacent to dj for all
j= i; i+ 1; : : : ; 2m− 2. Now, vertices c1; c2; : : : ; cm and c0; dm; dm+1; : : : ; d2m−2 induce a
forbidden Km;m, a contradiction.
4. The stable set problem in (P5; Dm)-free graphs
In this section, we prove polynomial solvability of the stable set problem in the
class of (P5; Dm)-free graphs, for 1xed m. Graph Dm is depicted in Fig. 2, and can
be obtained from graph mK2 by adding a dominating vertex, i.e. a vertex which is
adjacent to all other vertices. The class of (P5; Dm)-free graphs generalizes the classes
of (P5; K1;m)-free graphs and (P5; cricket)-free graphs, for which Mosca [27] presented
polynomial time algorithms. Furthermore, it also extends the result for mK2-free graphs
[1].
At 1rst, let us state a result for P5-free graphs that have been proved in [27]. Consider
a P5-free graph G = (V; E) and a maximal stable set S in G. For a vertex v∈V − S,
we denote H (v; S) = {x∈V − (S ∪ {v} ∪ N (v)) |NS(x) ⊆ NS(v)}. Notice that if S is
maximal, then NS(w) 
= ∅; ∀w∈H (v; S).
Theorem 2 (Mosca [27]). If one can compute a maximum stable set of G[H (v; S)]
in time O(nk); then one can compute a maximum stable set of G in time max{O(nk+2);
O(n4)}.
For the rest of this section we let G= (V; E) be a (P5; Dm)-free graph with a 1xed m,
and S, a maximal stable set in G.
Lemma 2. G[H (v; S)] is (m+ 1)K2-free.
Proof. Assume; to the contrary; that G[H (v; S)] contains an induced (m + 1)K2 with
vertices a1; : : : ; am+1; b1; : : : ; bm+1 and edges a1b1; : : : ; am+1bm+1. Clearly; both
G[{a1; : : : ; am+1} ∪ S] and G[{b1; : : : ; bm+1} ∪ S] are bipartite graphs. Moreover; they
are 2K2-free; otherwise any 2K2 together with vertex v would induce a P5. Applying
Claim 1; we may conclude without loss of generality that NS(ai) ⊆ NS(ai+1) for any
i = 1; : : : ; m. Let j∈{2; : : : ; m + 1} be an integer such that NS(bj) ⊆ NS(bi) for any
Fig. 2. Graph Dm.
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i=2; : : : ; m+1. Again; by Claim 1; we have either NS(a1) ⊆ NS(bi) or NS(bj) ⊆ NS(a1).
Note that maximality of S implies NS(a1) 
= ∅ and NS(bj) 
= ∅.
Suppose 1rst NS(a1) ⊆ NS(bj). Then for any vertex x∈NS(a1), vertices x; a2; : : : ; am+1;
b2; : : : ; bm+1 induce a Dm in G, a contradiction. Conversely, if NS(bj) ⊆ NS(a1) then a
Dm is induced by vertices x; a2; : : : ; am+1; b2; : : : ; bm+1 with x∈NS(bj), again a contra-
diction.
Theorem 3. For any 6xed m; the stable set problem can be solved in a (P5; Dm)-free
graph G with n vertices in time O(n2m+5).
Proof. It has been proved in [1] that the number of maximal stable sets in mK2-free
graphs with n vertices is O(n2m−2). By the algorithm proposed in [29]; we can 1nd all
the maximal stable sets in a graph with n vertices in time complexity NO(n3); where
N is the total number maximal stable sets in the graph. Hence; the stable set problem
can be solved in mK2-free graphs in time O(n2m+1). Consequently; based on Theorem
2 and Lemma 2; we conclude that the stable set problem in (P5; Dm)-free graphs can
be solved in time O(n2m+5).
5. The stable set problem in (P5; C5; P5 + e)-free graphs
A graph is murky if neither the graph nor its complement contains a chordless
cycle with 1ve vertices or a chordless path with six vertices. Since murky graphs
are perfect [19], we know by [16] that there is a polynomial algorithm that solves
the maximum stable set problem in such graphs. However, the proposed algorithm,
although of polynomial complexity, is not e?cient from a practical point of view. In
this section, we consider a subclass of murky graphs, namely (P5; C5; B)-free graphs,
where B is the graph drawn in Fig. 3. Note that B can be obtained by introducing a
new edge between two vertices of degree 2 in P5, or equivalently in K2;3. Given a
graph with n vertices and m edges, we propose a way to compute the stability number
in O(mn) steps.
Throughout the section, a denotes a vertex of a graph G, A=N (a), and R=V (G)−
(A∪{a}). If for a vertex b∈A; NR(b)= ∅, then (G)= (G− a). Indeed, in that case,
given a stable set containing vertex a, we can obtain another stable set of the same
Fig. 3. Graph B = P5 + e.
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cardinality without vertex a by exchanging a by b. This permits us to suppose in the
sequel that
NR(b) 
= ∅ for each vertex b∈A: (1)
At 1rst, let us prove the following simple lemma valid for any (P5; C5)-free graph.
Lemma 3. If G is a (P5; C5)-free graph; then for any pair of non-adjacent vertices
b; c∈A; either NR(b) ⊆ NR(c) or NR(c) ⊆ NR(b).
Proof. If x∈NR(b)− NR(c) and y∈NR(c)− NR(b) then vertices a; b; c; x; y induce in
G either a P5 (if x is not adjacent to y) or a C5 (otherwise).
Denote by ¡ a linear order of the vertices in set A such that x¡y and xy 
∈ E(G)
imply NR(x) ⊆ NR(y). Due to the above lemma, such an order always exists if we
deal with (P5; C5)-free graphs.
Now let us introduce one more notation: Q={a}∪ {x∈A |y¡x⇒yx∈E(G); ∀y∈A}.
Obviously, Q is a clique.
Theorem 4. If G is a (P5; C5; B)-free graph satisfying (1); then (G−Q)= (G)− 1.
Proof. Let S be a stable set in graph G. Since Q is a clique; |S ∩ Q|6 1; and hence
(G − Q)¿ a(G)− 1.
Conversely, let S ′ be a stable set in graph G−Q, and let S ′ ∩ A= {x1; : : : ; xk} with
x1¡ · · ·¡xk . If k = 0, then S = S ′ ∪ {a} is a stable set in G of cardinality |S ′|+ 1.
Suppose now k ¿ 0. Since x1 
∈ Q, there must be a vertex y∈A in graph G such
that y¡x1 and yx1 
∈ E(G). Moreover, y is not adjacent to x2; : : : ; xk . Indeed, if y
would be adjacent to xi with i¿ 1, then vertices a; y; x1; xi; b would induce a B in G,
where b∈NR(y) ⊆ NR(x1) ⊆ NR(xi). Furthermore, y has no neighbours in S ′−A, since
any neighbor of y in R is also a neighbor of each vertex x1; : : : ; xk . Thus, S= S ′ ∪{y}
is a stable set in G of cardinality |S ′|+ 1. Therefore, (G)¿ (G − Q) + 1.
Corollary 1. The stability number of a (P5; C5; B)-free graph G with n vertices and
m edges can be computed in time O(nm).
Proof. Given a vertex a and degrees dR(x) = |NR(x)| for all x∈A; one can order
the vertices of A as de1ned above in linear time. Counting degrees dR(x); verifying
condition (1) and 1nding clique Q takes at worst O(m) time. Hence; applying Theorem
4 at most n times; we successfully transform G into a complete graph in total time
O(nm). Now (G) = t + 1; where t is the number of transformations which were
needed.
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