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1. Epigenetics and chromatin 
1.1. The concept of epigenetics 
The coinage of the term “epigenetics” is usually credited to the British biologist 
Conrad H. Waddington who, in 1942, defined epigenetics as follows: “the branch of 
biology which studies the causal interactions between genes and their products, which 
bring the phenotype into being” (Waddington, 1942). Waddington was an embryologist 
and thought of epigenetics in the context of the developmental process of an organism. 
To this day, the early development of complex multicellular organisms is still widely used 
as the prime example of epigenetic mechanisms at work. During embryonic development, 
a single totipotent cell gives rise to a whole organism composed of a myriad of cells that 
share an identical genomic sequence but have very different gene expression profiles and 
cellular functions. Waddington conceived this process of cellular differentiation as a 
marble rolling down a slope with grooves that sequentially bifurcate (Figure 1). The 
marble at the top representing a totipotent cell would roll through this “epigenetic 
landscape” (Waddington, 1957), progressively being “canalized” through the grooves until 
reaching the lowest stable points, that is, a differentiated “end state”. 
At the time when Waddington coined 
the term “epigenetics”, the physical nature of 
the genes and the molecular mechanisms 
regulating their function was still unknown, 
but he still conceptualized epigenetics as a 
bridge to explain the complex and dynamic 
interactions between genotype, environment 
and phenotype. This concept remains 
associated to the field of epigenetic studies to 
this day but, more precisely, the term 
“epigenetics” is commonly used to describe 
the mechanisms of genetic regulation 
involving factors other than the sequence of 
the DNA molecule. (Goldberg et al., 2007) 
 
Figure 1. Waddington's epigenetic landscape. 
The classical depiction of the “epigenetic 
landscape” as conceived by Waddington, where 
the rolling of a marble down the grooves of a slope 
represents a cell during development taking 
different paths to achieve a differentiated cell 
state. Taken from Goldberg et al., 2007. 
Introduction 
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1.2. Chromatin is the template for epigenetic regulation 
In the eukaryotic cell nucleus, DNA is tightly wrapped around histone protein 
complexes, forming a dynamic structure known as chromatin (Luger, 2006). The 
nucleosome particle is the basic repeating unit of the chromatin fiber. The nucleosome 
consists of a histone octamer core around which 147bp of DNA are wrapped about 1.7 
times (Luger et al., 1997; McGinty and Tan, 2015). The protein core of the nucleosome is 
composed of the so-called core histones: H2A, H2B, H3 and H4 (Figure 2). Core histones 
are highly conserved proteins that consist of an unstructured N-terminus, a globular 
histone fold core and a mobile C-terminal tail. In particular, two units each of H3 and H4 
form a tetramer around which bind two dimers of H2A-H2B. Additionally, the H1 linker 
histone binds the nucleosome and the extra-nucleosomal DNA, stabilizing chromatin 
structure and allowing higher levels of compaction (Hergeth and Schneider, 2015). 
  
Figure 2. The structure of the nucleosome core particle. (A) Structure of the nucleosome core particle 
based on PDB ID 1KX5 showing the compact histone octamer with DNA wrapped around it. Histones and 
DNA are represented in cartoon and sticks style, respectively. Histones are colored as indicated in the 
legend. (B, C) Structure of the core histone dimers H3-H4 and H2A-H2B. The top panel shows a 
representation of each dimer in cartoon style while the bottom panels show a linear schematic 
representation of each histone. In both cases, the main secondary structures are indicated (a refers to a-
helices and L refers to loops). Figure adapted from McGinty and Tan, 2015. 
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The commonly accepted model of chromatin folding presents different levels of 
hierarchical compaction forming fibers with increasing size, allowing for the packaging of 
thousands of megabases of DNA in the small nuclear volume which measures only a few 
micrometers in diameter (Figure 3). The nucleosomes are separated by a stretch of linker 
DNA ranging from 10 to 90 bp forming the so-called “beads-on-a-string” 11nm fiber, 
named after its appearance in electron microscopy images (Olins et al., 1974). The 
second structural level of chromatin organization after the 11 nm fiber involves the H1 
linker histone allowing the condensation of nucleosomal arrays into proposed solenoid or 
zig-zag type structures forming the 30nm-fiber (Grigoryev and Woodcock, 2012). 
However, the precise structural nature of some of the higher-order levels of chromatin 
compaction, and the very existence and characteristics of the 30nm-fiber in the nucleus 
of living cells, remain questioned to this day (Maeshima et al., 2019). Recent studies using 
super-resolution microscopy have revealed an arrangement in the form of heterogenous 
groups of nucleosomes termed “clutches” (Fussner et al., 2012; Ricci et al., 2015). In any 
case, it is generally considered that nucleosome positioning and the level of chromatin 
compaction regulate the accessibility of the transcriptional machinery and repair factors, 
among others.(Jansen and Verstrepen, 2011)  
Thus, we have to consider that in eukaryotes the genetic information encoded in 
the DNA molecule is contained in chromatin and, as such, changes happening in 
chromatin can potentially impact all processes of DNA function like transcription, 
replication and recombination, among others. Far from being solely a packaging system, 
chromatin is a highly dynamic complex that can be altered at many levels without 
modification of the underlying DNA sequence, effectively forming the basis and template 
of epigenetic regulation. 
Figure 3. The classic model of 
chromatin folding in the 
nucleus. The double-stranded 
DNA molecule is wrapped around 
nucleosomes separated by a 
stretch of linker DNA. This “beads 
on a string” chromatin is packed 
into a 30nm chromatin fiber. These 
fibers are further compacted into 
higher-order structures that have 
not been characterized in detail. 




1.3. Mechanisms of chromatin regulation  
The mechanisms by which the properties of the chromatin are modified are 
commonly referred to as “epigenetic modifications”. These modifications can consist of 
the actual covalent modification of either the DNA molecule or histone proteins, like in the 
case of DNA methylation or the acetylation of histones. The balance between enzymatic 
“writer” and “eraser” factors determines the presence of a covalent mark that can be 
interpreted by “reader” factors and effector proteins (Figure 4).  
Other mechanisms, however, consist of non-covalent modifications that involve the 
incorporation of specialized histone variants in the nucleosome, changes in chromatin 
accessibility by chromatin remodelers, or the interaction with non-coding RNA molecules. 
The ensemble of epigenetic modifications on the chromatin of a given cell is commonly 
referred to as the “epigenome”. Below, I will individually discuss three of the best 
characterized epigenetic modifications to date regarding their molecular mechanisms as 
well as their known functions in physiology and pathological conditions.  
1.3.1. DNA methylation 
Initially discovered in 1975 (Holliday and Pugh, 1975; Riggs, 1975), the methylation 
of DNA is probably the best characterized epigenetic modification to date. In mammals, 
nearly all methylation events of the DNA molecule occur within a CpG dinucleotide context 
by modification of a cytosine base to a 5-methylcytosine (5meC). Regions of the genome 
with a high density of CpGs are referred to as CpG islands, 1 to 2 kb regions that frequently 
contain gene promoters (Illingworth and Bird, 2009). Active promoters are usually 
characterized by unmethylated CpG islands, while methylated CpG islands correlate with 
transcriptional repression (Jones, 2012). On the other hand, methylation in the gene body 
correlates with transcriptional elongation and prevents spurious transcription initiation 
(Neri et al., 2017). 
DNA methyltransferases (DNMTs) form a conserved family of enzymes 
responsible for establishing and maintaining DNA methylation patterns (Lyko, 2018). The 
process of demethylation can either passively happen as a consequence of dilution during 
DNA replication or actively through the step-wise oxidation of 5meC by the ten-eleven 
translocation proteins (TET) followed by the base excision repair (BER) that restores an 
unmethylated cytosine (Rasmussen and Helin, 2016). 
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DNA methylation has a prominent and essential role in development and 
differentiation (Smith and Meissner, 2013). Its alteration in cancer cells has been 
extensively studied and currently some cancer types are treated with agents that inhibit 
DNMTs, for instance acute myeloid leukemia and myelodysplastic syndromes (Jones et 
al., 2016). 
 
1.3.2. Post-translational modifications of histones 
Post-translational modifications (PTMs) are an essential and highly dynamic 
mechanism for the regulation of protein function and the transduction and integration of 
signals in the cell (Deribe et al., 2010). This is remarkably relevant for histone proteins as 
their covalent modifications contribute to the molecular basis of epigenetic regulation and 
cellular memory.  
Figure 4. Chromatin regulation by covalent modifications. Several mechanisms of epigenetic 
regulation involve covalent modification of the DNA molecule or histone proteins. The presence of a 
particular mark is controlled by the action of “writer” and “eraser” factors that deposit and remove it, 
respectively. These covalent modifications can be bound by specialized domains in “reader” factors that 
can trigger direct effects or recruit other effector proteins. Some examples of protein families involved in 
each process are given between parenthesis: DNMTs, DNA methyltransferases; TETs, ten-eleven 
translocation; HATs, histone acetyltransferases; KMTs, histone lysine methyltransferases; HDACs, histone 
deacetylases, KDMs, histone lysine demethylases; MBDs, methyl-CpG binding domain proteins). Figure 
adapted from Jones and Baylin, 2016. 
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The highly basic and unstructured N-termini of all four histones and the C-termini 
of H2A protrude out of the core structure of the nucleosome, while the C-termini of the 
other histones is buried in the nucleosome particle core (Figure 2). The first described 
histone PTM was acetylation and its association to actively transcribed genes was quickly 
established (Allfrey et al., 1964; Pogo et al., 1966). To date, more than 100 different 
histone PTMs have been reported, including acetylation, methylation, phosphorylation, 
ubiquitination, SUMOylation, citrullination and ADP-ribosylation, among others  (Zhao and 
Garcia, 2015). Given their accessible position, it is not surprising that most histone PTMs 
happen at the N-terminus. However, PTMs in the globular domain of histones have also 
been described to affect nucleosomal structure and transcription (Lawrence et al., 2016). 
Usually, histone PTMs are abbreviated by combining the name of the histone, the one-
letter code and position of the modified residue and the shorthand for the covalently linked 
group, potentially adding a number to indicate the number of such groups. For example, 
the trimethylation of H3 at lysine 27 would be abbreviated as H3K27me3.  
In general, histone PTMs are thought to participate in chromatin regulation by two 
major mechanisms. First, the covalent addition of chemical groups to histones can directly 
alter the net charge or other physico-chemical properties of histone proteins, affecting 
DNA-nucleosome or internucleosomal interactions and the packaging of chromatin. For 
example, the acetylation of lysine residues at histone tails neutralizes positive charges 
and effectively weakens the charge-dependent interactions between histones and 
nucleosomal DNA, increasing its accessibility (Hong et al., 1993). Similarly, ADP-
ribosylation of histones imparts negative charge creating a relaxed chromatin 
conformation through repulsion (Messner and Hottiger, 2011). Second, histone PTMs can 
serve as a binding module to recruit “reader” proteins that can specifically recognize PTMs 
via specialized domains such as bromo-, chromo- and PHD-domains (Musselman et al., 
2012). These readers can then carry out effects on chromatin and/or further recruit other 
effector proteins. Importantly, these two mechanisms are not exclusive: in addition to 
directly affecting nucleosomal structure, histone acetylation can be recognized by 
brodomain-containing proteins that, alone or as part of larger complexes, can regulate the 
transcriptional machinery, induce chromatin remodeling or provoke further histone PTMs 
(Fujisawa and Filippakopoulos, 2017).  
Different histone modifications frequently co-occur in the same nucleosome. 
Mutually exclusive relations exist if the modification takes place on the same residue or if 
there is compartmentalization or incompatibility between the writer factors. Still, histone 
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PTMs present a combinatorial nature with a high degree of cross-talk, where the presence 
of a PTM can avoid, antagonize, facilitate or be a requirement of another one. This led to 
the proposal of the “histone code” hypothesis by which PTMs on histone tails are 
interpreted sequentially or in combination by reader proteins or complexes to provoke 
different downstream effects, essentially functioning as an epigenetic “code” on chromatin 
(Strahl and Allis, 2000).  More recent approaches to this idea have used the computational 
integration of genome-wide profiling of histone PTMs and other chromatin components to 
functionally annotate the whole genome in different “chromatin states” (Ernst and Kellis, 
2010). 
Although they are found both in genes and non-coding regions of the genome and 
participate in multiple chromatin processes, histone PTMs have been extensively studied 
in the context of gene regulation and classified as either “active” or “inactive” depending 
on their relation with transcription. For example, active marks include H3K4me3 and 
H3K36me3, which are prominently associated with the promoter and gene body of actively 
transcribed genes, respectively. On the other hand, H3K27me3 and H2AK119Ub are 
enriched in the chromatin of transcriptionally repressed genes. Interestingly, active and 
inactive marks are not always mutually exclusive: H3K4me3 and H3K27me3 are found 
together in “bivalent” promoters of developmental genes in embryonic stem cells, granting 
a state that is silent but poised for rapid activation (Bernstein et al., 2006; Harikumar and 
Meshorer, 2015a). Histone PTMs are also found in non-coding distal regulatory elements. 
Most notably, H3K4me is found at enhancer elements while H3K27Ac distinguishes active 
from inactive enhancers (Creyghton et al., 2010). 
Histone PTMs are an essential mechanism that is linked to many chromatin 
function processes beyond transcription like DNA replication  and DNA repair (van Attikum 
and Gasser, 2009; Lukas et al., 2011). They are highly dynamic modifications that 
modulate gene expression programs during development and cellular differentiation. 
Moreover, mutations and deregulation in the factors that orchestrate this epigenetic 
control are frequent in cancer and crucial in the control of the expression of oncogenes 
and tumor suppressor genes (Jones and Baylin, 2007; Shen and Laird, 2013). This has 
sparked great interest in the development of “epigenetic drugs” for the treatment of cancer 
targeting histone modifications “writer” and “eraser” enzymes as well as “reader” modules. 
For example, different inhibitors of histone de-acetylases (HDACi) are currently used in 
the treatment of lymphomas, while inhibitors of domains binding to acetylated histones 
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are being clinically tested for the treatment of hematological malignancies and solid 
tumors (Jones et al., 2016). 
1.3.3. Histone variants 
The bulk of the histone pool in the cell is composed of "canonical" or replication-
coupled histones, which are encoded in tandem array gene clusters and synthesized and 
deposited into chromatin in a replication-dependent manner. A smaller fraction of the 
histone pool is constituted by histone variants, that diverge to different extents in their 
primary sequence from their replication-coupled counterparts (Maze et al., 2014). Histone 
variants are generally expressed from single-copy genes and deposited into chromatin 
independently of replication by specialized machinery (Buschbeck and Hake, 2017; 
Gurard-Levin et al., 2014). Histone variants are dynamically regulated both in their 
expression level and their genomic deposition. The replacement of replication-coupled 
core histones by histone variants provides chromatin with specific characteristics and can 
thus influence all functions occurring on the chromatin template including transcription and 
DNA repair (Biterge and Schneider, 2014; Buschbeck and Hake, 2017). Similarly to 
histone modifications, this influence can occur through different mechanisms that include: 
alteration of the biophysical properties of the nucleosome (Bönisch and Hake, 2012), 
promoting the deposition of certain histone modifications or recruitment of specific 
interactors (Buschbeck and Hake, 2017).  
In humans, several variant forms have been described for the H2A, H2B and H3 
core histones (Figure 5), some of them are "universal" and highly conserved among all 
eukaryotes while others have evolved specifically in higher eukaryote lineages (Talbert 
and Henikoff, 2010). Additionally, different variants of the H1 linker histones have been 
identified (Hergeth and Schneider, 2015). H2A variants represent the largest and most 
diverse family of histones. In human somatic cells, eight variants of H2A have been 
identified: H2A.X, H2A.Z.1, H2A.Z.2.1, H2A.Z.2.2, H2A.Bbd, macroH2A1.1, 
macroH2A1.2 and macroH2A2. As for H3, six variants are described: H3.3, CENP-A, 
H3.1T, H3.5, H3.X (also known as H3.Y.2) and H3.Y (also known as H3.Y.1). Additionally, 
several germ cell-specific histones have been identified that function in spermatogenic 
differentiation and paternal genome activation after fertilization (Hoghoughi et al., 2017; 
Huynh et al., 2016; El Kennani et al., 2017; Shinagawa et al., 2014). 
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Analogous to histone PTMs, histone variants are enriched and function in different 
genomic contexts. Some of them have very specialized roles in particular chromosomal 
regions. CENP-A, for example, is exclusively present at centromeres and is essential for 
chromosome segregation (Black et al., 2007; Lacoste et al., 2014). Others participate in 
specific transient processes, like the fundamental role of H2A.X in DNA damage response 
(van Attikum and Gasser, 2009). In a gene regulatory context, some histone variants like 
H2A.Z are associated with increased chromatin dynamics at actively transcribed genes 
while others tend to correlate with repressed states like the macroH2A histones 
(Buschbeck and Hake, 2017).  
Like replication-coupled histones, histone variants can also be subject to PTMs, 
expanding the functional diversity of this protein family (Figure 6) (Corujo and Buschbeck, 
2018). Some PTMs are shared by histone variants and their replication-coupled 
counterpart while others are specific for a certain histone type. This is mainly due to 
sequence dissimilarities between replication-coupled histones and histone variants and 
differential recognition by the enzymatic complexes that catalyze the deposition of PTMs. 
Figure 5. Histone variants in humans. Depiction of the human variants of histone H2A (yellow), H2B (red) 
and H3 (blue). Rectangles represent histone folds, while lines represent flexible histone tails. Percentages 
indicate the relative sequence identity of each variant relative to their replication-coupled counterpart (out 
of the two replication-coupled H3 histones, H3.1 was used to calculate this %).Testis-specific variants are 
highlighted in purple boxes, while alternative splicing isoforms by green boxes. No variants of H4 (green) 
have been identified in humans. Figure taken from Buschbeck and Hake, 2017. 
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While the function of some variant-specific PTMs remains poorly characterized, others 
like the phosphorylation and ubiquitination of H2A.X in the organization of the DNA 
damage response have been extensively studied (van Attikum and Gasser, 2009). 
The expression of histone variants is dynamically regulated during embryonic 
development and they function in cell fate transitions and reprogramming (Buschbeck and 
Hake, 2017; Hoghoughi et al., 2017). In cancer, histone variants and their regulatory 
factors are found altered both transcriptionally and by mutations which can affect DNA 
damage repair, genomic stability and the transcription of oncogenes and tumor 
suppressor genes (Buschbeck and Hake, 2017; Corujo and Buschbeck, 2018).  
  
Figure 6. Amino acid sequence of the N- and C-termini of human H2A variants and their post-
translational modifications. Alignment of human H2A type 1 (NCBI ID accession number NP_003501.1), 
H2A.X (NP_002906.1), H2A.Z.1 (NP_002907.1) and macroH2A1.2 (NP_004884.1). The crystal structure of 
a nucleosome containing a macroH2A histone is depicted. Histone H2A is colored in yellow, H2B in red, H3 
in blue, H4 in green and DNA in grey. Dashed lines represent the H2A tails. The macrodomain of macroH2A 
is colored by secondary structure (α-helices in magenta and β -sheets in orange). The picture of the 
nucleosome is based on protein data bank ID 3REH (Wu, 2011) and generated with ProteinWorkshop 
(Moreland et al., 2005), the picture of the macroH2A macrodomain is based on PDB ID 2FXK (Kustatscher 
et al., 2005) and generated with NGL viewer (Rose and Hildebrand, 2015). Figure from Corujo and 
Buschbeck, 2018. 
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2. MacroH2A histone variants 
2.1. The macroH2A family of histone variants 
MacroH2A histones are the most divergent histone variants in terms of sequence 
and structure when compared to its replication-coupled counterpart. MacroH2A proteins 
are widespread and highly conserved in vertebrates, but recent work has evidenced their 
presence in an invertebrate organism and in the holozoan Capsaspora owczarzaki, 
suggesting a more ancestral evolutionary origin of macroH2A than initially thought 
(Rivera-Casas et al., 2016). There are three different macroH2A proteins in vertebrates: 
macroH2A1.1 and macroH2A1.2 arise by alternative splicing of a single gene (H2AFY) 
while macroH2A2 is encoded by a separate gene (H2AFY2) (Figure 7A) (Chadwick and 
Willard, 2001; Costanzi and Pehrson, 2001; Pehrson and Fried, 1992). In my thesis, I will 
use macroH2A to refer to all vertebrate macroH2A proteins and macroH2A1 to refer 
collectively to the splice isoforms macroH2A1.1 and macroH2A1.2 when it is not possible 
or necessary to distinguish them. Otherwise, macroH2A1.1, macroH2A1.2 or macroH2A2 
will be used to refer to a specific protein. 
MacroH2A proteins have a characteristic tripartite structure: in addition to an N-
terminal histone fold, they contain a linker region and a large macro domain in the C-
terminus (Figure 7A) (Chakravarthy et al., 2005a; Kustatscher et al., 2005). The histone 
fold of macroH2A shares around 65% sequence identity and the main structural features 
with replication-coupled H2A (Changolkar and Pehrson, 2002). The linker domain itself is 
a highly basic unstructured region that protrudes outside of the compact histone core 
placing the macro domain in a very accessible position (Figure 7B) (Chakravarthy et al., 
2005a). Considering that the linker region and the macro domain together account for two 
times the molecular weight of the histone fold, the presence of macroH2A in a nucleosome 
can be seen as a drastic modification of its features. 
The major peculiarity of macroH2A histones is the presence of its C-terminal 
macrodomain. It is a globular domain of about 25kDa in size composed of a seven-strand 
b-sheet sandwiched by five a-helices and presents an hydrophilic pocket (Chakravarthy 
et al., 2005a; Kustatscher et al., 2005). Macrodomains are highly conserved domains that, 
besides macroH2A, are present in non-chromatin components and can bind NAD+ 
derived metabolites such as ADP-ribose and O-acetyl-ADP-ribose (Posavec et al., 2013). 
All three macroH2A histones share the same overall domain structure, but differences in 
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the sequence of the macrodomain provoke changes in the size and hydrophobicity of the 
macrodomain pocket (Figure 7C). Due to this differences, only the macrodomain of 
macroH2A1.1 is able to bind  ADP-ribose and ADP-ribosylated proteins (Kustatscher et 
al., 2005). This particularity allows macroH2A1.1 to bind and, in some contexts, inhibit the 
activity of the enzyme poly-ADP-ribose polymerase 1 (PARP1), thereby regulating 
PARP1-dependent processes such as DNA-damage repair (Timinszky et al., 2009), 
stress response (Ouararhni et al., 2006) and transcriptional regulation (Chen et al., 2014). 
Notably, the splicing event between the isoforms macroH2A1.1 and macroH2A1.2 
involves a mutually exclusive exon usage that determines the structure of the 
macrodomain pocket and subsequent binding of ADP-ribose (Kustatscher et al., 2005). 
While some macrodomains have ADP-ribosyl-hydrolase enzymatic activity, it is not the 
case for macroH2A1.1 (Jankevicius et al., 2013).(Moreland et al., 2005; Rose and Hildebrand, 2015; Wu et al., 2011)  
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Figure 7. The family of macroH2A histone variants. (A) Schematic representation of the three macroH2A 
human histone variants encoded by the genes H2AFY and H2AFY2. The numbers refer to the amino acid 
number in the linear sequence. (B) Representation of the structure of a nucleosome containing a macroH2A 
histone variant. H2A and the histone fold of macroH2A are colored in yellow, H2B in red, H3 in blue, H4 in 
green and DNA in grey. The linker region of macroH2A is depicted as a dashed blacked line as no crystal 
structure has been achieved for this part of the protein. The macrodomain of macroH2A is colored by 
secondary structure (α-helices in magenta and β -sheets in orange). The picture of the nucleosome is based 
on protein data bank ID 3REH (Wu et al., 2011) and generated with ProteinWorkshop (Moreland et al., 
2005), the picture of the macroH2A macrodomain is based on PDB ID 2FXK (Kustatscher, 2005) and 
generated with NGL viewer (Rose and Hildebrand, 2015). (C) Cross-section of the surface representation 
of the macrodomains of macroH2A proteins showing the structure and properties of their pockets. The 
interior of the pocket is colored to the surface charges: red for acidic, blue for basic and white for non-
charged. The protein interior is colored in black, the rest of the protein is shaded in grey. This panel is 
adapted from Posavec, 2013. 
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2.2. Molecular and physiological functions of macroH2A 
Multiple studies have implicated macroH2A proteins in development, cellular 
differentiation, somatic cell reprogramming and cancer (Figure 8). In general, macroH2A 
histones are considered to be stabilizing factors that correlate with differentiated states, 
but the precise molecular mechanism by which they act on chromatin and their role in 
chromatin regulation is still a complex and incomplete picture. In particular, many roles of 
macroH2A seem to be context-dependent and present functional variability between the 
three macroH2A proteins. 
2.2.1. Nucleosomal stability and structure 
In vitro, macroH2A preferentially forms “hybrid nucleosomes” containing one 
replication-coupled H2A and one macroH2A histone (Chakravarthy and Luger, 2006). The 
alterations introduced to the structure of the nucleosome core by the incorporation of 
macroH2A are based on a four amino acid stretch limited to the L1-L1 interface that is the 
only point of contact between the two H2A-H2B dimers (Chakravarthy and Luger, 2006; 
Chakravarthy et al., 2005a). In vitro, histone octamers containing macroH2A have 
increased stability in terms of ionic strength requirement and are resistant to the H2A-H2B 
dimer exchange by the histone chaperone NAP-1 (Chakravarthy and Luger, 2006). 
Studies based on molecular dynamic simulations have reached similar conclusions 
regarding increased nucleosome stability of hybrid macroH2A nucleosome particles 
(Bowerman et al., 2019).  The linker region protrudes from the nucleosome core in very 
close proximity to the dyad axis (Chakravarthy et al., 2005a) and the presence of 
macroH2A could interfere with the binding of a transcription factor when its binding site 
was close to the dyad axis (Angelov et al., 2003). 
2.2.2. Genomic localization and transcriptional regulation 
Initial discovery of macroH2A identified its association with the inactive X 
chromosome (Costanzi and Pehrson, 1998; Mermoud et al., 1999), although it is not 
required for X chromosome inactivation (Tanasijevic and Rasmussen, 2011). Later 
studies have shown its broad distribution in mammalian autosomal chromatin, mostly in 
the form of large domains that can span hundreds of kilobases (Changolkar et al., 2010; 
Gamble et al., 2010).  
MacroH2A-enriched regions generally correlate with the presence of H3K27me3 
(Buschbeck et al., 2009; Gamble et al., 2010; Gaspar-Maia et al., 2013), a hallmark of 
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polycomb-mediated gene silencing (Schuettengruber et al., 2017). In vitro studies 
supported a role of macroH2A in transcriptional repression by showing that macroH2A 
interfered with SWI/SNF nucleosome remodeling and transcriptional initiation (Angelov et 
al., 2003; Chang et al., 2008; Doyen et al., 2006). Despite being depleted in active genes 
and being generally associated to transcriptional repression, macroH2A is in some cases  
required for signal-induced gene expression (Barrero et al., 2013a; Creppe et al., 2012; 
Gamble and Kraus, 2010; Ouararhni et al., 2006). Moreover, macroH2A has been 
proposed to maintain robust gene expression patterns by reducing transcriptional noise 
(Lavigne et al., 2015). Interestingly, a fraction of macroH2A1.1 is present at H2B 
acetylated chromatin regions where it interacts with PARP1 and can either promote or 
repress gene expression (Chen et al., 2014; Ruiz and Gamble, 2018).  
The molecular machinery responsible for macroH2A incorporation into chromatin 
is unknown, but a recent study shows that macroH2A2 deposition happens genome-wide 
and is later evicted from transcribed regions in a “pruning” manner that requires the FACT 
complex (Sun et al., 2018). Another study followed the incorporation of macroH2A into 
chromatin after DNA replication and found it targets the same large domains where it was 
previously enriched (Sato et al., 2019). Additionally, the histone fold of macroH2A is 
sufficient to target its deposition to H3K27me3-marked chromatin (Chadwick et al., 2001; 
Nusinow et al., 2007a; Ruiz and Gamble, 2018). 
2.2.3. DNA repair of double-strand breaks 
MacroH2A histones have been implicated in the chromatin rearrangement 
occurring in response to DNA damage in the cell. MacroH2A1.1 is quickly recruited to 
DNA damage sites upon PARP1 activation (Timinszky et al., 2009), while macroH2A1.2 
accumulation occurs later and promotes double-strand break repair by homologous 
recombination (Khurana et al., 2014).  Genomic regions particularly sensitive to replication 
stress are termed fragile sites and are a frequent source of genomic instability in cancer 
cells (Barlow et al., 2013; Glover et al., 2017). A recent study shows that macroH2A1.2 
accumulates at fragile genomic regions and promotes BRCA1 recruitment at stalled 
replication forks, protecting against replication stress and damage-induced senescence 





2.2.4. Positive factor in differentiation and senescence  
Mice lacking macroH2A are viable but have a retarded growth and metabolic 
alterations (Pehrson et al., 2014), while macroH2A-defficient zebrafish embryos display 
several developmental defects (Buschbeck et al., 2009). During mouse early embryonic 
development, macroH2A is first detected at the 8-cell stage (Nashun et al., 2010). 
Moreover, macroH2A levels generally increase during pluripotent stem cell differentiation 
and promote the differentiation of embryonic stem cells (Barrero et al., 2013a; Creppe et 
al., 2012). Interestingly, macroH2A1.2 is the predominant splicing isoform expressed in 
undifferentiated cells and cancer cell lines, while macroH2A1.1 expression correlates with 
differentiation (Posavec-Marjanović et al., 2017; Sporn and Jung, 2012). In the converse 
process, macroH2A histones function as an epigenetic barrier to induced pluripotency by 
somatic cell nuclear transfer and Yamanaka factors (Barrero et al., 2013b; Gaspar-Maia 
et al., 2013; Pasque et al., 2011b, 2011a, 2012).  
Cellular senescence is a stable state of cell cycle arrest that happens in response 
to various stresses and involves a complex phenotype that includes morphological, 
metabolic and transcriptional programs (Salama et al., 2014). In senescent cells, 
macroH2A is enriched in senescence-associated heterochromatic foci and is frequently 
used as a marker to identify these chromatin structures (Zhang et al., 2005a). In particular, 
Figure 8. MacroH2A roles in cellular physiology. Schematic summary of macroH2A functions in different 
cellular processes. MacroH2A histones are generally correlated with the stabilization of differentiated states, 
act as barriers toward reprogramming and are considered to be mostly tumor-suppressors. MacroH2A1.1 
in particular is implicated in paracrine senescence. Note that relevant differences between different 
macroH2A proteins are omitted for simplification.  
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macroH2A1.1 promotes the senescence-associated secretory phenotype in paracrine 
senescence triggered by oncogenes (Chen et al., 2015). 
2.2.5. Context-dependent tumor suppression 
MacroH2A histones are generally regarded as having a tumor suppressive function 
in cancer. MacroH2A expression decreases as the disease progresses in melanoma, 
bladder cancer and anal neoplasms (Hu et al., 2016; Kapoor et al., 2010; Kim et al., 2013). 
Knocking-down macroH2A results in more aggressive teratomas, melanoma, breast 
cancer and bladder cancer (Creppe et al., 2012; Dardenne et al., 2012; Kapoor et al., 
2010; Park et al., 2016) while its overexpression reduces proliferation in several cancer 
cell lines (Dardenne et al., 2012; Kapoor et al., 2010; Novikov et al., 2011). Furthermore, 
down-regulation of macroH2A results in increased metastatic potential of melanoma 
(Kapoor et al., 2010). 
However, there are important differences in the effect of the different isoforms of 
macroH2A in cancer (Cantariño et al., 2013). In particular, the expression level of 
macroH2A1.1 is inversely correlated with proliferation and its low levels are a marker for 
poor prognosis and metastatic potential in lung and colon cancer (Li et al., 2016; Novikov 
et al., 2011; Sporn and Jung, 2012; Sporn et al., 2009). In triple negative breast cancer, 
however, macroH2A1.1 expression correlates with poor survival and EMT (Lavigne et al., 
2014). In contrast, macroH2A1.2 expression is generally higher in highly proliferative 
cancer cell lines (Chen et al., 2014) and increases migration, invasion and growth in breast 
cancer (Dardenne et al., 2012; Li et al., 2012). Nonetheless, there is evidence that 
supports a tumor suppressive role of macroH2A1.2 in melanoma and bladder cancer 
(Kapoor et al., 2010; Park et al., 2016) which points out that macroH2A1.2 function might 
be largely context-dependent. The splicing factors MBNL1 and QKI favor the expression 
of the macroH2A1.1 splice variant over macroH2A1.2 (Novikov et al., 2011; Sporn and 
Jung, 2012), while the RNA helicases Ddx5 and Ddx17 do the opposite (Dardenne et al., 
2012). Expression of MBNL1 and QKI is altered in various cancer types (Danan-Gotthold 
et al., 2015). In particular, expression of QKI limits proliferation in gastric cancer at least 
in part through promoting macroH2A1.1 expression (Li et al., 2016) and lower 
macroH2A1.1 and QKI expression is associated with less differentiated tumors in prostate 
cancer (Vieira-Silva et al., 2019). 
The function of macroH2A in cancer has been suggested to be related to the 
transcriptional regulation of oncogenes, tumor suppressors and cell cycle regulators. 
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MacroH2A represses the expression of CDK8 in melanoma cells which limits their 
proliferative potential (Kapoor et al., 2010; Lei et al., 2014). MacroH2A1 represses rDNA 
gene clusters that are upregulated in highly proliferative cells (Cong et al., 2014). 
MacroH2A1.2 specifically upregulates the ERBB2 gene which functions as a potent 
oncogene in breast and other cancers (Li et al., 2012). Interestingly, a higher 
macroH2A1.1 to macroH2A1.2 ratio positively regulates the expression of the tumor 
suppressor SOD3 (Dardenne et al., 2012). Inhibition of senescence in colorectal cancer 
cells by the transcription factor ZEB1 requires the repression of macroH2A1 expression 
(De Barrios et al., 2017). In a colorectal cancer cell line, however, macroH2A1 together 
with DNA methylation lead to the repression of the cell cycle inhibitor p16 which results in 
higher proliferation (Barzily-Rokni et al., 2011). 
MacroH2A1 knock-down favors the acquisition of stem-like features in bladder 
cancer and hepatocellular carcinoma through the up-regulation of LIN28A transcription 
and NF-kB signaling, respectively (Park et al., 2016; Lo Re et al., 2017). This observation 
is reminiscent of the function of macroH2A in limiting pluripotency and hindering somatic 
cell reprogramming and highlights its role as an epigenetic barrier to de-differentiation 
events. 
In conclusion, macroH2A is in general a differentiation-promoting factor that limits 
the acquisition of malignant characteristics by cancer cells. While current evidence clearly 
supports a tumor suppressive role for macroH2A1.1 and macroH2A2, the function of 
macroH2A1.2 seems to depend greatly on the context of the particular cancer studied. 
2.2.6. Impact on NAD+ metabolism 
MacroH2A1.1 is necessary for proper mitochondrial function in skeletal muscle 
cells, maintaining cellular NAD+ homeostasis through the inhibition of PARP1 (Posavec-
Marjanović et al., 2017). This observation highlights a global role of macroH2A1.1 
independent of gene regulation. Some contradictory results exists regarding the metabolic 
consequences of knocking-out macroH2A in mice. One study showed that macroH2A1 
knock-out (KO) mice displayed a pre-diabetic phenotype (Changolkar et al., 2007). 
However, another study reports the opposite effect where macroH2A1 KO mice on high-
fat diet showed increased leanness and glucose tolerance (Sheedfar et al., 2015). Studies 
based on overexpression showed that exogenous expression of macroH2A1.1 reduced 
lipid accumulation in liver cancer cell lines (Pazienza et al., 2014), while macroH2A1.2 
expression in mice inhibited adipogenesis (Pazienza et al., 2016). 
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3. Heterochromatin and the three dimensional organization of 
the genome 
3.1. Heterochromatin 
The term “heterochromatin” was coined by Emil Heitz in 1928 to refer to his 
observation of strongly stained regions of the nucleus in interphase cells under the 
microscope when using chromatin stains (Passarge, 1979). In contrast, he referred to 
lightly stained regions as “euchromatin” and, despite not knowing of the molecular 
composition of chromatin at the time, he hypothesized that “euchromatin is genicly active, 
heterochromatin genicly passive”. The later development of electron microscopy (EM) 
provided a similar distinction based on the differential electron density in various parts of 
the nucleus. In EM images, heterochromatin is visualized as dark regions mostly found 
around the nucleolus and close to the periphery of the nucleus, revealing a clear spatial 
compartmentalization (Figure 9). Although Heitz studies were based on a cytological 
definition, the terms “heterochromatin” and “euchromatin” are still commonly used 
nowadays at a molecular level to broadly divide eukaryotic chromatin into two major 
compartments. 
Heterochromatin is mostly 
transcriptionally repressed and exhibits a 
high degree of compaction, in contrast to 
the more “open” euchromatin that tends to 
contain actively transcribed genes. 
Several decades of study have revealed 
major molecular differences between 
euchromatin and heterochromatin 
involving chromatin folding, DNA 
methylation, histone PTMs, and 
associated protein complexes. 
Additionally, heterochromatin is 
characterized by a late replication timing 
in S-phase (Gilbert, 2002). Two major 
subtypes of heterochromatin are usually 
considered: constitutive heterochromatin 
Figure 9. Transmission electron microscopy image 
of an eukaryotic cell nucleus. Darkness correlates 
with electron density. Regions of heterochromatin and 
euchromatin, as well as a nucleolus and the nuclear 
envelope, are indicated. Image adapted from the Yale 




and facultative heterochromatin (Figure 10). Constitutive heterochromatin forms the 
major heterochromatic blocks that are transcriptionally repressed in all cell types of an 
organism, while facultative heterochromatin contains silenced genes that can be activated 
in response to signals and varies between cell types and during development.  
3.1.1. Constitutive heterochromatin and repetitive elements  
Constitutive heterochromatin is a highly conserved feature of eukaryotic chromatin 
from yeast to vertebrates, particularly in centromeric and telomeric chromosomal 
domains. Indeed, many insights into the conserved mechanisms of heterochromatin 
formation and function have been obtained in model organisms (Allshire and Madhani, 
2017). It encompasses gene-poor genomic regions and is considered to have little 
variability between cell types in multicellular organisms. Constitutive heterochromatin 
contains most of the repetitive elements of the genome, which are estimated to represent 
between 50 and 70% of the human genomic sequence (Padeken et al., 2015). These 
repetitive elements include “structural” telomeric and centromeric domains, tandem 
satellite repeats found in subtelomeric and pericentromeric regions, and repeats 
Figure 10. Repetitive elements in the mammalian genome and major features of heterochromatin 
and euchromatin. On the top, Schematic representation of the major classes of repetitive elements found 
in mammalian genomes and their location in the chromosome (inspired by Saksouk et al., 2015). On the 
bottom, major features associated with genomic regions forming constitutive heterochromatin, facultative 
heterochromatin or euchromatin. Only the centromeric and telomeric chromosomal positions are 
meaningful, the blocks in the chromosomal arms are positioned arbitrarily for illustrative purposes.  
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interspersed in euchromatic regions mostly composed of DNA transposons and 
retrotransposons (Figure 10) (Biscotti et al., 2015). Despite their abundance in the 
genome and due to their repetitive nature, these sequences remain largely excluded of 
the current genome assemblies and pose major challenges for experimental approaches 
based on high-throughput sequencing (Miga, 2015). A particularly distinct group of 
repeats is composed of the ribosomal DNA (rDNA) genes, which encode for the ribosomal 
RNAs that act as essential elements of the ribosomes. The rDNA repeats are highly 
transcriptionally active, in fact ribosomal RNAs are the most abundant RNA in proliferating 
cells, but a fraction of rDNA genes is kept silent in the form of constitutive heterochromatin 
(McStay and Grummt, 2008). 
Many enzymatic activities and chromatin associated proteins are involved in the 
formation and function of constitutive heterochromatin (Figure 11). Methylation of H3K9, 
and in particular H3K9me3, is the most conserved hallmark of constitutive 
heterochromatin and is upstream of many heterochromatin characteristics. In mammalian 
cells, a series of SET-domain containing methyltransferases catalyze the deposition of 
this mark: G9a and GLP are responsible for mono- and dimethylation of H3K9 (Tachibana 
et al., 2002, 2005), while SETDB1, SETDB2, SUV39H1 and SUV39H2 generate di- and 
trimethylated H3K9 (Falandry et al., 2010; O’Carroll et al., 2000; Rea et al., 2000; Schultz 
et al., 2002). HP1 proteins bind H3K9me3 through their chromodomain and are essential 
for heterochromatin establishment and maintenance (Bannister et al., 2001; Lachner et 
al., 2001). HP1 proteins can oligomerize through their chromoshadow domain (Canzio et 
al., 2011; Cowieson et al., 2000) and contain an unstructured hinge that can directly 
interact with nucleic acids (Meehan et al., 2003), providing a mechanism of 
heterochromatin compaction and compartmentalization that has been recently proposed 
to involve phase separation properties (Larson et al., 2017; Strom et al., 2017). Other 
chromatin regulators including nucleosome remodeling complexes and transcription 
factors participate in heterochromatin formation and maintenance (Becker and Hörz, 
2002; Bulut-Karslioglu et al., 2012). Importantly, most studies on heterochromatin 
nucleation, spreading and maintenance have been performed in S. pombe yeast cells, but 
most of the participant proteins have orthologs in vertebrates and the basic principles are 
considered to be conserved.  
Besides H3K9me3, constitutive heterochromatin is characterized by global histone 
deacetylation (Taddei et al., 2001) and is associated with other histone PTMs including 
H3K20me2/3 (Jorgensen et al., 2013). Notably, DNA methylation is also extensively found 
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and required at heterochromatic regions, as removal of DNA methylation reduces 
H3K9me3 levels and disrupts pericentromeric architecture (Saksouk et al., 2014). ATP-
dependent chromatin-remodeling complexes are also involved in the compaction of 
constitutive heterochromatin and its higher-order structure. The NuRD, NoRC and HELLS 
complexes promote chromatin compaction and histone deacetylation in heterochromatic 
regions (Saksouk et al., 2015). Certain histone variants are also incorporated at repetitive 
constitutive heterochromatin regions.  Most notably, the histone H3 variant CENP-A is 
essential for the structure of the centromere and the assembly and function of the 
kinetochore in chromosome segregation (Sharma et al., 2019), while H3.3 deposition by 
ATRX/DAXX contributes to the establishment of heterochromatin at telomeric, 
pericentromeric and retroviral elements (Voon and Wong, 2016). 
Although they are a source of genetic variability, the activity of transposable 
elements poses a threat to the integrity of the genome as they can introduce deleterious 
mutations. Additionally, the highly repetitive nature of pericentromeric regions is propense 
Figure 11. Constitutive heterochromatin formation and functions. Schematic representation of the 
major factors involved in the formation of constitutive heterochromatin and some of the main functions of 
this type of heterochromatin (in mammals, although the principles are mostly conserved in eukaryotes). A 
series of histone methyltransferases catalyse the deposition of H3K9me3 on chromatin, which serves as a 
binding site for HP1 proteins that can dimerize and oligomerize to promote compaction. Other factors such 
as DNA methyltransferases (DNMTs), histone deacetlyases (HDACs), nucleosome remodeler complexes 
and histone participate in heterochromatin structure and function. Figure inspired in Saksouk, 2015. 
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to aberrant recombination. Thus, preservation of genome stability through the 
transcriptional silencing of repetitive elements is a major role of constitutive 
heterochromatin (Janssen et al., 2018). In addition, proper heterochromatin structures are 
essential for centromeric and telomeric function and proper chromosome segregation 
(García-Cao et al., 2004; Peters et al., 2001). Increased genomic instability is a hallmark 
of cancer that is proposed to provide cancer cells with increased plasticity to acquire 
malignant properties and confer tumor heterogenicity (Hanahan and Weinberg, 2011). 
Changes in the levels and distribution of H3K9me3 and HP1 as well as the aberrant 
expression of interspersed and pericentromeric repetitive elements are associated with 
cancer progression (Dialynas et al., 2008; Slee et al., 2012; Ting et al., 2011).  
Besides silencing of repeats, H3K9me3-marked heterochromatin has also been 
involved in gene silencing mechanisms that stabilize differentiated states (Becker et al., 
2016). Large heterochromatic blocks are acquired during differentiation to silence 
pluripotency and lineage-inappropriate genes and act as a barrier to reprogramming 
(Soufi et al., 2012; Wen et al., 2009). 
In summary, constitutive heterochromatin is compact and transcriptionally 
repressed and is characterized by the presence of H3K9me3. It is well conserved between 
cell-types, keeps repetitive elements silent and maintains genomic stability. 
3.1.2. Facultative heterochromatin and polycomb 
Facultative heterochromatin contains mostly coding sequences and is found in 
gene-rich regions where it mediates transcriptional silencing. In contrast to constitutive 
heterochromatin, facultative heterochromatin regions can be highly variable between cell 
types and during development. It provides a dynamic mechanism of gene regulation by 
silencing genes but keeping them responsive to transcriptional activation by 
developmental signals. Facultative heterochromatin is a key element in cellular identity 
specification and maintenance of both pluripotent and lineage-specific gene expression 
programs.  
The hallmark of facultative heterochromatin is the presence of polycomb repressive 
complexes and the histone PTMs H3K27me3 and H2AK119ub. In fact, genomic regions 
of H3K27me3 enrichment are usually termed “polycomb domains”, where H3K27me3 
covers the promoter and body of silenced genes. PRCs are composed of the polycomb 
group of proteins (PcG) which mainly associate in two major complexes: PRC1 and PRC2. 
Both complexes have enzymatic activity and modify histone proteins: PRC1 
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monoubiquitinates H2AK119 while PRC2 trimethylates H3K27. Initially identified in 
Drosophila, these complexes are functionally conserved in metazoans. Unless stated 
otherwise, in this section I will refer to the mammalian subunits and mechanisms of PRCs. 
PRCs are highly modular protein complexes with core components that include their 
catalytic activity that can be modulated by the presence of other subunits and associated 
proteins (Figure 12) (Di Croce and Helin, 2013).  
The core PRC2 is formed by the association of the proteins EED, SUZ12 and EZH2 
or EZH1 (Schuettengruber et al., 2017). EZH2 and EZH1 are the mutually exclusive 
enzymatically active components of the complex that can catalyze the mono-, di- and 
trimethylation of H2K27 through their SET domain (Cao et al., 2002; Jiao and Liu, 2015; 
Margueron et al., 2008; Shen et al., 2008). EED and SUZ12 are further required for the 
recruitment and activity of the complex (Cao and Zhang, 2004).  
PRC1 complexes have a more heterogeneous composition and are divided into 
canonical and non-canonical PRC1 complexes (cPRC1 and ncPRC1, respectively). All 
PRC1 complexes share a core composed by a RING1 protein (RING1A or RING1B) and  
one of six PCGF subunits (PCGF1-6). RING1 proteins are E3 ubiquitin ligases that can 
ubiquitinate H2A at lysine 119 (Cao et al., 2005; Wang et al., 2004). cPRC1 is 
characterized by the presence of a CBX subunit (CBX2, CBX4, CBX6-8). CBX proteins 
contain a chromodomain that can bind H3K27me3 and each CBX subunit confers distinct 
gene-regulatory functions to the PRC1 complex (Di Croce and Helin, 2013). On the other 
hand, ncPRC1 complexes contain RYBP or YAF2 proteins and are further specified by 
the presence of other factors (Schuettengruber et al., 2017). 
The classical model of PRC function proposes a sequential mode of action in which 
PRC2 is recruited to target genes and deposits H3K27me3 that is bound by PRC1 through 
its CBX subunit leading to ubiquitination of H2AK119. However, multiple studies have 
challenged this dogma, evidenced by the observation that the levels and distribution of 
H2AK119ub are not affected in PRC2-deficient mouse cells (Tavares et al., 2012). 
Moreover, ncPRC1 can be recruited to chromatin in the absence of PRC2 and H2AK11ub 
has been shown to recruit PRC2 (Blackledge et al., 2014; Tavares et al., 2012). The 
recruitment of PcG proteins to specific chromatin sites and target genes is a topic of 
current investigation for which locus-specific and generic targeting models involving 
transcription factors, CpG islands and ncRNAs have been proposed (Blackledge et al., 
2015). 
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Different mechanisms for PRC-mediated gene repression have been proposed. 
H2AK119ub was thought to directly block transcription, but recent studies have 
demonstrated that this mark is dispensable for polycomb repression (Illingworth et al., 
2015; Pengelly et al., 2015). Rather than a direct effect of histone PTMs on nucleosomal 
structure, one of the main PRC-mediated gene silencing mechanisms is thought to be the 
compaction of chromatin which reduces the accessibility of remodeler complexes and 
transcriptional machinery (Francis et al., 2004; Grau et al., 2011; Lau et al., 2017). 
Moreover, recent studies have highlighted the role of PRCs in spatial genome 
organization, where PcG proteins can mediate long-range contacts maintaining specific 
interaction networks of silenced genes (Entrevan et al., 2016). 
PRCs are involved in the maintenance of pluripotency in embryonic stem cells 
(ESCs) by repressing many developmental regulators and lineage-specific genes (Boyer 
et al., 2006; Endoh et al., 2008; van der Stoop et al., 2008). Upon differentiation signals, 
the genome-wide distribution of PcG proteins mediates the acquisition of cell-type specific 
gene expression programs (Boyer et al., 2006). Remarkably, PRCs occupy “bivalent” 
Figure 12. Polycomb repressive complexes and their function in chromatin. On the top, schematic and 
simplified composition of the PRC2, canonical PRC1 (cPRC1) and non-canonical PRC1 (ncPRC1). Both 
PRC2 and PRC1 can associate with many other proteins that further specify complex subtypes and 
functions that are not represented in this scheme. PRC2 and PRC1 bind and modify chromatin repressing 




promoters of developmental regulators that contain both repressive H3K27me3 and 
activating H3K4me3 marks, keeping genes silent but highly responsive to activation 
signals (Bernstein et al., 2006; Harikumar and Meshorer, 2015b; Mas et al., 2018). PRCs 
also function in differentiation processes that occur in the adult organism. For instance, 
PRCs are necessary for proper hematopoiesis and alterations in PcG proteins are found 
in many hematological malignancies (Iwama, 2019; Park et al., 2003; Xie et al., 2014). 
In conclusion, facultative heterochromatin is characterized by the presence of 
PRCs whose activity deposits H3K27me3 and H2AK119ub on chromatin. This type of 
heterochromatin is cell-type specific and maintains developmental and lineage-specific 
genes silent but sensitive to signal-induced activation. 
3.2. Basic principles of 3D genome organization 
Early microscopy observations already indicated the complexity of chromatin 
folding in the nucleus, with regions of varying density distinctly positioned in the nuclear 
space. Moreover, the vertebrate genome is characterized by long linear distances 
between target genes and cis-regulatory elements such as enhancers, hinting the 
necessity for particular conformations to mediate the effect. Over the past two decades, 
the study of the three dimensional (3D) organization of the genome has gained a lot of 
attention and is now recognized as a significant factor virtually in all chromatin functions 
including transcriptional regulation, DNA replication and repair.  
The development of super-resolution fluorescence microscopy has overcome the 
diffraction limit and allowed to image higher-order chromatin structures in single fixed and 
live cells (Xu and Liu, 2019). In addition, chromosome conformation capture technologies 
have been a major breakthrough in the determination of chromatin interaction frequencies 
in the 3D-space (Sati and Cavalli, 2017). Chromosome conformation capture was initially 
developed by Dekker et al. (Dekker et al., 2002) and has served as the basis for many 
derivative assays, all based on the fixation of chromatin followed by enzymatic digestion 
of DNA and the generation of ligation fragments based on their three-dimensional 
proximity. “HiC” is a variation of chromosome conformation capture that uses high-
throughput sequencing for the detection of such ligation events allowing the genome-wide 
determination of chromatin interactions. 
These and other technical advancements have permitted the detailed study of the 
genome in 3D, revealing a complex multilayered “architecture” with hierarchical features 
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(Figure 13). This features are chromosome territories, A/B compartments, lamina-
associated domains and nucleolus associated-domains, topologically associated domains 
and local interactions. 
3.2.1. Chromosome territories 
At the largest scale, individual chromosomes occupy distinct regions in the nuclear 
space which are termed “chromosome territories” (Figure 13A) (Cremer and Cremer, 
2010). Initially described by the use of “chromosome painting” using fluorescent probes 
(Croft et al., 1999), chromosome territories showed a non-random radial distribution with 
gene-dense chromosomal segments positioned in the center of the nucleus and gene-
poor heterochromatic regions located in the nuclear periphery (Boyle et al., 2001; Cremer 
et al., 2001). The mechanisms that form and maintain chromosome territories remain 
poorly understood, but attachment to the nuclear lamina seems to be an important factor 
(Bronshtein et al., 2016). Genome wide chromosome conformation capture (HiC) 
experiments also show preferential contacts between regions of the same chromosome 
(Lieberman-aiden et al., 2009). Although inter-chromosomal contacts happen at a much 
lower rate, a certain level of intermingling between chromosome territories exists and is 
proposed to have a function in gene regulation (Branco and Pombo, 2006; Szczepińska 
et al., 2019). These observations led to the organizational model where chromatin loops 
containing active genes colocalize around “transcription factories” enriched in RNA 
polymerase II and around nuclear speckles (Figure 13B) (Fraser and Bickmore, 2007). 
Recent studies have identified two distinct inter-chromosomal contact hubs around 
nuclear speckles and the nucleolus, respectively containing euchromatic and 
heterochromatic regions (Quinodoz et al., 2018). Still, the communication between 
functional regulatory elements on different chromosomes seems to be a rare event. 
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3.2.2. A/B compartments 
Genome-wide chromosomal contacts 
as identified in HiC experiments broadly define 
the segregation of chromatin into the A and B 
compartments (Lieberman-aiden et al., 2009). 
Chromosomal segments in the A or B 
compartment preferentially interact with 
segments within the same compartment. The 
A compartment is considered to be the 
euchromatic fraction of the genome and is 
characterized by high gene density, 
transcriptional activity, chromatin accessibility 
and histone PTMs associated with gene 
activity. On the contrary, the B compartment is 
gene-poor, less accessible, transcriptionally 
inactive, is enriched in repressive histone 
marks and interacts with the nuclear lamina 
(Figure 13C). Microscopy studies mapping 
single chromosomes show that A/B 
compartments effectively separate in the 
nuclear space forming polarized structures 
(Wang et al., 2016). Higher resolution HiC 
datasets suggest that the A and B 
compartments can be further subdivided into 
six smaller compartments (A1, A2, B1, B2 and 
B3) (Rao et al., 2014). This subdivision is 
particularly interesting for the B compartment 
as it identified different types of 
heterochromatin: B1 is enriched in H3K27me3, 
indicating that it is formed by polycomb-
repressed facultative heterochromatin; B2 is 
enriched in pericentromeric heterochromatin 
and interacts with the nuclear lamina and the 
nucleolus; and B3 is enriched at the nuclear 
Figure 13. Basic principles of the 3D 
organization of chromatin. (A-E) Hierarchical 
chromatin organization structures ordered from 
the highest dimension (top) to the lowest 
(bottom). LADs, lamina-associated domains; 
TADs, topologically associating domains; Chr., 
chromosome; Enh., enhancer. Figure adapted 
from Stadhouders, 2019. 
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lamina but depleted at the nucleolus. Interestingly, the A/B compartmentalization defined 
in HiC recalls many of the features of chromosomal organization that were identified by 
the study of chromosome territories.   
3.2.3. Domains associated with the nuclear lamina and the nucleolus  
The nucleus is physically defined by its enclosure in the nuclear envelope, a double 
lipid membrane bilayer contiguous with the endoplasmic reticulum. Underneath the 
nuclear envelope lies a meshwork of type V intermediate filaments, the nuclear lamins, 
that form a structural scaffold called the nuclear lamina (de Leeuw et al., 2018). Electron 
microscopy imaging has long identified the accumulation of dense heterochromatin at the 
nuclear periphery (Fawcett, 1966). Recent advances in three-dimensional electron 
microscopy coupled with DNA labelling have also revealed a higher degree of chromatin 
packaging close to the nuclear lamina (Ou et al., 2017). Thus, the nuclear lamina is 
recognized as a repressive compartment enriched in heterochromatin. 
Three genes, LMNA, LMNB1 and LMNB2 encode the four lamins forming the major 
part of this structure in mammals: lamin A and C, which are splice variants of the LMNA 
gene, lamin B1 and lamin B2 (de Leeuw et al., 2018). In addition to lamins, many 
additional associated proteins are found at the nuclear lamina, some of them being 
transmembrane proteins embedded in the inner membrane of the nuclear envelope, such 
as emerin, LAP2b and the lamin B receptor (LBR) (Figure 14A) (Dobrzynska et al., 2016). 
While lamins are mostly located at the nuclear periphery, a fraction of lamin A/C and lamin 
B1 is found in the nucleoplasm interacting with euchromatic regions and participates in 
gene regulation (Cesarini et al., 2015; Dechat et al., 2010; Pascual-Reguant et al., 2018). 
Genome-wide mapping of the association of lamins with chromatin has defined 
“lamin associated domains” (LADs). In mammalian cells, the genome is estimated to 
contain 1000-1500 LADs that can range from 10 kb up to 10 Mb with a median size of 
about 0.5 Mb, covering nearly 40% of the genome (Guelen et al., 2008; Peric-Hupkes et 
al., 2010). Interestingly, LADs generally overlap with the B compartment and recapitulate 
its characteristics: low gene density, enriched in repetitive elements and repressive 
histone PTMs, in particular H3K9me2/3 and H3K27me3 (Guelen et al., 2008; Harr et al., 
2015; Kind et al., 2015). In a very similar way in which two major types of heterochromatin 
are defined, LADs have been subdivided in constitutive LADs (cLADs) and facultative or 
variable LADs (fLADs or vLADs) (Figure 14B). cLADs are consistent between different 
cell types, are AT-rich, accumulate LINE elements and are particularly gene-poor 
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(Meuleman et al., 2013; Peric-Hupkes et al., 2010). Due to their high conservation, it is 
hypothesized that cLADs form a structural repressive backbone that contributes to the 
folding of chromosomes. On the other hand, vLADs are more gene-rich and contain 
lineage-specific genes that display changes in their lamina association and transcriptional 
activity during differentiation (Peric-Hupkes et al., 2010). (Amendola and van Steensel, 2014) 
Figure 14. Chromatin interactions with the nuclear lamina. (A) Schematic representation of the nuclear 
envelope, the nuclear lamina and associated proteins. The nuclear envelope consists of an outer (ONM) 
and an inner nuclear membrane (INM), which are perforated by the nuclear pore complexes (NPC). The 
ONM is continuous with the endoplasmic reticulum (ER) and associated with ribosomes as well as nesprins 
and other proteins linking the nucleus to the cytoskeleton. The nuclear lamina is a network of lamin protein 
filaments underneath the INM that forms contacts with chromatin and INM proteins. The INM contains 
multiple nuclear envelope transmembrane (NET) proteins, of which only a few are depicted. Some of this 
proteins have been implicated in tethering chromatin to the nuclear lamina: LEM domain proteins (such as 
LAP2b) interact with the chromatin-binding protein BAF and transcription factors, such as SMADs, β-catenin 
and others, whereas lamin B receptor (LBR) associates with heterochromatin protein 1 (HP1) and directly 
with modified histones. Panel adapted from Dobrzynska, 2016. (B) Schematic Model of dynamic chromatin-
nuclear lamina interactions. cLADs show conservation between cells, while fLADs are more variable. In 
addition, heterochromatic regions can shuffle between the nuclear lamina (NL) and the nucleolus. In 
general, detachment from the repressive NL environment (in grey) permits transcriptional activity (arrows 
and wavy lines). Panel adapted from Amendola and van Steensel, 2014. 
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The specific interactions that mediate chromatin tethering to the nuclear lamina are 
not yet fully understood. Although lamins interact with chromatin in vitro, deletion of all 
lamins in mESC had little effect in the genome-wide contacts with the nuclear lamina 
(Amendola and Steensel, 2015). Deletion of H3K9 methyltransferases results in reduced 
LAD association with the nuclear lamina, which suggests a strong role for H3K9me2/3 
(Bian et al., 2013; Harr et al., 2015; Towbin et al., 2012). Additionally, a series of 
transmembrane proteins embedded at the inner nuclear membrane (NETs, nuclear 
envelope transmembrane proteins), including emerin, LBR and LAP2b have been 
implicated in anchoring chromatin to the nuclear lamina (Figure 14A) (Shevelyov and 
Ulianov, 2019; van Steensel and Belmont, 2017). 
Although the nuclear lamina is considered to be a repressive environment, the 
causal relation between gene positioning and transcriptional activity is not fully understood 
nor consistent. The study of single cells revealed a stochastic re-positioning of LADs after 
mitosis where detachment from the lamina correlated with the elongation mark H3K36me3 
(Kind et al., 2013a). Artificial tethering of genomic loci to the nuclear periphery caused 
reduced expression in some but not all tested genes (Finlan et al., 2008; Kumaran and 
Spector, 2008; Reddy et al., 2008). Although the majority of genes in LADs are not 
expressed, around 10% are transcriptionally active (Guelen et al., 2008).  A recent study 
has identified intrinsic characteristics of promoter sequences that can lead a gene to 
“escape” the repressive environment in LADs (Leemans et al., 2019). Together, the 
current understanding is that the nuclear periphery effectively forms a repressive 
environment but that stochastic interactions, local DNA features and chromatin states 
inside LADs can still overcome silencing. 
The nucleolus is the most prominent nuclear substructure and is typically 
surrounded by a layer of dense heterochromatin similar to the one found at the nuclear 
periphery. The purification of the chromatin fraction associated with nucleoli has allowed 
the genome-wide identification of nucleolus-associated domains (NADs) 
(Koningsbruggen et al., 2010; Németh et al., 2010a). Besides rDNA sequences, NADs 
are highly enriched in satellite repeats from pericentromeric regions. In great similarity to 
LADs, NADs are gene poor, transcriptionally silent and enriched in H3K27me3 and 
H3K9me3. Indeed, there is a significant overlap between LADs and NADs and individual 
heterochromatin-embedded sequences have been observed to “shuffle” between the 
nuclear periphery and the nucleolar surface after cell division (Figure 14B) (Kind et al., 
2013b). Taken together, these observations suggest that the nuclear lamina and the 
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nucleolar surface serve as landmarks to provide similar repressive environments for 
heterochromatin compartmentalization (Padeken and Heun, 2014). 
3.2.4. Topologically associating domains (TADs) and the loop extrusion 
model 
One of the most notorious and conserved genome organization features revealed 
by HiC experiments is the segregation of chromatin into sub-megabase structures that 
are commonly termed “topologically associating domains” or TADs (Figure 13D) (Dixon 
et al., 2012, 2016; Sexton et al., 2012). TADs appear as triangles in the diagonal of HiC 
contact maps (Figure 15A), so that regions inside a TAD preferentially interact with 
regions within the same TAD, hence the concept of “topologically associating”. This 
implies that TADs are domains of physical chromatin contacts that are insulated from 
contacting adjacent regions. 
High resolution HiC maps show the existence of smaller TADs, which are 
sometimes referred as “subTADs” (Phillips-Cremins et al., 2013; Rao et al., 2014). This 
suggests a nested hierarchical structure, but the field currently questions if the properties 
of TADs, subTADs and smaller structures are essentially different or if they are just 
definitions for the same features that are given depending on the resolution and 
computational algorithms used to identify them. Despite the wide use of the term “TAD” in 
the field, a unifying definition has not been reached yet. 
How TAD interaction domains are created and maintained is a matter of extensive 
study. TAD boundaries or borders are the sites at the edges of TADs that display a high 
insulator capacity, preventing the regions inside the TAD from contacting with the outside 
of the domain. In mammals, around 40% of TADs show a distinctive frequent interaction 
between their two boundaries, suggesting they form a “loop”, and this type of TADs are 
often called “loop domains” (Rao et al., 2014). In contrast, other TADs do not appear to 
be created by loops but have homogeneous interaction frequencies inside the domain and 
are termed “compartmental domains” (Rowley et al., 2017). TAD boundaries are enriched 
in “insulator proteins”, specifically CTCF and the cohesin complex (Dixon et al., 2012; Rao 
et al., 2014).  These and other observations together with computational polymer 
modeling approaches have led to the proposal of the “loop extrusion” model as a 
mechanism for loop formation and insulation that allows the creation and maintenance of 
TADs (Figure 15B) (Alipour and Marko, 2012; Fudenberg et al., 2016; Sanborn et al., 
2015). In this model, the ring-shaped cohesin complex is able to “pull” chromatin through 
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itself, thus creating a loop by extrusion. The extrusion process is halted when cohesin 
encounters a barrier formed by CTCF, which interacts with cohesin only when its binding 
motif is found in a particular orientation, effectively resulting in a loop (Barrington et al., 
2017). Although depletion of cohesin in mammalian cells leads to a loss of TAD 
organization, close to 20% of TAD boundaries are unaffected by removal of CTCF (Nora 
et al., 2017). Moreover, in Drosophila melanogaster there is not a loop extrusion 
mechanism by CTCF and cohesin but transcriptional activity seems to be a better 
predictor for TAD boundaries than CTCF binding (Rowley et al., 2017; Ulianov et al., 
2016). These observations suggest that there are other mechanisms beside loop 
extrusion that must be implicated in TAD organization. 
TADs tend to share a particular epigenetic “signature” with the genes inside a TAD 
marked by similar histone PTMs associated with either active or inactive transcription, so 
that most TADs overlap with domains identified in the linear genome by chromatin states 
(Figure 15C) (Dixon et al., 2012; Rao et al., 2014). This presents the TAD as a basic unit 
of chromatin organization to coordinate the chromatin state and gene expression of 
defined genomic regions, so that an entire TAD can form part of either the A or B 
compartment. Indeed, around 35% of the genome can switch between A and B 
compartments during differentiation and reprogramming with genes inside a TAD showing 
similar transcriptional changes, suggesting that large-scale epigenetic regulation happens 
at the level of TADs (Bonev et al., 2017; Dixon et al., 2015; Rao et al., 2014; Stadhouders 
et al., 2018). 
TADs are considered to be stable and conserved between cell types, but several 
studies report that a fraction of TAD boundaries are different in position and insulator 
strength between different cell types and vary during differentiation and reprogramming 
(Bonev et al., 2017; Pękowska et al., 2018; Rao et al., 2014; Stadhouders et al., 2018), 
suggesting that these structures may be more dynamic than anticipated in some cellular 






Figure 15. Topologically associated domains (TADs) and the loop extrusion model. (A) Schematic 
representation of HiC maps at different scales showing (from right to left) contacts between single 
chromsomes, compartments and TADs.The intensity of the coloring represents the frequency of interactions 
between two chromatin regions according to the HiC experimental data. TADs show higher interaction 
frequencies between the TAD while TAD boundaries show overall contact depletion. Panel adapted from 
Szabo et al., 2019. The HiC data is fictitious for illustrative purposes. (B) Schematic representation of the 
loop extrusion model. A loop extruding factor (cohesion) can be loaded into chromatin and begin extruding 
a chromatin loop until it reaches another loop extruding factor or a boundary element (CTCF). Panel adapted 
from Fudenberg et al., 2016. (C) Schematic representation of TADs sharing a common epigenetic state. 
Some TADs show an enrichment in CTCF and cohesin at their boundaries and have a high interaction 
frequency between boundaries indicative of a loop (in the picture, the “active” and “polycomb-repressed” 
TADs. However, other TADs show homogenous interaction and are compartmentalized independently of 
CTCF and cohesin (in the picture, the “constitutive heterochromatin” TAD). Panel inspired by Bonev and 
Cavalli, 2016.    
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3.2.5. Local interactions between genes and regulatory elements 
Gene regulatory elements located outside of gene promoters are termed 
enhancers and are essential to the time and tissue-specific expression of genes that 
ensures proper developmental processes and cell identities (Furlong and Levine, 2018). 
Matching enhancer elements with their targets genes based on linear genomic data has 
long proven difficult, as many enhancers are found at a distance of several kilobases or 
even more than one megabase away from their target gene. In addition, enhancers will 
not always affect their nearest gene and in some cases will bypass the nearest gene to 
affect a farther one. Long-range promoter-enhancer contacts have been under intense 
study as key chromatin structures for transcriptional control. 
The spatial proximity and direct contact of promoters and enhancers by chromatin 
looping is believed to be the main way for distal regulatory elements to control 
transcriptional activity (Figure 13E). In effect, active enhancers are generally in the 
proximity of active promoters (Rao et al., 2014) and forced tethering of an enhancer to a 
promoter in mammalian cells can induce gene activation (Deng et al., 2012). In contrast, 
many genes are contacting enhancers before they are activated in differentiation (Rubin 
et al., 2017). The interactions between the Mediator complex, specific transcription 
factors, CTCF and cohesin are believed to be important for the formation of promoter-
enhancer loops (Figure 16A) (Allen and Taatjes, 2015; Stadhouders et al., 2019). In 
contrast to loops creating large domains, promoter-enhancers loops are often called 
“regulatory loops”. Although classically the contact of an enhancer with a single gene 
promoter was envisioned, current evidence has revealed the existence of complex 
structures where multiple enhancers and promoters can be found in close proximity 
(Bonev et al., 2017; Rao et al., 2014). 
Spatial proximity is not the only factor determining the effect an enhancer has on a 
target gene, transcription factor binding and recruitment of co-factors activate enhancers 
and provides them with a characteristic chromatin state. Active enhancers are generally 
characterized by high DNA accessibility, an accumulation of H3K4me1 and H3K27Ac and 
the presence of nascent enhancer-derived RNA (eRNA) (Shlyueva et al., 2014). 
Promoters and enhancers predominantly engage in contacts in the context of the 
same TAD (Dowen et al., 2014; Schoenfelder et al., 2015; Shen et al., 2012b). This 
supports an organizational model where insulatory boundaries, such as TAD borders, 
define the effective 3D space that an enhancer can “explore”, creating confined regulatory 
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landscapes for specific sets of genes (Figure 16B). In support of this idea, disruption of 
TAD boundaries results in altered promoter-enhancer interactions that can produce 
developmental defects (Franke et al., 2016; Guo et al., 2015; Lupiáñez et al., 2015). 
Moreover, a switch in the regulatory domain contacting the HoxD cluster determines the 
proper expression and function of these genes in mammalian limb development (Andrey 
et al., 2013). 
In contrast to TADs, promoter-enhancer contacts are highly lineage and cell-type 
specific (Javierre et al., 2016) and appear to be very dynamic during cellular differentiation 
(Bonev et al., 2017). Disruption of promoter-enhancer loops or the generation of aberrant 
contacts with erroneous targets can lead to gene dysregulation in diseases including 
cancer (Krijger and de Laat, 2016). The availability of genome-wide genome conformation 
data and the determination of promoter-enhancer networks can allow the mechanistic 
understanding of the myriad of non-coding genetic variants associated with diseases 
(Javierre et al., 2016; Krijger and de Laat, 2016).  
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Figure 16. Promoter-enhancer contacts. (A) Schematic model of the factors involved in the formation of 
contacts between promoters and enhancers. Chromatin loops bring promoters and enhancers bound by 
transcription factors in close proximity. This interaction is thought to be stabilized by the Mediator complex, 
the cohesin ring complex and in some cases by enhancer-derived RNAs (eRNAs). Panel adapted from 
Bonev and Cavalli, 2016. (B) Schematic representation of the current model where enhancer interaction is 
mainly limited to the TAD environment. TAD boundaries create regulatory domains that limit the influence 
of enhancers to genes within the domain. Disruption of TAD boundaries can “fuse” regulatory domains and 











Aims and objectives 
 49 
4. Aims and objectives 
Several studies on development, differentiation, cancer and somatic cell 
reprogramming have suggested that macroH2A histone variants have a role as epigenetic 
stabilizers of differentiated states. However, the molecular mechanisms underlying this 
function  remain largely unknown. In particular, although macroH2A is mostly related to 
transcriptionally silenced states, its reported functions in gene are highly context-
dependent and include repression and activation events. The aim of my PhD has been to 
characterize the role of the group of macroH2A histone variants in chromatin organization 
and transcription with the following specific objectives: 
1. Study the role of macroH2A in the nuclear organization of chromatin. 
2. Characterize the molecular mechanisms and domain requirements of  the 
function of macroH2A in chromatin organization. 
3. Describe the macroH2A-dependent changes in the transcription and phenotype 
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5. Preamble 
The results obtained during the development of my doctoral thesis have been 
included in two published articles and one manuscript currently in preparation. The results 
chapter is subdivided in three sections that separate the results in blocks related to these 
three manuscripts. My relevant and increasing contributions to these articles are reflected 
in the fact that I am signing them as second author of 13 authors (Douet et al., 2017), as 
shared first author (Kozlowski et al., 2018) and sole first author (see below). I have divided 
the results section of my thesis in three chapters that essentially follow the three 
manuscripts. For completeness and with the intention to be able to coherently discuss the 
results of the projects as a whole, I have included results that were obtained by other team 
members, collaborators or that we accomplished through shared collaborative efforts. At 
the end of each results section I include a paragraph clarifying my own contributions and 
detailing those by others.  
Douet J, Corujo D, Malinverni R, Renauld J, Sansoni V, Posavec Marjanović M, 
Cantariño N, Valero V, Mongelard F, Bouvet P, Imhof A, Thiry M, Buschbeck M (2017). 
MacroH2A histone variants maintain nuclear organization and heterochromatin 
architecture. J. Cell Sci. 
Corujo, D.*, Kozlowski, M.*, Hothorn M, Guberovic I, Mandemaker IK, Blessing C, 
Sporn J, Gutierrez-Triana A, Smith R, Portmann T, Treier M, Scheffzek K, Huet S, 
Timinszky G, Ladurner AG**, Buschbeck M** (2018). MacroH2A histone variants limit 
chromatin plasticity through two distinct mechanisms. EMBO Rep. *, Shared first-
authorship, inverted print order. **, shared corresponding authorship, inverted print order. 
Corujo D et al., and M. Buschbeck (2019) MacroH2A represses the expression of 
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6. Results I: MacroH2A maintains nuclear organization and 
heterochromatin architecture 
6.1. MacroH2A is essential for maintaining nuclear organization 
In order to study the role of macroH2A in global nuclear organization, we depleted 
the expression of both macroH2A1 and macroH2A2 proteins in human cells. We selected 
the human male cell line HepG2 as a model system. HepG2 is a well-characterized 
hepatoblastoma cell line, is included in the ENCODE (ENCODE Project Consortium et al., 
2013) project and has been used to generate many genomic datasets. HepG2 cells 
express both macroH2A1 and macroH2A2 proteins (Figure 17A). We used stable 
retroviral integration of shRNA cassettes to achieve a highly-efficient double knockdown 
of both macroH2A1 and macroH2A2 protein levels (Figure 17A, B). We have named the 
cells with depleted macroH2A DKD (which stands for double knockdown) and the 
corresponding control cells RDM (which stands for the random sequence shRNA used as 
control). 
Transmission electron microscopy images of the cells’ nuclei show that depletion 
of macroH2A proteins had a drastic effect on the shape of the nucleus and its internal 
organization (Figure 17C). Control cells mostly have a rounded nucleus with regions of 
dense heterochromatin staining throughout the nucleoplasm, particularly concentrated at 
the nucleolar surface and the nuclear periphery (Figure 17C). DKD cells exhibit a global 
loss of heterochromatic staining, particularly noticeable at the nucleolar and nuclear 
periphery (Figure 17C, D). This phenotype had a high penetration when analyzing 100 
cells of each group (Figure 17E). Additionally, nucleoli were expanded in DKD cells with 
a reticulated pattern and several fibrillar centers (Figure 17D). These nucleolar structural 
changes are associated with increased transcription of ribosomal DNA (rDNA), a 






Figure 17. MacroH2A loss impairs global nuclear organization. (A) Western blot showing the reduction 
in protein levels of macroH2A1 and macroH2A2 in HepG2 cells achieved by stable integration of two 
shRNAs targeting macroH2A1 and macroH2A2 separately (DKD) in comparison with control cells 
transduced with a random sequence shRNA (RDM). H3 is inclduded as loading control. (B) 
Immunofluorescence of macroH2A1 (red) in RDM and DKD cells. Nuclei were counterstained with DAPI 
(grey). (C) Transmission electron microscopy images of nuclei from RDM and DKD cells. White arrowheads 
indicate areas of dark staining corresponding to heterochromatin and "nu." marks the nucleolus. Scale bars 
are 1μ. (D) Higher magnification images focused on the nucleolus and the nuclear periphery. White 
arrowheads indicate areas of dark staining corresponding to heterochromatin and "nu." marks the nucleolus. 
Scale bars are 1μ. (E) Quantification of nuclei as imaged in C according to three classes based on their 
heterochromatin content (HC) (n> 100). 
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We further confirmed the nucleolar expansion by performing immunofluorescence 
detection of nucleophosmin (NPM1) as a nucleolar marker (Figure 18A). Automated 
measurement of nuclei and nucleoli on 2D projections of confocal image stacks showed 
an increase in the proportion of the nuclear area corresponding to the nucleolus as well 
as an overall enlargement of nuclei in DKD cells (Figure 18B, C). The transmission 
electron microscopy images showed that some nuclei have an irregular shape (Figure 
17C). By visual inspection of nuclei shape based on DAPI staining we observed an 
increase in the proportion of nuclei with anomalies (such as buds or cavities) in DKD cells 
(Figure 18D, E).  
Taken together, these results highlight an important role of macroH2A in the 
maintenance of the proper nuclear organization of heterochromatic and nucleolar 
structures.  
 
Figure 18. MacroH2A loss results in larger nuclei and nucleoli and an increased appearance of 
nuclear anomalies. (A) Confocal immunofluorescence of nucleophosmin (NPM1, red) in RDM and DKD 
cells. Nuclei were counterstained with DAPI (grey). (B) Quantification of nuclear size measured as the DAPI 
area on a 2D projection of confocal images of RDM and DKD cells stained as in A. The pvalue (p) is 
calculated by a Wilcoxon rank sum test (n > 100). In the boxplots, the box represents the 25-75th quartiles 
and the median is indicated as a horizontal line. The whiskers cover the highest and lowest data points 
within the 1.5x interquartile range of the upper and lower quartile, respectively, and outliers appear as points. 
(C) Percentage of nuclear area taken up by all the nucleoli in a given cell (as defined by NPM1 staining) 
measured as in B. The pvalue (p) is the result of a Wilcoxon rank sum test (RDM n = 49, DKD n = 51). (D) 
Example confocal images of anomalies in nuclei shape observed in HepG2 cells. (E) Quantification by visual 
inspection of the proportion of nuclei with anomalies in RDM and DKD cells. The pvalue (p) is calculated by 
a two-tailed Z-test. (n > 200, three biological replicates). 
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6.2. A fraction of macroH2A is associated with H3K9me3 and repetitive 
elements 
To understand the relationship between macroH2A and the heterochromatic 
compartment, we performed ChIP-Seq experiments with antibodies targeting separately 
macroH2A1 and macroH2A2. The anti-macroH2A1 antibody used was raised against the 
extranucleosomal part of the protein and does distinguish the two splice variants of 
macroH2A1 (see Materials and Methods). To study the link between macroH2A 
enrichment and heterochromatin, we used available ENCODE datasets with ChIP-Seq 
data for H3K27me3 and H3K9me3, two major marks of facultative and constitutive 
heterochromatin, respectively, as well as RNA-Seq expression data. The analysis of the 
genomic distribution of macroH2A according to our ChIP-Seq data shows several 
characteristics that have been previously reported in other cell types (Figure 19A). In 
general, macroH2A is found enriched in large domains up to hundreds of kb (Gamble et 
al., 2010) and there is a high similarity between macroH2A1 and macroH2A2 (Gaspar-
Maia et al., 2013; Pehrson et al., 2014). Given this similarity, we focused our subsequent 
analysis on macroH2A2. MacroH2A2 occupancy at genic regions correlates with low 
transcription (Changolkar and Pehrson, 2006; Changolkar et al., 2010; Gamble et al., 
2010), while a large fraction of macroH2A2 is associated with the presence of H3K27me3 
(Chen et al., 2014; Gamble and Kraus, 2010; Gaspar-Maia et al., 2013).  
Interestingly, a smaller fraction of macroH2A2 bound chromatin is associated with 
H3K9me3 (Figure 19B). Of the total of 1670 macroH2A2 peaks that overlap with 
H3K9me3, 1180 do so without overlapping in turn with H3K27me3. These 1180 peaks 
represent around 10% of the total macroH2A2 called peaks and consist of 1 to 5kb regions 
isolated in euchromatic environments. In contrast to the more common distribution of 
macroH2A in the form of large domains, these peaks are easily identified as narrow peaks 
of high enrichment for macroH2A1, macroH2A2 and H3K9me3.  
As the hallmark of constitutive heterochromatin, H3K9me3 is found in many 
repetitive elements and is an essential factor in their silencing. We questioned if 
macroH2A could be associated with H3K9me3 in repetitive regions that had been initially 
excluded from our ChIP-Seq mapping and peak calling. Analysis of genomic repeats from 
high-throughput sequencing data poses a bioinformatic challenge, and standard ChIP-
Seq analysis pipelines discard most repetitive sequence reads as they cannot be uniquely 
mapped in the genome. Still, through the use of Repeatmasker, a fraction of repetitive 
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elements is annotated in the genome build. We have used the R package RegioneR (Gel 
et al., 2016) to perform permutation-based association tests between macroH2A peaks 
and different classes of annotated repeats. We found that macroH2A1 and macroH2A2 
peaks are positively associated with different classes of repeats (Figure 19C). Analyzing 
the fraction of macroH2A2 peaks that coincides with H3K9me3, most of the associations 
become statistically stronger. In particular, macroH2A2-H3K9me3 peaks show significant 
positive associations with simple repeats, LINEs, LTRs, satellites, ribosomal RNA and 
small nuclear RNAs (Figure 19C). 
Following this analysis, we used ChIP-qPCR to test the enrichment of macroH2A 
in large heterochromatic repetitive regions that are still mostly excluded from genomic 
assemblies. These repeats included the pericentromeric satellite SAT2, the centromeric 
α-satellite, 45S and 5S rDNA and DXZ4, a repeat present in the X chromosome and 
marked by H3K9me3 in male cells (Chadwick, 2008). We found a significant enrichment 
signal for macroH2A1 and macroH2A2 in all the repeats tested that decreased close to 
Figure 19. MacroH2A associates with H3K9me3 and repetitive elements. (A) Screenshot from the 
UCSC genome browser showing the ChIP-Seq profiles of macroH2A1 and macroH2A2 and RNA-Seq, 
H3K27me3 and H3K9me3 from ENCODE (B) Venn diagram showing the overlap between macroH2A2 
peaks with H3K9me3 and H3K27me3 peaks in HepG2 cells. (C) Heatmap summarizing the association of 
macroH2A2 peaks and regions containing macroH2A2 and H3K9me3 with the repetetitive elements indexed 
in Repeatmasker. The association values were calculated with the permutation test-based R package 
regioneR (Gel et al., 2016) performing 1000 iterations. Red and blue colors denote positive and negative 
associations, respectively, and the color intensity relates to the p-value. 
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background levels in DKD cells, demonstrating that the signal is specific for the presence 
of macroH2A (Figure 20A, B). Knockdown of macroH2A did not affect the presence of 
H3K9me3 in the tested repetitive elements (Figure 20C). Similar observations were made 
in mouse embryonic fibroblasts (MEF) from control mice and macroH2A1 knock-out 
(mH2A1 -/-) (Figure 20D). MacroH2A1 is enriched in Line-L1, minor and major satellites 
and rDNA, and its loss did not affect the presence of H3K9me3 on these repetitive 
elements (Figure 20E, F). 
These results demonstrate that macroH2A proteins are enriched in genomic 
repetitive elements that form part of the H3K9me3 marked constitutive heterochromatin.  
Figure 20. MacroH2A is enriched at repetitive elements but is not necessary for H3K9me3 marking. 
(A, B, C) ChIP-qPCR showing the enrichment of macroH2A1, macroH2A2 and H3K9me3 at certain 
repetitive elements in HepG2 RDM and DKD cells. (D) Western blot showing the levels of macroH2A1 and 
macroH2A2 in mouse embryonic fibroblasts (MEF) from control and mH2A1 -/- mice. H3 is included as a 
loading control. (E, F) ChIP-qPCR showing the enrichment of macroH2A1 and H3K9me3 at certain 
repetitive elements in control and macroH2A1 -/- MEFs. 
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6.3. MacroH2A maintains the architecture of heterochromatic repetitive 
elements  
To investigate which function macroH2A could have on the repeats where it is 
enriched, we used Fluorescence In Situ Hybridization (FISH) to look at the organization 
of two particular elements: the pericentromeric satellite SAT2 and 45S rDNA. In the human 
genome, there are approximately 300 copies of 45S rDNA distributed in five clusters on 
the short arms of five acrocentric chromosomes (Diesch et al., 2014). We observed an 
increased number of rDNA foci in DKD cells when compared to RDM, indicative of a 
disorganization of the rDNA sequences (Figure 21A, B, top panels). Confocal imaging 
of a FISH probe targeting the human SAT2 repeat located in chromosome 1 showed 
significant alterations in DKD cells. While in control cells SAT2 is detected as a small spot-
like signal, loss of macroH2A provoked the appearance of expanded and fibre-like 
structures in many cells which is quantified as an overall greater area of SAT2 signal in 
2D projections (Figure 21A, B, middle panels). We used H3K9me3 immunostaining to 
analyze globally constitutive heterochromatin and observed a general diffusion of the 
signal in DKD cells, with less well defined high-intensity H3K9me3 foci than in RDM cells 
(Figure 21A, bottom panel). This was quantified as a smaller total H3K9me3 area in 2D 
projections when subjecting the images to an automated thresholding aimed at detecting 




Next, we wondered if the structural alterations in heterochromatic repetitive 
elements observed upon macroH2A loss would be accompanied by changes in the 
compaction of chromatin at the level of the DNA fiber. We used two methods to assess 
chromatin accessibility and nucleosomal density. First, we used a Formaldehyde Assisted 
Isolation of Regulatory Elements (FAIRE) assay (Simon et al., 2012), designed to test the 
accessibility or openness of chromatin regions and initially aimed at identifying 
nucleosome-depleted regulatory elements. In our case, although we could observe 
different FAIRE signals for characterized “closed” and “open” loci, we did not observe 
changes in the openness of chromatin at repetitive elements in the absence of macroH2A 
(Figure 22A). Second, we used ChIP-qPCR targeting histone H3 to test the nucleosomal 
occupancy of the same regions and did not detect any difference between control and 
DKD cells (Figure 22B). Note that the signal profiles across the different tested regions 
are inverted between FAIRE and H3 ChIP (that is, a region with a low openness FAIRE 
signal shows a high H3 ChIP nucleosomal density signal, and vice-versa), which indicates 
Figure 21. MacroH2A maintains the architecture of heterochromatic elements. (A) Fluorescence In 
Situ Hybridization (FISH) of 45S rDNA and SAT2 (top and middle panels) and H3K9me3 immunostaining 
(bottom panel) in RDM and DKD cells. Nuclei where counterstained with DAPI (grey). (B) Quantification of 
the images in (A). Top panel: number of rDNA foci per nucleus (RDM n = 81, DKD n = 62). Middle panel: 
percentage of nuclear area corresponding to SAT2 FISH signal (RDM n= 79, DKD n = 125). Bottom panel: 
percentage of nuclear area corresponding to bright H3K9me3 foci (RDM n = 229, DKD n = 215). The pvalue 
(p) is calculated by a Wilcoxon rank sum test. In the boxplots, the box represents the 25-75th quartiles and 
the median is indicated as a horizontal line. The whiskers cover the highest and lowest data points within 
the 1.5x interquartile range of the upper and lower quartile, respectively, and outliers appear as points. 
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that these two complementary approaches are effective to assess chromatin compaction 
at the DNA fiber level. To test whether the loss of macroH2A affected the transcriptional 
activity of repeats we used reverse transcription quantitative PCR (RT-qPCR). The levels 
of transcripts for the tested repeats were increased between 1.5 and 3-fold in DKD cells 
compared to control cells (Figure 22C).  
Figure 22. MacroH2A loss does not affect nucleosomal density of repetitive elements and mildly 
increases their transcription..(A) Local chromatin openness of repetitive elements assayed by FAIRE. 
The FAIRE signal value is calculated as the percentage of FAIRE-extracted DNA with respect to input DNA. 
The genes CNTNAP2 and MBOAT7 are included as control loci previously described to be closed and open, 
respectively (Simon et al., 2012). Data is plotted as the mean and error bars represent the SEM (n = 3). (B) 
H3 occupancy at repetitive elements assayed by ChIP. The same control loci as in (B) are used. Data is 
plotted as the mean and error bars represent the SEM (n = 3). (C) Relative expression of RNA from four 
different repetitive elements determined by RT-qPCR. Negative control reactions without reverse 
transcriptase (-RT) were included to determine the technical background signal. Values are normalized to 
the endogenous control genes GAPDH and RPLP0. Data is plotted as the mean and error bars represent 
the SEM (n = 3). 
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These results show that the structural alterations of repetitive elements upon loss 
of macroH2A are not a consequence of a loss of H3K9me3 or condensation of the 
chromatin fiber and have a low impact in their transcription. Taken together, these 
observations suggest that such alterations occur at the level of higher-order chromatin 
organization. 
6.4. MacroH2A promotes the attachment of repetitive elements to lamin B1 
filaments 
The nuclear periphery, together with the nucleolar surface, accumulates the major 
fraction of heterochromatin in the cell and is considered as an important repressive 
compartment in particular for the repetitive elements that form constitutive 
heterochromatin. As the loss of heterochromatic staining in DKD cells was particularly 
evident at the nuclear periphery, we wondered whether macroH2A could participate in the 
anchoring of repetitive elements to the nuclear lamina. The knock-down of lamin B1, an 
integral protein of the filament network that forms the nuclear lamina, resulted in 
alterations of the structure of the SAT2 repeat that were very similar to those observed in 
cells lacking macroH2A (Figure 23A-C).  
Thus, we interrogated if macroH2A-bound chromatin is interacting with lamin B1 at 
the nuclear periphery. For this, we used an in situ Proximity Ligation Assay (PLA) 
(Söderberg et al., 2006), which is based on the proximity of two antibodies detecting 
different epitopes allowing the ligation and amplification of a DNA template that can then 
be detected with fluorescent oligonucleotide probes (Figure 24A). PLA can detect 
interactions up to 40nm in distance and in the context of the 11 to 30nm chromatin fibers 
has proven to be a useful technique for the identification of interactions between histone 
modifications, chromatin regulators and lamin proteins (Barateau and Buendia, 2010; 
Cesarini et al., 2015). Using PLA, we could detect interactions of both macroH2A1 and 
macroH2A2 with lamin B1 (Figure 24B, C). The interactions are found mostly in the 
nuclear periphery and are greatly reduced in cells lacking macroH2A, demonstrating the 
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specificity of the signal. We could also detect interactions between macroH2A1 and 
H3K9me3 which concentrated mostly in the nuclear periphery (Figure 24D). 
  
Figure 23. Alterations of repetitive elements caused by lamin B1 knockdown are similar to those 
caused by the absence of macroH2A. (A) Western blot showing the expression of lamin B1 (LMNB1) in 
HepG2 cells transduced with either a control shRNA (sh control) or two independent shRNAs targeting lamin 
B1 (sh LMNB1 #1 and sh LMNB1 #2). H3 is included as a loading control. (B) Immuno-FISH combining the 
simultaneous detection of LMNB1 (red) and SAT2 repeats (green) in control and lamin B1 knockdown cells. 
Nuclei were counterstained with DAPI (grey). (C) Quantification of the percentage of nuclear area 
corresponding to SAT2 FISH signal. A Wilcoxon rank sum teste was used to compare the sh control group 
with the two sh LMNB1, * p < 0.05 (sh control n = 52, sh LMNB1 #1 n = 58, sh LMB1 #2 n = 106). 
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 Figure 24. MacroH2A proteins interact with lamin B1.(A) Schematic representation of the Proximity 
Ligation Assay (PLA). Two primary antibodies recognize specific epitopes of interest. In turn, secondary 
antibodies coupled with oligonucleotides detect the primary antibodies. A connector oligo is added and, if 
the secondary antibodies are 40nm or less apart, a ligation event produces a circular ssDNA. This template 
can be amplified by a DNA polymerase in a rolling circle amplification creating a large repetitive ssDNA 
molecule bound to the interaction site. Finally, hybridization of fluorescence-coupled oligos allows the 
detection of the PLA signals as discrete spots under the microscope. (B) Detection of macroH2A1 or 
macroH2A2 and lamin B1 (LMNB1) interactions by PLA (green). Nuclei were counterstained with DAPI 
(grey). The arrowhead indicates the nucleus in the outlined zoom-in. (C) Quantification of the number of 
PLA per nucleus in the images in (A). A Wilcoxon rank sum test was used to compare the RDM and DKD 
groups, * p < 0.05 (n ≥ 100). (D) Detection of macroH2A1 and H3K9me3 interactions by PLA (green). Nuclei 
were counterstained with DAPI (grey). The arrowhead indicates the nucleus in the outlined zoom-in. 
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Next, we asked if the interaction of constitutive heterochromatin and repetitive 
elements with lamin B1 would require the presence of macroH2A. First, we checked that 
lamin B1 protein levels and nuclear localization were not affected in the absence of 
macroH2A (Figure 25A, B). Then, we performed PLA experiments to test the interaction 
of H3K9me3 with lamin B1. As expected from the nuclear localization of lamin B1, most 
PLA signals were observed at the nuclear periphery (Figure 25C). We observed a 
reduction of around 40% in the detected interactions between H3K9me3 and lamin B1 in 
DKD cells compared to control cells (Figure 25C, D). Finally, we perfomed ChIP  
experiments to determine if the loss of macroH2A affected the interaction of specific 
repetitive sequences with lamin B1. We found lamin B1 enriched in all the tested repeats 
and the loss of this enrichment in the absence of macroH2A (Figure 26A). To validate 
this finding, we performed the same experiment in mESC cell lines transduced with either 
a control or macroH2A-targeting shRNA. We achieved an efficient depletion of macroH2A 
protein levels in mESC and did not find lamin B1 protein levels to be affected (Figure 
26B). Similarly to the observation made in HepG2, ChIP for lamin B1 found the repeats 
tested enriched in lamin B1 and lost the signal upon macroH2A1 knockdown (Figure 
26C).  
Taken together, these results demonstrate a function for macroH2A in nuclear 
organization. This function includes the maintenance of heterochromatin architecture 
mediated at least in part by promoting the interaction of H3K9me3 and repetitive elements 
with lamin B1.  
Figure 25. The absence of macroH2A reduces the interactions between H3K9me3 and lamin B1. (A) 
Western blot showing the expression of lamin B1 in RDM and DKD cells. H3 is included as a loading control. 
(B) Immunofluorescence detection of lamin B1 (green) in RDM and DKD cells. Nuclei were counterstained 
with DAPI (grey). (C) Detection of lamin B1 and H3K9me3 interactions by PLA (green). Nuclei were 
counterstained with DAPI (grey). (D) Quantification of the number if PLA signals per nucleus in the images 




This project was conceived and supervised by Julien Douet and Marcus 
Buschbeck. Julien Douet generated the HepG2 RDM and DKD cells as well as the LMNB1 
knock-downs, performed and imaged FISH, immunofluorescence and PLA experiments, 
performed ChIP-Seq and ChIP-qPCR in HepG2 cells and mESC cells and did western 
blot and qRT-PCR in HepG2 cells and mESC cells. I performed and imaged FISH and 
immunofluorescence experiments, developed and applied automatic image analysis 
pipelines for the quantification of FISH, immunofluorescence and PLA experiments, 
performed ChIP-qPCR and western blot in MEF cells and FAIRE in HepG2 cells. Roberto 
Malinverni analyzed ChIP-Seq data and performed the association analysis. Justine 
Figure 26. MacroH2A is necessary for the 
interaction of repetitive elements with lamin B1. 
(A) Lamin B1 (LMNB1) occupancy at various repeats 
assayed by ChIP-qPCR in HepG2 RDM and DKD 
cells. E2F1 is included as a negative control gene that 
does not interact with lamin B1 in this cell type. Data 
is plotted as the mean and error bars represent the 
SEM, * p < 0.05 (n = 3) (B) Western blot showing the 
protein levels of lamin B1 and macroH2A in mouse 
embryonic stem cells (mESC) transduced with a 
control shRNA or an shRNA targeting macroH2A1. 
H3 is included as a loading control. (C) Lamin B1 
occupancy at various repeats assayed by ChIP-
qPCR in mESC control or knockdown for macroH2A1 
(sh mH2A1). WNT8 is included as a negative control 
gene that does not interact with lamin B1 in this cell 
type. Data is plotted as the mean and error bars 
represent the SEM, * p < 0.05  (n = 3). 
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Renauld and Marc Thiry obtained and analyzed electron microscopy images. Vanesa 
Valero replicated and provided support in many of the experiments. Fabien Mongelard 
and Philippe Bouvet obtained and provided the MEF cells from control and macroH2A1 -
/- mice. Together with Julien Douet and Marcus Buschbeck, I contributed to the analysis 
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7. Results II: MacroH2A can limit chromatin plasticity through 
two distinct mechanisms 
7.1. MacroH2A proteins show different tissue expression patterns and 
conserved structural features 
Despite the high degree of sequence similarity between macroH2A1.1, 
macroH2A1.2 and macroH2A2, several studies have demonstrated major functional 
differences between them. The analysis of the expression of macroH2A1.1, macroH2A1.2 
and macroH2A2 in a panel of adult mouse tissues readily reveals a complex expression 
pattern with different relative levels of each protein in different tissues (Figure 27A). For 
example, macroH2A2 is highly expressed in the adult mouse brain (Figure 27A) in relation 
to macroH2A1.1 and macroH2A1.2. In the maturing mouse embryo, mRNA for 
macroH2A2 is strongly detected in the central nervous system (Figure 27B). Analysis of 
human samples shows fine-tuned expression differences between cell types in the same 
tissue. In human testis, macroH2A1.1 is distinctly detected in post-mitotic Sertoli cells, 
while macroH2A1.2 is also present in proliferating germ cells (Figure 27C). Similarly, in 
human lymph nodes macroH2A1.1 expression is low in highly proliferating cells that form 
the inner lymph node but macroH2A1.2 is detected across the tissue (Figure 27C). These 
findings strengthen previous studies that observed an inverse correlation of macroH2A1.1 






Figure 27. MacroH2A histone variants show a tissue- and cell type-specific expression pattern. (A) 
Western blot showing the expression of macroH2A1.1, macroH2A1.2 and macroH2A2 in different adult male 
mouse tissues. Samples of HepG2 cells expressing ectopic FLAG-tagged forms of the three macroH2A 
proteins are included as antibody specificity controls and to aid comparisons. H3 is used as a loading control. 
(B) In situ mRNA hybridization of mouse macroH2A2 on 20 μm cryosections of E18 mice reveals a high 
presence of macroH2A2 mRNA in the central nervous system, kidney and testis. Scale bar is 5 μm. (C) 
Immunohistochemical staining of macroH2A1.1 and macroH2A1.2 in paraffin-embedded human testis and 
lymph node sections. In testis, macroH2A1.1 is distinctively expressed in Sertoli cells (arrows) while 
macroH2A1.2 is also expressed in proliferative germ cells (arrow heads). In the lymph node, cells positive 
for the proliferation marker Ki67 express low levels of macroH2A1.1 while macroH2A1.2 is detected across 
the whole tissue section. Scale bars are 50 μm. 
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The three members of the macroH2A family of histone variants have a highly 
similar sequence and tertiary structure and are well conserved throughout evolution. The 
alignment of human (H. sapiens), zebrafish (D. rerio) and medaka (O. latipes) 
macroH2A1.1 and macroH2A2 amino acid sequences shows an overall high conservation 
of the histone fold and macrodomain, while the linker region between them is much less 
conserved (Figure 28A). One of the most notable features of the macrodomain is its 
pocket which, in the case of macroH2A1.1 proteins,  is able to bind ADP-ribose. Despite 
the high conservation of the macrodomain sequence, some conserved divergences exist 
between macroH2A1.1 and macroH2A2 in the surface of this pocket. The amino acids 
that directly interact with ADP-ribose are highly conserved in macroH2A1.1 (Figure 28B). 
On the other hand, macroH2A2 proteins from the three analyzed species present a proline 
that distorts the phosphate-binding loop (Pro315), a three amino acid insertion in the 
adenine-binding site and a charged aspartate or glutamate at the position corresponding 
to glycine 224 in macroH2A1.1 (Figure 28B). The mutation of Gly 224 for glutamate in 
macroH2A1.1 is known to abolish ADP-ribose binding (Kustatscher et al., 2005).  
Despite these differences and consistent with the ~65% amino acid sequence 
identity between macroH2A1.1 and macroH2A2, the 1.7 Å crystal structure of the 
macroH2A2 macrodomain shows a conserved globular macrodomain fold (Figure 29A, 
B). However, the amino acid changes in the macrodomain pocket when compared to 
macroH2A1.1 provoke major differences in the shape and chemical properties of this part 
of the protein. Specifically, the presence of a proline (Pro 315) instead of the glycine found 
in macroH2A1.1 (Gly 312) distorts the P-loop-like motif that coordinates the binding of the 
phosphates of the ADP-ribose in macroH2A1.1, which makes the structure of macroH2A2 
incompatible with nucleotide binding (Figure 29B, C). Interestingly, in contrast to the 
splice isoform macroH2A1.2, the macrodomain of macroH2A2 has a conserved aromatic 
group (Phe354) that in macroH2A1.1 (Phe351) is involved in an aromatic stacking 
interaction with the nucleotide base of ADP-ribose (Figure 29B, Figure 29C, D) 
(Kustatscher et al., 2005). 
Taken together, these conserved sequence divergences point at the inability of 
macroH2A2 to bind ADP-ribose, a highly conserved function of the macroH2A1.1 
macrodomain. However, some structural features of macroH2A conserved in vertebrate 
evolution suggest that it could potentially bind a nucleobase or related metabolite 




Figure 28. MacroH2A1.1 and macroH2A2 show conserved divergences in vertebrate evolution. (A) 
Conservation scores of performing multiple sequence alignment of macroH2A1.1 and macroH2A2 protein 
sequences of human (H. sapiens), zebrafish (D. rerio) and medaka (O. latipes) all together or separately 
with macroH2A1.1 and macroH2A2 sequences. The conservation score reflects the conservation of 
physico-chemical properties of the amino acids in each position of the alignment in a scale that ranges from 
0 to 11 and is represented in both the height and color of the bar. The schematic at the top displays the 
different domains of macroH2A histones. The alignment was generated with the online alignment tool 
PRALINE [REF] using the protein sequences with the following accession codes: H. sapiens macroH2A1.1 
(NP_613075.1), D. rerio macroH2A1 (NP_001035451.1), O. latipes macroH2A1.1 (XP_011481424.1), H. 
sapiens  macroH2A (NP_061119.1), D. rerio macroH2A2 (NP_001020673.1) and O. latipes macroH2A2 
(XP_004076965.2). The alignment and conservation track where edited with Jalview (Waterhouse et al., 
2009). (B) Protein sequence alignment of the amino acids that form the pocket of the macrodomain of 
macroH2A1.1 and macroH2A2 from human (H. sapiens), zebrafish (D. rerio) and medaka (O. latipes). 
Critical amino acids for ADP-ribose binding conserved in macroH2A1.1 are indicated at the top, as well as 
the amino acids in macroH2A2 cited in the main text at the bottom. The top and bottom amino acid 
sequences refer to human macroH2A1.1 and macroH2A2 sequences, respectively. The alignment was 
generated as in (A) and colored using the ClustalX color scheme available in Jalview. In summary, amino 
acids are colored according to their physico-chemical properties only if that position in the alignment fulfils 
a conservation criteria for that amino acids type: blue - hydrophobic, red - positive charge, magenta - 
negative charge, green - polar, pink - cysteine, orange - glycine, yellow, proline, cyan - aromatic, white - no 
criteria met. 
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Figure 29. MacroH2A proteins show specific structural differences in their macrodomains. (A, B) 
Surface representations of the macrodomain structures for human macroH2A1.1 (PDB ID 1ZR3) and 
macroH2A2 (PDB ID 6FY5). The coloring represents the electrostatic potential (red - positive, blue - 
negative, grey - neutral). The yellow frame indicates the major surface pocket which in the case of 
macroH2A1.1 can accommodate ADP-ribose. (C) Close-up view of the nucleotide binding region of the 
ADP-ribose molecule (yellow) bound by macroH2A1.1 (blue) at its major surface pocket. The side chains of 
two important aspartate residues are marked. Glycines 312 and 314 in the nucleotide binding loop are 
depicted as balls. Dashed lines indicate polar interactions. (D) Overlay of the macroH2A1.1 pocket region 
depicted in (C) in blue with the corresponding region in macroH2A2 in orange. The ADP-ribose ligand 
shaded in light grey is included to aid comparison and orientation. Important structural differences in the 
distort the nucleotide binding loop in macroH2A2 are highlighted in magenta. 
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7.2. MacroH2A1.1, but not macroH2A2, binds ADP-ribose and inhibits PARP1 
We used isothermal titration calorimetry (ITC) to measure the capacity of 
macroH2A1.1 and macroH2A2 to bind ADP-ribose. Consistent with the structural analysis, 
the macrodomain of macroH2A1.1 bound monomeric ADP-ribose in vitro while the 
macrodomain  of macroH2A2 was unable to do so (Figure 30A). The capacity of 
macroH2A1.1 to bind ADP-ribose is conserved between the human protein and the 
orthologs in zebrafish and medaka (Figure 30B). This functional conservation of the 
macrodomain module of macroH2A1.1 coincides with the high degree of sequence 
conservation, particularly in its major surface pocket (Figure 28). Previous structural 
analysis of the macroH2A1.1 macrodomain in complex with monomeric ADP-ribose 
concluded that this binding event could allow macroH2A1.1 to “cap” oligo-ADP-ribose 
chains (Timinszky et al., 2009). This mechanism is proposed to explain the capacity of 
macroH2A1.1 to bind and inhibit auto-modified PARP1 (Ouararhni et al., 2006; Posavec-
Marjanović et al., 2017). Some contradictory results exist showing that other macrodomain 
modules, and in particular the macrodomain of macroH2A2, can inhibit PARP1 activity 
(Nusinow et al., 2007b). To investigate this issue, we directly compared the capacity of 
the macrodomains of macroH2A1.1 and macroH2A2 to inhibit PARP1 enzymatic activity 
in an in vitro assay (Figure 30C). Using this approach, we found that increasing amounts 
of the macrodomain macroH2A1.1 progressively decreased the activity of PARP1 in vitro 
(Figure 30D). In contrast, PARP1 enzymatic activity was not affected by the addition of 
similar amounts of the macroH2A2 macrodomain or the macroH2A1.1 G224E mutant 
unable to bind ADP-ribose (Figure 30D). This demonstrates that the repressive capacity 
of macroH2A over PARP1 is restricted to macroH2A1.1 and is completely dependent on 
the ability to bind ADP-ribose through its macrodomain. 
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Figure 30. The conserved binding of ADP-ribose to macroH2A1.1 is essential of its unique repressive 
effect on PARP1. (A) Isothermal calorimetry (ITC) assays using ADP-ribose and purified macrodomains of 
human macroH2A1.1 and macroH2A2. ITC is based on the measure of heat absorption by binding events 
upon gradual titration of the ligand over time. In the case of macroH2A2 macrodomain, the flat profile 
indicates that no binding is occurring. On the other hand, addition of ADP-ribose to the sample containing 
macroH2A1.1 macrodomains results in heat absorption that diminishes as the binding sites are occupied 
and eventually become saturated. (B) ITC assays using ADP-ribose and purified macroH2A1.1 
macrodomains of zebrafish (Danio rerio) and medaka (Oryzias latipes) shows conserved binding of ADP-
ribose. Note that in zebrafish only one macroH2A1 splice variant is present (ortholog to macroH2A1.1) and 
is referred to as simply macroH2A1. (C) Schematic of the in vitro assay used to evaluate the repressive 
capacity of macroH2A on PARP1. PARP1 is put in the sample on the presence of activated DNA and NAD+, 
which turns it enzymatically active, and purified human macrodomains. The first step in PARP1 activation 
involves its auto modification by ADP-ribosylation and subsequent synthesis of poly(ADP-ribose) chains, 
which can be detected with a specific antibody for this PTM in a western blot. Thus, the signal strength in 
the western blot is effectively a measure of PARP1 enzymatic activity in the sample. (D) In vitro PARP1 
activity assay in the presence of increasing concentrations (10, 25 and 50μM) of purified macrodomains of 
human macroH2A1.1, macroH2A1.1 G224E mutant and macroH2A2. The naphthol staining shows the 
increasing amounts of pf purified macrodomain in each reaction. A representative blot of three independent 
experiments is shown. 
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7.3. MacroH2A histones suppress chromatin dynamics upon DNA damage 
through two distinct mechanisms 
The ability of macroH2A1.1 to repress PARP1 activity in vitro raises the question 
as to whether this histone variant can suppress chromatin dynamic processes involving 
the PARP1 enzyme. As a model to study this effect, we used the rapid decondensation of 
chromatin that is observed at and near DNA damage sites in vivo. Previous work has 
shown that this structural rearrangement of chromatin depends on PARP1 activity 
(Luijsterburg et al., 2016; Sellou et al., 2016; Strickfaden et al., 2016). To be able to study 
and measure this process in live cells, we expressed a photo-activable GFP (PAGFP) 
fused to histone H2B (Kruhlak et al., 2006) in human U2OS osteaosarcoma cells that had 
been sensitized to DNA damage by pre-incubation with the DNA-intercalating Hoechst 
dye. Microirradiation in the cell nucleus with a 405nm laser simultaneously induces DNA 
damage and photo-activation of the PAGFP-H2B (Figure 31A), allowing the 
measurement of the extent of chromatin expansion using live cell imaging (Figure 31B). 
Importantly, PAGFP was shown to remain bound to chromatin during this process 
(Kruhlak et al., 2006), which makes the fluorescent signal of PAGFP an effective marker 
to allow the tracking of chromatin at the site of irradiation. The rapid expansion that occurs 
at the DNA damage site is completely suppressed by pre-treating the cells with the PARP1 
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Figure 31. Chromatin rearrangement at and near DNA damage sites depends on the enzymatic 
activity of PARP1. (A) Schematic of the system used to induce simultaneous DNA damage and chromatin-
bound PAGFP activation in living cells with the combination of a DNA intercalating Hoescht dye and a 405nm 
laser pulse. (B) Example fluorescence images of the model used to study chromatin dynamics upon DNA 
damage. The DNA intercalating agent Hoechst and a 405nm laser microirradiation are used to induce DNA 
damage. The PAGFP-H2B proteins at the damaged site are photo-activated by the laser, which allows the 
tracking over time of chromatin expansion. In particular, we have measured the width of the microirradiated 
chromatin (d) as the minor axis of an ellipsoid fitted to the area of the fluorescent signal of PAGFP-H2B. 
The measurements at 120s are normalized by the 1s timepoint to achieve the final "chromatin expansion" 
measure. (C) Chromatin expansion in the absence and presence of intercalating Hoechst dye (DNA damage 
- and +) and with or without pre-treatment for 1h with 1μM of the PARP1 inhibitor Olaparib (PARP inh. - and 
+). Single cell measurements of three biological replicates are plotted with n > 30 each. A two-tailed 
Student's T-test was used, * p < 0.05. 
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To compare the effect of the different macroH2A histones on this chromatin 
rearrangement process, we transiently overexpressed mCherry-tagged human histone 
constructs in the U2OS cells stably expressing PAGFP-H2B (Figure 32A). We used 
fluorescence recovery after fotobleaching (FRAP) assays to test the incorporation of these 
ectopic constructs into the chromatin (Bönisch et al., 2012). Both the H2A and macroH2A 
fluorescent constructs have very low mobility in living cells, indicating that they are 
incorporated into chromatin (Figure 32B). We then performed the laser-induced DNA 
damage assay described before (Figure 31A, B) to monitor the effect of overexpressing 
each mCherry-tagged histone in the extent of chromatin expansion. The mCherry 
fluorescence allowed to select cells with similar levels of expression of the different 
constructs for this assay. We found that overexpressing canonical H2A had no effect while 
macroH2A1.1 had the strongest effect in suppressing chromatin expansion (Figure 33A), 
which correlates with its ability to inhibit PARP1. The G224E mutation in macroH2A1.1, 
which abolishes ADP-ribose binding and PARP1 inhibition, reduced the inhibitory effect 
of macroH2A1.1 but did still produce a lower chromatin expansion when compared with 
the H2A control (Figure 33A). Similarly, the splice isoform macroH2A1.2 and macroH2A2 
also significantly reduced chromatin expansion when compared to H2A but to a lesser 
extent than wild-type macroH2A1.1 (Figure 33A). To rule out interference of the 
fluorescent tag with chromatin dynamics, we have confirmed that the inducible expression 
of macroH2A1.1 in HeLa cells without any fluorescent tag produces similar results in terms 
of reducing chromatin expansion (Figure 33B). 
In summary, we found that macroH2A1.1 is the macroH2A histone with the 
strongest effect in suppressing DNA-damage induced chromatin expansion, which reflects 
its capacity to inhibit the activity of PARP1. However, macroH2A1.2 and macroH2A2, as 
well as the macroH2A1.1 G224E mutant, all show a smaller but significant capacity to 
reduce chromatin expansion despite their inability to interfere with PARP1 activity. This 
indicates the existence of a at least a second mechanism by which macroH2A can 
suppress chromatin dynamics. 
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Figure 32. Exogenous macroH2A constructs are 
incorporated into chromatin. (A) Western blot 
showing the expression of mCherry-tagged histone 
constructs in transiently transfected U2OS cells. (B) 
FRAP assay on U2OS cells transiently expressing 
the indicated mCherry-tagged histone constructs. 
The signal in the images corresponds to the 
fluorescence of the mCherry tag. The dashed yellow 






Figure 33. MacroH2A histones repress chromatin expansion at DNA damage sites, macroH2A1.1 
having the strongest effect. (A) Quantified chromatin expansion (as described in Fig 15A, B)  in living 
U2OS cells not transfected (control) or transiently expressing each indicated mCherry-tagged histone. Data 
is plotted as single cell measurements of three biological replicates each with n > 30. A two-tailed Student's 
T-test was used to compare each group with cells expressing mCherry-H2A, * p < 0.05. (B) Chromatin 
expansion measured in HeLa cells containing a doxocycline (doxo.) inducible macroH2A1.1 transgene. The 
chromatin expansion assay (left panel) was performed 48h after induction and the expression of ectopic 
macroH2A1.1 was monitored with an anti-macroH2A1.1 immunofluorescence (right panel). Data 
representation and statistics as in (A). 
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7.4. The linker region of macroH2A limits chromatin expansion upon DNA 
damage in living cells 
To investigate the nature of this second mechanism, we interrogated which 
domains of macroH2A are involved in the suppression of chromatin expansion. MacroH2A 
histone variants have a tripartite structure composed of: an N-terminal histone fold, an 
unstructured linker and a C-terminal macrodomain (Figure 7). We generated truncation 
mutants with deletions of either the macrodomain or the macrodomain and the linker of 
histones macroH2A1.1 and macroH2A2 (Figure 34A) and transiently expressed them in 
U2OS cells that were subject to the same chromatin expansion assay described before. 
We found that both macroH2A1.1 and macroH2A were able to reduce chromatin 
expansion after the deletion of the entire macrodomain (Figure 34B). However, this 
capacity was abolished by eliminating the unstructured linker domain of both proteins 
(Figure 34B). Notably, the strongest inhibitory effect in chromatin expansion in this 
experiment was still achieved by overexpressing the full-length macroH2A1.1 protein, 
highlighting the importance of the macrodomain module of this protein. Importantly, the 
linker region of macroH2A1.1 was sufficient to inhibit chromatin expansion when fused to 
the C-terminus of the canonical H2A histone (Figure 34C). Additionally, an even stronger 
suppressive effect could be achieved when fusing the linker and the macrodomain of 
macroH2A1.1 to canonical H2A (Figure 34C).  
These experiments indicate that the basic unstructured linker region of all 






Figure 34. MacroH2A histones repress chromatin expansion via their basic linker and the 
macrodomain capable of ADP-ribose binding. (A) Schematic of the macroH2A and H2A constructs used 
in the study: full-length wild type (WT), truncation constructs with a deleted macrodomain (ΔM), truncation 
constructs with deleted macrodomain and linker (ΔLM) or the H2A fold fused to the linker of macroH2A1.1 
(H2A + L) or the H2A fold fused to both the linker and macrodomain of macroH2A1.1 (H2A + LM). (B, C) 
Quantified chromatin expansion in cells transfected with the indicated histone constructs. Boxplots represent 
single cell measurements of three biological replicates with n > 30 each. A two-tailed Student's t-test was 
used to compare all groups with the H2A control, * p < 0.05, n.s not significant). 
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7.5. The macroH2A linker region is essential and sufficient for stabilizing 
heterochromatin architecture 
We have previously shown that loss of 
all macroH2A histones leads to major 
alterations in nuclear organization and 
heterochromatin architecture (6, Douet et al. 
2017). This included an increase in nuclear 
size and dispersion of heterochromatic 
elements in HepG2 cells. We wished to test 
whether the linker domain of macroH2A 
contributes to these functions outside of the 
context of the DNA-damage response 
process. For this, we stably integrated YFP-
tagged constructs of wild-type macroH2A2 
and its deletion mutants in HepG2 cells that 
were depleted of the endogenous expression 
of macroH2A histones (Figure 35). We used 
confocal imaging to measure nuclear size by 
analyzing the DAPI staining and assessed 
heterochromatin architecture by quantifying 
the number of H3K9me3 foci detected in the 
nucleus by automatic segmentation (Figure 
36A-C). We observed a bigger nuclear size, 
as well as an increase in the number of 
H3K9me3 foci in the nucleus, in macroH2A-deficient DKD cells (Figure 36A, B). The 
expression of YFP-tagged full-length macroH2A rescued both nuclear size (Figure 36A, 
B) and heterochromatin structure (Figure 36A, C), while the expression of the 
fluorescence tag YFP alone did not have any effect. Next, we tested whether a truncated 
form of macroH2A2 lacking the macrodomain but still retaining the linker region was able 
to rescue this two phenotypes. We found that this truncated form was still capable of 
rescuing the function by reducing the nuclear size and number of H3K9me3 foci (Figure 
36A-C). On the other hand, the truncation mutant lacking both the macrodomain and the 
linker, effectively containing only the histone fold of macroH2A2, was unable to rescue the 
observed phenotypes (Figure 36A-C). 
Figure 35. Exogenous expression of YFP-
tagged macroH2A2 constructs in HepG2 cells. 
Western Blot showing the expression of macroH2A 
proteins in control HepG2 cells (RDM), knockdown 
for macroH2A1 and macroH2A2 (DKD) and DKD 
with ectopic expression of the indicated YFP-
tagged constructs. The deletion mutants 
annotation follows the same as in Fig 18A. H3 is 
included as a loading control. The pan mH2A1 




These results show that macroH2A proteins are involved in the regulation of 
chromatin structure in the context of constitutive H3K9me3-marked heterochromatin. In 
particular, the linker region of macroH2A2, but not its macrodomain, is necessary and 
sufficient to maintain nuclear size and heterochromatic organization. 
Figure 36. The linker domain of macroH2A2 is able to maintain heterochromatic structures. (A) 
H3K9me3 immunofluorescence (red) in the indicated HepG2 cell lines (Fig 19). The areas indicated with a 
yellow box are zoomed-in for a detailed observation of the H3K9me3 signal. Nuclei are counterstained with 
DAPI (blue). All images are maximum-intensity Z-stacks projections of confocal stacks. (B, C) Quantification 
of the nuclear are and number of H3K9me3 foci per nucleus, respectively. Data is plotted as single cell 
measurements from two biological replicates with n > 50. A two-tailed Student's T-test was used to make 
the indicated comparisons, * p < 0.05. 
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7.6. Contributions 
This project was conceived and supervised by Andreas G. Ladurner, Marcus 
Buschbeck, Marek Kozlowski and myself. I generated stable HepG2 cell lines expressing 
exogenous macroH2A2 constructs, performed and imaged immunofluorescence 
experiments in HepG2, developed and applied automatic image analysis pipelines for the 
quantification of immunofluorescence experiments in HepG2 and performed the 
conservation analysis of the macrodomain. Marek Kozlowski, Imke Mandemaker and 
Charlotte Blessing performed and analyzed live cell imaging assays and western blot in 
U2OS cells. Michael Hothorn conducted the crystallographic experiments. Iva Guberovic 
performed the in vitro PARP1 activity assay. Arturo Gutiérrez-Triana  performed the ITC 
assays. Judith Sporn conducted mRNA expression analysis in mouse and 
immunohistochemistry in human tissues.  
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8. Results III: MacroH2A represses the expression of DKK1 
and attenuates its transcriptional activation by TNFα 
8.1. HepG2 cells lacking macroH2A show and increased colony formation and 
migration capacity, but are unaffected in cell growth 
The results presented in the two previous chapters characterized the role of 
macroH2A histone variants in chromatin structure, particularly in maintaining 
heterochromatin organization and modulating chromatin rearrangement at DNA-damage 
sites. Here, we address the question of whether macroH2A proteins are involved in gene 
regulation and if this is relevant for the pathogenesis of cancer cells. 
To study this, we used our cellular model of HepG2 cell lines: control (RDM) or 
knockdown for macroH2A1 and macroH2A2 (DKD). Because HepG2 is a cancer cell line 
derived from hepatoblastoma, we first evaluated if the loss of macroH2A impacted some 
malignant properties associated with cancer cells using cell-cultured based assays. While 
the loss of macroH2A did not impact cellular proliferation in normal cell culture conditions 
(Figure 37A), DKD cells showed an increased capacity in colony formation when seeded 
at low cell density (Figure 37B). In addition, the DKD cells lacking macroH2A where able 
to migrate faster in wound healing assays (Figure 37C, D). 
8.2. Tumors derived from macroH2A-lacking cells do not have increased growth 
or higher levels of major malignancy markers 
Increased clonal growth capacity and migration are both malignancy-associated 
characteristics and indicate that DKD cells could behave as more aggressive cancer cells. 
To test this hypothesis, we injected HepG2 RDM and DKD cells in immunosuppressed 
mice to monitor their growth and resected the resulting tumors to subject them to 
histological and molecular analysis (Figure 38A). The samples corresponding to tumors 
derived from RDM and DKD HepG2 cell lines will be labelled with an X prefix (for 
xenograft): X.RDM and X.DKD (Figure 38A). We did not observe any difference in tumor 
growth between RDM and DKD cells when monitored over 21 days (Figure 38B). 
Importantly, we validated that both the expression of macroH2A1 and macroH2A2 genes 
was suppressed after the cells were grown in the mice (Figure 38C). Next, we performed 
an analysis of the histological characteristics of the generated tumors. The hematoxylin-
eosin staining did not reveal differences between the X.RDM and X, both conditions 
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showed an undifferentiated and pleomorphic tumor pathology with high mitotic activity 
(Figure 38C). Similarly, immunohistochemistry staining showed equal levels of the 
proliferation marker Ki67 and the liver tumor marker alpha-fetoprotein (AFP) (Figure 38C). 
  
Figure 37. Cells lacking macroH2A have an increased colony formation and migration capacity. (A) 
Cell proliferation measured by XTT assay in HepG2 RDM and DKD cells. The XTT assay is a colorimetric 
assay based on the cleavage of tetrazolium salts exclusively in viable cells, thus obtaining a colorimetric 
signal proportional to the number of viable cells. A two-tailed Student's t-test was used to compare RDM 
and DKD at each timepoint, n.s not significant  (n = 3). (B) Colony formation assay where the cells were 
seeded at low density, grown for one week and stained with crystal violet. Each column is a representative 
image from one biological replicate. (C) Representative images of a wound healing experiment as performed 
in HepG2 cells at the indicated timepoints. The wound area as measured by computational analysis is 
shaded in yellow. (D) Quantification of the migration capacity of HepG2 cells in wound healing assays 
measured as the wound area at a particular timepoint divided by the wound area at the initial (0h) timepoint. 
A two-tailed Student's t-test was used to compare RDM and DKD at each timepoint, * p < 0.05 (n = 3). 
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Figure 38. Loss of macroH2A in HepG2 cells does not result in increased tumor growth or alteration 
in major pathological markers. (A) Schematic of the experiment performed to evaluate the capacity of 
HepG2 cells to grow as tumors. HepG2 cell lines control (RDM) or lacking both macroH2A1 and macroH2A2 
where subcutaneously injected in immunosuppressed NOD/SCID mice. Their growth was monitored in vivo 
and the resulting tumors were resected and subject to histological and molecular characterization.(B) 
Growth of xenograft tumors measured as tumor volume in vivo over 21 days after injection of the cells. Data 
is plotted as the mean of 10 different tumors grown in 5 mice per condition. (C) Relative expression of 
macroH2A1 (H2AFY) and macroH2A2 (H2AFY2) encoding transcripts in resected tumor samples. Rhombi 
indicate the mean (n = 10 tumor grown in 5 mice per condition). A Student's t-test was used to compare the 
two conditions, * p < 0.05. (D) Histological analysis of paraffin-embedded tumor samples by hematoxylin-
eosin staining (HE) and immunostaining of Ki67, alpha-fetoprotein (AFP) and β-catenin (β-CAT).  
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8.3. Transcriptomic profiling of HepG2-derived tumors shows major gene 
expression changes that depend on macroH2A 
We decided to further characterize the xenograft-derived tumors by performing a 
transcriptomic profiling of gene expression by RNA-Seq. For this we used mRNA 
extracted from 5 different tumors of each condition. A principal component analysis of the 
resulting data shows a separate clustering of X.RDM and X.DKD samples along the first 
principal component (PC1) which represents a high percentage (58%) of the variability in 
the data (Figure 39A). Similarly, hierarchical clustering of the sample-to-sample distances 
results in two clear clusters that separate X.RDM and X.DKD samples completely (Figure 
39B).  
The differential gene expression analysis performed with DESeq2 (Love et al., 
2014) reveals over four thousand genes differentially expressed with an adjusted p-value 
lower than 0.05 when comparing X.DKD versus X.RDM samples with a close to half-and-
half proportion of up- and downregulated genes (Figure 39C). Of these, 677 genes were 
differentially expressed with an absolute log2 fold-change (log2FC) greater than one (that 
is, their expression is at least double in the X.DKD group when compared to X.RDM), with 
a higher proportion of upregulated genes (Figure 39C). The subset of genes with an 
absolute log2FC ≥ 1 was selected as a relevant dataset for some of the subsequent 
analysis. The scatterplot of the log2 mean normalized expression versus the log2FC 
(usually referred to as MA plot) does not reveal any systematic bias in the dataset, the 
differentially expressed genes are well distributed along the normalized expression values 
and do not come from noisy variation of low expression genes (Figure 39D). The 
scatterplot of log2FC versus the negative log of the adjusted p-value (usually referred to 
as Volcano plot) allows the exploration of significantly differentially expressed genes and 
readily shows the down-regulation of the H2AFY and H2AFY2 genes (Figure 39E).  
These results shows that we obtained a robust RNA-Seq dataset from tumor 
samples derived from HepG2 cells which reveals major gene expression differences that 
depend on macroH2A expression and are not a reflection of growth rate differences. 
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8.4. Genes altered in the absence of macroH2A are involved in cellular 
adhesion, development, hypoxia and inflammation 
We next wanted to functionally characterize the genes that showed a differential 
gene expression dependent on the presence or absence of macroH2A proteins. First, we 
performed a Gene Ontology (GO) enrichment analysis using only the significant genes 
with an absolute log2FC equal or greater than 1 (Figure 39C) as a way of focusing on the 
genes that show a bigger effect size in our experiment. The analysis shows various 
biological process categories significantly enriched in the mentioned gene set, mainly 
related to cellular adhesion and developmental processes (Figure 40A). We grouped 
these two main GO category groups and extracted the log2FC of the genes included in 
each category. This shows that there is a mix of up- and downregulated genes in the 
enriched GO categories with a higher proportion of upregulated genes (Figure 40B). 
  
Figure 39 (previous page). Differential gene expression analysis on RNA-Seq data from tumor 
derived from HepG2 cells. (A) Principal component analysis plot of the 10 sample data included in the 
study. PC1, principal component 1; PC2, principal component 2. The rlog transformation of the normalized 
counts was used to calculate the principal components. (B) Heatmap of the euclidean distance between 
samples and hierarchical clustering according to such distances. The white space marks the separation 
between the two major clusters obtained. The rlog transformation of the normalized counts was used to 
calculate the euclidean distance matrix between samples. (C) Pie chart summarizing the number of 
differentially expressed genes with an adjusted p-value (adj.p) < 0.05 when comparing X.DKD vs X.RDM. 
The upwards arrow indicates upregulated genes, while the downwards arrow indicates downregulated 
genes. The outer ring of the chart further differentiates the subset of genes with an absolute fold change 
(|log2FC|) ≥ 1. (D) MA plot of the log2 mean normalized expression versus the log2 fold change (log2FC) 
of every gene detected in the data. Dashed horizontal lines mark +1 and -1 logFC. The color code indicates 
the significance and fold-change range of each gene and follows the same scheme as in (C). (E) Volcano 
plot of the log2 fold change (log2FC) versus the negative log of the adjusted p-value (-log(adj.p)) of every 
gene detected in the experiment. The symbols of some low-adj.p and/or high log2FC genes are indicated. 
The macroH2A1 (H2AFY) and macroH2A2 (H2AFY2) genes are highlighted with a blue frame. The horizonal 
dashed line marks the significance threshold (-log(0.05)) while the horizonal dashed lines mark +1 and -1 
log2FC. Color scheme follows the same as in (C) and (D). 
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Figure 40. MacroH2A loss deregulates the expression of genes related to adhesion and 
development. (A) Gene Ontology enrichment analysis using the subset of genes differentially expressed 
in X.DKD vs X.RDM with an absolute log2FC equal or greater than 1. The results are represented as a 
barplot of the -log adjusted p-value of each indicated biological process category. On the left side, indication 
of which related GO categories where combined to simplify the analysis. (B) Plot of the genes pertaining to 
the “Combined GO”  of Adhesion or Development ordered by their log2FC. Upregulated genes are colored 
in red, downregulated genes in blue. The top up- and downregulated genes are annotated. The piechart 
shows the number of up- and downregulated genes in this category. 
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In another approach to identify functional groups of genes deregulated in tumors 
lacking macroH2A, we used a gene set enrichment analysis using the GSEA software 
(Mootha et al., 2003; Subramanian et al., 2005). To run the GSEA we used a list of all the 
genes that were determined as differentially expressed with and adjusted p-value < 0.05 
when comparing X.DKD with X.RDM, ranked by their log2FC value in decreasing order. 
We did not apply any threshold for log2FC as we run GSEA with log2FC as the ranking 
metric, effectively taking into account the effect size in our experiment. As gene database 
we selected the hallmark gene sets from the Molecular Signatures Database (MSigDB 
v6.2 updated July 2018) (Liberzon et al., 2011, 2015) which contains gene expression 
signatures derived by aggregating many MSigDB gene sets to represent well-defined 
biological states or processes. The results of this analysis return two gene sets to be 
significantly enriched and upregulated in our expression dataset. The hypoxia gene set is 
significantly enriched in genes that become upregulated in tumors lacking macroH2A 
(Figure 41A). Additionally, the inflammatory response gene set is also enriched and 
upregulated although it has a much higher false discovery rate value (Figure 41B). The 
retrieval of the genes that contribute the most to the enrichment score shows that despite 
not having filtered the input list for their log2FC most of them show expression changes 
with a log2FC close to 1 (Figure 41A, B).  
The results of these functional annotation approaches show that the suppression 
of macroH2A expression in HepG2 cells grown as xenograft tumors in mice provokes the 
deregulation of genes involved in adhesion and developmental processes, and in 
particular the upregulation of a set of genes that participate in hypoxia and inflammatory 
response; all of these biological processes being highly relevant in cancer biology. 
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Figure 41. Absence of macroH2A leads to the 
upregulation of genes involved in hypoxia and 
inflammatory response. (A) Gene set enrichment 
profiles obtained with the GSEA software using the 
list of all significantly differentially expressed genes 
ranked by their log2FC and the hallmark genes sets 
in the Molecular Signatures Database. NES, 
normalized enrichment score; FDR, false discover 
rate; pv, p-value. (B) List of core enrichment genes 
for each of the two gene sets, with their log2FC 
value. The core enrichment is the subset of genes 




8.5. DKK1 is upregulated in HepG2-derived tumors lacking macroH2A and 
hepatoblastoma tumors  
To gain further insight into the relevance of the transcriptional changes occurred 
upon macroH2A downregulation, we crossed the DEG with a |log2FC| ≥ 1 in our 
experiment with an RNA-Seq expression dataset containing gene expression changes 
between hepatoblastoma (HB) tumor samples and normal tissue. This dataset was kindly 
provided by Carolina Armengol (IGTP, Spain).The results show that there is not an overall 
correlation between the expression changes observed in our experiment with those that 
happen in hepatoblastoma tumors compared to normal adjacent liver tissue (Figure 42A). 
However, this analysis still allows the identification of a set of genes that change 
expression in the same sense in the two datasets (Figure 42A, B). In particular, there is 
a strong correlation between the expression change observed in the DKK1 gene both 
upon loss of macroH2A and in HB tumors (Figure 42B). The DKK1 gene is, in fact, one 
of the top up-regulated genes in HB tumors and is the 10th most upregulated gene in our 
dataset. In addition, DKK1 mRNA and serum levels are reported to be upregulated in 
hepatocellular carcinoma and to have value as a prognostic marker (Fouad et al., 2016; 
Jang et al., 2016; Sakabe et al., 2017). DKK1 encodes for the Dickkopf-1 (DKK1) protein, 
a member of the dickkopf family of proteins which are secreted factors that function as a 
Wnt-signaling inhibitor during vertebrate embryonic development.  
Figure 42. DKK1 is upregulated in xenografts lacking macroH2A and in hepatoblastoma tumors. (A) 
Scatterplot of log2FC values of the DEG in the contrast X.DKD vs X.RDM that are also significant DEG in 
an RNA-Seq dataset comparing the expression of hepatoblastoma tumors (HB) and normal liver tissue (NT). 
Only the genes with a log2FC equal or greater than one in the X.DKD vs X.RDM contrast are included in 
the plot. (B) Zoom in of the plot in (A) focused on the genes that are upregulated in both datasets. 
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Our own ChIP-Seq data in HepG2 cells shows an enrichment of both macroH2A1 
and macroH2A2 proximal to the DKK1 locus (Figure 43), which suggests that macroH2A 
could mediate a direct effect on this gene by altering the chromatin properties in its 
surroundings. Given the particular relevance of this gene in hepatoblastoma and other 
cancer types, we chose to use it as a model locus for further study of the role of macroH2A 
proteins in gene regulation. 
 
8.6. The absence of macroH2A results in an upregulation of DKK1 expression in 
response to an inflammatory stimulus 
We confirmed DKK1 mRNA levels in the xenograft tumor samples by RT-qPCR, 
which showed an average of a 20-fold upregulation of this transcript in the X.DKD tumors 
(Figure 44A), quite consistent with the log2FC of 5.2 (36.75 fold-change) detected in the 
RNA-Seq (Figure 39E). Next, we evaluated DKK1 expression by the same method in the 
RDM and DKD HepG2 cell lines maintained in cell culture, obtaining a much lower effect 
close to a 3-fold upregulation (Figure 44B). Considering that the environment of the cells 
when grown in the mice is much more complex than the standard cell culture conditions 
for HepG2, we thought that some stimulus could be triggering DKK1 overexpression 
specifically in the HepG2 cells lacking macroH2A proteins. Interestingly, tumor necrosis 
factor alpha (TNFa) is reported as a potent inducer of DKK1 in inflammatory bone disease 
models (Diarra et al., 2007). This fact, together with the observation that HepG2 xenograft 
tumors from macroH2A-deficient cells showed alterations in the expression of 
inflammatory-related genes, led us to hypothesize that an inflammatory stimulus could 
explain the discrepancy between the expression of DKK1 in cell culture and xenograft 
samples.  
Figure 43. MacroH2A enrichment on the proximity of the DKK1 locus. ChIP-Seq enrichment profiles 
for macroH2A1 (black) and macroH2A2 (grey) proximal to the DKK1 gene locus. On the top, chromosomal 
coordinates of the area depicted and genes annotated in this region according to the UCSC Genes track. 
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To test this, we treated HepG2 RDM and DKD cells in cell culture with different 
concentrations of TNFα and observed a strong upregulation of DKK1 mRNA abundance 
specifically in the absence of macroH2A (Figure 44C). We could also detect increased 
levels of secreted DKK1 protein in the culture media of DKD cells compared to RDM cells, 
with the difference being more prominent upon TNFα treatment in correlation with the RT-
qPCR data (Figure 44D).  
  
Figure 44. TNFα triggers the overexpression of DKK1 in HepG2 cells lacking macroH2A. (A) Boxplot 
of the expression of DKK1 in mRNA samples from xenograft tumors dervied from HepG2 cell lines. The 
median is indicated by a horizontal bars and the mean by rhombi. A two-tailed Student's t-test was used to 
compare the two groups, * p < 0.05 (n = 10). (B) Expression of DKK1 in HepG2 cells in normal cell culture 
conditions. A two-tailed Student's t-test was used to compare the two groups, * p < 0.05 (n = 3). (C) Dose-
response curve of the expression of DKK1 upon treatment HepG2 cells with different concentrations of 
TNFα for 24h (n = 3). (D) Western blot showing the detection of DKK1 in protein samples precipitated from 
the culture media of HepG2 cells cultured in the absence (-) or presence (+) of TNFα at 20ng/mL for 24h. 
Immunoblots of two biological replicates are shown. 
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8.7. MacroH2A1.1 and macroH2A2 can suppress DKK1 activation in response to 
TNFα 
In order to interrogate if there is any functional difference among the three 
macroH2A proteins, we generated stable HepG2 cell lines expressing ectopic FLAG-
tagged forms of macroH2A1.1, macroH2A1.2 and macroH2A2 in the double macroH2A1 
and macroH2A2 DKD background by retroviral transduction. The ectopic constructs were 
expressed at comparable levels and could recapitulate approximately 50% of the 
endogenous protein levels in control RDM cells (with the caveat of macroH2A1.1 that is 
not normally detectable in HepG2) (Figure 45A). Immunofluorescence images show that 
the FLAG-tagged proteins are localized in the nucleus and closely resemble the DAPI 
DNA staining, indicating that they are incorporated into the chromatin (Figure 45B). When 
treating this panel of cell lines with TNFa, only macroH2A1.1 and macroH2A2 were able 
to suppress DKK1 activation, while the expression of macroH2A1.2 did not generate a 
significantly different response in comparison to DKD cells (Figure 45C). This result 
validates the role of macroH2A in repressing DKK1 expression in HepG2 and highlights 
the functional specificity of macroH2A1.1 and macroH2A2 in this function. 
Figure 45. MacroH2A1.1 and macroH2A2 can 
rescue the repression of DKK1. (A) Western blot 
showing the expression of endogenous and ectopic 
FLAG-tagged macroH2A proteins (F-mH2A). Pan 
macroH2A1 refers to an antibody that detects both 
macroH2A1.1 and macroH2A1.2 (with preference 
towards macroH2A1.2). (B) Fluorescence microscopy 
images of the immunostaining of FLAG-tagged 
macroH2A (F-mH2A, green). Nuclei were 
counterstained with DAPI (blue). (C) Relative 
expression of DKK1 in the indicated HepG2 cell lines 
in the absence (-) and presence (+) of TNFα at 
20ng/mL for 24h. 
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8.8.  Absence of macroH2A alters the 3D structure of the DKK locus and permits 
a stronger activation of distal regulatory elements upon TNFa treatment 
We next sought to study the effect of removing macroH2A in the regulatory 
landscape of the chromatin at the DKK1 locus. We used the chromosome conformation 
capture approach called UMI-4C (Unique Molecular Identifier - 4C, Schwartzman et al., 
2016) to quantitatively determine the three-dimensional (3D) contact profile of the DKK1 
promoter in RDM and DKD in standard cell culture conditions (Figure 46A). The results 
show that the DKK1 promoter has long-range chromatin interactions more prominently 
towards its 200kb downstream region, which is devoid of genes but contains three 
elements (E1, E2, E3) annotated as strong enhancers according to their chromatin state 
(Figure 46A). These regions show enrichment in H3 lysine 27 acetylation (H3K27Ac) in 
ENCODE data and are close to peaks in the UMI-4C signal, which indicates they are 
contacting the DKK1 promoter and could act as regulatory elements of this gene (Figure 
46A). Moreover, the chromatin region spanning E1, E2 and E3 is enriched in macroH2A1 
and macroH2A2 ChIP-Seq signal and shows significantly increased contacts with the 
DKK1 promoter in DKD cells, indicating that the absence of macroH2A alters the 3D 
contacts of these enhancers and that it could be due to a direct effect on that particular 
chromatin region (Figure 46A). Additionally, a further downstream region close to a peak 
of macroH2A shows decreased contacts in DKD cells (Figure 46A). 
We chose to study if the activity of the E1, E2 and E3 enhancers and two promoter 
regions close to the DKK1 transcription start site (P1 and P2, Figure 46A) were 
responsive to the treatment with TNFα and if such response depended on macroH2A. For 
this, we used chromatin immunoprecipitation to assess the enrichment of these elements 
in H3 lysine 4 tri-methylation (H3K4me3) and H3 lysine 27 acetylation (H3K27Ac), histone 
marks mostly associated with active promoters and active enhancers, respectively. The 
results show that both promoter regions analyzed (P1 and P2) are highly enriched in 
H3K4me3 while E1, E2 and E3 show much lower levels of this mark (Figure 46B). P1 and 
P2 showed higher levels of H3K4me3 in DKD cells both in the absence and presence of 
TNFα, indicating that the promoter is more active. Interestingly, the levels of H3K4me3 
increased in these two promoter regions when RDM cells were treated with TNFα but in 
DKD cells the levels of this mark were not changed (Figure 46B). Thus, the levels of 
H3K4me3 in DKD cells did not correlate with the higher DKK1 mRNA abundance upon 
TNFα treatment. Similarly, H3K27Ac in the same P1 and P2 regions was more enriched 
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in DKD cells than in RDM cells (Figure 46C). In contrast to H3K4me3, the presence of 
H3K27Ac at P1 and P2 upon TNFα treatment did not change in RDM cells but slightly 
increased in DKD cells (Figure 46C). We detected H3K27Ac in the three putative 
enhancers studied, with E3 showing the strongest variation among our experimental 
conditions. In the absence of TNFα the H3K27Ac signal at E3 was around 2-fold higher in 
cells lacking macroH2A (Figure 46C). The levels of H3K27Ac in this region increased 
showed a strong activation in DKD cells upon TNFα treatment that brought up the 
difference between RDM and DKD to almost 4-fold (Figure 46C). This E3 element is thus 
the putative enhancer whose activity (as monitored by H3K27Ac levels) more closely 
resembles the differential transcriptional response of DKK1 to TNFα between RDM and 
DKD cells. 
Taken together, these results show that the absence of macroH2A histones alters 
the 3D contact profile of the DKK1 promoter with the surrounding regulatory regions as 
well as the deposition of active histone marks at the DKK1 promoter and its neighboring 
enhancers. Additionally, we identified a particular regulatory element annotated as an 
enhancers that showed a stronger activation in response to TNFα in the absence of 
macroH2A. 
8.9. Contributions 
This project was conceived and supervised by Marcus Buschbeck and myself. I 
generated the stable HepG2 cell lines expressing flag-tagged macroH2A, designed and 
performed colony formation, wound healing, immunofluorescence, qRT-PCR, western 
blot and ChIP-qPCR experiments on HepG2 and xenograft samples with great technical 
support from Vanesa Valero and Ainhoa Pérez. Arce García, Josep Manyé and myself 
designed and performed the xenograft experiment with technical support from Vanesa 
Valero and Ainhoa Pérez. I performed the statistical analysis of RNA-Seq data with 
assistance from Roberto Malinverni. Marguerite-Marie Le Pannérer performed the UMI-
4C experiment. Roberto Malinverni pre-processed and mapped RNA-Seq data and 
analyzed the UMI-4C experiment. Vanesa Valero performed the XTT proliferation assay 
in HepG2 cells. Laura Royo and Carolina Armengol extracted mRNA from xenograft 
tumors and performed and analyzed  immunohistochemistry of xenograft tumor sections. 
Carolina Armengol provided the RNA-Seq dataset on hepatoblastoma samples and Juan 
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Figure 46. The absence of macroH2A alters the regulatory landscape of DKK1. (A) Chromatin features 
at the DKK1 locus. From top to bottom: UMI-4C contact profiles of the DKK1 promoter in RDM and DKD 
cells; chromosome nucleotide coordinates; indicated chromatin states according to the HepG2 Chromatin 
State Segmentation by HMM from ENCODE and selected chromatin regions as referenced in the main text; 
our ChIP-Seq data for macroH2A1 and macroH2A2 in HepG2 RDM cells and H3K4me3 and H3K27Ac 
ChIP-Seq profiles in HepG2 from ENCODE. The dashed horizontal line marks the viewpoint used in the 
UMI-4C experiment. The UMI-4C profile contains aggregated data from two technical replicates. The * 
indicate statistically different UMI-4C contact peaks between the two conditions (p < 0.01 based on a Chi-
Square test as implemented in the Umi4C R package).  (B, C) ChIP-qPCR data for H3K4me3 and H3K27Ac 
in the indicated regions shown in (A). The ChIP signal is plotted as the ChIP value for the IP divided by the 
ChIP of H3, both ChIP values calculated as the percentage of input (n = 3). The N region is included as a 
negative control lowly enriched in both H3K4me3 and H3K27Ac. Cells were treated with TNFα at 20ng/mL 
for 24h. A two-tailed Student's T-test was used to compare experimental groups, * p < 0.05 in the comparison 
between RDM and DKD in untreated and treated conditions separately, §  p < 0.05 in the comparison 
between treated and untreated for each cell line separately. 
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9. Discussion I  
9.1. MacroH2A is required for maintaining heterochromatin architecture and 
attachment to the nuclear lamina 
MacroH2A proteins are substantially associated with H3K9me3-marked 
constitutive heterochromatin at repetitive elements that include pericentromeric satellites 
and regions of interspersed heterochromatin. This association has largely been 
underestimated in ChIP-Seq based studies, probably due to the filtering of non-unique 
sequencing reads in most standard ChIP-Seq analysis pipelines. However, Saksouk et al. 
analyzed by mass-spectrometry the proteins associated with purified pericentromeric 
major satellites in mouse ESC and found macroH2A1 and macroH2A2 to be enriched at 
this locus of constitutive heterochromatin (Saksouk et al., 2014). This highlights the 
limitations of current high-throughput sequencing technologies in dealing with repetitive 
regions and the value of alternative locus-purification methods.   
The loss of macroH2A proteins in HepG2 cells resulted in major changes in the 
organization of constitutive heterochromatin. Repetitive sequences were disorganized, 
partially decondensed and fragmented. This effect correlated with a loss of binding to 
lamin B1. Wen et al. have reported an enrichment of macroH2A in biochemical 
purifications of lamin B1 (Fu et al., 2015). We could extend this finding by showing that 
both macroH2A1 and macroH2A2 interact with lamin B1 at the nuclear periphery in human 
HepG2 cells. Moreover, we show that macroH2A is required for the interaction of specific 
repetitive elements with lamin B1. Wen et al. also observed a loss of the bright dense 
signals of H3K9me3 foci in mouse cells upon knock-down of macroH2A1. We found a 
similar phenotype of dispersed H3K9me3 staining in HepG2 and could additionally 
demonstrate that removing macroH2A results in a global reduction in the interactions 
detected between H3K9me3-marked chromatin and lamin B1. 
9.2. Possible mechanisms of macroH2A-lamin B1 interaction 
The presence of H3K9me3 is required for the tethering of constitutive 
heterochromatin to the nuclear lamina in human and C. elegans (Bian et al., 2013; 
Gonzalez-Sandoval et al., 2015; Harr et al., 2015; Towbin et al., 2012). Our results add 
macroH2A as a novel factor contributing to this interaction without being required for 
H3K9me3, as removal of macroH2A proteins did not affect the levels of H3K9me3 at 
Discussion 
 110 
repetitive elements. It is currently not clear whether the interaction between macroH2A 
and lamin B1 is direct or indirect. Both our results and Wen et al. study used proximity-
based methods that can detect interactions happening at 20-30nm, which would be 
compatible with an indirect interaction mediated by a third factor. Many inner nuclear 
membrane proteins have been implicated in the attachment of chromatin to the nuclear 
lamina, and examples of direct and indirect interactions have been described (Figure 14). 
For instance, the lamin B receptor (LBR) is an inner nuclear membrane protein that 
attaches chromatin to the nuclear lamina through binding of H4K20me3 or via an 
interaction with HP1 (Hirano et al., 2012; Polioudaki et al., 2001; Ye et al., 1997). The 
presence of macroH2A could promote the function of other factors or provide an additional 
interaction surface through its macrodomain.  
Single-cell mapping of LADs using DamID suggests a model of multivalent 
interactions of long stretches of the genome in continuous contact with the nuclear lamina 
rather than the existence of focal interaction points (Kind et al., 2015). Our results show 
that macroH2A does not affect the compaction of the chromatin fiber in a one-dimensional 
manner, which suggests that the alterations in heterochromatin architecture that we 
observed are due to loss of higher-order structures. The maintenance of such higher-order 
structures could be an important factor for keeping the local concentration of multivalent 
interactions sites sufficiently high for a stable interaction of long chromatin regions with 
the nuclear lamina (Figure 47). This mechanism could explain the reorganization of 
heterochromatin observed during senescence. Cellular senescence is characterized by a 
progressive loss of lamin B1 proteins (Freund et al., 2012; Shah et al., 2013) and the 
accumulation of macroH2A-enriched dense heterochromatin foci in the nucleosol (Zhang 
et al., 2005b). This could reflect that upon loss of lamin B1-mediated interactions at the 
nuclear periphery, macroH2A is still involved in maintaining dense heterochromatic 
structures in the nuclear interior. 
9.3. MacroH2A is not essential for the silencing of repetitive elements 
Removal of macroH2A provoked architectural changes and loss of lamina 
interactions of several repetitive elements, but this only resulted in a two-fold expression 
change for the heterochromatic repeats SAT2 and DXZ4 which have a very low 
endogenous expression level. Chromatin accessibility, nucleosome density and 
H3K9me3 levels at these loci did not change, suggesting that the main features of 
transcriptional repression were not affected. This indicates that macroH2A is involved in 
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the higher-order organization of H3K9me3-marked heterochromatin but is not an essential 
factor for the transcriptional repression of these regions. In the course of our 
immunofluorescence experiments, we did not observe evidences of chromosomal 
instability or mitotic defects indicative of genomic instability, which is consistent with the 
silent state of repetitive elements. However, we did not conduct any specific experiment 
or analysis to evaluate genomic instability which would be needed to make a statement in 
this regard. The constitutive heterochromatin compartment has highly redundant silencing 
mechanisms and in most cases the removal of a single factor does no completely disrupt 
repression. For instance, in the inactive X chromosome (Xi), macroH2A is incorporated 
late in the inactivation process but is not required for X inactivation (Mermoud et al., 1999; 
Tanasijevic and Rasmussen, 2011). However, the presence of macroH2A1 prevents Xi 
reactivation in the presence of DNA methylation and histone deacetylation inhibitors 
(Hernández-Muñoz et al., 2005). The role of macroH2A in the silencing of repetitive 
elements could be similar, where it is not necessary for repression in steady-state 
conditions but provides an additional layer of stability relevant during challenges. 
9.4. MacroH2A maintains nuclear and nucleolar integrity 
Apart from the reorganization of heterochromatic repeats, we observed a higher 
proportion of nuclei with irregular shape and larger volume upon removing macroH2A. 
The nuclear lamina and chromatin are major mechanical components in determining the 
shape of the nucleus (Stephens et al., 2019). Reduced chromatin compaction forced by 
treatment with HDAC inhibitors and histone methyltransferase inhibitors induces nuclear 
defects in the form of blebs without perturbing the nuclear lamina filaments (Stephens et 
al., 2018). Similarly, it is conceivable that macroH2A-dependent changes in 
Figure 47. Model for macroH2A-promoted lamina attachment. The maintenance of  higher-order 
heterochromatic structures could be an important factor for keeping a high local concentration of multivalent 
interactions sites necessary for a stable interaction of long chromatin regions with the nuclear lamina. 
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heterochromatin organization, in particular in the nuclear periphery, affect the shape and 
size of the nucleus  
In addition, in macroH2A deficient cells the nucleolus was expanded and had lost 
the heterochromatin shell at its surface according to electron microscopy images. The 
nuclear lamina and the nucleolar surface both accumulate constitutive heterochromatin 
and contain similar repetitive sequences (Koningsbruggen et al., 2010; Németh et al., 
2010b). After cell division, loci associated to the nuclear lamina can shuttle to the nucleolar 
surface in the daughter cell (Kind et al., 2013a). Interestingly, lamin B1 is necessary for 
maintaining the structural plasticity of nucleoli (Martin et al., 2009) and lamin B1 loss 
during senescence correlated with impaired interactions between the perinucleolar space 
and satellite repeats (Dillinger et al., 2017). Thus, macroH2A is a factor that maintains the 
organization of constitutive heterochromatin in the nuclear and nucleolar periphery, which 
are spatially different but similar repressive compartments. 
Loss of macroH2A resulted in a significant increase in the expression of rDNA, 
which was also observed in a previous study when removing only macroH2A1 (Cong et 
al., 2014). Considering that ribosomal RNAs are the most abundant RNA molecules in the 
cell, it can be considered the most drastic effect of macroH2A on the expression of 
repeats. rDNA is organized in clusters where a fraction of repeat units are kept silent in 
the form of H3K9me2/3-marked heterochromatin (Zillner et al., 2015). The three-
dimensional organization of the clusters in the nucleolar environment is believed to be 
important for their transcriptional activity. Accessibility assays in a previous study 
suggested that the number of active rDNA units is not affected by the absence of 
macroH2A1 (Cong et al., 2014), similar to our observations when removing both 
macroH2A1 and macroH2A2. This further supports a role for macroH2A in higher-order 
organization of repeats rather than a direct transcriptional control.  
9.5. The function of macroH2A in higher-order structures may not be limited to 
constitutive heterochromatin 
MacroH2A proteins are found in other chromatin environments that are not 
constitutive heterochromatin. Genomic profiling studies, including our own data, have 
identified a prominent association of macroH2A with H3K27me3-marked polycomb 
domains. In this context macroH2A is found covering the promoter and gene body of 
silenced genes, following a very similar distribution to H3K27me3 (Buschbeck et al., 2009; 
Gamble et al., 2010; Gaspar-Maia et al., 2013). Polycomb domains share some 
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characteristics with constitutive heterochromatin, mainly a transcriptional repression that 
is thought to be mainly mediated by chromatin compaction. In addition, microscopy and 
chromosome conformation capture studies have revealed the existence of long-range 
interactions between polycomb-repressed chromatin. It is tempting to speculate that 
macroH2A could participate in maintaining higher-order structures in the three-
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10. Discussion II  
10.1. MacroH2A histone variants show diversity in structure, expression and 
function 
The three proteins that form the macroH2A family of histone variants in vertebrates 
share a conserved domain structure. However, their sequence differences impact the 
structure of the macrodomain and in particular the properties of its pocket (Posavec et al., 
2013). MacroH2A1.1 is the only isoform so far for which a ligand to the macrodomain has 
been identified. MacroH2A1.1 can bind ADP-ribose while macroH2A1.2 and macroH2A2 
are unable to do so. Interestingly, the macrodomain sequence of macroH2A2 is also highly 
conserved. A potential binding function of macroH2A2 could explain this conservation, 
raising the possibility that the ligand for this macrodomain remains yet to be described. 
Our results and others reveal a differential tissue expression of macroH2A proteins 
(Pehrson et al., 1997), and many examples of functional differences among macroH2A 
proteins have been reported. Most notably, macroH2A1.1 expression generally correlates 
with differentiation while macroH2A1.2 is the predominant form in undifferentiated and 
cancer cells (Posavec-Marjanović et al., 2017; Sporn and Jung, 2012). High macroH2A1.2 
to macroH2A1.1 ratio increases migration, invasion and growth of breast cancer cell lines 
(Dardenne et al., 2012; Li et al., 2012). The process of somatic cell reprogramming is 
another example of functional diversity, where macroH2A2 is the main form acting as a 
barrier to induced pluripotency (Gaspar-Maia et al., 2013). In contrast, the genomic 
enrichment of different macroH2A proteins in bulk cell samples shows a high overlap 
(Gaspar-Maia et al., 2013; Pehrson et al., 2014). This raises the question of whether 
relative abundance is the sole determinant of the proportion of different macroH2As found 
at enriched genomic sites. 
10.2. MacroH2A1.1 can regulate PARP1-dependent processes 
Our study shows that macroH2A1.1 can inhibit chromatin rearrangements by 
inhibiting PARP1. MacroH2A1.1 binds and inhibits PARP1 in its ADP-ribosylated form in 
a manner that is fully dependent on the structure of its macrodomain binding pocket 
(Figure 48A) (Posavec-Marjanović et al., 2017; Timinszky et al., 2009). A previous study 
reported the capacity of all macroH2A proteins to inhibit PARP1 (Nusinow et al., 2007b). 
We demonstrate that PARP1 inhibition is specific to macroH2A1.1 and is not found in 
macroH2A1.2 or macroH2A2. 
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This specific function of macroH2A1.1 puts functional weight on the splicing event 
of the macroH2A1 transcript. During myogenic differentiation, this splicing event switches 
towards increased macroH2A1.1 expression (Posavec-Marjanović et al., 2017). This 
leads to a reduced consumption of NAD+ by PARP1 in the nucleus, which favors 
mitochondrial NAD+ salvage and respiration. MacroH2A1.1 binding to PARP1 is also 
implicated in gene regulation. In HeLa cells subject to heat-shock, macroH2A1.1-
mediated PARP1 recruitment is required for the expression of stress-response genes 
(Ouararhni et al., 2006). In fibroblasts, PARP1 binds and cooperates with macroH2A1.1 
to both positively and negatively regulate gene expression (Chen et al., 2014). Our results 
show that the inhibitory effect of macroH2A1.1 in PARP1-dependent chromatin relaxation 
is partial when compared to that of a potent small-molecule inhibitor. Taken together, this 
observations suggest that the presence of macroH2A1.1 may set a threshold for PARP1 
activation. In this way, the intensity of stress signals could determine if macroH2A1.1 is 
able to globally inhibit PARP1 activation or rather acts as a recruiting factor for PARP1 to 
regulated genes.  
10.3. Possible mechanisms of stabilization of chromatin structures by the 
macroH2A linker 
Our study has demonstrated that the linker region of all macroH2A proteins is able 
to limit chromatin expansion in response to acute DNA-damage. Remarkably, the addition 
of the macroH2A2 linker to the canonical histone H2A was sufficient to confer this function. 
In addition, the linker of macroH2A2 is sufficient to rescue the defective organization of 
H3K9me3-marked heterochromatic structures observed upon loss of macroH2A. 
However, the full-length protein was slightly more effective than the histone-fold and linker 
alone, which suggests that the macrodomain also contributes to this function, possibly by 
providing an additional surface that could mediate protein-protein interactions.  
The linker domain of macroH2A consists of about 40 amino acids that connect the 
histone fold with the macrodomain. This linker is highly flexible and is excluded from all 
available crystallographic structures of macroH2A (Chakravarthy et al., 2005b; 
Kustatscher et al., 2005). It is considered to be an intrinsically disordered region and 
contains very few order-inducing amino acids with a high percentage of basic, positively 
charged residues (Muthurajan et al., 2011). Although the linker shows a very low 
conservation in the alignment with zebrafish and medaka proteins, the disorder-prone 
nature and high percentage of lysines and arginines is a conserved characteristic of this 
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stretch of the proteins (Figure 48B). This features resemble the C-terminal tail of the linker 
histone H1 (Caterino et al., 2011). Interestingly, H1 and macroH2A have a mutually 
exclusive relationship in chicken chromatin (Abbott et al., 2005) and a cross-reactivity of 
anti-macroH2A antibodies with H1 has been reported in two instances (Pehrson et al., 
1997; Rivera-Casas et al., 2016). In the case of H1, the intrinsic disorder of the C-terminal 
region and its charge-biased amino acid composition are essential for its function in 
compacting chromatin, rather than the precise sequence (Lu et al., 2009). Interestingly, 
the PRC1 subunit Cbx2 also contains a region of high positive charge that is necessary 
for compaction of nucleosomal arrays in vitro (Grau et al., 2011). It would be informative 
to study if this loose sequence requirements are similar for the function of the macroH2A 
linker by testing the effect of shuffling the position of residues without affecting the overall 
amino acid composition. Additionally, keeping the flexibility of the linker but neutralizing 
the positive charges with point mutations or switching them to acidic residues should result 
in a loss of function if the proposed mechanism is correct.  
Pioneering in vitro experiments showed that the linker of macroH2A1 possesses 
properties similar to those of H1. The linker stabilizes DNA at the entry/exit site of the 
nucleosome, reducing its accessibility to DNA exonucleases (Chakravarthy et al., 2012). 
In addition, the macroH2A1 linker enhances the condensation of nucleosomal arrays and 
promotes fiber-fiber interactions in vitro, however in the absence of the macrodomain 
exclusively (Muthurajan et al., 2011). We hypothesize that the capacity of the linker to 
generally compact chromatin fibers in vitro could explain its ability to reduce chromatin 
relaxation upon DNA-damage without interfering with PARP1 and promote the 
organization of constitutive heterochromatin. The linker properties might also explain how 
macroH2A1.2 contributes to the compaction of chromatin at a later time point of the 
double-strand repair process (Khurana et al., 2014). The mediation of fiber-fiber 
interactions by the macroH2A linker could explain the architectural changes observed in 
repetitive elements without changing the nucleosomal density and the one-dimensional 
chromatin compaction. 
In support of a role of the macroH2A linker in chromatin compaction, Arabidopsis 
thaliana lacks macroH2A proteins but contains H2AW histone variants with structural and 
functional similarities with macroH2A. H2AW contains an extended C-terminus that 
resembles part of the linker region of macroH2A and the C-terminus of H1. This region is 
required for heterochromatin condensation in vivo and promotes the self-association of 
nucleosomal arrays in vitro (Yelagandula et al., 2014). 
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In conclusion, the biophysical properties of the linker of macroH2A are similar to 
those of the C-terminal tail of H1 and are compatible with the mediation of fiber-fiber 
interactions through electrostatic interactions that is supported by in vitro experiments. 
This provides an hypothetical mechanism that can explain the function of macroH2A in 
heterochromatin organization, promotion of lamina attachment and suppression of 
chromatin rearrangements in response to DNA damage. 
Figure 48. MacroH2A histones can affect chromatin organization through two distinct mechanisms. 
(A) Schematic summary of the proposed model. The macrodomain of macroH2A1.1 can bind ADP-ribose 
and inhibit PARP1, suppressing PARP1-mediated processes. At the same time, the linker region of all 
macroH2A can generally suppress chromatin dynamics and participates in heterochromatin stabilization. 
(B) Multiple sequence alignment of human (H. sapiens), zebrafish (D. rerio) and medaka (O. latipes), only 
the sequence around the linker region is shown. Basic, positively charged amino acids are highlighted in 
red, while acidic, negatively charged amino acids are highlighted in blue. Most studies consider the linker to 
extend from residues 123 up to 161, although the first element of the macrodomain with a defined secondary 
structure starts at residue 180. Amino acid coordinates refer to the sequence of human macroH2A1.1 (and 
coincide with human macroH2A2), the alignment is the same as the one shown in Figure 28. 
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10.4. Potential regulation of the macroH2A linker by PTMs 
The linker shared by both macroH2A1 splice isoforms has been reported to be 
phosphorylated on T128 and S137 (Bernstein et al., 2008; Nusinow et al., 2007b). T128 
is replaced by a serine in macroH2A2 but its potential phosphorylation has not been 
analyzed so far. On the contrary, S137 is replaced in macroH2A2 by a lysine which can 
not be phosphorylated. Knowledge on the function of these modifications remains scarce, 
but they pose the question of whether the function of the linker could be regulated by the 
presence of phosphorylated residues. S137-phosphorylated macroH2A1 is excluded from 
the inactive X chromosome and, while only a small fraction of macroH2A1 is 
phosphorylated, its abundance greatly increases during mitosis (Bernstein et al., 2008). 
Both Haspin kinases as well as cell cycle regulators Cdk1/cyclinB and Cdk2/cyclinE have 
been suggested to catalyze the S137 phosphorylation (Bernstein et al., 2008; Maiolica et 
al., 2014). We hypothesize that the addition of negative charges to the macroH2A linker 
would reduce its ability to maintain chromatin interactions by neutralizing its positively 
charged nature. The timing of the phosphorylation of macroH2A at S137  resembles that 
of H1, which also becomes hyperphosphorylated during mitosis by Cdk2. Phosphorylation 
of the C-terminal domain of H1 is thought to destabilize H1-chromatin interactions and 
promote chromatin relaxation in vitro and in vivo (Contreras et al., 2003; Lopez et al., 
2015). 
ADP-riboslyation is a post translational modification that has a great capacity to 
confer multiple negative charges. Considering the tight relation and colocalization of 
macroH2A1.1 and PARP1 in some chromatin contexts, it is possible that when the 
inhibition of PARP1 is overcome by stress, macroH2A itself is ADP-ribosylated which 
could impair its interactions with chromatin.  
The fact that the phosphorylation of the macroH2A linker happens in a specific time 
frame highlights the dynamic nature of PTM-mediated regulation. It is possible that mass-
spectrometry experiments have underestimated or missed the presence of macroH2A 
PTMs that happen only in a subpopulation of cells which are undergoing a certain cell 
cycle stage or are under a particular stimulus, for instance. Histone H1 phosphorylation 
by Cdk2, for example, is associated with transcriptional activation in response to 
hormones (Bhattacharjee et al., 2001; Vicent et al., 2011). It would be interesting to 
analyze the possible PTMs of macroH2A proteins in synchronized or stimulus-challenged 
cell cultures to try to reveal if other time-restricted or signal-induced PTMs exist.
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11. Discussion III  
11.1. MacroH2As are context- and isoform- dependent tumor suppressors that 
impact on transcriptional regulation 
MacroH2A histones are primarily considered to act as tumor suppressors, although 
context-dependent and isoform-specific scenarios are common (2.2.5). Our results show 
that reducing the expression of all macroH2A proteins in HepG2 cells does not affect their 
growth rate in culture but increases their migratory capacity. A recent study reports that 
macroH2A1.1 overexpression, but not macroH2A1.2, can block epithelial-to-
mesenchymal transition (EMT) in mammary epithelial human cells (Hodge et al., 2018). 
HepG2 cells express very low levels of macroH2A1.1, which makes this protein highly 
unlikely to be responsible for this phenotype in HepG2. On the other hand, macroH2A1.2 
inhibits the converse process of mesenchymal-to-epithelial transition in mesoderm-
derived human fibroblasts subject to reprogramming (Pliatska et al., 2018). Testing the 
expression of EMT markers could reveal if the increased migratory phenotype is related 
with an EMT process. In addition, the use of unique macroH2A knock-downs and rescue 
cell lines could reveal which is the role of each macroH2A protein in the migratory 
phenotype observed in HepG2.  
Suppression of macroH2A expression in HepG2 did not alter their growth as 
subcutaneous xenografts in immunosuppressed mice nor did it provoke major histological 
differences in the tumor tissue. A genome-wide transcriptional analysis revealed 
significant differences in gene expression with more than 600 genes de-regulated with an 
absolute fold-change greater than 2. This gene set contained a comparable number of 
up- and downregulated genes. Together with many other observations, this challenges 
the role of macroH2A histones as sole transcriptional repressors (Barrero et al., 2013a; 
Chen et al., 2014; Creppe et al., 2012; Gamble et al., 2010; Ouararhni et al., 2006). 
Functional analysis of the deregulated genes revealed an enrichment in genes related to 
cell adhesion, developmental processes, hypoxia and inflammation, all of which are 
processes relevant for cancer progression (Hanahan and Weinberg, 2011). All these 
subsets of genes contained both up- and downregulated genes, and a detailed pathway-
based analysis will be needed to unravel how the transcriptional alterations relate to 
cellular phenotypes. The observed changes in gene expression are probably a 
combination of events that depend more directly on macroH2A and others which are 
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secondary to altered transcriptional regulation pathways. A possible approach to unravel 
this would imply integrating the ChIP-Seq enrichment of macroH2A with the position of 
the DEGs identified, for example selecting the DEGs that are within a certain distance of 
macroH2A peaks and enriched domains. Importantly, the transcriptional deregulation 
observed is not derived from different cellular proliferation rates, which is a major 
confounding factor when analyzing DEGs in response to treatments. 
We focused our attention on DKK1, a gene that was upregulated in xenografts 
lacking macroH2A and in hepatoblastoma tumor samples compared to normal tissue. Our 
ChIP-Seq data showed proximal enrichment of macroH2A to the DKK1 locus, which 
suggested that it could be a gene directly regulated by the presence of macroH2A. The 
repression of DKK1 could be rescued by macroH2A1.1 and macroH2A2, but not 
macroH2A1.2 despite being the most abundant macroH2A protein in HepG2 cells. 
MacroH2A1.1 is the macroH2A histone most clearly correlated with differentiated states 
and tumor suppression, while macroH2A1.2 is highly expressed in undifferentiated cancer 
cell lines (Sporn and Jung, 2012). However macroH2A1.1 is lowly expressed in HepG2, 
which indicates that endogenous macroH2A2 is likely to be responsible for the repression 
of DKK1. This observation provides yet another example of the functional diversity among 
the macroH2A family of histone variants. 
 There are examples where macroH2A2 was shown to be the most relevant 
macroH2A functionally despite being usually expressed at lower levels. For instance, 
macroH2A2 is the most effective in blocking reprogramming induced by Yamanaka factors 
in MEF (Gaspar-Maia et al., 2013) while knocking down mH2A2 in melanoma increased 
its metastatic potential much more than knocking down mH2A1 (Kapoor et al., 2010). 
ChIP-Seq data, however, reveals an almost identical distribution of macroH2A1.2 and 
macroH2A2, so their unique functions are likely to rely on the difference in structure and 
potential interactors rather than a specific genomic localization. 
11.2. MacroH2A represses DKK1, a gene upregulated in hepatoblastoma and liver 
cancer 
Hepatoblastoma (HB) is a pediatric tumor of hepatocellular origin that is usually 
diagnosed in children before 5 years of age (Spector and Birch, 2012). It represents 
around 1% of all pediatric malignancies and is one of the most common malignant liver 
pediatric neoplasms (Zimmermann, 2005). It is, however, a very rare disease with an 
incidence of 1.5 cases/million children under 15 years in western countries, with a slightly 
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higher incidence in males (Schnater et al., 2003; Spector and Birch, 2012). The HepG2 
cell line was established in 1979 from a liver tumor of a 15-year old caucasian male and, 
although initially it was mistakenly reported as a hepatocellular carcinoma cell line, it is 
currently validated as an hepatoblastoma-derived cell line and used to model 
hepatoblastoma and liver functions in several studies (López-Terrada et al., 2009a). 
HB is thought to have an embryonal origin and arise from an hepatocyte precursor 
(Zimmermann, 2005). The histopathology of HB is heterogeneous and usually reproduces 
different stages of liver development with a mix of histological profiles and subtypes that 
include epithelial, mesenchymal and undifferentiated characteristics (Cairo et al., 2008; 
Tanaka et al., 2013; Zimmermann, 2005). The histological analysis of the tumors derived 
from HepG2 cells in our xenograft experiment showed a prevalence of undifferentiated 
tissue and a pleomorphic pattern with high mitotic activity. The pleomorphic epithelial 
pattern is uncommon in HB and contains cells with fetal/embryonal appearance (Tanaka 
et al., 2013). No alterations on the histological properties or the expression of pathological 
markers was observed upon removal of macroH2A. 
The transcriptional changes dependent on macroH2A observed in HepG2 did not 
show an overall correlation with the differences between HB tumors and normal tissue. In 
fact, both macroH2A1 and macroH2A2 are actually slightly upregulated in HB (log2FC 
0.83 and 1.38, respectively), which indicates that the disease scenario does not mimic our 
approach of suppressing macroH2A expression in HepG2. DKK1 encodes for Dickkopf-1 
(DKK1), a secreted protein member of the Dickkopf family that is mainly characterized as 
an inhibitor of β-catenin-dependent Wnt signaling (Bafico et al., 2001; Mao et al., 2001). 
DKK1 stood out as being highly upregulated (almost 6-fold) in both datasets. Deletion 
mutations stabilizing β-catenin are prevalent in hepatoblastoma and hepatocellular 
carcinoma and have also been characterized in HepG2 cells (Fatima, 2011; López-
Terrada et al., 2009b). Wnt signaling in HB tumors promotes the expression of markers of 
hepatic progenitors (Cairo et al., 2008).  The overexpression of DKK1 in HB is thought to 
be an attempt to activate a negative feedback to balance Wnt signaling (Cairo et al., 2008). 
However, DKK1 has also been implicated in the activation of β-catenin-independent Wnt 
signaling (Caneparo et al., 2007; Endo et al., 2008; Pandur et al., 2002). The HepG2 
xenografts we generated were positive for β-catenin staining and we did not observe 
changes on β-catenin dependent on macroH2A. 
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DKK1 is involved in developmental signaling but is hardly expressed in adult 
tissues, so the expression of this gene in cancer cells is aberrant. DKK1 is upregulated in 
many cancer types and promotes malignant characteristics (Fatima, 2011; Kagey and He, 
2017). In particular, high levels of DKK1 are found in tumors and serum of hepatocellular 
carcinoma patients and are associated with poor prognosis (Désert et al., 2016; Huang et 
al., 2014; Kim et al., 2015; Sato et al., 2010; Shen et al., 2012a; Tao et al., 2013; Yang et 
al., 2013; Zhang et al., 2014). Moreover, DKK1 promoted the migration and invasion 
capacity of HepG2 and other cancer cell lines (Chen et al., 2013; Huang et al., 2014; Tao 
et al., 2013). High DKK1 expression is observed in liver, breast and lung cancer cells with 
stem cell-like characteristics, suggesting that it could contribute to an undifferentiated 
phenotype (Chen et al., 2016; Malladi et al., 2016). Importantly, we detected increased 
levels of DKK1 in the extracellular media of cells lacking macroH2A, which demonstrates 
that the transcriptional changes are accompanied by an increased secretion of this 
protein. It will be interesting to test if the increased migratory capacity of HepG2 DKD cells 
depends on the upregulation of DKK1. In addition, we will study if low expression of 
macroH2A1.1 and macroH2A2 is associated with elevated DKK1 expression in other 
cancers were DKK1 is upregulated and macroH2A has been functionally implicated such 
as breast, colorectal, lung and melanoma (Corujo and Buschbeck, 2018; Kagey and He, 
2017). 
Interestingly, DKK1 has been implicated in an autocrine evasion mechanism used 
by cancer cells to avoid being cleared by natural killer cells (NK) (Malladi et al., 2016). 
However, NOD/SCID mice lack NK cell function. Nevertheless, this highlights the potential 
functions of secreted proteins in autocrine and paracrine signaling in the tumor 
microenvironment that go beyond tumor growth. It is clear that to study such effects and 
the potential role of macroH2A-regulated gene expression in modifying the tumor 
microenvironment would require the use of specialized in vivo or cell culture models.  
11.3. MacroH2A can regulate the transcriptional response to hypoxia and 
inflammatory signaling 
Treatment with the pro-inflammatory cytokine TNFα greatly upregulated the 
expression of DKK1 specifically in HepG2 cells lacking macroH2A. The overexpression of 
DKK1 dependent on macroH2A was much greater in xenografts than in HepG2 cells 
cultured in standard conditions. In addition, xenografts derived from DKD cells showed an 
upregulation in hypoxia-related genes and, to a lesser degree, inflammation-related 
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genes. We hypothesize that the microenvironment that the cells are exposed to when 
grown as xenografts in mice  could induce hypoxic and inflammatory signaling that triggers 
the observed overexpression of DKK1. Notably, the immunosuppressed NOD/SCID mice 
used in our experiment lack adaptive immunity but retain some macrophage function, so 
it is possible that the xenografted cells were exposed to TNFα in vivo (Hu et al., 2011; 
Krepler et al., 2004; Shibata et al., 1998).  
Solid tumors exhibit regions of low oxygen availability that trigger hypoxic 
transcriptional responses mainly mediated by the HIF (Hypoxia Inducible Factor) 
transcription factors (Bertout et al., 2008). Hypoxic stress can limit the growth of tumor 
cells but at the same time is associated with the acquisition of malignancy, specially 
increased invasiveness and metastatic potential (Finger and Giaccia, 2010). Among the 
pro-invasive secreted factors than can be induced by hypoxia are the lysil oxidase (LOX) 
and metalloproteinases (MMPs) (Finger and Giaccia, 2010; Gilkes et al., 2014). We have 
found LOX, MMP17, MMP20 and MMP24 upregulated in DKD xenografts (log2FC > 1.5). 
A recent study reports that macroH2A1.2 represses LOX expression in breast cancer cells 
by reducing their osteoclastogenic potential (Kim et al., 2018b). Hypoxia and inflammation 
are at interplay in physiological and pathological conditions (Cummins and Taylor, 2017). 
Indeed, the NF-κB transcription factor is a major mediator of the transcriptional response 
to inflammatory stimulus such as TNFα, is activated by hypoxic conditions and regulates 
HIF (Bandarra and Rocha, 2013). The knock-down of macroH2A1 in HepG2 cells in 
another study was reported to induce features through the activation of the NF-κB 
transcription factor that are compatible with a more stem cell-like phenotype (Lo Re et al., 
2017). 
In summary, we have analyzed in greater detail the transcriptional regulation of 
DKK1 by macroH2A in response to TNFα. However, transcriptomic data from xenograft 
samples suggest that macroH2A could have a more general role in the transcriptional 
response to hypoxic and inflammatory stimulus that is not limited to one gene. 
Inflammation and hypoxia are hallmarks of the tumor microenvironment that are involved 
in the malignant transformations of cancer cells and the activity of the immune system. 
We will study in the future the effect of removing macroH2A in HepG2 cells upon TNFα 
signaling and hypoxic conditions in a genome-wide transcriptomics approach. 
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11.4. The maintenance of epigenetic and transcriptional states by macroH2A 
might be mediated by the stabilization of  3D chromatin structures  
The absence of macroH2A altered the three-dimensional interaction profile of the 
DKK1 promoter and the activity of a distal regulatory element in response to an activating 
inflammatory stimulus. These changes are highly correlated with the increase in DKK1 
mRNA levels. So far, we have only determined the interactions of the DKK1 promoter in 
standard cell culture conditions. It will be very relevant to study whether additional 
macroH2A-dependent changes occur in this locus upon treatment with TNFα to better 
understand the impact of macroH2A in the structural organization of the locus. Moreover, 
we would like to interrogate if macroH2A directly or indirectly affects the binding of 
transcription factors that mediate the response to TNFα, such as NF-κβ, or if it rather limits  
the scope of action of enhancers by maintaining certain interactions. For instance, TAD 
boundaries limit promoter-enhancer interactions to particular chromatin domains (Franke 
et al., 2016; Guo et al., 2015; Lupiáñez et al., 2015). In addition, transcription factor 
function can be facilitated or impaired by chromatin conformation, and the same time 
chromatin conformation can be altered by transcription factors (Stadhouders et al., 2019). 
HiC data in IMR90 cells treated with TNFα shows that the majority of responsive genes 
are already in close proximity to NF-κB-targeted enhancers before the treatment, which 
suggests that the pre-existing chromatin structures are important for a proper 
transcriptional response (Jin et al., 2013). 
 Our results also show that macroH2A has a major function in constitutive 
heterochromatin architecture and promotes attachment to the nuclear lamina. Large 
heterochromatin domains in differentiated cells represent a major obstacle to 
reprogramming and de-differentiation events (Becker et al., 2016; Soufi et al., 2012; Wen 
et al., 2009). In addition, the association of chromatin with the lamina in LADs contributes 
to heterochromatin organization and genetic regulation during development and 
differentiation (Gonzalez-Sandoval et al., 2015; Peric-Hupkes et al., 2010; Robson et al., 
2016). The stabilization of heterochromatin architecture and possibly other chromatin 
structures has the potential to provide a molecular explanation for the functions of 
macroH2A as an epigenetic stabilizer of differentiated cell states and as a barrier to 
reprogramming or transformation. We hypothesize that the transcriptional changes 
observed in the absence of macroH2A, in particular in the context of cancer, are in many 
cases secondary to the loss or modification of stable chromatin structures. 
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The role of macroH2A in heterochromatin organization and lamina attachment 
suggests that it might participate in the compartmentalization of broad domains rather than 
in the maintenance of specific chromatin loops. It has been recently proposed that phase 
separation could drive chromosomal compartmentalization and in particular the formation 
of heterochromatic domains (Larson and Narlikar, 2018; Larson et al., 2017; Strom et al., 
2017). Phase separation describes a process in which proteins with intrinsically 
disordered regions self-organize into condensates that exhibit liquid-liquid separation. 
HP1, for instance, contains intrinsically disordered regions and has been shown to form 
oligomers that exhibit phase-separation properties both in vivo and in vitro (Larson et al., 
2017; Strom et al., 2017). Interestingly, compartmentalization is envisioned as the 
“default” self-organization mechanism of the genome while loop-extrusion acts as an 
antagonizing mechanism that establishes insulated loops resistant to 
compartmentalization (Figure 49A) (Nuebler et al., 2018; Stadhouders et al., 2019). In 
support of this view, disruption of loop extrusion by cohesin or CTCF depletion leads to a 
loss of TAD organization and increased compartmentalization (Haarhuis et al., 2017; Nora 
et al., 2017). The linker region of macroH2A is an intrinsically disordered and highly 
charged region. It is speculatory to think that the linker domain of macroH2A could drive 
a process similar to phase separation, but we suggest that it could participate in the 
compartmentalization of chromatin by promoting fiber-fiber interactions over large 
domains. The loss or destabilization of compartmentalization could lead to spurious loop 
extrusion events and result in aberrant contacts between genes and regulatory elements. 
The epigenome and three-dimensional conformation of the genome can act as a 
barrier to phenotypic changes and stabilize cellular identities by maintaining robust 
transcriptional programs. It is suggested that a driving force of tumor progression and 
evolution is the alteration of epigenetic regulatory mechanisms and the loss of stable 
genomic organization, which leads to “epigenetic stochasticity” or “epigenetic plasticity” 
associated with increased “stemness” (Figure 49B) (Feinberg et al., 2016). This 
increased stochasticity results in epigenetic and transcriptional “noise” that promote tumor 
heterogeneity and the selection of malignant characteristics by the tumor environment. 
According to this model, this ultimately results in cancer progression and drug resistance. 
One study shows that macroH2A occupancy at transcription factor binding sites 
suppresses transcriptional noise in front of perturbations in the form of viral infections 
(Lavigne et al., 2015). We would like to suggest that the stabilization of chromatin 
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structures by macroH2A could act as a mechanism to generally contribute to 
transcriptional robustness and explain its contribution to stable cell states. 
  
Figure 49. Model of epigenetic stability mediated by macroH2A. (A) Schematic representation of two 
major mechanisms of genome organization. In the left panels, a phase separator factor, which could be 
macroH2A, creates a condensate that exhibits phase separation properties with its surrounding 
environment. In the right panels, loop extrusion factors, like the cohesin complex, generate stable loops 
limited by boundary elements such as CTCF. The two mechanisms are thought to counteract each other. 
Panel taken from Stadhouders, 2019. (B) Illustration of the role of macroH2A in the stabilization of epigenetic 
states using Waddington’s epigenetic landscape. Robust epigenetic regulatory mechanisms are necessary 
for a cell to achieve and maintain a stable differentiated state. Loss or alterations in epigenetic regulators 
increases stochasticity and “flattens” the barriers in the epigenetic landscape of the cell, which can lead to 
the loss of differentiated features or neoplastic transformations. We propose that macroH2A acts as an 
stabilizer factor in this model by maintaining chromatin organization. Panel adapted from Feinberg, 2016. 
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12. Conclusions 
In the first part of this study, we studied the role of macroH2A in the nuclear 
organization of chromatin in HepG2 cells and came to the following conclusions: 
1. MacroH2A removal results in a global loss of heterochromatin organization, 
increased frequency of nuclear defects and bigger nucleoli. 
2. A substantial fraction of macroH2A is enriched at constitutive heterochromatin 
regions marked by H3K9me3 including repetitive elements. MacroH2A is not 
needed for the presence of H3K9me3 or the one-dimensional compaction of 
chromatin at these regions and participates in the transcriptional silencing of 
repetitive elements but is not the main factor. 
3. MacroH2A is necessary for maintaining the organization of repetitive elements 
and their attachment to lamin B1 and promotes overall proximity of H3K9me3-
marked chromatin to lamin B1. 
 
In the second part of this study, we aimed to characterize the molecular 
mechanisms and domain requirements of  the function of macroH2A in chromatin 
dynamics and organization. The conclusions we derive from the results are: 
1. Conserved structural features allow macroH2A1.1, but not macroH2A1.2 or 
macroH2A2, to bind ADP-ribose and inhibit the enzymatic activity of PARP1. 
2. All macroH2As can suppress DNA damage-induced chromatin expansion. 
MacroH2A1.1 has the strongest effect which reflects its specific capacity to 
inhibit PARP1, while the highly basic linker region of all macroH2As can limit 
chromatin expansion to a lesser degree in a PARP1-independent manner. 
3. The macroH2A2 linker is essential and sufficient to maintain H3K9me3-marked 
heterochromatin architecture. 
 
In the third and final part of my thesis, we wanted to describe the changes in the 
transcription and phenotype of cells in a cancer model that depend on the presence of 
macroH2A. The conclusions from this study are the following: 
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1. HepG2 cells lacking macroH2A expression have an increased colony formation 
and migratory capacity, but are unaffected in cell growth both in cell culture and 
when xenografted. 
2. Transcriptomic profiling of tumors derived from HepG2 cells shows significant 
gene expression changes that depend on macroH2A, which includes 
deregulation of genes related to cellular adhesion, development, hypoxia and 
inflammation. This includes the upregulation of the cancer-promoting gene 
DKK1.  
3. MacroH2A loss renders DKK1 sensitive to activation in response to 
inflammatory TNFα signaling. The repression of DKK1 can be rescued by 
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13. Materials and Methods 
13.1. Antibodies 
We generated specific antibodies against macroH2A1 as previously described 
(Buschbeck et al., 2009). Briefly, rabbits were immunized with bacterially expressed and 
purified His6- or glutathione S-transferase (GST)-tagged macro domains. After terminal 
bleeding, we affinity purified the antibodies using corresponding GST-tagged macro 
domains crosslinked to GSH-sepharose beads (GE Healthcare). All animal procedures 
were carried out by the CID-CSIC Antibody Generation Service. The complete list of 
home-made and commercial antibodies used is included in the antibodies table (13.17). 
13.2. Plasmids 
We used standard PCR and restriction-enzyme based cloning techniques to 
generate protein expression plasmids and shRNA expression plasmids. We used 
previously described pRetroSUPER constructs for shRNA-mediated knock-down of 
macroH2A1 and macroH2A2 (Buschbeck et al., 2009). The shRNA cassette directed 
against macroH2A2 was shuttled into a pRetroSUPER-hygromycin-resistant backbone to 
permit the generation of macroH2A1/2 double knock-down HepG2 cells. Two different 
lamin B1-specific shRNAs expressed from lentiviral PLKO.1-puro backbone were ordered 
from Sigma (TRCN0000297156, TRCN0000029270). The sequences of all shRNAs used 
can be found in Table 1. 
 We generated mammalian expression constructs of mCherry-tagged human full-
length macroH2A1.1, macroH2A1.2 and macroH2A2 by cloning the PCR amplified cDNA 
of each macroH2A histone into pmCherry-C3. Single residue mutants or whole domain 
deletions were generated using QuickChange site-directed mutagenesis (Stratagene).  
Human macroH2A2 constructs used to generate HepG2 cell lines were cloned into 
pBabe.puro plasmids (Morgenstern and Land, 1990) with an N-terminal YFP fusion tag. 
Name Sequence 
sh mH2A1 GATCCCCCCAGTTACTTCGTGTCTACTTCAAGAGAGTAGACACGAAGTAACTGGTTTTTGGAAC 







Table 1. shRNA sequences 
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The ΔLMD constructs contain amino acids 1-123 while ΔMD contain amino acids 1-161. 
Full-length FLAG-tagged mouse macroH2A1.1, macroH2A1.2 and macroH2A were 
generated by cloning the PCR amplified cDNA of each macroH2A histone into a pCMV-
Tag2A and then subcloned into pBabe.puro. N-terminal His-tagged macrodomains of 
macroH2A1.1, macroH2A1.1 G224E and macroH2A2 were generated by cloning into 
pET28a. The histone H2A cDNA was provided by Sandra Hake and subcloned into 
pmCherry-C1. The histone H2B-PAGFP construct has been previously described 
(Beaudouin et al., 2006).  
13.3. Cell culture 
13.3.1. Standard cell culture conditions 
Unless stated otherwise, the following conditions were used for cell culture. All cells 
were incubated at 37°C in 5% CO2. HepG2 (ATCC, HB-8065), U2OS (ATCC, HTB-96), 
GP2-293 and HeLa cells (ATCC, CCL-2) were routinely cultured in Dulbecco's modified 
Eagle medium (DMEM) containing 4.5 g/L glucose (Gibco) supplemented with 10% v/v 
fetal bovine serum (FBS) (Gibco), 2 mM L-glutamine (Gibco), 50 U/ml penicillin (Gibco) 
and 50 mg/ml streptomycin (Gibco). MEF were cultured in DMEM containing 4.5 g/L 
glucose supplemented with 10% v/v FBS, 2 mM L-glutamine, 0.1 mM b-mercaptoethanol, 
1x MEM non-essential amino acids solution (Gibco), 1mM Na-pyruvate (Gibco), 50 U/ml 
penicillin and 50 mg/ml streptomycin. mESC (E14Tg2A.4) were plated onto 0.1% gelatin-
coated plates and cultured in minimal essential medium (MEM) (Sigma-Aldrich) 
supplemented with 20% FBS (HyClone), 0.1 mM b-mercaptoethanol, 1x MEM non-
essential amino acids solution, 1mM Na-pyruvate, 50 U/ml penicillin, 50 mg/ml 
streptomycin and leukemia inhibitory factor (LIF) corresponding to 1000 U/mL. LIF was 
produced in house from a plasmid. HepG2, GP2-293 and mESC cells were periodically 
checked for mycoplasma contamination. 
13.3.2. Colony formation assay 
50 thousand HepG2 cells were seeded in six-well plates and grown in standard 
conditions for one week. The plates were then washed with PBS, fixed with 
paraformaldehyde (PFA) 4% in PBS for 10 min at room temperature (RT) and stained with 
crystal violet 0.01% in ethanol for 30 min at RT. Finally, the plates were destained by 
repeatedly submerging in abundant water, air-dried and scanned. 
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13.3.3. Wound healing assay 
2 million HepG2 cells were seeded in six-well plates containing a silicone insert 
that creates a cell-free gap 500 µm wide (Ibidi). After two days the cultures reached 
confluency, the inserts were removed and the FBS in the media was reduced to 0.5% to 
limit cellular proliferation. The wounds were imaged at the same position at the time of 
insert removal (time 0h) and at 24h, 48h and 72h. Three wounds were generated in each 
experiment for each condition as technical replicates. The area of the wound at each 
timepoint was calculated with the ImageJ macro MRI Wound Healing Tool 
(http://dev.mri.cnrs.fr/projects/imagej-macros/wiki/Wound_Healing_Tool). For each 
wound, the wound area at each timepoint was divided by the are measured at time 0h. 
13.3.4. XTT proliferation assay 
The assay is based on the cleavage of the tetrazolium salt XTT in the presence of 
an electron-coupling reagent, producing a soluble formazan salt. This conversion only 
occurs in viable cells. 5 thousand cells were grown in a 96-well microplate and incubated 
with the XTT labeling mixture (50 µl/well) for 4 hours. After this incubation period, the 
formazan dye formed is quantitated using a scanning multi-well spectrophotometer, 
492nm-650nm. The absorbance revealed directly correlates to the cell number. 
13.3.5. TNFa treatment  
500 thousand  HepG2 cells were seeded in six-well plates and incubated overnight 
in standard conditions. Then, the cells were subject to an overnight serum starvation by 
reducing the FBS concentration to 0.5%. After that, TNFa (PeproTech, resuspended in 
PBS 0.1% BSA) was added to the media to a final concentration between 10 and 100 
ng/mL (as indicated in each figure). An equal volume of PBS 0.1% BSA was added as the 
untreated control condition. The cells were treated for 24h, then collected and subject to 
protein and RNA expression analysis. The same protocol was followed to obtain samples 
for ChIP experiments but 10 million cells were seeded in P15 plates and grown for two 
days before applying the o/n serum starvation, subsequent TNFa treatment and fixation 
after 24h. 
13.4. Gene transduction 
13.4.1. Transfection 
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U2OS cells were transiently transfected with XtremeGENE HP DNA transfection 
reagent (Roche). The generation and culture of HeLa Kyoto cells with an inducible 
macroH2A1.1 transgene have been described previously (Timinszky et al., 2009). For 
induction, 1 µg/ml doxycycline (Clontech) was added 48 h before analysis. 
GP2-293 cells were used as packaging cells to produce viral particles for retroviral 
infections. Four million GP2-293 cells were seeded in P10 plates and cultured to 60-70% 
confluency. At that point the cells were transfected with 10 µg of the retroviral plasmid of 
interest and 3 µg of the pCMV-VSV-G plasmid for pseudo-typing with VSV-G which allows 
the infection of a broad range of cells. Plasmidic DNA was mixed in a 1x HBS solution (2x 
HBS: 272 mM NaCl, 2.8 mM Na2HPO4, 55mM HEPES, pH 7) containing 125mM CaCl2 in 
a total volume of 800 µL. The mixture was added onto the cell culture media dropwise and 
left o/n. Transfection efficiency was controlled by using a GFP-containing retroviral vector 
and the media was replaced by the target cell media. The culture media was collected at 
24h, replaced by fresh media and collected again after 24h. 
13.4.2. Retroviral infection 
The supernatant containing viral particles produced by GP2-293 cells was filtered 
using a 0.45 µm filter and supplemented with 8 µg/mL of Polybrene (Sigma-Aldrich) to 
enhance the infection efficiency. Infection hits were performed by adding the filtered viral 
supernatant to the target cells cultured in six-well plates at 60-70% confluency. Cells were 
then centrifuged 45 min at 1200rpm at 37ºC, incubated at 37ºC for 45min and then 
cultured o/n in fresh media. The same process was repeated 24h after the first infection. 
The cells were selected with antibiotics depending on the resistance of the plasmid used 
(2 µg/ml puromycin, 150 µg/ml hygromycin and/or 30 µg/ml bleomycin). The necessary 
selection time was determined by using a negative control plasmid without resistance. 
This procedure was used to generate all HepG2 stable cell lines. 
13.5. Protein expression analysis 
13.5.1. Protein extraction from cultured cells 
Cells were collected by trypsinization and washed twice with PBS. Cell pellets were 
directly resuspended with Laemmli’s buffer and sonicated using a Bioruptor® Plus 
(Diagenode,10 cycles of 30 sec ON/30 sec OFF at high intensity). Lastly they were 
incubated at 95ºC for 5 min before western blot analysis.  
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13.5.2. Precipitation of extracellular proteins 
10 million HepG2 cells were seeded and treated with TNFα as described in 13.3.5. 
1 mL of culture media was collected and used for acetone precipitation of extracellular 
proteins. First, the sample was briefly centrifuged to remove any detached cell that might 
be in suspension. Then, four volumes of cold (-20ºC) acetone were added to the tube. 
After vortexing, the sample was incubated o/n at -20ºC. The sample was centrifuged 
10min at 13000g and the supernatant was discarded. The protein pellet  was air-dried at 
RT for 30 min and resuspended in 100 µL of Lammeli’s buffer. After heating at 95ºC for 
10 min, the sample were analyzed by Western blot. 
13.5.3. Protein extraction from mouse tissues 
Fresh tissues from healthy 6 weeks old male NOD mice were kindly provided by 
Marta Vives, Arce Garcia-Jaraquemada and Josep Manyé. Organs were cleaned with 
PBS, frozen in liquid nitrogen and powdered using a liquid nitrogen-cooled mortar. In order 
to obtain total protein extracts, 0.1 g of powdered tissue was resuspended in 500 µL 
Laemmli’s buffer, sonicated with an ultrasonic homogenizer (Omni Ruptor 4000) and then 
boiled at 95ºC for 10 min for western blot analysis. 
13.5.4. Western blot (SDS-PAGE) 
Samples were loaded on 12% polyacrylamide gels and run at 36 mA for 45-60 min 
to achieve optimal separation and then transferred at 220 mA for 90 min onto a 
nitrocellulose membrane (GE healthcare). After transfer, protein load was checked by 
Ponceau staining and the membranes were blocked using 5% non-fat milk (Nestlé) in 
TBST for 15 min. Membranes were incubated with primary antibodies o/n at 4ºC. The day 
after, membranes were washed thrice with TBST for 10 min and incubated with 
appropriate secondary HRP-conjugated antibodies (DakoCytomation) for 1 h at RT. 
Membranes were then washed again thrice with TBST for 10min and incubated 1 min with 
Pierce™ ECL Western Blotting Substrate (Thermo Scientific) chemiluminescent reagent 
mix in a 1:1 ratio. Dried membranes were overlaid with photographic film (GE Healthcare) 
for a few seconds up to 5 min to achieve proper exposures and the films were developed 
with a FujiFilm FPM-100A developer. 
As an alternative detection method, the same procedure was carried out but with 
the following modifications. Fluorophore-conjugated secondary antibodies (LI-COR 
Biosciences IRDye 680RD and IRDye 800CW) were used, which do not require any 
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substrate, and the dried membranes were scanned with an Odyssey® CLx Imager. The 
antibodies used for western blot are listed in the table at 13.17. 
13.6. RNA expression analysis 
13.6.1. RNA isolation 
Cultured cells were collected by trypsinization and washed twice with PBS. Total 
RNA was isolated using either the PureLink™ RNA Mini kit (ThermoFisher Scientific) or 
the Maxwell® RSC simplyRNA Cells Kit (Promega) together with the Maxwell® RSC 
Instrument (Promega) according to the manufacturer’s instructions. Total RNA from 
xenograft samples was isolated using the TRIzol™ Reagent (ThermoFisher Scientific). 
Concentration and quality of the extracted RNA was checked using a Nanodrop 
instrument (Thermo Scientific). 
13.6.2. cDNA synthesis by reverse transcription 
1 µg of total RNA was used for cDNA synthesis using the First Strand cDNA 
synthesis kit (Thermo Scientific) according to the manufacturer’s instructions. In most 
samples oligo(dT) primers (1 µg) were used to synthesize cDNA from poly(A) RNA. For 
the expression analysis of repetitive elements, random hexamer primers (1 µg) were used 
and the mixture of RNA with primers was incubated 5 min at 65ºC before the addition of 
the reverse transcriptase and the rest of reaction components. All reverse transcription 
reactions were incubated for 1h at 37ºC and terminated by heating at 72ºC for 5 min. 
13.6.3. Quantitative real-time PCR (RT-qPCR) 
cDNAs were diluted 10 fold previous to real-time PCR analysis using a 
LightCycler® 480 II instrument (Roche). A 10 µL reaction mix containing 5 µL LightCycler® 
480 SYBR Green I Master, 0.5 µL of forward and reverse primers (for a final concentration 
of 0.5 µM), 2 µL of diluted cDNA and 2 µL of autoclaved ddH2O was loaded in 384-well 
plates. All samples were analyzed in technical duplicates. Autoclaved ddH2O was used 
as a negative control. The qPCR reaction conditions are summarized in Table 2. 
The median efficiency of each primer pair was determined in every RT-qPCR plate 
run using the online software chainy (Mallona et al., 2017) which is mainly based on the 
R packages qpcR and NormqPCR (Perkins et al., 2012; Ritz and Spiess, 2008). The 
expression of a target RNA in a sample relative to a control sample was calculated using 
a variation of the ∆Ct method that accounts for the efficiency of the primers as follows:  
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(.(/0123045.(67894:) 
All values were normalized by the average expression of two reference genes 
(“housekeeping” genes): GAPDH and RPLP0. The normalized relative expression value 
is used in all the plots and statistics. All quantifications of RNA expression are relative, so 
that the chosen control sample will have an expression of 1 for all target genes and the 
rest of the samples will have an expression that represents a multiple or fraction of the 
expression in the control. 
13.6.4. In situ mRNA hybridization 
Tissues were fixed in 10% formalin. Hybridization with 35S-labeled antisense RNA 
probes was carried out on 20 µm cryosections, as described previously (Treier et al., 
1998). Hybridization signals were detected by autoradiography using Kodak NTB-2 liquid 
emulsion. Exposure time varied from 2 to 4 weeks depending on signal strength, as 
determined by previous exposure to Kodak BioMax MR films. Tissue sections were 
counterstained with 0.001% bisbenzimide in PBS. Pictures of signal and counter stain 
were overlaid using Adobe Photoshop software. 
13.6.5. RNA-Seq and differential gene expression analysis 
1 µg of total RNA extracted from xenograft tumors was submitted to the Genomics 
Unit of the Centre for Genomic Regulation (Barcelona, Spain) who prepared the libraries 
Table 2. Conditions for qPCR reactions. 
Step Temperature (ºC) Duration Cycles 














Cooling 40 30 sec 1 
Materials and Methods 
 142 
with a poly(A) selection and sequenced them in an Illumina HiSeq2500 using 50bp single 
reads. Five different samples of each X.RDM and X.DKD were sequenced. 
To quantify the transcript expression we used Salmon version 0.14.0 (Patro et al., 
2017), using libtype A and “validateMappigs” option active. The raw reads were “quasi-
aligned” to the human Ensembl genome annotation GRCh38.12. The quantification 
results obtained from Salmon were imported to the DESeq2 R package (Love et al., 2014) 
using the tximport R package (Soneson et al., 2016). The design formula for DESeq2 
included only the type of tumor as a variable (X.RDM or X.DKD) and the contrast X.DKD 
vs X.RDM was applied to obtain log2FC and p-values. Genes with a Benjamini-Hochberg 
adjusted p-value lower than 0.05 were selected as being significantly differentially 
expressed. In some cases and additional log2FC cut-off was used as specified in the 
analysis. Genes were annotated with the biomaRt R package. PCA, M-A and volcano 
plots were generated using ggplot2 (Wickham, 2016). 
13.6.6. Gene ontology enrichment analysis 
Significant differentially expressed genes with a log2FC ≥ 1 and a HGNC 
annotation were selected for a gene ontology enrichment analysis. The function 
getEnrichedGO from the R package ChIPpeakAnno was used, with a p-value cut-off of 
0.05 and minGOterm = 10 as parameters (minimum occurrences of a GO term in the 
genome for it to be included in the analysis).  
13.6.7. Gene Set Enrichment Analysis (GSEA) 
All differentially expressed genes with a HGNC annotation were ranked by log2FC 
value for a Gene Set Enrichment Analysis (GSEA) using the pre-ranked functionality of 
the GSEA software (v4.0.1 for Mac) (Mootha et al., 2003; Subramanian et al., 2005). As 
gene database we selected the hallmark gene sets from the Molecular Signatures 
Database (MSigDB v6.2 updated July 2018) (Liberzon et al., 2011, 2015) which contains 
gene expression signatures derived by aggregating many MSigDB gene sets to represent 
well-defined biological states or processes. 
13.7. Chromatin immunoprecipitation (ChIP) 
13.7.1. ChIP-qPCR 
Between 20 and 30 million HepG2 cells were trypsinized and fixed in a PBS 
solution containing 1% PFA and 10% FBS for 10 min at RT in rotation. The fixation was 
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quenched by the addition of glycine to a concentration of 0.125M and rotation for 5 min at 
RT. Cells were then washed with cold PBS and either lysed directly or stored at -80ºC. 
Nuclei extraction was achieved by resuspending the fixed cells in 500 µL lysis buffer I (5 
mM PIPES pH 8, 85 mM KCl, 0.5% NP-40, 1 mM PMSF, 50 µg/mL leupeptin) and 
incubating for 30min on ice with occasional gentle pipetting.  Lysed cells were centrifuged 
at 5000 rpm for 5 min at 4ºC, the supernatant was discarded and the pellet resuspended 
in 500 µL lysis buffer II (1% SDS, 10 mM EDTA pH 8, 50 mM TRIS pH 8, 1 mM PMSF, 
50 µg/mL leupeptin) and incubated for 30min at 4ºC in rotation. Chromatin shearing was 
achieved by sonication in a Bioruptor® Plus (Diagenode, two rounds of 10 cycles 30 sec 
ON/30 sec OFF at high intensity) or a Bioruptor® Pico (Diagenode, 10 cycles 30sec ON/30 
sec OFF at high intensity). After sonication, the samples were centrifuged for 10 min at 
10000rpm to remove insoluble debris. From this point on all samples were kept on ice 
until specified otherwise. A 10 µL aliquot of lysate was mixed with 90 µL of water, de-
crosslinked for 1 h at 65ºC, purified using a PureLink™ Quick Gel Extraction and PCR 
Purification Combo Kit (Invitrogen), quantified using a Nanodrop (Thermo Scientific) and 
run in a 1% agarose gel electrophoresis. This allowed to check the size of the chromatin 
fragments (ranging 300-500bp) and estimate the concentration of DNA in the lysate as a 
proxy for chromatin amount. 35 µg of sheared chromatin were used for each 
immunoprecipitation (IP) reaction diluted with 9 volumes of IP dilution buffer (1% Triton X-
100, 150 mM NaCl, 2 mM EDTA pH 8, 20 mM TRIS pH 8, 1mM PMSF). 
Samples were precleared with 20 µL of a mix of proteins A and G agarose beads 
containing salmon sonicated sperm DNA (Merck Millipore) or 20 µL of Magna ChIP™ 
protein A/G magnetic beads (Merck Millipore) for 2 h at 4ºC in rotation. 10% of the 
precleared lysate was taken as input and stored on ice. Between 1 and 5 µg of antibody 
was added and the IP samples were incubated o/n at 4ºC in rotation. The following day 
20 µL of a mix of proteins A and G agarose beads containing salmon sonicated sperm 
DNA (Merck Millipore) or 20 µL of Magna ChIP™ protein A/G magnetic beads (Merck 
Millipore) were added to capture the antibody-bound chromatin fraction for 2 h at 4ºC in 
rotation. Beads were spun down (3 min at 300g) or separated with a magnet (DynaMag™-
2 Magnet) and washed at RT with each of the following buffers in this order: mixed micelle 
was buffer (140 mM NaCl, 20 mM Tris-HCl pH 8, 5 mM EDTA pH 8, 5% sucrose w/v, 1% 
Triton X-100 v/v, 0.2% SDS, 0.02% NaN3), LiCl/detergent wash (0.5% deoxycholic acid 
sodium salt w/v, 1 mM EDTA, 250 mM LiCl, 0.5% NP-40 v/v, 10 mM Tris-HCl pH 8) and 
buffer 500 (0.1% deoxycholic acid sodium salt w/v, 1mM EDTA, 50mM HEPES pH 7.5, 
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500 mM NaCl, 1% Triton X-100 v/v, 0.02% NaN3). Two washes were performed with each 
buffer, first just quickly resuspending the beads and the second in a rotating wheel for 3 
min. Finally, a quick wash with TE buffer (10mM Tris-HCl pH8, 1 mM EDTA pH 8) was 
performed. The enriched chromatin was eluted by resuspending the beads in 200 µL of 
elution buffer (1%SDS, 100 mM NaHCO3), 30 sec of vortexing and incubation for 30 min 
at RT in rotation. Two sequential elutions were performed and the eluates were combined. 
The input samples were included again in the experimental procedure at this point. 
Crosslinking reversal was achieved by adding NaCl to a final concentration of 200 mM 
and incubating the samples o/n at 65ºC shaking. The following day the protein in the 
samples was digested by adding 2 µL of Proteinase K 10 mg/mL, 16 µL 1M TRIS pH 6.5 
and 8 µL 500 mM EDTA and incubating for 2 h at 45ºC.  
After digestion, the DNA was purified by a phenol/chloroform extraction followed 
by ethanol precipitation. Shortly, one volume of phenol/chloroform/isoamyl alcohol 
(25:24:1, Sigma-Aldrich) was added to the sample and after vigorous shaking and 
centrifugation the upper aqueous phase was recovered. This was repeated two times and 
followed by addition of one volume of chloroform (Sigma-Aldrich). After shaking and 
spinning again, the aqueous phase was recovered and the DNA was precipitated by 
adding 0.05 volumes of 5M NaCl, 1 µL of glycogen (Roche) and 3 volumes of ethanol. 
After incubation at -80ºC for 30min up to o/n, DNA was pelleted by centrifugation at 
>10000g for 30min, washed with cold 70% ethanol and air-dried. The DNA pellet was 
finally resuspended in 60 µL of water and analyzed by qPCR in a similar way that the RNA 
expression procedure (13.6.3) with slight modifications. The input samples were diluted 
10 fold before loading into the plate. Efficiency of each primer pair was determined and 
used to calculate the relative ChIP enrichment. The input of each sample was used as the 
“control” to obtain a relative enrichment over input, using the same formula than for RNA 
expression. The relative enrichment was then converted to a percentage. The percentage 
of input value is used in all the ChIP plots, in some cases divided by the signal of the H3 
ChIP if specified.  
13.7.2. ChIP-Seq and association analysis 
We followed the same procedure described for ChIP-qPCR but four IP reactions 
were pooled after DNA precipitation to achieve a greater amount of immunoprecipitated 
DNA suitable for ChIP-Seq. DNA enriched by ChIP was fluorometrically quantified with 
PicoGreen (Thermo Fisher) and 10 ng were used for library preparation. Library 
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generation and direct massive parallel sequencing on an Illumina genome analyzer were 
performed at the core facility of the EMBL (Heidelberg, Germany). The reads obtained 
were cleaned based on quality, and trimmed using the software tool Sickle 
(https://github.com/najoshi/sickle) and Cutadapt (Martin, 2011), and aligned versus the 
human genome (GRCh37/hg19) using Bowtie 2 version 2.0.6 (Langmead and Salzberg, 
2012), with the sensitive preset option (-D 15 -R 2 -L 22 -i S,1,1.15). To detect genomic 
regions enriched for multiple overlapping peaks, MACS software version 1.4.2 was used 
(Zhang et al., 2008) with a p-value cutoff of 1.0×10−5 and a false discovery rate (FDR) of 
5%. The enrichment profiles were calculated using the ngsplot ver 2.0 program (Shen et 
al., 2014). Screenshots of regions of interest were taken from the UCSC genome browser 
(Casper et al., 2018). To calculate the association between regions (peaks or DNA 
elements) we used regioneR, an R package based on permutation tests (Gel et al., 2016). 
To compare the associations between them, the calculated z-scores were normalized by 
dividing them by √𝑛, where n refers to the number of regions in the region sets tested. We 
have further analyzed the following data sets generated by the ENCODE Project 
Consortium (ENCODE Project Consortium et al., 2013): HepG 2×75 Sg 2 RNA-seq (GEO, 
GSM958732; UCSC, wgEncodeEH000127); HepG2 H3K9m3 (GEO, GSM1003519; 
UCSC, wgEncodeEH003087); HepG2 H3K27me3 (GEO, GSM733754; UCSC, 
wgEncodeEH001023); and Repeatmasker (Smit, A., Hubley, R. and Green, P.; 
RepeatMasker Open-4.0. 2013-2015; http://www.repeatmasker.org/). ChIP-seq data has 
been deposited in the Gene Expression Omnibus (GEO) under accession number 
GSE58175. 
13.8. UMI-4C 
2.5 million HepG2 cells were seeded in 6-well plates. The day after, the cells were 
fixed by addition of DMEM 10% FBS 4% PFA and incubation for 10 min at RT. The 
reaction was stopped by adding glycine to a final concentration of 0.125M and incubation 
for 5 min on ice. The cells were then collected by trypsinization, washed with PBS and 
stored at -80ºC. Later, cells were thawed, resuspended in 500 µL of lysis buffer (10 mM 
TRIS pH 8, 10 mM NaCl, 0.2% NP-40) and incubated for 30 min on ice. Nuclei were 
isolated by centrifugation for 5 min at 760 g and resuspended in 200 µL of DpnII buffer 
(NEB). 6 µL of SDS 10% were added to the tube and incubated for 60min at 37ºC. Then, 
20 µL of Triton X-100 were added and the sample was incubated for 60 min at 37ºC. At 
this point, a 5 µL sample aliquot was collected as undigested control. Afterwards, digestion 
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of the nuclei was achieved by addition of 500U DpnII (NEB) and o/n incubation at 37ºC. 
The next morning, 500U DpnII were added again and the sample was incubated for 4 
more hours are 37ºC to ensure digestion was as complete as possible. A 5 µL sample 
was taken at this point as the digested control and DpnII was inactivated for 15min at 
65ºC. Both undigested and digested controls were purified by phenol chloroform 
extraction and run in an agarose gel to check the correct digestion of the genomic material. 
Digested nuclei were pelleted by centrifugation for 5 min at 600 g and resuspended in 200 
µL T4 ligation buffer (NEB) containing 20 mg/mL BSA (NEB) and 3 µL T4 ligase (NEB, 
400 000 U/mL). The samples were incubated for 4 h at 16ºC, then 5 µL T4 ligase were 
added and an overnight incubation at 16ºC was carried out. The day after, a 5 µL aliquot 
was purified by phenol chloroform and un in an agarose gel to check the ligation of the 
previously digested fragments had occurred. The samples were then digested with 5 µL  
RNAse A (10 mg/µL) and 10 µL proteinase K (10 mg/mL) for 30min at 37ºC and 
decrosslinked o/n at 65ºC. DNA was purified with AMPure XP beads (Beckman Coulter) 
and quantified with the Qubit™ dsDNA HS Assay Kit (Thermo Fisher). A total of 5 µg of 
DNA were sonicated with a Covaris S2 instrument with the following parameters: duty 
cycle 10%, intensity 4, cycles per burst 200 and time 60 s. Sequencing libraries were 
prepared as described in (Schwartzman et al., 2016). The procedure is based in a nested 
PCR using oligonucleotides aligned to the DKK1 gene promoter which effectively 
functions as the “bait” or “point of view” for capturing contacts. The sequences of the 
primers used can be found in the primers table (13.18). Libraries were sequenced in an 
Illumina MiSeq instrument.  
Sequencing data of the UMI-4C experiment was analyzed using the umi4cpackage 
(https://bitbucket.org/tanaylab/umi4cpackage/src/default/), an R package developed  by 
the group of Amos Tanay as a pipeline specific for UMI-4C data (Schwartzman et al., 
2016). Sequencing data from two experimental replicates was combined and analyzed 
with the default parameters of the package. 
13.9. Microscopy 
13.9.1. Immunohistochemistry 
Immunohistochemical stainings of successive slides of tissue microarrays shown 
in were performed as described in Cantariño et al., 2016. The immunohistochemical 
analysis of HepG2-derived xenograft samples were performed by the Anatomical 
Pathology Service of the Hospital Germans Trias i Pujol according to standard protocols.  
Materials and Methods 
   147 
13.9.2. Immunofluorescence staining 
For immunofluorescence staining, cells were grown on polylysine-coated slides 
(Menzel) and fixed in PBS with 4% paraformaldehyde (PFA) for 10 min at RT, 
permeabilized in ice-cold 0.1 M HCl with 0.5% Triton X-100 for 10 min at RT and blocked 
with PBS with 0.1% Tween (PBT) and 5% bovine serum albumin (BSA) for 1 h at RT. 
Primary antibodies were diluted in PBT with 5% BSA and incubated for 1 h at RT. After 
successive washes with PBT, secondary antibodies conjugated to Alexa Fluor 488 or 594 
(Thermo Fisher) were diluted in PBT with 5% BSA and incubated for 30 min. After 
successive washes with PBT and PBS, slides were mounted with Vectashield® Mounting 
Medium with DAPI. 
13.9.3. Fluorescence In Situ Hybridization (FISH) and immuno-FISH 
Fluorescence in situ hybridizations (FISH) and slide preparations were performed 
essentially as described in Bolland et al., 2013, which describes a protocol to preserve as 
much as possible the three-dimensional morphology of the nucleus during the FISH 
experiment . Briefly, HepG2 cells were grown on polylysine-coated slides (Menzel) and 
fixed with PBS 4% PFA for 10 min at RT. The fixation was quenched by incubation with 
0.1 M Tris-HCl pH 7.4 for 10 min at RT. After washing with PBS, the slides were incubated 
for 20 min in PBS 20% glycerol at RT. The slides were then subject to three cycles of 
freeze-thaw in liquid nitrogen, washed with PBS and incubated with 0.1 M HCl for 30 min 
at RT. For immuno-FISH, the immunofluorescence protocol was performed at this stage 
as described in 13.9.2, starting with the blocking and finishing with the washes after 
secondary antibody incubation. Then, cells were washed with PBS and permeabilized in 
PBS 0.5 % saponin 0.5% Triton X-100 for 30 min at RT. Afterwards, slides were washed 
twice with PBS and incubated with 2x SSC 50% formamide for 10 min at RT (SSC 1x 
contains 150mM NaCl and 15 mM sodium citrate). At this point 20 ng of FISH probe in 20 
µL of hybridization solution (Sigma-Aldrich) was used for hybridization. The slides were 
heated to 78ºC for 2 min and incubated o/n at 37ºC in a humidified chamber. The day 
after, the slides were washed sequentially as follows: 15 min at 45ºC in 2xSSC 50% 
formamide, 15 min at 63ºC in 0.2xSSC, 5 min at 45ºC in 2xSSC, 5 min at RT in 2xSSC 
and 5 min at RT with PBS. Finally, slides were mounted with Vectashield® Mounting 
Medium with DAPI. 
FISH probes were PCR-labeled using dUTP-biotin (Roche) and detected with 
streptavidin conjugated to Alexa Fluor 488 (Thermo Fisher) or Tyramide Signal 
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Amplification (Thermo Fisher). The primers used to generate the FISH probes are listed 
in the primers table (13.18). 
13.9.4. Proximity ligation assay (PLA) 
 Cells were grown on 12 mm coverslips. Prior to fixation in PBS with 4% PFA for 
10 min at RT, cytoplasm was removed with CSK buffer (100 mM NaCl, 300 mM sucrose, 
3 mM MgCl2, 10 mM PIPES, 1:200 leupeptin and 1:100 PMSF) for 5 min on ice. Nuclei 
were permeabilized in 0.1 M HCl with 0.5% Triton X-100 for 10 min at RT and blocked 
with PBT with 5% BSA for 30 h at RT. Primary antibodies were diluted in PBT with 5% 
BSA and incubated overnight at 4°C. Then, detection of protein interactions was 
performed using the Duolink® PLA system (Sigma-Aldrich) according to the 
manufacturer’s instructions. 
13.9.5. Fluorescence recovery after photobleaching (FRAP) 
FRAP experiments were performed with an inverted Leica SP8X WLL microscope 
equipped with a WLL2 laser (470 - 670 nm) and acusto-optical beam splitter. Live cells 
were recorded at 37°C in supplemented Leibovit's L15 medium. Images were acquired 
with a 40x1.3 objective at 600Hz. Cells were bleached for 10 frames using four different 
wavelengths (585 nm, 577 nm, 569 nm and 561 nm). 
13.9.6. Transmission electron microscopy 
Cells were washed in PBS (pH 7.2) and fixed in 1.6% glutaraldehyde diluted in 0.1 
M PBS (pH 7.2) at room temperature; after 1 h, they were washed in the same buffer. The 
samples were acetylated according to (Thiry et al., 1985) before being embedded in Epon. 
Ultrathin sections mounted on copper grids were stained with uranyl acetate and lead 
citrate before examination with a Jeol JEM 1400 transmission electron microscope (TEM) 
at 80 kV. 
13.9.7. Imaging of immunofluorescence staining and FISH 
Confocal optical z-stacks of images were obtained by using a Zeiss LSM 710 
confocal laser-scanning microscope equipped with a 63×1.4 NA Plan- Apochromat oil 
immersion objective. Fluorochromes were excited with the following laser lines: 405 nm 
(for DAPI detection), 488 nm (for Alexa Fluor 488 detection) and 594 nm (for Alexa Fluor 
594 detection). Laser intensity and gain parameters were set to ensure proper exposure 
without saturated pixels. Ribosomal DNA FISH images were obtained using a Zeiss 
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AxioObserver Z1 fluorescence microscope equipped with a 63×1.4 NA Plan-Apochromat 
oil immersion objective. All acquisition parameters were kept equal during imaging of each 
experiment. 
13.9.8. Imaging of DNA damage induced by laser micro-irradiation 
U2OS cells were plated on Lab-Tek chambered coverglass (Nunc). For the 
induction and imaging of DNA damage, cells were pre-sensitized by addition of 0.3 μg/mL 
Hoechst 33285 into the culture media for 1 h. When indicated cells were treated with 1 
μM Olaparib (Selleckchem) for 1 h. Immediately before imaging, the growth medium was 
replaced by Leibovit’s L-15 medium, supplemented with 10% fetal bovine serum, 2mM 
glutamine, 50U/ml penicillin and 50mg/ml streptomycin. Laser microirradiation 
experiments were performed on a Zeiss AxioObserver Z1 confocal spinning-disk 
microscope equipped with an AxioCam HRm CCD camera (Zeiss) or a sCMOS ORCA 
Flash 4.0 camera (Hamamatsu) through a Zeiss Plan/Apo 63Å~/1.4 water-immersion 
objective lens. Laser micro-irradiation and PA-GFP activation were performed 
simultaneously using 405nm laser set to 100μW for 350 milliseconds, subsequently the 
images were taken every 4 sec. using 488nm laser, for 3 minutes.  
13.9.9. Image analysis 
Changes in chromatin expansion were analyzed automatically using a custom-
made routine written in MatLab (MathWorks) as previously described in Sellou et al., 2016. 
In particular, we have measured the width of the microirradiated chromatin as the minor 
axis of an ellipsoid fitted to the area of the fluorescent signal of PAGFP-H2B. The 
measurements at 120s are normalized by the 1s timepoint to achieve the final "chromatin 
expansion" measure.  
HepG2 immunofluorescence and FISH images were loaded and analyzed in Fiji, a 
distribution of ImageJ (Schindelin et al., 2012), using custom macro scripts. Image stacks 
were converted to maximum intensity z-projections and the DAPI signal was automatically 
thresholded with built-in methods and used to define and measure individual nuclei with 
particle analyzer. Similarly, FISH signals were automatically thresholded with built-in 
methods. For the analysis of the number of H3K9me3 foci (Figure 36), the H3K9me3 
channel signal was cropped for each individual nucleus and analyzed by subtracting the 
background with a rolling-ball algorithm, applying a median filter and automatically 
thresholding the signal. Artifacts were removed after applying thresholding with noise 
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removal and binary processing functions of the software. FISH signals and H3K9me3 foci 
were automatically identified and counted or measured with the particle analyzer function 
of Fiji. Nucleoli were manually segmented from maximum intensity-projections of NPM1 
immunostaining images. 
For the PLA experiment, 3D stack-images were acquired by confocal microscopy. 
Then, cell nuclei were segmented from the DAPI channel z-stacks by using an automatic 
threshold (default built-in method) and a watershed algorithm. PLA signal blobs were 
identified from the green channel image stacks and assigned to the corresponding 
segmented nuclei with the FindFoci plugin (Herbert et al., 2014) with optimized 
parameters.  
All images of the different experimental conditions were analyzed under the same 
parameters. Single cell measurements were grouped and plotted as box plots using either 
a web-tool developed by Tyers and Rappsilber laboratories (http://boxplot.tyerslab.com) or 
R base graphics and ggplot2 (Wickham, 2016). 
13.10. Formaldehyde-assisted isolation of regulatory elements 
Formaldehyde-assisted isolation of regulatory elements (FAIRE) assay was 
performed essentially as described in Simon et al., 2012. Briefly, sheared chromatin was 
prepared in the same way than for ChIP (13.7.1), 10% of the sample was kept as input 
and the rest was subject to two rounds of phenol/chloroform extraction, crosslink reversal 
and ethanol precipitation. Regions of interest were analyzed by qRT-PCR, the primers 
used are indicated in the primers table (13.18). 
13.11. Protein expression and purification 
For crystallographic analysis, the macrodomain of human macroH2A2 (aa 177-
372) were cloned into a modified pET24 (Novagen), providing a tobacco etch virus (TEV) 
cleavable N-terminal 6xHis tag. The protein was expressed in E. coli BL21 (DE3) cells at 
37 ºC for 3h after induction with 1 mM isopropyl-β-D-thiogalactopyranoside (IPTG). Cells 
were harvested by centrifugation, resuspended in lysis buffer (50 mM NaH2PO4, 500 mM 
NaCl, 1 mM MgCl2, 5mM β-mercaptoethanol, 10 % (w/v) glycerol), lysed with Emulsiflex-
C5 (Avestin, Canada), and purified by Ni2+ sepharose (GE Lifesciences) affinity 
chromatography using the batch method. Beads were then washed in lysis buffer 
containing 1 M NaCl and 40 mM imidazole, followed by step-elution with lysis buffer 
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supplemented with 500 mM imidazole. Elution fractions were dialyzed against buffer 
containing 50 mM Tris pH 8.0, 300 mM NaCl, and in the presence of 6xHis-tagged TEV 
protease (1:100 molar ratio). The 6xHis tag, TEV protease and remaining impurities were 
removed by re-adsorption of the dialyzed protein to Ni2+ sepharose resin, followed by size 
exclusion chromatography on a Superdex 75 HR26/60 column (GE Lifesciences), 
equilibrated in 50 mM Tris pH 8.0, 300 mM NaCl. Monomeric peak fractions were dialyzed 
against 20 mM Bis-Tris pH 7.0, 100 mM NaCl, concentrated to 10 mg/mL (macroH2A2) 
and immediately used for crystallization. 
For the zebrafish macrodomain construct, we carried out sequence alignments 
between fish and human macroH2A histones and chose domain boundaries identical to 
those of human macroH2A constructs. PCR fragments were cloned into a GST-fusion 
plasmid and the proteins expressed in E. coli at 18 ºC, and purified using glutathione-
coupled sepharose beads and lysis/wash buffer containing 0.5 M NaCl (50 mM Tris, pH 
7.9, 0.1 mM MgCl2, 1 mM EDTA and 1 mM DTT). Purified macrodomains were cleaved 
from GST using TEV protease. 
For the production of human macroH2A1.1, macroH2A G224E and macroH2A2 
macrodomains, proteins were produced in E. coli BL21 (DE3). Protein production was 
induced with 500 µM IPTG and bacterial culture grown overnight at 20ºC. The next day, 
the bacteria were pelleted by centrifugation at 20 000 g for 30 min at 4ºC. The bacterial 
pellet was lysed with lysis/wash buffer (50mM Tris-HCl, 300mM NaCl, 10mM imidazole, 
pH 8, protease inhibitors and lysozyme) and sonicated with an Omniruptor 4000 equipped 
with a 3/4” tip (Omni International, 30’’ON/ 30’’OFF, 10 cycles). Once sonicated, the lysate 
was incubated with Ni-NTA beads (Qiagen) for 2 hs. After being washed with lysis buffer 
with 10 mM imidazole, proteins were eluted with elution buffer (50 mM Tris-HCl, 300 mM 
NaCl, and 200 mM imidazole). Proteins were dialyzed o/n against dialysis buffer (PBS 
10% glycerol). The day after, protein concentration was checked by Nanodrop (Thermo 
Scientific) and stored at -80ºC. 
13.12. Protein crystallization and structure determination 
MacroH2A2 macrodomains crystallized in sitting drop setups using 12.5% 
polyethylene glycol 1,000, 0.2 M Na(CH3COO), 0.1 M MES (pH 6.5) as crystallization 
buffer. Ethyleneglycol was added to a final concentration of 15 % (v/v) and crystals of up 
to 200x40x40 μm were flash-frozen in liquid nitrogen. A dataset of 1.65 Å resolution has 
been recorded at beam-line PX01, Swiss Light Source, Villigen, Switzerland. The 
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structure of the macroH2A1.1 macrodomain has been previously determined (Kustatscher 
et al., 2005) and is deposited in PDB with the assigned ID 1ZR3. Briefly, crystals of an 
engineered form of macroH2A1.1 omitting the last ten C-terminal residues developed in 
20% (w/v) polyethylene glycol, 0.2 M KCl in sitting drops using micro-seeding protocols. 
Platre-like crystals of up to 500 x 300 x 30 µm were transferred in reservoir solution 
supplemented with 20% v/v) glycerol and directly frozen in the cryo-stream at ESRF beam 
line ID29. Data processing and scaling were carried out with XDS (Kabsch, 1993). 
The molecular replacement method as implemented in PHASER (Mccoy, 2007) 
was used to solve the structure of macroH2A in all crystal forms using the previously 
determined human macrodomain as search model (Kustatscher et al., 2005), PDB-ID 
1ZR3). The structures were completed in alternating cycles of manual model correction in 
COOT and restrained TLS-refinement in autoBUSTER (Global Phasing Limited). The 
relatively high free R-factor observed with monoclinic macroH2A2 macrodomain crystals 
is likely due to one of two macrodomains in the asymmetric unit being partly disordered. 
Inspection of the refined model with MolProbity revealed excellent stereochemistry. 
Structural visualization was done with POVSCRIPT and POVRAY (http://www.povray.org). 
The protein structure data for the macroH2A2 macrodomains has been deposited to the 
protein data bank database [https://www.rcsb.org] and assigned the identifier 6FY5. 
13.13. Isothermal titration calorimetry (ITC) 
Binding of nucleotides to all macrodomain constructs was assessed using 
isothermal titration calorimetry (ITC) as previously described in Kustatscher et al., 2005. 
Assays were conducted using a VP-ITC instrument (MicroCal) at 25 °C. Proteins were 
dialyzed into ITC buffer (50 mM KH2PO4, pH 6.5, 1 mM DTT). ADP-ribose was purchased 
from Sigma. MacroH2A macrodomains were at 45-60 µM concentration, whereas ADP-
ribose was at 405-800 µM. Experimental data-fitting was performed using the Origin 
software (Originlab, USA).  
13.14. PARP1 in vitro activity assay 
The PARP1 auto-PARylation assay was performed in a buffer containing 50mM 
Tris-HCl (pH 8), 50 mM NaCl and 1 mM MgCl. All reactions contained 0.2 units/μL PARP-
1 HSA enzyme (Trevigen), 0.3x activated DNA (from 10x activated DNA, Trevigen) and 
200μM NAD+, but specific amounts of purified macro domains. Reactions were incubated 
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for 20min and stopped by addition of Laemmli’s sample buffer and boiling at 95°C for 10 
min. Samples were then separated on SDS-PAGE and analyzed by immunoblotting. 
13.15. Xenograft 
The animal experimentation procedure used for the xenograft experiment has been 
approved by the Animal Experimentation Comission of the Catalan Goverment (Comissó 
d’Experimentació Animal de la Generalitat de Catalunya) with project reference 9500. 
Four weeks old NOD/SCID immunosuppressed mice were purchased from Charles Rivers 
Laboratories (strain code 394). The animals were kept in specific-pathogen-free 
(SPF) conditions for the duration of the experiment. The animals were kept in the stall for 
two weeks before the experimental procedure. RDM and DKD HepG2 cells were 
resuspended in a Matrigel (Corning) and PBS mix 1:1. The animals were anesthesiated 
with isofluorane and two subcutaneous injections were performed in each lower flank of 
the animal consisting of 100 µL Matrigel:PBS 1:1 containing 5 million cells. A total of 5 
mice (three males, two females) per condition was used, effectively resulting in 10 
injections for each cell line. The tumor size was monitored every 2-3 days and measured 
with a digital caliper. Two measurements were performed for each tumor approximating 
the longer (a) and shorter (b) axis of an ellipse fitted to the tumor and the tumor volume 
was estimated by calculating (𝑎 × 𝑏)@ 2⁄ . The weight and overall condition of the mice 
were regularly monitored. 21 days after the injection, tumors were resected with the mice 
under anesthesia and all animals were sacrificed. Tumors were cleaned with PBS and cut 
in half. One half was fixed in formalin and embedded in paraffin for histological analysis, 
while the other half was immediately frozen in liquid nitrogen and later subject to RNA 
extraction and expression analysis. 
13.16. Statistics and plots 
In all box plots, the vertical lines (whiskers) represent the maximum and minimum 
values, the box signifies the upper (75th) and lower quartiles (25th), the median is 
represented by a horizontal line within the box and the mean is represented by a rhombus 
or cross within the box. The statistical test and comparison used to calculate p-values is 
reported in each figure legend.  
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13.17. Antibodies table 
Antibody Source Cat. number /Ref. Application 
macroH2A1 home-made Buschbeck, 2009 Western Blot, ChIP, PLA 
macroH2A2 home-made Buschbeck, 2009 Western Blot, ChIP, PLA 
macroH2A1.1 home-made Sporn, 2009 Western Blot 
macroH2A1.2 Cell Signalling 4827S Western Blot 
macroH2A1.2 home-made Sporn, 2009 Western Blot (Figure 32) 
H2A Abcam ab15653 Western Blot 
H3 Abcam ab1791 ChIP 
H3K4me3 Millipore 07-473 ChIP 
H3K27Ac Abcam ab4729 ChIP 
H3K9me3 Abcam ab8898 IF, ChIP 
H3K9me3 Sigma SAB4800018 PLA 
IgG Abcam ab46540 ChIP 
DKK1 
Santa Cruz 
Biotechnology sc-374574 Western Blot 
FLAG Sigma F1804-1MG Western Blot, IF 
NPM1 Abcam ab10530 IF 
mCherry Abcm ab167453 Western Blot 
GFP 
Santa Cruz 
Biotechnology sc-9996 Western Blot, IF 
poly(ADP-
ribose) Trevigen 4336-APC-050 Western Blot 
Lamin B1 
Santa Cruz 
Biotechnology sc-20682 Western Blot, PLA, IF , ChIP 
AFP R&D systems MAB1368 IHC 
β-cat BD Biosciences 610154 IHC 
Ki67 Dako M7240 IHC (Figure 38) 
Ki67 Dako GA626 IHC (Figure 27) 
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13.18. Primers table 
Application Name Sequence References Species 
qRT-PCR DKK1 Fwd CCTTGAACTCGGTTCTCAATTCC  Hs 
qRT-PCR DKK1 Rev CAATGGTCTGGTACTTATTCCCG  Hs 
qRT-PCR H2AFY Fwd CCTGGCTGATGATAAGAAGCTG  Hs 
qRT-PCR H2AFY Fwd GACACGAAGTAACTGGAGATGG  Hs 
qRT-PCR H2AFY2 Fwd CATGGCGGCAGTCATTGAG  Hs 
qRT-PCR H2AFY2 Rev ATTGCCGGCCAATTCTAGAA  Hs 
ChIP / FAIRE CNTNAP2 Fwd GGATGGGAGAAACAGTGGGA (Simon, 2012) Hs 
ChIP / FAIRE CNTNAP2 Rev TAGGCAAGAAGGTGTGGGAG  Hs 
qRT-PCR / FISH 
/ ChIP rDNA 45S Fwd CGACGACCCATTCGAACGTCT (Cong, 2013) Hs 
qRT-PCR / FISH 
/ ChIP rDNA 45S Rev CTCTCCGGAATCGAACCCTGA  Hs 
ChIP rDNA 45S Fwd GCGCAGCGTTTGCTCTCT  Mm 
ChIP rDNA 45S Rev CACACAAGCCGAGCCACAT  Mm 
qRT-PCR / ChIP 
/ FAIRE rDNA 5s Fwd TCTACGGCCATACCACCCTGA (Shen, 2013) Hs 
qRT-PCR / ChIP 
/ FAIRE rDNA 5s Rev GCCTACAGCACCCGGTATTCC  Hs 
qRT-PCR / ChIP 
/ FAIRE DXZ4 Fwd GCCTACGTCACGCAGGAAG  Hs 
qRT-PCR / ChIP 
/ FAIRE DXZ4 Fwd TATGTTTGGGCAGGAAGATCG  Hs 
qRT-PCR / ChIP 
/ FAIRE αSAT_chr4 Fwd TCATTCCCACAAACTGCGTTG (Zeng, 2009) Hs 
qRT-PCR / ChIP 
/ FAIRE αSAT_chr4 Rev TCCAACGAAGGCCACAAGA  Hs 
qRT-PCR / ChIP 
/ FISH / FAIRE SAT2_chr1 Fwd CATCGAATGGAAATGAAAGGAGTC (Zeng, 2009) Hs 
qRT-PCR / ChIP 
/ FISH / FAIRE SAT2_chr1 Rev ACCATTGGATGATTGCAGTCAA  Hs 
qRT-PCR GAPDH Fwd GAGTCAACGGATTTGGTCGT  Hs 
qRT-PCR GAPDH Rev TTGATTTTGGAGGGATCTCG  Hs 
qRT-PCR RPLP0 Fwd TTCATTGTGGGAGCAGAC  Hs/ Mm 
qRT-PCR RPLP0 Rev CAGCAGTTTCTCCAGAGC  Hs / Mm 
ChIP / FAIRE MBOAT7 Fwd CTTCGGAGGTAGTCGAGTCC (Simon , 2012) Hs 
ChIP / FAIRE MBOAT7 Rev CCTAGCGTCACTTGTACCCA  Hs 
ChIP Major Sat. Fwd  TGGAATATGGCGAGAAAACTG 
(Millanes-
Romero, 2013) Mm 
ChIP Major Sat. Rev AGGTCCTTCAGTGGGCATTT  Mm 
ChIP Minor Sat. Fwd GAAAATGATAAAAACCACAC 
(Millanes-
Romero, 2013) Mm 
ChIP Minor Sat. Rev ACTCATTGATATACACTGTT  Mm 
ChIP Line-L1 Fwd TTTGGGACACAATGAAAGCA 
(Martens, 
2005) Mm 
ChIP Line-L1 Rev CTGCCGTCTACTCCTCTTGG  Mm 
ChIP E2F1 Fwd GCGTTAAAGCCAATAGGAACC  Hs 
ChIP E2F1 Rev AAAGTCCCGGCCACTTTTAC  Hs 
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ChIP WNT8 Fwd TGTGTGCATGTGCAATGTATG  Mm 
ChIP WNT8 Rev CACCACTCATACCCACAGAC  Mm 
ChIP DKK1 P1 Fwd AAAGCCGAGCAAACGGACTA  Hs 
ChIP DKK1 P1 Rev GGACCCCCGGTCTTAATCAG  Hs 
ChIP DKK1 P2 Fwd TCTTTGTCGCGATGGTAGCG  Hs 
ChIP DKK1 P2 Rev GTGGGGGCAGGTTCTTGATA  Hs 
ChIP DKK1 N Fwd TGTGTGTACGTATGTGGTCCT  Hs 
ChIP DKK1 N Rev CCACTGGATGTGGCAGACTA  Hs 
ChIP DKK1 E1 Fwd GGCTGGCCCTAAAAAGGACT  Hs 
ChIP DKK1 E1 Rev GGACCAAACGTGAGGGAAGA  Hs 
ChIP DKK1 E2 Fwd GGTTTAAGAATCAAAGATGGGGTCA  Hs 
ChIP DKK1 E2 Rev CGACAACGTTCTAAAACAATCCCA  Hs 
ChIP DKK1 E3 Fwd TGCCATGAGTGGCTTACAAGT  Hs 
ChIP DKK1 E3 Rev ACTGCTTTGGTGGACACAGAT  Hs 
UMI-4C DKK1_PRM_UP CATTTTTCTCGCAGTGGCGG  Hs 
UMI-4C DKK_PRM_DN GAGGAGGGCAACTGAAGGA  Hs 
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