We show that the approximate period problem for DNA alphabet is NP-complete.
|a 1 | = |a 2 | = · · · |a k | = n, n¿|x i | for 16i6k, on augmented alphabet = ∪ { } such that each string a i is a copy of x i into which n − |x i | copies of special symbol have been inserted. Symbol is called an indel and represents the insertion or deletion of a particular symbol in one string relative to another [4] .
A penalty matrix speciÿes the substitution cost for each pair of characters and the insertion=deletion cost for each character. The weighted edit distance between x and y is the minimum cost to convert x to y using a penalty matrix.
How we consider an example of multiple alignment and costs. We consider the notion of approximate periods. This notion is ÿrst discussed in [5] . Let be an edit distance function speciÿed by a penalty matrix. Given a strings x, a distance function , and an integer t, we deÿne the t-approximate period u of x as follows. Let denotes the empty string. If there exists a partition of x into disjoint blocks of substrings, i.e., x = p 1 · · · p r , p i = , such that (u; p i )6t for 16i¡r, and (u ; p r ) 6 t where u is some preÿx of u, then u is a t-approximate period of x (see [5] ).
Consider the following problem:
The approximate period problem (AP) Instance: A ÿnite alphabet , a string x from * , a penalty matrix M , and a positive integer t.
Question: Is there a string u ∈ * such that u is a t-approximate period of x? It is shown in [5] that if | |¿9 then the AP problem is NP-complete. Since the alphabet for biological sequences is often of ÿxed constant size, e.g. DNA sequences and RNA primary sequences have alphabet of size 4, it is of interest to consider AP problem for DNA = {A; G; C; T; } where is an indel, and {A; G; C; T } is the natural DNA alphabet.
Theorem. The AP problem for DNA is NP-complete.
Proof. It is easy to see that the AP problem is in NP.
Let |x| = |y|. The Hamming distance between x and y is the smallest number of letter substitutions that convert x to y. Let y 1 and y 2 be ÿnite strings. Let d(y 1 ; y 2 ) denote the Hamming distance between y 1 and y 2 . We consider the following problem: The decision version of the closest string problem (CS) Instance: A ÿnite alphabet , a set S = {s 1 ; s 2 ; : : : ; s n } of strings, S ⊆ m , and a positive integer d.
Question: Is there a string s of length m such that for every string
The CS problem is NP-complete even restricting to a binary alphabet [1, 2] . We will assume that = {A; G}. Now we transform an instance of the CS problem into an instance of the AP problem as follows.
• deÿne the penalty matrix M as in Fig. 1 .
It is easy to see that this transformation can be done in polynomial time. Note that the resulting distance is not a metric because (C; C) = 0.
Let us show that if there is a string u such that u is a t-approximate period of x, then u = Tu T where u is a string in alphabet {A; G}.
Let us consider a partition of x into disjoint blocks of substrings: x = p 1 · · · p r . By deÿnition (T; V ) = (V; T ) = t + 1 where V ∈ {A; G; C; }. If u is a t-approximate period of x, then (u; p i )6t for 16i¡r, and (u ; p r )6t where u is some preÿx of u. Thus, to each T in u there must be a T in p j and to each T in p j there must be a T in u, 16j6r.
First, suppose that u has no T . Clearly, there exists a partition block of x which has at least one T , and the distance between u and the partition block is greater then t. Therefore, u must have at least one T . Suppose that u has no more than one T . In this case, u = u Tu where u ; u ∈ {A; G; C; } * . Consider the alignment of p 1 ; : : : ; p r induced by u. Let p i be the supersequence of p i induced by the alignment where 16i6r. It is easy to see that p 1 = p 1 Tp 1 where p 1 ∈ { } * ; p 1 ∈ {C; } * . It is clear that either (u; p 1 )¿t or (u ; p 1 ) + (u ; p 1 ) 6 t:
(1)
Since u is a t-approximate period of x, (u; p 1 )6t. Thus, in view of (1),
and (u ; p 1 ) 6 t:
By (2) it is easy to see that
Since 
Since u is a t-approximate period of x, (u; p 2 )6t. Therefore, by (5)
and (u ; p 2 ) 6 t:
In view of (3) and (6), p 2 ∈ { } * . Similarly, by (7)
Since C m is a subsequence of p 1 p 2 , p 1 ∈ { } * , and p 2 ∈ { } * , u must have at least two T . Now suppose that for some integer k
where u (i) ∈ {A; C; G; } * for all i. It is easy to see that in this case
where p
1 ∈ {A; G; C; } * for all i. Since u is a t-approximate period of x, (u; p 1 )6t. Therefore,
By (8) (u ; p 1 ) 6 t;
Suppose that k = 2p + 1 where p¿1. In this case
where p 2 ∈ { } * . Clearly, p 1 ∈ {C; } * , and C m is a subsequence of p 1 . In view of (9), it is easy to check that u = ∈ { } * . Since (u; p 2 )6t,
In view of (10), (u ; p 2 )6t. Since p 2 ∈ { } * , u ∈ { } * . Therefore, k = 2p + 1. Suppose that k = 2p where p ¿ 1. It is not hard to check that in this case
where
Clearly, C m is a subsequence of (W ) . Therefore, due to the choice of the costs in M ,
has no C, and either p 1 = (W ) T (s 1 ) Tp ( ) or p 1 = (W ) . Suppose that p 1 = (W ) T (s 1 ) Tp ( ). In this case p 2 = (W 2 ) . Since C 2m is a subsequence of (W 2 ) , (u; (W 2 ) )¿t. Therefore, p 1 = (W ) and k = 2. It is not hard to check that in this case u = Tu T where u is a string in alphabet {A; G}.
Since u = Tu T , for every string s i ∈ S, (u ; s i )6t. In view of (A; G) = (G; A) = m, d(u ; s i )6d. Therefore, s = u is a solution for the original CS problem, which is a contradiction unless P = NP. Hence we have proved that AP is NP-complete.
