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Motivated by recent experiments on the vanadium oxyfluoride material DQVOF, we examine possible spin
liquid phases on a breathing kagome lattice of S=1/2 spins. By performing a projective symmetry group analysis,
we determine the possible phases for both fermionic and bosonic Z2 spin liquids on this lattice, and establish
the correspondence between the two. The nature of the ground state of the Heisenberg model on the isotropic
kagome lattice is a hotly debated topic, with both Z2 and U(1) spin liquids argued to be plausible ground states.
Using variational Monte Carlo techniques, we show that a gapped Z2 spin liquid emerges as the clear ground
state in the presence of this breathing anisotropy. Our results suggest that the breathing anisotropy helps to
stabilize this spin liquid ground state, which may aid us in understanding the results of experiments and help to
direct future numerical studies on these systems.
I. INTRODUCTION
Quantum spin liquids, systems in which quantum fluctua-
tions prevent the magnetic ordering of the spin degrees of free-
dom down to zero temperature, have been the source of much
recent theoretical and experimental interest.1–4 These systems
are characterised by their long ranged entangled states, pre-
serve symmetries down to zero Kelvin, and have been shown
to exhibit fascinating properties such as a topological ground
state degeneracy and fractionalised spin excitations.5 Exper-
imentally, spin liquid physics has been studied in organic
triangular lattice materials, and systems such as pyrochlore
quantum spin ice and hyperkagome materials have been sug-
gested as possible realisations of this physics.6–16 Theoreti-
cally, exactly solvable models such as the Kitaev model of-
fer us a route to explore this physics in a controlled fashion,
and much recent effort has been made to realise this physics
in strongly spin-orbit coupled systems.17–22 The kagome an-
tiferromagnet is of interest both experimentally and theoreti-
cally, with numerical studies23–29 suggesting a spin liquid30–34
as the ground state of the Heisenberg model, and the material
Herbertsmithite believed to realise spin liquid physics at low
temperatures.35–45
Recent experiments on a vanadium based material
[NH4]2[C7H14N][V7O6F18] (diammonium quinuclidinium
vanadium oxyfluoride; DQVOF) have suggested the possibil-
ity that this system exhibits spin liquid behaviour.46,47 This
material contains two-dimensional structures, consisting of
three planes of vanadium ions (along with non-magnetic oxy-
gen and fluorine ions) which are separated from other three-
plane structures by non-magnetic atoms. These three planes
consist of two kagome lattice planes of spin-1/2 V4+ ions sep-
arated by one layer of spin-1 V3+ ions arranged in a triangular
lattice. The kagome lattices appear to have very little disor-
der and to be formed of equilateral triangles, which, along
with the small spin-orbit coupling present for 3d atoms, sug-
gests that the highly frustrated Heisenberg model may be a
good approximation of the spin physics in these layers. How-
ever, the up and down triangles differ in size, requiring an
anisotropic Heisenberg model to describe the physics of this
breathing kagome lattice. These kagome layers appear to be
well isolated from one another and to couple only weakly to
the intermediate triangular lattice layers, offering a possible
realisation of a nearly isolated kagome lattice antiferromagnet
without disorder.
Motivated by this discovery, we study the anisotropic
Heisenberg model on the kagome lattice. Classically, this
model is equally frustrated to the fully isotropic Heisenberg
model, with the ground state manifold being those states for
which the sum of the classical spin vectors on each trian-
gle is zero. However, the full quantum model may show
substantial differences. The isotropic model has been stud-
ied using a number of methods, including variational Monte
Carlo (VMC)27–29 and density matrix renormalization group
(DMRG)23–26 numerical studies. The earlier VMC calcula-
tions indicated that a gapless U(1) spin liquid with a Dirac
spinon excitation was the ground state.27,28 However, a more
recent VMC calculation challenges this claim, finding instead
that a gapped Z2 spin liquid has the lower energy.29 DMRG
studies find a gapped spin liquid ground state for the near-
est neighbour Heisenberg model.24,25 When a next nearest
neighbour Heisenberg interaction is added, the entanglement
entropy can be calculated, which suggests a Z2 spin liquid
ground state.26 However, the nearest neighbour limit is more
subtle, with the numerical computations having difficulty un-
ambiguously determining the nature of the ground state. This
may be due to the presence of many energetically compet-
ing spin liquid states, or to the proximity to a quantum critical
point. Hence, a perturbative deformation of the isotropic near-
est neighbour model may serve to stabilize a unique spin liq-
uid ground state. The breathing kagome lattice offers such an
opportunity, which may lead to a better comparison between
theoretical predictions and experimental results.
In this work, we investigate the quantum spin liquid ground
state of the breathing kagome lattice. In particular, we show
that the VMC in the fermion basis clearly favors a gapped
Z2 spin liquid. We narrow our search to consider only those
phases which respect all of the symmetries of the Hamil-
tonian, as has been shown to be reliable for the isotropic
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2kagome lattice Heisenberg model.29 In order to systematically
study these phases, we first classify the possible spin liquid
phases, using the projective symmetry group (PSG) analysis
of symmetric spin liquids.48 We make a clear connection be-
tween the results of our analysis and the isotropic kagome lat-
tice results.31,34 We also derive the connection between the
bosonic and fermionic spin liquids, by considering the PSG
of the vison excitations.49,50
The remainder of the paper is organized as follows. In sec-
tion II, we describe the details of the model, along with the
symmetries present on this lattice. Next, we examine the pos-
sible symmetric spin liquid phases in this model using the
PSG formalism. In section III, we consider the fermionic
mean field states, and in section IV we consider the bosonic
states. We also examine the relation between the two types
of spin liquids in section V. In addition to this, we com-
ment on the relation between the isotropic kagome lattice
and anisotropic kagome lattice solutions found, and show
that each of the anisotropic kagome lattice solutions connects
to certain isotropic lattice solutions.31,34 Each isotropic lat-
tice solution can also be considered as a special case of the
anisotropic lattice solutions, as one would expect, fully de-
scribing the connection between the two PSGs. Following
this, in section VI we explore the energetics of the anisotropic
kagome lattice model using the VMC technique. After de-
scribing the details of the calculation, we show our main re-
sult, that the gapped Z2 spin liquid is the minimum energy
variational solution. We conclude in section VII with a dis-
cussion of these results and of the possible relevance to the
future numerical studies.
II. MODEL AND SYMMETRIES
We consider the spin-1/2 Heisenberg model on the
anisotropic Kagome lattice. The Hamiltonian for this model
takes the form
H = J4
∑
〈ij〉∈4
Si · Sj + J∇
∑
〈ij〉∈∇
Si · Sj (1)
where J4 and J∇ are the strengths of the interactions on links
in up and down triangles respectively, 〈ij〉 denotes sums over
nearest neighbour sites and Si is the spin-1/2 operator at site
i. We restrict our study to the case in which J4, J∇ > 0.
Without loss of generality, we will take J4 > J∇ and set
J4 = 1.
This model respects a subset of the symmetries of the
isotropic Kagome lattice. Both translational symmetries
(T1, T2) and the time reversal symmetry (T ) are present. The
C6 symmetry of the isotropic Kagome lattice is broken down
to a C3 subset. There are three inequivalent locations about
which C3 can rotate the system; we choose the center of rota-
tion to be about the center of the hexagon, for consistency
with the isotropic lattice. In addition, the reflection which
ran parallel to the primitive lattice vector is not present in the
anisotropic lattice, while the reflection (σ) which runs perpen-
dicular to the lattice vectors remains. This lattice therefore has
the space group symmetry p3m1.
FIG. 1. The anisotropic (breathing) kagome lattice. Outlined is a sin-
gle unit cell, consisting of three lattice sites. Also shown are the four
symmetry operations required to generate the space group. The size
difference between the inequivalent triangles has been exaggerated
compared to experiment, for clarity of presentation.46
III. FERMIONIC SPIN LIQUID STATES
Next, we will consider the fermionic slave-particle descrip-
tion of the spin degrees of freedom.51,52 In this theory, the
spin operators are represented by a fermionic bilinear with the
same commutation relations as the original spins. We choose
Sµi =
1
2
f†iα[σ
µ]αβfiβ , (2)
where σ represents the Pauli matrices, fiα(f
†
iα) annihilates
(creates) a fermion of type α on site i and α, β ∈ ↑, ↓. This
representation of the spins in terms of fermions, known as
spinons, along with the single fermion per site constraint
f†i↑fi↑ + f
†
i↓fi↓ = 1, (3)
gives a faithful representation of the Hilbert space. At this
point, the analysis is exact (i.e. no approximations have been
made) and the spin Hamiltonian appears as a quartic spinon
Hamiltonian. Using a mean-field decoupling we can decom-
pose this Hamiltonian in terms of auxiliary fields, leading to a
quadratic Hamiltonian in terms of the fermionic spinons.
To describe symmetric spin liquids which preserve the
SU(2) spin symmetry of the underlying spin Hamiltonian, we
choose a decomposition in which only the singlet spinon hop-
ping and pairing channels appear in the mean field Hamilto-
nian. These take the form
χij = 〈f†iαfjα〉, ∆ij = 〈fiα[iτ2]αβfjβ〉, (4)
where τ represents Pauli matrices. This decomposition leads
to a mean field Hamiltonian of the form
H0 =
∑
ij
Jij ~fi
†Uij ~fj +
∑
i
3∑
l=1
Λl ~fi
†τ l ~fi
Uij =
[
χ†ij ∆ij
∆†ij −χij
]
, ~fi =
[
fi↑
f†i↓
]
. (5)
3The terms Λl are Lagrange multipliers which enforce the sin-
gle fermion per site constraint on average. In order to enforce
this physical requirement on each site individually, a projec-
tion is required, which is done in section VI.
This mean-field Hamiltonian has an SU(2) gauge freedom
originating from the slave-particle representation of the spin
operators. To be specific, the physical spin operators and
physical Hilbert space are invariant under the local SU(2)
gauge transformation
~fi →W †i ~fi (6)
where the Wi are SU(2) matrices. The corresponding ansatz
transforms as
Uij →WiUijW †j , (7)
Although the mean-field ansatz changes its form under the
transformation, the physical spin state corresponding to the
ansatz remains unchanged.
We will restrict our focus to symmetric spin liquids, in
which the symmetries of the Hamiltonian are realized by the
physical spin wavefunction. The corresponding mean field
wavefunction, however, may change under a symmetry trans-
formation, as long as the transformed wavefunction is gauge
equivalent to the original; such wavefunctions are invariant
under the symmetry once projected. Mean field ansatz Uij
which have such a wavefunction as the ground state are in-
variant under a combined symmetry and gauge transforma-
tion, such that the equation
Uij = GS(i)US−1(i)S−1(j)G
†
S(j), (8)
holds on all combinations of sites i and j.34,48 Here S is a
symmetry group transformation and GS is the corresponding
gauge transformation, which is site dependent in general.
These transformations GS , along with the corresponding
symmetry transformations, define the projective symmetry
group (PSG) of an ansatz Uij .48 The PSG describes the trans-
formations under which an ansatz is left unchanged, offer-
ing a tool for distinguishing different states with the same
physical symmetries. Under a gauge transformation Wi
the transformations GS transform according to GS(i) →
WiGS(i)W
†
S−1(i). We can therefore determine groups of
equivalent GS’s which can be connected by gauge transfor-
mations, and use this to distinguish different quantum states.
For a given ansatz Uij , we can determine the set of all
gauge transformations which leave the ansatz invariant, i.e.,
those gauge transformations with the property that Uij =
WiUijW
†
j . This set forms a group which takes a role of par-
ticular importance in our analysis, and is known as the in-
variant gauge group (IGG) of the ansatz.48 Any nontrivial set
of symmetry operations whose product is the identity leads
to a set of gauge transformations which must multiply to an
element of the IGG. For an example of this, we consider
the commutation relation between the translation operators,
T−12 T
−1
1 T2T1 = I . Acting these operations on the ansatz in
turn, combined with their gauge transformations, we can see
that T−12 G
†
T2
T−11 G
†
T1
GT2T2GT1T1 must act trivially on the
ansatz (or leave the ansatz invariant). Hence, the gauge trans-
formation portion of this must belong to the IGG, i.e.
G†T2(T
−1
1 (i))G
†
T1
(i)GT2(i)GT1(T
−1
2 (i)) = W
′
i (9)
where W ′i is an IGG transformation.
In this paper, we will consider possible ansa¨tze whose IGG
is Z2, i.e. the product of gauge matrices described above must
be ±1. The gauge transformations defined above must there-
fore satisfy W ′i = η12I , where I is the identity matrix and
η12 = ±1. Ansa¨tze which satisfy η12 = +1 and η12 = −1
cannot be continuously connected to one another. These Z2
variables thus distinguish different quantum phases. By solv-
ing these equations for each relation between the symmetry
operations, i.e. all of the relations in a presentation of the
space group, we can categorize the possible quantum phases
to which an ansatz can belong.
As outlined in appendix A, we find a total of 6 solutions to
the PSG equations for the anisotropic kagome lattice which
allow non-zero amplitudes for the Uij . The form of these so-
lutions are detailed in table I. The full gauge transformation
matrices take the form
GT1(x, y, s) = η
y
12I, (10)
GT2(x, y, s) = I, (11)
Gσ(x, y, s) = η
xy
12 gσ, (12)
GC3(x, y, s) = −ηy(y+1)/2+xy12 I, (13)
where the position (x, y, s) is represented by using the coor-
dinate system in Fig. 1 and the sublattice index s. In this
expression, gσ ≡ Gσ(0, 0, s) can be chosen to be identical on
each sublattice, andGC3 is proportional to the identity matrix.
We have found 6 possible PSGs for the anistotropic kagome
lattice, compared to 20 for the isotropic version of this lat-
tice (Ref. 34). In order to reconcile this result, we note that,
on the anisotropic kagome lattice, up and down triangles are
no longer related by symmetry. As a result, we have addi-
tional mean field parameters corresponding to these inequiva-
lent bonds. Although we have fewer PSGs, we can realize all
20 of the isotropic kagome lattice PSGs as special cases of the
6 anisotropic kagome lattice PSGs.
The simplest way to see this is to consider the product of the
gauge transformations associated with the symmetry transfor-
mations. Following the work of Lu et. al. in Ref. 34, and
considering that C3 is C26 , in terms of the gauge transforma-
tions the solution for the isotropic kagome lattice case can be
seen as a special point in the solution set for the anisotropic
kagome lattice if GC3(i) = GC6(i)GC6(C
−1
6 (i)) for all i, up
to gauge transformations. This is the case due to the fact that
in the isotropic case we have
Uij = GC6(i)UC−16 (i),C
−1
6 (j)
G†C6(j)
= GC6(i)GC6(C
−1
6 (i))UC−13 (i),C
−1
3 (j)
G†C6(C
−1
6 (j))G
†
C6
(j),
(14)
and thus for these to match, GC6(i)GC6(C
−1
6 (i)) must be
gauge equivalent to GC3(i). When this occurs, the isotropic
4No. ηT ησT ησ ηC3 η12 gσ gC3 Λ n.n. n.n.n.
1,2 -1 1 1 -1 ± 1 τ0 τ0 τ1,τ3 τ1,τ3 τ1,τ3
3,4 -1 1 -1 -1 ±1 iτ2 τ0 0 0 τ1,τ3
5,6 -1 -1 -1 -1 ±1 iτ3 τ0 τ3 τ3 τ1,τ3
TABLE I. The possible fermionic Z2 spin liquid states. Shown are the associated quantum numbers (ηT − η12), sublattice portions of the
gauge transformation matrices (gσ and gC3 ) and allowed chemical potential terms (Λ) and bond amplitudes on nearest neighbour and next
nearest neighbour bonds (n.n. and n.n.n.). The odd (even) numbered PSGs have η12 = +1 (−1).
kagome lattice PSG can be continuously connected to the
anisotropic kagome lattice PSG.
Applying this to the spin liquids on the isotropic kagome
lattice, we determine the correspondence between the
isotropic kagome lattice states and those on the anisotropic
kagome lattice. It can be seen that all of the PSGs for the
anisotropic kagome lattice have special points which corre-
spond to isotropic kagome lattice PSGs. This must be de-
termined explicitly; anisotropic lattice PSGs 1-4 each corre-
spond to three isotropic lattice PSGs, while PSGs 5 and 6 each
correspond to four isotropic lattice PSGs. The isotropic lat-
tice PSGs which share the values of η12 and Gσ all belong to
the same anisotropic lattice PSG, regardless of their values of
GC6 .
As is noted in table I, only PSGs 3 and 4 do not allow
any amplitude for mean field parameters on nearest neigh-
bour bonds, nor do they support chemical potential terms. In
this case, only two free parameters appear up to second neigh-
bour terms. For PSGs 5 and 6, nearest neighbour pairing and
pairing chemical potential terms are disallowed, and second
neighbour hopping and pairing are required to stabilize a Z2
spin liquid state. In PSGs 1 and 2, both nearest neighbour hop-
ping and pairing are allowed, as well as two on site chemical
potential terms and second neighbour hopping and pairing.
Of particular note for our considerations is PSG 2, which
contains the Z2[0, pi]β phase of the isotropic kagome lattice34
in the limit that the nearest neighbour hopping and pairing
amplitudes are equal on the up and down triangles. On the
anisotropic kagome lattice, we can remove one of the pair-
ing parameters using a gauge transformation; here we choose
to remove the nearest neighbour pairing on one of the trian-
gles, ∆4. The corresponding mean field Hamiltonian takes
the form
HMF =
∑
i
[
µ
∑
α
f†i,αfi,α + η(fi,↑fi,↓ +H.c.)
]
+ χ4
∑
〈i,j〉∈4,α
f†i,αfj,α
+
∑
〈i,j〉∈∇
si,j
[
χ∇
∑
α
f†i,αfj,α + ∆∇(fi,↑fj,↓ +H.c.)
]
+
∑
〈〈i,j〉〉
νi,j
[
χ2
∑
α
f†i,αfj,α + ∆2(fi,↑fj,↓ +H.c.)
]
,
(15)
FIG. 2. The sign structure of the different bonds in PSG 2. Coloured
is the extended unit cell which repeats over the lattice, with blue
and red bonds representing sij = +1 and sij = −1 respectively
on the down triangles. Also shown with dotted lines are the second
neighbour bonds, with the same sign structure for νij as above.
up to second neighbour terms, where µ and η are the chemi-
cal potential terms, χ4,∇,2 are hopping terms on up-triangle
nearest neighbour bonds, down-triangle nearest neighbour
bonds and second neighbour bonds, ∆∇,2 are pairing terms
on down-triangle nearest neighbour bonds and second neigh-
bour bonds, and sij and νij take values of±1, fixed by a gauge
choice.
IV. BOSONIC SPIN LIQUID STATES
We also consider the form of the bosonic spin liquid states
which can appear on the anisotropic kagome lattice.30,31 The
analysis proceeds in a similar fashion to the fermionic case,
where we now choose
Sµi =
1
2
b†iα[σ
µ]αβbjβ , (16)
where σ again represents the Pauli matrices, biα(b
†
iα) now an-
nihilates (creates) a boson of type α on site i and α, β ∈ ↑, ↓.
The constraint on the number of spinons appearing on each
site takes a different form between the two theories; in the
Schwinger boson theory, we take that constraint to be
b†i↑bi↑ + b
†
i↓bi↓ = κ, (17)
where κ = 2S for the physical wavefunction of a spin system
with spin S. In the mean-field theory, κ is often taken to be a
continuous positive real parameter.
Following Ref. 31, we note that the spin bilinears appearing
in the Heisenberg Hamiltonian take the form
~Si · ~Sj =: Bˆ†ijBˆij : −Aˆ†ijAˆij , (18)
5where the boson hopping and pairing operators Bˆij and Aˆij
are of the form
Bˆij =
1
2
(b†i↑bj↑ + b
†
i↓bj↓), (19)
Aˆij =
1
2
(bi↑bj↓ − bi↓bj↑). (20)
This suggests a natural mean field Hamiltonian for the bosonic
spinons, taking the form
H0 =
∑
ij
Jij(−A∗ijAˆij +B∗ijBˆij + h.c.)
− µ
∑
i
(
∑
σ
b†iσbiσ − κ), (21)
with Aij , Bij and µ parameters which determine the form of
the mean field wavefunction. Here, we have ignored constants
which do not affect the form of the wavefunction for a given
parameter set. Similar to the case of fermionic spinons, this
Hamiltonian is invariant under a local gauge transformation
which leaves the physical spin operators invariant; however,
the gauge group of the transformations for bosons is U(1),
rather than the SU(2) transformations for fermions. Under a
gauge transformation, the bosons gain a phase factor
bi,σ → eiφibi,σ (22)
and the mean field parameters transform as
Aij → ei(−φi−φj)Aij , Bij → ei(φi−φj)Bij . (23)
We can classify the possible bosonic spin liquid states
which appear on this lattice in the same manner as was done
for the fermionic spin liquids, keeping in mind the reduced
space of possible gauge transformations. Because the gauge
group is U(1), we can represent the gauge transformation ma-
trices which define the transformation properties of the ansatz
under the space group symmetries as GS = eiφS , where
φS ∈ [0, 2pi) are real numbers. Again analyzing spin liq-
uids whose IGG is Z2, a total of four bosonic spin liquids are
found, which can be indexed by two Z2 parameters n12 and
nσ ∈ {0, 1} as follows:
φT1(x, y, s) = pin12y, (24)
φT2(x, y, s) = 0, (25)
φσ(x, y, s) =
pi
2
nσ + pin12xy, (26)
φC3(x, y, s) = pin12xy +
pi
2
n12y(y + 1). (27)
Notably, the number of PSGs for the bosonic states is again
reduced from the number which appeared on the isotropic
kagome lattice.31 In this case, the correspondance between the
two can be understood in a straightforward fashion, by com-
paring the fluxes which pass through the different loops on
the lattice. When nσ is 0, the spin liquids have no nearest
neighbour pairing, so here we will consider only nσ = 1.
Depending on whether n12 is 0 or 1, we find that 0 or pi
flux passes through the length-8 rhombus. However, the
(a)[0Hex,0Rhom]
(b)[pi Hex,0Rhom]
(c)[0Hex,pi Rhom]
(d)[pi Hex,pi Rhom]
FIG. 3. The sign structure of the bosonic ansatz. States represented
in (a) and (b) are in the same PSG, as are states represented in (c)
and (d). These can be transformed into one another by changing the
signs on all bonds on one triangle. This illustrates the reduction of the
number of possible PSGs from the isotropic to anisotropic lattices.
flux passing through the length-6 hexagon is not fixed by
the PSG, and will vary depending on the relative signs of
the pairing parameters on the different triangles. Therefore,
two phases which belonged to separate PSGs on the isotropic
kagome lattice ([0Hex,0Rhom] and [piHex,0Rhom], as well as
[0Hex,piRhom] and [piHex,piRhom]) now belong to the same
PSG, as shown in Fig. 3. As such, these phases will be re-
ferred to as [0Rhom] and [piRhom] henceforth.
V. MAPPING BETWEEN FERMIONIC AND BOSONIC
SPIN LIQUID STATES
Correspondence between fermionic and bosonic Z2 spin
liquids can be found using symmetry fractionalization and fu-
sion rules between fractionalized excitations.49,50 Since both
spinons and visons are coupled to the emergent gauge field
and transform projectively under different symmetries, the ac-
6tion of the symmetry operations on each fractionalized exci-
tation is not gauge invariant. Hence it is useful to consider
the gauge-invariant phase factor that the fractionalized excita-
tions acquire after going through a series of transformations
that, combined, are equivalent to the identity. Such transfor-
mations are listed in table II. From these analyses, one can find
the symmetry fractionalization quantum numbers that charac-
terize Z2 spin liquids. Consider the relation
f = b× v , (28)
where f is the fermionic spinon, b the bosonic spinon, and v
the vison. Here a fermionic spinon can be treated as a bound
state of a bosonic spinon and a vison.53 This gives a relation
between the phases accumulated among the three different
particles, namely φf , φb, φv for the fermionic spinon, bosonic
spinon, and vison, respectively. As described in Ref. 49, two
different relations are possible depending on the symmetry
operation; eiφb = eiφf eiφv is called the trivial fusion rule,
where as eiφb = −eiφf eiφv is called the non-trivial fusion
rule. The extra minus sign in the non-trivial fusion rule comes
from the mutual semionic statistics between spinons and vi-
sions.
Here we will go over the vison PSG first, discuss fusion
rules, and then complete the mapping between the bosonic
and fermionic spin liquid states.
A. Vison PSG
The PSG for the visons can be found by describing them as
pseudo-spins on a fully frustrated transverse field Ising model
on the dual dice lattice. The transformations can be repre-
sented by the following matrices using the soft spin approach
presented in Ref. 54,
T1 =
1√
3

−ei5pi/6 i√2 0 0
−√2eipi/6 ei5pi/6 0 0
0 0 eipi/6 −i√2
0 0
√
2ei5pi/6 −eipi/6
 ,
(29)
T2 =
1√
3

eipi/6
√
2ei5pi/6 0 0
−i√2 −eipi/6 0 0
0 0 e−ipi/6
√
2e−i5pi/6
0 0 i
√
2 −e−ipi/6
 ,
(30)
σ =
 0 0 −1 00 0 0 −1−1 0 0 0
0 −1 0 0
 , C3 =

−eipi/3 0 0 0
0 1 0 0
0 0 ei2pi/3 0
0 0 0 1
 .
(31)
This is consistent with what was found in Ref. 55 with the
addition of T1 = C3T−12 C
−1
3 .
From these, the algebraic identites for the visons can be
easily derived. The results are listed in table II. Note here
that the sign of the C33 operation has been chosen using the
gauge freedom, i.e. C3 → −C3, combined with flipping all
the pseudo-spins of the dual dice lattice. (For example, if us-
ing the gauge choice made in Ref. 54, the lattice is explicitly
C3 symmetric. However, flipping all the spins under a C3 op-
eration is also valid, and will give C3 → −C3.)
Algebraic Identities fermionic f bosonic b vison v = b× f
σ2 ησ (−1)nσ 1
T−12 T
−1
1 T2T1 η12 (−1)n12 −1
C33 -1 1 1
σ−1T−12 σT1 1 1 1
σ−1T−11 σT2 1 1 1
C3σC3σ ησ (−1)nσ 1
C−13 T
−1
2 T1C3T1 1 1 1
C−13 T1C3T2 1 1 1
T−11 T
−1T1T 1 1 1
T−12 T
−1T2T 1 1 1
σ−1T−1σT ησT (−1)nσ 1
C−13 T
−1C3T 1 1 1
T 2 -1 -1 1
TABLE II. The algebraic identites of the bosonic spinon, fermionic
spinon, and vison PSGs. Using the gauge freedom, the symmetry
fractionalization quantum numbers of C33 for the bosonic spinon and
vison can be set to 1. While ηC3 can be set to ±1 by the gauge-
freedom, the non-trivial fusion rule fixes it to −1 for fermionic
spinon in correspondence with the bosonic spinon. Similarly, some
of the other terms have been chosen using the gauge freedom, while
keeping with the correct fusion rule.
B. Fusion rule
All unitary symmetry operations that can be written as
X2 = e obey the non-trivial fusion rule.50 This can be
shown by considering a state |Ψ〉 = f†r f†X(r)|G〉 with two
fermionic spinons (and equivalently as two vison - bosonic
spinon bound states f†r = b
†
rv
†
r) related by the symmetry X .
Here f†X(r) = Xf
†
rX
−1 and |G〉 is the ground state. Un-
der the symmetry operation X , the fermionic spinons at r and
X(r) are exchanged, leading to an extra minus sign compared
to the operation on the equivalent bosons,
X|Ψ〉 = (Xf†rX−1)(Xf†X(r)X−1)|G〉
= f†X(r)X
2f†rX
−2|G〉
= eiφf f†X(r)f
†
r |G〉
= −eiφf |Ψ〉
= eiφveiφb |Ψ〉 (32)
In our list, this applies to C3σC3σ and σ2.
Following the arguments of Ref. 49, σ−1T−1σT can be
shown to obey the non-trivial fusion rule. Notice first that the
anti-unitary squared operator (Tσ)2 obeys the trivial fusion
7FIG. 4. Whether the series of operations that combine to identity loop
a spinon (blue dot) around a vison (red x) can be observed by count-
ing the number of crossings between the spinon and vison strings
(blue and red dashed lines). The red and blue solid lines represent the
symmetry operation that amounts to the identity. The corresponding
diagrams for C33 (left) and σ−1T
−1
2 σT1 (right) are shown.
rule because the time reversal symmetry provides the complex
conjugation on the phase factor. Then, in the relation
(Tσ)2 = (σ−1T−1σT ) · T 2 · σ2 , (33)
(Tσ)2 and T 2 obey the trivial fusion rule while σ2 obeys the
non-trivial fusion rule. Therefore σ−1T−1σT must obey the
non-trival fusion rule.
The fusion rule for other operations can be seen by observ-
ing whether the operation effectively loops a spinon around
a vison or not. In Z2 spin liquids, the fractionalized excita-
tions can be regarded as the end points of strings. As illus-
trated in Fig.4, we consider the fermionic string (blue dashed
line) and vison string (red dashed line)49,56 associated with
the fermionic spinon and vison. In the symmetry operation,
when the fermionic string crosses the vision string, there will
be an extra minus sign. For C33 , this procedure is illustrated in
Fig. 4, which shows that it obeys the non-trivial fusion rule.
All the rest of the identity operations obey the trivial fusion
rule. Fig. 4 shows an example for σ−1T−12 σT1.
C. Correspondence
The analyses described in previous sections show that four
out of the six fermionic spin liquid states have corresponding
bosonic spin liquid states at the PSG level. However as men-
tioned in section IV, only two out of the four bosonic ansa¨tze
have weights on nearest neighbour bonds. Hence we conclude
that only four out of the six fermionic spin liquid states are re-
alized as the mean-field states (as shown earlier) and two of
these four have corresponding bosonic spin liquid states. This
correspondence has been summarized in table III.
VI. VARIATIONAL MONTE CARLO CALCULATION
FOR FERMIONS
Having examined the possible symmetric mean field states
for this model, we would like to determine the lowest en-
ergy ansatz for the original spin model. In order to do so,
we must first project the mean field wavefunction onto the
Abrikosov-fermion representation Schwinger-boson representation
No. ηT ησT ησ ηC3 η12 n12 nσ label
1 -1 1 1 -1 1 1 1 [piRhom]
2 -1 1 1 -1 -1 0 1 [0Rhom]
5 -1 -1 -1 -1 1 1 0
6 -1 -1 -1 -1 -1 0 0
TABLE III. Corresponding fermionic and bosonic spin liquid states.
Schwinger-boson phases with nσ = 0 have pairing amplitudes equal
to zero on nearest neighbour bonds, and therefore do not have a well
defined flux, as noted in section IV.
space of physical spin wavefunctions, using the well-known
Gutzwiller projection method.57 By optimizing the energy
with respect to our free mean field parameters, we find the
best mean-field wavefunction for the spin state, and examine
the properties of this ansatz.
A. Details of the calculation
We examined the energy of the projected wavefunctions
|Ψproj〉 = P |Ψαk〉 (34)
P =
∏
i
(ni↑ − ni↓)2 (35)
where |Ψαk〉 is the mean-field wavefunction for a given set of
variational parameters αk, P is the projector onto the phys-
ical spin Hilbert space and niβ is the number operator for β
spinons. The energy for a given state is computed through
a Monte Carlo sampling over physical spin states, and the
minimum energy state is computed using the stochastic re-
configuration (SR) method, which minimizes the energy with
respect to the variational parameters.58,59 Calculations were
performed for the fermionic spin liquid states, where meth-
ods involving determinants allow for an efficient calculation
of expectation values of operators. We primarily use mixed
periodic-antiperiodic boundary conditions, to avoid ambigu-
ity for the calculation arising from sampling of the wavefunc-
tion at gapless points. The details of the numerical method are
explained in appendix B.
We focus primarily on the ansatz in PSG 2, which is contin-
uously connected to the Z2[0, pi]β phase. Examination of the
energies of wavefunctions in other PSGs show consistently
higher energies. We examine the mean field wavefunction
with up to second neighbour non-zero amplitudes. Nearest
neighbour hopping χ4 is fixed to 1 (4 denotes the up trian-
gles), and we use the gauge freedom to set ∆4 to 0. We thus
have six free parameters in our minimization: on-site chemi-
cal potentials µ and η, nearest neighbour hopping and pairing
χ∇ and ∆∇ and second nearest neighbour hopping and pair-
ing χ2 and ∆2.
Calculations were performed on a 768 site lattice
(16x16x3). The wavefunction was considered minimized
when the effective forces (i.e. the change in energy with re-
spect to the variational parameters, calculated within the SR
scheme) averaged out to zero over a large number of runs.
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FIG. 5. A typical optimization run for the parameters, at anisotropy
J∇/J4 = 0.7. The fact that η and ∆2 are non-zero implies that this
is a Z2 spin liquid.
B. Results
A number of important differences appear between the
ansa¨tze for the isotropic and anisotropic kagome lattices.
In particular, comparing the most general ansatz for the
Z2[0, pi]β phase and the ansatz for spin liquids in PSG 2, two
additional parameters appear in PSG 2; namely, χ∇ and ∆∇,
which encode the breaking of the rotational symmetry from
C6 down to C3. By setting χ∇ = 1 and ∆∇ = 0, we recover
the isotropic ansatz; this provides a useful upper limit to our
energy per site of E = −0.42872(J4 + J∇)/2 found in pre-
vious studies of the isotropic kagome lattice, which found a
U(1) ground state.27 In addition, this provides an additional
avenue for breaking of the U(1) symmetry down to Z2; if any
of the parameters ∆∇, ∆2 or η are non-zero in the minimized
ansatz, the ansatz represents a Z2 state. More importantly,
the anisotropy in the variational parameters and the presence
of additional variational parameters is expected to change the
ground state configuration of all parameters.
Our main result is that with the increase of anisotropy be-
tween the inequivalent triangles, the Z2 phase becomes the
clear ground state within the VMC calculation. We determine
this using two complementary approaches; first, we determine
directly the energetic minimum from the SR procedure on the
full parameter space, and, secondly, we minimize the energies
at various fixed values of ∆2, showing directly that the ener-
getic minimum occurs for a non-zero value of ∆2.
By considering the converged result of a large number of
SR minimizations we can determine the values of the mean
field parameters which we are varying. In the regime 0.5 ≤
J∇/J4 ≤ 0.8, the variational parameters clearly converge to
a single result, which yields a gapped wavefunction with a Z2
gauge structure. Shown in Fig. 5 is a typical optimization run
in the case J∇/J4 = 0.7; here we see a clear convergence of
the U(1) symmetry breaking parameters ∆2 and η to non-zero
values. For the converged order parameters, we find values
of µ = 0.802(1), η = 0.116(5), χ∇ = 0.715(2), ∆∇ =
0.000(2), χ2 = −0.0174(1) and ∆2 = −0.0331(2).
The fact that ∆∇ appears to be zero (within error bars)
is not determined by the projective symmetry group of the
ansatz, but rather is a property of the solution. Interest-
ingly, this is required in the Z2[0, pi]β phase explored for the
isotropic kagome lattice, suggesting that our minimum energy
state is highly similar to the state found in the isotropic lattice.
The ground state ansatz does not, however, directly corre-
spond to this state, as the symmetry breaking between the hop-
ping parameters on inequivalent triangles (χ∇/χ4 = .715)
removes this possibility.
We next explore the energies of the ansatz with ∆2 fixed to
a number of non-zero values, in order to directly confirm the
breaking of the U(1) symmetry. Although the energy differ-
ences are small, they can be detected by performing a suf-
ficiently large number of uncorrelated simulations. In Fig.
6, we show the minimum energy of the variational state as
a function of ∆2, which confirms that the U(1) state is higher
in energy than the minimum energy Z2 state. A gauge sym-
metry relates positive and negative ∆2; as such, we plot this
as a function of the absolute value of this parameter.
This result, that the ground state of the anisotropic kagome
lattice is a Z2 spin liquid, appears to be robust against the
varying of the specific details of the calculation. The results
shown are for a 768 site lattice with mixed boundary condi-
tions at an anisotropy of J∇/J4 = 0.7. Smaller lattice sizes
were also explored, with 12x12x3, 8x8x3 and 4x4x3 lattices
all showing results which are consistent with those found on
the larger system size. For systems with anisotropy approach-
ing the isotropic limit, numerical issues with multiple possible
minima prevented convergence of the calculation. However,
with anisotropy in the range listed (0.5 ≤ J∇/J4 ≤ 0.8), the
convergence was clear and unambiguous. Finally, while peri-
odic/periodic boundary conditions showed difficulty near the
U(1) point due to degeneracy of the wavefunction, antiperi-
odic/antiperiodic boundary conditions give results which are
fully consistent with mixed boundary conditions.
Our minimum energy state found can be compared directly
to the energy of the best isotropic ansatz, as mentioned above.
For the values J∇/J4 = 0.7, we find a minimum energy
solution to have an energy of -0.366443(2)J4 per site. This
has a lower energy than the isotropic ansatz evaluated at this
value of the anisotropy, which gives an energy of -0.36441J4
per site.27 This difference can be attributed to the anisotropy in
the value of the nearest neighbour hopping parameters in the
anisotropic ansatz, which favours states in which the nearest
neighbour spin correlations are stronger on the stronger bonds.
VII. DISCUSSION
The main effect that the addition of a breathing anisotropy
appears to have on the nearest neighbour kagome lattice
Heisenberg model is a stabilization of the Z2 spin liquid state.
On the isotropic kagome lattice, the nature of the ground state
is controversial; different studies have found the presence of a
U(1) and a Z2 state, which appear to be extremely difficult to
distinguish within the VMC technique.27,29 In our study, we
also find a gap in the quasiparticle spectrum, which implies a
gap for the spin excitations in the model.
While the anisotropy leads to the reduction of the number
of spin liquids present in the PSG, more freedom is allowed
in the choice of parameters present, leading to an overall in-
9FIG. 6. The energy of the optimized wavefunction at a fixed value of
|∆2|, the pairing parameter on second neighbour bonds. Although
the exact location of the minimum is difficult to obtain through this
method, the minimum clearly occurs for a non-zero value of the pair-
ing.
crease in the set of possible wavefunctions which satisfy the
symmetries of the lattice. Within these, we find a state which
continuously connects to the Z2[0, pi]β phase to be the ener-
getically favoured ground state.
The isotropic kagome lattice has been studied using other
numerical methods, most notably the density matrix renormal-
ization group (DMRG). Strong evidence of a Z2 spin liquid
ground state has been found in entanglement entropy mea-
surements using this method; however, an additional second
neighbour Heisenberg spin interaction for the unambiguous
identification of this state, as the purely nearest neighbour
model appears to be near a critical regime.26 Our study sug-
gests that adding a breathing anisotropy to the Hamiltonian
may offer another path to stabilizing the Z2 spin liquid phase,
and therefore offers a worthwhile direction for further numer-
ical studies. In particular, while our study indicates that a
gapped spin liquid is the likely ground state for this model,
estimating the magnitude of the singlet gap which may appear
in experiments is a challenge which would require a DMRG
study. Such a spin gap estimate could be compared to exper-
imental results, offering evidence for this state being realized
in materials such as DQVOF.
ACKNOWLEDGMENTS
We would like to thank Lucy Clark for bringing this mate-
rial to our attention, as well as Yasir Iqbal, Hongchen Jiang
and Lukasz Fidkowski for stimulating discussions. This re-
search was supported by the NSERC, CIFAR and Centre for
Quantum Materials at the University of Toronto.
1 P. Anderson, Materials Research Bulletin 8, 153 (1973).
2 P. W. Anderson, Science 235, 1196 (1987).
3 P. A. Lee, Science 321, 1306 (2008).
4 L. Balents, Nature 464, 199 (2010).
5 L. Savary and L. Balents, arXiv preprint arXiv:1601.03742
(2016).
6 Y. Shimizu, K. Miyagawa, K. Kanoda, M. Maesato, and G. Saito,
Phys. Rev. Lett. 91, 107001 (2003).
7 M. Yamashita, N. Nakata, Y. Senshu, M. Nagata, H. M. Ya-
mamoto, R. Kato, T. Shibauchi, and Y. Matsuda, Science 328,
1246 (2010).
8 M. J. Gingras and P. A. McClarty, Reports on Progress in Physics
77, 056501 (2014).
9 Y. Okamoto, M. Nohara, H. Aruga-Katori, and H. Takagi, Phys.
Rev. Lett. 99, 137207 (2007).
10 M. J. Lawler, H.-Y. Kee, Y. B. Kim, and A. Vishwanath, Phys.
Rev. Lett. 100, 227201 (2008).
11 G. Chen and L. Balents, Phys. Rev. B 78, 094403 (2008).
12 M. J. Lawler, A. Paramekanti, Y. B. Kim, and L. Balents, Phys.
Rev. Lett. 101, 197202 (2008).
13 Y. Zhou, P. A. Lee, T.-K. Ng, and F.-C. Zhang, Phys. Rev. Lett.
101, 197201 (2008).
14 D. Podolsky, A. Paramekanti, Y. B. Kim, and T. Senthil, Phys.
Rev. Lett. 102, 186401 (2009).
15 D. Podolsky and Y. B. Kim, Phys. Rev. B 83, 054401 (2011).
16 G. Chen and Y. B. Kim, Phys. Rev. B 87, 165120 (2013).
17 A. Kitaev, Annals of Physics 321, 2 (2006).
18 G. Jackeli and G. Khaliullin, Phys. Rev. Lett. 102, 017205 (2009).
19 J. Chaloupka, G. Jackeli, and G. Khaliullin, Phys. Rev. Lett. 105,
027204 (2010).
20 K. Plumb, J. Clancy, L. Sandilands, V. Vijay Shankar, Y. Hu,
K. Burch, H.-Y. Kee, and Y.-J. Kim, Phys. Rev. B 90, 041112
(2014).
21 T. Takayama, A. Kato, R. Dinnebier, J. Nuss, H. Kono, L. S. I.
Veiga, G. Fabbris, D. Haskel, and H. Takagi, Phys. Rev. Lett.
114, 077202 (2015).
22 K. A. Modic, T. E. Smidt, I. Kimchi, N. P. Breznay, A. Bif-
fin, S. Choi, R. D. Johnson, R. Coldea, P. Watkins-Curry, G. T.
McCandless, J. Y. Chan, F. Gandara, Z. Islam, A. Vishwanath,
A. Shekhter, R. D. McDonald, and J. G. Analytis, Nature Comm.
5, 4203 (2014).
23 H. C. Jiang, Z. Y. Weng, and D. N. Sheng, Phys. Rev. Lett. 101,
117203 (2008).
24 S. Yan, D. A. Huse, and S. R. White, Science 332, 1173 (2011).
25 S. Depenbrock, I. P. McCulloch, and U. Schollwo¨ck, Phys. Rev.
Lett. 109, 067201 (2012).
26 H.-C. Jiang, Z. Wang, and L. Balents, Nature Physics 8, 902
(2012).
27 Y. Iqbal, F. Becca, and D. Poilblanc, Phys. Rev. B 84, 020407
(2011).
28 Y. Iqbal, D. Poilblanc, and F. Becca, Phys. Rev. B 91, 020402
(2015).
29 T. Li, arXiv preprint arXiv:1601.02165 (2016).
30 S. Sachdev, Phys. Rev. B 45, 12377 (1992).
31 F. Wang and A. Vishwanath, Phys. Rev. B 74, 174423 (2006).
32 Y. Ran, M. Hermele, P. A. Lee, and X.-G. Wen, Phys. Rev. Lett.
98, 117205 (2007).
33 M. Hermele, Y. Ran, P. A. Lee, and X.-G. Wen, Phys. Rev. B 77,
10
224413 (2008).
34 Y.-M. Lu, Y. Ran, and P. A. Lee, Phys. Rev. B 83, 224413 (2011).
35 P. Mendels, F. Bert, M. A. de Vries, A. Olariu, A. Harrison,
F. Duc, J. C. Trombe, J. S. Lord, A. Amato, and C. Baines, Phys.
Rev. Lett. 98, 077204 (2007).
36 J. S. Helton, K. Matan, M. P. Shores, E. A. Nytko, B. M. Bartlett,
Y. Yoshida, Y. Takano, A. Suslov, Y. Qiu, J.-H. Chung, D. G.
Nocera, and Y. S. Lee, Phys. Rev. Lett. 98, 107204 (2007).
37 T. Imai, E. A. Nytko, B. M. Bartlett, M. P. Shores, and D. G.
Nocera, Phys. Rev. Lett. 100, 077203 (2008).
38 A. Olariu, P. Mendels, F. Bert, F. Duc, J. C. Trombe, M. A.
de Vries, and A. Harrison, Phys. Rev. Lett. 100, 087202 (2008).
39 T.-H. Han, J. S. Helton, S. Chu, D. G. Nocera, J. A. Rodriguez-
Rivera, C. Broholm, and Y. S. Lee, Nature 492, 406 (2012).
40 D. V. Pilon, C. H. Lui, T. H. Han, D. Shrekenhamer, A. J. Fren-
zel, W. J. Padilla, Y. S. Lee, and N. Gedik, Phys. Rev. Lett. 111,
127401 (2013).
41 M. Fu, T. Imai, T.-H. Han, and Y. S. Lee, Science 350, 655 (2015).
42 A. C. Potter, T. Senthil, and P. A. Lee, Phys. Rev. B 87, 245106
(2013).
43 Y. Huh, M. Punk, and S. Sachdev, Phys. Rev. B 87, 235108
(2013).
44 T. Dodds, S. Bhattacharjee, and Y. B. Kim, Phys. Rev. B 88,
224413 (2013).
45 M. Punk, D. Chowdhury, and S. Sachdev, Nature Physics 10
(2014).
46 F. H. Aidoudi, D. W. Aldous, R. J. Goff, A. M. Slawin, J. P. At-
tfield, R. E. Morris, and P. Lightfoot, Nature chemistry 3, 801
(2011).
47 L. Clark, J. C. Orain, F. Bert, M. A. De Vries, F. H. Aidoudi,
R. E. Morris, P. Lightfoot, J. S. Lord, M. T. F. Telling, P. Bonville,
J. P. Attfield, P. Mendels, and A. Harrison, Phys. Rev. Lett. 110,
207208 (2013).
48 X.-G. Wen, Phys. Rev. B 65, 165113 (2002).
49 Y.-M. Lu, G. Y. Cho, and A. Vishwanath, ArXiv e-prints (2014),
arXiv:1403.0575 [cond-mat.str-el].
50 Y. Qi and L. Fu, Phys. Rev. B 91, 100401 (2015).
51 P. W. Anderson, G. Baskaran, Z. Zou, and T. Hsu, Phys. Rev.
Lett. 58, 2790 (1987).
52 X. Wen, Quantum Field Theory of Many-Body Systems, Oxford
Graduate Texts (OUP Oxford, 2004).
53 A. Y. Kitaev, Annals of Physics 303, 2 (2003).
54 Y. Huh, M. Punk, and S. Sachdev, Phys. Rev. B 84, 094419
(2011).
55 K. Hwang, Y. Huh, and Y. B. Kim, Phys. Rev. B 92, 205131
(2015).
56 S. Chatterjee, Y. Qi, S. Sachdev, and J. Steinberg, arXiv preprint
arXiv:1603.03041 (2016).
57 C. Gros, Annals of Physics 189, 53 (1989).
58 S. Yunoki and S. Sorella, Phys. Rev. B 74, 014408 (2006).
59 S. Sorella, Phys. Rev. B 71, 241103 (2005).
Appendix A: PSG
The anisotropic kagome lattice lies in the space group
p3m1, which can be generated by four symmetries,
{T1, T2, σ, C3}. A convenient presentation for this space
group has eight relations between these generators,
σ2 = e (A1)
T−12 T
−1
1 T2T1 = e (A2)
C33 = e (A3)
σ−1T−12 σT1 = e (A4)
σ−1T−11 σT2 = e (A5)
C3σC3σ = e (A6)
C−13 T
−1
2 T1C3T1 = e (A7)
C−13 T1C3T2 = e. (A8)
As described in the main text, the mean field Hamiltonian
must be invariant under a combination of symmetry oper-
ations and gauge transformations, in order for the physical
wavefunction to respect the symmetries. Considering sets of
symmetry operations whose product is the identity leads to
relations between the gauge transformations, which take the
form
Gσ(σ(i))Gσ(i) = ησI, (A9)
G†T2(T
−1
1 (i))G
†
T1
(i)GT2(i)GT1(T
−1
2 (i)) = η12I, (A10)
GC3(C
2
3 (i))GC3(C3(i))GC3(i) = ηC3I, (A11)
G†σ(T
−1
2 (i))G
†
T2
(i)Gσ(i)GT1(σ(i)) = ησT1I, (A12)
G†σ(T
−1
1 (i))G
†
T1
(i)Gσ(i)GT2(σ(i)) = ησT2I, (A13)
GC3(C3σ(i))Gσ(σ(i))GC3(i)Gσ(C
−1
3 (i)) = ησC3I,
(A14)
G†C3(T
−1
2 T1(i))G
†
T2
(T1(i))GT1(T1(i))
×GC3(i)GT1(C−13 (i)) = ηC3T1I, (A15)
G†C3(T1(i))GT1(T1(i))GC3(i)GT2(C
−1
3 (i)) = ηC3T2I.
(A16)
Each of the η’s above take values ±1, as the IGG which we
consider is Z2.
The above relations which do not involve the rotation C3
are equivalent to those found on the isotropic kagome lattice.
The solution for these is therefore the same as on that lattice,
which we will briefly recount here.
As with all two-dimensional lattices, we can perform a
site dependent gauge transformation W (i) which restricts the
gauge transformations associated with the translational sym-
metries to
GT1(x, y, s) = η
y
12I, GT2(x, y, s) = I. (A17)
Here (and further on) I denotes the 2x2 identity matrix for the
fermionic transformations, and 1 for the bosonic transforma-
tions. Any future gauge transformations must preserve these
choices, up to an overall factor of ±1 which has no effect on
the ansatz Uij .
The relations A12 and A13 restrict the gauge transforma-
tion Gσ to take the form
Gσ(0, y, s) = η
y
σT1
gσ(s) (A18)
Gσ(x, y, s) = η
y
σT1
ηxσT2η
xy
12 gσ(s), (A19)
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where gσ(s) is defined as Gσ(0, 0, s). Equation A9 then re-
quires
ησI = (ησT1ησT2)
x+ygσ(σ(s))gσ(s). (A20)
Because these relations must hold for all lattice positions x
and y,
ησT1ησT2 = 1 (A21)
and
gσ(σ(s))gσ(s) = ησI (A22)
(where σ(u) = u, σ(v) = w and σ(w) = v).
At this point, we look to add the rotational symmetry C3.
Before we solve the gauge matrix equations, we note that we
have the freedom to multiply any of the gauge transformations
by elements of the IGG, as a gauge transformation. Due to the
fact that we are examining Z2 spin liquids, we can make the
transformation
GT2 = ηC3T1GT2 , (A23)
GT1 = ηC3T1ηC3T2GT1 , (A24)
GC3 = −ηC3GC3 (A25)
resulting in the fixing of the variables ηC3T1 , ηC3T2 and ηC3 .
Next, we wish to write GC3 as a product of a term which
depends only on sublattice and a term which depends only on
lattice position, as we did for Gσ . We note that eq. A15 and
A16 can be rewritten as
G†C3(T
−1
2 T1(i))GC3(i)η
x+1
12 = I, (A26)
G†C3(T1(i))GC3(i)η
y
12 = I, (A27)
which, substituting GC3(0, 0, s) = −gC3(s), leads to
GC3(n,−n, s) = −ηn(n−1)/212 gC3(s), (A28)
GC3(x, y, s) = −ηy(y+1)/2+y(x+y)12 gC3(s). (A29)
Having the forms of Gσ and GC3 , we can consider the re-
lations Eq. A14 and A11. Eq. A14 simplifies to
ησC3I = η
y+1
σT1
gC3(σ(s))gσ(σ(s))gC3(s)gσ(C
−1
3 (s))
(A30)
which tells us that ησT1 = 1, as both sides of this equation
must be y independent. Considering the different sublattice
indices, we find
ησC3I = gC3(w)gσ(u)gC3(u)gσ(v) (A31)
= gC3(v)gσ(w)gC3(v)gσ(w). (A32)
Eq. A11 simplifies to
η12gC3(u)gC3(v)gC3(w) = I. (A33)
It is then convenient to make the further gauge transformation
GC3 → η12GC3 , which removes η12 from Eq. A33.
When considering the time reversal operation, it is con-
venient to consider bosonic and fermionic spin liquids sep-
arately. In the case of fermionic spin liquids, we consider
the time reversal operator adjoined to a gauge transforma-
tion iτ2 rather than the bare operator (where ~τ represents the
vector of Pauli matrices). As iτ2 is a gauge transformation,
it has no physical effect, but the ansatz now transforms as
TUijT
−1 = −Uij . This combined operator satisfies T 2 = e
and S−1T−1ST = e. In addition, this operator acting on
a pure gauge transformation satisfies TGT−1 = G, and can
therefore be considered adjoined to a gauge transformation in
the same fashion as we considered other space group symme-
tries,
[GT (i)]
2 = ηT I, (A34)
G†T1(i)G
†
T (i)GT1(i)GT (T
−1
1 (i)) = ηT1T I, (A35)
G†T2(i)G
†
T (i)GT2(i)GT (T
−1
2 (i)) = ηT2T I, (A36)
G†σ(i)G
†
T (i)Gσ(i)GT (σ
−1(i)) = ησT I, (A37)
G†C3(i)G
†
T (i)GC3(i)GT (C
−1
3 (i)) = ηC3T I, . (A38)
Eq. A35 and A36 restrict GT (x, y, s) = ηxT1T η
y
T2T
gT (s),
where gT (s) = GT (0, 0, s). Eq. A37 then implies
g†σ(s)g
†
T (s)gσ(s)gT (σ(s))η
x+y
T1T
ηx+yT2T = ησT I (A39)
leading to ηT1T = ηT2T . Considering next Eq. A38, we find
g†C3(s)g
†
T (s)gC3(s)gT (C
−1
3 (s))η
y+1
T1T
= ηC3T I (A40)
giving us also that ηT1T = 1. As such, GT (x, y, s) = gT (s).
Because TUijT−1 = −Uij , we require Uij =
−GT (i)UijG†T (j). As the lattice is not bipartite and we re-
quire the ansatz to be non-zero on all bonds, this requires
GT (x, y, s) = gT (s) = i~a · ~τ , implying ηT = 1. We per-
form a sublattice dependent gauge transformationWs on each
sublattice, such that WsgT (s)W †s = iτ2. We further note that
ηC3T must always be 1, as g
†
C3
(s)τ2gC3(s)τ2 = −1 ∀s is in-
compatible with A33. The remaining commutation equation
simplifies to
g†σ(s)τ2gσ(s)τ2 = ησT I. (A41)
A sublattice dependent gauge transformation Ws = eiθsτ2
can be performed on each site, without affecting the previous
results. This results in a change of the sublattice portions of
the gauge transformations,
gσ(u)→Wugσ(u)W †u, (A42)
gσ(v)→Wvgσ(v)W †w, (A43)
gσ(w)→Wwgσ(w)W †v , (A44)
gC3(u)→WugC3(u)W †v , (A45)
gC3(v)→WvgC3(v)W †w, (A46)
gC3(w)→WwgC3(w)W †u. (A47)
We must now solve the equations A22, A31, A32, A33 and
A41. We note that ηC3T = 1 ⇒ gC3(s) = eiτ2θs , with θs ∈
12
[0, 2pi). Using the gauge transformations Wu = e−iθuτ2 and
Ww = e
iθvτ2 results in a fixing gC3(s) = I .
Manipulating Eq. A22, A31 and A32 with gC3(s) = I we
see that gσ(u) = gσ(w). This further implies that ησ = ησC3 ,
and therefore gσ(v) = gσ(u).
Different solutions arise for ησT = ±1. When ησT = 1, eq.
A41 gives gσ(s) = eiτ2φ for some φ ∈ [0, 2pi). This is further
restricted by A22 to gσ(s) = ±I for ησ = 1 or gσ(s) = ±iτ2
for ησ = −1. Finally, we can choose the positive solution for
each of these, by performing the gauge transformation Gσ →
±Gσ . When ησT = −1, eq. A41 requires gσ(s) = iτ3eiτ2φ
for some φ ∈ [0, 2pi). Using the gauge transformation Wu =
Wv = Ww = e
iτ2φ/2, we can fix gσ(s) = iτ3. This gives a
total of three solutions to the sublattice dependent equations,
each of which can have η12 = ±1. Therefore, we have six
PSGs, the details of which are summarized in table I.
Next we describe the bosonic PSG. All of the solution prior
to the consideration of time reversal is equivalent for bosons.
In the bosonic case, we can solve the equations A22, A31,
A32 and A33 directly, and show that these solutions are com-
patible with the time reversal symmetry.
First, we note that the sublattice dependent gauge trans-
formation Ws = eiθs is allowed for bosons, which have
the same effect (Eq. A42 - A47) as for the fermionic op-
erators. Denoting gS(s) = eiφS(s) and ηα = einα , we
see from A22 that φσ(u) = nσpi/2. Further, performing a
gauge transformation θv = (φσ(w) − φσ(v))/2, we can fix
φσ(v) = φσ(w) = φσ(u) = nσpi/2.
Next, we see from eq. A31 and A32 that φ3(w) + φ3(u) =
(nσC3 − nσ)pi and φ3(v) = (nσC3 − nσ)pi/2. Combined
with eq. A33, we see that nσ = nσC3 , and therefore we can
choose φ3(v) = 0 and φ3(u) = φ3(w). Performing a gauge
transformation θu = −φ3(u), we arrive at φ3(u) = φ3(v) =
φ3(w) = 0.
Finally, we consider the effect of time reversal for bosons.
Due to the condition φ3(s) = 0, all of the bonds on each
type of triangle must have the same complex phase. Using an
overall gauge transformation on each site on the lattice, we
can enforce the condition that these are all real on one type
of triangle. In this gauge, it is clear that time reversal acts
non-projectively. Thus, an ansatz satisfies the time reversal
symmetry iff the other triangle is also real in this gauge.
Appendix B: Details of the numerical calculation
The SR method is described in detail by Yunoki et. al.58.
We outline the method here, for completeness. The overlap
of the mean field wavefunction and a given physical spin state
|x〉 takes the form Ψαk(x) = 〈x|Ψαk〉. Further, as |x〉 is
a physical state, P |x〉 = |x〉, and therefore Ψαk(x) is also
the overlap of the projected wavefunction with the spin state.
The change of the wavefunction due to a small change in the
parameters αk → α′k = αk + δαk is
Ψα′k(x) = Ψαk(x)
[
1 +
∑
k
Ok(x)δαk +O(δα
2
k)
]
, (A1)
where Ok(x) is defined as the logarithmic derivitive of the
wavefunction with respect to the variational parameter αk.
These Ok(x) can be determined for a particular value of the
parameters αk and a particular spin state |x〉 through a matrix
multiplication. It is also convenient to define the operator Oˆk,
with the property 〈x|Oˆk|x′〉 = Ok(x)δxx′ .
The expectation value of an operator Q in a state |Ψ〉 can
be calculated using
〈Q〉Ψ =
∑
x
P (x)
〈x|Q|Ψ〉
〈x|Ψ〉 , (A2)
P (x) ≡ 〈Ψ|x〉〈x|Ψ〉∑
x′〈Ψ|x′〉〈x′|Ψ〉
. (A3)
Considering P (x) as a probability distribution, we can sample
the physical spin states to determine this using a Monte Carlo
sampling. In particular, we can derive both the energy and
the derivatives of the energy with respect to the variational
parameters (generalized forces) in this fashion, as
E(Ψαk) = 〈Hˆ〉Ψαk , (A4)
fk ≡ −∂E(Ψαk)
∂αk
= −2〈HˆOˆk〉Ψαk + 2〈Hˆ〉Ψαk 〈Oˆk〉Ψαk ,
(A5)
where we have assumed Ok(x) is real, as is the case for our
calculation.
Having computed the generalized forces, we can attempt to
find the variational parameters which lead to a minimum of
the energy landscape using the steepest descent method, ie.
iteratively changing our parameters according to αk → α′k =
αk + fk · δt, where δt can be determined at each step, or
fixed to a sufficiently small value. However, this method is
still effective if the forces are instead multiplied by a positive
definite matrix s, such that
αk → α′k = αk + δt
∑
l
s−1k,lfl. (A6)
It turns out that a matrix
si,j = 〈OˆiOˆj〉Ψαk − 〈Oˆi〉Ψαk 〈Oˆj〉Ψαk , (A7)
is more appropriate for this calculation. This is due to the fact
that a small change in the variational parameters can corre-
spond to a large change in the distance between the two nor-
malized wavefunctions, i.e.
∆α = 2− 2
〈Ψαk |Ψα′k〉√
〈Ψαk |Ψαk〉〈Ψα′k |Ψα′k〉
. (A8)
By using this choice of s, at each step in the SR minimization
we move small amounts in the wavefunction distance, rather
than in the variational parameter distance.
