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Influence diagrams (ID) are graphical frameworks for decision making in stochastic
situations with mathematical models embedded in them. The goal of an optimal algorithm
for an ID is to find a strategy that would maximize the expected utility. We will explain
a few algorithms for influence diagrams in this thesis. There exists an obvious temporal
ordering among decisions in an ID; and any information used in the past will always be
available in the future: these two properties are respectively called the “regularity” and “noforgetting” assumptions. A limited memory influence diagram (LIMID) does not follow
these two properties.
The existing state-of-art depth-first-branch-and-bound (DFBnB) algorithm for solving
influence diagrams does not scale very well due to the exponential increase of nodes proportional to the depth of the search (or total stages in the ID). In this paper, we propose and
implement an algorithm that combines two widely used methods, depth first branch-and-

bound search (DFBnB) and value iteration with incremental pruning, for solving IDs and
POMDPs, respectively. We describe an algorithm to convert the strategy tree to a strategy
graph. Experiments show the effectiveness of these approaches.
Algorithms for solving traditional influence diagrams are not easily generalized to solve
LIMIDs, however, and only recently have exact algorithms for solving LIMIDs been developed. In this thesis, we provide an exact algorithm for solving LIMIDs that is based on
branch-and-bound search. Our approach is related to the approach of solving an influence
diagram by converting it to an equivalent decision tree, with the difference that the LIMID
is converted to a much smaller decision graph that can be searched more efficiently.

towords: Influence Diagrams, Limited Memory Influence Diagrams, Branch and Bound
Search
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CHAPTER 1
INTRODUCTION

1.1

Motivation
Uncertainty is ubiquitous, and we need to come up with decisions even if the envi-

ronment is uncertain. However, we are generally bad at making good decisions when we
face uncertain situations [36]. An influence diagram (ID) is a graphical model for decision
making under uncertainty [27]. It generally has three distinct node types: oval or round
shaped nodes for representing uncertainty in the model; square or rectangle shaped nodes
for eliciting a decision maker’s preferences; and diamond shaped nodes for representing
utility nodes . The arcs in an ID can be generally divided into two categories: arcs entering
a decision node are considered as information links as the decision maker is aware of the
information present at his disposal during the time to make a decision; and arcs entering
the random variables are considered as functional links as a conditional probability table
is attached to this node to represent the probability distribution of this variable given its
parents. The utility nodes have utility functions attached to them whose domain can be the
states of its parents, and these functions assess the goodness of decision scenarios. Each
decision maker can be faced with a set of decision scenarios and for each scenario it needs
to come up with an action, and this set of actions (one for each decision scenario for a particular decision node) is called a policy. The set of all the policies, one for each decision
1

node, together is called a strategy. Note that a strategy can also be represented as tree, it
is called a solution tree. Each strategy has an expected utility (EU) associated with it that
shows the goodness of the strategy: the solution to an ID is a strategy that obtains the maximum expected utility (MEU) (out of all possible strategies). In this thesis, we explain a few
existing algorithms for IDs. A regular ID maintains two properties: there exists a temporal
ordering among decision variables, and information from the past is never forgotten; and
these two properties are respectively called the “regularity” and “no-forgetting” properties.
A limited memory influence diagram (LIMID) does not maintain these two properties.
In an influence diagram a variable, either decision or random, can be influenced directly
by zero or more variables. The tree-width of an influence diagram can be roughly described
as the cardinality of the largest set of variables that can directly influence all the respective
variables. Existing algorithms for solving IDs and LIMIDs are primarily limited by the
tree-width of the problem graph. These algorithms begin to fail once the tree-widths of
the problems begin to grow relatively large (about 10) [12, 35, 34, 33]. In the literature
it has not been addressed how to solve influence diagrams when the tree-widths begin to
grow large. The current algorithms are unable to solve problems with large strategy space :
in [34] problems with strategy space of 1064 can be solved. Also, existing forward search
algorithms tend to run out of memory as the size of the solution tree tends to be exponential
in the size of the nodes of the graph. Efforts have been put forth to make the strategy tree
more compact; however, their effectiveness is yet to be proved since they have not tested
on large problem instances [48, 33].

2

1.2

Objective
To address the challenges mentioned in the earlier section, we focus on developing and

improving depth-first-branch-and-bound (DFBnB) search for IDs and LIMIDs. There are
two main objectives for this research.
The first objective is to solve even larger problem instances faster than the existing
algorithms for IDs in the literature. A bidirectional approach will be proposed where finite
horizon partially markov decision process (POMDP) like influence diagrams using this
bi-directional approach. The forward search consists of DFBnB, whereas, the backward
process consists of dynamic programming for solving POMDPs. We will also propose
an algorithm to compress the strategy tree into a strategy graph by checking for duplicate
sub-trees below nodes and merging the duplicate sub-trees.
The second objective is to provide a better algorithm for LIMIDs using branch-andbound (BnB) search. Since we will be solving LIMIDs, where all the information from the
past might not be recalled in the future, the existing algorithms to compute probabilities
and bounds for the branch-and-bound search process needs to be modified. Furthermore,
due to the information-forgetting the tree search becomes a graph search by merging the
OR nodes in the solution that have been same previous histories. Note that an OR is the
solution tree represents a corresponding decision node of an influence diagram.
This research will develop more scalable algorithms for solving IDs and LIMIDs.

1.3

Overview of the Dissertation
The outline of the dissertation is as follows.
3

In Chapter II, we present a brief introduction to influence diagrams, and their realworld applications. We explain a few notations that are going to be used throughout the
dissertation. We explain a few of the existing algorithms for influence diagrams in the
literature. We also explain other structures, like decision trees, and partially observable
markov decision processes (POMDPs), for decision making under uncertainty. We explain
one of the most important foundations of our branch-and-bound algorithm: incremental
join tree evaluation.
In Chapter III, we explain a bi-directional algorithm for finite horizon POMDP-like
IDs, where for the forward search the conventional depth-first-branch-and-bound algorithm
(DFBnB) for IDs is used, and for the backward search dynamic programming is used to
solve POMDPs. We propose a strategy tree compression algorithm.
In Chapter IV, we explain limited memory influence diagrams and a few of the algorithms in the literature to address these problems. We explain the concept contexts for
merging OR nodes. Roughly speaking the context of an OR node can be described as the
set of available information for that particular decision maker. We distinguish three cases
for merging OR nodes. We explain the modifications that needed to be performed to the
existing incremental join tree evaluation process to accommodate LIMIDs. Experimental
results show the effectiveness of the approach.

4

CHAPTER 2
BACKGROUND

2.1

Influence Diagrams
An influence diagram (ID) is a directed acyclic graph for a decision problem under

uncertainty [27]. This graph generally consists of three different kinds of nodes: oval
or round shaped nodes represent randomness in the environment; square shaped nodes
represent a decision maker’s choices for a particular time-stage; and diamond shaped nodes
represent utility functions which are used to show the goodness of a particular decision
scenario.
In an ID there will always exist a temporal ordering of the decision variables, and the
most recent decision is conditioned on all the past observations and decisions; and these
two properties are respectively called the regularity and no-forgetting assumptions. The
temporal ordering of the decision nodes divides the circular or oval shaped random nodes
into disjoint subsets according to the observation time. The set I0 , a set of random nodes,
needs to be observed prior to making the first decision, D0 [16]. Subsequently I1 needs
to be observed before making the second decision, D1 . Following this way, Ii−1 will be
observed before making the decision Di−1 . Assuming that there exists a total of n decision
nodes, and the sets of decision and random nodes are D and X, respectively, then the set
X ∪ D into 2n + 1 partitions:
5

I0 ≺ D0 ≺ I1 ≺ ... ≺ Dn−1 ≺ In .

(2.1)

The ordering ≺ defines a partial temporal ordering over the variables in an influence
diagram. It is called a partial temporal order since the elements in each set can be observed
in any order [38]. An ID is solved by finding a strategy that maximizes expected utility.
A strategy s = {δDi |Di ∈ D} is a set of policies, one for each decision variable. We
denote pa(Di ) as the set of parents for decision Di and dom(pa(Di )) as instantiations of
parents of Di . A policy δDi : dom(pa(Di )) → dom(Di ) is a mapping from each possible
instantiation of the parents of a decision variable to a possible choice. A policy is said to
be pure if each mapping from dom(paDi ) is mapped to one particular choice; otherwise,
it’s called a random policy. Note that the set of variables in In need not be observed to
solve an influence diagram. The distribution generated by a strategy s is given by [40]

Y

fs =

Y

PX

X∈X

δD

(2.2)

D∈D

where PX denotes the probability distribution attached to a random node X (given its
parents). The expected utility (EU) of a strategy s is given by:

EU (s) =

X

(fs (x)

x

X

(Uu (x)))

(2.3)

u∈V

where fs (x) is the probability of an instantiation x of all the the decision and random
nodes in an influence diagram. Uu (x) is the utility value returned by an utility node u for

6

an instantiation of variables x in X ∪ D using strategy s. An ID is solved by computing a
strategy with the maximum expected utility; and this strategy need not be unique.
The set of random nodes Ii are observed before a decision node Di is called the information set for decision Di and the variables in Ii are called information variables. When
the no-forgetting assumption is satisfied, all information sets of earlier decisions are also
made available to later decisions. For convenience, we assume that there are explicit edges
(called information arcs) from the past information sets to decision variables. In an (regular) influence diagram there exists a directed path between the decision nodes. And each
decision node along with its information (random) variables is called a stage.

oil_contents

Drill payoff

Seismic results

Drill?

Test?

Test payoff

Figure 2.1
An influence diagram.

An influence diagram is illustrated in Figure 2.1. In this example, an oil company needs
to decide whether to drill or not at a specific site. The elimination order of the variables
is the following: {T est} ≺ {Seismic results} ≺ {Drill} ≺ {oil contents}, where the
partial order is represented by ≺. Whether the hole (Oil contents) is wet, dry, or soaking in
7

Table 2.1:
The probability distribution of Seismic results of ID in Figure 2.1.

T est
T est
closed
0.1
open
0.3
dif f use 0.6

dry
N o T est
0.333
0.333
0.333

T est
0.3
0.4
0.3

wet
N o T est
0.333
0.333
0.333

T est
0.5
0.4
0.1

soak
N o T est
0.333
0.333
0.333

Table 2.2:
The utility function of Drill payof f of influence diagram in Figure 2.1.
oil contents
Drill
value

dry
Y es N o
−70 0

wet
Y es N o
50
0

soak
Y es N o
200
0

oil can’t be precisely determined: the probabilities of the hole being dry, wet, or soaking in
oil are 0.5, 0.3, and 0.2, respectively. The company can perform a blind seismic test (T est)
before making the drilling decision. However, the results from this test are not completely
deterministic. The probability distribution of Seismic results is shown in Table Table 2.1.
The test decision and seismic results are provided at the moment the drilling decision is
made. The goal is to determine the strategy that will maximize the profit. The cost of
performing the test is 10, and there is no cost associated when a test is not performed. The
utility function associated with the Drill payof f utility node is shown in Table Table 2.2.
A possible strategy for this decision problem is to first perform the seismic test and then
drill for oil if the seismic result is positive.
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2.1.1

Real World Applications

Influence diagrams can be used to solve many real-world problems: several examples
have been presented in [19]. Influence diagrams can be applied to tackle problems in
agriculture [24, 29, 57], in economy [2, 18, 42, 44], in environment and natural resource
management [3, 8, 23, 50, 51], in medicine [4, 49], in software engineering [7, 26], and in
few other fields. Sometimes data are obtained from the real-world example to obtain the
parameters of IDs. A few examples are provided where the data have been obtained from
the real world scenario to construct the models:
Decision Support Systems [2] A Bayesian network model was learned from the data collected from the real time tele-marketing operations by the AT&T customer service
group. This model was integrated into an influence diagram model to provide the
customers with the cost and benefit related to possible actions for a telephone discount plan.
Sardine Fisheries Management on Lake Kariba [52] Lake Kariba is a large man-made
lake between Zimbabwe and Zambia where several varieties of fishes are found.
An influence diagram was devised to determine the volume of fishing that could be
increased without damaging the fish population and the fisheries. The probabilities
for one variable, Actual P roductivity, was estimated from the published values.
The main result of this analysis using influence diagram revealed that management
strategy is a more important criteria in decision making than exact biological data.
Severe Head Injury Management [22] Severe head management can be quite challenging due to the complexity of the problem and the time constraints. An influence
diagram model was built to automate this management process. Although the probabilities were provided by the doctors, the utility function was assessed on the data
provided by Glasgow Coma Scale [28].

Note that parameters in the influence diagrams are provided by the domain-experts in many
occasions. The Bayesian network learning algorithms can be used to learn the network and
then domain-experts can strategically include the decision variables and utility functions
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in those networks. Influence diagrams can be viewed as Bayesian networks augmented as
decision and utility nodes.

2.1.2

Notations

The notations that will be used throughout this manuscript are explained next. The set
of decision, random, and utility variables are represented as D, X, and U, respectively. If
there exists an arc from node n1 to n2 then n1 is said to be the parent of n2 and n2 is the
child of n1 . LD→x represents an arc is added from node D to x, where as, LD6→x represents
an arc is erased if there exists one from node D to x in the ID [40].

2.1.2.1

Potentials

A potential φ is a real-valued function, φ : sp(X) → <+ over a the domain of a set
of variables X where sp(X) is the set of states of variables X [39]. In Bayesian networks
these are used to represent the probability distributions attached to each node. The domain
of a potential φ is denoted as dom(φ). For example, the domain of potential P (A|B) is
(A, B). When two potentials, φ1 and φ2 , are multiplied one of the two following notations
are used: φ1 φ2 or φ1 .φ2 . The following potential multiplication properties are important
for the rest of the discussion:
1. dom(φ1 φ2 ) = dom(φ1 ) ∪ dom(φ2 )
2. The unit potential 1 is defined as a potential with all 1’s in as its entries and when
multiplied with another potential φ the product is φ.

We call the operation of eliminating a variable A from a potential φ (A ∈ dom(φ))
marginalizing out A from φ and the new domain of this new potential function is going
10

to be dom(φ) \ A. There are two types of marginalization operations: sum-marginalization
and max-marginalization. Sum-marginalization of a variable A from the domain of a potential φ is defined as follows:
X
φ
A

In sum-marginalization for each possible state (combination) of other variables than
A in dom(φ) the values are summed. And max-marginalization of a variable A from the
domain of a potential φ is defined as follows:
max φ
A

In max-marginalization for each possible state (combination) of other variables than A
in dom(φ) the maximum potential value is stored in the new potential.

2.2

Decision Trees
Decision trees (DTs) [31] are used to represent decision problems under uncertainty;

however, unlike IDs, in a DT all possible scenarios that a decision maker might be faced
with are represented in a rooted tree-like structure. DTs simple but intuitive representations of decision making situations of the possible scenarios that a decision maker might
encounter. It has three types of nodes: random, decision, and utility nodes; they are represented by elliptical rectangular, and diamond-shaped nodes, respectively. Random nodes
are controlled by nature – a decision-maker is only able to observe the state of a particular
random node probabilistically – thus, all the states of a particular random node need to be
considered while constructing a policy for the decision-maker. A decision node shows a
decision-maker’s alternatives in that particular decision stage: ideally the action that max11

imizes the expected reward will be carried out. Finally, the leaf nodes represent the value
of a particular decision scenario. The decision tree structure reveals how the sequential
decision making is encoded where the agent takes several decisions and it permits us to
encode the available information during the time a decision is made.

C (3.26)

S (3.26)
s2
0.24

Test

s0
0.41

f1

f0

Market
F (8.78)

Cost

s1
0.35

F (2)

F (3.29)

F (0)

M (2)
m2
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Survey

M (8.78)

0

M (3.29)

0

M (-3.01)

0

m2
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m0
.05

-7

0
m1
.3
5

m0
.2
20

Found
m2 m1
.21 .37

Value

(a) ID

-7

5

m0
.42
20

m2 m1
.43 .34
-7

5

m0
.23
20

-7

m1
.22
5

20

(b) DT (C=Test, S=Survey, F=Found, M=Market)

Figure 2.2
ID and DT of the entrepreneur problem [31]

An influence diagram of an entrepreneur problem is shown in Figure 2.2a; the Figure 2.2b next to it shows the corresponding DT. In this example, a recent college graduate
would like a set up his company to sell widgets. However, he is unable to determine
the exact demand of widgets in the market. In order for him to determine the marketdemand for widgets he needs to perform a test, but that comes with a cost, and the outcome of the test is stochastic: high-demand (s2), moderate-demand (s1), and no-demand
(s0) are the possible outcomes for the test. The market-demand for the widgets can be
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nil (m2), moderate (m1), or very high (m0). The elimination ordering of the variables
is: {T est} ≺ {Survey} ≺ {F ound} ≺ {M arket}. Since M arket is not observed by
any decision node it is placed last in the partial temporal order. Solid lines in the tree in
Figure 2.2b show the optimal strategy for the entrepreneur: he needs to perform test first,
and then he can set up the company if there exists moderate to high demand for widget.
The expected utility, 3.26, of this strategy is shown in the root node.

2.2.1

Solving Decision Trees [31]

As the last example indicates, a solution to a decision tree provides a strategy so that an
agent can take a particular action (for each decision node) provided a history of the past.
Ideally, a strategy is sought so that the expected utility is maximized, and this strategy is
called an optimal strategy. Note that this strategy need to be unique. We would like to
assign a utility value to each node in a decision tree. The utility value of each leaf node
displays the utility associated with that particular decision scenario. If we move one step
up, and we encounter a decision node then the value of action that returns the maximum
utility will be attached to that decision. If we encounter a random node it is evaluated by
multiplying the probability of an outcome with the value of the decision scenario for that
particular outcome, and then summing up these weighted values. Therefore, the utility
value associated with the random node can be considered as an weighted average of the
values associated with its outcomes. The average out fold back algorithm to identify the
optimal solution of a decision tree is presented next. In this algorithm, valuen is the value
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attached to a node, Succ(n) is the set of possible outcomes or the set of possible actions
for a random node or a decision node, respectively.

Input : Decision Tree ζ
Output: A strategy (tree) of ζ
Average out Fold back Algorithm:
Let L be a queue
L ← Leaves of ζ
while L is not empty do
n ← top element of L;
remove the top element of L;
Add parent of n to L;
if (n is a leaf node) then
valuen ← value of the decision scenario;
end
else if (n is a random
P node) then
valuen ← s∈Succ(n) (P (s) ∗ values );
end
else
valuen ← maxs∈Succ(n) values ;
end
end

Algorithm 1:
A sketch of the average-out-fold-back algorithm for decision trees [31]

2.2.2

Connection Between IDs and DTs [38]

This discussion is mostly adopted from [38]. Any ID can be unfolded into a decision
tree, and then the optimal strategy can be determined from this tree. A simple influence
diagram and its corresponding decision tree are shown in Figures 2.3 and 2.4, respectively.
Note that the nodes in the last level before the final and leaf level are expressed as S0 x S1
to compact to one level of the tree. In general, after the D1 layer, S0 and S1 layers would
have been presented, respectively. As shown in Algorithm 1, we start solving a decision
tree from its leaf nodes and move toward the root node. Consider the right most path from
D0 to U1 + U2 . The variables D0 , I1 , D1 , S0 , and S1 are instantiated as d10 , i1 , d11 , s0 , and
1

s , respectively. Note that this complete instantiation of variables from root to a leaf node
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Figure 2.3
An influence diagram.

Figure 2.4
The decision tree of ID of Figure 2.3
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is called a decision scenario. The utility value of this decision scenario can be obtained
from the leaf. To compute the utility of the action on that path d11 we use the following
expression:

EU (d11 |d10 , i1 ) =

X

P (S0 , S1 |d10 , i1 , d11 )(U (S0 , d10 ) + U (S1 , d11 ))

(2.4)

S0 ,S1

Similarly we can compute the utility of action d01 immediately next to d11 from the above
described path we use the following expression:

EU (d01 |d10 , i1 ) =

X

P (S0 , S1 |d10 , i1 , d01 )(U (S0 , d10 ) + U (S1 , d01 ))

(2.5)

S0 ,S1

In general for any action of D1 when when D0 is d10 and I1 is i1 , we can write

EU (D1 |d10 , i1 ) =

X

P (S0 , S1 |d10 , i1 , D1 )(U (S0 , d10 ) + U (S1 , D1 ))

(2.6)

S0 ,S1

We chose the action for that returns the highest expected utility and we get the decision
rule for D1 when D0 is d10 and I1 is i1 .

δ1 (d10 , i1 ) = arg max EU (D1 |d10 , i1 )

(2.7)

D1

We denote τi as the value of a decision node Di . Then for decision D1 we get

τ1 (d10 , i1 ) = max EU (D1 |d10 , i1 )
D1
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(2.8)

when D0 is d10 and I1 is i1 .
Now we can determine the value of the decision node associated with these two actions:
the expected utility associated the action with highest EU of the two:

EU (D1 |d10 , i1 ) = max
D1

X

P (S0 , S1 |d10 , i1 , D1 )(U (S0 , d10 ) + U (S1 , D1 ))

(2.9)

S0 ,S1

By generalizing the above formula three formulas, we can determine the optimal policy
for decision D1 (for all the paths from root to D1 ):

δ1 (D0 , I1 ) = arg max EU (D1 |D0 , I0 ) = arg max
D1

D1

X

P (S0 , S1 |D0 , I0 , D1 )(U (S0 , D0 ) + U (S1 , D1 ))

S0 ,S1

(2.10)
Therefore, the utility function can generalized as:

τ1 (D0 , I1 ) = max EU (D1 |D0 , I0 ) = max
D1

D1

X

P (S0 , S1 |D0 , I0 , D1 )(U (S0 , D0 ) + U (S1 , D1 ))

S0 ,S1

(2.11)
Based on the calculations to determine the value function for D1 , we can replace the
decision tree of Figure 2.4 with the decision tree Figure 2.5.
Looking at the Figure 2.4, we can deduce the policy, δ0 , for D1

δ0 = arg max EU (D0 ) = arg max
D0

D0
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X
I1

P (I1 |D0 ) ∗ τ1 (D0 , I1 )

(2.12)

Figure 2.5
The decision tree of ID of Figure 2.3 with value function attached for D1

The expected utility for decision D0 can be written as:

τ0 = max EU (D0 ) = max
D0

X

D0

P (I1 |D0 ) ∗ τ1 (D0 , I1 )

(2.13)

I1

We can try to draws connections between the potentials of the influence diagram with
these equations. From equations 2.11 and 2.13, we get

τ0 =
maxD0

P

I1

P (I1 |D0 )τ1 (D0 , I1 )

= maxD0

P

P (I1 |D0 ) maxD1

= maxD0

P

maxD1

P

P (I1 |D0 )P (S0 , S1 |D0 , I0 , D1 )(U (S0 , D0 ) + U (S1 , D1 ))

= maxD0

P

maxD1

P

P (I1 |D0 , D1 )P (S0 , S1 |D0 , I0 , D1 )(U (S0 , D0 ) + U (S1 , D1 ))

I1

I1

I1

S0 ,S1

S0 ,S1

P

S0 ,S1

P (S0 , S1 |D0 , I0 , D1 )(U (S0 , D0 ) + U (S1 , D1 ))

Using the Bayes chain rule P (X, Y |Z) = P (X|Y, Z)P (Y |Z), and replacing X with
A, C, Y with T , and Z with D1 , D2 , we get
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maxD1

P

P (I1 , S0 , S1 |D0 , D1 )(U (S0 , D0 ) + U (S1 , D1 ))

I1 maxD1

P

P (X|D)(U (S0 , D0 ) + U (S1 , D1 ))

= maxD0

P

= maxD0

P

I1

S0 ,S1

S0 ,S1

The formula for δ1 is:
P

δ1 = arg maxD0

I1

maxD1

P

S0 ,S1

P (X|D)(U (S0 , D0 ) + U (S1 , D1 ))

Let’s reconsider the policy for decision D1
δ1 (D0 , I1 ) = arg maxD1

P

S0 ,S1

P (S0 , S1 |D0 , I0 , D1 )(U (S0 , D0 ) + U (S1 , D1 ))

We can multiply P (I1 |D0 ) to this expression without changing the overall policy
δ1 (D0 , I1 ) = P (I1 |D0 ) arg maxD1

P

S0 ,S1

P (S0 , S1 |D0 , I0 , D1 )(U (S0 , D0 ) + U (S1 , D1 ))

= arg maxD1

P

P (I1 |D0 )P (S0 , S1 |D0 , I0 , D1 )(U (S0 , D0 ) + U (S1 , D1 ))

= arg maxD1

P

P (I1 |D0 , D1 )P (S0 , S1 |D0 , I0 , D1 )(U (S0 , D0 ) + U (S1 , D1 ))

= arg maxD1

P

P (I1 , S0 , S1 |D0 , D1 )(U (S0 , D0 ) + U (S1 , D1 ))

= arg maxD1

P

P (X|D)(U (S0 , D0 ) + U (S1 , D1 ))

S0 ,S1

S0 ,S1

S0 ,S1

S0 ,S1

Now to obtain the expected utility for decision node D1 we need to divide the above
expression by P (I1 |D0 )
δ1 (D0 , I1 ) =

1
P (I1 |D0 )

arg maxD1

P

S0 ,S1

P (X|D)(U (S0 , D0 ) + U (S1 , D1 ))

These calculations suggests us we can calculate the policy and expected utility for any
decision node given we have the product of all the probability distributions in an influence
diagram. We can eliminate variables in the reverse order provided by the partial order of
the variables in the influence diagram: we can first sum marginalize the random variables
,I(i+1) , the we can max-marginalize a decision variable, Di , to obtain the optimal policy for
that decision. We can generalize the computations to calculate policy and expected utility
for a decision node with the following theorem.
19

Theorem 1. Let L be an influence diagram with random variables X, decision variables
D, and utility variables V . Let I0 ≺ D0 ≺ I1 ≺ D1 ... ≺ D(n−1) ≺ In be a partial ordering
P

of the variables. And let U =

i

Vi . Then:

(1) An optimal policy for Di is
δi (I0 , D0 , ..., Ii ) = arg maxDi

P

Ii+1

maxDi+1 ... max Dn−1

P

In

P (X|D)U

(2) The expected utility from this policy for Di is
τi (I0 , D0 , ..., Ii ) =
maxDi

P

Ii+1

1
P (I0 ,...,Ii |D0 ,...,Di−1 )

maxDi+1 ... max Dn−1

P

In

P (X|D)U (3) The strategy for L consisting of

optimal policies for each decision node outputs the maximums expected utility: M EU (L) =
P

I0

maxD0

P

I1

maxD1 ...

P

In−1

max Dn−1

P

In

P (X|D)U

Proof: We will consider the last decision Dn−1 first: we the get expected utility for this
decision
EU (Dn−1 |I0 , D0 , ..., In−1 )
=

P

=

P

=

1
P (I0 ,D0 ,...,In−1 |D1 ,...,Dn−2 )

In

P (In |I0 , D0 , ..., In−1 , Dn−1 )V

1
In P (I0 ,D0 ,...,In−1 |D1 ,...,Dn−1 ) P (I0 , I1 , ..., In |D1 , ..., Dn−1 V

P

In

)

P (X|D)U

Note that we can state P (I0 , ..., In−1 |D0 , D1 , ..., Dn−1 ) = P (I0 , ..., In−1 |D0 , D1 , ..., Dn−2 )
since a future decision cannot affect what happened in the past. We get the expected utility
of Dn−1 as
τn−1 (I0 , D0 , ..., In−1 ) =

1
P (I0 ,D0 ,...,In−1 |D1 ,...,Dn−2 )
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maxDn−1

P

In

P (X|D)U

We can express the policy as
σn−1 (I0 , D0 , ..., In−1 ) =
= arg maxDn−1

P

In

1

arg maxDn−1
P (I0 ,D0 ,...,In−1 |D1 ,...,Dn−2 )

P

In

P (X|D)U

P (X|D)U

We assume that the theorem holds for decisions Di+1 , ..., Dn − 2 and now consider
decision Di . The expected utility of Di
EU (Di |I0 , D0 , ..., Ii ) =
=

P

P

Ii+1

P (Ii+1 |I0 , D1 , ..., Ii , Di )τi+1 (I0 , D0 , ..., Di , Ii+1 )

1
Ii+1 P (I0 ,...,II |D0 ,...,Di ) P (I0 , ..., Ii , Ii+1 |D0 , ..., Di )

1
P (I0 ,...,Ii+1 |D0 ,...,Di )

maxDi+1 PI

1
Ii+1 P (I0 ,...,II |D0 ,...,Di )

=

P

=

1
P (I0 ,...,II |D0 ,...,Di )

P

Ii+1

i+1

maxDi+1 ... max Dn−1

P

In

P (X|D)U

maxDi+1 PI

maxDi+1 ... max Dn−1

P

i+1

maxDi+1 PI

maxDi+1 ... max Dn−1

P

i+1

In

In

P (X|D)U

P (X|D)U

Thus we obtain formulas (1) and (2). Note that we can obtain the expected utility for
the influence diagram using the calculated policies from the following formula
M EU (L) =
=

P

=

P

P

I0

P (I0 )τ0 (I0 )

I0

P (I0 ) P (I1 0 ) maxD0

I0

maxD0

P

I1

P

I1

maxD1 ...

maxD1 ...

P

In−1

P

In−1

max Dn−1

max Dn−1
P

In

P

In

P (X|D)U

P (X|D)U 

From the above calculations we can infer that to evaluate an influence diagram we don’t
need to explicitly unroll it into a decision tree. First we need to find the joint probability
distribution of the probability tables associated with the random variables in the influence
diagram. Then to obtain τi , we sum-marginalize Ii+1 and then max-marginalize Di , and
this process is done in the reverse partial order of the variables.
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2.3

A Few Algorithms for ID
There are primarily two types of methods proposed in the literature for solving influ-

ence diagrams: one set of methods work directly on them, and the other set of methods
build secondary structures to solve them [43]. The first complete algorithm for solving
influence diagrams was proposed by Shacter [43, 46]. He described a reduction approach
which reduces the original influence diagram to a smaller one using a series of valuepreserving operations. An operation is called value preserving if it reduces an influence
diagram to a new one while keeping the optimal expected utility unchanged. Howard
and Matheson describe a method for transforming an ID into a decision tree [27]. Their
method first converts an ID to a decision tree network by making use of the arc-reversal
method in belief networks and then converts this decision tree network into a decision tree.
A decision tree network is a (regular) influence diagram where all of the predecessors of a
decision nodes are its direct predecessors. Each node in the ID is expanded to generate the
decision tree; the depth of the tree is equal to the number of nodes in the ID. The size of
the tree tends to become large since the number of nodes is exponential in the number of
variables in the ID [43].
Cooper described a method that transforms IDs to belief networks, and it recursively
solves the belief network to determine the optimal policy for each decision [11]. The proposed algorithm dynamically solves a decision tree version of the problem. Several other
algorithms in the literature have been proposed to evaluate influence diagrams that transform IDs into Bayesian networks. Zhang proposed a method that recursively decomposes
an ID into a body and a tail, and then finds the optimal decision policy for the decision
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node in the tail [56], each of which has one decision. He proposes techniques to simplify
the computations, both in the body and in the tail.
Jensen et. al proposed a method that converts an influence diagram into a secondary
data structure called the junction tree and then uses a specialized message passing technique to compute the maximum expected utility (MEU) [30]. Due to the close relationship
between the data structure used in this junction tree algorithm and the data structures used
for computing probabilities, and upper bounds and utilities of a partial or complete decision
scenario, this junction tree algorithm is explained next. Note that these algorithms were
not evaluated on large problem instances, rather were explained for a few toy examples.

2.3.1

Junction Tree Algorithm

The Junction tree (or join tree) algorithm can be divided into three important components. As we explain each component, we will introduce the necessary definitions. These
three components are:
1. Moralize the influence diagram and then triangulate this new structure. We will call
this step Moralization and Triangulation.
2. Identify the cliques in the triangulated structure and then connecting them properly
to obtain the junction tree. We will name this step Connecting the Cliques.
3. Attach probability and utility potentials to appropriate cliques and pass messages to
obtain the maximum expected utility along with the policy for each decision node.
We will call this step Message passing.

Next we explain the above three steps:
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2.3.1.1

Moralization and Triangulation

At first the (information) arcs entering into the decision variables are dropped. Note
that we are will determine the variables that are required when we try to eliminate a decision variable. Therefore, it is not necessary to explicitly show the information arcs in the
new graph. However, we obtain the precedence or the order which we use to eliminate
variables: we need to follow a specific partial order to eliminate the variables in an influence diagram, and the knowing information variables of decision variables can guide us
through the process. Then we add pair-wise links between two nodes that have a common
child. This step is called moralization. This moral link ensures that the common child
and its parents are hosted in one clique (the set of nodes that are pair-wise linked in an
undirected graph is called a clique). Then we drop the directions of links and remove the
utility nodes from the graph. As we continue our explanation, these ideas will begin to get
clearer.
When we need to eliminated a variable X, we need to work with all the variables of the
potentials that have X in their domains. We first need to find the product of the potentials
attached to these variables and marginalize X out of this product. This is displayed in the
graph by pair-wise connecting the neightbors of X in the moral graph. We call these new
links fill-ins. Let’s illustrate this idea with the following Bayesian network example.
A Bayesian network with 5 variables (A1 , A2 , A3 , A4 , A5 ) is shown in Figure 2.6.
Note that the potentials attached to variables A1 , A2 , A3 , A4 , and A5 are respectively
defined over the following sets of variables {A1 }, {A2 }, {A1 , A2 , A3 }, {A3 , A4 }, and
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Figure 2.6
A Bayesian network.

{A3 , A5 }. A moral graph of this network is shown in Figure 2.7. Note that the directions
of links have been dropped and an link between variables A1 and A2 is added.
Now if we want to eliminate variable A3 we need to add pair-wise links between A1 ,
A2 , A3 , and A4 if there is not already one link between two variables. We need to add these
links since the potentials containing A3 in their domains have these other four variables in
their domains. Once we eliminate A3 from the graph of Figure 2.7, we get the graph in
Figure 2.8. Note that to eliminate the rest of the variables we do not need to add any
more fill-ins. This graph has been triangulated: once a graph is triangulated we find an
elimination sequence without the need to add any more fill-ins. Observe in the moral
graph (Figure 2.7) if we follow the following elimination order then we do not need to add
any fill-ins: A1 , A2 , A4 , A5 , and A3 . However, if we started off by eliminating variable A3
we need to add fill-ins (Figure 2.8). Next we will show how to find a moral graph for an
influence diagram and how to triangulate the moral graph.
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Figure 2.7
Moral graph of 2.6.

Figure 2.8
New graph after variable A3 is eliminated from graph of Figure 2.7.
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Figure 2.9
An influence diagram.

We use the influence diagram displayed in Figure 2.9 for the rest of the description of
the junction tree algorithm. To find the moral graph first we delete incoming (information)
links to decision nodes. Then we pair-wise add links between variables that have common
children. After that we remove the utility nodes. The moral graph of the influence diagram
in Figure 2.9 is shown in Figure 2.10. In this graph, information links to the decision nodes,
D2 , and D4 are deleted, and new links between a and b, c and d, D3 and h, k and l, and i
and D4 are added.
The next step is to triangle this graph. However, we cannot follow any random elimination order of the variables: we need to triangulate them in such a manner that facilitates in
computing the maximum expected utility. We have shown earlier that in order to compute
the maximum expected utility we at first sum marginalize out the set of random variables,
In , that appear after the last decision, Dn−1 . In order words, we marginalize out the set of
random variables that do not belong to the information variable set of any decision node.
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Figure 2.10
The moral graph of the ID 2.9.

We can choose any order in eliminating variables in In . Next we max-marginalize out
the last decision, Dn−1 . Then we sum-marginalize out the information variables, In−1 for
Dn−1 . And this process of selecting variables for triangulation continues until all the random and decision variables in the influence diagram have been exhausted. This process of
triangulating is call strong triangulation. For our example, we can use the following order
to triangulate the graph: l, j, k, i (fill-ins: D2 − D4 and g − D4 ), h (fill-in: f − D3 ), a, c
(fill-in: b − e), d (fill-ins: D1 − e, e − f , f − b, and f − D1 ), D4 , g (fill-in: D2 − e), D3 ,
D2 , f , e, D1 , and b. The triangulated graph is displayed in Figure 2.11

2.3.1.2

Connecting the Cliques

At first we need to identify the cliques. We number each node in the triangulated
graph according to the partial elimination order of the influence diagram. The first set of
information variables are numbered first and then first decision node, D0 , is numbered.
This process continues until all the variables are assigned numbers. A valid set of numbers
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Figure 2.11
The (strong) triangulated graph of 2.10.

for variables b, D1 , e, f , D2 , D3 , g, D4 , d, c, a, h, i, k, j, and l would respectively be 1, 2,
3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, and 14.
Next we eliminate each variable from the triangulated graph in the order presented earlier (l, j, k, i, h, a, c, d, D4 , g, D3 , D2 , f , e, D1 , and b), identify the (maximal) clique
associated with each variable, number each clique, and then connect these cliques. We
number each clique in the following manner: we identify a node, n, such that its number
is larger than some of its neighbors numbers in the clique such that these neighbors have
a common neighbor not residing in the clique whose number is smaller than n. And if a
node cannot be found with this property, we number the clique 1. Formally, let n(v) the
function for numbering the nodes in the graph. Let v be the highest number in clique, C,
vertices {w ∈ C|n(w) ≥ n(v)} have a common neighbor u such that n(v) > n(u). Using this scheme, we get the following cliques: C16 {l, D4 , i}, C15 {j, h, k}, C14 {k, h, D3 },
C8 {i, D2 , g, D4 }, C6 {h, f, D3 }, C5 {g, e, D2 }, and C1 {d, e, D1 , b, f }. Just to illustrate how
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this number scheme to clique works, we consider the clique when h is about to be eliminated. h belongs to the clique {h, f, D3 }. We number this clique 6 (the number of variable
D3 ) since it’s the highest number vertex with a neighbor (f , numbered 4) with a smaller
numbered neighbor (e) which is not a part of the clique. Note that when D3 is about to be
eliminated the clique associated with it is {D3 , f }; however, the variables in this clique is
already contained in another clique ({h, f, D3 }). Therefore, it’s not a maximal clique and
it’s not included in the junction tree.
Once these cliques are generated we need to connect them to form the junction tree.
However, in the junction tree there exists another node containing the intersection of variables between those two cliques: these nodes are called separators. There are used to hold
to intermediate potentials between two cliques when a message is passed between them.
We shall explain this further later. In order to connect these cliques at first we need to
determine the separator, Si , of each clique Ci . Once we determine the separator for clique
then we can connect this clique to another clique containing this variables in the separator.
Note that the root clique, C1 , will not have any separator. Let C1 , ..., Cn be the generated
cliques in increasing order according to their index. We generate the separators using the
following formula:
for all m > 1 : Sm = Cm ∩

Sk

i=1

Ci where k < m

For our example, for the cliques, C16 {l, D4 , i}, C15 {j, h, k}, C14 {k, h, D3 }, C8 {i, D2 , g, D4 },
C6 {h, f, D3 }, and C5 {g, e, D2 }, we get the following separators respectively: S16 {D4 , i},
S15 {h, k}, S14 {h, D3 }, S8 {D2 , g}, S6 {f }, and S5 {e}. Once we obtain the separator Sm
for each clique Cm we connect Cm to another clique containing Sm . The junction tree for
30

our running example is shown in Figure 2.12. Observe that we could have obtained the
separators from the construction of the junction trees: the set of variables that are numbered less than the index of the clique forms the separator for the clique (expect for the
clique indexed 1). We obtain a property as a byproduct of the above construction is that
if Ci and Cj are two adjacent cliques in the junction tree and Ci is closer to the root then
the set Ci ∩ Cj appears earlier than Cj \ Ci in the elimination ordering. This property
will ensure that during the message collection phase when we need to marginalize out one
variable appropriate potentials are present in the clique.

2.3.1.3

Message passing

Once the junction tree is constructed vacuous potentials are attached to each clique and
separator. A potential for an influence diagram is called vacuous if the probability part is
set to 1 and the utility part is set to 0. Let ΦC and ΨC respectively be the probability and
utility potentials attached to each clique C. To host the probability tables (associated with
random nodes) and utility functions in the junction tree each clique is considered in the
following manner: for a random node, R, in the influence diagram we find a clique C in
the junction tree containing the parents of R, paR and R, then we multiply the probability
table associated with R to C’s probability potential, and for a utility node, U , we find a
host clique the same manner but this time we add the utility potential to the host clique’s
utility potential. Therefore, the joint probability distribution of the influence diagram will
be equal to the multiplication of all the probability potentials of the clique.
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We need to define the marginalization operation of a variable. Since there can be two
types of variables we need to specify two different marginalization operation. Let ’ΘX (λ)’
be defined the marginalization operation of a variable X on a potential λ that contains X
in its domain. If we want to marginalize out a variable, A, from a probability potential, ϕ
then we can follow the operation.
X
ΘA (ϕ) =
ϕ
A

However, if we want to eliminate a variable, X, from an utility potential µ, we need to
consider whether X is a random or a decision variable. If X is a random variable then we
use the following operation.
X
µ
ΘX (µ) =
X

And if X is a decision variable then we need use the following operation.
ΘX (µ) = max µ
X

In order to compute the maximum expected utility and to compute the optimal policy
for each decision node, we need to pass “messages” from the leaf nodes of the junction
tree to the root node. Let C1 and C2 be two neighboring cliques with separator S between
them in a junction tree and C2 is closer to the root than C1 . Then a message from C1 to C2
is passed as follows:

0

0

ΦC2 = ΦC2 ∗ ΦS ; ΨC2 = ΨC2 +

ΨS
;
ΦS

(2.14)
0

0

where ΦS = ΘC1 \S (ΦC1 ); ΨS = ΘC1 \S (ΨC1 ∗ ΦC1 ); and ΦC2 and ΨC2 are the new
probability and utility potentials of C2 .
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In other words, in order to pass a message from clique C1 to C2 we first need to the
determine set the of variables in C1 that are not present in the separator S. We marginalize
out this set of variables from the probability and utility potentials of C1 using the methods described earlier. The elimination order of the variables to eliminate should following
the elimination order represented by the partial order of the influence diagram. Then we
need to merge these potentials to the potentials of the separator using the formula above
( 2.14). After the junction tree is built and the probability and utility potentials are attached to the cliques, messages from the leaf nodes of the junction tree to the root are
propagated. This propagation of messages from leaf nodes to the root node is called CollectEvidence(root). Once the collect CollectEvidence(root) step is complete, we can obtain
the maximum expected utility of the influence diagram by first multiplying the probability
and utility potentials of the root clique, and then marginalizing out all the variables in this
resulting potential using the marginalization operator for utility potential. We can also obtain the optimal policy for a decision by finding a clique closest to the root node and then
multiplying the probability and utility potentials of the clique, and then marginalizing out
all the variables expect for the parent of the decision variable in the influence diagram in
this resulting potential using the marginalization operator for utility potential.
Apart from computing the MEU of a ID using the strong JT, the strong JT sometimes
reveal a few important properties of the ID. In particular, it shows whether decisions can be
evaluated in parallel and the requisite information required for optimal decision making.
For example, from the Figure 2.12 of junction tree it can be noted that once decision D1 is
evaluated either decision D2 or D3 can be evaluated. Note that, D2 or D3 can be evaluated
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Figure 2.12
The strong junction tree of the ID in Figure 2.9.
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in parallel too once D1 is evaluated. From clique {f D3 h}, it can be inferred that f is a
requisite variable to perform actions optimally at when D3 is evaluated. The tree-width of
an influence diagram can also be determined from its strong join tree: it is the cardinality
of the largest clique minus one.

2.3.2

Branch and Bound Algorithm

Qi and Poole described a branch and bound (BnB) algorithm that expands an influence
diagram with a single value node into a decision tree [43] using a trivial infinity upper
bound. However, unlike Howard and Matheson’s method [27] Qi and Poole method only
expands information and decision variables. They generate a corresponding decision tree
of the influence diagram expanding only the information and decision nodes. This method
does not expand all the nodes in the influence diagram, hence they call it a decision graph
instead of a decision tree. They prune away zero probability or impossible decision scenarios: if any of the arcs emanating from a random node has zero probability attached to
it then the sub-tree below that arc is pruned away. Finally, a solution graph is obtained
by only keeping sub-trees below the actions with that return the maximum expected utility
of all actions (or alternatives) of any particular decision. They do not specify which algorithm they use to compute the probabilities for the random nodes; however, they mention
that any Bayesian network evaluation algorithm can be used (to compute the probabilities).
The number of nodes in the solution graph is exponential in the number of information and
decision variables [43].
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2.3.3

Other Algorithms

Dechter proposed a bucket elimination algorithm that organizes probability and utility
components into buckets and then eliminates these buckets in steps to evaluate the influence
diagram [14]. In [33], Marinescu proposed an AND/OR graph search algorithm for solving
IDs. Since this method expands each node in an ID, the size of the AND/OR graph can
become exponential to the size of nodes in the ID.
Yuan et. al [55] proposed and implemented the first depth-first-branch-and-bound
search method for solving influence diagrams. They relax the decision problem by adding
more information arcs into a decision node so that the set of information variables in the
original influence diagram becomes irrelevant for that decision node’s policy and the maximum expected utility of the influence diagram is at least as large as the original one.
The join tree of this relaxed influence diagram is mainly used for two reasons: first, to
guide the AND/OR tree search by expanding the most promising actions for each decision
node and pruning the unpromising actions, and second, to compute the probabilities for
the AND nodes. The maximum expected utility along with the optimal strategy of the
influence diagram can be obtained from the root of the AND/OR search graph once the
search is completed. Unlike Marinescu’s algorithm [33], only the information and decision variables are expanded, and therefore, the size of the search tree is exponential in the
number of information and decision variables. We will explain their methods to compute
the upper bounds for decision scenarios and conditional probabilities for AND nodes for
the AND/OR tree search shortly.
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(1,1)

(7,9)

Figure 2.13
Two mazes. A star(*) in a cell represents the goal.

Consider a maze navigation problem that can be modeled as an ID [25, 40, 55]. In the
maze shown in Figure 2.13, white cells represent spaces where navigation is possible, and
shaded cells represent walls. A robot is initially placed in one of the white cells and its
objective is to reach the goal state marked by a star. At each stage, the robot can choose to
move to any one of its neighboring cells, or it can stay in its current location. The effect of
the robot’s attempts to move are stochastic. It moves to the intended neighboring cell with
a probability of 0.89 and fails to move with probability 0.089. The probability of sideways
movement is 0.01 in each of two possible directions, and the probability of backward
movement is 0.001. A move towards a wall has a probability of zero to succeed, and the
remaining non-zero probabilities are normalized. The robot’s sensors provide incomplete
information about the robot’s location. They detect neighboring walls, but since more than
one location can share the same configuration of neighboring walls, observations do not
unambiguously identify the current location. The expected utility received by the robot
corresponds to the probability of successfully reaching the goal state by the final stage of
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the problem. If the robot is in the goal state at the final stage, it receives a utility value of
1; otherwise, it receives a value of 0.

(a)

(b)
Figure 2.14
(a) An ID and (b) a LIMID, both for the maze navigation problem.

The ID shown in Figure 2.14(a) represents a two-stage version of the maze navigation
problem. The random variables xi and yi represent the coordinates of the location of the
robot at stage i. The random variables {nsi , esi , ssi , wsi } are the sensor readings in four
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directions at stage i. The decision variable di represents one of the possible actions taken
by the robot at that stage. The ID shown in Figure 2.14(a) is a traditional ID that satisfies
the regularity and no-forgetting assumptions. Figure 2.14(b) shows a LIMID for which
the no-forgetting assumption is not satisfied. In this case, a decision is conditioned on all
past decisions as well as the present states of the information variables when the decision
is made, but not on the information variables for any previous stages. In other words,
the robot makes decisions based on its current sensor readings only, without considering
any previous sensor readings. Although the IDs shown in Figure 2.14 represent two-stage
decision problems, they are easily extended for any finite number of stages.
We have explained the junction tree (JT) [30] and the branch-and-bound [43] algorithms from the literature. In JT algorithm a hypergraph of the original ID is generated,
appropriate potentials are attached to the nodes in the hypergraph and messages are passed
to the root node from the leave nodes to obtain the maximum expected utility (MEU) of
that ID. We can also determine the policies from these JTs. In the BnB algorithm the
probabilities for each decision scenario is generated using the original ID, and the upper
bound used is a trivial one. It has been shown that JTs capture the conditional independence among variables and are very efficient for computing probabilities. Hence, it would
be very effective if JTs are utilized to compute the probabilities for the BnB search. An
effective way to compute the probabilities and upper bounds from JTs is explained next
since the approaches presented in this thesis heavily rely on this work [54, 55].
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2.4

Incremental Junction Tree
For the branch and bound search we need to compute the probabilities for the AND

nodes and the upper bounds for the OR nodes to guide the search. We need bounds on the
values of OR nodes in order to prune the AND/OR search tree. Assuming that we are maximizing expected utility, the best value computed so far for any branch of an OR node (i..e,
for any action) serves as a lower bound on the optimal value of the OR node. We compute
the required probabilities and bounds using a junction tree that is a strong junction tree
of the relaxed version of the original influence diagram problem. We utilize an approach
first proposed in [55] so that probabilities and bounds can be computed rather efficiently
which was inspired from the work by Nilsson and Höhle [40] compute an upper bound of a
limited memory influence diagram (LIMID). A LIMID is this context can be considered as
an influence diagram where information from the past can be forgotten; we discuss more
about LIMIDs in a later chapter. Nilsson and Höhle [40] generated another LIMID based
on the original influence diagram which would provide them with the upper bound of the
maximum expected utility of the LIMID. This is considered as a low-complexity upperbound due to two reasons: first, the time to generate the upper bound structure has been
empirically efficient compared to the rest of the operations, and second, the tree-widths
of the upper bound influence influence diagrams are generally smaller than their original
influence diagrams. We explain their approach next.
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2.4.1

Generating the Relaxed Influence Diagram

We introduce a few notations and definitions to facilitate the rest of the discussion in
this section. We denote ∆ as the set of all decision variables {d0 , d1 , ..., dk }, ∆i is the set
of decision variables {d0 , d1 , ..., di }, where both ∆ and ∆i follow a partial order presented
by the influence diagram (d0 ≺ d1 ≺ ... ≺ dk ). The family of a node d, f a(d), consists of
the parent set of the node, pa(d), and the node itself (pa(d) ∪ d). For any node, x, de(x)
is considered the set of descendent nodes in the graph. We use the following expression to
show that two set of nodes, A and B, are d-separated in an influence diagram L, given set
of nodes S
A ⊥L B|S
A decision node dj of a LIMID L with decision nodes ∆ is considered to be extremal
if
u ⊥L f a(∆ \ dj )|f a(dj )
for every utility node u ∈ de(dj ) ∩ V .
According to this definition if the descendent utility variables of a decision dj is dseparated by its current information set and itself from the rest of the decision variables
and their information sets then this decision variable is considered extremal. The LIMID
with all extremal decision nodes is called a soluble LIMID.
A LIMID L is considered to have an exact solution ordering d0 , d1 , ..., dk , all its decision nodes if for any decision node di , di becomes extremal if the decision nodes di+1 , ..., dk
are converted to chance nodes. An partial solution ordering di , di+1 , ..., dk has the property
that for any j ≥ i, dj becomes extremal if dj+1 , ..., dk are turned into chance nodes.
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An information variable, n, for a decision variable, D is said to be non-requisite if
given D and the rest of the information set, n is d-separated from all the descendent utility
variables of D.

n ⊥ (U ∩ de(D))|D ∪ (π(D) \ {n}),

(2.15)

The non-requisite arc between n and D can be removed. By successively deleting
all the non-requisite arcs of an influence diagram, L, we obtain a minimal reduction of
L, called Lmin . Ideally, we want to add information variables that make some or all of
the information arcs for each decision node non-requisite, and also make the ID easier to
solve. We will show how this works. The following theorem [40] will guide us to making
an influence diagram, L, soluble.
Theorem 2. Suppose L has a partial solution ordering di+1 , ..., dk . Let V = X ∪ D and

Bj =





V

j=k




∩ki=j+1 {n ∈ V |n ⊥L (U ∩ de(dj ))|f a(di )}

j<k

Assume B ⊆ nd(dj ). Then LB→dj has partial solution ordering dj+1 , ..., dk if and only if
B ⊆ Bj .
What this theorem suggests is that if the decision variables dj+1 , ..., dk are to be extremal then the information variables of dj need to be d-separated from the descendent
utility variables of each decision node in the future given the family of that particular decision variable. B ⊆ nd(dj ) trivially suggests that Bj needs to be non-descendent variables
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of dj . This theorem also suggests us that we can make an influence diagram soluble by
making each decision variable extremal is reverse temporal order of the decision variables.
It is proven in [40] that if family of ∆j (f a(∆j )) is d-separated from the descendent utility
variables of dj then given some B(B ⊆ Bj , a subset of Bj ) and dj then LB→dj has a partial
solution ordering dj , ..., dk . Note that if you consider the intersection of the set Bj and the
set nd(dj ) for any influence diagram and make it the information set of dj then this new
influence diagram will have partial solution ordering dj , ..., dk since all the non-descendent
variables of decisions dj , ..., dk that can influence these decisions’ descendent utilities are
blocked by this new set.
We need to compute a minimal set for an influence diagram L, Nj , from Bj ∩ nd(dj )
for each decision variable dj so that L becomes soluble. Let (LAn(A∪B∪C) )m be a graph of
influence diagram L where ancestors of node-set {A∪B∪C} are moralized. The following
theorem presented in [40] shows us the connection between d-separation of node-sets A
and B given C and some set of variables M and the separation of A and B given C and
some set of variables M in (LAn(A∪B∪C) )m .
Theorem 3. Let A, B, C and N be subsets of nodes of L, and let G = (LAn(A∪B∪C) )m

0

N = arg min |M | | A ⊥L B|(M ∪ C) ⇔
M :M ⊆N

0

N = arg min |M | | A ⊥G B|(M ∪ C)
M :M ⊆N

This theorem tells us that we can find Nj by finding the minimum separating set between A and B in the graph (LAn(A∪B∪dj ) )m where N = Bj ∩ nd(dj ), C = dj , A is the
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set of information variables for dj and B is the set of descendent utility variables of dj . By
transforming L into (LAn(A∪B∪dj ) )m we can use the max-flow min-cut algorithm to find
the minimum separating set. An algorithm is mentioned in [1] that shows that we can
find this minimum separating set by finding the maximum number of disjoint paths in the
graph between A and B. They present their full algorithm in a tech report [13]; however,
a careful read might notice that one or more steps are missing in the presented algorithm.
Moreover, not any of their provided examples steps through the algorithm. We use an implementation provided by [6] by first transforming all the weights of the arcs to 1. The
reader might notice that for our purposes to find the minimum separating set we need to
find the minimum sized node-set that separates the decision node d from the fringe nodes
of An(d) in (LAn(A∪B∪C) )m . And we can get this performing a breadth first search from
d to the fringe nodes of An(d) in (LAn(A∪B∪C) )m and stop the search in the layer where
the first leaf is met. The layer with the minimum number of nodes will be the minimum
separating set. We provide a high level description of what this separating set Nj means
next [55].
The optimal policy for a decision variable, Dj , depends on a set of information variables, Nj , or else it is history-independent. This set Nj can be described as the current state
of the decision problem, such that if the decision maker is informed of this state, it does
not need to know of any past history to find an optimal policy; in this respect, it fulfills the
Markov property and can be said to provide perfect information. Nj is called a sufficient
information set (SIS) of Dj [55].
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Figure 2.15
Relationship between past and future information states and the SIS.

Figure 2.15 illustrates the idea behind this approach. Nj is called a sufficient information set (SIS) of Dj . The SIS for decision D, ND is shaded in the figure. Arc 1 shows that
past information variables influence ND and D, and arc 2 shows that ND ∪ {D} influence
the future information variables. ND ∪ {D} d-separates the past states from the future
states which is shown by arc 3.

Figure 2.16
Relaxed ID for two-stage maze problem.
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Thus the relaxed ID is created in two steps. First, the SIS for each decision is computed in reverse time order, Dn−1 , ..., D0 , making each SIS the information variables for
its corresponding decision variable. Second, non-requisite arcs are removed from the ID.
Consider the LIMID in Figure 2.14(b) as an example. The SIS for d1 is found as {x1 , y1 }.
The SIS for d0 is computed to be {x0 , y0 }. By making {x1 , y1 } and {x0 , y0 } information
variables for d1 and d0 , respectively, and after removing the non-requisite arcs, a relaxed
ID is obtained which is shown in Figure 2.16.

2.4.2

Computing Probabilities Using JT
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Figure 2.17
Strong join tree for the relaxed ID in Figure 2.16.

The join tree algorithm, an efficient method for probabilistic inference in a Bayesian
network, also provides an efficient method for solving an ID [30]. For optimization problems that can be solved by depth-first branch-and-bound search, Yuan and Hansen [54]
describe an incremental version of the join tree algorithm. First developed for a branchand-bound algorithm for solving the Maximum-a-Posteriori (MAP) problem, it is used in
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the branch-and-bound algorithm for solving IDs [55], and we will use it to extend the
branch-and-bound approach to LIMIDs. It assumes a static ordering of the variables to
be instantiated, and leverages the observation that when only one new variable is instantiated at a time during forward traversal of a branch of a search tree, it is only necessary to
perform message passing once along this path in the join tree, broken into separate steps
for each instantiating variable. To allow efficient backtracking, the clique and separator
potentials of the join tree that are changed during forward traversal are cached (we use a
stack to store the potentials in each clique and separator) in the order that they are changed.
During backtracking, the cached potentials can be used to efficiently restore the join tree
to its previous state.
A strong join tree constructed from the relaxed ID is used to compute both probabilities
and upper bounds for the AND and OR nodes in the search graph. Figure 2.17 shows a
strong join tree for the relaxed ID of Figure 2.16. We select an order of variable elimination
from the join tree that is an extension of the elimination ordering of the ID. Note that one
of the partial orders for the LIMID shown in Figure 2.14(b) is

{ns0 , es0 , ss0 , ws0 } ≺ {d0 } ≺ {ns1 , es1 , ss1 , ws1 }
≺ {d1 } ≺ {x0 , y0 , x1 , y1 , x2 , y2 , u},

(2.16)

Any order of variable expansion for the join tree that satisfies the constraints in Equation 2.16 can be used for incremental join tree evaluation. The order suggests which variable to expand/instantiate next. For example, after ns0 is expanded, the only message that
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needs to be sent to obtain P (es0 |ns0 ) is the message from clique (0, 1, 2) to (0, 1, 3). If the
following order for the maze problem is selected

ns0 , es0 , ss0 , ws0 , d0 , ns1 , es1 , ss1 , ws1 , d1 , x0 , y0 ,
x1 , y1 , x2 , y2

(2.17)

then an incremental message-passing scheme can be used in the direction of the dashed arc
in Figure 2.17 in one downward pass of the depth-first search to compute probabilities and
upper bounds. We make our focus narrower to display to show how the probabilities for
the AND nodes are computed. We partially go through probability computations for the information variables of d0 . The information variables for d0 are ns0 , es0 , ss0 , ws0 . We have
mentioned earlier that when we expand these AND nodes in the order ns0 , es0 , ss0 , ws0
we can pass messages from the clique containing ns0 , (0, 1, 2), to the clique containing
es0 , (0, 1, 2). We expand the search tree by first expanding the variable ns0 , and we can
compute the marginal probability of ns0 by first marginalizing out the rest of the variables
from clique (0, 1, 2). Recall that ns0 determines the presence of a wall in north direction,
therefore, ns0 is a binary variable. Let’s assume state 1 shows that there is a wall in that
direction. Once we compute the marginal probabilities of ns0 and expand ns0 , we need to
compute the probabilities of the rest of the information variables based on each instantiation of ns0 . Assuming that we would like to generate the sub-tree below 1 for ns0 first,
we make a copy of the existing potential and the set evidence to this potential as ns0 = 1,
store this new potential on top of stack to propagate this towards the clique (0, 1, 3). Dur48

ing this propagation the new potential generated at each clique or separator is stored on
top of the stack for each clique or separator. For example, when a message is passed from
the clique (0, 1, 2) to (0, 1, 3) the existing potential for separator (0, 1) is (not displayed in
the figure) is first copied into the top of the stack and this new potential is gets modified
during message passing. Next the potential on top of the clique (0, 1, 3) stack is copied
and stored on the top of the stack then this potential gets multiplied with the separator
potential. At this point, once we expand es0 , and would like to compute the probabilities
for the rest of the variables when ns0 = 1 and es0 = 1, we copy the top potential in the
stack and store it on the top and then set evidence so that es0 = 1. Then we propagate
this potential in the direction of clique (0, 1, 4). Let’s assume that we have generated nodes
ns0 , es0 , ss0 , and ws0 and the message containing the evidences set is propagated to the
clique containing d0 (R, 0, 1, 6, 7, 8). The next task would be to compute the upper bound
on actions for the decision variable d0 . We can compute this vector of upper bound values by max-marginalizing out the rest of the variables in the clique (R, 0, 1, 6, 7, 8). This
upper bound vector will guide the search: at first we explore the action with the highest
maximum expected utility. Once the whole sub-tree below that action is generated and we
get the actual expected utility, eud0 0 , of that action then we can prune away the rest of the
actions whose upper bounds are less than or equal to eud0 0 .
Once we backtrack the search we also pop the potentials from the stacks of the clique
in the reverse order they were initially generated. For example, once we have generated the
whole sub-tree below the node ns0 when its state was set to 1, our current clique position
should be set to the clique (0, 1, 3). We keep popping the potentials from the stacks of the
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cliques and separators in the reverse order that they were initially generated, that is, we first
pop the top potential from (0, 1, 3), then pop the top potential from the separator (0, 1), and
finally pop the top potential from (0, 1, 2).

2.5

Partially Observable Markov Decision Processes
A Partially Observable Markov Decision Process or POMDP is mathematical model

for describing a decision problem where the observation of the states and the behavior of
actions are stochastic. Formally, a POMDP is a six-tuple < S, A, O, T , W, R >, where
S, A and O respectively describe the states, the set of actions, and the set of possible
observations. And T , W and R respectively describe the transition functions for each
action (paij , probability of transitioning to state i given action, a, and current state, i),
a
observation functions for each action (rjo
, probability for making an observation o, given

state s and action a), and reward functions. The goal is to maximize the expected utility
P
in the long term (E( t=k
t=0 (R(st , at )))) [53]. In a POMDP model, the agent generally
performs the initial action using an uniform belief about the environment.
For finite horizon problems, there exists one major difference between IDs and POMDPs;
in POMDPs the concept of belief state is prevalent and given the belief state all the past
information becomes irrelevant while computing the optimal policy: a belief state captures all the relevant information about the past. A POMDP can be transformed into a
continuous-time Markov decision process (CO-MDP) and solved by considering all possible belief states at each time period instead of using all the past observations; however,
there are infinitely many points in the belief state and computing utilities for those points
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is almost impossible. A belief state π can be regarded as a probability distribution over
all states ((π0 , π1 , ..., π|S−1| )) where πi denotes the probability of state si [5]. Provided
the current belief state, π, a probability distribution of the states , the action (ai ) the agent
takes, and observation (oi ) it receives the next belief state can be computed by the following
equation [9]:
P
a a
i πi pij rjo
P
π̃ j =
a a
i,j πi pij rjo
The denominator,

P

i,j

(2.18)

a
πi paij rjo
, is a normalizing constant. This belief transformation

function can also be represented by π̃ = T (π|a, o). A POMDP is generally solved by
backward dynamic programming algorithms: the algorithms start from the goal state and
then work their way upwards. At each stage or iteration of the algorithm several value
vectors are generated, where each value vector is the size of the state space; these value
vectors together represent the value function for a particular stage. One key property of
these vectors is that they represent a piecewise linear and convex (PWLC) function; therefore, the dominated vectors can be pruned away, and as a result, a compact representation
of some policy is quite possible [47, 20]. Once again, an algorithm for POMDP generally
starts out when there is 1 time step left, and there can be at most |a| (total possible actions)
value vectors in that stage. Then the dominated vectors are pruned away and the rest of
the vectors, αt , are kept for the next iteration. The value of a belief state, bt , is determined
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by performing dot products between this belief state and all the value vectors, and then
finding the maximum value of all these dot products:
i=|s|

max
t
αj

X

t
)
(bi ∗ αj,i

(2.19)

i=1

αjt is the j th vector at time stamp t. The value of a particular belief state, Vt (π) from
the past value vectors is computed using the following:

Vt (π) = max[
a

X
i

πi

X
j

paij

X

a
a
rjo
(wijo
+ Vt−1 (T (π|a, o)))]

o

a
wijo
is the probability of observation o given action a in state i and the agent reaches state

s. In general, as the algorithm progresses the size of value vectors tend to become large.
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CHAPTER 3
A BIDIRECTIONAL ALGORITHM

3.1

Bidirectional Search
In DFBnB search for IDs, the search starts from a pre-defined starting state, and the

search moves towards one or more goal states: the number of nodes grows exponentially
to the depth of the search, and this makes the search slow and memory intensive. On
the other hand, the POMDP solution techniques (using dynamic programming) generally
start from a goal state and direct the search towards starting states. At each iteration of
these (POMDP solving) algorithms, a set of value vectors are generated which together
represent a value function for that particular stage; this function is piecewise linear and
convex, and dominated vectors are pruned away. These algorithms start by generating
value vectors for the last decision stage. Then the value vectors for next-to-last decision
stage are generated from the last stage’s value vectors. The dominated value vectors at each
stage get pruned. This process of generating value vectors and then pruning the dominated
vectors to get the value function for that decision stage continues until the first decision
stage is reach. As these algorithms progress from the last decision stage to the first the
size of the value functions tend to grow large and become intractable. A technique that is
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able to merge these two solution techniques would be quite potent since it has the potential
of saving time and space exponentially. In this chapter, we propose a technique to solve
finite-horizon factored POMDP like ID models. In this work, we show how to compact the
strategy tree by merging the same sub-trees below a node, and the strategy tree becomes a
graph thereafter.
We devise a technique to merge the existing branch and bound search [55] with POMDP
value functions for finite horizon POMDP like influence diagrams. We have the following contributions: first, we propose and implement a bi-directional algorithm to effectively
combine the DFBnB search method with POMDP value functions; second, we propose
an approach to make the strategy represented by the AND/OR tree found by the branchand-bound search to an AND/OR graph. Experiments show the effectiveness of these
approaches.

3.2

AND/OR search graph
We explain some basic concepts about the AND/OR search space for the decision prob-

lem represented by an ID. AND nodes represent random variables and OR nodes represent
decision variables. Any arc emitting from an AND node has a probability attached to it;
the sum of all the probabilities associated with the arcs of an AND node is 1.0. Each arc
emitting from an OR node represents a decision alternative. The leaf nodes of the search
graph have utility values attached to them that are derived from the utility nodes of the ID.
The valuation function for each node is defined as follows: (a) for a leaf node, the
value is its utility value, (b) for an AND node, the value is computed by multiplying the
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probability associated with each outgoing arc by the utility value of the corresponding child
node and then summing these values, and (c) for an OR node, the value is the maximum
of the utility values of the child nodes. We use this valuation function to determine the
optimal strategy for an ID. We represent a strategy for an ID as a strategy graph, which
is a subgraph of an AND/OR graph that is defined as follows: (a) it consists of the root
of the AND/OR graph; (b) if a non-terminal AND node is in the strategy graph, all its
children are in the strategy graph; and (c) if a non-terminal OR node is in the strategy
graph, exactly one of its children is in the strategy graph. Given an AND/OR graph that
represents all possible histories and strategies for an ID, the decision problem is solved
by finding a strategy graph with the maximum value at the root, where the value of the
strategy graph is computed based on the valuation function.

3.3

A Bi-directional Algorithm for IDs

Figure 3.1
(a) Forward solution. (b) Backward solution. (c) Bi-directional algorithm.
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Although a POMDP can be represented by an ID, the solution techniques for POMDPs
in the literature differ from the solution methods for IDs: POMDPs are generally solved
using backward search techniques (dynamic programming). As a POMDP is solved by a
backward dynamic programming technique, a value function is generated for each solved
stage. These value functions are used to compute the maximum expected utility (MEU) for
any particular scenario (belief state). For a finite horizon POMDP a value function exists
for each horizon, and for an infinite horizon there exists one value function which serves
as a stationary policy. Computing the optimal value functions can become intractable
as the horizon-length increases. We have mentioned earlier that the AND/OR tree or the
solution tree that is found is exponential in the number of nodes that get expanded. The size
information and decision variables indicate the depth of the search tree. If, d, is the depth
of a search tree, and n is the maximum number of states among all information variables,
then the size of the solution tree is O(nd ). However, if we need to expand only half of the
information and decision variables for the forward step using the branch-and-bound search
then the size of the solution tree becomes O(nd/2 ). Thus we can save exponential space to
represent the strategy.
Figure 3.1(c) shows a scenario where a DFBnB search for an ID is merged with the
backward search of a POMDP, and the white-region in the middle, surrounded by the
shaded region shows the space that gets searched if the respective searches meet in the
region called “merged”. For a complete DFBnB, the search would have started from “B”
and ended in the right-most corner of the shaded region in the right, and the total space that
would have searched is the white region along with the shaded region to its right. For the
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POMDP backward search, the search would have started from “P” and moved towards the
left.

3.3.1

The Merging Process

ns0,es0,ss0,ws0
0000 ... 0111 ... 1111
v0

v0

v0

Figure 3.2
The expansion of ID nodes for the bi-direction algorithm (cut-off stage 1).

In general, in POMDP an agent performs an action before making any observations,
where as, in an ID setting an agent can observe the environment before making any decisions. For a particular decision stage, belief states are computed for each possible observations, and then the value of these belief states are computed using the generated value
vectors for that particular decision stage: the process of merging the forward search process
with the POMDP value vectors is illustrated with an example next.
We use the maze example described in the Background chapter. For the maze example, the probability distribution of xi and yi together represents the belief state at stage i
for a particular decision scenario. We have mentioned that if states of variables xi and
yi are known then the policy for decision di is past history independent. The belief state
for a stage i, bSi (inf odi ), is the probability distribution of xi and yi together given an
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instantiation of decision di ’s present and past information. We denote inf odi as the instantiation of di ’s present and past information variables. In Figure 3.2 for each instantiation
of the observation a belief state, P (xi , yi |inf odi ) (a joint probability distribution among
state variables), is computed to determine the value of that partial decision scenario. Once
a belief state, bSi (inf odi ), is computed, the expected utility (EU) is computed by finding
the dot product of bSi (inf odi ) and value vector for that particular decision stage that will
return the highest EU. The value of particular incomplete decision scenario can be determined by first transforming to a belief state and then using equation 2.19. We present a
sketch of the bi-directional algorithm in Algorithm 2.
Note that the process described in Background chapter to construct the upper bound
join tree will ensure that the state variables are located in one clique. The joint probability
distribution of the state variables can be computed by first passing a message from the
clique containing the last expanded information variable for a decision to the clique, clqs ,
containing these state variables and then marginalizing out the rest of the variables in clique
clqs .

3.4

Strategy Tree Compaction
In our current approach, we come up with an AND/OR tree to represent the strategy.

There can be duplicate sub-trees below the decision nodes for a particular stage. We have
not yet proposed an approach to detect duplicate sub-trees. Once the duplicate sub-trees
below decision nodes are detected they can be merged, thus results in a more compact
solution (AND/OR graph). There can be several benefits to making this AND/OR tree
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Input : ID L with decision ordering d0 , d2 , ..., dk
Output: A partial strategy graph for L with the MEU of L at the root
POMDP Solver: Generate the value function, αl , that time and space permit using the POMDP solver, for the lth stage from
the last stage
Take the first node from 2.1 and generate the appropriate AND or OR node representing this first node and store this node in a
stack stk
AND/OR Graph Search:
while stk is not empty do
item ← the top item of stk ;
if item is an AND node (representing a random variable) then
Remove the top item from stk ;
Generate the next node set, childrenitem , from the 2.1 ordering conditioning on the evidence (instantiation of
variables) from the root of the search tree to item ;
push childrenitem to stk ;
else
dt ← item;
if (dt , is a OR node at the cut-off stage t) then
bSt ← P (statet |inf odt );
Pi=|s|
l
EU ← maxαl
i=1 (bSti ∗ αj,i );
j

value(item) ← EU ;
propagate this value up the solution tree (backtrack) ;
else
if (no action of dt has been explored yet) then
Generate the next node conditioning on the action that has the highest upper bound expected utility and
past history;
store this new node in stk;
end
else if (Upper bound value of the next action is less than or equal to current best action) then
Don’t expand this action;
propagate the value of dt up the solution tree (backtrack) ;
Remove the top item from stk ;
end
else if (If all of dt ’s actions have been explored) then
Remove the top item from stk ;
propagate the value of dt up the solution tree (backtrack) ;
end
else
if (If this is the last action to be explored) then
Generate the next node conditioning on this action and past history;
Remove the top item from stk ;
store this new node in stk;
else
Generate the next node conditioning on this action and past history;
store this new node in stk;
end
end
end
end
end

Algorithm 2:
A sketch of the bi-directional algorithm.
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more compact to represent the solution or the strategy. For example, it can be easier for
a planner to look at this graph to understand the plan more quickly, or it will take less
memory on an embedded device to store this plan. Experiments will show the effectiveness
of this algorithm.
The algorithm for compacting the strategy tree is as follows: The process starts from
the bottommost level of the strategy tree, and merges all the OR nodes with the same
actions. Note that the bottommost level will only contain OR nodes. And these OR nodes
correspond to the last decision node to be evaluated in the ID. Then this process moves
up the strategy tree to the next-to-the-last decision node level (if there exists one), and for
decision it extracts out the sub-tree by including all the paths from this OR node to the OR
nodes of the next stage. Once the sub-trees for all the decision nodes in the AND/OR tree
for that stage are generated, the OR nodes with the same sub-trees are merged. This process
of moving up the AND/OR search tree to the OR nodes representing the previous decision
stage, finding the sub-trees below them and then merging the duplicate sub-trees continues
until all the OR nodes representing the first decision node in the partial elimination order
of the influence diagram are processed.
The compaction process presented here will not speed up the overall algorithm by
detecting duplicate sub-trees beforehand and thereby it will not reduce the computation.
Strictly speaking our approach does not necessarily merge duplicate sub-trees below an
OR like the approaches presented in [15, 41, 48] since it does not take into account the
(expected) utilities of partial or complete decision scenarios, or the probabilities emitting
from the arcs of the AND nodes; it rather considers only the states of the nodes present
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in the sub-tree. Therefore, using this approach we can not use the newly generated graph
to obtain the maximum expected utility of the influence diagram. However, in real time
scenarios a decision maker is more inclined towards taking the best action given a particular
decision scenario rather than knowing the expected utility of that particular action since he
or she must perform at that particular moment. This new graph will just let him or her
perform that: to take the best action for each decision scenario. This compression would
return a smaller strategy graph than the ones described in [41, 48, 15] since this new
algorithm only considers the states of the expanded variables rather than the probabilities
and utilities attached to the arcs and nodes, respectively, of the AND/OR search tree.

3.5

The Target-Searcher (Submarine) Problem

Figure 3.3
The cells.

In order to evaluate the algorithms presented in this chapter we added one more example: the target-searcher problem. The target-searcher problem is adopted from [17]. We
also call this problem the submarine problem. The searcher and the target move among
the 9 cells shown in Figure 3.3. The searcher has access to the cells adjacent to its current
cell and all the previous cells visited. Apart from the version described Eagle’s original
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SL_0

SL_1

SL_end

U_end

TL_0

TL_1

obs_0

TL_end

obs_1

move_0

move_1

Figure 3.4
A two-stage influence diagram of searcher problem.

paper [17] where the searcher has complete observability of its neighboring cells, we have
devised another version of this problem: we have equipped the searcher with a sensor to
detect the target in some particular column. Similar to the original problem if the searcher
and the target are in the same cell then the searcher detects the target with certain probability. However, if they are not located in the same cell, in our modified version, the searcher
can detect the column of the target is probability 0.9, and it detects the target in other two
columns with probability 0.05. For example, if the searcher is in cell 1, and the target is in
cell 3 (in Figure 3.3), then the search detects that the target is in column 3 with probability
0.9 and it detects the target in other columns with probability 0.05; given that cells 3, 6,
and 9 are located in column 3. The target remains in its current cell, j, with a probability
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of 0.4 and moves to a neighboring cell with a probability of 0.6/nj at each time-step where
nj is the number of neighboring cells of j. The transition matrix for the target is:
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Experimental Evaluations

Table 3.1:
The total value vectors generated for each problem.
Maze Noisy Sensors
d Maze One Maze Two
2
2
3
3
20
325
4
5
6
7
8
9
10

Maze Accurate Sensors
Submarine
Maze One Maze Two Noisy Accurate
2
3
267
72
4
3 2581
108
7
3
160
10
8
221
13
94
337
14
236
587
10
324
1, 023
10
378
10
431
63

Table 3.2:
Results for maze problem with noisy sensor observations.

Maze1

Maze2

(d, c)
(2, 10)
(3, 14)
(4, 18)
(5, 22)
(6, 26)
(2, 10)
(3, 14)
(4, 18)
(5, 22)
(6, 26)

ST
783
12, 559
200, 975

783
12, 559
200, 975

BnB Search
Graph
P runed
124
816
341
13, 104
1, 302
446, 255

124
574
2, 930

816
14, 734
325, 820

T ime
234ms
3s
1m49s

218ms
3s
1m19s

SG
47
47
783
12, 559
200, 975
47
47
783
12, 559
200, 975

Graph
46
46
453
2, 970
15, 226
46
46
782
7, 529
37, 007

Bi-directional Algorithm
P runed
Cutof f
0
2
0
3
38
3
1, 554
3
43, 437
3
0
2
0
3
48
3
1, 004
3
26, 547
3

T ime
47ms
78ms
546ms
14s
7m16s
47ms
297ms
2s
38s
17m9s

SpeedU p
5
38.46
110

4.63
10
39.5

We compared the performance of our algorithms with the state-of-the-art branch and
bound algorithm for solving IDs proposed by Yuan et al. [55]. We used the maze problems
described earlier for evaluation; we added a version of the problems where the sensors give
accurate readings: they can detect the walls without any error. We used a computer that
has Window 7 installed on it with an i7 processor and 8GB of RAM; the programs were
written in C++.
We used a POMDP solver with the CPLEX program [10]. The number of value vectors generated for each stage of the problems is included in Table 3.1. We were able to
effectively generate vectors for up to 3 stages for the mazes with noisy sensors, and for the
accurate sensor mazes value function for more than 10 stages could have been generated
at ease; however, we only saved the value functions for 10 stages since our ID algorithms
for these problems could solve up to less than 10 (9) stages in reasonable time. For the
submarine problems, value vectors for up to 3 and 7 could be generated for problems with
noisy and accurate observations, respectively. Notice that for the submarine problem with
3 stages have 2581 many value vectors generated which is considerably larger than the size
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Table 3.3:
Results for maze problem with accurate observations.

Maze1

Maze2

(d, c)
(2, 10)
(3, 14)
(4, 18)
(5, 22)
(6, 26)
(7, 30)
(8, 34)
(9, 38)
(10, 42)
(2, 10)
(3, 14)
(4, 18)
(5, 22)
(6, 26)
(7, 30)
(8, 34)
(9, 38)
(10, 42)

ST
224
849
2, 843
9, 076
28, 413
88, 167
272, 487

261
1, 136
4, 244
15, 030
52, 240
180, 795
626, 340
2, 175, 993

BnB Search
Graph
P runed
223
196
568
650
880
3, 366
1249
20277
1, 631
111, 118
2, 013
661, 692
2, 404 4, 301, 992

260
774
1, 269
1, 809
2, 346
2, 883
3, 420
3, 957

210
852
3, 090
12, 058
43, 107
184, 675
1, 072, 032
4, 249, 772

T ime
78ms
203ms
904ms
5s
29s
2m56s
19m39s

63ms
265ms
827ms
3s
11s
48s
4m47s
19m26s

SG
39
39
39
39
39
39
39
39
39
39
39
39
39
39
39
39
39
39

Graph
38
38
38
38
38
38
38
38
38
38
38
38
38
38
38
38
38
38

Bi-directional Algorithm
P runed
Cutof f
T ime
0
2
62ms
0
3
62ms
0
4
63ms
0
5
109ms
0
6
140ms
0
7
156ms
0
8
187ms
0
9
187ms
0
10
234ms
0
2
62ms
0
3
62ms
0
4
78ms
0
5
109ms
0
6
172ms
0
7
281ms
0
8
359ms
0
9
422ms
0
10
499ms

SpeedU p
1.26
3.27
14.35
45.9
207.1
1.1 ∗ 103
6.6 ∗ 103

1
4.27
10.6
27.52
63.95
1.7 ∗ 102
8 ∗ 102
2.3 ∗ 103

of value of vectors for stage 2. For the problems that use value vectors for stage 3 will
need to perform 2581 dot products between the belief state and a value vector to compute
the maximum expected utility of that partial decision scenario. Therefore, merging process will become slower for the problems that will use these value vectors compared to the
problems that need use fewer value vectors. The cut-off time-period was 30 minutes for
any algorithm.
The results of the original version of the maze problem, maze problems with accurate
sensors, and the submarine problems are shown in Tables Table 3.2, Table 3.3, and Table 3.4, respectively. The column labeled “(d, c)” represents the number of decision nodes
and random nodes in each problem instance. Columns labeled “ST ”, “P runed”, and
“T ime”, represent the size of the strategy tree, the total nodes pruned, and the execution
time, respectively. Column label “Graph” represent the number of nodes in the final strat-
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egy graph once the strategy tree compaction algorithm is execute on the final strategy tree
obtained from the DFBnB algorithm. For all instances this algorithm have found a strategy
graph with fewer nodes than the original strategy tree. On larger problem instances the
effectiveness of this algorithm is quite visible.
The multicolumn labeled “Bi-directional Algorithm” of Tables Table 3.2 and Table 3.3
show the results for the bi-directional algorithm on mazes with faulty sensors and accurate
sensors, respectively. The cut-off point (decision stage) for the search for noisy sensor
mazes were 2 for the 2-slice mazes and 3 for the rest of the mazes. For the accurate sensor
mazes the cut-off point for the search for a particular maze was its respective number of
stages. The total value vectors in value functions for 2-stage noisy sensor maze problem
are 2 and 3, respectively, for mazes 1 and 2, where as, for the 3-stage maze they are 20
and 325, respectively. For the accurate-sensor maze problems with 10 stages there are 10
and 431 vectors for mazes 1 and 2, respectively. We used these vectors to find solutions to
mazes with noisy and accurate sensors for up to 6 and 10 stages, respectively. The proposed
bi-directional algorithm solved the maze problems with noisy sensors for 6 stages in less
than 8 minutes for maze one and in less than 18 minutes: the DFBnB bound could not
solve them in the cutoff time. For the accurate-sensor models, this search technique found
solutions to 10-stage problems in less than 1 second. The results for the bi-directional
algorithm for the submarine problem is displayed in Table 3.4. Note that the bi-directional
algorithm was not able to solve the problem with 7 stages whereas the DFBnB was able
to solve that problem. As we explained earlier since the number of value vectors is large,
it was taking longer to compute the partial decision scenario. The column “SpeedUp”
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shows the speed up of the bi-directional algorithm over the DFBnB search algorithm. For
the maze problem the bi-directional algorithm is faster than the DFBnB whereas for the
submarine it shows a faster performance on 5 out of 17 instances.

Table 3.4:
Results for submarine problem with noisy and accurate observations.

Noisy

Accurate

3.7

(d, c)
(2, 8)
(3, 11)
(4, 14)
(5, 17)
(6, 20)
(7, 23)
(2, 8)
(3, 11)
(4, 14)
(5, 17)
(6, 20)
(7, 23)
(8, 26)
(9, 29)
(10, 32)

ST
30
148
499
1, 579
4, 846
14, 674
51
32
89
233
587
1, 448
3, 533

BnB Search
Graph
P runed
19
59
42
369
112
1, 381
207
8, 085
521
330, 172
977
5, 744, 795
50
64
31
75
71
223
167
651
300
3, 263
521
64, 232
822
516, 635

T ime
46ms
125ms
405ms
2s
1m24s
25m2s
47ms
62ms
124ms
234ms
920ms
16s
2m12s

SG
13
13
40
148
499

Graph
3
3
4
11
26

18
5
5
5
5
5
5
11
32

17
4
4
4
4
4
4
10
31

Bi-directional Algorithm
P runed Cutof f
T ime
0
2
187ms
0
3
1s
0
3
7s
18
3
1m41s
600
3 24m58s
0
0
0
0
0
0
0
0
0

2
3
4
5
6
7
8
8
8

109ms
124ms
156ms
203ms
312ms
405ms
624ms
1s
8s

SpeedU p
0.25
0.125
0.06
0.02
0.06
0.43
0.5
0.8
1.15
0.34
25.6
2.1 ∗ 102

Conclusion and Future Improvements
Influence diagrams and partially observable Markov decision processes are mathemat-

ical models for decision making under uncertainty. Several algorithms have been proposed
and implemented in the literature to address these problems. However, scalability has been
a major issue with these approaches, especially for IDs. We have shown how to merge
the DFBnB for solving IDs that can be represented by finite horizon POMDP models with
the values functions generated by POMDP solution methods and thus, reducing the search
space. More significantly, this finding of merging the two search processes opens the av-
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enue for representing the strategy for an ID more compactly and more meaningfully than
any algorithm for an ID.
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CHAPTER 4
SOLVING LIMITED MEMORY INFLUENCE DIAGRAMS USING BRANCH AND
BOUND SEARCH

4.1

Introduction
Lauritzen and Nilsson [32] introduced a more general model, called a limited-memory

influence diagram (LIMID), that allows the regularity (the existence a temporal ordering
among decision variables) and no-forgetting (the most recent decision is conditioned on all
past observations and actions) assumptions to be relaxed in order to model a wider range
of decision problems. In particular, relaxing the regularity assumption allows modeling
of cooperative multi-agent decision problems where one agent is not aware of some or
all decisions of another agent. (Note that Howard and Matheson [27] call the regularity
assumption the single decision maker condition.) Relaxing the no-forgetting assumption
allows a decision to be conditioned on a limited number of relevant previous observations
and decisions, allowing tradeoffs between the quality of a decision strategy and the complexity of finding it.
Algorithms for solving traditional IDs, such as the join tree algorithm [30], make use
of the regularity and no-forgetting assumptions. Thus they cannot be easily generalized
to solve LIMIDs. The first algorithm developed to solve LIMIDs, due to Nilsson and
Lauritzen [40], is an iterative solution procedure, called single policy updating, that only
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finds an exact solution under very limited conditions on the structure of the ID; in general,
it converges to a locally-optimal solution. SPU begins by creating an initial random policy
for each of the decision variables. Then, in order from the last decision to the first, SPU
tries to improve the policy for the current decision variable conditioned on all the other
policies. Note that by fixing the other policies, the other decision variables are effectively
transformed into random variables. Only the current decision policy is left, and can be
optimized straightforwardly. One traversal of all the decisions is called one iteration of
the algorithm. SPU iterates the policy updating process multiple times until a convergence
criterion is met. When seeking a pure strategy, the criterion for convergence is that the
maximum expected utility does not increase for two consecutive iterations.
The first exact and general algorithm for solving LIMIDs, developed by de Campos and
Ji [12], reformulates a LIMID as a credal network inference problem that can be solved
by mixed integer programming. A credal network is a probabilistic graphical model with
imprecise probabilities. Maua and de Campos [35, 34] recently developed a more efficient exact algorithm for solving LIMIDs based on variable elimination, called multiple
policy updating. They generate valuations similar to potentials with a probability part and
an utility part attached to each valuation. They generate valuations for each variable in
the influence diagram in the following manner: a single valuation is generated for each
random and decision variable, and a set of valuations gets generated for each decision variable where each valuation represents one unique policy for that particular decision. Once
a variable, n, is selected for elimination all the valuations, setn , that have n in their domain from the total pool of valuations, total, are first combined and then n is marginalized
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out of these newly generated valuations. Then the dominated valuations are pruned from
these new set of valuations and setn gets replaced with this new of valuations in the total
pool of valuations. This process continues until all the nodes in the influence diagram are
examined. Their algorithm assumes that utility nodes have non-negative values and decision variables have no parents. Therefore, if these assumptions are violated they perform
two pre-processing steps prior to executing their algorithm: first, they transform the utility
functions so that these functions have only non-negative ranges, and second, the decision
nodes become parent-less by adding m many new random nodes for each decision node
where m is the possible instantiations of the parents of that decision variable, making the
original parent-set of this decision parent-set of these m random variables, and then adding
m decision variables one for each of these m random variables and these newly generated
decision variables are made parents of random variables. Note that this second step might
generate exponentially more nodes in the transformed influence diagram than the existing
one.
In this chapter, we introduce another exact algorithm for solving LIMIDs. Our approach builds on the work of Yuan et al. [55], who describe a branch-and-bound search
algorithm for solving a traditional ID and show that it can outperform other approaches
to solving IDs for multi-stage decision problems. We adopt the same branch-and-bound
approach, but with some important differences. The branch-and-bound algorithm for solving a traditional ID is a tree-search algorithm in which each path through the decision tree
represents perfect memory of a particular history of decisions and observations, in keeping
with the no-forgetting assumption of a traditional ID. By contrast, our branch-and-bound
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algorithm for solving LIMIDs searches in a much smaller search graph in which different paths to the same node of the graph represent different histories where the differences
are not “remembered.” By collapsing the search tree into a smaller search graph in which
fewer histories are distinguished, the branch-and-bound approach can solve the optimization problem for LIMIDs much more efficiently than it can solve the optimization problem
for a traditional ID. That is, the new graph-search techniques we introduce leverage the opportunities for faster strategy computation provided by the LIMID model. We also develop
new techniques for probabilistic inference and bounds computation in the search graph
that further enhance this approach to solving LIMIDs. Experimental results demonstrate
the effectiveness of this approach.

4.2

AND/OR search graph
In order to facilitate our discussion we repeat the discussion from chapter 3. We

next describe how to formulate the problem of solving a LIMID as an AND/OR graph
search problem. There are two main differences between the depth-first-branch-and-bound
(DFBnB) algorithm for solving LIMIDs that we develop in the rest of the paper, and the
DFBnB algorithm for solving traditional IDs. The first difference is that a LIMID is solved
by searching in an AND/OR graph instead of an AND/OR tree. Since a decision maker
with limited memory is not able to distinguish all histories, the search space for solving a
LIMID is a graph in which different paths that represent different histories can lead to the
same OR node because the differences between the histories are not remembered. A second
difference is that the message-passing scheme used by the incremental join tree algorithm
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to compute bounds and probabilities requires some revisions for search in an AND/OR
graph instead of an AND/OR tree. We discuss the first difference in Section 4.2.1 and the
second in Section 4.2.2.
First we review some basic concepts about the AND/OR search space for the decision
problem represented by an ID. Recall that AND nodes represent random variables and OR
nodes represent decision variables. Any arc emitting from an AND node has a probability
attached to it; the sum of all the probabilities associated with the arcs of an AND node is
1.0. Each arc emitting from an OR node represents a decision alternative. The leaf nodes
of the search graph have utility values attached to them that are derived from the utility
nodes of the ID.
The valuation function for each node is defined as follows: (a) for a leaf node, the
value is its utility value, (b) for an AND node, the value is computed by multiplying the
probability associated with each outgoing arc by the utility value of the corresponding child
node and then summing these values, and (c) for an OR node, the value is the maximum
of the utility values of the child nodes. We use this valuation function to determine the
optimal strategy for an ID. We represent a strategy for an ID as a strategy graph, which
is a subgraph of an AND/OR graph that is defined as follows: (a) it consists of the root
of the AND/OR graph; (b) if a non-terminal AND node is in the strategy graph, all its
children are in the strategy graph; and (c) if a non-terminal OR node is in the strategy
graph, exactly one of its children is in the strategy graph. Given an AND/OR graph that
represents all possible histories and strategies for an ID, the decision problem is solved
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by finding a strategy graph with the maximum value at the root, where the value of the
strategy graph is computed based on the valuation function.
The optimal strategy for an ID can always be found by searching in an AND/OR tree.
But the tree representation of the problem is inefficient if it contains many repeated subtrees
that represent the same subproblem. For a LIMID, the number of repeated subtrees will be
much greater than for a traditional ID because many different histories will lead to the same
subproblem in which a decision must be made based on limited information that represents
only part of the history. In the following, we describe how to convert an AND/OR tree
representation of the decision problem for a LIMID into an equivalent AND/OR graph
by merging OR nodes that are generated from different histories but represent the same
subproblem.
In our approach, we (slightly) limit the class of LIMIDs we consider by assuming the
following: if a decision maker is aware of the value of an information variable and then
“forgets” it, it cannot recall the forgotten information later on. We call this assumption
the no-recalling-forgotten-information rule. It is difficult to imagine any realistic decision
problem that violates this assumption. But we make the assumption explicit because the
LIMID model does not rule out such cases. The assumption simplifies our approach to
recognizing and merging equivalent OR nodes.
We also modify the usual definition of an AND/OR graph by introducing a special kind
of AND node that allows multiple decisions to be considered in parallel if they represent
scenarios that are conditionally independent given that some variables have already been
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observed. We call this new kind of node a special AND (SAND) node. We discuss SAND
nodes further in Section 4.2.1.3.

4.2.1

Context-based merging of OR nodes

To construct an AND/OR graph instead of an AND/OR tree for solving LIMIDs, the
main idea is to merge multiple OR nodes (i.e., decision nodes) that represent the same
decision scenario into a single OR node. Our approach uses the concept of the context of
an OR node. The context of an OR node is defined as the joint state of the information
variables remembered by the current decision variable along with the states of previously
observed decisions that will influence the descendant utilities of this decision. More formally, the context of an OR node is a set CDi = SIi−1 ∪ SDi−1 ∪ SDu(i−1) , where SIi−1 ,
SDi−1 , and SDu(i−1) , respectively are the sets of states of the random and decision variables
remembered by Di , and the set of states of the previously expanded decision variables that
will influence the descendent utilities of Di .
For example, Figure 4.1 shows a partial AND/OR graph for the LIMID in Figure 2.14.
Note that the AND/OR graph is condensed for ease of illustration as the individual random
variables for the sensors are grouped together into one AND layer. In our actual AND/OR
graph, they correspond to multiple AND layers. The context of the bottom-right OR node
in the Figure is {1, 1, 1, 1, 0}, where {1, 1, 1, 1} is the set of present information states,
and {0} is the last action taken. The previous sensor readings are totally forgotten. We
can merge two partial decision scenarios with same histories since they will have the same
future utilities. That is why the two paths starting from the root converge to this OR node.
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In our context-based approach to merging OR nodes, we distinguish three cases; sequential decisions, cooperative decisions, and conditionally-independent decisions. We
explain the differences below.

4.2.1.1

Sequential decisions

ns0,es0,ss0,ws0
0000

1111

d0

d0

0

0

ns1,es1,ss1,ws1
0000

ns1,es1,ss1,ws1
1111

d1

0000 1111
d1

Figure 4.1
Partial AND/OR graph with merged OR nodes.

A pair of decisions is sequential if there is a directed path between the decision nodes
in the influence diagram. If all decision pairs in a LIMID are sequential then the elimination order of Equation 2.1 applies. Figure 2.14(b) shows an example of a LIMID where
all decision pairs are sequential. Duplicate OR nodes are detected using the definition of
context provided earlier and illustrated by the example in Figure 4.1. Contexts are rather
straightforward for sequential decisions given the no-recalling-forgotten-information as-
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sumption. Without this assumption, much more complex book-keeping would be needed
to keep track of contexts during the search.
Note that in Figure 4.1, the AND nodes contain multiple random variables to simplify
the picture. In the AND/OR search graph created by our implementation, each random
variable is represented by a separate AND node, and they are expanded one at a time by
the search algorithm.

4.2.1.2

Cooperative decisions

d1
0

d_1
0

u
d_2

u

1

d2

d2

1

1

u

u

0
u

Figure 4.2
LIMID with cooperative-decision pair, and corresponding AND/OR graph.

We next consider the case where multiple, simultaneous decisions need to be considered to evaluate a value function. We call this case a cooperative decision because the
decision makers need to cooperate to select the combination of actions that results in an
optimal utility for every possible decision scenario. Unlike the sequential decision scenario, there exists no obvious elimination ordering between decision pairs in this case.
Figure 4.2 shows an example of a cooperative decision pair. In this example, if d2 is real77

ized after d1 in the elimination order during the generation of the AND/OR graph, then d1
needs to be included in d2 ’s context. The AND/OR graph for this LIMID is also shown in
Figure 4.2. Note that all the OR nodes in this graph are unique.

4.2.1.3

Conditionally-independent decisions

It’s quite possible that not all LIMIDs need to maintain an elimination ordering for
decisions where each pair of decisions are either sequential, or cooperative – situations can
arise where multiple decisions can be expanded in parallel given zero or more decisions
have been realized. On occasions it can be detected from the strong junction tree of the
upper bound join tree. An example of a LIMID with conditionally independent-decision
pairs, provided that zero or more decisions have been taken and it is realized from the
strong junction tree of the LIMID, is illustrated in Figure 4.3 [30]. In this example, the
sets of decisions {D2 , D4 }, and {D3 } can be expanded in parallel (in the AND/OR tree
search) given that the set of decision(s), {D1 }, has been observed. We address the situation
as a conditionally independent decision scenario (CIDS) when there exists an alternative
to select a decision from a set of decisions for expansion.
Proposition 1. If a CIDS is detected in the strong join tree of the original influence diagram, it will also be detected in the strong join tree of the upper bound influence diagram.
Proof: The moral graph of the strong join trees of both the influence diagram and the
upper bound influence diagram will be the same. If two separate sets of node, A and B, are
embedded in two separate paths in the strong join tree of the of LIMID, then there is no arc
between any of the nodes in A and any of the nodes in B in the moral graph. Moreover,
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Figure 4.3
A LIMID with CIDS [30]

the triangulation process also will not generate any arcs between these two sets of nodes
since the triangulation process only connects the non-eliminated nodes that are neighbors
of the node that we plan to eliminate. Hence, CIDS can also be detected in the strong join
tree of the upper bound influence diagram. 
As a result of Proposition 1, we are able to use the upper bound ID to determine the
parallelism in the elimination of decisions if the parallelism is displayed in the original
LIMID. Figure 4.4 shows a strong join tree of the LIMID shown in Figure 4.3. We are
only showing the partial join tree necessary for our discussion. Note that no single path
exists from the root to the other branches of this join tree that would eliminate all the
decision variables. As result of it, it might not be possible to obtain the upper bounds for
the rest of of decisions when a decision is considered for expansion. For example, when D2
is considered for expansion after D1 is expanded, the upper bounds computed in the clique
((g D2 )) will lack D3 ’s contribution to the bound since the clique containing D3 is on a
separate path from the root clique to this clique. To circumvent this problem of computing
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Figure 4.4
A strong join tree (partial) of the upper bound ID of 4.3

the true upper bounds of a decision and to tailor the AND/OR graph in a way that would
fit the elimination order of decisions presented by the strong join tree of the upper bound
network, we modify the DFBnB process.
To solve a LIMID that lend itself to a CIDS, we introduce another node in the AND/OR
graph search; we address it as a special AND or SAND node. When it is realized that
multiple decisions can be made in parallel after zero or more nodes in the search graph
have been expanded, a SAND node is introduced (in the search graph). A SAND node
is different from a regular AND node in two ways: The total number of children for a
SAND node is the number of sets of decisions that can be expanded in parallel, and the
weight attached to each arc is 1.0. Unlike the regular AND/OR graph search where the
rest of the unexpanded nodes are considered for expansion once a node (AND or OR) is
expanded for each branch of the AND node, each branch of the SAND node will expand a
subset of unexplored nodes for a LIMID with CIDS(s). And, these subsets are determined
by the elimination order of decisions presented by the join tree: Each subset will contain
the set of decisions and their respective information variables that need to be expanded in
sequence in future. For example, for the LIMID shown in Figure 4.3, once decision D1 is
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expanded, a SAND node, SAN D1 , will be expanded. This node will have two branches
– in one branch the set of decisions, {D2 , D4 }, and their respective information variables
will be expanded, and {D3 } and its information variables are going to be expanded in the
other branch. It is illustrated in Figure 4.5. The information variables for each decision
variable are not shown since it is not important for this discussion.

Figure 4.5
An incomplete AND/OR graph for LIMID in Figure 4.3 with SAND nodes

4.2.1.4

Implementation

So far, we have given rules for merging OR nodes but have not discussed their implementation. For each OR node in the graph, we store both its context and utility value (once
it is calculated). When an OR node is ready to be generated, its context is calculated and
then checked against the contexts of existing OR nodes (which we store in a hash table,
described below). If a previously-generated OR node has the same context, the new OR
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node is not generated. Instead, the existing OR node receives an additional arc from the
parent of the new OR node.
For duplicate checking, all generated OR nodes are stored in a hash table indexed by
their context. (In cases in which we can decompose the decision problem into well-defined
stages, there can be a separate hash table for each stage of the problem.) In our implementation, the context is represented by a string that contains the states of the variables of that
decision’s context, concatenated by commas. As the search progresses, the context string
for each decision node can grow and potentially slow the duplication detection process.

4.2.1.5

Discussion

The concept of solving an ID by searching in an AND/OR graph, instead of an AND/OR
tree, is not new. In the literature on IDs, the process of converting a decision tree to an
equivalent graph in which identical subtrees are merged is referred to as coalescence [41,
48]. Automating coalescence in the decision tree framework is considered difficult and
computationally expensive, however, and solutions are sometimes hand-crafted. A contextbased approach to merging OR nodes has been proposed before, for probabilistic inference
in Bayesian networks [15] and solving an ID [33]. The primary difference between our
approach and previous work is that our approach applies to LIMIDs. In the approach presented in [33], they expand all the nodes in the influence diagram. For any node, n, they
determine the set of nodes, cn the non-descendent nodes which can influence the descendent nodes of n. This set of nodes cn serve to determine the context for node n. In our
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approach, we primarily determine the contexts based on the information the a decision
variable recalls.
For any pair of decision variables in the same OR layer, if they have the same contexts,
these two decisions are expected to share the same optimal action since their information
sets are identical. Consequently, the utility values returned by these actions will also be
the same. Therefore, it makes sense to store the context of an OR node along with the
expected utility value it receives whenever the subgraph rooted at this node is completely
expanded and the expected utility value is calculated. Note that our approach to contextbased merging may not necessarily produce the most concise AND/OR graph. A more
concise graph could be found by directly comparing probability distributions to detect
duplicate OR nodes. We define RDi as the set of variables that is considered for expansion
once the information variables, Ii−1 , for a decision variable, Di , are expanded. Formally,
RDi = Di ∪ Ii ∪ Di+1 ∪ ... ∪ In−1 ∪ Dn . Once the information variable set, Ii−1 , is
expanded, the probability distribution of RDi given Di ’s context, P (RDi |CDi ), could be
used to detect duplicate decision scenarios. If multiple decision scenarios share the same
distribution then these OR nodes can be collapsed into a single OR node, since they share a
subgraph [48]. Although comparing probability distributions in order to merge nodes could
generate a more compact AND/OR search graph, it is computationally expensive, and an
approach that relies on context-based merging appears to be more practical. Intuitively, it
can be memory and time expensive since the probability tables can be exponential in the
number of expanded nodes and potentially there can be exponentially many probability
tables to compare.
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4.2.2

Incremental probabilities and bounds

Figure 4.6
A LIMID for the maze navigation problem.

Figure 4.7
Relaxed ID for two-stage maze problem.
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We next consider how to modify the incremental join tree algorithm to compute the
probabilities and bounds needed by the DFBnB algorithm for solving LIMIDs. Consider
the LIMID shown in Figure 4.6 as an example, and the relaxed LIMID of Figure 4.7. We
can use the join tree of the relaxed LIMID to compute both the probabilities and bounds
needed for the AND/OR graph search. (We can use it to compute probabilities for the AND
nodes of the search graph because the same set of actions transforms both the original
LIMID and the relaxed LIMID into the same Bayesian network. Adding information arcs
to create a relaxed ID only changes the expected utility of the network.) We adopt the
message passing scheme described in the Background chapter; however, calculation of
probabilities for the information variables of the next decision needs to be modified since
the probabilities need to be computed based on the past information variables from the
context of the next decision.
When a decision stage is considered for expansion, we consider whether the decision
variable, Di , recalls anything from the past. If it does, then the cliques hosting these recalled variables along with the clique, clq0 , that hosts the first information variable for Di
are identified. Then we devise a message-passing scheme that sets evidence for the cliques
of the recalled variables and passes messages towards the clique, clq0 . To perform these
message propagations, we use a set of temporary potentials, one assigned for each clique
and separator, which are initialized to the clique potentials obtained from the initial collection and distribution process of the join tree at the beginning of this process. For our
example, when the first information variable, ns1 , for d1 is about to be expanded, we set
evidence to the clique (0, 1, 6, 7, 8) with the current state of d0 , and pass in the direction of
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the clique (7, 8, 9). Once the clique (7, 8, 9) receives this message, it sets its current potential to this newly obtained potential. The rest of the information variable expansion process
follows the incremental join tree evaluation method proposed in [55]. When backtracking
from a decision, we backtrack to the clique hosting the last information variable expanded
for the previous expanded decision. The space requirement for our join tree evaluation
approach is O(N ) where N is the space required for the evaluation approach proposed in
[55]. The extra memory requirement comes from storing the temporary potentials at each
clique and separator.
After the AND nodes of {ns0 , es0 , ss0 , ws0 } are generated for this example, we need
to generate the OR node d0 and corresponding upper bounds. The subset of information
variables for a decision di is used to compute the upper bound for di . In our example, we
do not need to set the states of {ns0 , es0 , ss0 , ws0 } as evidence during the computation
of expected utility values for d0 because the states of the information variables for d0 are
not remembered for future decisions. In summary, the basic idea for handling information
forgetting in a LIMID is to only send a message to a future decision for calculating probabilities and utility values if the message contains information variables that are remembered
by the future decision.

4.2.3

Optimality of the algorithm

It is not difficult to prove that our AND/OR graph search algorithm finds an optimal
strategy. If we do not merge OR nodes, we have an AND/OR tree, and so we first show
that the strategy found by an AND/OR tree search is optimal.
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Lemma 1. A DFBnB AND/OR tree search algorithm finds an optimal strategy for a LIMID.
Proof: Since all the possible policies for each decision node are examined by the
search, it must converge to an optimal strategy once the search ends. 
We then argue that merging OR nodes preserves optimality.
Theorem 4. A DFBnB AND/OR graph search algorithm finds an optimal strategy for a
LIMID.
Proof: Since the subgraphs below any OR nodes that represent the same decision scenario are identical and have the same utility, merging the OR nodes preserves optimality.


4.3

Experimental evaluation
We tested the performance of our algorithm in solving the maze problem described

in Section 2.3.3, as well as a classic finite-horizon DEC-POMDP, and several randomlygenerated LIMIDs. Experiments were performed on a Windows PC with a Pentium i3
processor and 3GB of RAM.
Tables Table 4.1, Table 4.2 and Table 4.3 show all results in the same format. The
column labeled “(d, c, u)” gives the number of decision nodes, chance nodes, and utility
nodes, respectively, in the LIMID, and the column labeled “SG” gives the size of the
optimal strategy graph (the strategy found once the DFBnB terminates) measured as the
total number of AND and OR nodes it contains. The remaining columns measure the
efficiency of the search algorithm. The column labeled “Pruned” gives the number of
times a branch of the AND/OR graph was pruned in solving the LIMID, the column labeled
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“Merged” gives the number of times two OR nodes were merged, and the column labeled
“Time” gives the time needed to solve the problem.

4.3.1

Maze navigation

Table 4.1:
Results for maze navigation LIMID.
(d, c, u)
SG
Pruned
Merged
Time
(2, 14, 1)
495
124
528 109ms
(3, 20, 1)
951
364
2112 421ms
(4, 26, 1) 1407
688
4224 952ms
(5, 32, 1) 1, 863
2, 848
18, 480
4s
(6, 38, 1) 2, 319
9, 412
61, 776
17s
(7, 44, 1) 2, 775
25, 768
168, 960
53s
(8, 50, 1) 3, 231
90, 400
593, 472 3m30s
(9, 56, 1) 3, 687
309, 184 2, 027, 520 13m21s
(10, 62, 1) 4, 143 1, 058, 908 6, 939, 504 50m17s

Table Table 4.1 shows results for the maze navigation problem of Section 2.3.3 when
the number of stages is varied from two through ten. The LIMIDs for this problem satisfy
the regularity assumption (there is one decision node per stage), but not the no-forgetting
assumption (observations are not remembered after the current stage). Of the total number
of branches pruned, approximately 40% are pruned based on bounds; the remaining 60%
are pruned because the probability of the branch is zero.

4.3.2

Multi-agent tiger behind door

Table Table 4.2 shows results for a finite-horizon DEC-POMDP that represents cooperative multiagent decision making under uncertainty [37]. In this problem, there are two
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Table 4.2:
Results for multi-agent tiger LIMID.
(d,c,u)
(4, 6, 2)
(6, 9, 3)
(8, 12, 4)
(10, 15, 5)
(12, 18, 6)
(14, 21, 7)
(16, 24, 8)

SG
Pruned
Merged
Time
15
12
6
15ms
39
35
24
62ms
87
737
576 530ms
351
9, 529
6, 984
7s
1, 599
42, 559
31, 602
49s
4, 047
288, 516
214, 170 5m31s
10, 023 2, 328, 571 1, 763, 904 53m21s

doors, one on the left and one on the right, and two agents. Behind one door is a tiger and
behind the other is treasure. Each agent has a choice of three actions: it can open a door
on the left or right, or it can listen for the tiger. If an agent hears the tiger behind one of the
doors, the tiger is actually there with probability 0.85. At each stage, the agents must each
choose an action without knowing what the other agent will choose; thus the regularity
assumption is not satisfied. Each agent remembers its previous actions and observations,
but is unaware of the other agent’s observations. The agents receive better rewards if they
coordinate their actions: the reward for opening the door with treasure is greater if both
agents open the door together, and the penalty for opening the door with the tiger is less
severe if they open that door together. There is a small cost for the listen action.
Table 4.2 shows results for this problem when the number of stages is varied from two
through eight. Our algorithm solves the problem optimally for eight stages in less than
an hour. The provably optimal solution reported in [45] is for up to four stages, found
by dynamic programming [21]. For this search problem, there are no zero-probability
branches. All branches are pruned based on bounds.
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4.3.3

Randomly-generated LIMIDs

Table 4.3:
Results for randomly-generated LIMIDs.
(d,c,u)
(10, 46, 10)
(10, 44, 10)
(11, 47, 11)
(12, 60, 12)
(13, 64, 13)
(13, 60, 13)
(13, 65, 13)
(15, 70, 15)
(16, 72, 16)
(18, 84, 18)
(19, 88, 19)
(20, 84, 20)

SG
33, 463
14, 785
16, 866
27, 318
32, 087
39, 052
36, 040
28, 080
31, 525
50, 306
130, 168
25, 012

Pruned
8, 538
1, 475
6, 501
14, 333
7, 220
11, 958
11, 366
14, 546
25, 736
21, 582
7, 286
16, 147

Merged
167, 154
17, 817
153, 436
111, 629
103, 560
1, 231, 516
183, 664
997, 728
1, 023, 012
524, 416
140, 952
232, 175

Time
34s
4s
50s
33s
2m34s
16m26s
49s
3m26s
6m13s
4m5s
46s
1m12s

We also tested our algorithm on a set of randomly-generated LIMIDs. The LIMIDs
were created to have between 10 and 20 stages, with one decision node, one utility node,
and between 3 and 6 chance nodes per stage. For each stage, half (and at least 2) of the
nodes are selected to be information variables of the decision variable. The utility function
for each stage is a function of the decision variable and two randomly-selected random variables from that stage, and potentially the decision variable from the previous stage. Once
nodes are generated for all stages, we generate additional informational arcs as follows.
For the decision variable of each stage k beginning from the second stage and continuing
until the last stage, we add informational arcs from half (and at least 2) of the information
variables of the previous stage, selected randomly. This method of adding informational
arcs ensures that the no-recalling-forgotten-information rule is satisfied. When adding arcs,
we make sure that chance nodes with no children become the information variables for the
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decision node first so that there are no barren nodes. Each random and decision variable
has from 2 to 4 states, and the probabilities for the random nodes are assigned from an
uniform probability distribution. The utility values range from −20 to 20.
Table 4.3 only shows results for a selection of LIMIDs for which the treewidth of the
relaxed LIMID does not exceed 12. The LIMIDs solved are larger than those for the maze
and tiger problems. For these randomly-generated LIMIDs, not all previous actions are
remembered, which appears to make both duplicate detection and probabilistic inference
using the incremental join tree algorithm faster.

4.3.4

Comparison to variable elimination

The state-of-the-art exact algorithm for solving LIMIDs is a recently-developed variable elimination algorithm called Multiple Policy Updating (MPU) [35, 34]. Although
it is not possible to draw definite conclusions about relative performance without direct
comparison, we can make some general comments. Like our branch-and-bound algorithm,
the MPU algorithm avoids solving redundant decision scenarios by caching and reusing
intermediate results. Our algorithm also uses bounds to prune decision scenarios before
they are evaluated, however, and can prune zero-probability branches that represent impossible scenarios, and that may give it some advantage, similar to the advantage that the
depth-first branch-and-bound algorithm for solving traditional IDs has over other ID algorithms [55]. According to Maua et al. [35, 34] a good indicator for measuring the goodness
of an LIMID solving algorithm is to examine how large LIMID (in strategy space) the algorithm can solve. In reporting results for their variable elimination algorithm, Maua et
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al. [35, 34] report that it solves randomly-generated LIMIDs with up to 1064 strategies and
a treewidth bounded by 10. Our branch-and-bound algorithm solves randomly-generated
LIMIDs with up to 10152 strategies and a treewidth of up to 27. (The multi-agent tiger
LIMID has 1088 possible strategies and a treewidth of 38. The 10-stage maze problem has
10156 possible strategies. The 7-stage maze LIMID has a treewidth of 31; we could not
compute the treewidth for more stages than that.) Whereas the scalability of the MPU algorithm is limited by the treewidth of the LIMID, the scalability of the branch-and-bound
algorithm appears to be limited by the (usually smaller) treewidth of the relaxed LIMID,
which is used to compute bounds and probabilities. Maua et al. [35, 34] do not mention the
environment that their algorithm is executed on. Their cut-off time to solve any model is
12 hours, whereas our cut-off time is 1 hour. In future work, we hope to better characterize
the relative performance of these two approaches.

4.4

Conclusion
A limited-memory influence diagram (LIMID) allows the “regularity” and “no-forgetting”

assumptions of the traditional ID to be relaxed, so that a wider and more realistic range of
decision problems can be modeled. Yet few exact algorithms have been developed for solving LIMIDs. In this work, we have described a branch-and-bound AND/OR graph search
algorithm that finds optimal strategies for LIMIDs, building on earlier work on solving traditional IDs using branch-and-bound search. The approach is especially effective for IDs
that represent multistage decision problems.
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The branch-and-bound approach performs well even though the bounds used in our
implementation are quite simple. (They are equivalent to assuming perfect information.)
The bounds can likely be significantly improved, allowing more pruning and faster search.
We plan to implement improved bounds and evaluate the approach on a wider range of test
problems.
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CHAPTER 5
CONCLUSION

Influence diagrams are a framework for decision-making under uncertainty. They
are directed acyclic graphs with rectangle-shaped decision nodes, circular-shaped random
nodes, and diamond-shaped utility nodes attached to them. In an ID there exists an ordering among decision variables, and all the information from the past are recalled or made
available to future decision makers, and these two properties are respectively called regularity and no-forgetting assumptions. A limited memory influence diagram relaxes these
two assumptions, and therefore they are more convenient for modeling a wide range of
problems. We proposed a few algorithms to address IDs and LIMIDs in this thesis and the
summary of contributions are stated next.

5.1

Contributions
We propose the first depth-first-branch-and-bound algorithm for LIMIDs. We go through

the necessary modifications required to the existing message passing algorithm for the DFBnB algorithm [55] so that it can be adopted for LIMIDs. The modification is required to
compute the probabilities for the AND nodes and upper bounds for the branch-and-bound
search. We show how to modify tree search to a graph search based on the idea of contexts.
If two decision scenarios have the same context then they are merged to one node. We
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show the effectiveness of this approach on graphs with large tree-widths. Existing algorithms in the literature perform poorly on IDs with large tree-widths because of memory
issues; however, our proposed algorithm scales well since we relax the original IDs and
generally obtain IDs with smaller tree-widths than the original IDs.
We propose a bi-directional approach for solving IDs with finite-horizon factored POMDPlike structures. The forward search is performed by the DFBnB search for regular IDs and
backward solution is obtained by the dynamic programming algorithm for POMDPs. We
show how to compact the strategy tree to a strategy graph based on the sub-trees below
each decision node: if the sub-trees below two decision nodes are the same then they are
merged.
The DFBnB algorithm for LIMIDs is evaluated with the maze problem, a dec-POMDP
problem, and random LIMIDs, and this algorithm is able to solve larger problem instances
than the existing state-of-the-art algorithm for LIMIDs [35, 34]. The bi-directional algorithm is compared with the existing DFBnB algorithm for solving IDs [55], and it outperforms the existing algorithm.

5.2

Future Work
This work can be extended in several ways. In the LIMID work, our approach to deter-

mining the context of a decision node and merging duplicate OR nodes is also simple, and
could potentially be improved, and it may also be possible to find more compact representations of an optimal strategy.
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The bi-directional approach proposed here is applicable for IDs similar to finite-horizon
factored-POMDP like structures. This proposed approach can be extended for any regular
ID. And this algorithm then can be evaluated with more examples. We can come up with
an unifying algorithm so that both LIMIDs and regular IDs can be handled from real world
scenarios. Then we can evaluate our algorithms and find ways to improve the efficiencies.
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