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Cap´ıtulo 1
Introduccio´n
Los radares de apertura sinte´tica (Synthetic Aperture Radar o SAR) son un tipo de sistema
radar coherente en el que, mediante el procesado a posteriori de la informacio´n recogida por
la antena, se simula la adquisicio´n propia de una antena de dimensiones mucho mayores, con
el objetivo de aumentar la resolucio´n de los datos. Estos radares esta´n embarcados en sate´lites
(SAR orbital) o aviones (SAR aerotransportado), consiguiendo as´ı emitir pulsos con una frecuencia
determinada a lo largo de una trayectoria mo´vil. Mediante la combinacio´n de un conjunto de sus
capturas se generara´ una sen˜al que imitara´ una adquisicio´n u´nica recibida por una agrupacio´n de
tantos elementos como ecos se combinen. Despue´s de este proceso de enfoque de la informacio´n se
dispondra´ de ima´genes complejas a alta resolucio´n de la superficie iluminada llamadas SLC (Single
Look Complex). Para este proyecto, se utilizara´n ima´genes SAR adquiridas desde los sate´lites de
observacio´n terrestre ERS-1, ERS-2 y ENVISAT, de la Agencia Espacial Europea (ESA).
Los sistemas SAR a bordo de estos sate´lites son dispositivos activos, a diferencia de otros sen-
sores que dependen de la iluminacio´n solar de la escena. Esto, unido al uso de longitudes de onda
superiores al rango o´ptico, permite la monitorizacio´n de la superficie de nuestro planeta las 24
horas del d´ıa e independientemente de las condiciones climatolo´gicas. La informacio´n generada
contendra´ informacio´n sobre la rugosidad de la superficie, acorde con las condiciones de reflecti-
vidad de e´sta. Por ejemplo, una superficie marina con olas altas o medias, sera´ considerada por
un sensor SAR como una superficie rugosa, de la misma forma que un bosque, que aparecera´ muy
brillante. Por contra, el mar en calma se considerara´ una superficie lisa, lo mismo que unos pastos o
una carretera, que adema´s aparecera´n muy oscuros. Esto nos proporcionara´ datos fiables para una
gran cantidad de aplicaciones: observacio´n y monitorizacio´n de bosques y campos agr´ıcolas, gene-
racio´n de mapas topogra´ficos, glaciares y de fondos marinos, exploraciones geolo´gicas, prediccio´n
de feno´menos naturales, estudio de la contaminacio´n, etc., llevadas a cabo sin necesidad de aplicar
grandes esfuerzos econo´micos y humanos que s´ı requieren los estudios de estos feno´menos in situ.
Nosotros haremos uso de la capacidad de los sistemas SAR de generar mapas de reflectividad de
la superficie terrestre. Combinando varios de ellos, conseguiremos detectar y medir movimientos
del terreno (subsidencias y elevaciones). Resulta especialmente ventajoso llevar a cabo esta labor
sin tener que acceder a la zona en estudio, que supondr´ıa la supervisio´n perio´dica y muy costosa
del territorio. La te´cnica de procesado digital de las ima´genes SLC para la generacio´n de mapas
topogra´ficos se conoce como interferometr´ıa SAR (InSAR).
La interferometr´ıa SAR consiste en la combinacio´n de dos ima´genes SAR de la misma zona
adquiridas desde posiciones del espacio diferentes, con el objetivo de eliminar la parte de la fase
comu´n en ambas y quedarnos con la diferencia. La imagen resultante se conoce como interfero-
grama. Segu´n co´mo se haya escogido el par de SLC’s a combinar, la informacio´n contenida por el
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interferograma tendra´ un propo´sito u otro. Si se han adquirido en un breve espacio de tiempo y
desde posiciones en el estacio algo separadas, de forma que el lugar es iluminado desde perspectivas
diferentes, la imagen resultante contendra´, ba´sicamente, informacio´n sobre la topograf´ıa de la esce-
na y se estara´ en disposicio´n de generar un mapa digital de elevacio´n (DEM). Si por el contrario las
ima´genes se toman en un intervalo temporal mayor, la informacio´n contenida hara´ referencia sobre
todo a la posible deformacio´n que haya sufrido el territorio en estudio. En este u´ltimo caso, para
centrar nuestro estudio en esa deformacio´n, se tendra´ que eliminar la componente topogra´fica que
contenga y tras ello tendremos una imagen a la que llamamos interferograma diferencial. Con el
uso de un numeroso set de interferogramas diferenciales a partir de ima´genes tomadas en diferentes
instantes de tiempo sobre la misma escena, nos sera´ posible estudiar la evolucio´n de la deformacio´n
con el tiempo y deducir comportamientos lineales o no lineales.
1.1. Sobre los sate´lites ERS-1 y ERS-2
La misio´n ERS-1 (European Remote Sensing Satellite 1 ) se lanzo´ en 1991, siendo el primer
sate´lite de la ESA destinado a la observacio´n de la Tierra. Constaba de un disperso´metro destinado
a la medicio´n de la direccio´n y velocidad del viento sobre los oce´anos, un alt´ımetro capaz de medir
la altura de las olas y de la superficie mar´ıtima, un esca´ner ATSR para medir la temperatura
del mar y de las nubes, un radio´metro de microondas para medir las columnas de vapor de agua
en la atmo´sfera y el contenido de las nubes y un radar de apertura sinte´tica que toma ima´genes
bidimensionales a alta resolucio´n de la superficie terrestre, y que nos son de utilidad para el
desarrollo de este proyecto.
En 1995 se entro´ en o´rbita la misio´n ERS-2, complementaria a la de ERS-1, en la que se
mejoraba el esca´ner ATSR con canales visibles adicionales para la monitorizacio´n de la vegetacio´n.
Tambie´n se incluye un espectro´metro para la monitorizacio´n global del ozono en la atmo´sfera.
Con la simultaneidad de las exploraciones de ambos sate´lites, aumentaron considerablemente las
posibilidades en el campo de la interferometr´ıa. La separacio´n en d´ıas entre adquisiciones SAR
disminuyo´ de 35 d´ıas so´lo con ERS-1 a 1 d´ıa combinando la o´rbita de ambos en la llamada misio´n
ta´ndem, lo que supuso un gran avance en la realizacio´n de mapas digitales de elevacio´n.
El 10 de marzo de 2000 el ERS-1 llego´ al fin de su funcionamiento, debido a fallos en su sistema
de control de posicionamiento de a bordo, despue´s de 9 an˜os en funcionamiento y habiendo tripli-
cado su duracio´n planeada. El ERS-2 por su parte, empezo´ a tener problemas con sus giro´scopos
en julio del mismo an˜o, que provocaron que finalmente, el 8 de febrero entrara en un modo de
funcionamiento en el que so´lo usar´ıa un giro´scopo de los 3 previstos para mantener la trayectoria
dentro de la o´rbita de forma precisa. Finalmente, el sate´lite entro´ en modo de funcionamiento
Zero Gyro, sin ningu´n giro´scopo dedicado al sistema de orientacio´n que mantiene al sate´lite en un
estrecho margen de deriva alrededor de su trayectoria. Aunque esa deriva se consiguio´ normalizar
mediante otro mecanismo en marzo de 2002, el sistema de enfoque a la Tierra sufririo´ a partir de
entonces y hasta el final de su misio´n derivas de ± 10o, lo que afecta al control del efecto Doppler
del sate´lite. Este hecho nos es especialmente relevante para entender el objetivo de este proyecto,
que se explicara´ ma´s adelante.
Finalmente, en julio de 2011 el sate´lite ERS-2 ha sido retirado del funcionamiento de forma
controlada.
1.2. Sobre el sate´lite ENVISAT
En marzo de 2002, la ESA lanzo´ al espacio el sate´lite ENVISAT, un sate´lite de observacio´n de
la Tierra de o´rbita polar que obtiene mediciones de la atmo´sfera, el oce´ano, la superficie terrestre
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(a) (b)
Figura 1.1: Ima´genes de los sate´lites ERS-1 (a) y ERS-2 (2) en una sala blanca del centro te´cnico
de la ESA en Noordwijk (Pa´ıses Bajos).
y las masas glaciares, entre otras prestaciones. El sate´lite ENVISAT fue una ambiciosa apuesta
por continuar y mejorar las operaciones llevadas a cabo hasta el momento por los sate´lites ERS-1
y ERS-2. Tambie´n represento´ el primer sate´lite que observo´ los niveles de dio´xido de carbono en
la atmo´sfera, resultando un hito para el estudio del medio ambiente y la conservacio´n de la capa
de ozono.
El sate´lite ENVISAT fue lanzado a bordo del Arianne-5, batiendo re´cords de peso con sus 8,2
toneladas. Una vez desplegadas sus antenas, alcanza unas dimensiones de 25 metros de largo por 10
de ancho. Es capaz de trazar una o´rbita alrededor de la Tierra en 100 minutos, con una cobertura
de todo el globo en 3 d´ıas y a una frecuencia de repeticio´n de 35 d´ıas. Su ambicioso equipamiento
incluye un radio´metro avanzado para observar la temperatura de la superficie marina y de deteccio´n
de zonas de vegetacio´n (AATSR), un sistema de monitorizacio´n del ozono por ocultacio´n de las
estrellas que analiza la composicio´n de la estratosfera (GOMOS), un interfero´metro de Michelson
para medir los componentes de las capas altas de la atmo´sfera mediante su emisio´n infrarroja
(MIPAS), un espectro´metro de ima´genes de media resolucio´n para el estudio de la composicio´n del
agua marina y de la altura de las nubes mediante la medicio´n de la reflexio´n de la radiacio´n en
ellas (MERIS), un alt´ımetro basado en los ecos del radar (RA-2), un radio´metro de microondas
para hacer correcciones en el alt´ımetro del radar basa´ndose en la columna de vapor de agua y agua
l´ıquida en la atmo´sfera (MWR), un espectro´metro para analizar los gases de la estratosfera y la
troposfera (SCIAMACHY), un sistema de medicio´n de la posicio´n orbital (DORIS) y el sistema
radar de apertura sinte´tica que nos ha proporcionado algunas de las ima´genes que se utilizara´n en
este proyecto (ASAR).
Sus aportaciones al estudio de nuestro planeta han sido numerosas. Ha contribuido al enten-
dimiento del feno´meno del calentamiento global, ha colaborado en el control de la capa de ozono
con la medicio´n de los niveles de ozono en la atmo´sfera, es capaz de monitorizar zonas boscosas
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Figura 1.2: Representacio´n del equipamiento del sate´lite ENVISAT.
y los focos calientes y evolucio´n de gases y aerosoles fruto de los incendios a gran escala, aporta
informacio´n sobre el nivel de los oce´anos y el deshielo de los polos, contribuye a supervisar el
cumplimiento de los esta´ndares medioambientales de contaminacio´n y facilita informacio´n ante
desastres naturales a poco tiempo de su suceso, entre otras labores. En especial, siendo de nuestro
intere´s, es capaz de captar deformaciones en la superficie terrestre con resolucio´n de tan so´lo 1 mm
al an˜o.
1.3. Objetivos de este proyecto
Este proyecto fin de carrera ha sido desarrollado en el departamento de Teoria de Senyal i
Comunicacions (TSC) de la Universitat Polite`cnica de Catalunya (UPC), en el grupo RSLAB
(Remote Sensing Lab.).
El objetivo principal de este proyecto ha sido el estudio del impacto de las diferencias de fre-
cuencias Doppler grandes entre ima´genes en la deteccio´n y estimacio´n de subsidencias y elevaciones
en el terreno, teniendo en cuenta la necesidad de abordar este problema a ra´ız de los problemas con
los giro´scopos en el sate´lite ERS-2. Se ha adaptado la te´cnica de procesado de ima´genes utilizada
en el departamento, el Coherent Pixel Technique, para que pueda utilizar las SLC’s adquiridas por
el sate´lite ERS-2 desde que se iniciaron los problemas. Para ello se han analizado las implicaciones
de usar este tipo de ima´genes, con el objetivo de adaptar el software en todas las etapas pertinentes
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y puedan procesarse y alcanzar resultados de deformacio´n con ellas: la calibracio´n inicial de las
ima´genes, la seleccio´n de p´ıxels, el ajuste del modelo lineal de fase a la informacio´n de fase y la
integracio´n de la informacio´n diferencial, ba´sicamente. A lo largo de este proyecto se profundiza en
cada uno de estos bloques de procesado en su relacio´n con la huella que deja en las ima´genes du-
rante su adquisicio´n un efecto Doppler descontrolado, y se proponen mecanismos para aprovechar
la informacio´n de fase relacionada con la deformacio´n del terreno.
1.4. Estructura del proyecto
En primer lugar, pondremos al lector en situacio´n explicando los fundamentos teo´ricos del SAR
y de la interferometr´ıa diferencial, con el objetivo de aportar los conocimientos necesarios para la
correcta comprensio´n de este proyecto. Esto estara´ contenido en el cap´ıtulo 2.
En el cap´ıtulo 3 expondremos los factores que alteran la calidad de la fase y que por lo tanto
afectan al me´todo de seleccio´n de p´ıxels de informacio´n de fase fiable. Haremos especial hincapie´ en
las que provienen de las diferencias de Doppler grandes. Explicaremos los me´todos de seleccio´n de
p´ıxels por coherencia y por amplitud, y este u´ltimo caso la preparacio´n de las SLC’s para la validez
del me´todo, consistente en la deteccio´n de ma´ximos y la calibracio´n en sus diferentes modalidades.
En el cap´ıtulo 4 trataremos el proceso de estimacio´n lineal al completo, esto es, la triangulacio´n
para establecer relaciones entre los p´ıxels, la minimizacio´n de la funcio´n de ajuste de modelo y
la integracio´n de los valores relacionales, juntamente con un test de desenrollado que efectu´a una
comprobacio´n de la calidad de las soluciones encontradas. En cuanto a la minimizacio´n, enumera-
remos las diferentes componentes de la funcio´n de ajuste del modelo, en particular del relativo a
la posicio´n azimut. Sobre la integracio´n, detallaremos las particularidades de la integracio´n de la
posicio´n azimut, la no necesidad de semillas para ello y el criterio utilizado para el hallazgo de una
solucio´n completa en ausencia de e´stas.
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Cap´ıtulo 2
Fundamentos de la interferometr´ıa
SAR
En este cap´ıtulo introduciremos la te´cnica de adquisicio´n de las ima´genes de reflectividad de la
superficie terrestre con los sistemas SAR orbitales y el procesado que reciben para que la informa-
cio´n de fase sea u´til para nuestros propo´sitos: la estimacio´n de la deformacio´n del terreno.
2.1. El sistema de adquisicio´n SAR
Un radar (RAdio Detection And Ranging) es un sistema para detectar y localizar objetos,
llamados blancos, adema´s de medir su velocidad y trayectoria en el caso de que sean mo´viles, y
aplicado en otros a´mbitos, medir alturas y generar mapas de terreno. Se basa en la utilizacio´n de
sen˜ales electromagne´ticas emitidas a frecuencias de las microondas, la captura de su reflexio´n en
la zona en estudio y el ca´lculo de los datos a partir de e´sta. Requiere una antena emisora y una
receptora, que en el caso de ser la misma el radar se denomina monoesta´tico, y en el caso de ser
diferentes, biesta´tico.
El radar de apertura sinte´tica (SAR) se diferencia del de apertura real por obtener alta reso-
lucio´n en los datos tras un procesado posterior. El SAR se caracteriza por ser coherente, lo que
significa que se mantiene la informacio´n de fase sobre la escena conformada en la reflexio´n. Con
esto se ampl´ıa el abanico de posibilidades de la te´cnica radar. Una de ellas es la aplicacio´n de
nuestro intere´s: la deteccio´n y medicio´n de la deformacio´n terrestre de alta precisio´n. El uso de
sen˜ales de microondas para estas aplicaciones hace al sistema SAR resistente a perturbaciones me-
teorolo´gicas, tales como nubes, tormentas e incluso nieve, siendo capaz de atravesarlas y funcionar
a pesar de su presencia.
El sistema SAR puede ser aerotransportado, si esta´ montado sobre un avio´n, o orbital, si
esta´ embarcado en sate´lites de o´rbita baja. E´ste u´ltimo caso, del que hacemos uso, permite la
adquisicio´n de ima´genes de reflejen la situacio´n de superficies terrestres ma´s grandes, al estar
situado en una posicio´n ma´s lejana (en torno a los 850 km). La resolucio´n de las ima´genes, en
cambio, no queda afectada por la distancia, ya que como veremos, tras el procesado de enfoque
la resolucio´n depende u´nicamente de la dimensio´n de la antena en una direccio´n y del ancho de
banda de la sen˜al utilizada.
11
Figura 2.1: Sistema de localizacio´n de un radar monoesta´tico.
2.2. Geometr´ıa de adquisicio´n
El sistema SAR utilizado sigue la geometr´ıa llamada strip-mode [7], segu´n la cual el sate´lite
sobre el que va embarcado sigue una trayectoria recta y el sensor env´ıa pulsos hacia la Tierra en
una direccio´n perpendicular a la trayectoria. Su direccio´n de enfoque no sigue la vertical con la
superficie terrestre, sino que esta´ algo inclinada, para evitar la ambigu¨edad derecha-izquierda. La
zona iluminada por el pulso en cada adquisicio´n se conoce como huella o swath. Todo esto junto se
puede ver como un barrido en ima´genes SAR de la superficie terrestre de la anchura de la huella
a medida que el sate´lite avanza en su trayectoria. Es adema´s un sistema biesta´tico.
La relacio´n entre la escena y el sate´lite que define la configuracio´n de la informacio´n recibida
se puede entender desde dos sistemas de coordenadas, uno referido al punto de vista del sensor
(plano slant-range) y otro a la superficie terrestre (plano ground-range). Normalmente nos referi-
remos al primero, ya que es en que van expresadas las ima´genes generadas. E´stas no dejan de ser
una proyeccio´n de los blancos situados en el terreno iluminado (ground-range) sobre el plano de
adquisicio´n del sate´lite (slant-range). En la figura 2.2 se observan ambos planos; la direccio´n range
y azimut que definen el plano slant-range y las direcciones x, que marca el avance de la huella e
y; que definen el plano ground-range. El look angle o off-nadir, θ, que aparece, se define como el
formado entre la vertical y la direccio´n range; y el a´ngulo de incidencia, ϕ, como el formado entre
la direccio´n range y el plano ground-range. La direccio´n azimut, como se ve, coincide con la de
la trayectoria del sate´lite y la direccio´n range indica la direccio´n de observacio´n de la superficie
terrestre.
El sate´lite emitira´ una serie de pulsos sobre la misma escena a medida que avanza en su
trayectoria, con una frecuencia de repeticio´n PRF (Pulse Repetition Frequency). Las reflexiones
de todos ellos sera´n tratadas conjuntamente. Cada una de ellas es una sen˜al electromagne´tica que
en su evolucio´n temporal distingue los blancos ma´s cercanos al sate´lite de los ma´s lejanos, ya
que las reflexiones que tengan menos recorrido de propagacio´n llegara´n antes al sensor. As´ı pues,
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Figura 2.2: Geometr´ıa de adquisicio´n strip-mode del sistema SAR.
conociendo la geometr´ıa de adquisicio´n, muestrear la sen˜al de retorno en range dara´ informacio´n
sobre la posicio´n de cada blanco en la escena. Con ese propo´sito, cada reflexio´n es muestreada a
frecuencia fm. Las frecuencias de muestreo (fm) y de emisio´n de pulsos (PRF) se diferencian en
varios o´rdenes de magnitud, por lo que pueden ser tratadas de forma independiente. La informacio´n
de los diferentes ecos muestreados se tratara´ como una matriz, que equivale a la imagen “bruta”
(raw data) de datos pendientes procesar para ser enfocados. En cada linea de esta matriz hay
contenido un eco recibido y cada columna representa una muestra tomada sobre cada una de las
reflexiones. As´ı pues, cada l´ınea hace referencia a una posicio´n azimut sobre la que se ha emitido
un pulso, separado del siguiente por 1/PRF segundos, y cada columna de la imagen se refiere a
una misma muestra de la proyeccio´n en range de todas las huellas.
Podemos observar, con todo lo explicado, las diferencias en la forma de generar ima´genes entre
los sistemas SAR y los sistemas o´pticos. Mientras que en un sistema o´ptico la informacio´n recogida
de la escena sigue la estructura que se observa desde el sensor, en una imagen SAR los datos del
terreno esta´n distribuidos segu´n su proyeccio´n sobre el plano slant-range, suponiendo un frente de
onda plano.
A causa de la correspondencia de las ima´genes adquiridas con la proyeccio´n de la escena en el
plano slant-range, existen situaciones en las que las ima´genes no representan un reflejo fiel del a´rea
iluminada. Los casos posibles son los siguientes:
Foreshortening: Las rampas encaradas al sensor aparecen comprimidas en la imagen. El efecto
es ma´s acentuado cuanto ma´s se acerque el a´ngulo de la pendiente al look angle θ. El caso
extremo se da cuando son ide´nticos, situacio´n en la cual la pendiente se ve representada por
un u´nico punto de mucha reflectividad en su proyeccio´n en el plano de adquisicio´n. Este
feno´meno provoca que en la imagen las montan˜as parezcan tumbadas hacia el sensor.
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Figura 2.3: Proyecciones correspondientes a un sistema o´ptico (a) y a un sistema SAR (b).
Layover: Cuando la pendiente de las rampas encaradas al sensor superan el look angle θ, los
puntos ma´s altos esta´n ma´s cerca del sensor que los ma´s bajos y aparecera´n primero en la
direccio´n range. De esta forma no habra´ una correspondencia directa entre la proximidad al
sensor de la posicio´n geogra´fica y su posicio´n range: esta tambie´n dependera´ de su altitud
topogra´fica. As´ı, las cimas aparecera´n antes que los valles en la imagen independientemente
de su ubicacio´n geogra´fica.
Shadowing: Cuando la pendiente de las rampas encaradas al sensor superan el a´ngulo de inciden-
cia ϕ, aparecera´n zonas ocultas a la iluminacio´n del radar (zonas de sombra) y la informacio´n
relativa a ellas no quedara´ recogida en las ima´genes.
En el caso de ima´genes tomadas con look angles θ bajos, como ocurre con los sensores SAR
como el de los sate´lites ERS-1, ERS-2 y ENVISAT (23o para los ERS y variable entorno a un valor
similar para ENVISAT), la distorsio´n predominante es el layover. Para valores de θ ma´s grandes,
el shadowing se hara´ ma´s comu´n y el layover no lo sera´ tanto.
2.3. Resolucio´n de las ima´genes adquiridas sin enfocar
Como se ha mencionado, las ima´genes se generan mediante barridos de la superficie terrestre
a dos frecuencias muy diferentes, de forma que ambas maniobras pueden ser estudiadas de for-
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Figura 2.4: Representacio´n gra´fica de los efectos foreshortening (a), layover (b) y shadowing (c).
ma independiente. La resolucio´n de la imagen, o capacidad del sistema de discernir dos blancos
pro´ximos vendra´ dada, por lo tanto, por un fundamento diferente en cada eje.
En la direccio´n range la resolucio´n vendra´ dada por el principio radar, segu´n el cual e´sta depende
del ancho de las respuestas a cada blanco. La resolucio´n sera´ proporcional al ancho de banda del
pulso emitido, que en el caso de los pulsos sencillos corresponde con la inversa de su duracio´n, Tc:
∆r =
co · Tc
2
(2.1)
Donde se ha aproximado la velocidad de propagacio´n de la onda electromagne´tica por la velo-
cidad propagacio´n de la luz, co y el 2 indica el doble recorrido, de ida y vuelta, del pulso emitido.
En el caso de la direccio´n azimut, la resolucio´n vendra´ determinada por la directividad de la
antena, que se puede aproximar por:
∆a =
R · λ
L
(2.2)
Donde R es la distancia entre el sate´lite y el blanco, λ es la longitud de onda de trabajo y
L es la longitud f´ısica de la antena. Este u´ltimo para´metro es ba´sicamente del que dependera´ la
resolucio´n, ya que es el u´nico ajustable en el disen˜o del sistema sin afectar otros aspectos del
sistema de adquisicio´n.
Teniendo en cuanta los valores de estos para´metros en los sate´lites ERS-1/2:
R ≈ 850 Km; λ = 5, 66 cm; L = 10 m; Tc = 37, 1 µs
la resolucio´n con las que nos encontramos sera´n:
∆y = 5, 56 Km
∆x = 4, 79 Km
En el caso de ENVISAT los para´metros son casi ide´nticos, por lo que las resoluciones se pueden
considerar iguales.
Estas resoluciones, del orden de los kilo´metros, resultan inadmisibles para la utilidad que hemos
de dar las ima´genes. Necesitamos reducir considerablemente estas cifras, lo cual es posible de la
forma que explicaremos a continuacio´n.
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2.4. Ima´genes enfocadas SLC
Hemos visto que una mejora de la resolucio´n en range vendr´ıa dada por una disminucio´n del
tiempo de duracio´n de los pulsos transmitidos. Esto no ser´ıa una medida recomendable, ya que
conviene mantener la potencia transmitida y reduciendo el tiempo de duracio´n del pulso se estar´ıa
obligado a utilizar unas potencias de pico demasiado elevadas. La solucio´n a esto consistira´ en
utilizar otro tipo de pulsos en los que el ancho de banda, que es lo que en realidad condiciona la
resolucio´n, sea independiente de su duracio´n. Es el caso de los pulsos de espectro ensanchado. En
recepcio´n se aplicara´ un filtro adaptado al pulso con el que se conseguira´ una respuesta a un blanco
estrecha, pudiendo as´ı distinguirse dos muy cercanos. A esta te´cnica se la conoce como compresio´n
de pulsos.
El pulso utilizado en los sistemas SAR es el denominado pulso chirp. Estos pulsos se caracterizan
por variar su frecuencia en el tiempo de forma constante:
fchirp = f(t) = K · t (2.3)
Figura 2.5: Representacio´n gra´fica de una sen˜al chirp.
As´ı que su fase lo hara´ cuadra´ticamente. Su expresio´n en potencia es:
Pchirp(t) = Po · ejpiKt2 (2.4)
En la figura 2.6 se ve co´mo, con el uso de un pulso chirp, se cumple el objetivo buscado:
conseguir distinguir dos blancos que se encuentren muy cercanos en la escena.
La mejora de la resolucio´n conseguida con el uso de pulsos chirp se puede medir con la ganancia
de la compresio´n del pulso, que se define como la relacio´n entre la duracio´n del pulso chirp y la
duracio´n del pulso corto τ con el que se obtendr´ıa la misma resolucio´n:
G =
Tc
τ
(2.5)
La ganancia de compresio´n equivale al producto entre el ancho de banda y su duracio´n:
G = B · Tc (2.6)
POr lo tanto, la resolucio´n obtenida en range con la utilizacio´n de este tipo de pulsos sera´:
∆y =
co · τ
2
(2.7)
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Figura 2.6: Ejemplo de salida obtenida de un filtro adaptado ante un eco recibido que contiene
la respuesta de varios blancos dispuestos en la escena a la reflexio´n de un pulso chirp. La salida
obtenida sera´ una serie de deltas estrechas dispuestas en tiempo de forma ana´loga a los blancos en
la escena.
En los pulsos chirp, τ sera´ considerablemente menor a la duracio´n del pulso, con lo que la
resolucio´n aumentara´ considerablemente.
La resolucio´n en azimut, por su parte, requerira´ procesar a posteriori los datos obtenidos para
mejorar. Se ha observado al expresar la resolucio´n en azimut en la ecuacio´n 2.2 que e´sta depende
directamente de la longitud de la antena. Una resolucio´n del orden de los metros requerir´ıa una an-
tena de longitud kilome´trica imposible de instalar en sate´lites o aviones, pero podremos sintetizar
la informacio´n recogida por una antena radar de esas caracter´ısticas combinando varias adquisi-
ciones sucesivas a lo largo de la trayectoria del sate´lite. Este es, principalmente el fundamento de
las aperturas sinte´ticas radar.
A partir de una adquisicio´n recogida con una antena de longitud L embarcada en un sate´lite, y
teniendo en cuenta el movimiento de e´ste a lo largo de su trayectoria orbital en la direccio´n azimut,
tomaremos los ecos de una serie pulsos emitidos entre tinicial y tfinal cada 1/PRF segundos para
simular la adquisicio´n de una array de longitud Lsa que tiene tantos elementos como pulsos se
han emitido en ese periodo. El transcurso de tiempo entre una emisio´n y otra se considerara´ su-
ficientemente pequen˜o como para considerar que, como en una agrupacio´n de antenas, el pulso se
ha emitido simulta´neamente. Solamente hara´ falta introducir en los ecos recibidos el desfase pro-
pio de la propagacio´n ele´ctrica entre elementos de la array, para poder combinarlos. El resultado
sera´ la imagen que se obtendr´ıa con una agrupacio´n de N elementos. La s´ıntesis de la apertura de
dimensio´n Lsa mediante procesado a posteriori se ve explicada en la figura 2.7.
La longitud de la antena sintetizada se correspondera´ con el recorrido trazado por el sate´lite
entre tinicial y tf inal:
17
Figura 2.7: Transformacio´n de una secuencia de ecos en una apertura sinte´tica.
Lsa = Vsa · (tfinal − tinicial) = 2 ·R · λ
L
(2.8)
Donde Vsa es la velocidad del sate´lite y R es la distancia entre el sate´lite y el blanco. Sus-
tituye´ndola en la expresio´n 2.2 tendremos que la resolucio´n obtenida con la apertura sinte´tica
es:
∆a =
L
2
(2.9)
Lo que supone una resolucio´n en azimut del orden de la longitud de la antena embarcada, e
independiente de la longitud de onda y la distancia en range.
Para el caso de los sate´lites ERS-1/2 y ENVISAT, las nuevas resoluciones obtenidas son de 4
metros en azimut y 20 m en ground-range, que s´ı cumplen nuestras exigencias. La imagen obtenida
de esta forma se conoce como Single Look Complex, o SLC, con informacio´n sobre la reflectividad
de los blancos situados en la escena en la amplitud y de la topograf´ıa y la distancia recorrida por
los pulsos en la adquisicio´n en la fase.
2.5. Interferometr´ıa SAR
Las ima´genes SLC sera´n el punto de partida de un ana´lisis de fase destinado a extraer la
informacio´n sobre la topograf´ıa de la zona en estudio, con el objetivo de calcular un mapa digital
de elevacio´n (DEM). Este es el objetivo de la interferometr´ıa SAR.
La interferometr´ıa SAR recurre al uso de ima´genes SLC emparejadas para tener una idea del re-
lieve de la escena que muestran. Se pretende utilizar el mismo principio de visio´n tridimensional que
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utilizamos las personas mediante el uso de dos puntos de vista diferentes (el de ambos ojos) sobre
el mismo escenario y que nos otorga sentido de profundidad. La interferometr´ıa aprovechara´ pares
de ima´genes adquiridas con cierta distancia con el mismo objetivo y generara´ una tercera imagen,
conocida como interferograma, que contendra´ las diferencias entre captar la escena desde un punto
u otro. El par de SLC’s ideal para esta misio´n estar´ıa adquirido en el mismo instante de tiempo en
dos puntos algo separados en la o´rbita del sate´lite, con el objetivo de evitar diferencias en las carac-
ter´ısticas de reflectividad en la misma zona. Como eso es imposible, se intentara´ que la separacio´n
temporal (o linea de base temporal del interferograma) lo ma´s corta posible. Mientras estuvieron
simulta´neamente en funcionamiento los sate´lites ERS-1 y ERS-2, se llevo´ a cabo la misio´n ta´ndem
en la que se obten´ıan ima´genes de la misma zona con un solo d´ıa de separacio´n.
El aprovechamiento de la informacio´n contenida de un interferograma requiere seguir un proceso
de tratamiento de la fase, que se muestra en el diagrama de la figura 2.8. El proceso de obtencio´n
del DEM se conoce como cadena interferome´trica.
Figura 2.8: Cadena interferome´trica: etapas de procesado para obtener un mapa digital de elevacio´n
a partir de dos SLC’s.
19
2.5.1. Alineado y filtrado de las ima´genes
Si la resolucio´n de las ima´genes es de 20m x 4m, la informacio´n de cada p´ıxel sera´ la relativa
a una celda de resolucio´n de ese taman˜o, en la que se incluira´ la respuesta a todos los dispersores
que este´n incluidos en ella. Es importante que cada p´ıxel se refiera a la misma regio´n del terreno en
las dos ima´genes, para que la comparacio´n entre ambas tenga sentido y de lugar a la informacio´n
de relieve buscada.
El proceso de alineado de las ima´genes esta´ dividido en dos partes, la primera conocida como
alineado grueso y la segunda, alineado fino. El alineado grueso consiste desplazar una imagen
respecto a la otra de forma que los p´ıxels encarados tras el desplazamiento se consideren de ma´xima
similitud. Esto se llevara´ a cabo buscando el ma´ximo en la correlacio´n bidimensional de las ima´genes
implicadas [28].
Los p´ıxels en ambas ima´genes son de ide´ntico taman˜o, y la distancia entre ellos es constante y
comu´n para el mismo sensor, pero el inicio del muestreo no tiene porque´ coincidir en ambas, por lo
que el centro de cada celda de resolucio´n no tiene porque´ coincidir con misma posicio´n del terreno en
ambas ima´genes. Por otro lado, el uso de diferentes look angles hace que la misma regio´n del terreno
no ocupe lo mismo en la imagen realizada. Es por eso, que pese a haber realizado un alineado grueso,
siguen estando desalineadas, debie´ndose considerar la existencia de un desalineamiento entre las
ima´genes en ambas direcciones inferior o igual a la mitad del taman˜o del p´ıxel, y un escalado de
la superficie mostrada. El objetivo del alineado fino es ir ma´s alla´ del alineado a nivel de p´ıxel y
corregir estas diferencias a nivel de subp´ıxel. Para ello, se interpolara´n las ima´genes y se comparara´n
para cada submuestreo buscando nuevamente maximizar la correlacio´n entre las ima´genes.
Una vez alineadas las ima´genes, convendra´ eliminar el espectro no comu´n entre ellas, tanto en
direccio´n range como en azimut, que equivale a informacio´n no presente en ambas y que por lo
tanto no supone otra cosa sino ruido al generar el interferograma.
2.5.2. Obtencio´n del interferograma
Una vez equilibradas las ima´genes en espacio y frecuencia, sera´ el momento de comparar las
fases de cada p´ıxel en ambas SLC’s para eliminar la parte comu´n.
Siendo las SLC’s matrices complejas, definiremos el interferograma I formado por dos de ellas:
S1, a la que llamaremos master y S2, a la que llamaremos slave; como el producto de S1 por el
complejo conjugado de S2:
I(x, y) = S1(x, y) · S2∗(x, y) (2.10)
La fase de cada p´ıxel del interferograma contendra´, despue´s de la combinacio´n, informacio´n
acerca del relieve de la escena, pero no es la u´nica presente, por lo que habra´ que utilizar algu´n
mecanismo para conseguir diferenciar cada contribucio´n a la fase y aislarla. Se utilizara´, en nuestro
caso, un modelo de fase a partir de la informacio´n conocida sobre la geometr´ıa de adquisicio´n. Pero
antes de analizar la fase de los interferogramas, veremos dos feno´menos que, con comportamiento
aleatorio, son costosos de predecir y degradan la calidad de los valores estimados.
Ruido Speckle
Dado que la longitud de onda de la portadora es menor que el taman˜o de la celda de resolucio´n
(cent´ımetros frente a decenas de metros), el eco recibido se debe, no solamente a los blancos ma´s
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brillantes que este´n presente en ella, sino tambie´n a un sinf´ın de pequen˜os dispersores que tambie´n
pertenecen a la misma celda de resolucio´n, no se pueden diferenciar y que contribuyen a conformar
el eco [7]. La suma coherente de las reflexiones del conjunto de pequen˜os dispersores forma un
ruido multiplicativo y aleatorio conocido como ruido Speckle [15].
Figura 2.9: Descripcio´n gra´fica del ruido Speckle. (a): Respuesta fasorial de los distintos dispersores
en una celda de resolucio´n. (b) Distribucio´n aleatoria de las contribuciones de fase. (c) Suma fasorial
de las contribuciones.
Las contribuciones de las distintas reflexiones se unen tanto constructiva como destructivamen-
te, da´ndole cara´cter aleatorio a su presencia en los datos recogidos. Esto lleva a que el ruido Speckle
se aprecie en las ima´genes por la variacio´n de la intensidad de los p´ıxels, apareciendo incluso con
aspecto granulado. En celdas en las que ningu´n blanco domina sobre los dema´s, se puede modelar
con una proceso estoca´stico gaussiano tanto en su parte real como en la imaginaria, segu´n el l´ımite
del l´ımite central, en el caso de que sean suficientemente numerosos. Su amplitud se rige por una
estad´ıstica de Rayleigh y su fase por una uniforme [10]. Considerando su condicio´n de ergodicidad,
se puede eliminar con un promediado en grupos de p´ıxels adyacentes de la imagen, te´cnica conocida
como multilook, con la consecuente pe´rdida de resolucio´n de la imagen.
Efecto Doppler
El desplazamiento del sate´lite a lo largo de su o´rbita simulta´neo a las adquisiciones conlleva la
presencia del efecto Doppler en los pulsos emitidos y retornados. La reflexio´n recibida contendra´,
alrededor de los blancos, una rampa de fase de pendiente relacionada con la velocidad del sate´lite
y el look angle del sensor. El efecto se mantiene estable entre todas las adquisiciones de un mismo
sensor en un intervalo de unos 900 Hz en condiciones normales, mediante un giro de la antena
adaptado a la latitud de la escena, conocido como movimiento yaw-steering [24]. Gracias a esto,
la rampa de fase se vera´ eliminada en gran medida al generar los interferogramas. A partir de
2002, en el sate´lite ERS-2 este feno´meno ya no estuvo bajo control tan preciso debido a problemas
te´cnicos, dando lugar a diferencias de Doppler mucho mayores entre pares de ima´genes.
2.5.3. Ana´lisis de la fase interferome´trica
En la fase de una SLC esta´n presentes una serie de componentes relacionados con la superficie
terrestre y de estructura correspondiente a la geometr´ıa de adquisicio´n:
φSLC = φdist + φdisp + φatmos + φruido (2.11)
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Cada uno de ellos se corresponde con:
φdist: La distancia recorrida por los pulsos entre el sensor y el blanco. Su valor vendra´ dado por
la siguiente expresio´n:
φdist = −2 · 2pi
λ
· r (2.12)
Donde r es la distancia range entre sate´lite y sensor y λ la longitud de onda de trabajo.
φdisp: La reflectividad de la celda de resolucio´n.
φatmos: El efecto sobre el pulso que le supone atravesar los artefactos atmosfe´ricos que encuentra
a su paso.
φruido: El ruido propio del sistema de adquisicio´n SAR.
Al generar el interferograma a partir de dos ima´genes, las fases de cada p´ıxel de la SLC slave
se restan a la del mismo en la SLC master, con el siguiente resultado:
ψINT = φm − φs = 4pi
λ
(rm − rs) + ∆φatmos + ∆φruido (2.13)
Ahora la fase depende de la diferencia de caminos recorridos por los pulsos de ambas ima´ge-
nes en la emisio´n y la reflexio´n. Se considera que la componente relativa a las caracter´ısticas de
reflectividad de la escena son iguales en ambos instantes. Es una de las condiciones buscadas a la
hora de escoger las ima´genes con las que generar un DEM: se buscan distancias temporales cortas
entre las ima´genes, de forma que hayan habido pocos cambios en la escena, ya sea en cuanto a
la distribucio´n de los reflectores como en cuanto a la deformacio´n del terreno. Asumiendo esto,
consideraremos que el te´rmino queda eliminado en el proceso de generacio´n del interferograma.
Nuestro objetivo sera´, a partir del modelo de fase 2.13, encontrar la relacio´n entre la diferencia
de distancias sate´lite-sensor y las alturas propias del relieve del terreno, que sera´ lo que definira´ el
DEM. Nos centraremos en la componente relativa a la diferencia de distancias recorridas:
ψ =
4pi
λ
(rm − rs) = 4pi
λ
·∆r (2.14)
En la figura 2.10, aparece representada en el plano slant-range la distancia de propagacio´n reco-
rrida en dos adquisiciones, tomando como referencia la ubicacio´n del 1o sate´lite para coordenadas
y distancias (P1) y siendo r y n los ejes del sistema de coordenadas. El 2
o sate´lite, identificado con
P2, esta´ situado en (Br, Bn). Br y Bn definen la distancia entre los sensores, llamada linea de base
cuando se refiere a la distancia entre los sate´lites cuando toman las dos ima´genes que formara´nn
un interferograma. Normalmente se utilizara´ solamente la distancia perpendicular a la direccio´n
range, Bn.
La distancia r que separa P2 de la escena en el eje range hasta el punto B se puede expresar
en funcio´n del camino recorrido por los pulsos emitidos desde P1:
r =
√
(ro + ri −Br)2 + (ni −Bn)2 (2.15)
Consideraremos que la distancia entre los sate´lites es mucho menor que la distancia con la
superficie terrestre en la direccio´n range, (Br, Bn  ro) y de esta forma se podra´ expresar la
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Figura 2.10: Geometr´ıa de la separacio´n sate´lite-blanco para dos adquisiciones diferentes, con la
ubicacio´n del 1o sate´lite como referencia.
diferencia de distancias ∆r, entre el punto A y el punto B mediante el desarrollo en serie de
Taylor:
∆r = rm − rs = δr
δBn
∣∣∣∣∣
Br=Bn=0
·Bn + δr
δBr
∣∣∣∣∣
Br=Bn=0
·Br (2.16)
Debido a que la fase tiene cara´cter c´ıclico, se produce una ambigu¨edad en el nu´mero de ciclos
completos que var´ıan de una adquisicio´n a otra. Para solucionarlo, consideraremos adema´s, otra
variacio´n: la de la diferencia de caminos observada en dos puntos del plano diferentes. Para dos
puntos cercanos, teniendo en cuenta una situacio´n moderadamente homoge´nea en la topograf´ıa, se
puede suponer que las diferencias de fase relativas a diferencias de alturas son menores a un ciclo
completo. Con esto, la expresio´n 2.14 de la fase del interferograma se queda de la siguiente forma:
∆ψAB =
4pi
λ
∆(∆r) (2.17)
Ahora, nuevamente, habra´ que hallar la expresio´n de ∆(∆r), teniendo en cuenta que ya dis-
ponemos de la de ∆r. En este caso, tomaremos una nueva aproximacio´n, consistente en que la
distancia entre los dos puntos de la imagen es mucho menor que la distancia de cualquiera de ellos
al sate´lite (d(A,B) ro). Se alcanzara´ la expresio´n derivando ∆r:
∆(∆r) =
δ (∆r)
δni
∣∣∣∣∣
ri=ni=Br=Bn=0
· ni + δ (∆r)
δri
∣∣∣∣∣
ri=ni=Br=Bn=0
· ri (2.18)
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Si aqu´ı sustituimos ∆r por la expresio´n 2.16 obtendremos:
∆(∆r) = δ
2r
δBnδni
∣∣∣∣∣
ri=ni=Br=Bn=0
·Bn · ni + δ
2r)
δBrδri
∣∣∣∣∣
ri=ni=Br=Bn=0
·Br · ri +
δ2r
δBnδri
∣∣∣∣∣
ri=ni=Br=Bn=0
·Bn · ri + δ
2r)
δBrδni
∣∣∣∣∣
ri=ni=Br=Bn=0
·Br · ni
(2.19)
Todos los te´rminos de la derivada se anulan excepto el primero, con lo que se tendra´ que:
∆(∆r) =
Bn · ni
ro
(2.20)
Si sustituimos lo obtenido en la ecuacio´n 2.17 tendremos finalmente el te´rmino de fase diferencial
en el interferograma, referido a la diferencia de alturas:
∆ψAB =
4pi
λ
·
(
Bn · ni
ro
)
=
4pi ·Bn · ni
λ · ro (2.21)
Con esta expresio´n tenemos, finalmente, una relacio´n entre la fase del interferograma y la
diferencia de alturas, ni. Pero este te´rmino esta´ referido al sistema de coordenadas slant-range y
ser´ıa conveniente verlo basado en el sistema de coordenadas ground-range. Para ello se tendra´ que
extraer el te´rmino de ni no referido a la altura y que es ortogonal al eje z de la figura 2.2. Este
te´rmino es conocido como de Tierra plana, y se puede definir como aquel te´rmino que aparece
por diferencia de distancias range entre adquisiciones en ausencia de topograf´ıa en la escena.
Este te´rmino, en las condiciones descritas, no sera´ nulo debido a la inclinacio´n del sensor en la
iluminacio´n. Es el caso de la figura 2.11, donde aparece un te´rmino ∆r no nulo. Por tal de aislar
y eliminar este te´rmino de una situacio´n como la estudiada hasta ahora, habra´ que descomponer
la componente de fase por diferencia de distancias range en uno referido al relieve (el de nuestro
intere´s) y en el de Tierra plana.
Podemos diferenciar ambos te´rminos en la figura 2.12. Se observa como el look angle θ no es el
mismo que a´ngulo de inclinacio´n de la terreno respecto al eje range, aunque principios geome´tricos
nos har´ıan pensar lo contrario. Esto se debe a la curvatura de la superficie terrestre. La expresio´n
del te´rmino por variacio´n de distancias range descompuesto en Tierra plana y topograf´ıa es la
siguiente:
ni = ni,tplana + ni,topo =
∆rAB
tanα
+
∆hAB
sinα
(2.22)
Donde ∆hAB es nuestro objetivo, la informacio´n de las alturas del relieve que dara´ sentido el
DEM.
Aplica´ndolo a la ecuacio´n 2.17, tendremos la expresio´n final de las componentes de fase que se
refieren a la topograf´ıa y a la Tierra plana:
∆ψAB = ∆ψtplana∆ψtopo =
4pi
λ
·Bn ·
(
∆rAB
tanα
+
∆hAB
sinα
)
(2.23)
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Figura 2.11: Geometr´ıa de adquisicio´n en ausencia de topograf´ıa.
La u´nica variable desconocida que aparece es la que se refiere a la diferencia de alturas, dato
que se pretende extraer de la fase mediante esta expresio´n. El te´rmino de Tierra plana, en cambio,
es calculable a partir de todos los datos proporcionados por la ESA sobre la situacio´n del sate´lite
en el momento de la adquisicio´n y otros datos te´cnicos del sistema SAR empleado. De esta forma,
lo podremos eliminar de la fase del interferograma y dejar, u´nicamente, el te´rmino que nos interesa
(2.24).
∆ψAB =
4pi
λ
·Bn · ∆hAB
sinα
(2.24)
En conclusio´n, hemos demostrado la posibilidad de extraer informacio´n acerca de la topograf´ıa
de la superficie terrestre a partir de ima´genes enfocadas SLC obtenidas con el sistema SAR, lo que
nos servira´ para poder generar el mapa digital de elevacio´n buscado.
2.5.4. Filtrado del interferograma
Despue´s de eliminar la componente de Tierra plana del interferograma, deberemos filtrarlo para
eliminar el ruido que aparece en sus franjas de fase y que le da poca nitidez a la imagen. Para ello,
eliminaremos una vez ma´s, aquella parte del espectro que no se corresponda con informacio´n, en
este caso refirie´ndonos al espectro del interferograma [3].
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Figura 2.12: Presencia de un te´rmino de tierra plana y un te´rmino de topograf´ıa en la diferencia
de alturas observada desde la geometr´ıa de adquisicio´n del sate´lite.
Se utilizara´ para este filtrado la frecuencia local de trabajo de las distintas partes del interfero-
grama, para aplicar un filtro paso banda centrado en ella. Esto no se aplicara´ sobre el interferograma
al completo, sino que e´ste se dividira´ en varios bloques, y se aplicara´ a cada uno la STFT (Short
Time Fourier Transform) para averiguar su frecuencia local. [27].
Hasta ahora se ha trabajado con fases, de cara´cter c´ıclico. Se ha conseguido aislar la componente
de fase con la informacio´n deseada (la relativa al relieve que dara´ lugar al DEM) pero para extraerla
sera´ necesario convertir los datos a una escala lineal. El proceso se explica a continuacio´n.
2.5.5. Desenrollado de fase
El desenrollado de fase es la conversio´n de datos c´ıclicos, de [−pi, pi] a datos sin acotar, que pue-
dan tomar valores entre (−∞,∞) y progresen de forma lineal. De esta forma se podra´ representar
la topograf´ıa de la escena sin incertidubres en el paso de ciclos, en el caso que nos ocupa. Se trata,
en resumen, de recuperar el nu´mero de ciclos que se han obviado.
φunw = φw + n · 2pi (2.25)
El sistema de adquisicio´n no aporta los medios para obtener el nu´mero de ciclos para cada p´ıxel.
El me´todo de encontrar la solucio´n consiste en evaluar el conjunto de p´ıxels a la vez, buscando una
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solucio´n coherente para la totalidad de ellos, partiendo de la suposicio´n de que la sen˜al desenrollada
tiene transiciones suaves entre p´ıxels cercanos, lo que se traduce en saltos de fase menores a pi entre
p´ıxels adyacentes. La eleccio´n de los valores desenrollados seguira´, por lo tanto, el siguiente criterio:
−pi < φn − φn−1 < 0 → decremento de fase
0 < φn − φn−1 < pi → incremento de fase (2.26)
A cada valor se le an˜adira´ en nu´mero de ciclos necesarios para que el incremento o decremento,
segu´n toque, respecto a un p´ıxel adyacente sea inferior a pi.
Sobre esta te´cnica aparecen dos problemas:
Se cometen errores en el caso de saltos mayores que pi.
En caso de desenrollado bidimensional, la solucio´n depende del camino tomado para la inte-
gracio´n.
El primero de ellos puede ocurrir en el caso en el que se encuentre, por ejemplo, la fase enrollada
de la figura 2.13
Figura 2.13: Ejemplo de fase enrollada.
Para una fase enrollada como esa, el me´todo de desenrollado explicado dara´ lugar a un resultado
como el de la figura 2.14a, en el que los saltos de fase han sido minimizados, pero puede referirse
tambie´n a una situacio´n real como el de la figura 2.14b, en cuyo caso el desenrollado se habra´ llevado
a cabo erro´neamente.
El segundo problema consiste en la posibilidad de hallar diferentes soluciones segu´n el camino
de integracio´n trazado, como se observa en el ejemplo de la figura 2.15. Nuevamente surge el
problema por no haber considerado en alguno de los caminos un salto de un ciclo o mayor que
estaba presente.
Los dos grandes grupos de me´todos de integracio´n existentes se basan en las te´cnicas siguientes:
Me´todos de integracio´n: Estos me´todos utilizan diversidad de caminos de integracio´n para
alcanzar los valores a nivel de p´ıxel absolutos. Son muy robustos frente a discontinuidades
pero requieren cierta calidad de fase para ser efectivos. Son ejemplos de este tipo el me´todo
de region growing [21] y el me´todo masado en la minimizacio´n de costes de redes neuronales
de Constantini [6].
Me´todos globales: Estos me´todos proponen una solucio´n global a la imagen buscando la mini-
mizacio´n de algu´n para´metro de calidad del resultado. Tienen un coste computacional bajo
pero suelen dar problemas con las discontinuidades, sobre todo para regiones de topograf´ıa
abrupta. Son el caso de los algoritmos Least Mean Square (LMS), y el me´todo del gradiente
conjugado (CGM).
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(a) (b)
Figura 2.14: Ejemplo de ambigu¨edad en el desenrollado de fase. En el caso (a) se muestra la solucio´n
al desenrollado segu´n el me´todo explicado. El caso (b) es un ejemplo de situacio´n real que en el
desenrollado alcanzar´ıa la solucio´n (a).
(a)
(b)
Figura 2.15: Ejemplo de soluciones segu´n el camino trazado en el desenrollado de fase bidimensional.
2.5.6. Georeferenciacio´n y obtencio´n de un DEM
Despue´s de generar el interferograma, eliminar la componente de tierra plana, filtrar el interfe-
rograma y desenrollar la fase, se dispone de una imagen en la que los valores de cada p´ıxel contienen
valores sin acotar, relativos a la altura de cada punto en la superficie terrestre. Esos datos forman
una solucio´n flotante, coherentes entre s´ı pero no asociados a ningu´n valor real. Adema´s, los puntos
no disponen de referencias cartogra´ficas que otorguen a los puntos de coordenadas de ubicacio´n
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geogra´fica, lo cual es indispensable para considerarlo un DEM.
En primer lugar, la imagen se referenciara´ a un modelo elipsoidal de la Tierra por tal de poder
referenciar cada punto de e´sta a un par de coordenadas de latitud y longitud. Este proceso se
conoce como geolocalizacio´n [1].
En este paso y con el objetivo de dar valor preciso de altura a la solucio´n flotante, se le
asociara´ un punto de control con altura conocida. El resto de alturas se adaptara´n a este punto y
tomara´n valores en funcio´n de e´l.
Con este u´ltimo paso, el interferograma ya puede considerarse un mapa digital de elevacio´n o
DEM.
Figura 2.16: Ejemplo de DEM obtenido con interferometr´ıa correspondiente al delta del r´ıo Ebro.
2.6. Coherencia del DEM
Una vez obtenido el DEM, nos interesara´ saber sobre su fiabilidad de sus datos sobre alturas.
Si bien se han eliminado otras componentes de fase que no hac´ıan referencia a las alturas como la
de Tierra plana, la relativa a la reflectividad y la que hace referencia a los trayectos coincidentes de
los pulsos en la adquisicio´n pueden haber dejado residuos por inexactitud del modelo o porque la
escena hab´ıa cambiado de una toma a la otra. De la misma forma, hay otros para´metros que hemos
obviado y que esta´n presentes, por reducidos que sean, como es el que se refiere a los artefactos
atmosfe´ricos o el ruido inherente al sistema de adquisicio´n.
En el siguiente tema se estudiara´n, detalladamente, estos y otros feno´menos que alteran la
calidad de la fase, que ahora enumeramos:
Ruido inherente al sistema SAR
Decorrelacio´n temporal y espacial de las ima´genes
Diferencia en los a´ngulos de incidencia y de enfoque
29
Con tal de valorar la calidad de la estimacio´n, utilizaremos un para´metro llamado coherencia
que mide la estabilidad de la fase entre las adquisiciones, y que se define como mostramos a
continuacio´n.
Para un punto del DEM, designamos con P1 y P2 los valores complejos que toman en las dos
ima´genes que forman el interferograma. El valor de coherencia en ese punto sigue la siguiente
expresio´n [15]:
γ =
E{P1 · P2∗}√
E{|P1|2} · E{|P2|2}
(2.27)
La coherencia, en su mo´dulo, toma valores entre 0 y 1, donde 1 indica exactitud en el ca´lculo de
las alturas por la ausencia de ruido en el interferograma y 0 indica una escena totalmente incorrelada
entre las dos ima´genes. Es un te´rmino estrechamente relacionado con la relacio´n sen˜al-ruido:
|γ| = SNR
1 + SNR
(2.28)
Utilizar el operador esperanza (E{−}) requiere numerosas realizaciones del mismo suceso en las
mismas caracter´ısticas, y solamente se dispone del propio interferograma en esas caracter´ısticas para
describir el comportamiento aleatorio de los residuos de fase. As´ı pues, y suponiendo ergodicidad,
utilizaremos un estimador de la coherencia utilizando en lugar de la esperanza, la media espacial
entorno al p´ıxel:
γˆ =
L1−1∑
i=0
L2−1∑
j=0
P1(i, j) · P2∗(i, j)√√√√( L1−1∑
i=0
L2−1∑
j=0
|P1(i, j)|2
)( L1−1∑
i=0
L2−1∑
j=0
|P2(i, j)|2
) (2.29)
Donde la ventana de promediado tiene dimensiones L1xL2, llamada multilook. Para la validez de
este estimador, se habra´ tenido que sustraer, antes de calcular su valor, la informacio´n topogra´fica
que contengan los p´ıxels, ya que supone variaciones entre los p´ıxels de un look que no tienen que
ver con la inestabilidad de la fase.
Despue´s del promediado, la imagen habra´ perdido resolucio´n en la proporcio´n en que marque
el taman˜o del multilook, pero a medida que aumente el taman˜o de la ventana, la fiabilidad del
estimador se hara´ mayor y contribuye a la eliminacio´n del ruido Speckle [2]. Por ello habra´ que
establecer un compromiso entre ambos aspectos.
2.7. Interferometr´ıa diferencial
La interferometr´ıa diferencial avanzada representa una nueva modalidad en el aprovechamiento
de la informacio´n de fase contenida en las SLC’s. En lugar de estudiar la topograf´ıa, se buscara´ ob-
tener informacio´n de la deformacio´n en el terreno iluminado entre las dos adquisiciones que formen
el interferograma de partida. Por lo tanto, no primara´ la necesidad de una separacio´n temporal
lo ma´s breve posible y una linea de base espacial lo suficientemente grande para separar las pers-
pectivas, sino todo lo contrario: l´ınea de base espacial reducida para minimizar la presencia de
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informacio´n sobre la topograf´ıa y una separacio´n temporal tal, que incluya el periodo de tiempo
en el que queramos observar deformacio´n.
Considerando la existencia de deformacio´n entre los dos instantes de tiempo en los que fueron
tomadas las ima´genes SAR (figura 2.17), la fase de cada una de ellas estara´ compuesta, en un caso
ideal, por informacio´n relativa a distancia de propagacio´n de la emisio´n y el retorno. La diferencia
de esta componente entre las dos adquisiciones, que hara´ referencia al movimiento de los blancos,
se puede modelar de la siguiente forma:
ψint = φm − φs = 4pi
λ
· ρ (2.30)
Donde ρ se refiere a la distancia entre el blanco antes y despue´s de producirse la deformacio´n,
en la direccio´n range.
Figura 2.17: Geometr´ıa de adquisicio´n en dos para dos ima´genes con separacio´n temporal, en
presencia de deformacio´n.
No as´ı en un caso real. La linea de base espacial no sera´ nula, y tambie´n habra´ participacio´n el
la fase por parte de la topograf´ıa. Adema´s, aparecera´ tambie´n en este caso una componente debida
a los artefactos atmosfe´ricos presentes en el entorno de la adquisicio´n y otra debida al ruido del
sistema. Como ya hicimos para generar el DEM, tendremos en cuenta la diferencia de fase entre
dos puntos A y B del interferograma. La siguiente expresio´n contempla los te´rminos citados y se
ajusta ma´s a un caso pra´ctico:
∆ψAB =
4pi
λ
·
(
Bn ·∆rAB
ro · tanα +
Bn ·∆hAB
ro · sinα + ρ
)
+ ∆ψatmos + ∆ψruido (2.31)
Nuevamente aparece una componente de Tierra plana debida al a´ngulo de observacio´n del
sate´lite y que ya hemos comentado como extraer. En este caso tambie´n tenemos que eliminar la
que se refiere a la topograf´ıa y para ello disponemos de varias posibilidades [17]:
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Utilizar interferogramas de linea de base corta. Podremos, de esta forma, considerar des-
preciable el te´rmino de fase de topograf´ıa. Es dif´ıcil, sin embargo, encontrar interferogramas,
que satisfagan el periodo en que se quiere estudiar la deformacio´n y adema´s consten de una
linea de base lo suficientemente pequen˜a como para no tenerla en cuenta. En cualquier caso,
siempre quedara´ un residuo de topograf´ıa, ma´s grande o ma´s pequen˜o, si se hace de este
modo, especialmente para zonas de relieve abrupto.
Utilizar un DEM externo. Es el me´todo que utilizamos en el departamento, ya que es el que
nos ha brindado mejores resultados. A partir de la informacio´n de alturas conseguidas por
otros medios, se generara´ una fase simulando las mismas condiciones de adquisicio´n que el
interferograma a limpiar (linea de base, longitud de onda, distancia del sate´lite, etc.) y se
sustraera´ de e´ste. La calidad del me´todo dependera´ de la del DEM utilizado.
Utilizar 3 ima´genes SAR. Dos de ellas debera´n reunir las condiciones de escasa linea temporal
para definir un DEM y la tercera, de diferencia temporal suficiente con una de las primeras
para resultar satisfactorias para estudiar la deformacio´n en el periodo marcado. As´ı pues,
el DEM obtenido se sustraera´ del interferograma con deformacio´n despue´s de aplicarle un
escalado que adapte las l´ıneas de base.
Despue´s de esto, consideraremos que permanece un residuo de topograf´ıa o error de DEM
(εDEM ), debido a que el DEM no sea suficientemente preciso para eliminarla por completo. Con-
tando con este te´rmino, la fase del interferograma quedara´ de la siguiente forma:
∆ψAB =
4pi
λ
·
(
Bn · εDEM
ro · sinα + ρ
)
+ ∆ψatmos + ∆ψruido (2.32)
La imagen resultante al sustraer la topograf´ıa se conoce como interferograma diferencial y
consideraremos que es suficientemente buena para estudiar la deformacio´n del terreno en el periodo
marcado, a falta de mecanismos efectivos para seguir depurando la fase del resto de para´metros
residuales.
La calidad del interferograma diferencial se medira´ con el estimador de coherencia, de la misma
forma que se hace con los DEM’s generados a partir de interferogramas.
2.8. Interferometr´ıa diferencial avanzada
La interferometr´ıa diferencial explicada en el apartado anterior, denominada cla´sica, nos pro-
porciona informacio´n sobre la deformacio´n del terreno entre dos fechas, lo cual nos da una visio´n
lineal de la deformacio´n que haya podido producirse y en todo caso, su velocidad media. Para
obtener informacio´n adicional de la parte no lineal de la deformacio´n, la interferometr´ıa diferencial
avanzada propone el uso de un conjunto de interferogramas referidos a la misma regio´n, con dife-
rentes l´ıneas temporales dentro del periodo de intere´s. Con esto se podra´ precisar ma´s en el estudio
del movimiento del terreno y observar tendencias ma´s alla´ de una visio´n promediada del feno´meno.
Cuanto mayor sea el set de ima´genes e interferogramas utilizado, mayor rigurosidad se tendra´ en
los datos obtenidos, sobre el verdadero comportamiento temporal de la superficie terrestre.
La fase de partida del proceso en los interferogramas diferenciales sigue la siguiente estructura:
ψdif = ψmov + ψεDEM + ψp.azimut + ψatmos + ψruido (2.33)
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Donde: ψmov se refiere a la deformacio´n del terreno, tanto lineal como no lineal,ψεDEM al error
de elevacio´n que aparece tras eliminar la componente topogra´fica del interferograma, ψp.azimut al
muestreo de la respuesta a un blanco fuera del pico de e´sta, ψatmos a la alteracio´n de la sen˜al
tras atravesar artefactos atmosfe´ricos durante su propagacio´n y ψruido al ruido introducido por el
sistema de adquisicio´n SAR.
Gracias a la redundancia en aspectos lineales que aporta el uso de numerosos interferogramas,
podra´n estimarse tambie´n las perturbaciones presentes en la fase con cara´cter invariante en el
tiempo y que se consideraban, sin posibilidad de distinguirlas, parte de la informacio´n referida a la
deformacio´n lineal. Estas son el error de DEM y la posicio´n en azimut del blanco dentro de la celda
de resolucio´n, debida al efecto Doppler y a las diferencias de look angle. Este u´ltimo feno´meno se
explicara´ detalladamente en el cap´ıtulo 4 y centrara´ los propo´sitos de este proyecto.
Un estudio no lineal de los interferogramas diferenciales nos proporcionara´ la forma de eliminar
la componente atmosfe´rica de la fase, aprovechando las caracter´ısticas espectrales que diferencian
e´sta de la relativa a la deformacio´n no lineal, en su distribucio´n en espacio y tiempo.
En el Departamento de Teoria del Senyal i Comunicacions (TSC) de la Universitat Polite`cnica
de Catalunya se ha desarrollado a lo largo de los an˜os un software de procesado llamado Coherent
Pixels Technique (CPT) que aplica las te´cnicas interferome´tricas descritas hasta ahora a ima´genes
adquiridas de varios sate´lites con sistema SAR embarcado.
Este proyecto pretende completar el CPT en su vertiente de procesado por amplitud, hacie´ndolo
va´lido para su aplicacio´n sobre ima´genes con diferencias de Doppler grandes, en las cuales el te´rmino
de fase con cara´cter lineal debido a la posicio´n azimut de los blancos dentro de la celda de resolucio´n
resulta notorio. Para ello, habra´ que revisar todo el procesado de los interferogramas diferenciales
relativo a la estimacio´n de los te´rminos lineales de deformacio´n y de error de DEM para an˜adir
el te´rmino de posicio´n azimut. Se tendra´ que revisar la seleccio´n de p´ıxels por amplitud y ma´s en
concreto, las te´cnicas de calibracio´n de las ima´genes, necesaria para que la seleccio´n sea correcta.
Finalmente y tras considerar una minimizacio´n del ajuste al modelo lineal de fase que incluya los
tres te´rminos lineales a estimar, incluiremos la componente de posicio´n azimut en el algoritmo
de integracio´n, cuyo objetivo es convertir los valores fruto de la minimizacio´n, que son relativos
a la diferencia entre dos p´ıxels cercanos, a valores absolutos referidos al p´ıxel. Se estudiara´n las
particularidades de la posicio´n azimut y su consecuente necesidad de adaptar la integracio´n del
movimiento lineal de deformacio´n y el error de DEM para adecuarlo a la posicio´n azimut. Todo
esto esta´ desarrollado en los cap´ıtulos 3 y 4.
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Figura 2.18: Diagrama de la generacio´n de un interferograma diferencial a partir de dos SLC’s de
la misma zona.
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Cap´ıtulo 3
Seleccio´n de p´ıxels
La informacio´n de fase referida al movimiento del terreno almacenada en los interferogramas
diferenciales obtenidos no es fiable en la misma medida en todos los p´ıxels, as´ı que conviene
seleccionar aquellos que, siguiendo un criterio u otro, demuestren estabilidad en el conjunto de los
interferogramas diferenciales.
Antes de entrar en los distintos me´todos de seleccio´n, expondremos los distintos factores que
degradan la calidad de la fase, y provocan que unos p´ıxels sean ma´s va´lidos que otros.
3.1. Factores que alteran la calidad de la fase
Ruido inherente al sistema: Ruido te´rmico propio del sistema en su sistema de adquisicio´n y
de comunicaciones, que esta´ en torno a los 11 dB en el caso de los sate´lites que utilizamos.
Decorrelacio´n temporal: Debido al paso del tiempo entre capturas de ima´genes, las variaciones
que se producen en la escena (especialmente en entornos muy cambiantes, como campos de
cultivo y bosques) provocan cambios en su reflectividad, ocasionando que los te´rminos de fase
considerados en el modelo del apartado 2.13 relativos a las caracter´ısticas de reflectividad
del terreno, no sean ide´nticos y no se cancelen completamente [3]. En concreto, variara´ la
distribucio´n de los mecanismos de dispersio´n que conforman el ruido Speckle en cada celda
de resolucio´n, de forma que no se anulara´ al generar los interferogramas.
Es un problema intr´ınseco a la existencia de una linea de base temporal no nula entre las
ima´genes que forman los interferogramas, y que es necesaria para el estudio de la subsidencia,
basada en las variaciones en el tiempo.
Decorrelacio´n espacial: Si las ima´genes no esta´n perfectamente alineadas unas con otras y
los p´ıxels comparados al realizar los interferogramas no se refieren a la misma regio´n de la
superficie terrestre, se producira´ el feno´meno llamado pixel misregistration, por el cual, una
vez ma´s, no se anulara´ correctamente la informacio´n comu´n entre las ima´genes. Por ello, no
es suficiente con el corregistrado cla´sico de las ima´genes p´ıxel a p´ıxel, sino que se requiere
un corregistrado an˜adido a nivel de subp´ıxel mediante la interpolacio´n de las ima´genes que
corrija los offsets mencionados.
Diferencia de a´ngulos de incidencia: Como consecuencia de que las adquisiciones se lleven a
cabo desde diferentes posiciones orbitales de los sate´lites, para la misma escena los a´ngulos
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Figura 3.1: Representacio´n del pixel misregistration. Cada celda de resolucio´n de una celda de
resolucio´n no coincide exactamente con la parcela de terreno que representa la misma celda en otra
SLC, debido al desalineamiento de las ima´genes.
de orientacio´n de los sensores var´ıan y en consecuencia las proyecciones del terreno sobre
el plano slant-range quedan comprimidas unas respecto a otras. En el dominio frecuencial,
esto implica que los espectros en range este´n desalineados. Esto hara´ que los espectros de las
ima´genes comparadas no coincidan perfectamente y las partes no comunes supongan ruido.
Este feno´meno es conocido como decorrelacio´n geome´trica.
Este efecto se puede corregir mediante el alineado de las partes comunes del espectro y un
filtrado en range que elimine las no comunes.
Efecto Doppler: De forma ana´loga al efecto de la diferencia de a´ngulos de incidencia sobre el
espectro en range, una diferencia en los look angles de dos ima´genes respecto a la direccio´n
de la trayectoria del sate´lite, influye sobre el espectro en azimut del interferograma formado
por ambas. El efecto Doppler desplaza el espectro en azimut hasta centrarlo en la llamada
frecuencia Doppler Centroid, frecuencia que var´ıa en funcio´n de la velocidad del sate´lite y
del a´ngulo de inclinacio´n del sensor respecto a la trayectoria de e´ste. El Doppler Centroid
esta´ asociado con el centro del haz de la antena en la direccio´n azimut, que marca cual es el
look angle. Si este fuera perpendicular a la trayectoria del sate´lite, la deriva frecuencial ser´ıa
nula y la sen˜al se comportar´ıa en azimut como paso bajo al estar centrada en 0. Cuanto mayor
sea la diferencia entre los Doppler Centroids de las ima´genes que formen un interferograma,
mayor sera´ el desalineamiento de los espectros en azimut. La figura 3.4 describe el feno´meno.
So´lo el haz de iluminacio´n comu´n en las adquisiciones aportara´ informacio´n al interferograma,
el resto afectara´ como ruido [3].
En nuestro caso la situacio´n es ma´s compleja: la reflexio´n de los pulsos en la superficie de la
Tierra, con su movimiento de rotacio´n, introduce una nueva componente frecuencial debida
al efecto Doppler. Con diferencias de Doppler controladas, este error se puede solucionar
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Figura 3.2: La diferencia de a´ngulo de incidencia provoca la escena no ocupe el mismo ancho en
su proyeccio´n en la direccio´n range.
Figura 3.3: Espectro en range desalineado entre dos SLC’s. So´lo la parte sombreada es espectro
comu´n, el resto supone ruido.
mediante un alineamiento y filtrado del espectro en azimut.
Las misiones ERS-1, ERS-2 y ENVISAT contemplaban un sistema de pilotaje en el que 3
de los 6 giro´scopos de los que dispon´ıa se dedicaban a mantener la estabilidad de coordena-
das en sus trayectorias, y consegu´ıa mantener unas diferencias de Doppler reducidas entre
adquisiciones (modo yaw steering)[19]. Entre febrero de 2000 y enero de 2001 ERS-2 estuvo
funcionando con un so´lo giro´scopo dedicado a esta tarea por fallos en los restantes y per-
mitiendo as´ı que las diferencias de Doppler oscilaran en un intervalo de ±1600 Hz. A partir
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Figura 3.4: Descripcio´n gra´fica del desalineamiento de espectro en azimut por diferencia de Doppler
Centroid. So´lo el ancho de haz θ es informacio´n u´til en el interferograma.
de marzo de 2002 y despue´s de varios intentos poco satisfactorios ante el fallo del resto de
giro´scopos, se introdujo en un nuevo modo de funcionamiento llamado Zero Gyro en el cual
no se utiliza ningu´n giro´scopo para la estabilidad. Con ese modo, un 90 % de las adquisiciones
manten´ıan su frecuencia Doppler en un intervalo de ±4500 Hz. En estos ma´rgenes de valores,
el filtrado en azimut no soluciona el problema. Debido a la ambigu¨edad que se produce en
azimut que deja la imagen totalmente desenfocada.
Las te´cnicas de seleccio´n de p´ıxels se enfrentan a estos factores, una vez reducidos y controlados
con los mecanismos explicados, para estimar la validez de la informacio´n contenida en la fase.
Distinguimos dos me´todos de seleccio´n de p´ıxels: por coherencia y por amplitud o a alta resolucio´n,
que se distinguen en la te´cnica utilizada segu´n si observan la estabilidad de la fase o de la amplitud
de cada p´ıxel, respectivamente, para darlo por bueno o descartarlo.
3.2. Seleccio´n de p´ıxels por coherencia
Se entiende por coherencia la medida de la calidad de la fase de un p´ıxel basada en su estabilidad
en todos los interferogramas. La forma de calcularla ya se explico´ en el tema anterior, mediante la
ecuacio´n 2.27 y que finalmente se obtiene utilizando el estimador de la ecuacio´n 2.29.
El taman˜o de la ventana sobre la que se realizara´ el promediado en el estimador equivale la
pe´rdida de resolucio´n espacial que se provoca con este ana´lisis, ya que la coherencia obtenida
hace referencia al conjunto de la ventana. Comu´nmente, la resolucio´n puede resultar despue´s de
la seleccio´n en 60 m × 60 m. La calidad del estimador mejora cuanto mayor sea la ventana de
promediado, o nu´mero de looks, como se observa en la figura 3.5, siendo necesario establecer
un compromiso entre resolucio´n espacial y calidad del estimador. A causa del promediado, la
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te´cnica de seleccio´n de p´ıxels por coherencia no es la mejor para estudiar escenarios urbanos, donde
se presenta gran cantidad de blancos puntuales cuyas cualidades espectrales quedan anuladas.
Adema´s, por brillantes que sean, pueden resultar enmascarados por un entorno poco coherente y
no detectarse, sobretodo con ventanas de promediado grandes. En cambio, es ideal para detectar
blancos distribuidos, cuya naturaleza consiste en un conjunto de reflectores del mismo nivel de
reflectividad. Gracias a la evaluacio´n de la calidad de la fase mediante un promediado de p´ıxels
del mismo interferograma, la calidad del estimador resulta satisfactoria pese a disponer de pocos
interferogramas.
Figura 3.5: Relacio´n entre la calidad del estimador de coherencia de fase y el nu´mero de looks.
El valor de la coherencia oscilara´ entre 0 y 1. Un p´ıxel con coherencia pro´xima a 0 significara´ una
escena totalmente incorrelada entre las dos ima´genes, mientras que si es pro´xima a 1, la fase
diferencial relativa al p´ıxel se puede considerar libre de ruido.
Es interesante evaluar el estimador de la coherencia en su vinculacio´n con la medida de la
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desviacio´n esta´ndar de la fase. El resultado lo podemos observar en la gra´fica 3.6.
Figura 3.6: El estimador de coherencia de fase como medida de la desviacio´n esta´ndar de fase.
Las gra´ficas confirman que, a mayor taman˜o de la ventana de promediado, el estimador se
comporta mejor como indicador de la desviacio´n esta´ndar de fase, y resulta va´lido para coherencias
altas.
3.2.1. Criterio de seleccio´n de p´ıxels
A partir de los valores de coherencia calculados, la seleccio´n de p´ıxels se hara´ mediante el
descarte de aquellos que no superen cierto umbral de coherencia fijado, en un porcentaje de inter-
ferogramas establecido.
El resultado de la operacio´n dependera´ de los siguientes para´metros:
El nu´mero de looks. A mayor nu´mero de muestras promediadas, mayor sera´ la calidad del
estimador y por lo tanto la calidad de la seleccio´n, pero menor sera´ la resolucio´n espacial de
los resultados, factor a tener en cuenta a la hora de escoger el taman˜o del multilook.
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El umbral de coherencia. Un umbral alto significa una alta exigencia de calidad de la fase de
los p´ıxels seleccionados, por lo que los p´ıxels escogidos sera´n de gran calidad pero la cantidad
de p´ıxels sera´ pequen˜a. En el caso opuesto obtendr´ıamos una gran cantidad de p´ıxels de
dudosa calidad. En consecuencia, hay que tener en cuenta a la hora de escoger el para´metro
el ajuste del estimador con la desviacio´n esta´ndar de fase mostrado en la figura 3.6, que por
debajo de un nivel de coherencia, en funcio´n del taman˜o del multilook escogido, no resulta
adecuado.
En conclusio´n, el me´todo de seleccio´n por coherencia resulta un buen me´todo de estimacio´n de
la desviacio´n esta´ndar de fase para escenas que presenten principalmente blancos distribuidos, tales
como zonas volca´nicas, pero no resulta provechoso para zonas urbanas, donde se desaprovechan
las cualidades espectrales de los blancos puntuales. La ventaja de este me´todo es la capacidad
de obtener buenos resultados con pocos interferogramas, pero presenta la desventaja de presentar
los resultados con un diezmado de la resolucio´n espacial. A continuacio´n se explicara´ el me´todo
de seleccio´n de p´ıxels por amplitud, que por el contrario, da lugar a resultados a alta resolucio´n
conservando la resolucio´n espacial inicial otorgada por el sistema SAR y resulta ideal para escenas
urbanas repletas de blancos puntuales, pero debido a la te´cnica de estimacio´n de la calidad de fase,
requieren un nu´mero de interferogramas alto.
3.3. Seleccio´n de p´ıxels por amplitud
Esta te´cnica de seleccio´n de p´ıxels forma parte del algoritmo de procesado desarrollado en la
Universidad Polite´cnica de Milano (POLIMI)[11][12][5], que consiste en la aplicacio´n de criterios
estad´ısticos sobre estabilidad de la amplitud de los p´ıxels de las ima´genes para considerar cuales
son va´lidos para realizar una estimacio´n del movimiento del terreno, el error de elevacio´n y la
contribucio´n a la fase de los artefa´ctos atmosfe´ricos a partir de la informacio´n de fase. Nuestra
te´cnica de seleccio´n de p´ıxels por amplitud esta´ basada en la desarrollada en POLIMI. El criterio
para estudiar la calidad de la fase basa´ndonos en la estabilidad en amplitud conserva la resolucio´n
espacial original de las ima´genes, y debido a la ausencia de promediado espacial resulta ido´neo para
la deteccio´n de blancos puntuales conocidos como permanent scatterers. El hecho de que la te´cnica
de seleccio´n este´ basada en la estabilidad de la amplitud muestra una gran ventaja respecto a la
que esta´ basada en la estabilidad de fase, y es que la informacio´n contenida en la fase, no puede
considerarse de ninguna forma como inestabilidad del p´ıxel, al estar midiendo la estabilidad en
otra magnitud diferente a la que contiene los datos que buscamos.
3.3.1. Concepto de Permanent Scatterer
Un permanent scatterer es un blanco puntual que se tiene las propiedades de un dispersor
natural y estable con caracter´ısticas de reflectividad similares a las de un triedro o corner reflectors,
que se esta´n presentes abundantemente en entornos urbanos debido a las construcciones humanas
tales como edificios o estatuas, que presentan esa estructura geome´trica.
Debido a las propiedades de reflexio´n de los corner reflectors, los Permanent Scatterers pre-
sentan unas caracter´ısticas espectrales pra´cticamente invariantes ante diferencias en los a´ngulos
de incidencia de los pulsos emitidos. En ese sentido se pueden modelar con una delta en espacio.
En el dominio frecuencial se caracterizara´n por un espectro plano tanto en range como en azimut,
por lo que no estara´n afectados por la decorrelacio´n geome´trica ni la debida a las diferencias de
Doppler entre ima´genes. Gracias a esto, no sera´ necesario aplicar un alineado ni filtrado en ninguno
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Figura 3.7: Principio de funcionamiento de un corner reflector.
de los dos ejes, lo que significa que el me´todo de seleccio´n de p´ıxels por amplitud permite el uso
de interferogramas con l´ıneas de base y diferencias de Doppler ma´s grandes.
Aunque las diferencias de Doppler no son perjudiciales para la validez del criterio estad´ısti-
co por amplitud, provocan otros problemas durante el proceso de estimacio´n del movimiento de
deformacio´n que son explicados a continuacio´n.
3.3.2. Efectos de las diferencias de Doppler altas
La fase de los p´ıxels de un interferograma presenta una componente debida al efecto Doppler,
proporcional a la distancia entre la posicio´n de la muestra tomada, asociada al centro de la celda
resolucio´n, y la posicio´n real del blanco identificado en dicha celda, en azimut. Este te´rmino de
fase es tambie´n mayor cuanto ma´s grande sea la diferencia de Doppler centroids entre las ima´genes
que forman del interferograma. En este proyecto se propondra´ ma´s adelante una te´cnica para
determinar el te´rmino de posicio´n azimut y as´ı evitar atribuirlo a la correspondiente al movimiento
lineal.
Por otro lado, una diferencia de Dopplers grande provoca efecto aliasing en los interferogramas,
con sus consecuentes solapamientos frecuenciales de espectro no comu´n. Esto se evita trabajando
con ima´genes interpoladas (figura 3.8). Un factor de interpolacio´n t´ıpico es 2; uno mayor com-
portar´ıa que no hubiera ningu´n espectro solapado entre las ima´genes. La interpolacio´n mediante
sincs resulta un buen me´todo, que en nuestro procesado efectuamos con la te´cnica zero padding.
Adema´s, trabajar con ima´genes interpoladas nos aumenta la resolucio´n de los blancos puntuales,
localizar su ubicacio´n y distinguir blancos puntuales de lo´bulos secundarios de otros blancos.
3.3.3. Criterio estad´ıstico de amplitud para la seleccio´n
Debido a las caracter´ısticas espectrales de las ima´genes sin filtrar en range y en azimut antes
mencionadas, los p´ıxels seleccionados por un criterio de estabilidad de amplitud sera´n Permanent
Scatterers.
Considerando un Permanent Scatterer con reflectividad compleja g y un ruido complejo y
gaussiano de potencia σn
2 tanto en su componente real (nR) como imaginaria (nI), la distribucio´n
de sus valores de amplitud Ak sera´ de una distribucio´n de Rice, siguiendo la siguiente funcio´n:
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Figura 3.8: Interpolacio´n del espectro en azimut, con el objetivo de evitar el efecto aliasing.
fA(a) =
a
σn2
· Io ·
(
a · g
σn2
)
· e−
(a2+g2)
2·σn2 (3.1)
Donde Io es la funcio´n de Bessel modificada y g, la reflectividad. La forma de la funcio´n
dependera´ de la SNR. En el caso de ser baja tendera´ a una distribucio´n de Raileigh y depen-
dera´ u´nicamente de la varianza del ruido σn
2, mientras que para SNR algo ma´s altas (g/σn > 4)
equivaldra´ a una distribucio´n normal. Es ma´s, si |g|  σn, se puede puede suponer que:
σA ' σnR = σnI (3.2)
Debido a que la amplitud se ve principalmente afectada por la componente real del ruido nR,
ana´loga a g, la desviacio´n esta´ndar de fase σv se puede estimar a partir de la dispersio´n de amplitud :
σv ' σnI
g
=
σA
DA
(3.3)
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Por lo tanto, la dispersio´n de amplitud puede utilizarse como medida de la desviacio´n esta´ndar
de fase. Aunque existen me´todos ma´s ajustados, este es suficientemente bueno en el caso en el
que nos encontramos, a altos niveles de SNR, como es el caso en los Permanent Scatterers, y
computacionalmente muy eficiente. En la figura 3.9, podemos ver una simulacio´n de la desviacio´n
esta´ndar de fase y la dispersio´n de amplitud, a partir de 34 ima´genes, para un rango de valores de
desviacio´n esta´ndar de ruido, σn , entre 0 y 0’8. La l´ınea continua representa la media de los valores
de amplitud, mientras que las barras verticales situadas sobre ella representan la dispersio´n, a partir
de 5000 realizaciones para cada valor de σn. La l´ınea discontinua representa la dispersio´n de fase.
Con esto confirmamos, que al menos para valores bajos de dispersio´n de amplitud (t´ıpicamente
inferiores a 0’25) resulta un buen modelo de la desviacio´n esta´ndar de fase.
Figura 3.9: Simulacio´n de la similitud entre desviacio´n esta´ndar de fase y dispersio´n de amplitud,
en presencia de ruido.
Con este criterio, daremos por u´tiles aquellos p´ıxels que este´n por debajo de un umbral marcado
de dispersio´n de amplitud en el conjunto de las ima´genes. Como ocurr´ıa con el me´todo de seleccio´n
de p´ıxels por coherencia, un umbral alto dara´ lugar a muchos p´ıxels seleccionados de baja calidad,
mientras que un umbral bajo dara´ lugar a un conjunto de p´ıxels de buena calidad en escasa
cantidad. Por lo tanto, hay que alcanzar un compromiso entre cantidad de puntos y la calidad de
estos.
En conclusio´n, tenemos un me´todo de seleccio´n de p´ıxels estables, especialmente blancos pun-
tuales invariantes en espectro, ajeno a las alteraciones de la fase existentes y a alta resolucio´n, pero
que necesita una set de ima´genes grande (un mı´nimo de 30) para ser preciso.
Sin embargo, no todos los p´ıxels seleccionados pueden darse por va´lidos de entrada, ya existe
la posibilidad de que segu´n el criterio de estabilidad de amplitud se hayan considerado permanent
scatterers algunos p´ıxels en cuyas celdas de resolucio´n no existen mecanismos dispersores de esas
caracter´ısticas. Las causas de esas falsas alarmas se tratan a continuacio´n, junto con la forma de
detectarlas y descartarlas.
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3.3.4. Descarte de p´ıxels no correspondientes con un dispersor real
Debido a las caracter´ısticas del propio sistema de adquisicio´n, aparecen re´plicas de los dis-
persores ma´s brillantes en p´ıxels que no albergan ninguno. Las causas son principalmente dos:
ambigu¨edades en azimut debido al aliasing, los lo´bulos secundarios y excesiva anchura del lo´bulo
principal en blancos puntuales muy brillantes [9].
Ambigu¨edades en azimut
Debido a un submuestreo en la direccio´n azimut, el ancho de banda en esa direccio´n supera la
PRF del sistema, ocasionando que no se cumpla el criterio de Nyquist y se produzca aliasing. Esto,
en combinacio´n con la respuesta frecuencial en azimut de la antena hara´ que los lo´bulos secundarios
caigan ma´s alla´ de la PRF y se superpongan al espectro original centrado en la frecuencia Doppler
Centroid, provocando resultados ambiguos. Las ambigu¨edades en azimut aparecera´n desplazadas,
a una distancia de entorno a los 5600 m, debido a que las sen˜ales se observan un mu´ltiplo del
tiempo de integracio´n antes y despue´s de que la respuesta principal sea adquirida. Aunque en
menor medida, estas ambigu¨edades tienen consecuencias tambie´n en el dominio frecuencial en
range, debido a que la curva de migracio´n en este eje de la respuesta solapada es diferente a la
producida por del espectro principal.
La posicio´n de las ambigu¨edades en azimut permanece altamente estable en las SLC’s en ima´ge-
nes bien corregistradas, con las caracter´ısticas espectrales que las del blanco que les da lugar. Es
por eso que cumplen los requisitos para ser seleccionados como permanent scatterers cuando son
consecuencia de blancos estables muy brillantes. Aun as´ı, aunque sean seleccionados como per-
manent scatterers, no supondra´n un problema ya que a la hora de extraer la informacio´n de la
fase no cumplira´n el modelo de ajuste utilizado (que sera´ explicado en el apartado 4.2) y sera´n
descartados.
Lo´bulos secundarios y anchura del lo´bulo principal en range
En sistemas SAR orbital se recurre al uso de pulsos de espectro ensanchado para no tener que
renunciar a la duracio´n en tiempo aconsejable ni a una alta resolucio´n en range. El uso de filtros
adaptados con estos pulsos da lugar a una sen˜al en el dominio temporal con forma de sinc, con sus
correspondientes lo´bulos secundarios y el ancho no despreciable del lo´bulo principal.
Figura 3.10: La forma la respuesta a un PS tras pasar el filtro adaptado en recepcio´n corresponde
con una funcio´n sinc.
Tanto lo´bulos secundarios como el ancho del lo´bulo principal caera´n fuera de la celda de resolu-
cio´n en el muestreo de la sen˜al recibida y, teniendo en cuenta que tienen el mismo comportamiento
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que el blanco, es decir, espectro plano en range y una rampa de fase debida al efecto Doppler en
azimut, cuando exista un blanco muy brillante en la escena, no se detectara´ un u´nico permanent
scatterer en el lugar exacto donde este´, sino una agrupacio´n de p´ıxels de las misma caracter´ısticas.
Con lo cual, lo´bulos secundarios y el ancho del lo´bulo principal habra´n provocado una interpreta-
cio´n erro´nea de los valores recibidos en las celdas de resolucio´n adyacentes al blanco, indicando la
presencia de blancos inexistentes.
Figura 3.11: Presencia de un blanco muy brillante en una SLC.
Un me´todo de descarte de los p´ıxels modificados por lo´bulos secundarios o el ancho del lo´bulo
principales el basado en la deteccio´n de los ma´ximos mediante los cambios de pendiente en el
mo´dulo de la imagen, tanto en azimut como en range, pero puede dar lugar al descarte de permanent
scatterers adyacentes reales, en cuyo caso ser´ıan dados por malos todos menos el ma´s potente. Una
solucio´n efectiva a esto pasa por procesar la imagen antes de hacer el descarte, para reducir los
lo´bulos secundarios y estrechar el lo´bulo principal, pudiendo hacerse de diversas formas.
Teniendo en cuenta que la imagen con sincs se puede tomar como la convolucio´n de la imagen
ideal, en la que los permanent scatterers aparecen como deltas, con una sinc, se podr´ıa intentar
revertir esta operacio´n deshaciendo esta convolucio´n, pero esto no es posible, ya que dicha convo-
lucio´n supone, en el dominio frecuencial, multiplicar la banda de la sen˜al por uno y el resto por
cero.
Tradicionalmente, estas correcciones se llevan a cabo mediante el filtrado el dominio transfor-
mado con una ventana de algu´n tipo. La ventana de Hanning es la que reduce en mayor proporcio´n
los lo´bulos secundarios, pero lo hace a costa de aumentar el ancho del lo´bulo principal. En general,
es lo que sucede con cualquier tipo de ventana; se establece un compromiso entre la reduccio´n de
los lo´bulos secundarios y el ensanchamiento del lo´bulo principal.
Una te´cnica ma´s eficaz consiste en aplicar el algoritmo SVA (Spatially Variant Apodization),
que eliminara´ lo´bulos secundarios y estrechara´ el lo´bulo principal simulta´neamente.
El algoritmo SVA
El algoritmo SVA es una mejora sobre el algoritmo CDA (Complex Dual Apodization). El
algoritmo CDA hace uso de dos ima´genes, resultado del filtrado de la imagen compleja original con
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un filtro uniforme y un filtro de Hanning, y compara p´ıxel a p´ıxel el resultado de cada filtrado. En
el caso de que el valor de la componente real sea del mismo signo, se queda con el valor complejo
menor de los dos y en caso de signo contrario, se considera que existe algu´n filtro de comportamiento
intermedio para el que esa componente vale cero, y toma este valor. Es un me´todo muy efectivo
en el caso del filtrado de sincs, cuyos lo´bulos secundarios, despue´s de pasar por un filtro uniforme,
tienen signo opuesto a su salida de uno de Hanning. El problema es que en el caso bidimensional,
so´lo son de signo opuesto en las direcciones de los ejes y no en el resto.
El algoritmo SVA es mucho ma´s general, ya que utiliza como filtro una familia de funciones
coseno-pedestal, que para el caso bidimensional de ima´genes muestreadas en frecuencia presentan
unos coeficientes del tipo:
 wmwn wn wmwnwm 1 wm
wmwn wn wmwn
 (3.4)
Donde wm y wn sera´n los coeficientes en range y en azimut, respectivamente, que configuran
cada uno de las funciones de la familia, acotados tal que 0 < w(x) < 12 [26]. El p´ıxel (m,n) obtenido
de la convolucio´n de la familia coseno-pedestal 2-D con la imagen g tendra´ la expresio´n:
g′(m,n) = g(m,n) + wmwnP + wmQm + wnQn (3.5)
Con:
P = g(m− 1, n− 1) + g(m− 1, n+ 1) + g(m+ 1, n− 1) + g(m+ 1, n+ 1)
Qm = g(m,n− 1) + g(m,n+ 1)
Qn = g(m− 1, n) + g(m+ 1, n)
Con esta familia de funciones el algoritmo SVA eliminara´ los lo´bulos secundarios en ima´genes
muestreadas a frecuencia mu´ltiplo de la frecuencia de Nyquist [13].
Como el caso en el que nos encontramos no cumple la condicio´n de multiplicidad, se introdu-
cira´ una modificacio´n en el algoritmo, utilizando un filtro que para cada dimensio´n, en el dominio
frecuencial tiene la forma [25]:
W (f) = a+ 2 · w · cos
(pif
fs
)
(3.6)
Donde fs es la frecuencia de muestreo y a se escoge de forma que la familia de funciones deje
pasar una sen˜al DC con ganancia unidad en el origen y decrezca mono´tonamente con el aumento
de la frecuencia. El rango en el que estara´ comprendido w sera´ 0 < w < 12 cosws
ws
tan(ws)−ws , siendo
ws = pi · fofs .
Ahora so´lo se faltara´ encontrar los coeficientes w en cada dimensio´n que minimicen |g′(m,n)|2.
Dada la independencia de las dos dimensiones y el cara´cter lineal de la expresio´n de la funcio´n, so´lo
se tendra´n que evaluar los valores (0, 0), (0, wmax), (wmax, 0) y (wmax, wmax), cogiendo el mı´nimo
si todos son del mismo signo o 0 si hay cambio de signo.
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Figura 3.12: Respuesta a un blanco brillantes antes y despue´s de aplicar el algoritmo SVA.
Mapa de ma´ximos
De la aplicacio´n del algoritmo SVA modificado y bidimensional obtendremos una imagen en
la que se han eliminado los lo´bulos secundarios casi por completo (pueden quedar pequen˜os picos
residuales) y se han estrechado los principales de la respuesta al filtro adaptado a cada blanco
puntual. El resultado tiene la fase deformada, debido a que se trata de un proceso no lineal,
pero es va´lido para seleccionar los ma´ximos va´lidos por razones de amplitud. Con esta seleccio´n
construiremos una ma´scara de p´ıxels que realmente corresponden con dispersores reales, y que
sera´ comparada con el mapa de p´ıxels seleccionados previamente por el criterio de amplitud para
descartar las falsas alarmas.
Despue´s de aplicar el algoritmo SVA sobre la imagen, la te´cnica de deteccio´n de ma´ximos basada
en las variaciones de pendiente detectar´ıa los lo´bulos secundarios, que aunque ya solo presentes en
picos residuales no son nulos y siguen siendo ma´ximos locales. La implementacio´n que utilizamos
en lugar de e´sta, como deteccio´n de ma´ximos, realiza un promediado con ventana deslizante sobre
la imagen, y se queda so´lo con aquellos p´ıxels que superan dicha media, con lo cual los permanent
scatterers siempre se seleccionara´n; mientras que los lo´bulos secundarios, fuertemente atenuados,
no pasara´n esta criba.
Con esto, por fin, tenemos una seleccio´n va´lida de p´ıxels considerados estables por razones de
amplitud, discerniendo aquellos que realmente provienen de un permanent scatterer real de los que
aparecen en el procesado por la conformacio´n de sincs ante blancos puntuales.
Antes de proceder a examinar la estabilidad de amplitud de los diferentes p´ıxels segu´n este crite-
rio de seleccio´n, queda pendiente equilibrar las amplitudes de las diferentes ima´genes para resultar
comparables e independientes del sistema de adquisicio´n, de forma que representen u´nicamente la
reflectividad de la escena. Para ello hay que proceder a calibrarlas de algu´n modo.
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3.4. Calibracio´n de las ima´genes
El valor de amplitud de las ima´genes no debe de estar afectado por las diferencias en la con-
diciones del sistema en las diferentes adquisiciones ni por las diferencias que establece el esquema
del proceso de emisio´n, reflexio´n y captura para los p´ıxels de una misma imagen, tales como el
diagrama de radiacio´n de la antena del sensor o las distintas distancias en las que se encuentra la
escena respecto al sensor por su a´ngulo de inclinacio´n. Se presentan aqu´ı dos me´todos de normali-
zacio´n de las ima´genes, no tanto excluyentes como complementarios, para dejarlas en unos niveles
de amplitud que resulten comparables.
3.4.1. Calibracio´n radiome´trica
La calibracio´n radiome´trica consiste en calcular la RCS normalizada de la escena reflejada en
la imagen a partir del ca´lculo del coeficiente de backscattering (σo) [dB/m
2] siguiendo las pautas
que facilita la ESA [16][23] basadas en los diferentes aspectos de la adquisicio´n que condicionan la
amplitud resultante de las ima´genes. Se requerira´ el uso de una serie de para´metros que forman
parte del disen˜o del sistema SAR y de otros que son medidos en el momento de la adquisicio´n y
que forman parte de las condiciones en las que se produce.
Cada sensor tiene su propia ecuacio´n de para hallar el coeficiente de backscattering, y los
para´metros a utilizar no son en todos los casos los mismos. Para los sate´lites ERS-1 y ERS-2 la
ecuacio´n es la siguiente:
σoij =
DN2ij
K
sin(αi)
sin(αref )
1
G(θi)2
Ri
3
Rref
3
ImageReplicaPower
ReferenceReplicaPower
· PowerLossij (3.7)
Donde los para´metros empleados significan:
DN2: Intensidad de los p´ıxels (DN es el mo´dulo del valor complejo de los p´ıxels)
K: Constante de calibracio´n
G(θi)
2: Ganancia de la antena
θi: look angle respecto a la vertical o a´ngulo off-nadir
Ri: Distancia range
Rref : Distancia range de referencia
αi : A´ngulo de incidencia
ReferenceReplicaPower: Energ´ıa del pulso de la re´plica de referencia
ImageReplicaPower: Energ´ıa del pulso de re´plica
PowerLoss: Saturacio´n del conversor analo´gico-digital
Y i y j se refieren a la coordenada range y azimut de la imagen, respectivamente. El te´rmino
ImageReplicaPower
ReferenceReplicaPower no debe ser tenido en cuenta en la ecuacio´n en el caso de ima´genes de ERS-2.
Los para´metros K, αref , Rref y ReferenceReplicaPower son proporcionados en la documen-
tacio´n sobre calibracio´n facilitada la ESA. Los valores de G(θD)
2 vienen tabulados en la misma
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documentacio´n, para el haz de θ en el intervalo ±3,5o alrededor de la direccio´n de ma´xima radia-
cio´n. El para´metro PowerLoss se calcula en varios pasos a partir de los valores de amplitud de
toda la imagen, de forma que acaba siendo un valor particular para cada p´ıxel de e´sta. Los para´me-
tros αi, θi y Ri se calculan a partir de la latitud del pixel central, el a´ngulo de incidencia para la
posicio´n de la imagen near range y el tiempo de propagacio´n en la direccio´n de Zero Doppler en
la primera muestra, le´ıdos de la cabecera de la SLC.
Cabe destacar que varios para´metros dependen de la posicio´n del p´ıxel en range dentro de la
imagen y en el caso del para´metro PowerLoss, depende tanto de la posicio´n en range y en azimut.
Esto hace que el coeficiente de backscattering para cada posicio´n en la imagen es diferente.
En el caso de una imagen del sate´lite ENVISAT, la ecuacio´n es la siguiente:
σoij =
DN2ij
K
1
G(θi)2
(
Ri
Rref
)3
· sin(αi) (3.8)
Donde los para´metros empleados significan lo mismo que en el caso de la ecuacio´n de ERS.
Las cabeceras de las ima´genes facilitan un conjunto de 11 valores para el tiempo slant-range
(lo que tarda en propagarse el pulso hasta la escena) y el a´ngulo de incidencia para 11 l´ıneas de la
SLC, de forma que interpolando se pueden hallar para todas las l´ıneas. Adema´s, tambie´n contienen
5 vectores de posicio´n del sate´lite (referidas al centro de la Tierra) de los cuales usaremos 3. Con
estos datos encontraremos la distancia range y el look angle θ para cada l´ınea. El diagrama de
radiacio´n de la antena se obtiene de unos ficheros adicionales facilitados por la ESA, de entre los
cuales la cabecera de la imagen indica el adecuado. Finalmente, de la documentacio´n de calibracio´n
sobre ENVISAT obtenemos la distancia range de referencia, 800Km.
De la misma forma que en el caso de ERS, los coeficientes de backscattering obtenidos son
diferentes para cada p´ıxel de la imagen (en este caso so´lo de la l´ınea en la que se encuentren,
son ide´nticos para la misma coordenada en range), debido a la dependencia de los para´metros
utilizados a las posiciones en el plano de adquisicio´n. Esta caracter´ıstica para ambos sensores
resulta destacable para el me´todo de calibracio´n, lo que hace que no se pueda sustituir por el
pro´ximo que sera´ presentado, ya que la cualidad de normalizar internamente las ima´genes, con
distintos valores de calibracio´n para los diferentes p´ıxels, no se lleva a cabo en el otro me´todo, que
u´nicamente normaliza las ima´genes unas respecto a otras y no realiza esas correcciones a nivel de
imagen.
3.4.2. Calibracio´n iterativa por ajuste de histogramas
Esta te´cnica se basa en la teor´ıa de que unas ima´genes con las distribuciones de amplitud correc-
tamente alineadas esta´n libres de offsets multiplicativos y son va´lidas para analizar la dispersio´n de
amplitud de sus p´ıxels. En esta idea se supone que e´ste es, al fin y al cabo, el objetivo de cualquier
procedimiento de calibracio´n de las ima´genes: hacer estad´ısticamente similar la amplitud de e´stas.
La aplicacio´n de esta teor´ıa requer´ıra´ una alta densidad de permanent scatterers en la escena, lo
que se da en zonas urbanas, sobre todo, de forma que haya suficientes muestras fiables para evaluar
los histogramas de amplitud.
E´ste me´todo no pretende reconstruir el efecto que el proceso de adquisicio´n produce en la
amplitud las SLC’s y que las aleja de representar u´nicamente las caracter´ısticas de reflectividad de
la escena, para luego sustrae´rselo a las ima´genes. El objetivo es, simplemente, equiparar las medias
de la amplitud de los p´ıxels de todas las ima´genes, desplazando as´ı sus histogramas de amplitud,
considerando que as´ı que las amplitudes resultantes son comparativas.
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El hecho de no incurrir en la modificacio´n la amplitud de los p´ıxels a nivel de ima´genes sino entre
ima´genes, como se ha mencionado antes, hace que este me´todo resulte complementario al anterior.
Asi pues el proceso partira´ de una calibracio´n radiome´trica previa y una seleccio´n de p´ıxels inicial.
En cada iteracio´n se comparara´n las medias de las ima´genes en los p´ıxels seleccionados, calculando
para cada una de ellas un coeficiente de normalizacio´n que resultara´ de dividir la media de la
imagen de referencia en dichos puntos entre la media de la imagen correspondiente en los mismos,
y e´ste se multiplicara´ a la amplitud de la imagen en cuestio´n. Despue´s se volvera´ a hacer una
seleccio´n de p´ıxels y se repetira´ el proceso desde el ca´lculo de los coeficientes. El proceso iterativo
se dara´ por finalizado cuando de una iteracio´n a otra, la cantidad de p´ıxels aumentada este´ por
debajo de cierto umbral.
El resultado del proceso iterativo es una calibracio´n de las ima´genes por coincidencia de las
medias de amplitud de los p´ıxels seleccionados, con dicha seleccio´n acorde a su vez con los niveles
de amplitud corregidos.
51
Figura 3.13: Diagrama de flujo del algoritmo de calibracio´n iterativa propuesto.
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Cap´ıtulo 4
Estimacio´n lineal del movimiento
El proceso de estimacio´n del movimiento de deformacio´n se divide en dos partes bien diferen-
ciadas. En la primera de ellas se busca aislar la componente lineal, aquella que es de velocidad
constante para cada p´ıxel seleccionado. En la segunda, se extrae la componente no lineal del re-
siduo de fase excedente tras extraer la parte lineal en la etapa anterior. Cada parte del proceso
debe considerar las contribuciones a la fase de factores ajenos al movimiento, con el propo´sito de
diferenciarlas de la parte que nos interesa, y en algu´n caso aprovecharlas para extraer informacio´n
adicional sobre la escena. En este cap´ıtulo nos centraremos en la estimacio´n de la parte lineal del
movimiento.
De la misma forma que en el cap´ıtulo 2 se consideraba un modelo inicial de fase para las ima´genes
SAR, en el que se distingu´ıan contribuciones de diferentes or´ıgenes para poder quedarnos con la
que era de nuestro intere´s, aqu´ı se utilizara´ un nuevo modelo que tiene en cuenta la informacio´n que
ha permanecido en la fase hasta este punto del procesado, para aislarla y extraerla por separado.
Para el proceso de estimacio´n lineal partiremos de un set de interferogramas diferenciales cal-
culado previamente y de una seleccio´n de p´ıxels considerados de informacio´n de fase fiable. El
objetivo es conseguir, al final de esta etapa, una estimacio´n de las variables contenidas en la fase
que son invariantes en el tiempo, las cuales son:
Velocidad lineal de deformacio´n: Se puede afirmar que la deformacio´n del terreno se ajusta
en gran medida a un patro´n lineal a velocidad constante. Para cada p´ıxel se estimara´ dicha
velocidad.
Error de elevacio´n o error de DEM: Como se dijo en el apartado 2.7, la sustraccio´n de la
componente topogra´fica deja en la fase un residuo debido a la inexactitud del mapa de relieve
utilizado. Se modelara´ dicho error y se obtendra´ su valor para cada p´ıxel de las ima´genes.
Posicio´n azimut: Como se planteo´ en el apartado 3.3.2, el efecto Doppler provoca una rampa
de fase alrededor de la ubicacio´n de cada blanco, en su respuesta a los pulsos emitidos en la
adquisicio´n. La componente frecuencial para cada p´ıxel sera´ proporcional a la diferencia de
Doppler Centroids y a la distancia entre el pico de la respuesta al blanco y la posicio´n en la
que haya sido muestreado. De esta forma, conociendo el resto de para´metros que intervienen
en la componente, es posible calcular la posicio´n azimut del blanco dentro de la celda de
resolucio´n. So´lo aparecera´ este te´rmino cuando se trabaje a alta resolucio´n.
53
No trabajaremos con la fase propia de cada p´ıxel, sino con las diferencias entre la de dos de
ellos. El objetivo de considerar la informacio´n de fase de cada p´ıxel relativa a la de otro, es doble.
Por un lado, eliminamos los offsets de fase propios de cada interferograma, a priori distintos de un
o a otro y que impiden que sean comparable los valores de fase de un mismo p´ıxel en diferentes
interferogramas.
Figura 4.1: Interferogramas diferenciales con diferentes offsets de
fase.
Por otro lado, solventa el problema de que las fases este´n enrolladas y que supone una traba para
trabajar con ellas. Como se explico´ en el cap´ıtulo 2.5.5, la fase es c´ıclica en periodos de 2pi radianes
mientras que los valores de la informacio´n que pretendemos obtener de ella. La conversio´n, que
podr´ıa parecer evidente, no lo es ante la incertidumbre del nu´mero de ciclos que se hayan obviados.
Considerar variaciones de fase entre p´ıxels cercanos en lugar de la absoluta de cada p´ıxel nos ahorra
tener que realizar un desenrollado previo de las fases, no siempre satisfactorio. Para ello estamos
suponiendo que la diferencia de velocidad lineal de deformacio´n, error de DEM y de posicio´n azimut
entre dos p´ıxels cercanos equivale una diferencia de fase inferior a pi, y que el residuo de fase que
quede despue´s de eliminar las contribuciones correspondientes a estos para´metros, tambie´n lo es.
Podemos dar por buenas estas suposiciones considerando las siguientes premisas:
1. Los p´ıxels que se utilizan han sido considerados estables en fase, ya sea por el me´todo de
coherencia o de amplitud, lo que equivale a decir que la varianza del ruido de decorrelacio´n
es baja y consecuentemente su contribucio´n a la fase es pequen˜a.
2. Para p´ıxels cercanos, los artefactos atmosfe´ricos son poco variantes, teniendo en cuenta su
distribucio´n paso-bajo en espacio.
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3. El movimiento de deformacio´n de la escena suele estar algo correlado entre puntos de la
escena cercanos.
La validez de estos argumentos pasa por disponer de una elevada densidad de puntos sobre los
cuales establecer relaciones, por tal de que todos los puntos se puedan considerar suficientemente
cercanos a otro.
Se hace necesario, en este punto, establecer relaciones entre pares de p´ıxels de la seleccio´n
previa para poder trabajar con diferencia de fases entre estos. Cabe mencionar que los resultados
que obtengamos al final del procesado lineal, sera´n, consecuentemente, las diferencias de velocidad,
error de elevacio´n y de posicio´n azimut propias de cada relacio´n de p´ıxels, en lugar de los te´rminos
absolutos.
El proceso en el que se establecen las relaciones se denomina triangulacio´n, y lo describimos a
continuacio´n.
4.1. Triangulacio´n de los p´ıxels
La triangulacio´n es un sistema para, principalmente, medir distancias entre puntos, definien-
do tria´ngulos que los usen de ve´rtices y aprovechando las reglas trigonome´tricas para plantear
los ca´lculos; o bien para calcular a´reas de superficies, rellena´ndolas de tria´ngulos yuxtapuestos y
calculando posteriormente el a´rea de e´stos. Nosotros aprovecharemos la triangulacio´n para otra
aplicacio´n: establecer conexiones en un conjunto de puntos, formando tria´ngulos cuyos ve´rtices
sean los puntos y cada arista defina una conexio´n entre los puntos que una. Nuestro conjunto de
puntos sera´ la seleccio´n de p´ıxels inicial y cada tria´ngulo tendra´ como ve´rtices a tres de ellos.
El me´todo de triangulacio´n escogido es el de Delaunay [8], el cual establece como condicio´n
que la circunferencia que circunscriba cada tria´ngulo no contenga ma´s p´ıxels que los tres ve´rtices
de e´ste. Esta condicio´n tiene como objetivo maximizar el a´ngulo mı´nimo en los ve´rtices de los
tria´ngulos, lo cual facilita la distribucio´n homoge´nea de las distancias entre p´ıxels relacionados.
An˜adiremos la condicio´n de una distancia ma´xima entre p´ıxels unidos, lo que se aplicara´ despue´s
de efectuar la triangulacio´n descartando las relaciones que superen el umbral establecido. Con esta
condicio´n conseguiremos que las suposiciones anteriormente expuestas puedan mantenerse.
4.2. Planteamiento del sistema de estimacio´n lineal
Utilizaremos un modelo lineal de fase para el planteamiento del sistema de estimacio´n de
nuestras tres inco´gnitas: las diferencias de velocidad lineal, error de DEM y posicio´n azimut. El
modelo esta´ compuesto por tres componentes, uno por cada una de las variables, cuyas expresiones
se detallan a continuacio´n.
4.2.1. Velocidad lineal de deformacio´n
El movimiento lineal se puede entender como un avance o retroceso del blanco, en metros,
en la direccio´n de observacio´n del sate´lite. La componente de fase relativa al movimiento lineal
sera´ proporcional al tiempo transcurrido entre las ima´genes que forman cada interferograma y la
velocidad de deformacio´n en el punto a va (a encontrar), normalizadas con la longitud de onda de
trabajo λ:
φivel,a = 4pi
Ti · va
λ
(4.1)
Donde Ti representa la l´ınea de base temporal del interferograma.
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Figura 4.2: Ejemplo de triangulacio´n de Delaunay. Se observa como ninguna circunferencia contiene
ma´s p´ıxels que los tres ve´rtices del tria´ngulo que circunscribe.
4.2.2. error de DEM
Como se explico´ en el apartado 2.5.3, la componente de la fase correspondiente a la topograf´ıa
en el p´ıxel a en el interferograma i se puede modelar con la siguiente expresio´n:
φitopo,a =
4pi
λ ·RiB
i
n
ha
sinα
(4.2)
Donde R es la distancia range de la escena, Bn es la linea de base perpendicular y α es el
a´ngulo de incidencia de la sen˜al utilizada en la adquisicio´n. La informacio´n de altura en el DEM
para mismo punto, trasladada a la geometr´ıa de adquisicio´n del interferograma i, se puede modelar
de la misma forma:
φiDEMa =
4pi
λ ·RiB
i
n
hˆa
sinα
(4.3)
Donde hˆa es la altura en el punto a que aparece en el DEM. De esta forma, al sustraer la
informacio´n topogra´fica del DEM de la fase interferome´trica, permanecera´ un residuo εa que co-
rresponde con el error de DEM que ahora pretendemos estimar. La componente de fase relativa a
dicho error tendra´ la siguiente forma:
φiε =
4pi
λ ·RBn
(ha − hˆa)
sinα
=
4pi
λ ·RBn
εa
sinα
(4.4)
4.2.3. Posicio´n azimut
Como se mencionaba en el apartado 3.3.2, debido al efecto Doppler que produce la emisio´n de
pulsos desde un sate´lite en movimiento orbital, aparece una rampa de fase alrededor de la posicio´n
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de cada blanco detectado. El muestreo de la sen˜al recibida por el sate´lite no siempre coincide con el
pico de la respuesta del blanco, situada en el eje azimut en la posicio´n de dicho blanco en la escena.
Solamente los blancos detectados que se muestreen en el pico de su respuesta se encontrara´n libres
de una componente de fase debida a dicha rampa. El muestreo marca donde cae el centro de las
celdas de resolucio´n de las ima´genes generadas en el eje azimut, as´ı que so´lo esos blancos se hallara´n
ubicados en la imagen donde realmente esta´n en la escena. As´ı pues, tenemos una componente de
fase en los p´ıxels seleccionados que depende de la ubicacio´n del Permanent Scatterer en la celda de
resolucio´n. Tambie´n depende del look angle de la antena en la adquisicio´n: la pendiente de la rampa
es ma´s acentuada conforme mayor sea ese a´ngulo. Si los look angles esta´n controlados dentro de un
pequen˜o intervalo en las diferentes adquisiciones, la componente de fase debida al efecto Doppler se
eliminara´ pra´cticamente por completo al realizar los interferogramas, ya que sera´ casi ide´ntica en el
par de ima´genes que lo formen. En cambio, para diferencias de Doppler Centroid grandes, a partir
de 0.3-0.4 veces la PRF, esta componente se debera´ de tener en cuenta. Esto queda ejemplificado
en la figura 4.3. Tenemos el caso de un blanco que ha sido muestreado fuera del ma´ximo en su
respuesta. Las dos adquisiciones mostradas han sido obtenidas con Doppler Centroids diferentes,
como se observa en las diferentes pendientes de la rampa en frecuencia que llevan superpuestas. La
componente de fase debida al efecto Doppler corresponde con la altura de la rampa a la altura de
la muestra tomada, indicada sobre la rampa mediante un punto rellenado. Como las componentes
de fase son diferentes entre los dos casos, al realizar un interferograma con estas dos ima´genes esta
componente no desaparecera´.
Figura 4.3: Ejemplos de contribuciones de fase debidas al efecto Doppler y la posicio´n en azimut
del blanco puntual respecto a la muestra tomada sobre e´l.
La expresio´n de esta componente, formulada matema´ticamente para el p´ıxel a en el interfero-
grama i, es la siguiente:
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φiDCa = 2pi ·
(
fsa
vsa
− f
m
a
vma
)
· ξa (4.5)
Donde fsa y v
s
a son la frecuencia Doppler y la velocidad del sate´lite en el p´ıxel a en la imagen
slave del interferograma, respectivamente, y fma y v
m
a lo mismo en la imagen master. ξa, por su
parte, representa la posicio´n del blanco en azimut respecto al centro de la celda de resolucio´n.
Esta posicio´n respecto a la muestra tomada se supone igual en todas las ima´genes si e´stas han sido
corregistradas a nivel de subp´ıxel correctamente. Conociendo los para´metros que intervienen en este
modelo, no so´lo podremos aislar la componente de fase del resto para que no afecte a la estimacio´n
de la velocidad lineal y el error de DEM, sino que tambie´n podremos ubicar el blanco dentro de
la celda de resolucio´n, estimando su posicio´n a nivel de subp´ıxel. Como se utilizan diferencias de
fase entre p´ıxels, el valor estimado correspondera´ con la diferencia de distancias en azimut de cada
blanco respecto al centro de la celda de resolucio´n en la que hayan ca´ıdo.
Al plantear la variacio´n de este te´rmino entre dos p´ıxels de la imagen, vemos un problema para
expresarla en funcio´n de la diferencia de posiciones azimut, ya que las frecuencias Doppler y la
velocidad del sate´lite son ligeramente diferentes para cada p´ıxel de la imagen. La expresio´n de la
variacio´n para la relacio´n que une los puntos a y b queda de la siguiente forma:
∆φiDCab = 2pi ·
[(
fsb
vsb
− f
m
b
vmb
)
· ξb −
(
fsa
vsa
− f
m
a
vma
)
· ξa
]
(4.6)
Sin embargo, las diferencias entre velocidades del sate´lite y frecuencias Doppler dentro de la
misma imagen son suficientemente pequen˜as para que se puedan aproximar por una sola:
fsa ≈ fsb , vsa ≈ vsb , fma ≈ fmb , vma ≈ vmb (4.7)
Partiendo de eso, podemos utilizar como coeficiente que multiplique la variacio´n de posiciones
azimut un promediado de los que multiplicaban a cada una de las dos:
K = 2pi
(
fDCsa
vsa
− fDCmavma ) + (
fDCsb
vsb
− f
DCm
b
vmb
)
2
(4.8)
El te´rmino de posicio´n azimut solamente tiene sentido considerarlo en procesados a alta resolu-
cio´n. Cuando la seleccio´n de p´ıxels se realiza por coherencia los blancos hallados corresponden con
blancos distribuidos en la escena, con lo que no tiene sentido intentar ubicarlos a nivel de subp´ıxel.
La componente de fase atribuible a la posicio´n azimut de cada reflector individual es independiente
de uno a otro y considerando que sigue distribucio´n uniforme con media nula, desaparecera´ con el
promediado de los mutilooks. Independientemente de estos dos argumentos expresados y debido
a la decorrelacio´n en azimut propia de las diferencias de efecto Doppler grandes, aquellos interfe-
rogramas en los que deber´ıa tenerse en cuenta esta componente son descartados en procesados a
baja resolucio´n.
Para el caso de ana´lisis a alta resolucio´n, tener en cuenta esta componente hace que los inter-
ferogramas con diferencia de Doppler grande resulten aprovechables. Si para e´stos no se tuviera
en cuenta la componente, la estimacio´n del error de DEM y de la velocidad lineal no se realizar´ıa
correctamente, tal y como se ve en la figura 4.4. Se observa que el valor hallado de error de DEM es
el que sale ma´s afectado de despreciar la componente de posicio´n azimut. Otra ventaja de contar
con esta componente es la informacio´n adicional que se obtiene sobre la escena, pudiendo situar
los datos finales de velocidad lineal estimada sobre un mapa con mayor precisio´n, en la direccio´n
azimut.
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Figura 4.4: Resultado de la estimacio´n del error de DEM (izquierda) y velocidad lineal (izquierda)
para diferentes diferencias de Doppler, si no se tiene en cuenta la componente de posicio´n azimut.
4.2.4. Modelo de fase en conjunto
Finalmente, si reunimos las tres contribuciones, el modelo de fase utilizado para deducir las
variaciones de velocidad lineal, error de DEM y posicio´n azimut en cada relacio´n sigue la siguiente
expresio´n:
∆φiab =
4pi
λ
T i ·∆vab + 4pi
λ ·RB
i
n
∆εab
sinα
−K ·∆ξab + ∆wi (4.9)
Hemos tenido en cuenta, adema´s, un te´rmino ∆wi, correspondiente con el residuo de fase. Dicho
residuo de fase se puede definir como el resultado de restar el modelo lineal en los valores de fase
disponibles de cada p´ıxel.
4.3. Funcio´n de ajuste del modelo
Los valores de velocidad lineal, el error de DEM y la posicio´n azimut del blanco que buscamos
son aquellos que evaluados en el modelo lineal den lugar al residuo de fase mı´nimo en el conjunto
de N interferogramas simulta´neamente. Una funcio´n que plantea ese requisito es la siguiente:
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Ω =
1
N
N∑
i=1
∣∣∣∣ej(∆φi−(Ci·∆v+Di·∆ε−Ki·∆ξ))∣∣∣∣ (4.10)
Como se puede observar, se utiliza un fasor para la evaluacio´n del residuo, debido a que la fase
esta´ enrollada y no debe ser tratada linealmente.
Al valor devuelto por esta funcio´n lo llamaremos coherencia del modelo y se puede interpretar
como un indicador de la calidad del ajuste del modelo lineal a la diferencia de fase de cada rela-
cio´n. Esta´ acotado entre 0 y 1, correspondiendo los valores cercanos a 1 con un correcto ajuste y
los valores cercanos a 0 con una incompatibilidad entre modelo y datos. Al final del proceso de
optimizacio´n se utilizara´ para evaluar la calidad del resultado.
La funcio´n objetivo definida ha de incorporarse en un algoritmo de optimizacio´n para encontrar
resultados que se adapten a nuestras exigencias. Un me´todo de optimizacio´n consistente en la eva-
luacio´n sucesiva de valores hasta encontrar el mejor resultado tendr´ıa un alto coste computacional.
Es por eso por lo que en su lugar, utilizamos un algoritmo basado en el Me´todo del Gradiente
Conjugado (CGM), que busca la mejor solucio´n siguiendo una direccio´n de pendiente descendiente
en la funcio´n, de la forma que se explicara´ ma´s adelante. Este me´todo requiere una funcio´n objetivo
sea derivable, lo cual no se cumple en la funcio´n descrita hasta ahora. En su lugar, se buscara´ la
minimizacio´n del error cuadra´tico medio del modelo lineal, expresado en fasores en la siguiente
funcio´n:
Γ =
1
N
N∑
i=1
∣∣∣ej∆φi − ej(Ci·∆v+Di·∆ε−Ki·∆ξ)∣∣∣2 (4.11)
Y que es equivalente a buscar el mı´nimo de la siguiente expresio´n:
Γ = 2
(
1− 1
N
N∑
i=1
R
{
ej(∆φi−(Ci·∆v+Di·∆ε−Ki·∆ξ))
})
(4.12)
Donde Ci, Di y Ki son los coeficientes que multiplican las variaciones de velocidad lineal, error
de DEM y posicio´n azimut, respectivamente en las componentes de fase que forman el modelo lineal;
∆v, ∆ε y ∆ξ las inco´gnitas que buscamos estimar y ∆φi la variacio´n de fase en el interferograma
i en la relacio´n de la que se pretende hallar solucio´n. Los resultados de esta funcio´n tambie´n esta´n
acotados entre 0 y 1, pero en este caso, el ajuste o´ptimo corresponde con valores cercanos a 0.
La funcio´n Ω, descartada antes como funcio´n objetivo, se utilizara´ para evaluar el resultado
obtenido, por lo que la llamamos funcio´n de coherencia.
4.3.1. Validez del error cuadra´tico medio como estimador de la cohe-
rencia
Ambas funciones, la de coherencia y la funcio´n objetivo finalmente planteada (en adelante,
funcio´n de ajuste de modelo), tienen un comportamiento similar en la zona de alrededor de la
solucio´n, salvando la diferencia de que en la primera la solucio´n aparece como el ma´ximo absoluto
y en la segunda como el mı´nimo absoluto. Se puede apreciar este hecho en la figura 4.5. En ella
se representan los cortes de ambas funciones en error de DEM y posicio´n azimut, velocidad lineal
y posicio´n azimut y velocidad lineal y error de DEM en la posicio´n del o´ptimo, de forma que se
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muestra la variacio´n de ambas en funcio´n de la velocidad lineal arriba, del error de DEM en medio
y de la posicio´n azimut abajo, a la izquierda para la funcio´n de ajuste de modelo y a la derecha
para la funcio´n de coherencia. Se puede apreciar que la zona del o´ptimo aparece como un valle,
en la primera co´ncavo y en la segunda convexo. La anchura del valle en la funcio´n de ajuste de
modelo resulta relevante conocerla para un disen˜o eficaz del proceso de minimizacio´n.
(a) (b)
(c) (d)
(e) (f)
Figura 4.5: Representacio´n del comportamiento la funcio´n de ajuste de modelo en ausencia de
ruido en velocidad lineal (a), error de DEM (c) y posicio´n azimut (e) alrededor de la solucio´n,
respectivamente. Las ima´genes (b), (d) y (f) representan lo mismo para la funcio´n de coherencia.
Los valores o´ptimos mencionados son pra´cticamente el mismo entre ambas funciones, siempre
que el nivel de ruido en la adquisicio´n y otros factores no lineales presentes en la fase, que consi-
deraremos como ruido para simplificar, sean mucho menores que el modelo lineal. A medida que
el ruido es ma´s grande, la posicio´n de los o´ptimos de las dos funciones se alejan, y la solucio´n
tomando una funcio´n u otra es diferente. Esto se debe a que los criterios de validez del modelo
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lineal frente a los datos no son exactamente el mismo en las dos.
(a) (b)
(c) (d)
(e) (f)
Figura 4.6: Funcio´n de ajuste de modelo (izquierda) y funcio´n de coherencia (derecha) en presencia
de ruido con desviacio´n esta´ndar de 0’1 ciclos.
Ahora debemos evaluar para que´ niveles de residuo la funcio´n de ajuste de modelo es va´lida para
estimar la coherencia del modelo lineal. Para ello, se ha hecho una simulacio´n del comportamiento
de ambas funciones alrededor del o´ptimo en presencia de diferentes niveles de ruido ruido. El
ruido se ha aproximado por una variable aleatoria gaussiana de desviacio´n esta´ndar de 0 a 0.8, en
saltos de 0.05. El resultado de la simulacio´n es el que aparece en la gra´fica de la figura 4.7. Se ha
tomado como indicador de la similitud de las funciones el mı´nimo de la funcio´n de ajuste de modelo
evaluado en la funcio´n de coherencia, respecto al ma´ximo valor de la funcio´n de coherencia, para
cada caso. En caso de que las funciones tuvieran comportamiento ide´ntico en el o´ptimo, ambos
te´rminos ser´ıan el mismo. Se observa en la gra´fica como eso es as´ı en ausencia de ruido, pero se van
separando a medida que el ruido aumenta su presencia, debido principalmente a que los o´ptimos
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de las dos funciones no coinciden cuando el modelo lineal pierde peso dentro de la fase.
Si tenemos en cuenta que los p´ıxels seleccionados lo han sido por tener una desviacio´n esta´ndar
de fase estimada por debajo de entre 0.25 y 0.28, como vimos en el cap´ıtulo 3, se puede considerar
que la funcio´n de ajuste de modelo es va´lida para medir la coherencia de ajuste del modelo lineal
en ellos, basa´ndonos en la gra´fica mostrada.
Figura 4.7: Evaluacio´n de la funcio´n de ajuste de modelo como estimador de la coherencia. Se
representa la coherencia del mı´nimo de la funcio´n de ajuste de modelo, con su desviacio´n esta´ndar
en l´ıneas verticales sobre cada valor de coherencia respecto al ma´ximo de la funcio´n de coherencia.
4.4. Algoritmo de minimizacio´n
Ahora se necesita un sistema que identifique el valor de (∆v, ∆ε, ∆ξ), que evaluado en la
funcio´n de ajuste del modelo (4.12), la minimice.
Antes se ha comentado la ineficiencia de un me´todo de bu´squeda del mı´nimo por fuerza bruta,
consistente en evaluar sucesivamente valores hasta encontrarlo. Un sistema de este tipo depende
esencialmente del paso que se use para avanzar de un valor a evaluar al siguiente. Por un lado,
el paso escogido esta´ estrechamente ligado a la resolucio´n del sistema, ya que de e´l depende la
precisio´n del resultado. Por otro lado, afecta al coste computacional del proceso, marcando numero
de iteraciones que se necesitan para alcanzar la mejor solucio´n. En cualquier caso, para disponer
de la resolucio´n demandada el coste computacional ser´ıa elevad´ısimo. Es por eso que se opta por
un algoritmo de minimizacio´n ma´s “inteligente”.
El algoritmo escogido esta´ basado en el me´todo del gradiente conjugado (CGM). Este me´todo
necesita partir de una posicio´n inicial cercana al mı´nimo absoluto, por tal de evitar que converja en
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un mı´nimo local de los mu´ltiples existentes en la funcio´n. Se utilizara´ para ello una bu´squeda inicial
por fuerza bruta con paso grueso, que simplemente coloque el punto de partida del algoritmo CGM
en el valle donde se encuentra el mı´nimo absoluto. El paso se escogera´ basa´ndonos en la forma de
la funcio´n y la anchura del lo´bulo principal.
4.4.1. El me´todo del gradiente conjugado
Si tomamos una funcio´n multidimensional f(~x) en la que ~x un vector de N dimensiones, esta´ de-
mostrado que el gradiente de la funcio´n, ~∇f en la posicio´n del mı´nimo en la direccio´n ~u es per-
pendicular a ~u, basa´ndonos en el principio de que en esa posicio´n la derivada ha de ser nula o de
lo contrario no ser´ıa un mı´nimo.
La funcio´n f(~x) se puede aproximar alrededor de un punto p por su desarrollo de Taylor:
f(~x) = f(p) +
N∑
i
δf
δxi
xi +
1
2
N∑
i
N∑
j
δ2f
δxiδxj
xixj + · · · ≈ c+ bx+ 1
2
xAx (4.13)
En el que c es f(p), b es el gradiente de f(x) en p y A es la matriz hessiana en p, con
Aij =
δ2f
δxiδxj
. A partir de esta expresio´n se deduce que el gradiente sigue la siguiente expresio´n:
~∇f = A · x+ b (4.14)
Por lo que si se busca el mı´nimo de la funcio´n f(~x) en la direccio´n ~u partiendo del punto p,
e´ste cumplira´ la siguiente expresio´n:
x = λ · ~u; ~∇f = λ ·A · ~u+ b = 0 (4.15)
El me´todo del gradiente conjugado busca el valor mı´nimo avanzando en una direccio´n dada
hasta anular la expresio´n del gradiente 4.15. Al alcanzarlo, tomara´ una nueva direccio´n en la que
seguir la bu´squeda, comenzando desde el mı´nimo encontrado y con la intencio´n de mejorarlo.
Se puede ver el proceso de convergencia en la figura 4.8. Falta por explicar, para completar la
descripcio´n del me´todo, la forma de encontrar las nuevas direcciones de bu´squeda. En nuestro caso
la forma utilizada es el me´todo del descenso de mayor pendiente (steepest descent).
En el me´todo steepest descent se utiliza la direccio´n del gradiente en un mı´nimo local para
buscar un nuevo mı´nimo que mejore el anterior. Este proceso requiere muchas iteraciones y no
garantiza alcanzar el mı´nimo absoluto, as´ı que se ha mejorado utilizando informacio´n de las dos
u´ltimas direcciones de bu´squeda para mejorar la eleccio´n de la siguiente en la que avanzar.
Partiendo de dos vectores arbitrarios ho y go, iguales, se generan dos secuencias de vectores
recursivos:
gn+1 = gn − ρn ·A · hn
hn+1 = gn+1 + γn · hn (4.16)
Los para´metros ρn y γn se escogen de forma que la serie de vectores g cumpla la condicio´n
de ortogonalidad y los vectores de la serie h sean conjugados entre s´ı. Un patro´n para escogerlos
cumpliendo esas premisas podr´ıa ser el siguiente:
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Figura 4.8: Me´todo del gradiente conjugado. La bu´squeda del mı´nimo se hace en la direccio´n del
gradiente de la funcio´n en un punto dado, que se toma como partida, y se detiene a buscar una
nueva direccio´n cuando alcanza el punto de tangencia con una linea de contorno.
〈gn+1, gn〉 = 0 ⇒ ρn = 〈gn,gn〉〈gn,A·hn〉
〈hn+1, A · hn〉 = 0 ⇒ γn = − 〈gn+1,A·hn〉〈hn,A·hn〉
(4.17)
Como se observa, cada nueva direccio´n se basa en las dos u´ltimas direcciones tomadas. La
expresio´n dada de γn en 4.17 es la propuesta por Fletcher - Reeves, pero en su lugar tomamos otra,
propuesta por Polack - Ribiere (4.18), ma´s eficiente:
γn =
〈gn+1, (gn+1 − gn)〉
〈gn, gn〉 (4.18)
Estas ecuaciones deber´ıa bastar para encontrar correctamente las sucesivas direcciones de
bu´squeda de nuevos mı´nimos, pero se desconoce A. Por ello, optaremos por tomar como vec-
tor gn el gradiente de la funcio´n f(~x) en el punto de partida, en lugar de calcularlo de la forma
propuesta en 4.18:
gn = ~∇f(pn) (4.19)
En resumen:
El me´todo de minimizacio´n utilizado parte del punto hallado con la bu´squeda con paso grueso,
xo. La primera direccio´n de bu´squeda por el modo CGM es el gradiente de la funcio´n objetivo en
ese punto:
go = ~∇f(xo) (4.20)
hn es, inicialmente, igual a go, y cada uno de los siguientes cumple el patro´n:
hn+1 = gn+1 + γn · hn; donde γn = 〈gn+1,(gn+1−gn)〉〈gn,gn〉 (4.21)
El punto de partida de cada iteracio´n es el mı´nimo local encontrado en la iteracio´n anterior,
pn+1:
pn+1 = pn + λ · hn (4.22)
λ se halla, en cada iteracio´n, con el objetivo de que f(pn+1) sea el mı´nimo en la direccio´n hn.
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4.5. Coherencia del modelo
El proceso de minimizacio´n se considerara´ acabado cuando la u´ltima λ obtenida sea 0, o bien
la variacio´n del mı´nimo encontrado en la u´ltima iteracio´n y la anterior esta´ por debajo de cierto
umbral. Entonces se considerara´ encontrado el mı´nimo absoluto.
Medimos la calidad de los valores estimados de variacio´n de velocidad lineal, error de DEM y
posicio´n azimut mediante la funcio´n de coherencia (4.10). Como comentamos al plantearla, esta
funcio´n cuantifica el nivel de ajuste del modelo lineal de la ecuacio´n 4.9 al conjunto de datos de
fase de una misma relacio´n en todos los interferogramas, o dicho de otro modo, el volumen del
residuo de fase resultante tras sustraer el modelo, evaluado en un fasor. Basa´ndonos en el valor de
coherencia de cada relacio´n se llevara´ a cabo una criba de relaciones de baja calidad, descartando
aquellas que no alcancen un nivel mı´nimo. Se habra´ considerado que esos casos el modelo de fase
no es va´lido para emular la situacio´n de la escena entre las celdas de resolucio´n relacionadas o bien
que la evolucio´n de la deformacio´n en esos puntos no sigue un comportamiento lineal.
4.6. Integracio´n de los valores diferenciales estimados
Es el momento de convertir las diferencias de velocidad lineal, error de DEM y posicio´n azimut
entre p´ıxels en valores referidos a estos de forma independiente. Este proceso se conoce como
integracio´n.
El proceso utilizado en el CPT para la integracio´n de los incrementos se basa nuevamente en
el me´todo del gradiente conjugado [18]. Con este me´todo, la solucio´n encontrada no dependera´ del
camino utilizado para llegar a cada p´ıxel, como s´ı ocurre con otras te´cnicas. Este proceso se
llevara´ a cabo separadamente para cada una de las magnitudes estimadas en la minimizacio´n:
velocidad lineal, error de DEM y posicio´n azimut.
Se dispone de un sistema de ecuaciones multidimensionado, al haber habitualmente ma´s de una
relacio´n que acceda a cada p´ıxel. Esto se aprovechara´ para obtener una solucio´n robusta, fruto de
la combinacio´n de las soluciones parciales de los diferentes caminos. Se utilizara´ la informacio´n de
todas las relaciones que acceden a cada p´ıxel, pondera´ndola por la coherencia de modelo de una, de
forma que las de ma´s calidad tengan ma´s peso en la solucio´n. Con esto se buscara´ que la solucio´n
encontrada sea la de mı´nimo error medio.
Partimos de un sistema de ecuaciones expresado de la siguiente forma:
W ·A · x = W ·∆Y (4.23)
En el cual W es una matriz diagonal con las ponderaciones de cada relacio´n (sus coherencias de
modelo), A es una matriz de dimensiones MxN (siendo M el nu´mero de relaciones y N el nu´mero de
p´ıxels de la seleccio´n), x es el vector de soluciones con los valores referidos a cada p´ıxel y ∆Y es un
vector con el valor diferencial correspondiente para cada enlace. La matriz A tiene una estructura
escogida convenientemente para este sistema, que contiene para cada una de las M columnas −1
en la posicio´n correspondiente al p´ıxel inicial y 1 en la que corresponde al pixel final de la relacio´n.
Las figuras 4.9 y 4.10 muestran ejemplos de matriz W y A, respectivamente.
Definiremos la matriz C, de dimensiones MxN, de la siguiente forma:
C = W ·A (4.24)
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
γ1 0 0 · · · 0 0
0 γ2 0 · · · 0 0
0 0 γ3 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · γN−1 0
0 0 0 · · · 0 γM

Figura 4.9: Ejemplo de matriz W

−1 1 0 0 0 0 0 0 0 0 0
−1 0 1 0 0 0 0 0 0 0 0
−1 0 0 1 0 0 0 0 0 0 0
0 −1 0 1 0 0 0 0 0 0 0
0 −1 0 0 1 0 0 0 0 0 0
0 0 1 −1 0 0 0 0 0 0 0
0 0 0 −1 1 0 0 0 0 0 0
0 0 −1 0 0 1 0 0 0 0 0
0 0 0 −1 0 1 0 0 0 0 0
0 0 0 0 0 −1 1 0 0 0 0
0 0 0 −1 0 0 1 0 0 0 0
0 0 0 0 1 0 −1 0 0 0 0
0 0 0 0 0 0 0 −1 1 0 0
0 0 0 0 0 0 0 1 0 −1 0
0 0 0 0 0 0 0 1 0 0 −1
0 0 0 0 0 0 0 0 −1 0 1
0 0 0 0 0 0 0 0 0 1 −1

Figura 4.10: Ejemplo de matriz A
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En la cual, a la matriz que define las relaciones a partir de los p´ıxels se le incorpora la ponde-
racio´n de cada una. Definiremos tambie´n la matriz ∆Y ′ segu´n la siguiente expresio´n:
∆Y ′ = W ·∆Y (4.25)
Con los valores diferenciales ya ponderados. La expresio´n del sistema de ecuaciones queda de
la siguiente forma:
C · x = ∆Y ′ (4.26)
Se partira´ de un vector inicial x. El algoritmo buscara´ en una direccio´n N-dimensional pk un
nuevo valor para x que acerque los dos lados de la igualdad de la ecuacio´n 4.26. Se avanzara´ en la
direccio´n indicada a razo´n de un coeficiente multiplicativo αk. El objetivo a la hora de buscar un
nuevo valor deber´ıa ser que e´ste fuera lo ma´s parecido posible a los datos absolutos de la magnitud
que se este´ integrando:
k = x− xk (4.27)
Pero obviamente, este u´ltimo te´rmino no esta´ disponible: es aquel que se intenta encontrar y
se desconoce. En su lugar, se buscara´ minimizar el mo´dulo al cuadrado del residuo de la iteracio´n
k-e´sima, al que llamaremos error de estimacio´n:
k{xk} = ‖rk‖2 (4.28)
Se puede demostrar que el coeficiente αk que minimiza el error es:
αk =
−〈rk−1, C · pk〉
‖C · pk‖2 (4.29)
El residuo rk es aquel resultante de comparar los valores diferenciales de las relaciones con una
reconstruccio´n hecha a partir de los valores absolutos contenidos x en la iteracio´n k-e´sima:
rk = C · xk −∆Y ′ (4.30)
Tambie´n se puede hallar de forma recursiva por su avance hacia el error mı´nimo de cada
iteracio´n:
rk = rk−1 + αk · C · pk (4.31)
La direccio´n de bu´squeda po sera´ inicialmente el gradiente de k en xo:
po = −CT · ro (4.32)
Donde el signo negativo indica que se toma el sentido decreciente del gradiente. En las siguientes
iteraciones, el valor de pk seguira´ el modelo:
pk+1 = −CT · rk + βk · pk (4.33)
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En el que el coeficiente βk se escogera´ con la intencio´n de que las sucesivas direcciones de
bu´squeda cumplan la condicio´n de ser mutuamente conjugadas:
〈CT · C · pk,pk+1〉 = 0 (4.34)
La expresio´n del coeficiente βk que lo cumple es:
βk =
‖CT · rk‖2
‖CT · rn−1‖2 (4.35)
Las soluciones de x en cada iteracio´n se deben valorar a partir el error de estimacio´n al que
den lugar. La forma de valoracio´n sera´ el ca´lculo del mo´dulo normalizado del residuo Nk:
Nk =
‖rk‖
‖∆Y ′‖ =
‖∆C · xk − Y ′‖
‖∆Y ′‖ (4.36)
La solucio´n del sistema se dara´ por buena cuando Nk, en la iteracio´n k-e´sima, alcance un valor
por debajo de un umbral marcado.
4.6.1. Implementacio´n pra´ctica
La matriz A que aparece en la ecuacio´n 4.23 es adecuada para una descripcio´n teo´rica del
algoritmo, pero no es eficiente para su implementacio´n, ya que sus dimensiones se disparan en
un caso real, donde el nu´mero de p´ıxels y de relaciones puede alcanzar las decenas de miles. En
lugar de la matriz de relaciones A tal y como ha sido definida, utilizaremos una matriz de dos
columnas y M filas, siendo M el nu´mero de relaciones. Para cada relacio´n, en la primera columna
encontraremos el ı´ndice del p´ıxel origen, y en el a segunda el del p´ıxel final. Para maniobrar con
ella sin cambiar el resto de elementos del planteamiento, definiremos el operador A, que relaciona
esta matriz con el vector de soluciones x calculando W · A · x. Tambie´n se utilizara´ otra matriz,
que hara´ las veces de la matriz AT y contendra´ todas las relaciones que comienzan o acaban en un
p´ıxel. Esta matriz tendra´ N filas, una para cada uno de los p´ıxels, en las que en la primera celda
aparecera´ el nu´mero de relaciones en las que interviene, y en las siguientes columnas aparecera´ el
ı´ndice de cada una, con signo positivo si acaba en ese p´ıxel o con signo negativo si empieza en
e´l. De la misma forma que con la otra matriz utilizada, dispondremos del operador AT , que dada
la matriz AT descrita ahora y la matriz W de coherencias de modelo, nos devolvera´ el valor en
te´rminos absolutos de un p´ıxel indicado, calculando para e´l la suma ponderada de las fases de las
relaciones a las que esta´ conectado.
4.6.2. Necesidad de condiciones iniciales
La integracio´n de valores diferenciales da lugar a una solucio´n flotante, o dicho de otro modo,
da lugar a una familia de soluciones diferenciadas por una constante. El sistema de ecuaciones
utilizado no tiene informacio´n para fijar dicha constante. Para obtener una solucio´n completa, se
han de utilizar unas condiciones iniciales, que no consistir´ıan en nada ma´s que el uso de uno o
varios p´ıxels que en teor´ıa eran inco´gnitas, como semillas. Esto significa que se debera´ conocer el
valor de la solucio´n en esos p´ıxels antes de realizar la integracio´n, asi que se tendra´n que conseguir
por otros medios.
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
1 2
1 3
1 4
2 4
2 5
4 3
4 5
3 6
4 6
6 7
4 7
7 5
8 9
10 8
11 8
9 11
11 10

Figura 4.11: Ejemplo de la matriz de relaciones utilizada

3 p −1 −2 −3 0 0 0
3 p 1 −4 −5 0 0 0
3 p 2 6 −8 0 0 0
6 p 3 4 −6 −7 −9 −11
3 p 5 7 12 0 0 0
3 p 8 9 −10 0 0 0
3 p 10 11 −12 0 0 0
3 p −13 14 15 0 0 0
2 p 13 −16 0 0 0 0
2 p −14 17 0 0 0 0
3 p −15 16 −17 0 0 0

Figura 4.12: Ejemplo de la matriz transpuesta de relaciones utilizada
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Los valores fijados no deben modificarse en el proceso iterativo, por lo que se eliminara´ la
presencia de los p´ıxels semilla en la matriz C en todas las relaciones en las que intervengan. Del
mismo modo, para que se tengan en cuenta a la hora de obtener los valores del resto de p´ıxels,
los valores diferenciales de las relaciones en las que tomen parte se actualizara´n en la matriz ∆Y ,
an˜adie´ndoles el valor de la semilla en aquellas en las que sean origen y resta´ndolo aquellas de las
que sean final.
Este me´todo para fijar la solucio´n flotante tiene sentido cuando se produce la integracio´n de
la velocidad lineal y el error de DEM, ya que es posible conocer la velocidad de deformacio´n de
un punto de la escena, de la misma forma que es posible saber la altura del relieve de un punto
y contrastarla con la del DEM utilizado. En cambio, es algo que no tiene sentido con la posicio´n
azimut, ya que la constante que define la solucio´n completa depende de do´nde caiga el muestreo
sobre la escena y del offset introducido en las ima´genes en el corregistrado. A continuacio´n y como
parte del objetivo de este proyecto, se propondra´ una implementacio´n del algoritmo de integracio´n
explicado adaptado a la posicio´n azimut.
4.6.3. Integracio´n de la posicio´n azimut
La posicio´n azimut del blanco a nivel de subp´ıxel, como se ha explicado anteriormente, se define
como la distancia en el eje azimut entre el pico de la respuesta al blanco y la posicio´n de la muestra
tomada sobre e´l. Esto, por naturaleza, esta´ incorrelado con cualquier magnitud medible sobre las
adquisiciones. Por un lado, el ma´ximo de la respuesta a un blanco puntual corresponde con su
posicio´n en la escena, en la direccio´n azimut trasladada a plano ground-range. La distribucio´n
de los blancos sobre la escena corresponde a razones urban´ısticas, agr´ıcolas o cualesquiera que
correspondan con el tipo de escena, mientras que la posicio´n de la muestra sobre la respuesta del
blanco depende de la frecuencia de muestreo. As´ı pues es dif´ıcil de observar correlacio´n alguna
entre las diferentes posiciones azimut, con lo que modelaremos su distribucio´n con una de tipo
uniforme, con anchura del taman˜o del p´ıxel y de media nula. Aprovechando esto, consideraremos
como criterio para la integracio´n que el promedio de las posiciones azimut de todos los p´ıxels sea
nulo. Con esto, solucionaremos la ambigu¨edad de la solucio´n flotante sin necesidad de semillas.
El algoritmo de integracio´n para posicio´n azimut partira´, como en el caso de la velocidad lineal
o el error de DEM, del sistema de ecuaciones planteado en 4.23. La diferencia radica en el uso
de un punto fijado al inicio, que en lugar de ser una semilla de valor conocida, sera´ un punto
arbitrario fijado a 0. Se hara´ asi con el objetivo de aprovechar la implementacio´n del me´todo de
integracio´n utilizado con las otras dos inco´gnitas. El desarrollo de la integracio´n transcurrira´ de la
misma forma que se describio´ para las otras dos variables, y una vez detenido el proceso iterativo,
dando la solucio´n por buena, la liberaremos de la condicio´n impuesta con el p´ıxel arbitrario fijado
al principio, y aplicaremos la condicio´n de integracio´n establecida en este apartado: promedio nulo
en las posiciones azimut de toda la escena. Esto se llevara´ a cabo corrigiendo la posicio´n azimut
de todos los p´ıxels con la media de posiciones azimut del total de p´ıxels.
En el caso de que no todos los p´ıxels pertenezcan al mismo clu´ster, se debera´ hacer la correccio´n
en cada uno de ellos, ya que son soluciones flotantes independientes cada una del resto.
4.6.4. Procesado multicapa
Con el objetivo de mejorar la solucio´n del sistema de estimacio´n lineal explicado hasta ahora,
existe la posibilidad de optar en el CPT por hallar una solucio´n lineal, en primer lugar, para los
p´ıxels de mayor calidad de fase y ir an˜adiendo paulatinamente p´ıxels de menor calidad al procesado.
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El objetivo de esta estrategia es que los p´ıxels de mayor calidad no se vean afectados en el procesado
por la presencia de otros de menor calidad a la hora de estimar su solucio´n lineal, pero que los
de menor calidad si se vean influenciados por los de mayor calidad. A esto lo llamamos procesado
multicapa.
Figura 4.13: Modelo de integracio´n por capas de p´ıxels con diferentes rangos de coherencia, entre
umbrales marcados.
Para ello, el conjunto de p´ıxels seleccionados se dividira´ en varios grupos, segu´n su calidad de
fase tomando varios umbrales de calidad marcados. La primera iteracio´n se hara´ so´lo con el grupo
de p´ıxels de mayor calidad. Cuando se haya alcanzado una solucio´n de los para´metros lineales para
ese primer grupo, se fijara´ para impedir su modificacio´n en las siguientes iteraciones. La siguiente
capa contara´ con los p´ıxels ya procesados y se le incorporara´ el siguiente grupo en el orden de
mayor a menor calidad, se repetira´ el proceso y cuando se alcance la fase de integracio´n, los p´ıxels
ya fijados se considerara´n de la misma forma que las semillas, utilizando sus te´rminos absolutos
estimados en la iteracio´n anterior como referencia para los que ahora se van a estimar. Nuevamente,
todos los p´ıxels integrados en este turno se considerara´n fijados. Se seguira´ este proceso con las
sucesivas capas hasta integrarlos todos.
Gracias al procesado multicapa se podra´, aparte de conseguir mejores resultados lineales, incluso
bajar el umbral de calidad en la seleccio´n, por tal de tener mayor densidad de puntos, con la certeza
de que los de mayor calidad no se vera´n afectados por los recie´n incorporados.
4.6.5. Test de desenrollado
Una vez se han hallado soluciones de velocidad lineal, error de DEM y posicio´n azimut del
blanco, conviene evaluar la validez de los resultados. Para ello, se reconstruira´n los valores diferen-
ciales de las relaciones para las tres magnitudes a partir de los valores absolutos hallados. Estos
nuevos valores diferenciales se comparara´n con los obtenidos en la minimizacio´n y en caso de no
superar cierto umbral de similitud se considerara´ que el proceso de integracio´n no se ha hecho
correctamente y se descartara´ la relacio´n. Las razones para que esto pase son principalmente dos:
que el modelo de fase utilizado en la minimizacio´n no era satisfactorio para la relacio´n en cuestio´n,
o bien que la integracio´n de alguno o ambos p´ıxels que la forman no se ha hecho correctamente,
en gran medida por escasez de caminos de desenrollado en la zona o que los que hubiera fueran
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Figura 4.14: Ejemplo de procesado multicapa, en el que los p´ıxels con solucio´n encontrada perma-
necen fijados en las capas siguientes.
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de baja calidad. Esto es comu´n en el caso de los clu´sters poco poblados, que se dan a menudo en
zonas de baja coherencia y donde consecuentemente aparecen pocas relaciones que integrar, lo que
conlleva a que el algoritmo de integracio´n no converja correctamente.
Aquellos p´ıxels que se queden aislados del resto en el proceso de descarte de relaciones, se
eliminara´n de la seleccio´n. Al final del test, en el caso de haber eliminado alguna relacio´n, se
volvera´ a realizar todo el procesado de estimacio´n lineal, con un set de p´ıxels seleccionados menos
numeroso pero de calidad ma´s contrastada.
4.6.6. Conclusiones
En este cap´ıtulo hemos explicado el proceso necesario para obtener las componentes lineales
de la fase interferome´trica. Las componentes lineales son la velocidad lineal, el error de DEM y la
posicio´n azimut, aunque esta u´ltima so´lo se tendra´ en cuenta cuando los p´ıxels se hayan seleccionado
por razones de estabilidad de amplitud y u´nicamente cuando por diferencias de Doppler grandes
se considere que la componente es relevante. El proceso a seguir comenzara´ vinculando pares
p´ıxels cercanos para procesar las variaciones de fase entre ellos en lugar de la propia de cada
uno, evitando as´ı la necesidad de un desenrollado de fase previo y minimizando el impacto de los
artefactos atmosfe´ricos en esta parte del procesado. Se limitara´ la distancia entre p´ıxels unidos para
conseguir que los artefactos atmosfe´ricos no afecten la eficacia del proceso. Se tomara´ un modelo
de fase con las tres componentes a estimar que se utilizara´ para encontrar las soluciones entre cada
par de p´ıxels relacionado, buscando que la diferencia entre la informacio´n de fase y el modelo lineal
sea mı´nima. Sobre esto, se ha estudiado la validez de la funcio´n de ajuste de modelo utilizada como
medida de la calidad de la solucio´n en cada enlace. Con las componentes diferenciales estimadas,
se procedera´ a desenrollarlos para obtener valores a nivel de p´ıxel a partir de los diferenciales.
Esto se hara´ aprovechando la redundancia de caminos para llegar a los p´ıxels conseguida en la
triangulacio´n. Se ha propuesto una adaptacio´n del algoritmo que lleva acabo esto para velocidad
lineal y error de DEM a las particularidades de la posicio´n azimut.
La calidad de la solucio´n de la estimacio´n lineal, como es de esperar, dependera´ de la esta-
bilidad de fase de los p´ıxels utilizados y las pocas variaciones que haya sufrido la escena en sus
caracter´ısticas de reflectividad, que en caso de no darse provocar´ıa el descarte de muchos p´ıxels,
por baja coherencia de ajuste al modelo lineal o por no superar el test de desenrollado, y que
afectara´ a la validez de los resultados obtenidos.
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Figura 4.15: Diagrama de flujo del algoritmo de estimacio´n lineal propuesto.
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Cap´ıtulo 5
Estimacio´n de la deformacio´n no
lineal
Tras extraer de la fase las componentes de velocidad lineal de deformacio´n y error de elevacio´n
(y de posicio´n azimut, en el caso de un procesado a alta resolucio´n), queda por identificar en
la parte restante la componente de deformacio´n no lineal, de forma que se obtenga informacio´n
completa sobre las subsidencias que pudieran existir en el terreno en estudio [20].
En este cap´ıtulo explicaremos la forma de estimar la deformacio´n no lineal utilizada en el CPT,
basada principalmente en la informacio´n de la que disponemos sobre las caracter´ısticas espectrales
en espacio y tiempo de la deformacio´n no lineal y los artefactos atmosfe´ricos. Estos dos elementos
son los que tienen presencia destacable en el residuo de fase de la estimacio´n lineal.
5.1. El residuo de fase
En el cap´ıtulo anterior utilizamos un modelo de fase lineal que segu´ıa la siguiente expresio´n:
φˆi(x, y) = Ci · v(x, y) +Di · ε(x, y) +Ki · ξ(x, y) (5.1)
donde Ci, Di y Ki son constantes propias del interferograma i que multiplican la velocidad
lineal (v(x, y)), el error de DEM (ε(x, y)) y la posicio´n azimut (ξ(x, y)), respectivamente, para
conformar las componentes de fase de tendencia lineal.
El residuo de fase del que extraeremos la componente no lineal del movimiento sera´ la parte de
la fase que quede despue´s de deducir las componentes lineales del modelo recie´n citado:
φires = φ
i(x, y)− φˆi(x, y) = φiatmos + φideform. no lineal + φiruido (5.2)
en la que:
φiatmos es la componente de fase debida a los artefa´ctos atmosfe´ricos.
φideform. no lineal es la parte de la deformacio´n que no sigue una tendencia lineal.
φiruido contiene otros factores ajenos a la deformacio´n: ruido te´rmico, decorrelacio´n entre ima´genes,
errores orbitales, etc.
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5.2. Caracterizacio´n de los artefactos atmosfe´ricos y la de-
formacio´n no lineal
La componente de fase debida a los artefactos atmosfe´ricos aparece en los interferogramas a
causa de la presencia de la atmo´sfera y los gases que la forman, en especial el vapor de agua en
la troposfera [4], en el trayecto de los pulsos en la adquisicio´n. Las caracter´ısticas de la atmo´sfera
son, en general, muy similares entre dos puntos muy pro´ximos en la superficie terrestre, hasta el
punto de poder afirmar que en secciones de un kilo´metro de dia´metro la atmo´sfera es pra´ctica-
mente homoge´nea. Esto supone, en cuanto al espectro de la componente atmosfe´rica en te´rminos
espaciales, un comportamiento paso bajo; ya que un desplazamiento por debajo del kilo´metro en
la escena pra´cticamente no supone cambio en la componente [14].
Por otro lado, la componente atmosfe´rica se considera muy cambiante en el tiempo, o lo que
es lo mismo, la configuracio´n de la atmo´sfera esta´ muy poco correlada de un instante a otro por
breve que sea el intervalo entre ellos. Es por eso que se considera que su espectro en tiempo es
blanco [20].
Figura 5.1: Comportamiento espectral de los artefactos atmosfe´ricos.
La componente de deformacio´n no lineal es la parte de los movimientos del terreno que no se
ajustan a un modelo lineal de velocidad constante. Tambie´n se puede ver como la diferencia entre
el movimiento de deformacio´n completo y el modelo lineal que mejor se le ajusta. Son, en general,
partes muy pequen˜as respecto al todo, ya que el modelo lineal es una aproximacio´n muy adecuada
de los movimientos de deformacio´n que habitualmente aparecen.
En cuanto a las caracter´ısticas espectrales, la componente de deformacio´n no lineal sigue un
comportamiento totalmente opuesto a los artefactos atmosfe´ricos. Las subsidencias que se detectan
con la interferometr´ıa diferencial corresponden a movimientos lentos, del orden de los mil´ımetros
al an˜o y con pequen˜as variaciones en su tendencia. Esto, en el dominio transformado, corresponde
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Figura 5.2: Definicio´n gra´fica de deformacio´n no lineal.
con una distribucio´n a bajas frecuencias, desde el punto de vista temporal. En cambio, se puede
afirmar que el movimiento de deformacio´n guarda poca relacio´n de un punto de la escena respecto
a otro, al menos mucha menos que para un mismo punto en dos instantes de tiempo diferentes.
Por lo tanto, el espectro en te´rminos espaciales se considera blanco.
Estas particularidades sobre el espectro de ambos componentes frecuenciales son las que utili-
zaremos para distinguir a ambas dentro del residuo de fase del bloque de procesado anterior. La
figura 5.3 ilustra lo descrito. Como se puede observar en ella, no es posible separarlas al completo,
ya que existe solapa espectral entre ambas.
La componente de fase de la deformacio´n no lineal se separara´ de la provocada por artefactos
atmosfe´ricos mediante filtrados en los dominios que las diferencian.
5.3. Procesado a baja resolucio´n espacial
Se aplicara´ en primer lugar un filtrado paso bajo en te´rminos espaciales para aislar del residuo
de fase la componente relativa a los artefactos atmosfe´ricos. La forma de hacerlo consiste en un
promediado por ventana deslizante que aplicaremos en los p´ıxels seleccionados. El taman˜o ade-
cuado sera´ aquel que conserve ı´ntegramente la componente atmosfe´rica, por lo que la ventana no
debera´ superar las dimensiones que correspondan con 1x1 Km. En el caso de las SLC’s provenien-
tes de los sate´lites ERS-1/2 y ENVISAT, cuyas celdas de resolucio´n miden 20x4 m, el taman˜o
adecuado sera´ de hasta un ma´ximo de 250 muestras y 50 l´ıneas.
El resultado del filtrado mencionado dara´ lugar a una nueva fase que u´nicamente conservara´ la
componente atmosfe´rica y la parte de la de deformacio´n no lineal de frecuencias ma´s bajas:
φiSLR = φ
i
atmos + φ
i
deform.nolinealSLR (5.3)
Denominamos a esa componente de movimiento no lineal componente a baja resolucio´n espacial
(Spatial Low Resolution o´ SLR).
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Figura 5.3: Representacio´n de las caracter´ısticas espectrales de la componente de fase por la
atmo´sfera y la de deformacio´n no lineal.
Para aislar la componente de deformacio´n no lineal a baja resolucio´n, deber´ıamos filtrar paso
bajo temporalmente, pero eso no sera´ tan sencillo como lo ha sido en espacio. La fase interferome´tri-
ca es relativa a la variacio´n entre dos instantes de tiempo, aquellos en los que fueron adquiridas
las ima´genes que forman el interferograma y ser´ıa necesario separarlas en la contribucio´n de cada
instante de tiempo.
5.3.1. Ordenacio´n cronolo´gica de los residuos fase
Se parte de la premisa de que la fase de cada residuo paso bajo esta´ formada de la siguiente
forma:
ψires SLR(Ti) = φres SLR(tS , i)− φres SLR(tM , i); ∀i = i..N (5.4)
Donde N es el nu´mero de interferogramas del set y en cada uno de ellos, la linea temporal
es el intervalo transcurrido entre los instantes de adquisicio´n de su imagen master y slave: Ti =
tS , i− tM , i.
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La conversio´n de los residuos de fase a fases relativas a las SLC’s se llevara´ a cabo resolviendo
el siguiente sistema de ecuaciones:
ψinterf 1res SLR(Tinterf 1)
ψinterf 2res SLR(Tinterf 2)
...
ψinterf Nres SLR (Tinterf N )

= A ·

φSLC 1res SLR(tSLC 1)
φSLC 2res SLR(tSLC 2)
...
φSLC M−1res SLR (tSLC M−1)

(5.5)
Donde M es el nu´mero de ima´genes utilizadas y A es la matriz que contiene las relaciones entre
ima´genes que forman los interferogramas. El rango de A ser´ıa M si todas las ima´genes estuvieran
conectadas por algu´n interferograma en una sucesio´n continua, pero eso no siempre es posible si
se utiliza un set de ima´genes elevado, teniendo en cuenta que algunos interferogramas de todos los
posibles son eliminados por las restricciones en linea de base, temporal o diferencias de Doppler. En
cualquier caso, no pueden estar conectadas completamente si se mezclan en el mismo set ima´genes
de ERS y de ENVISAT, que no pueden formar interferogramas cruzados. Es por eso que el rango
de la matriz A es menor a M y el sistema de ecuaciones 5.5 tiene infinitas soluciones.
Para encontrar la solucio´n ma´s adecuadas, utilizaremos el me´todo Singular Value Descomposi-
tion (SVD), que obtendra´ la matriz pseudo-inversa de A de norma mı´nima de la velocidad, definida
como:
vT =
[
v1 =
φ(t1 − t0)
t1 − t2 , · · · , vM−1 =
φ(tM−1 − tM−2)
tM−1 − tM−2
]
(5.6)
El me´todo SVD requiere que se cumplan dos condiciones: que las fases este´n calibradas respec-
to a un p´ıxel de referencia y que las fases este´n desenrolladas. La primera condicio´n se cumple si
utilizamos como referencia los p´ıxels de la primera imagen, en te´rminos cronolo´gicos, y las dema´s
toman como deformacio´n propia la relativa a e´sta. En cuanto a la segunda, hara´ falta un desenro-
llado de los residuos previo a aplicar el me´todo SVD [29]. Para hacerlo disponemos de dos opciones
en el CPT:
El desenrollado WLMS [3], que recurre a la interpolacio´n de los p´ıxels seleccionados. Requie-
re una densidad de p´ıxels alta. Es ma´s ra´pido que por CGM pero da peores resultados,
habitualmente.
El desenrollado CGM , que establece incrementos de fase entre p´ıxels seleccionados cercanos,
establece puntos de referencia de deformacio´n cero, y los integra de la misma forma que se
hace con la velocidad lineal, el error de DEM y la posicio´n azimut. Es un me´todo ma´s robusto
que el WLMS pero menos eficiente computacionalmente.
Finalmente, tras aplicar el me´todo SVD, tendremos valores del residuo de fase referidos a cada
imagen relativos a la primera de ellas:
φres SLR(ti, x, y) =
{
0 i = 1
(φatmos(ti, x, y)− φatmos(t1, x, y)) + φSLR no lineal(ti, x, y) 2 ≤ i ≤M
(5.7)
Y los residuos estara´n listos para aplicarles un filtrado temporal.
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5.3.2. Filtrado temporal
En versiones anteriores del CPT se aplicaba una ventana de Kaiser para filtrar temporalmen-
te la informacio´n del residuo de fase a baja resolucio´n. Este filtro presentaba dos importantes
inconvenientes:
Es de longitud fija, por lo que supone que todas las muestras esta´n equiespaciadas. No es el
caso de nuestros residuos de fase referidos a las SLC’s y ordenados temporalmente, ya que la
separacio´n temporal entre ima´genes no suele ser constante.
Por la misma razo´n, para una ventana de longitud N, no nos sirve para filtrar las N/2
primeras muestras ni las N/2, que no tienen N/2 muestras ma´s antes y despue´s para utilizar
en el promediado, respectivamente.
Es por eso que ahora se utiliza una ventana triangular de longitud variable, adaptable a la
situacio´n de cada muestra. La ventana, en cada uno de sus lados, se alarga hasta alcanzar el nu´mero
mı´nimo de muestras necesarias. En cuanto a la segunda limitacio´n de la ventana de Kaiser, este
filtro soluciona la falta de muestras por uno de los lados ponderando las muestras ma´s cercanas
con so´lo una mitad del filtro.
Figura 5.4: Ejemplo de la utilidad de la longitud adaptable del filtro triangular.
La longitud de la ventana triangular, en an˜os, es un para´metro dif´ıcil de escoger. Resulta de
un compromiso entre eliminar completamente la componente atmosfe´rica y perder parte de la
informacio´n de deformacio´n contenida en el residuo paso bajo espacial. Al haber solapa espectral,
inevitablemente no se conseguira´ separar del todo ambas componentes.
El filtrado temporal nos proporciona la contribucio´n de fase debida a la deformacio´n que que-
daba en el residuo de baja resolucio´n espacial, mejor o peor aislada:
φres SLR(ti, x, y) =
{
0 i = 1
φSLR no lineal(ti, x, y) 2 ≤ i ≤M (5.8)
Ahora, la reconstruccio´n del residuo de cada interferograma, libre de artefactos atmosfe´ricos,
consistira´ simplemente en restar los propios del par de ima´genes que lo formen.
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5.4. Procesado a alta resolucio´n
Para obtener el resto de la componente de deformacio´n no lineal, eliminaremos de la fase inter-
ferome´trica original todas las componentes que hayamos estimado hasta ahora, ya sea integrantes
de la informacio´n de deformacio´n (componente de deformacio´n lineal y de deformacio´n no lineal a
baja resolucio´n espacial) como otras halladas por el camino (de error de DEM, de posicio´n azimut
del blanco y de artefactos atmosfe´ricos). Para ello, construiremos un modelo interferome´trico a baja
resolucio´n espacial con todas ellas [22], que para el interferograma i sigue la siguiente expresio´n:
φimodelo(Ti, x, y) =
4pi
λ · vˆlineal + 4piλ BiRi·sinαi εˆDEM − K · ξˆ +
+ φidef no lineal SLR(Ti, x, y) + φ
i
atmos(Ti, x, y)
(5.9)
Donde vlineal, εDEM y ξ son la velocidad lineal de deformacio´n, el error de elevacio´n y la
posicio´n azimut estimadas para cada p´ıxel en el procesado lineal, respectivamente. Por su parte,
φiatmos(Ti, x, y) es la fase por artefactos atmosfe´ricos aislada en el apartado anterior y φ
i
def no lineal SLR
es la componente de deformacio´n no lineal a baja resolucio´n espacial en el interferograma i recons-
truida a partir de las mismas del par de ima´genes correspondiente:
φidef no lineal SLR(Ti, x, y) = φ
i
def no lineal SLR(tS , i, x, y)− φidef no lineal SLR(tM , i, x, y) (5.10)
El resultado de restar el modelo interferome´trico a baja resolucio´n a la fase interferome´trica
original da lugar a un nuevo residuo:
φiresSHR(Ti, x, y) = φ
i
def no lineal SHR(Ti, x, y) + φ
i
ruido(Ti, x, y) (5.11)
Que contiene la componente de deformacio´n no lineal restante, a alta resolucio´n, y ruido propio
del sistema de adquisicio´n, propios del interferogra´ma i-e´simo en el p´ıxel (x,y). La componente de
deformacio´n mencionada, como ya paso´ con la de baja resolucio´n espacial, esta´ referida a diferencias
entre adquisiciones en cada interferograma, y conviene separar la contribucio´n de cada SLC para
poder obtener resultados definitivos. Esto se hara´, nuevamente, con el me´todo SVD explicado en
el apartado 5.3.1, obteniendo datos de deformacio´n referidos a un instante temporal concreto:
φres SHR(ti, x, y) =
{
0 i = 1
φSHR no lineal(ti, x, y) 2 ≤ i ≤M (5.12)
5.5. Ca´lculo de la deformacio´n total y obtencio´n del mapa
de deformacio´n
Uniendo ambas componentes de deformacio´n no lineal, obtendremos la deformacio´n no lineal al
completo para cada uno de los instantes de tiempo en los que fueron adquiridas las SLC’s utilizadas.
φidef no lineal(ti, x, y) = φ
i
def no lineal SHR(ti, x, y) + φ
i
ruido(ti, x, y) (5.13)
Finalmente, tendremos la deformacio´n total an˜adiendo a la expresio´n anterior componente
correspondiente al movimiento lineal.
Este resultado contendra´ tambie´n parte de ruido, ya que se ha adquirido a partir del residuo
sin filtrar. Sera´ necesario aplicar un nuevo filtrado temporal para eliminar dicho factor aleatorio.
Con esto, la informacio´n sobre la deformacio´n ya estara´ lista.
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Figura 5.5: Diagrama de la obtencio´n de la evolucio´n total de la deformacio´n.
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Figura 5.6: Diagrama de la obtencio´n de la evolucio´n total de la deformacio´n.
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Cap´ıtulo 6
Resultados
Hemos descrito hasta ahora el me´todo de generacio´n de interferogramas diferenciales disponible
y la te´cnica para extraer de ellos la informacio´n de deformacio´n del terreno desarrollada en el
departamento. Se ha propuesto una mejora de la u´ltima para admitir una mayor cantidad de
interferogramas diferenciales.
Los interferogramas con diferencias de Doppler grandes hab´ıan sido descartados hasta ahora en
procesados que partiesen de una seleccio´n de p´ıxels por coherencia, debido a la decorrelacio´n de los
espectros en azimut existente entre el par de ima´genes utilizadas, que afecta a la comparabilidad
de la informacio´n de fase obtenida en la respuesta a los blancos distribuidos. Tambie´n cuando la
seleccio´n de p´ıxels se llevaba a cabo buscando estabilidad en amplitud, criterio en el que los blancos
detectados son resistentes a una decorrelacio´n espectral en cualquiera de los ejes, los resultados
obtenidos quedan afectados por la diferencias de Doppler grandes si no se tiene en cuenta la
presencia de una rampa de fase relacionada con la posicio´n azimut de los blancos dentro de la
celda de resolucio´n.
La solucio´n presentada en este proyecto consiste en una nueva te´cnica de calibracio´n de las
ima´genes, complementaria a la ya existente en el CPT y la revisio´n de las etapas de la estimacio´n
del movimiento de deformacio´n para que consideren la componente de fase relacionada con la
posicio´n azimut de los blancos. Todo esto permite contar con los interferogramas de diferencias de
Doppler grandes al llevar a cabo los ana´lisis de la deformacio´n de terreno.
A continuacio´n presentamos los resultados de la aplicacio´n de lo expuesto en un stack de
ima´genes de la zona de la ciudad de Murcia y alrededores.
6.1. Adquisicio´n de los interferogramas diferenciales
Para este estudio, se ha utilizado un conjunto de 64 ima´genes tomadas entre 2005 y 2010, 27
de ellas procedentes del sate´lite ENVISAT y 37 del sate´lite ERS-2, queda´ndonos con un recorte de
600 muestras y 2700 l´ıneas de todas ellas. El listado de las ima´genes utilizado, junto con el valor
de frecuencia Doppler de la adquisicio´n de cada una, se muestra en la tabla 6.1.
La imagen de referencia para el corregistrado (la imagen master) es la adquirida con fecha
02/08/2008 con el sate´lite ENVISAT, escogida arbitrariamente.
En la figura 6.2 se observa la regio´n estudiada, en una imagen de alta resolucio´n generada
mediante el mo´dulo promediado de los 64 recortes. Se ha escalado con relacio´n 1 x 0.2 para respetar
las proporciones reales.
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FECHA SENSOR FRECUENCIA FECHA SENSOR FRECUENCIA
DOPPLER DOPPLER
17/09/2005 ENVISAT 0.171490 19/04/2008 ENVISAT 0.169032
17/09/2005 ERS-2 -0.836320 24/05/2008 ENVISAT 0.163981
22/10/2005 ERS-2 1.18190 24/05/2008 ERS-2 0.55342
26/11/2005 ENVISAT 0.170613 28/06/2008 ENVISAT 0.159092
26/11/2005 ERS-2 -0.548686 28/06/2008 ERS-2 0.951821
31/12/2005 ENVISAT 0.170180 02/08/2008 ENVISAT 0.154413
31/12/2005 ERS-2 0.170180 02/08/2008 ERS-2 0.341541
04/02/2006 ERS-2 1.07446 06/09/2008 ENVISAT 0.174272
11/03/2006 ERS-2 1.06726 06/09/2008 ERS-2 0.0905418
15/04/2006 ENVISAT 0.161241 11/10/2008 ENVISAT 0.142663
20/05/2006 ERS-2 1.54050 15/11/2008 ENVISAT 0.174658
24/06/2006 ENVISAT 0.162236 20/12/2008 ENVISAT 0.164743
24/06/2006 ERS-2 0.508217 20/12/2008 ERS-2 0.557802
29/07/2006 ERS-2 0.427342 28/02/2009 ENVISAT 0.153218
02/09/2006 ERS-2 -0.258168 04/04/2009 ENVISAT 0.162013
07/10/2006 ENVISAT 0.165060 04/04/2009 ERS-2 2.43767
07/10/2006 ERS-2 -0.507530 09/05/2009 ENVISAT 0.155646
11/11/2006 ERS-2 -0.686474 09/05/2009 ERS-2 0.269619
16/12/2006 ERS-2 0.36957 13/06/2009 ENVISAT 0.152524
31/03/2007 ENVISAT 0.174913 13/06/2009 ERS-2 0.724806
31/03/2007 ERS-2 -0.284809 18/07/2009 ENVISAT 0.154120
05/05/2007 ERS-2 1.24940 27/08/2009 ERS-2 -0.322644
09/06/2007 ERS-2 0.83186 26/09/2009 ENVISAT 0.147304
14/07/2007 ERS-2 -0.742967 26/09/2009 ERS-2 0.000380704
18/08/2007 ERS-2 -0.148849 31/10/2009 ENVISAT 0.154578
27/10/2007 ERS-2 0.494798 31/10/2009 ERS-2 -0.721268
01/12/2007 ERS-2 0.299477 05/12/2009 ENVISAT 0.176219
05/01/2008 ENVISAT 0.172878 05/12/2009 ERS-2 -0.0905421
05/01/2008 ERS-2 0.396872 09/01/2010 ERS-2 0.54580
09/02/2008 ENVISAT 0.146409 13/02/2010 ENVISAT 0.149580
15/03/2008 ENVISAT 0.158749 13/02/2010 ERS-2 1.75681
15/03/2008 ERS-2 0.734611 20/03/2010 ERS-2 0.48076
Cuadro 6.1: Lista de ima´genes utilizadas.
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Figura 6.1: Mapa de Murcia.
(a) (b)
Figura 6.2: Imagen a alta resolucio´n de Murcia. (a) Con las proporciones originales (b) redimen-
sionada para mostrar las proporciones reales.
El criterio para seleccionar las parejas de ima´genes que se combinara´n consiste en un umbral
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de longitud de l´ınea de base y en otro de diferencia de frecuencia Doppler. Se realizara´ un inter-
ferograma con aquellos pares que no los sobrepasen. Se han generado y calculado la coherencia
de buena parte del total interferogramas posibles, al escoger bastante laxos dichos umbrales: 300
metros y la PRF. A partir de 0.3-0.4 veces la PRF, ya se considera considerablemente grande la
diferencia de Doppler. Existe la posibilidad de limitar a posteriori los que finalmente se utilicen en
el bloque de estimacio´n del movimiento. Se han elaborado tanto los interferogramas sin multilook,
para su uso en el procesado por amplitud, como una versio´n adicional con multilook de 3 muestras
por 15 l´ıneas, para realizar un procesado complementario por coherencia que sirva de referencia
para la evaluacio´n de los resultados por amplitud.
Se sustraera´ la topograf´ıa de la fase interferome´trica utilizando un DEM en coordenadas WGS84
procedente de la misio´n SRTM, que se extiende, una vez recortado, ligeramente ma´s alla´ de los
l´ımites del fragmento de las SLC’s utilizado. Se muestra la parte del DEM correspondiente con el
recorte en la figura 6.3.
Figura 6.3: DEM de la regio´n de Murcia.
En la figura se muestra uno de los interferogramas diferenciales obtenidos (a), junto con su
mapa de coherencia (b). Se ha empleado un multilook de 3 muestras y 15 l´ıneas para calcular la
coherencia. En la misma figura, (c) es la imagen a alta resolucio´n antes mostrada, de forma que se
observa su correspondencia con los recortes.
6.2. Estudio de la deformacio´n lineal mediante el me´todo
de amplitud
Se utilizara´ una seleccio´n de 159 de los 252 interferogramas diferenciales generados en la etapa
anterior (todos aquellos con linea de base inferior a 250 metros, linea temporal que no pase de 1000
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(a) (b)
(c)
Figura 6.4: Ejemplo de interferograma diferencial generado (a) y su mapa de coherencia (b), junto
a la imagen de alta resolucio´n (c).
d´ıas y diferencia de Doppler por debajo de 0.6 veces la PRF. En las tablas 6.2 y 6.3 aparece la
lista de los mismos y la diferencia de Dopplers de cada uno.
Con esta seleccio´n de interferogramas, no todas las ima´genes del set inicial acaba usa´ndose, por
no participar en ninguno de ellos. En total, son 59 las tienen presencia en este estudio.
6.2.1. Para´metros del procesado
Se realizara´ un procesado multicapa a partir de la lista de interferogramas expuesta, con el
objetivo de disponer de un nu´mero suficiente de PS’s sin renunciar a las propiedades de los de
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FECHA FECHA SENSOR DIFERENCIA FECHA FECHA SENSOR DIFERENCIA
MASTER SLAVE DOPPLER MASTER SLAVE DOPPLER
17/09/2005 26/11/2005 ENVISAT 0.000877440 29/07/2006 18/08/2007 ERS-2 0.576191
17/09/2005 31/12/2005 ENVISAT 0.00131078 02/09/2006 07/10/2006 ERS-2 0.249362
17/09/2005 15/04/2006 ENVISAT 0.0102496 02/09/2006 06/09/2008 ERS-2 0.348709
17/09/2005 15/03/2008 ENVISAT 0.0127413 02/09/2006 09/05/2009 ERS-2 0.527786
17/09/2005 24/05/2008 ENVISAT 0.00750962 07/10/2006 05/01/2008 ENVISAT 0.00781837
17/09/2005 02/09/2006 ERS-2 0.578152 07/10/2006 06/09/2008 ERS-2 0.598072
17/09/2005 07/10/2006 ERS-2 0.328790 31/03/2007 09/02/2008 ENVISAT 0.0285042
22/10/2005 05/05/2007 ERS-2 0.0674963 31/03/2007 19/04/2008 ENVISAT 0.00588121
22/10/2005 28/06/2008 ERS-2 0.230079 31/03/2007 06/09/2008 ENVISAT 0.000641108
26/11/2005 31/12/2005 ENVISAT 0.000433341 31/03/2007 15/11/2008 ENVISAT 0.000254765
26/11/2005 15/04/2006 ENVISAT 0.00937220 31/03/2007 28/02/2009 ENVISAT 0.0216946
26/11/2005 15/03/2008 ENVISAT 0.0118638 31/03/2007 04/04/2009 ENVISAT 0.0129003
26/11/2005 24/05/2008 ENVISAT 0.00663218 31/03/2007 13/06/2009 ENVISAT 0.0223888
26/11/2005 28/06/2008 ENVISAT 0.0115208 31/03/2007 26/09/2009 ENVISAT 0.0276089
26/11/2005 02/08/2008 ENVISAT 0.0161996 31/03/2007 05/12/2009 ENVISAT 0.00130574
26/11/2005 11/11/2006 ERS-2 0.137789 31/03/2007 18/08/2007 ERS-2 0.135960
31/12/2005 09/02/2008 ENVISAT 0.0237710 05/05/2007 28/06/2008 ERS-2 0.297575
31/12/2005 15/03/2008 ENVISAT 0.0114305 09/06/2007 24/05/2008 ERS-2 0.278441
31/12/2005 19/04/2008 ENVISAT 0.00114800 14/07/2007 18/08/2007 ERS-2 0.594118
31/12/2005 24/05/2008 ENVISAT 0.00619884 27/10/2007 05/01/2008 ERS-2 0.0979265
31/12/2005 28/06/2008 ENVISAT 0.0110875 27/10/2007 20/12/2008 ERS-2 0.0630039
31/12/2005 02/08/2008 ENVISAT 0.0157663 01/12/2007 05/01/2008 ERS-2 0.0973945
31/12/2005 06/09/2008 ENVISAT 0.00409210 01/12/2007 20/12/2008 ERS-2 0.258325
31/12/2005 24/06/2006 ERS-2 0.566245 05/01/2008 20/12/2008 ENVISAT 0.00813578
31/12/2005 16/12/2006 ERS-2 0.295103 05/01/2008 20/12/2008 ERS-2 0.160930
11/03/2006 20/05/2006 ERS-2 0.473236 09/02/2008 19/04/2008 ENVISAT 0.0226230
11/03/2006 24/05/2008 ERS-2 0.486158 09/02/2008 28/06/2008 ENVISAT 0.0126835
15/04/2006 05/01/2008 ENVISAT 0.0116377 09/02/2008 02/08/2008 ENVISAT 0.00800467
15/04/2006 15/03/2008 ENVISAT 0.00249161 09/02/2008 06/09/2008 ENVISAT 0.0278631
15/04/2006 24/05/2008 ENVISAT 0.00274003 09/02/2008 15/11/2008 ENVISAT 0.0282494
15/04/2006 11/10/2008 ENVISAT 0.0185775 09/02/2008 28/02/2009 ENVISAT 0.00680952
15/04/2006 20/12/2008 ENVISAT 0.00350192 09/02/2008 04/04/2009 ENVISAT 0.0156038
20/05/2006 09/06/2007 ERS-2 0.291363 09/02/2008 13/06/2009 ENVISAT 0.00611541
20/05/2006 24/05/2008 ERS-2 0.0129219 09/02/2008 18/07/2009 ENVISAT 0.00771178
24/06/2006 31/03/2007 ENVISAT 0.0126763 09/02/2008 05/12/2009 ENVISAT 0.0298099
24/06/2006 09/02/2008 ENVISAT 0.0158278 09/02/2008 13/02/2010 ENVISAT 0.00317088
24/06/2006 19/04/2008 ENVISAT 0.00679514 15/03/2008 24/05/2008 ENVISAT 0.00523163
24/06/2006 06/09/2008 ENVISAT 0.0120352 15/03/2008 28/06/2008 ENVISAT 0.000342995
24/06/2006 15/11/2008 ENVISAT 0.0124216 15/03/2008 02/08/2008 ENVISAT 0.00433582
24/06/2006 28/02/2009 ENVISAT 0.00901830 15/03/2008 11/10/2008 ENVISAT 0.0160859
Cuadro 6.2: Lista de interferogramas diferenciales utilizados para la estimacio´n del movimiento (1a
parte).
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FECHA FECHA SENSOR DIFERENCIA FECHA FECHA SENSOR DIFERENCIA
MASTER SLAVE DOPPLER MASTER SLAVE DOPPLER
15/03/2008 20/12/2008 ENVISAT 0.00599353 02/08/2008 05/12/2009 ENVISAT 0.0218052
15/03/2008 09/05/2009 ENVISAT 0.00310272 06/09/2008 15/11/2008 ENVISAT 0.000386342
15/03/2008 18/07/2009 ENVISAT 0.00462870 06/09/2008 28/02/2009 ENVISAT 0.0210535
15/03/2008 31/10/2009 ENVISAT 0.00417109 06/09/2008 13/06/2009 ENVISAT 0.0217476
19/04/2008 28/06/2008 ENVISAT 0.00993948 06/09/2008 18/07/2009 ENVISAT 0.0201513
19/04/2008 02/08/2008 ENVISAT 0.0146183 06/09/2008 05/12/2009 ENVISAT 0.00194685
19/04/2008 06/09/2008 ENVISAT 0.00524010 06/09/2008 13/02/2010 ENVISAT 0.0246922
19/04/2008 15/11/2008 ENVISAT 0.00562644 06/09/2008 09/05/2009 ERS-2 0.179077
19/04/2008 28/02/2009 ENVISAT 0.0158134 06/09/2008 26/09/2009 ERS-2 0.0901611
19/04/2008 13/06/2009 ENVISAT 0.0165076 06/09/2008 05/12/2009 ERS-2 0.181084
19/04/2008 18/07/2009 ENVISAT 0.0149112 11/10/2008 20/12/2008 ENVISAT 0.0220795
19/04/2008 05/12/2009 ENVISAT 0.00718695 11/10/2008 09/05/2009 ENVISAT 0.0129832
19/04/2008 13/02/2010 ENVISAT 0.0194521 11/10/2008 18/07/2009 ENVISAT 0.0114572
24/05/2008 28/06/2008 ENVISAT 0.00488864 11/10/2008 31/10/2009 ENVISAT 0.0119148
24/05/2008 02/08/2008 ENVISAT 0.00956745 15/11/2008 28/02/2009 ENVISAT 0.0214399
24/05/2008 11/10/2008 ENVISAT 0.0213176 15/11/2008 13/06/2009 ENVISAT 0.0221340
24/05/2008 15/11/2008 ENVISAT 0.0106773 15/11/2008 18/07/2009 ENVISAT 0.0205376
24/05/2008 20/12/2008 ENVISAT 0.000761896 15/11/2008 05/12/2009 ENVISAT 0.00156051
24/05/2008 09/05/2009 ENVISAT 0.00833435 20/12/2008 09/05/2009 ENVISAT 0.00909625
24/05/2008 18/07/2009 ENVISAT 0.00986034 20/12/2008 31/10/2009 ENVISAT 0.0101646
24/05/2008 31/10/2009 ENVISAT 0.00940272 28/02/2009 13/06/2009 ENVISAT 0.000694111
24/05/2008 05/12/2009 ENVISAT 0.0122378 28/02/2009 18/07/2009 ENVISAT 0.000902265
28/06/2008 02/08/2008 ENVISAT 0.00467882 28/02/2009 05/12/2009 ENVISAT 0.0230004
28/06/2008 06/09/2008 ENVISAT 0.0151796 28/02/2009 13/02/2010 ENVISAT 0.00363864
28/06/2008 11/10/2008 ENVISAT 0.0164289 04/04/2009 26/09/2009 ENVISAT 0.0147085
28/06/2008 15/11/2008 ENVISAT 0.0155659 04/04/2009 13/02/2010 ENVISAT 0.0124329
28/06/2008 28/02/2009 ENVISAT 0.00587396 09/05/2009 18/07/2009 ENVISAT 0.00152598
28/06/2008 09/05/2009 ENVISAT 0.00344571 09/05/2009 31/10/2009 ENVISAT 0.00106837
28/06/2008 13/06/2009 ENVISAT 0.00656807 09/05/2009 13/06/2009 ERS-2 0.455188
28/06/2008 18/07/2009 ENVISAT 0.00497170 09/05/2009 26/09/2009 ERS-2 0.269238
28/06/2008 31/10/2009 ENVISAT 0.00451408 13/06/2009 18/07/2009 ENVISAT 0.00159638
28/06/2008 05/12/2009 ENVISAT 0.0171264 13/06/2009 05/12/2009 ENVISAT 0.0236945
02/08/2008 06/09/2008 ENVISAT 0.0198584 13/06/2009 13/02/2010 ENVISAT 0.00294453
02/08/2008 11/10/2008 ENVISAT 0.0117501 18/07/2009 31/10/2009 ENVISAT 0.000457615
02/08/2008 15/11/2008 ENVISAT 0.0202447 18/07/2009 05/12/2009 ENVISAT 0.0220981
02/08/2008 28/02/2009 ENVISAT 0.00119515 27/08/2009 31/10/2009 ERS-2 0.398624
02/08/2008 09/05/2009 ENVISAT 0.00123310 26/09/2009 13/02/2010 ENVISAT 0.00227560
02/08/2008 13/06/2009 ENVISAT 0.00188926 05/12/2009 13/02/2010 ENVISAT 0.0266390
02/08/2008 18/07/2009 ENVISAT 0.000292882 09/01/2010 13/02/2010 ERS-2 0.211013
02/08/2008 31/10/2009 ENVISAT 0.000164732
Cuadro 6.3: Lista de interferogramas diferenciales utilizados para la estimacio´n del movimiento (2a
parte).
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mayor calidad. Los para´metros que definen el procesado son los siguientes:
Umbrales de dispersio´n de amplitud para la seleccio´n de p´ıxels estables:
• Umbral para la 1a capa: 0.4
• Umbral para la 2a capa: 0.5
Condicio´n de finalizacio´n del proceso de calibracio´n iterativo: Variacio´n relativa del nu´mero
de p´ıxels menor de 0.005.
Umbral de coherencia de modelo en la minimizacio´n de la funcio´n de ajuste: 0.2.
Ma´xima distancia entre p´ıxels para establecer una relacio´n entre ellos: 1000 metros
Se puede apreciar que los umbrales de dispersio´n de amplitud indicados son bastante permisivos
respecto a lo que se hab´ıa dicho en el cap´ıtulo 3. Se han escogido as´ı para disponer de un nu´mero de
puntos estables suficiente, despue´s de varias realizaciones con umbrales ma´s exigentes en las que el
nu´mero de puntos que los cumpl´ıan eran insuficientes para un procesado por amplitud satisfactorio.
6.2.2. Seleccio´n de puntos
Se han seleccionado por criterio de amplitud un total de 323135 puntos, de los cuales 10394
pertenecen a la primera capa (de mayor calidad) y 312741 a la segunda.
En el proceso de seleccio´n de los p´ıxels estables, las ima´genes han sido calibradas, aplicando en
primer lugar la te´cnica de calibracio´n radiome´trica y a continuacio´n, la de calibracio´n iterativa. Nos
centraremos ahora en la comparacio´n y evaluacio´n de los resultados de ambos me´todos, partiendo
del hecho de que la calibracio´n iterativa siempre se efectuara´ con una calibracio´n radiome´trica
previa. Debido a que en la calibracio´n iterativa so´lo se promedia la amplitud de los p´ıxels selec-
cionados previamente para calcular los coeficientes de normalizacio´n, se puede considerar que el
objetivo de la calibracio´n iterativa es mejorar la calidad y cantidad de puntos de la seleccio´n y por
lo tanto se lo que ocurra en e´sta en ambos me´todos de calibracio´n.
Evaluacio´n de los me´todos de calibracio´n
Despue´s de aplicar la calibracio´n radiome´trica se ha hecho una primera seleccio´n de p´ıxels, en
la que se ha obtenido un total de 377 p´ıxels estables para la capa ma´s restrictiva, en los cuales la
media de dispersio´n de amplitud es de 0.378617. Resulta destacable la escasez de puntos de alta
calidad efectuando so´lo este me´todo de calibracio´n.
Tras la calibracio´n iterativa, el nu´mero de p´ıxels seleccionados ha sido 10394 en la misma capa,
con una media de dispersio´n de amplitud de 0.374109. Se puede observar como ha aumentado
considerablemente el nu´mero de puntos, y ha mejorado ligeramente la dispersio´n media. Han sido
necesarias 5 iteraciones para alcanzar el umbral de similitud de histogramas.
Alternativamente, se ha probado un procedimiento alternativo, consistente en la seleccio´n previa
de los p´ıxels estables en el conjunto de ima´genes ERS y ENVISAT por separado, y partir de la
interseccio´n de estos para emprender la calibracio´n iterativa. Los resultados han sido muy parecidos
en cuanto a la cantidad de p´ıxels obtenidos y algo peores en cuanto a la media de dispersio´n
obtenida, as´ı que retomara´ el me´todo explicado hasta ahora.
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Resultara´ interesante estudiar el comportamiento del proceso de calibracio´n a medida de avan-
zan las iteraciones. Para ello hemos observado el nu´mero de p´ıxels seleccionado en cada iteracio´n,
junto con la media de la dispersio´n de amplitud. El resultado esta´ reflejado en la gra´ficas de la
figura 6.5. En ella se puede apreciar como en las primeras iteraciones la cantidad de p´ıxels aumenta
ra´pidamente y a medida que transcurren ma´s el nu´mero de p´ıxels se estabiliza. La dispersio´n de
amplitud, por su parte, mejora levemente y de forma pra´cticamente constante con el paso de las
iteraciones.
(a) (b)
Figura 6.5: Evolucio´n del resultado de la seleccio´n segu´n el nu´mero de iteraciones. (a) La dispersio´n
media de amplitud (b) el nu´mero de puntos seleccionados.
El crecimiento acelerado del nu´mero de p´ıxels en las primeras dos iteraciones se puede explicar
efectuando el proceso de calibracio´n iterativa con las ima´genes de cada sensor por separado. Para el
set de ima´genes de ENVISAT, el nu´mero de iteraciones necesario para alcanzar el umbral es de dos,
las mismas que emplea el set de ERS-2. En ambos casos, el nu´mero de p´ıxels no var´ıa pra´cticamente
a lo largo del proceso. La diferencia entre el nu´mero de iteraciones necesarias en el set de cada sensor
por separado y con ambos conjuntamente se debe a que la calibracio´n radiome´trica sigue un modelo
diferente para cada tipo de ima´genes y aunque tras e´sta, para un mismo sensor, las ima´genes puedan
seguir un patro´n de amplitudes similar, esto no ocurre de ima´genes de un sensor a ima´genes de
otro. As´ı que resulta comprensible que con pocas iteraciones el nu´mero de p´ıxels estables aumente
considerablemente, ya que ya se habra´ compatibilizado de algu´n modo el nivel de amplitudes entre
ima´genes de ERS-2 y de ENVISAT. Esto tambie´n pone de manifiesto la necesidad de utilizar la
calibracio´n iterativa cuando convenga utilizar ima´genes de diferente sensor: no bastara´ con una
calibracio´n radiome´trica de las ima´genes para evaluar sus puntos por criterios de amplitud. En
las u´ltimas iteraciones, el nu´mero de p´ıxels aumenta ma´s lentamente, estabiliza´ndose en la cifra
finalmente obtenida. En la segunda capa, incluso, el nu´mero de p´ıxels desciende ligeramente, lo cual
se puede entender como el descarte una serie de p´ıxels, que considera´ndose estables en un inicio,
queda demostrada su inestabilidad a medida que la distribucio´n de amplitud de las ima´genes se
alinea en mayor medida.
La calibracio´n radiome´trica se ha probado tanto utilizando so´lo los p´ıxels de la mejor capa,
como utilizando todos los p´ıxels seleccionados, para calcular los coeficientes de normalizacio´n. Se
ha observado que funciona bien u´nicamente en este u´ltimo caso. Este hecho indica que el proceso
de calibracio´n iterativa requiere una cantidad de puntos razonablemente elevada para su validez.
En conclusio´n, el me´todo de calibracio´n iterativa consigue mejorar la cantidad de puntos es-
tables en un procesado por amplitud, as´ı como su dispersio´n de amplitud. Resulta especialmente
beneficiosa en el caso de un set de ima´genes de diferentes sensores, para las cuales la calibracio´n
radiome´trica consigue equilibrar las distribuciones de amplitud entre las de mismo sensor pero no
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entre las de diferentes sensores, cosa que la calibracio´n radiome´trica si consigue. Para efectuarla
correctamente, hara´ falta contar con un conjunto elevado de p´ıxels estables.
Au´n as´ı, el nu´mero de p´ıxels encontrado en el conjunto total de las ima´genes es considerable-
mente inferior al que se obtiene si se sigue el mismo proceso con las ima´genes de cada sensor por
separado. En las ima´genes de ENVISAT, se ha conseguido un total 131600 p´ıxels de la primera
capa, mientras que en las ima´genes ERS se han conseguido 25299. En ambos casos, el proceso
iterativo ha conseguido aumentar poco el nu´mero de p´ıxels, partiendo de 121600 en el primer caso
y de 25209 en el segundo, confirmando asi que el gran crecimiento de puntos en el caso del set
conjunto se debe a las diferencias entre la distribucio´n de amplitud de las ima´genes de un sensor
y de otro.
6.2.3. Triangulacio´n
Los p´ıxels seleccionados esta´n divididos en dos capas, separados por los umbrales mencionados
anteriormente. Se procesara´n en primer lugar los de ma´s calidad, siguiendo todas las etapas de
procesado hasta hallar valores de deformacio´n lineal, error de DEM y posicio´n azimut para cada
uno de ellos. Estas etapas, como ya se dijo en el cap´ıtulo 4, son la triangulacio´n, la minimizacio´n
de la funcio´n de ajuste, la integracio´n de los incrementos y el test de desenrollado. Despue´s de la
minimizacio´n, se comprueba la coherencia de modelo para cada relacio´n, se eliminan aquellas en
las que no se alcance el umbral y en caso de que eso pase con alguna, se repite todo el proceso
desde la triangulacio´n. Con el test de desenrollado pasa algo parecido: si alguna relacio´n no lo
supera, se descarta y se repite la integracio´n. Despue´s de seguir todos estos pasos con la primera
capa y descartar aquellos p´ıxels que no pertenezcan a ninguna relacio´n tras la criba por coherencia
de modelo, primero, y tras el test de desenrollado, despue´s, se agregan los de la segunda capa.
En la figura 6.6 se muestra el resultado de la triangulacio´n en el procesado de la primera capa
(a) y cuando ya se han unido los de la segunda (b).
6.2.4. Minimizacio´n de la funcio´n de ajuste e integracio´n de los incre-
mentos
Una vez considerados los p´ıxels de las dos capas, se ha minimizado la funcio´n de ajuste de
modelo aplicada a la fase diferencial de las 29484 relaciones trazadas.
El proceso ha dado lugar a unos valores de incrementos de velocidad lineal, error de DEM y
posicio´n azimut, cuya calidad queda reflejada en la coherencia de modelo obtenida. El histograma
de los valores de coherencia se muestra en la figura 6.7.
Para darnos cuenta de los beneficios de haber tenido en cuenta la componente de fase relativa
a la posicio´n azimut, podemos observar en la figura 6.8 lo que ocurre en la minimizacio´n cuando
no se hace y el modelo de fase solo contempla la velocidad lineal y el error de DEM.
Se observa que para el caso en el que se considera la posicio´n azimut las coherencias son algo
ma´s altas que en caso de no considerarla, lo que esta´ relacionado con la validez de la informacio´n
estimada.
La integracio´n, por su parte, ha servido para obtener valores de velocidad lineal, error de
DEM y posicio´n azimut correspondientes con cada p´ıxel, a partir de los incrementos estimados
en la minimizacio´n. Los histogramas se muestran a continuacio´n para cada una de estas variables
(figura 6.9).
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(a) (b)
Figura 6.6: Resultado de la triangulacio´n para la primera capa (a) y para todos los p´ıxels (b). Las
relaciones se muestran en cuatro colores diferentes segu´n su nivel de calidad: negro, rojo, azul y
verde, en orden de mayor a menor calidad.
Conviene observar que la distribucio´n de posiciones azimut no corresponde del todo con una
distribucio´n uniforme, como se esperaba (figura 6.9c). Esto se puede deber a que las diferencias
de Doppler no son suficientemente grandes como para disponer de sensibilidad suficiente en el
proceso de minimizacio´n y conseguir estimar con mayor precisio´n la posicio´n azimut. Observando
los coeficientes que multiplican a la velocidad lineal, error de DEM y posicio´n azimut a estimar
en el modelo de fase utilizado en la minimizacio´n se puede entrever lo comentado: el rango de
valores tomados por los respectivos a la velocidad lineal y al error de DEM es mucho mayor que
lo que respecta a la posicio´n azimut, sobre todo en el caso del error de DEM. Esto hace pensar
que la presencia en la fase de la informacio´n de la posicio´n azimut es mucho menor al de los otros
te´rminos y esto afecta a la sensibilidad en la estimacio´n.
6.2.5. Resultados de deformacio´n lineal
La velocidad lineal de deformacio´n se muestra sobre un mapa de la zona en la figura 6.10.
Se ha generado, de forma complementaria, un procesado por coherencia para el mismo periodo,
so´lo con las ima´genes del sate´lite ENVISAT, y por lo tanto libres de diferencias de Doppler grandes.
Para esto se han utilizado los interferogramas con multilook de 3 muestras por 15 l´ıneas generados
en la primera fase. Esta te´cnica de procesado se considera fiable, por lo que nos servira´ para juzgar
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Figura 6.7: Histograma de la coherencia de modelo del proceso de minimizacio´n.
Figura 6.8: Histograma de la coherencia de modelo de un proceso de minimizacio´n en el que no se
ha tenido en cuenta la componente de posicio´n azimut .
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los resultados por amplitud obtenidos. El resultado de la deformacio´n lineal se muestra en la figura
6.11.
Se aprecian resultados similares en ambos procesados, con lo que se puede afirmar que el me´todo
de procesado por amplitud desarrollado en este proyecto, que tiene en cuenta la contribucio´n a la
fase de la posicio´n azimut de los blancos, funciona correctamente.
En las figuras 6.12 se muestra un detalle de un conjunto de edificios junto a la plaza de toros,
de los resultados por amplitud (a) y por coherencia (b). Se puede apreciar como la pe´rdida de
resolucio´n del me´todo de amplitud afecta a la observacio´n de la deformacio´n lineal: se ve un solo
punto, promedio de los artefa´ctos atmosfe´ricos del look, mientras en amplitud se tiene informacio´n
de cada dispersor individual considerado estable que pertenezca a esa celda de baja resolucio´n,
consiguiendo informacio´n ma´s precisa de la deformacio´n de la zona.
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(a)
(b)
(c)
Figura 6.9: Histogramas de los valores obtenidos en la integracio´n para la velocidad lineal (a), error
de DEM (b) y posicio´n azimut (c).
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Figura 6.10: Mapa de deformacio´n lineal obtenido.
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Figura 6.11: Mapa de deformacio´n lineal del procesado por coherencia.
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(a)
(b)
Figura 6.12: Detalle de la deformacio´n obtenida en la zona cercana a la plaza de toros, por amplitud
(a) y por coherencia (b).
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Cap´ıtulo 7
Conclusiones
La interferometr´ıa diferencial avanzada utiliza ima´genes de reflectividad enfocadas (SLC) de la
superficie de la Tierra, adquiridas mediante radares de apertura sinte´tica, para estimar la defor-
macio´n del terreno sufrida en la zona de estudio en un periodo determinado. Combinando estas
ima´genes de dos en dos, se conseguira´n otras cuya fase resultante contenga informacio´n, ba´sicamen-
te, de la topograf´ıa de la escena y de la deformacio´n sucedida entre la fecha de adquisicio´n de cada
imagen. La imagen resultante de cada combinacio´n se conoce como interferograma. Disponiendo
de informacio´n topogra´fica del lugar, ya sea obtenida por otros medios o a partir de un interfe-
rograma de separacio´n temporal corta, podra´ eliminarse de los interferogramas la componente de
fase correspondiente al relieve y aislar en gran medida la informacio´n de subsidencia, dando lugar
a los llamados interferogramas diferenciales.
A la hora de extraer la informacio´n de deformacio´n, se debera´ tener en cuenta que no todos
los puntos de las ima´genes contienen informacio´n de fase fiable. Sera´ necesario distinguir aquello
que si lo hacen de aquellos que no. Principalmente, se utilizan dos te´cnicas: una que examina la
estabilidad de la fase, llamado me´todo de seleccio´n por coherencia y otra que aprecia la estabilidad
de la amplitud. Las diferencias radican, principalmente, en la pe´rdida de resolucio´n de las ima´genes
en el primer me´todo, que requiere un promediado de sus p´ıxels, frente a la necesidad de un mayor
nu´mero de ima´genes en el segundo. Por otro lado, en ambos me´todos los p´ıxels considerados estables
se corresponden con mecanismos de alto comportamiento reflexivo dispuestos en la escena, pero
mientras que en el primero son blancos distribuidos los que destacan debido al promediado, en el
segundo lo hacen los blancos puntuales.
Se dispone de un gran nu´mero de SLC’s procedentes del sate´lite ERS-2 que, debido a fallos
en el sistema de orientacio´n del haz de iluminacio´n, presentan diferencias de frecuencias Doppler
grandes entre ellas. En condiciones normales, los sate´lites consiguen mantener en unas cotas muy
bajas estas diferencias mediante el llamado movimiento yaw-steering. Pero a raiz de un fallo en el
funcionamiento de los giro´scopos en 2001, las ima´genes generadas por su sistema SAR alcanzan
diferencias de Doppler del orden de la PRF. Este feno´meno invalida en gran medida los plantea-
mientos habituales en el procesado de los interferogramas diferenciales para la estimacio´n de la
deformacio´n. Por un lado, la te´cnica de procesado por coherencia no se podra´ aplicar en ima´genes
de este tipo, al presentar un espectro en azimut pra´cticamente incorrelado en los blancos distribui-
dos detectados. Por otro, un procesado por amplitud que solo tenga en cuenta la presencia en la
fase de una componente relativa al movimiento lineal y otra relativa al error del mapa topogra´fico
utilizado se encontrara´ con resultados incorrectos. Esto se debe a que existe una componente de fase
ma´s, proporcional a la posicio´n azimut de los blancos en el eje azimut y que se hace especialmente
significativa cuando la diferencia de Dopplers entre las ima´genes es grande.
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En este proyecto se propone una solucio´n a los problemas que aparecen en los procesados
interferome´tricos debido a las diferencias de Doppler grandes, que consiste, a grandes rasgos, en
la incorporacio´n al modelo de deformacio´n lineal que se utiliza en los procesados por amplitud
de una componente dependiente de la posicio´n azimut. Para ello hemos estudiado los me´todos de
calibracio´n de las ima´genes, proceso necesario para la seleccio´n de p´ıxels por amplitud, ya que se
necesita que las ima´genes tengan amplitudes del mismo rango. En este punto se ha implementado
un me´todo de calibracio´n consistente en el ajuste iterativo de los histogramas de amplitud de
las ima´genes. Tambie´n se ha hecho necesario revisar el proceso de estimacio´n de las componentes
lineales, en especial el proceso de minimizacio´n de la funcio´n de ajuste del modelo lineal a los
valores de fase y la integracio´n de los incrementos obtenidos en la etapa anterior. En la primera se
ha comprobado la validez la funcio´n de ajuste al modelo utilizada hasta ahora, como estimadora
de la calidad del proceso de minimizacio´n. En la segunda, se ha adaptado la te´cnica de integracio´n
aplicada hasta ahora para desenrollar los incrementos de velocidad lineal y error de DEM a las
particularidades de la posicio´n azimut.
El resultado del uso de la te´cnica desarrollada es la estimacio´n fiable de la deformacio´n en los
territorios de los que se disponga de ima´genes con las diferencias de Doppler grandes, de forma
que se disponga de ma´s datos para este tipo de estudios, en concreto todos los capturados por el
sate´lite ERS-2 en la de´cada pasada y principios de e´sta.
Los resultados experimentales, generados para la zona de Murcia entre 2005 y 2010, han sido
evaluados al final de esta memoria, compara´ndolos con los obtenidos con un procesado por coheren-
cia en el mismo periodo para la misma zona, del que se ha demostrado la validez con anterioridad,
concluyendo que la te´cnica presentada resulta eficaz.
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