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Abstrakt
Tato diplomová práce se zabývá návrhem a tvorbou jednoduchého diktovacího systému.
Vysvětluje metody používané pro rozpoznávání řeči a popisuje existující systémy. Návrh
systému je zaměřen především na tvorbu grafického uživatelského rozhraní s velkým důra-
zem na ergonomii ovládání.
Abstract
This master’s thesis deals with design and developement of simple dictation system. It
explains methods used for speech recognition and describes existing systems. Design of the
system is focused primarily to create graphic user interface with large emphasis on user
friendliness.
Klíčová slova
řeč, rozpoznávání, diktování, adaptace na mluvčího, grafické uživatelské rozhraní, Qt, C++,
BSAPI
Keywords
speech, recognition, dictation, speaker adaptation, graphical user interface, Qt, C++, BSAPI
Citace
Michal Hromádko: Jednoduchý diktovací systém, diplomová práce, Brno, FIT VUT v Brně,
2011
Jednoduchý diktovací systém
Prohlášení
Prohlašuji, že jsem tuto práci vypracoval samostatně pod vedením pana Ing. Igora Szökeho,
Ph.D. Uvedl jsem všechny literární prameny a publikace, ze kterých jsem čerpal.
. . . . . . . . . . . . . . . . . . . . . . .
Michal Hromádko
24. května 2011
Poděkování
Rád bych poděkoval Ing. Igoru Szökemu, Ph.D. za odborné vedení této práce a za podnětné
návrhy, které mi při tvorbě práce velmi pomohly.
c© Michal Hromádko, 2011.
Tato práce vznikla jako školní dílo na Vysokém učení technickém v Brně, Fakultě informa-
čních technologií. Práce je chráněna autorským zákonem a její užití bez udělení oprávnění
autorem je nezákonné, s výjimkou zákonem definovaných případů.
Obsah
1 Úvod 3
2 Metody rozpoznávání řeči 4
2.1 Základní rozdělení . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.1 Rozpoznávání izolovaných slov . . . . . . . . . . . . . . . . . . . . . 4
2.1.2 Rozpoznávání spojených slov . . . . . . . . . . . . . . . . . . . . . . 4
2.1.3 LVCSR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Skryté Markovovy modely . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2.1 Skrytý Markovův model . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2.2 Trénování HMM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.3 Rozpoznávání s pomocí HMM . . . . . . . . . . . . . . . . . . . . . . 6
3 Existující systémy pro rozpoznávání řeči 9
3.1 Microsoft Windows Speech Recognition . . . . . . . . . . . . . . . . . . . . 9
3.2 Dragon NaturallySpeaking 10 . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.3 CMU Sphinx a LumenVox . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.4 NEWTONDictate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.5 BSAPI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4 Návrh programu 13
4.1 Knihovna pro GUI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.1.1 wxWidgets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.1.2 Qt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.1.3 Windows Presentation Foundation . . . . . . . . . . . . . . . . . . . 13
4.1.4 Swing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.1.5 Konečný výběr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.2 Návrh programu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.2.1 Práce s rozpoznávačem . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.2.2 Práce s hypotézami . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.2.3 Práce se zaznamenaným zvukem . . . . . . . . . . . . . . . . . . . . 15
5 Implementace 16
5.1 Knihovna Qt . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
5.1.1 Signály a sloty . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
5.2 Knihovna BSAPI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
5.3 Objektový model aplikace . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5.3.1 Uživatelské rozhraní . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5.3.2 Zvuková data a výsledky rozpoznávače . . . . . . . . . . . . . . . . . 19
1
5.3.3 Rozpoznávač . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
5.4 Vzhled aplikace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.4.1 Hlavní okno aplikace . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.4.2 Výběr uživatele . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.4.3 Nový uživatel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.5 Vlákna . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5.6 Záznam zvuku . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.7 Rozpoznávání a adaptace na mluvčího . . . . . . . . . . . . . . . . . . . . . 24
5.7.1 Zpracování výsledků rozpoznávače . . . . . . . . . . . . . . . . . . . 24
5.7.2 Adaptace na mluvčího . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.8 Editace textu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
5.9 Formáty souborů . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
5.9.1 Uživatelské profily – přípona .xusr . . . . . . . . . . . . . . . . . . . 27
5.9.2 Zaznamenaná data – přípona .xsds . . . . . . . . . . . . . . . . . . 28
6 Uživatelské testování 30
6.1 Metodika . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
6.2 Výběr testerů . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
6.3 Výsledky testování . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
6.3.1 Tvorba uživatelského profilu . . . . . . . . . . . . . . . . . . . . . . 31
6.3.2 Diktování . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
6.3.3 Úprava a uložení textu . . . . . . . . . . . . . . . . . . . . . . . . . . 32
6.3.4 Celkový dojem z aplikace . . . . . . . . . . . . . . . . . . . . . . . . 32
7 Navrhovaná rozšíření 33
8 Závěr 35
Literatura 36
A Obsah CD 38
B Kompilace zdrojových kódů 39
B.1 Požadavky . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
B.2 Kompilace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2
Kapitola 1
Úvod
Rozpoznávání řeči je odedávna snem mnoha spisovatelů science fiction. Mě samotného tato
myšlenka fascinovala od doby, kdy jsem poprvé viděl seriál Star Trek. Účinkující v něm
komunikovali s palubním počítačem vesmírné lodi Enterprise pomocí hlasových příkazů
a počítač jim dokonale rozuměl. V době, kdy seriál vznikal, byly technologie používané
dnes pro rozpoznávání řeči v plenkách. Postupem času se počítače zrychlovaly a znalosti
lidí o zpracování řečových signálů se prohlubovaly. V dnešní době je již opravdu možné
ovládat počítač pomocí řečových příkazů a plynule diktovat text, který je v reálném čase
rozpoznáván.
Cílem této diplomové práce je vytvořit jednoduchý diktovací systém. Knihovnu BSAPI
pro rozpoznávání řeči dodala výzkumná skupina Speech@FIT. Mým úkolem je vytvořit gra-
fické uživatelské rozhraní pro diktování textu do počítače využívající tuto knihovnu. Velký
důraz bude kladen na ergonomii ovládání programu. Výsledek bude testován reálnými uživa-
teli a na základě jejich zkušeností bude program upraven pro dosažení co nejpohodlnějšího a
nejefektivnějšího ovládání. Oproti původnímu zadání bude práce rozšířena ještě o adaptaci
rozpoznávače na mluvčího.
První část práce, kapitola číslo 2, se zabývá teoretickým popisem metod pro rozpozná-
vání řeči. Jde o velmi zevrubné vysvětlení, které naprosto postačuje pro pochopení termínů
používaných v dalších kapitolách.
Ve 3. kapitole jsem se zaměřil na existující diktovací systémy. Zajímal jsem se především
o jejich ovládání, ale nevynechal jsem ani další aspekty, jako jsou přesnost rozpoznávání a
podporované jazyky. Mezi programy je uvedeno i několik knihoven pro rozpoznávání řeči,
které jsem sice podrobně netestoval, ale narazil jsem na ně během výzkumu. Pro úplnost
jsem zařadil i dodanou knihovnu BSAPI.
Následuje kapitola číslo 4, která je zaměřena na samostatný návrh diktovacího systému.
Na začátku této kapitoly se zabývám volbou vhodné knihovny pro tvorbu grafického uži-
vatelského rozhraní. Dále následuje zevrubný popis požadované funkčnosti programu. Na
konec této kapitoly jsem zařadil návrh architektury celého programu.
V kapitole číslo 5 popisuji implementaci celého programu. Důraz je kladen především
na popis uživatelského rozhraní a jednotlivých tříd objektů, mezivláknovou komunikaci,
zpracování a rozpoznávání zvukového signálu a formáty souborů pro ukládání uživatelských
profilů, zaznamenaného zvuku a výsledků rozpoznávače.
Uživatelské testování je popsáno v kapitole číslo 6. Kapitola nastiňuje metodiku testo-
vání, výběr skupiny testerů a zjištěné skutečnosti. Návrhy na úpravy a rozšíření testované
aplikace jsou diskutované v kapitole číslo 7.
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Kapitola 2
Metody rozpoznávání řeči
V této kapitole jsem čerpal převážně ze studijní opory k předmětu Zpracování řečových
signálů [27].
2.1 Základní rozdělení
Metody pro rozpoznávání řeči se dělí do několika skupin podle požadovaného účelu. Účelem
je v tomto případě myšleno například ovládání určitého zařízení pomocí hlasových příkazů.
Dalším příkladem může být kompletní automatizovaný zápis ze soudních jednání.
2.1.1 Rozpoznávání izolovaných slov
Nejjednodušším případem je rozpoznávání izolovaných slov. Tato metoda se používá přede-
vším pro hlasové ovládání různých zařízení. Příkladem může být hlasové vytáčení u mobil-
ních telefonů, nebo kompletní ovládání počítače. V poslední době se nachází tato metoda
využití také při zajištění bezpečnosti, v call centrech a při vyhledávání v audionahrávkách
řeči [17].
Základem takovéhoto rozpoznávače je systém pro aktivaci rozpoznávání. Může se jed-
nat o aktivaci hlasem, například pomocí výpočtu střední krátkodobé energie signálu, nebo
stisknutí určitého tlačítka
”
push-to-talk“. Rozpoznávač může pracovat například tak, že
má ve slovníku uloženy parametry jednotlivých detekovaných slov (akustické modely) a ty
porovnává s parametry vstupního řečového signálu.
2.1.2 Rozpoznávání spojených slov
Dalším případem je rozpoznávání spojených slov. Spojená slova jsou například číslovky
při zadávání telefonního čísla nebo čísla kreditní karty. Rozpoznávání v tomto případě
postupuje podobně jako u rozpoznávání izolovaných slov. Pro rozpoznání celé sekvence se
potom používá rozpoznávací síť, která vhodným způsobem propojuje jednotlivé akustické
modely.
2.1.3 LVCSR
Nejflexibilnějším a také nejsložitějším případem je rozpoznávání plynulé řeči s velkým slov-
níkem (Large Vocabulary Continuous Speech Recognition – LVCSR). Používá se například
pro rozpoznávání diktovaného textu, což je cílem této práce. Metoda LVCSR nepracuje
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jako předchozí dvě metody s celými slovy, ale s menšími částmi – fonémy. Důvod pro tuto
změnu je jednoduchý. Mluvená čeština používá běžně několik set tisíc slov. Sesbírat tak
obrovské množství trénovacích dat a natrénovat s jejich pomocí slovník by bylo neuvěři-
telně drahé a složité. Akustické modely u této metody obsahují namísto parametrů celých
slov parametry kontextově závislých fonémů – trifónů. Rozpoznávání probíhá podobně jako
rozpoznávání spojených slov. Práce dekodéru je však v tomto případě mnohem složitější,
protože musí pracovat s akustickými modely, jazykovým modelem, popisujícím strukturu
jazyka, a výslovnostním slovníkem.
2.2 Skryté Markovovy modely
V předchozí části této kapitoly jsem obecně popsal metody rozpoznávání řeči rozdělené
podle účelu. Všechny tyto metody měly společné to, že nějakým způsobem porovnávaly
vstupní řečový signál s akustickými a popřípadě dalšími modely. Porovnávání v tomto pří-
padě však není tak jednoduché jako je například porovnávání textu, kde se hledá shoda.
Žádné slovo nikdy nevyslovíme dvakrát naprosto stejně. Může se lišit jak v prostoru para-
metrů tak v čase. Metoda pro porovnávání musí s touto skutečností počítat.
2.2.1 Skrytý Markovův model
Nejrozšířenější metoda pro akustické porovnávání využívá takzvané Skryté Markovovy mo-
dely (Hidden Markov model – HMM). Jsou to stochastické stavové automaty využívající
statistické postupy pro určení pravděpodobnosti příslušnosti sekvence vektorů parametrů
O do určité třídy. Zjednodušeně řečeno určují, s jakým likelihoodem (jak věrně) zkoumaný
řečový signál odpovídá určitému akustickému modelu.
Obrázek 2.1: Skrytý Markovův model. Převzato z [27].
Na obrázku 2.1 je znázorněn příklad skrytého Markovova modelu. Stavy 2 – 5 se nazývají
vysílací. Namísto vysílání jednotlivých vektorů však určují likelihoody bj(ot), se kterými
by je vyslaly. První a poslední stav slouží pouze pro spojování více modelů. Přechodové
pravděpodobnosti aij určují pravděpodobnost přechodu ze stavu i do stavu j.
Pro určení likelihoodu generování celé sekvence vektorů postupuje tak, že sestavíme
všechny možné stavové sekvence, které přiřadí vektory jednotlivým stavům. Tím vznikne
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Obrázek 2.2: Stavové sekvence přiřazující vektory jednotlivým stavům. Červeně je vyzna-
čena optimální cesta. Převzato z [27].
graf podobný tomu na obrázku 2.2. Výsledný likelihood získáme buď jako sumu likeli-
hoodů generování O po všech cestách, nebo jako likelihood generování O po optimální
cestě (Viterbiho likelihood).
2.2.2 Trénování HMM
Trénování skrytého Markovova modelu se dá velmi zjednodušeně popsat pomocí následují-
cího algoritmu:
1. Hrubý odhad parametrů.
2. Odhad pravděpodobností Lj(t), že se v čase t nacházíme ve stavu j.
3. Odhad nových parametrů na základě Lj(t).
4. Opakování bodů 2 a 3 do splnění vhodné ukončovací podmínky.
Takto natrénovaný model bude mít parametry nastavené tak, aby odpovídající sekvence
vektorů byla generována s největším likelihoodem.
2.2.3 Rozpoznávání s pomocí HMM
Token-passing
Při rozpoznávání izolovaných slov postupujeme tak, že počítáme likelihood vygenerování
vstupní sekvence vektorů všemi modely. Jako výsledek označíme slovo reprezentované mo-
delem s největším likelihoodem. Abychom u všech modelů nemuseli počítat všechny cesty,
používáme takzvaný Viterbiho trik. Ten spočívá v tom, že počítáme všechny cesty najed-
nou. V praxi to funguje tak, že skrz modely posíláme tokeny, které akumulují likelihood a
pravděpodobnost. V každém stavu se token rozdělí a pokračuje po všech možných přecho-
dech do dalších stavů. Na přechodech dochází k akumulaci likelihoodů a pravděpodobností.
Pokud se v jednom stavu sejde více tokenů, ponecháme pouze ten s nejvyšším likelihoodem.
Na konci zůstane token s Viterbiho likelihoodem, neboli ten, který prošel optimální cestou.
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Token-passing pro rozpoznávání spojených slov
Jak jsem již popsal v sekci o rozpoznávání spojených slov, postupujeme tak, že z modelů
jednotlivých slov sestavíme rozpoznávací síť. Vstupní a výstupní stavy všech modelů jed-
noduše spojíme dohromady. Tokeny procházející touto sítí jsou implementovány tak, aby
zaznamenávaly slova, přes která prošly. Token, který má na konci největší likelihood, obsa-
huje ve svém záznamu celou rozpoznanou sekvenci slov.
Token-passing pro LVCSR
Z výše popsaných důvodů pracuje LVCSR s trifóny, což jsou kontextově závislé fonémy.
Kontextová závislost vychází z fonetických vlastností rozpoznávaného jazyka. Modely pro
jednotlivá slova sestavujeme z modelů pro trifóny podle výslovnostního slovníku. Celou roz-
poznávací síť potom sestavujeme podle jazykového modelu, který obsahuje apriorní pravdě-
podobnosti sekvencí jednotlivých slov. Takto sestavená síť je většinou obrovská, v principu
se však podobá síti zobrazené na obrázku 2.3.
Obrázek 2.3: Rozpoznávací síť pro 3 slova. Převzato z [27].
Lattice
Výstupem rozpoznávání zvukového signálu obvykle není pouze jedna rozpoznaná rozmluva,
ale takzvaná lattice, což je orientovaný acyklický graf hypotéz [3]. Jednotlivé hrany grafu
reprezentují rozpoznaná slova – hypotézy, jejich pravděpodobnosti, začátky a konce. Váhy
jednotlivých hran pak odpovídají posteriorním pravděpodobnostem jednotlivých hypotéz.
Graf obsahuje právě jeden počáteční a jeden koncový uzel. Jednotlivé rozmluvy jsou pak
různé cesty grafem, které tyto body spojují.
Confusion network
Vzhledem k tomu, že lattice mají obecně složitou topologii, používá se jejich aproximace
zvaná confusion network [10]. Confusion network je vážený orientovaný graf specifický tím,
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že každá cesta od počátečního do koncového uzlu prochází přes všechny uzly. Pro svůj vzhled
bývá confusion network často nazýván sausage – klobása. Stejně jako u lattice náleží každé
hraně jedna hypotéza a její posteriorní pravděpodobnost. Některé hrany mohou obsahovat
nulový symbol – u BSAPI je to symbol DELETE , který umožňuje reprezentovat různé délky
cest grafem. Příklad confusion network je znázorněn na obrázku 2.4.
Obrázek 2.4: Confusion network. Nulový symbol je zde označen epsilon . Převzato z [10].
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Kapitola 3
Existující systémy pro
rozpoznávání řeči
Programů pro rozpoznávání řeči je na Internetu mnoho. Většina z nich je zaměřená převážně
na germánské a románské jazyky. Důvod pro toto zaměření je jasný. Jazyky jako angličtina
a španělština, které jsou používané v mnoha zemích na světě, mají obrovskou uživatelskou
základnu. Dalšími velmi významnými jazyky jsou čínština a japonština. Čeština se oproti
těmto významným jazykům řadí se svými dvanácti miliony mluvčími na šedesáté šesté
místo [25]. Světovým vývojářům rozpoznávacího software se nevyplatí investovat nemalou
částku do vývoje programu pro rozpoznávání češtiny. Naštěstí existuje několik domácích
společností, které se tím zabývají.
V této kapitole bych rád představil několik celosvětově známých a používaných programů
a knihoven pro rozpoznávání řeči. Většina těchto programů je bohužel dostupná za nemalou
částku a neposkytuje žádnou zkušební verzi. Dále se zaměřím na programy a knihovny pro
rozpoznávání češtiny.
3.1 Microsoft Windows Speech Recognition
Rozpoznávání řeči od společnosti Microsoft se vyvíjelo od roku 1993 pod názvem Speech
API (SAPI) [23]. Bylo podporováno v různých produktech od společnosti Microsoft. Do
povědomí uživatelů se však dostalo až s uvedením operačního systému Windows Vista
v roce 2003. Někteří z nás si mohou pamatovat na fiasko, kterým skončilo první oficiální
předvedení této technologie. Systém naprosto špatně reagoval na jakékoliv příkazy a
”
dělal
si co chtěl“. Společnost Microsoft se tehdy hájila tím, že byl v konferenční místnosti příliš
velký hluk. Já osobně jsem tento systém testoval již před několika lety a byl jsem s ním
spokojen. Velmi mě překvapila přesnost a úspěšnost rozpoznávání.
Windows Speech Recognition je základní součástí operačních systémů Windows Vista a
Windows 7. Přestože je nainstalován ve všech jazykových verzích systémů, podporuje pouze
několik jazyků. Jsou to: americká a britská angličtina, španělština, němčina, francouzština,
japonština a tradiční i zjednodušená čínština. Aby bylo možné zvolený jazyk používat, musí
být operační systém Windows do daného jazyka přepnut.
Samotné ovládání počítače pomocí hlasu je velmi intuitivní. Vše je vysvětleno v krátkém
průvodci, který slouží i pro adaptaci systému na konkrétního mluvčího. Celý systém běží
na pozadí a je schopen ovládat téměř jakýkoliv program. To je zajištěno třemi způsoby
ovládání myši. V nejlepším případě stačí pouze přečíst nápis na tlačítku. Pokud tlačítka
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nemají nápisy, nebo jsou jiném jazyce, než jaký podporuje rozpoznávač, je možné nechat
si tlačítka očíslovat a místo nápisu přečíst přiřazené číslo. Poslední možností je rozdělení
celé obrazovky do očíslovaných sektorů. Vybraný sektor je opět rozdělen. Tím je možné
v několika krocích kliknout kamkoliv do obrazovky.
Systém pracuje ve třech módech. Prvním z nich je výše popsané ovládání počítače.
Další dva módy jsou určeny pro diktování textu a hláskování neznámých slov. V módu
diktování existuje mnoho hlasových příkazů, které slouží pro opravy, editaci, vyhledávání a
označování. S dostatkem trpělivosti by se dalo pracovat pouze pomocí hlasových příkazů.
V praxi se mi však více osvědčilo diktování ve spolupráci s ovládáním myší pro rychlé
označování a úpravy.
Obrázek 3.1: Microsoft Windows Speech Recognition.
Celý systém bych ohodnotil velmi kladně. Nejvíce jsem ocenil minimalistické rozhraní a
možnost diktovat do jakéhokoliv textového editoru. Hlavní nevýhodou je potom zcela určitě
absence podpory češtiny.
3.2 Dragon NaturallySpeaking 10
Program Dragon NaturallySpeaking 10 od společnosti Nuance je především diktovací sys-
tém. Zvládá však i ovládání několika podporovaných programů a v omezené míře i ovládání
celého počítače. Program je bohužel placený a neposkytuje žádnou testovací verzi. Z tohoto
důvodu nejsem schopen poskytnout žádné osobní zkušenosti s jeho ovládáním. Mohu pouze
tlumočit informace z internetových stránek programu [15]. Nejsem si však jistý relevancí
těchto informací, jelikož se může jednat pouze o reklamu.
Program podporuje několik jazyků. Jsou to: nizozemština, angličtina, francouzština,
němčina, italština a španělština. U některých z těchto podporovaných jazyků je ještě možné
zvolit přízvuk. Samotný program vypadá podobně jako Windows Speech Recognition. Má i
podobné funkce. Opět je možné diktovat do téměř jakéhokoliv textového editoru. Výrobce
však doporučuje používat buď DragonPad, který je součástí instalace, nebo Microsoft Word.
Jak jsem již řekl, neměl jsem možnost program vyzkoušet osobně. Pokud jsou však
informace od výrobce pravdivé, mělo by jít o vysoce kvalitní náhradu za systém Windows
Speech Recognition. Vytkl bych hlavně absenci zkušební verze a samozřejmě to, že program
nepodporuje češtinu.
3.3 CMU Sphinx a LumenVox
Na rozdíl od předchozích dvou plnohodnotných programů je CMU Sphinx pouze knihovnou.
Poskytuje možnost implementovat rozpoznávání řeči do jakékoliv aplikace. Knihovna je
šířena jako open-source pod vlastní licencí. Veškeré informace jsou na stránkách projektu
[2].
Z knihovny CMU Sphinx vychází komerční projekt s názvem LumenVox. Jde v pod-
statě o vylepšenou verzi knihovny CMU Sphinx doplněnou o podporu různých standardů.
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Informace o LumenVox je možné nalézt na adrese [8].
Neměl jsem možnost vyzkoušet žádný diktovací systém postavený na jedné z těchto
dvou knihoven. Vzhledem k tomu, že má práce je zaměřená spíše na grafické uživatelské
rozhraní a ergonomii ovládání, nemělo by hodnocení knihoven téměř žádný význam. Uvádím
je především proto, že jsou velmi kvalitní a rozšířené.
3.4 NEWTONDictate
NEWTONDictate je program pro diktování českého textu do počítače, který vznikl za
spolupráce Technické univerzity v Liberci se společností NEWTON Technologies, a.s. Podle
stránek výrobce [11] jde o program s největším slovníkem na českém trhu. Díky tomu
dosahuje vysoké přesnosti rozpoznávání. Po vyplnění online formuláře je možné objednat
si sedmidenní testovací verzi.
Po prvním spuštění programu má uživatel možnost vybrat si ženský nebo mužský obecný
profil, popřípadě si vytvořit profil vlastní. Vytváření profilu probíhá tak, že si uživatel
vybere pohlaví a posléze je vyzván k přečtení sto dvaceti vět z různých oborů. Převažují
věty z oborů práv a lékařství. Vytváření profilu je možné kdykoliv přerušit a pokračovat
v něm později.
Hlavní okno programu připomíná běžný textový editor. V horní části se nacházejí tla-
čítka pro ovládání rozpoznávání a pro editaci textu. Po pravé straně se nachází nabídka pro
práci s hlasovými a klávesovými makry, tlačítka pro přehrávání zaznamenané promluvy a
ukazatele znázorňující aktuální hlasitost zaznamenanou mikrofonem a naplnění vyrovnávací
paměti.
Diktování se zahajuje buď stiskem tlačítka, nebo klávesové zkratky. Program v základ-
ním nastavení zobrazuje během diktování v textovém poli hypotézy, které se průběžně mění
a zpřesňují. To sice vypadá zajímavě, ale je to dosti matoucí. Sám výrobce doporučuje, aby
se uživatel při diktování do textového pole nedíval. Zadávání interpunkce je řešeno pomocí
tří klíčových slov (tečka, čárka a nový odstavec). Další klíčová slova je možné dodefinovat
dodatečně. Po ukončení diktování je ještě zpracován zbytek vyrovnávací paměti. Výsledek
po rozpoznávání je dostatečně přesný. U neznámých slov samozřejmě vznikají chyby, ale
tomu se nedá vyhnout. Program se velmi dobře vypořádává s formátováním čísel a dalších
specialit, jako jsou například označení soudních spisů a zákonů.
Obrázek číslo 3.2 znázorňuje hlavní okno programu Newton Dictate po nadiktování
následujícího textu:
”
Byla to první senzace olympijského turnaje, když Rusové prohráli
s nadšeně bojujícími Slováky 1:2 po nájezdech. ,Taková porážka bolí,‘ řekl Sergej Gončar,
největší hvězda ruské obrany. ,Nevyužili jsme šance, které jsme si vytvořili. Přesilovka nám
nejde. Ale podíváme se na video, musíme se z něho poučit. A jít dál.‘ V příštím utkání
nastoupí velký favorit turnaje proti Česku.“ Tento text byl převzat z [4].
Z obrázku je patrné, že běžná česká slova rozpoznal systém dobře. Problém však nastal
v případě slov, které slovník systému neobsahuje, především pak u jména ruského obránce.
Po dokončení diktování je možné nechat si přehrát celý nadiktovaný projev s tím, že
program automaticky zvýrazňuje právě přehrávaná slova. Díky tomu je možné velmi rychle
provádět opravy ve výsledném textu. Dále je možné provádět s textem obdobné operace
jako v běžných textových editorech, například změnu typu a řezu písma. Výsledek je možné
uložit, nebo vyexportovat do některého ze známých formátů textových souborů.
Kromě samotného diktování podporuje program i rozpoznávání řeči ze zvukového sou-
boru. To je užitečné například pokud diktujeme do diktafonu a až později potřebujeme
nadiktovaný projev převést na text.
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Obrázek 3.2: Hlavní okno programu NEWTONDictate.
Program působí celkově dosti profesionálním dojmem. Je vidět, že od začátku byl vyví-
jen pro nasazení na vysoce důležitých místech, jako jsou například soudní síně. Tomu také
odpovídá specializace slovníků pro soudnictví a lékařství. Je samozřejmě možné použití i
na jiných místech.
3.5 BSAPI
BSAPI [16] je aplikační rozhraní pro komunikaci aplikací s knihovnou BSCORE. Pro jed-
noduchost budu celý celek dále nazývat pouze BSAPI. Knihovna je navržena pro rychlé
prototypování rozpoznávačů řeči. Poskytuje širokou škálu algoritmů pro veškerou potřeb-
nou činnost od parametrizace a klasifikace až po rozpoznávání plynulé řeči, detekci klíčových
slov a identifikaci jazyka a mluvčího.
Knihovna vznikla jako projekt výzkumné skupiny Speech@FIT na Fakultě informačních
technologií Vysokého učení technického v Brně. V současné době převzala vývoj knihovny
společnost Phonexia s.r.o. Bližší popis knihovny je uveden v kapitole 5.
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Kapitola 4
Návrh programu
Celý diktovací systém má být navržen s co největším důrazem na ergonomii ovládání.
Z průzkumu existujících diktovacích systémů a ze zkušeností s jejich ovládáním jsem získal
jistou představu o grafickém uživatelském rozhraní mého programu.
4.1 Knihovna pro GUI
Ze všeho nejdříve jsem se zaměřil na výběr vhodného implementačního prostředí. Nejdůleži-
tější byla volba knihovny pro tvorbu uživatelských rozhraní. Ta rozhodla o použitém pro-
gramovacím jazyku. Na výběr bylo několik nejrozšířenějších knihoven. Při volbě jsem se
zabýval několika aspekty, kterými byly především jednoduchá možnost provázání s knihov-
nou BSAPI a přenositelnost.
4.1.1 wxWidgets
wxWidgets je multiplatformní open-source knihovna pro tvorbu grafických uživatelských
rozhraní implementovaná v jazyce C++ [26][24]. Je možné jí využívat i v programovacích
jazycích Python, Perl, Ruby a mnoha dalších. Na rozdíl od ostatních multiplatformních
knihoven je navržena tak, aby využívala nativní API cílové platformy. Díky tomu vypadají
výsledné programy tak, jako by byly vyvíjeny pro konkrétní platformu (mají nativní look-
and-feel).
4.1.2 Qt
Qt je multiplatformní open-source knihovna pro tvorbu aplikací se zaměřením na tvorbu
grafických uživatelských rozhraní, aktuálně vyvíjená společností Nokia [12][20]. Stejně jako
u wxWidgets je primárním programovacím jazykem C++, lze však použít ve více než
patnácti dalších jazycích. Podporuje většinu známých platforem jak pro osobní počítače
tak pro přenosná zařízení. Kromě modulů pro tvorbu grafických uživatelských rozhraní
obsahuje například i moduly pro práci s databázemi, sítí a multimédii.
4.1.3 Windows Presentation Foundation
Windows Presentation Foundation (WPF) je podmnožina .NET Frameworku [9][22]. Jde
o nástupce WinForms. Zaměřuje se na tvorbu
”
uživatelsky bohatých rozhraní“ použitím
různých motivů vzhledu, animací a grafických efektů. Knihovnu je možné používat z ja-
kéhokoliv jazyka z rodiny .NET. Pro tvorbu grafického uživatelského rozhraní se používá
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primárně jazyk XAML (Extensible Application Markup Language) doplněný jiným jazykem
pro definici aplikační logiky.
Použití knihovny BSAPI ve spolupráci s WPF se ukázalo jako dosti problémové. .NET
Framework totiž používá odlišný způsob správy paměti a reprezentace objektů. Bez použití
P/Invoke a Marshallingu [1] není možné obě knihovny vhodně provázat.
4.1.4 Swing
Swing je knihovna pro tvorbu grafických uživatelských rozhraní v jazyce Java [21]. Jako
součást JFC (Java Foundation Classes) jde o základní knihovnu standardní edice jazyka
Java. Na rozdíl od AWT (Abstract Window Toolkit) nepoužívá na cílových platformách
nativního API, ale veškeré grafické prvky vykresluje pomocí vlastních metod. Díky tomu
je možné tvořit aplikace s téměř libovolným vzhledem.
Přestože se programy implementované v jazyce Java spouštějí ve virtuálním stroji,
je možné za pomoci JNI (Java Native Interface) používat i binární, platformově závislé
knihovny.
4.1.5 Konečný výběr
Všechny výše popsané knihovny pro tvorbu grafických uživatelských rozhraní jsem již dříve
používal a znám jejich klady i zápory. Jako první jsem z důvodu nedostatečné přenosi-
telnosti a problémům s používáním BSAPI zavrhl WPA. Jako další jsem zavrhl knihovnu
wxWingets. Důvodů pro toto rozhodnutí je více. Jedním z nejdůležitějších je absence kva-
litního vývojového prostředí. Jazyk Java a knihovna Swing by zřejmě přinesly problémy
s používáním knihovny BSAPI.
Konečný výběr tedy padl na knihovnu Qt a programovací jazyk C++. Vývoj probíhal
na operačním systému Microsoft Windows 7 Professional za pomoci překladače MinGW.
Pro tvorbu programování a tvorbu uživatelského rozhraní jsem využil vývojové prostředí
Qt Creator.
4.2 Návrh programu
Po zkušenostech s NEWTONDictate (3.4) a podobnými produkty jsem se rozhodl opustit
cestu plnohodnotných textových editorů s integrovaným diktovacím systémem a spíše se
zaměřit na přímou práci s výsledky rozpoznávače.
4.2.1 Práce s rozpoznávačem
Požadovanou vlastností při práci s rozpoznávačem je dojem on-line zpracování. Vzhledem
k tomu, že knihovna BSAPI v době tvorby této práce on-line zpracování neumožňuje, je
nutné jej simulovat následujícím způsobem:
• Zaznamenávání zvuku začíná po stisku tlačítka Nahrávat.
• Zaznamenaný zvukový signál je okamžitě zpracováván a segmentován na základě
řečové aktivity.
• Segmenty jsou postupně odesílány na vstup rozpoznávače.
• Nejlepší rozpoznané hypotézy jsou okamžitě vypisovány do textového editoru.
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• Po ukončení záznamu zvuku tlačítkem Stop je zpracován zbytek ještě nerozpoznaného
záznamu.
4.2.2 Práce s hypotézami
Vzhledem k tomu, že BSAPI podporuje výstup rozpoznávače ve formě confusion networks,
popsaných v sekci 2.2.3, nabízí se možnost úprav rozpoznaného textu pomocí kontextových
nabídek. Každé rozpoznané slovo může mít několik alternativ, mezi nimiž má uživatel mož-
nost přepínat pomocí kontextové nabídky. Podobný systém je použit při opravě pravopisu
ve většině textových editorů. Díky tomu je tento koncept mezi uživateli známý.
4.2.3 Práce se zaznamenaným zvukem
Další vlastností, která by pro uživatele mohla být zajímavá a užitečná, je možnost nechat
si samostatně přehrát zvolené slovo. V tomto případě jsou možné dvě alternativy:
• Slovo bude přehráno ihned po provedení nějaké akce, například dvojité kliknutí myší.
Po přehrání slova se přehrávání zastaví.
• Po provedení určené akce se nastaví posuvník v zaznamenaném zvuku těsně před
začátek zvoleného slova. Aktuální stav přehrávače se zachová. Bude to tedy fungovat
stejně, jako kdyby uživatel změnil pozici posuvníku přímo.
Po zvážení obou možností jsem se rozhodl pro druhou variantu, tedy nastavování posuv-
níku několik desítek milisekund před začátek zvoleného slova. Vyvolání této akce je možné
provést buď z kontextové nabídky, nebo po dvojitém kliknutí na zvolené slovo.
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Kapitola 5
Implementace
5.1 Knihovna Qt
Na tomto místě uvedu stručný popis knihovny Qt, jelikož přináší do tvorby aplikací kon-
cepty, se kterými je třeba se seznámit. Obsah této sekce čerpá výhradně z dokumentace ke
knihovně Qt [12].
Knihovna Qt se skládá ze šestnácti modulů. Při tvorbě své aplikace jsem využil tyto
čtyři:
• QtCore – Jádro celé knihovny. Obsahuje základní funkcionalitu, jako například sys-
tém signálů a slotů. Ostatní moduly jsou na něm závislé.
• QtGui – Modul pro tvorbu grafických uživatelských rozhraní.
• QtMultimedia – Modul obsahující základní multimediální funkce, jako například
záznam a přehrávání zvuku.
• QtXml – Modul pro práci s jazykem XML.
Veškeré třídy ve knihovně Qt jsou potomky třídy QObject. Tato třída zajišťuje základní
funkčnost společnou pro celou knihovnu. Je to především možnost skládat jednotlivé objekty
do stromu, přičemž kořenem tohoto stromu je obvykle instance třídy QApplication. Toto
uspořádání umožňuje například automaticky uvolnit všechny objekty najednou při konci
aplikace.
Další užitečnou vlastností je podpora internacionalizace. Třída QObject definuje me-
todu tr, která slouží pro vytváření překladatelných textových řetězců. Jakýkoliv řetězec
zapsaný do parametrů této metody je možné přeložit do ostatních jazyků pomocí speci-
álních překladových souborů. Knihovna Qt samozřejmě poskytuje nástroje pro tvorbu a
editaci těchto souborů.
Podpora vláken je v knihovně Qt zajištěna třídou QThread. Tato třída reprezentuje
samostatné vlákno. Obsahuje metody pro spuštění a ovládání vlastní smyčky událostí. Me-
zivláknová komunikace je zajištěna buď přímým voláním metod, nebo systémem signálů a
slotů.
5.1.1 Signály a sloty
Systém signálů a slotů slouží pro meziobjektovou komunikaci. Jde o nahrazení systému
zpětných volání. Jakýkoliv objekt, který je potomkem třídy QObject může definovat vlastní
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signály a sloty. Signály jsou vysílány v reakci na nějakou událost. Příkladem může být
textový editor, který vysílá signál TextChanged po každé změně svého obsahu. Na rozdíl
od systému zpětných volání si nemusí objekt nikde držet reference všech příjemců.
Sloty jsou v podstatě obyčejné metody, které se provedou po doručení signálu. Je možné
je volat i běžným způsobem. Jejich jediným rozdílem oproti klasickým metodám je to, že
je na ně možné připojit signál. Připojení signálu ke slotu se provádí metodou connect. Je
možné vybrat z několika druhů spojení, z nichž se nejčastěji používá spojení přímé, určené
pro komunikaci v rámci jednoho vlákna a spojení typu Queued, určené pro komunikaci mezi
vlákny.
Obrázek 5.1: Znázornění systému signálů a slotů. Převzato z [14].
5.2 Knihovna BSAPI
Jak jsem již popsal v sekci 3.5, BSAPI je aplikační rozhraní knihovny BSCORE. Třídy ob-
sažené v BSAPI jsou v podstatě jen rozhraní k odpovídajícím třídám v BSCORE. Žádnou
instanci třídy z BSCORE není možné vytvořit přímo. Vytváření probíhá pomocí funkce
BSAPICreateInstance. Pro používání BSAPI je nutné vlastnit platnou licenci. Tento sys-
tém zajišťuje ochranu BSAPI před zneužitím.
Všechny třídy v BSAPI jsou potomky třídy SUnknownI. Ta zajišťuje podobně jako třída
QObject v Qt základní funkčnost společnou pro všechny podtřídy. Mezi velmi užitečné
vlastnosti tříd v BSAPI patří jejich automatické uvolnění v případě klesnutí počtu referencí
na nulu. Dále pak systém unikátních identifikátorů, podle kterých je možné jednoznačně
určit, o jaký typ objektu se jedná.
Komunikace mezi objekty probíhá pomocí zpětných volání. Pro šíření zpětných volání
mezi více objektů se používají takzvané splittery, neboli rozbočovače. Díky tomu lze jed-
notlivé stavební bloky poskládat do téměř libovolné struktury.
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5.3 Objektový model aplikace
Na obrázku 5.2 je znázorněn diagram vzájemného propojení jednotlivých objektů. Signály
spojující jednotlivé objekty nejsou znázorněny, protože by byl výsledný diagram příliš složitý
a nepřehledný.
Obrázek 5.2: Diagram propojení objektů.
Jednotlivé třídy programu se dají rozdělit do tří základních kategorií:
• Třídy reprezentující vzhled a logiku uživatelského rozhraní.
• Třídy určené pro práci s uživatelskými daty, ať už jde o zvukové signály, výsledky
rozpoznávače, nebo obyčejný text.
• Třídy implementující práci s rospoznávačem řeči.
5.3.1 Uživatelské rozhraní
MainWindow
Třída MainWindow, která je odděděna od třídy QMainWindow reprezentuje hlavní okno apli-
kace. Kromě grafického uživatelského rozhraní a obsluhy událostí se stará také o správnou
inicializaci celého systému.
SDSTextEdit
Textový editor odvozený ze třídy QTxtEdit. Svou rodičovskou třídu rozšiřuje především
o vlastní reakce na události uživatelského vstupu, jako je například vyvolání kontextové na-
bídky. Zajišťuje správné zobrazení výstupu rozpoznávače a jeho uložení ve formě textového
souboru.
RepalceHandler
Třída, jejíž jediným úkolem je provést nahrazení textu v editoru textem zvoleným v kon-
textové nabídce.
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UsersDialog
Tato třída zapouzdřuje uživatelské rozhraní a aplikační logiku spojenou s výběrem a na-
čtením uživatelského profilu. Dialog pro výběr uživatele, který tato třída reprezentuje, je
zobrazen okamžitě po spuštění celé aplikace, popřípadě po kliknutí na tlačítko pro změnu
uživatele.
NewUserDialog
Vytvoření nového uživatelského profilu spojené s adaptací na mluvčího. Třída provádí zá-
znam zvuku, jeho předání rozpoznávači a zobrazení výsledků uživateli.
5.3.2 Zvuková data a výsledky rozpoznávače
AudioContainer
Třída AudioContainer rozšiřuje třídu QIODevice. Slouží jako zařízení používané pro uložení
zvukových dat. Postup zpracování zvuku je popsán v samostatné sekci 5.6. Kromě uložení
zvukových dat umožňuje také přístup k výsledkům rozpoznávače, které jsou se zvukovými
daty pevně provázány. Nezbytnou součástí této třídy jsou také metody pro ukládání dat do
souboru a jejich opětovné načtení.
AudioChunk
Tato třída reprezentuje jednotlivé segmenty zvukových dat vzniklé segmentací při nahrá-
vání. Obsahuje také datové struktury pro uložení výsledků rozpoznávače.
OneWord
Datový kontejner představující jednotlivé hypotézy mezi dvěma uzly v confusion network.
Obsahuje jednotlivá slova, jejich váhy, začátky a konce.
5.3.3 Rozpoznávač
Bsapi
Třída sloužící jako zapouzdření práce s knihovnou BSAPI. Stará se o předání licenčního
souboru, správnou inicializaci rozpoznávače a spouštění samotného rozpoznávání.
RecognizerThread
Vlákno rozpoznávače. Jeho hlavním úkolem je sprovovat frontu zvukových segmentů při-
pravených k rozpoznávání a postupně je předávat rozpoznávači.
SpeechRecognizer
Třída zapouzdřující samotný rozpoznávač. Interně využívá instanci rozpoznávače
SOfflineSpeechRecognizer3I z BSAPI. Při inicializaci rozpoznávače se třída naváže na
některé z jeho bloků a některé z nich, jako například několik rozbočovačů parametrů, na-
hradí. Díky tomu je třída schopna řídit proces rozpoznávání aniž by bylo nutné přímo
zasahovat do knihovny BSAPI.
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ParamsSplitter
Vlastní implementace rozbočovače parametrů. Rozšiřuje třídu SParametersSplitterI o mož-
nost uložit, popřípadě nahradit parametry, které přes ní procházejí. Tato funkčnost je ne-
zbytná pro adaptaci rozpoznávače na mluvčího.
RecognizerTarget
Třída reprezentující cíl vyhledávače. Stará se o zpracování rozpoznané confusion network a
přiřazení výsledků rozpoznávače k odpovídajícím zvukovým datům.
ErrorHandler
Tato třída se stará o zpracování chybových a ladících hlášení, která za běhu produkuje
knihovna BSAPI.
5.4 Vzhled aplikace
Vzhled aplikace jsem navrhoval s ohledem na co největší jednoduchost a minimum voleb,
které by pro uživatele mohly být matoucí. Vycházel jsem přitom z vlastních zkušeností
s tvorbou uživatelských rozhraní a z myšlenek popsaných v knize Nenuťte uživatele
přemýšlet [5].
5.4.1 Hlavní okno aplikace
Obrázek 5.3: Hlavní okno aplikace.
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Obrázek číslo 5.3 zobrazuje hlavní okno aplikace během diktování. Diktovaný text je
následující:
”
Současná doba je dobou relativní volnosti a širokých možností, alespoň v našich
zeměpisných podmínkách. Většina z nás si může dovolit říci, že žije v jedné z nejlepších dob a
na jednom z nejlepších míst v historii. Nezažíváme války, nevolnictví, netrpíme hladomorem,
mnoho nemocí je v dnešní době efektivně léčitelných, průměrný věk lidstva roste.“ Jedná se
o stejný text, který je použitý při adaptaci rozpoznávače na uživatele, čerpaný z [7].
Okno je opticky rozděleno do tří částí. První z nich je hlavní menu. To obsahuje volby
pro práci se souborem, jako je vytvoření nového souboru, otevření a uložení, export do
textového souboru a ukončení programu. Další položkou menu je výběr nového uživatele.
V pravé části okna se nacházejí ovládací prvky pro ovládání záznamu a přehrávání
zvuku. Opět obsahuje pouze nejzákladnější prvky známé většině uživatelů. Během nahrá-
vání vyvolával program dojem, že se kromě změny času na časomíře u ovládání přehrávače
nic neděje. Z tohoto důvodu jsem přidal ukazatel aktuálního výkonu signálu. Ten je získá-
ván během zpracování vstupního zvukového signálu a může být o několik desítek milisekund
opožděn. Běžný uživatel si tohoto zpoždění není schopen všimnout.
Třetí částí hlavního okna je textový editor. Jak je z obrázku patrné, postrádá veškeré
ovládací prvky. Důvod pro toto rozhodnutí, stejně jako vysvětlení symbolů [+], je uveden
v sekci 5.8.
5.4.2 Výběr uživatele
Okno pro výběr uživatele zobrazené na obrázku 5.4 umožňuje uživateli načíst jeden z uživa-
telských profilů uložených ve složce users. Dále umožňuje vytvořit nový uživatelský profil.
Obrázek 5.4: Okno pro volbu uživatelského profilu.
5.4.3 Nový uživatel
Dialogové okno pro vytvoření nového uživatelského profilu slouží především k adaptaci
rozpoznávače na mluvčího a uložení parametrů extrahovaných z řeči. Jak je patrné z obrázku
5.5, okno je velmi jednoduché. Na rozdíl od různých zdlouhavých průvodců se od uživatele
očekává pouze několik kroků:
• Vyplnění uživatelského jména.
• Spuštění záznamu zvuku.
• Přečtení zobrazeného textu.
• Zastavení záznamu.
• Spuštění zpracování zaznamenaného zvukového signálu.
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Obrázek 5.5: Okno pro tvorbu nového uživatelského profilu.
• Uložení nového uživatelského profilu.
Text rozpoznaný během adaptace na mluvčího se vypisuje do prázdného textového pole.
Uživatel může v případě nespokojenosti s výsledky záznam a adaptaci opakovat.
Z technického hlediska je během adaptace na mluvčího možné diktovat jakýkoliv text.
Jediné dva požadavky na diktovaný text jsou:
• Musí být diktován srozumitelnou češtinou.
• Celková délka musí být větší než 1 minuta.
Rozhodl jsem se proto nabídnout uživatelům k přečtení text, který oba tyto požadavky
splňuje. S laskavým svolením autora jsem použil úvod článku z [7].
5.5 Vlákna
Celá aplikace běží ve dvou vláknech.
První vlákno zajišťuje běh grafického uživatelského rozhraní. Je realizováno třídou
MainWindow. Toto vlákno zajišťuje veškerou komunikaci s uživatelem a je proto nežádoucí,
aby bylo jakýmkoliv způsobem blokováno. Z tohoto důvodu jsem pro běh rozpoznávače,
který je velmi náročný na systémové prostředky, vytvořil samostatné vlákno.
Vlákno rozpoznávače implementuje třída RecognizerThread. Je spouštěno a ukončo-
váno mimo hlavní vlákno aplikace a je na ní zcela nezávislé. Má vlastní smyčku událostí,
která v pravidelných intervalech kontroluje vstupní frontu požadavků.
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Veškerá data a události musí být mezi vlákny předávány pomocí systému signálů a
slotů, který knihovna Qt poskytuje. Signál emitovaný jedním vláknem je zařazen do fronty
a doručen druhému vláknu, jakmile jeho smyčka událostí převezme řízení. Tento systém
jsem porušil při adaptaci na uživatele a při načítání uživatelského profilu, kde blokování
uživatelského rozhraní nevadí, protože je nutné čekat na dokončení akce rozpoznávačem.
V původním návrhu jsem počítal s možností několika nezávislých vláken rozpoznávače.
Tuto myšlenku jsem však zavrhnul jednak z důvodu složité synchronizace více vláken, kdy
by jeden rozpoznávač občas musel čekat na druhý, a také z důvodu náročnosti rozpoznávače
na systémové prostředky, především na paměť.
5.6 Záznam zvuku
Pro záznam zvuku jsem použil třídu QAudioInput z knihovny Qt. Tato třída umožňuje
nahrávat zvuk v téměř libovolném formátu ze všech dostupných zařízení a vstup ukládat
do instance třídy QIODevice.
Formát zvuku požadovaný knihovnou BSAPI je:
• 1 kanál – mono.
• Pulzně kódová modulace – PCM
• Lineární 16bitové kódování.
• Vzorkovací frekvence 8kHz.
Moje aplikace s touto skutečností počítá a běžný uživatel nemůže, formát ve kterém je
zvuk nahráván, změnit. Tato změna je možná pouze v konfiguračním souboru aplikace.
Nahraná zvuková data jsou ukládána do vstupní fronty objektu AudioContainer. Pro
dojem on-line rozpoznávání řeči je nutné zaznamenaný signál okamžitě zpracovávat. O to
se stará událost časovače pravidelně vyvolávaná každých 200ms, která spouští zpracování
vstupní fronty. Zpracování probíhá v následujících krocích:
1. Vyjmutí signálu o délce jednoho rámce ze vstupní fronty. Parametry rámce jsem zvolil
následovně: délka 20ms, bez překryvu, obdélníkové okno.
2. Odstranění stejnosměrné složky signálu. Střední hodnotu signálu je nutné počítat
on-line dle vzorce:
s[n] = γs[n− 1] + (1− γ)s[n], γ = 0, 99
Tento krok je neybztný pro správný výpočet energie signálu.
3. Výpočet logaritmické střední krátkodobé energie signálu dle vzorce:
E = log(
1
lram
lram−1∑
n=0
x2[n])
4. Pokud logaritmická střední krátkodobá energie signálu přesáhne určitou mez, je rámec
označen jako řečový. V opačném případě je označen jako ticho.
5. Přidání rámce na konec aktuálního segmentu. Pokud segment dosáhne podmínek
stanovených pro jeho ukončení, tedy pokud dosáhl dostatečné délky, obsahuje řečové
rámce a na jeho konci je dostatečně dlouhý úsek ticha, je označen jako dokončený a
je odeslán k dalšímu zpracování.
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Tyto kroky se provádějí opakovaně do vyčerpání vstupní fronty.
Stejný postup se provádí i při nahrávání zvukového signálu určeného pro adaptaci na
mluvčího. Je totiž vhodné, aby signál prošel naprosto stejnými úpravami jako při rozpozná-
vání. Jediný rozdíl je v tom, že se neprování segmentace.
5.7 Rozpoznávání a adaptace na mluvčího
Adaptace na mluvčího se v BSAPI běžně provádí během rozpoznávání. V mém programu
je to však problematické z důvodu napodobování on-line rozpoznávání. Zvukové segmenty,
které rozpoznávač zpracovává jsou příliš krátké na to, aby se na nich dokázal adaptovat.
Z tohoto důvodu jsem vytvořil systém tvorby uživatelského profilu, jehož součástí je rozpo-
znávání textu dostatečně dlouhého na to, aby se na něm rozpoznávač dokázal adaptovat.
Parametry, které při adaptaci vznikají jsou ukládány do souboru a načítány pro potřeby
mého pseudo on-line rozpoznávače.
Jak jsem již naznačil v sekci 5.4.3, adaptace rozpoznávače na mluvčího a samotné roz-
poznávání je ve své podstatě stejný proces. Jediný rozdíl je v nastavení rozpoznávače a
dalších součástí aplikace, které s ním spolupracují.
5.7.1 Zpracování výsledků rozpoznávače
Rozpoznávač SOfflineSpeechRecognizer3I z knihovny BSAPI je realizován jako vzá-
jemně provázaná síť stavebních bloků, z nichž každý má svůj specifický úkol. Definice všech
bloků, jejich nastavení a vzájemné propojení se prování na základě konfiguračního souboru.
Přístup k jednotlivým blokům je potom možný pomocí objektu SBlockSetI.
Ve svém základním nastavení nebyl rozpoznávač příliš vhodný pro zapojení do mého
programu, protože kromě požadovaných confusion networks generoval ještě lattice a navíc
se vše pokoušel ukládat do souborů. Některé z těchto vlastností se mi nepodařilo odstranit
ani konfigurací. Problém jsem nakonec vyřešil kompletní náhradou původního objektu třídy
STransCallbackI vlastní implementací nazvanou RecognizerTarget.
Jediná metoda, kterou bylo potřeba nahradit, byla metoda OnTranscription. Tato
metoda je volána pokaždé, když rozpoznávač dokončí rozpoznávání jednoho segmentu zvu-
kového signálu. Vzhledem k tomu, že rozpoznávač provádí svou vlastní segmentaci, může
se stát, že na jeden zvukový segment generovaný programem připadne více zvukových seg-
mentů vytvořených rozpoznávačem.
Úkolem metody OnTranscription je zpracovat výstup rozpoznávače a přiřadit jej správ-
nému zvukovému segmentu. V případě confusion networks poskytuje rozpoznávač výstup
ve formě FSTs (finite-state transducers) reprezentovaný pomocí knihovny OpenFST. Pro
ukládání pomocných dat, jako jsou například časové začátky a konce hypotéz slouží datový
kontejner STransFSTExtensionI.
Mezi jednotlivými hypotézami se ve výsledcích rozpoznávače nalézají také značky pro
začátek a konec segmentu (<s> a </s>) a pro označení ticha ( SILENCE ). Tyto značky můj
program ignoruje, protože nejsou pro další zpracování potřebné.
5.7.2 Adaptace na mluvčího
Pro potřeby adaptace na mluvčího bylo nutné vytvořit vlastní implementaci rozbočovače
parametrů. Jedná se o blok, který přijímá parametry extrahované z řeči od zdrojového bloku
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a přeposílá je několika cílovým blokům. Od jeho původní třídy SParametersSplitterI,
která se nalézá v BSAPI, dědí moje vlastní implementace ParamsSplitter.
Můj rozbočovač parametrů dokáže na rozdíl od své rodičovské třídy uchovávat prošlé
parametry, nebo je při průchodu měnit. Právě díky této vlastnosti je adaptace na mluvčího
možná.
V rozpoznávači je můj rozbočovač parametrů napojen na pěti místech, kde se předá-
vají odhadnuté parametry několika dalším blokům. Nahrazené rozbočovače parametrů jsou
v konfiguračních souborech označeny:
• paramsplitter norm VADnn
• paramsplitter vtln
• paramsplitter norm
• paramsplitter plpPOST norm
Pátý rozbočovač parametrů jsem vytvořil navíc a zapojil jej na výstup bloku označeného
transf estim cmllr, protože bloky byly v tomto místě původně spojeny přímo.
Jelikož parametry mohou do rozbočovače parametrů přijít ve třech různých formátech,
a to SParamNormI, SParamGMMEstimI a SParamCmllrI, bylo jej na tuto skutečnost nutné
připravit. ParamsSplitter si vnitřně drží struktury pro uložení parametrů všech tří druhů
a použije vždy tu, která odpovídá došlému parametru. Pro ukládání parametrů do souboru
a jejich opětovné načítání slouží datový formát popsaný dále (5.9.1).
Při adaptaci na mluvčího je celý systém přepnut do režimu, kdy:
• je vypnutá segmentace vstupního zvukového signálu,
• je konfiguračním souborem potlačena vnitřní segmentace v rozpoznávači,
• jsou v rozpoznávači povoleny odhady parametrů,
• jsou rozbočovače parametrů přepnuté do módu záznamu prošlých parametrů.
Takto nastaveným systémem se nechá rozpoznat zvukový signál, jehož požadované pa-
rametry jsou popsány v sekci 5.4.3. Po ukončení rozpoznávání se parametry zachycené
v rozbočovačích parametrů uloží do souboru. Tím je vytvořen uživatelský profil.
Při rozpoznávání se postupuje opačně:
• Do rozbočovačů parametrů se načtou parametry z uživatelského profilu.
• Rozbočovače parametrů se přepnou do módu, kdy v procházejících parametrech změní
hodnoty za ty, které se načetly ze souboru.
• V rozpoznávači se zakážou odhady parametrů.
• Povolí se segmentace vstupního zvukového signálu.
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5.8 Editace textu
V otázce editace textu jsem se dlouhou dobu rozhodoval nad tím, jaké akce uživateli povolit.
Z implementačního hlediska by bylo ideální kompletně zakázat vstup z klávesnice a nechat
uživatele pouze vybírat jednotlivé hypotézy pomocí kontextových nabídek. Z uživatelského
hlediska je však tato možnost značně limitující a nesplňovala by zadání této práce, a to
požadavek na dosažení co nejlepší ergonomie ovládání programu.
Využitá třída QTextEdit implementující textový editor poskytuje možnost dělit text
do bloků a těm přiřazovat vlastní data. Tento přístup by byl pro reprezentaci výstupu
rozpoznávače naprosto ideální, naráží však na jeden závažný problém. Jeden blok v texto-
vém editoru zabírá vždy minimálně jeden celý řádek. Jediným způsobem, jak toto chování
ovlivnit, by bylo implementovat vlastní layout, neboli objekt který by kompletně řídil vy-
kreslování textu v editoru. Pro účely této práce je však tento přístup zbytečně složitý a
tedy nevhodný.
Po několika experimentech s chováním třídy QTextEdit se mi podařilo objevit způsob,
jakým provázat text vypsaný v editoru s výsledky rozpoznávače. Díky tomu, že editor se
vnitřně chová jako HTML dokument podporující podmnožinu jazyků HTML 3.2 a HTML
4 [13], bylo možné použít HTML značky pro kotvy. Dokumentaci přesného chování těchto
kotev se mi nepodařilo objevit, ale zdá se, že jsou pevně provázány se slovem, kterému
předcházejí a při smazání provázaného slova jsou odstraněny také. Jediným problémem, na
který jsem narazil bylo to, že při úpravě formátu daného slova, například jeho ztučnění,
byla příslušná kotva odstraněna. Z tohoto důvodu je tedy nutné uživatelům zakázat změny
formátu písma.
Jednotlivá slova rozpoznaná rozpoznávačem jsou tedy do editoru vkládána jako HTML
ve formě <a name="cid-wid"></a>slovo, kde cid odpovídá identifikátoru segmentu a wid
odpovídá identifikátoru slova. Pro vkládání nulových symbolů, neboli pro označení míst, kde
je možné zvolit jiné slovo, přestože aktuálně tam žádné slovo není, jsem se rozhodl použít
sekvenci znaků [+], která připomíná rozbalovací tlačítko běžně používané například při
práci se stromovou strukturou souborů. Při ukládání textu do textového souboru, popřípadě
při kopírování do schránky jsou tyto sekvence automaticky vynechány.
Při vyvolání kontextové nabídky je za pomoci objektu QTextCursor označeno a vybráno
přesně jedno slovo pod kurzorem. Slovo je z textového editoru zkopírováno ve formě HTML a
testováno na přítomnost kotvy. V případě, že je kotva nalezena, jsou do kontextové nabídky
přidány akce pro změnu aktuálního slova za jinou rozpoznanou variantu a pro posun 100
milisekund před začátek slova ve zvukových datech. V opačném případě se zobrazí pouze
standardní kontextová nabídka.
Stejný postup jako při vyvolání kontextové nabídky se uplatňuje při detekci dvojitého
kliknutí do prostoru textového editoru. Pokud dojde ke kliknutí na slovo provázané s vý-
sledky rozpoznávače, dojde k posunutí ve zvukových datech 100 milisekund před výskyt
vybraného slova.
Během záznamu zvuku jsou akce vyvolání kontextové nabídky a dvojitého kliknutí ig-
norovány.
5.9 Formáty souborů
Pro ukládání uživatelských profilů a zaznamenaných dat jsem vytvořil datové formáty za-
ložené na jazyku XML. Toto řešení jsem zvolil ze čtyř hlavních důvodů:
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Obrázek 5.6: Kontextová nabídka pro výsledek rozpoznávače.
• Jde o dokonale přenositelný formát nezávislý na reprezentaci vnitřní reprezentaci dat
na cílové architektuře.
• Nástroje pro vytváření a čtení XML jsou dostupné téměř ve všech programovacích
jazycích. Knihovna Qt obsahuje vlastní implementaci těchto nástrojů.
• Díky jasně dané struktuře je možné jednoduše ověřit platnost načtených dat.
• S jazykem XML mám dlouhodobé zkušenosti. Využíval jsem jej v mnoha projektech
jak během studia, tak během práce.
Ukládání dat ve formátu XML má také dvě velké nevýhody:
• Problematické ukládání binárních dat. Vzhledem k tomu, že jde o textový formát,
musí se binární data převést do formátu, ve kterém je bude možné vypsat jako textový
řetězec. Standardním řešením, které jsem také použil, je kódování binárních dat do
formátu Base64. Množství ukládaných dat se tímto kódováním zvětší přibližně o 33 %
[19].
• Velikost výstupního souboru může v některých případech násobně převýšit množství
ukládaných dat. To je způsobeno přidáním XML značek, které mohou být delší než
jejich obsah. Tento problém jsem vyřešil kompresí výstupu pomocí knihovny zlib, ke
které poskytuje knihovna Qt jednoduché rozhraní. Velikost výstupních souborů se mi
podařila zmenšit přibližně na 20 %. Přenositelnost v tomto případě zajišťuje knihovna
zlib.
5.9.1 Uživatelské profily – přípona .xusr
V souborech s uživatelskými profily se ukládají parametry extrahované z řeči při adaptaci
na mluvčího. Z největší části jde pole čísel s plovoucí řádovou čárkou.
Pro ukládání těchto polí jsem zvolil možnost ukládat každé číslo zvlášť. Vzhledem
k tomu, že textová interpretace čísel s plovoucí řádovou čárkou by nemusela být dosta-
tečně přesná, rozhodl jsem se je ukládat v binární podobě zakódované pomocí Base64.
Velikost jednoho záznamu je v tomto případě 15 bytů včetně XML značek. Stejnou velikost
by měla čísla uložená ve vědecké notaci při přesnosti na 4 platná místa.
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Jelikož jde o formát založený na jazyku XML, skládá se ze stromu vzájemně zanořených
elementů. Kořenem stromu je element USR. Pod kořenový element se připojují elementy
reprezentující jednotlivé parametry. Jsou to: VADnn, VTLN, CNMCVN, PLPPOST a CMLLRS. Pod
tyto elementy se připojují elementy reprezentující datové položky jednotlivých parametrů.
Příklad části nekomprimovaného souboru s profilem uživatele je následující:
<!DOCTYPE XUSR>
<USR>
<VADnn channel="0">
<means length="15">
<f>R7WRQQ==</f>
<f>ZO6KQQ==</f>
<f>PvOEQQ==</f>
<f>XY6AQQ==</f>
5.9.2 Zaznamenaná data – přípona .xsds
V souboru se zaznamenanými daty se ukládají veškerá zvuková a textová data včetně vý-
sledků rozpoznávače.
Textová data
Textovými daty je myšlen veškerý obsah textového editoru. Ten je ukládán ve formě HTML
dokumentu, který odpovídá vnitřnímu uspořádání textu v rámci editoru. Kromě samotného
textu obsahuje také značky, které provazují text s rozpoznanými daty a na jejichž základě
je možné s těmito daty pracovat. Text je v souboru ukládán v CDATA sekci, neboli sekci,
která není parserem XML zpracovávána [18].
Zvuková data
Zvuková data jsou ukládána při ukládání rozdělena na jednotlivé segmenty, což odpovídá
jejich vnitřní reprezentaci v aplikaci. Jsou ukládána v binární formě zakódované pomocí
Base64. Vzhledem k tomu, že jde o velmi jednoduchý způsob uložení zvukových dat, která
jsou vnitřně reprezentována jako PCM, bylo by velmi snadné vytvořit přehrávač, popřípadě
převaděč tohoto formátu do jiného, jako je například WAV. Délka jednotlivých segmentů
v časových jednotkách se neukládá, jelikož se dá jednoduše vypočítat z délky segmentu
v bytech. Tento přístup samozřejmě počítá s tím, že se formát zvukových dat používaný
v aplikaci nezmění.
Výsledky rozpoznávače
Výsledky rozpoznávače se přiřazují k jednotlivým zvukovým segmentům. Toto přiřazení je
nezbytné, jelikož časy začátků a konců slov jsou platné pouze v rámci příslušného segmentu.
Příklad uloženého souboru
V následujícím příkladu nekomprimovaného souboru pro se zaznamenanými daty je názorně
vidět uložení jednotlivých částí. Příliš dlouhé řádky byly oříznuty na šířku stránky.
Textová data ohraničená sekcí CDATA jsou uložena ve formě HTML v elementu text.
Následuje element chunks, který obsahuje jednotlivé segmenty. Jak je z příkladu patrné,
první segment neobsahuje žádné výsledky rozpoznávače. Zřejmě šlo o šum, který byl mylně
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označen jako segment obsahující řečovou aktivitu. Druhý segment již výsledky rozpoznávače
obsahuje.
<!DOCTYPE XSDS>
<SDS>
<text><![CDATA[<!DOCTYPE HTML PUBLIC "-//W3C//DTD HTML 4.0//EN" "http://w ...
<html><head><meta name="qrichtext" content="1" /><style type="text/css">
p, li { white-space: pre-wrap; }
</style></head><body style=" font-family:’MS Shell Dlg 2’; font-size:8.25p ...
<p style=" margin-top:0px; margin-bottom:0px; margin-left:0px; margin-righ ...
<chunks>
<chunk size="24320" id="0">1v8H/9T/tf+M/3AAzP9qACMACwAqALv/r/+e/1D/Qf8E/ ...
</chunk>
<chunk size="125440" id="1">jv81/z7/Ov8m//3+Ev8+/1//av9k/1f/Y/9s/3T/af9F ...
<word id="0" end="0" start="0">
<variant>současná</variant>
<variant>_delete_</variant>
</word>
<word id="1" end="1500000" start="0">
<variant>doba</variant>
<variant>_delete_</variant>
<variant>současná</variant>
</word>
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Kapitola 6
Uživatelské testování
Při uživatelském testování jsem vycházel z postupů popsaných v knihách [5] a [6]. Přestože
se obě knihy zabývají tvorbou a testováním použitelnosti internetových stránek, popsané
postupy a poznatky platí pro jakékoliv uživatelské rozhraní, ať už jde o počítačový program,
nebo ovládání automatické pračky.
Základem použitelnosti je všeobjímající heslo
”
Nenuťte uživatele přemýšlet“. Uživa-
telské rozhraní musí být natolik intuitivní, aby jej uživatel dokázal ovládat bez znalosti
vnitřních procesů, které se na pozadí odehrávají. Nikdy by neměl nastat okamžik, kdy
uživatel neví, co dál. Složité návody a How-To dokumenty většinou značí příliš složité a
špatně navržené uživatelské rozhraní. Většina problémů nastává, když tvůrce uživatelského
rozhraní přecení schopnosti cílových uživatelů. Při testování použitelnosti je proto nejlepší
jako testery využít přímo koncové uživatele.
6.1 Metodika
Metoda nízkonákladového testování použitelnosti, popsaná ve výše uvedených knihách, vy-
chází z předpokladu, že pro uživatelské testování není potřeba zaměstnávat profesionální
testery a utrácet nemalé částky za speciálně vybavená testovací studia s poloprůhlednými
zrcadly.
Vše, co pro testování postačuje, je klidná místnost vybavená osobním počítačem. Steve
Krug doporučuje použít software pro záznam obrazovky počítače a pro záznam zvuku
z mikrofonu. Tyto prostředky jsem pro testování nevyužil, protože pro rozsah, ve kterém
jsem aplikaci testoval, by byly zbytečné.
Samotný průběj testování by měl probíhat v klidné a uvolněné náladě. Tester nesmí
být za žádných okolností jakkoliv stresován. Sebemenší psychická či fyzická nepohoda může
způsobit zkreslení výsledků. Doporučený průběh testování je popsán následovně:
• Tester je usazen před počítač. Úvodním rozhovorem je setřesen veškerý prvotní stres.
Tester je povzbuzen ke všem komentářům a návrhům, které jej během testování na-
padnou. Zároveň je požádán, aby nahlas komentoval veškeré akce, které provádí.
• Spuštění testovaného programu. Tester je vyzván aby popsal co vidí a k čemu si myslí,
že jednotlivé prvky programu slouží.
• Testerovi je zadáno několik úkolů, které má s programem vykonat. Opět je požádán
aby komentoval všechny své akce.
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Tohoto průběhu testování jsem se pokusil co nejvíce přiblížit, ale vzhledem k tomu,
že prvním krokem po spuštění mého programu je výběr nebo tvorba uživatelského profilu,
přešel jsem ihned po spuštění programu k jednotlivým úkolům. Úkoly byly velmi jednodu-
ché:
1. Vytvořit uživatelský profil. Zde jsem testerům neposkytoval žádné rady. Pouze jsem
pozoroval, jak si počínají.
2. Nadiktovat libovolný text. K dispozici bylo na výběr několik knih různých žánrů,
denní tisk a Internet.
3. Upravit rozpoznaný text tak, aby odpovídal textu nadiktovanému a výsledek uložit
jako textový dokument. Při tomto kroku jsem dle potřeby poskytoval testerům drobné
rady.
6.2 Výběr testerů
Skupinu testerů jsem se pokusil vytvořit co nejrůznorodější. Snažil jsem se o to, aby ve
skupivě byla zastoupena různá zaměstnání, různé úrovně dosaženého vzdělání a různé zku-
šenosti s prací s počítačem. Využil jsem především lidi ze svého nejbližšího okolí. Z počátku
jsem se obával, aby mé osobní vztahy s testery nezpůsobily zkreslení výsledků. Během tes-
tování se však ukázalo, že tato obava byla naprosto zbytečná a že testeři hodnotili testovaný
program objektivně. Seznam vybraných testerů je uveden v tabulce číslo 6.1.
Věk Vzdělání Zaměstnání Práce s počítačem
25 vysokoškolské student – informatika 8 hodin denně
24 vysokoškolské student – práva 4 hodiny denně
25 vysokoškolské projektový manažer 7 hodin denně
52 středoškolské prodavač několik hodin měsíčně
24 středoškolské elektrikář 4 hodiny denně
65 učňovské řidič 2 hodiny denně
Tabulka 6.1: Testeři programu.
6.3 Výsledky testování
6.3.1 Tvorba uživatelského profilu
Při tvorbě uživatelského profilu si testeři stěžovali na to, že při diktování nevidí žádnou
přímou odezvu. Ptali se, jestli se program nezasekl a jestli něco dělá. Podobný problém
nastal při spouštění rozpoznávání nadiktovaného textu. Během inicializace rozpoznávače,
která obchází systém signálů a slotů, operační systém občas označí okno programu jako
nereagující. To vyvolává dojem pádu programu. Během rozpoznávání potom není vidět
žádný průběh a testeři se ptali, jak dlouho to ještě bude trvat.
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6.3.2 Diktování
Při inicializaci rozpoznávače, která je součástí načtení uživatelského profilu, nastal stejný
problém s blokováním okna, který je popsaný výše.
Během diktování testeři ocenili, že systém reaguje na jejich hlas ukazatelem aktuál-
ního výkonu zvukového signálu. Po ukončení diktování nevěděli, zda je již rozpoznávání
dokončené a zda mohou začít pracovat s rozpoznaným textem.
6.3.3 Úprava a uložení textu
Téměř všichni testeři začali okamžitě upravovat text pomocí klávesnice, aniž by zkusili
vyvolat kontextovou nabídku. Po chvilce zeptali, k čemu slouží symboly [+]. Po mám
vysvětlení začali všichni používat kontextovou nabídku a pomocí ní vybírat mezi různými
hypotézami. Častou a opakovanou stížností bylo to, že rozpoznaný text není nijak graficky
oddělen od textu vepsaného. Po několika úpravách již testeři nevěděli, u kterých slov lze
vyvolat kontextovou nabídku s výběrem alternativ a u kterých ne.
Pouze jeden tester využil možnost přehrát si nadiktovaný text a na jeho základě provádět
úpravy. Ostatní text opravovali podle předlohy. Toto chování by se zřejmě změnilo, kdyby
žádnou textovou předlohu neměli.
Uložení do textového souboru zvládli všichni uživatelé bez jakéhokoliv problému.
6.3.4 Celkový dojem z aplikace
Pro většinu testerů bylo testování mé aplikace prvním setkáním s technologií rozpoznávání
řeči. Bylo vidět, že v nich tato technologie zanechala hluboký dojem. Bylo proto složité
oddělit názory na rozpoznávání řeči a na aplikaci samotnou. Po delší diskuzi jsem se se
všemi testery shodnul na tom, že aplikace je funkční a použitelná, ale bylo by vhodné jí
rozšířit o další funkce a odstranit nedostatky, které byly při testování odhaleny.
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Kapitola 7
Navrhovaná rozšíření
Hlavním problémem, na který jsem narazil při uživatelském testování, je nedostatek zpětné
vazby uživatelského rozhraní na akce uživatele. Uživatelé od programu očekávají mnohem
vyšší míru interaktivity. Ve většině případů by se dala zpětná vazba zajistit různými uka-
zateli průběhu, popřípadě aktuálního stavu nějaké veličiny.
Navrhuji následující úpravy a rozšížení:
• Při tvorbě uživatelského profilu by bylo možné během záznamu zvuku zobrazovat
aktuální hodnotu výkonu zvukového signálu, stejně jako je tomu při diktování. Dále
by bylo možné přidat časomíru zobrazující čas uplynulý od začátku nahrávání.
• Po několika drobných úpravách ve třídě ErrorHandler by bylo možné zobrazovat
průběh inicializace rozpoznávače. Při inicializaci totiž třída SBlockSetI loguje vy-
tváření jednotlivých bloků, jejichž počet je předem známý. Volání inicializace by bylo
nutné upravit na neblokované a program by musel sám blokovat všechny uživatelské
vstupy.
• Po úpravě třídy RecognizerTarget by bylo možné zobrazovat výsledky rozpoznávače
okamžitě po každém volání metody OnTranscription, namísto čekání na dokončení
rozpoznávání celého zvukového segmentu. Tato úprava by zajistila nejen průběžné
zobrazování výsledků rozpoznávače během tvorby uživatelského profilu, ale zřejmě
také plynulejší zobrazování výsledků během diktování.
• Pro nové uživatele, kteří ještě nemají s programem žádné zkušenosti, by bylo vhodné
vytvořit krátký tutoriál, který by je provedl možnostmi textového editoru, především
používáním kontextové nabídky.
• V případě tvorby vlastního layoutu pro vykreslování textového editoru by bylo možné
graficky oddělovat nadiktovaný text od rozpoznaného, zvýrazňovat právě přehrávané
slovo a především povolit pokročilejší formátování textu, jako například volbu velikosti
a řezu písma. Tato úprava by vyžadovala možnost ukládat výsledný text do některého
z formátů umožňujících formátování textu, například RTF.
• Bylo by užitečné umožnit rozpoznávání z již nahraného zvukového souboru. V tomto
případě by nebyla nutná adaprace na mluvčího, protože vstupní data by byla dosta-
tečně dlouhá. Rozmanitost podporovaných formátů zvukových souborů by záležela
na použité knihovně. Zvuková data by před rozpoznáváním bylo nutné a dekódovat
převést do správného formátu.
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• Pomocí různých přepisovacích pravidel by bylo možné automaticky formátovat dikto-
vaný text a doplňovat interpunkci. V případě chyby by bylo možné provést její opravu
pomocí hlasových příkazů.
• Za pomoci rozpoznávání mluvčího by bylo možné pořizovat například přepis jednání
s klientem bez nutnosti vést si písemné poznámky. Jednotlivé promluvy by se přiřazo-
valy k účastníkům konverzace dle jejich identifiakce. V tomto případě si nejsem jistý,
zda a popřípadě jak by probíhala adaptace na jednotlivé mluvčí.
Příkladů všech možných rozšíření této aplikace je nepřeberné množství. Přestože sys-
tém funguje spolehlivě, limitujícím faktorem je absence pravého on-line rozpoznávače. Jako
nejdůležitější směr vývoje bych proto viděl dokončení on-line rozpoznávače a přechod na
jeho využití.
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Kapitola 8
Závěr
Úkolem této diplomové práce bylo navrhnout a implementovat jednoduchý diktovací sys-
tém založený na knihovně BSAPI. Byly zde v krátkosti rozebrány metody používané pro
rozpoznávání řeči. Po prostudování a porovnání vlastnosí existujících diktovacích systémů
byla navržena vlastní aplikace, která se snaží nabídnout obdobné vlastnosti při dosažení
co nejlepší ergonomie ovládání. Tato aplikace byla implementována za pomoci aplikační
knihovny Qt a oproti zadání rozšířena o možnost adaptace na mluvčího. Po implementaci
byla vytořená aplikace testována uživateli různého věku, vzděnání a různých kompetencí
k práci s počítačem. Na základě výstupu těchto testů byl stanoven doporučený budoucí
vývoj aplikace.
Během testování bylo prokázáno, že aplikace je dostatečně vyspělá pro využití běžnými
uživateli pro diktování kratších textů. Delší texty by vyžadovaly alespoň částečně automa-
tizované formátování. Díky jednoducosti ovládání je aplikace vhodná pro využití tělesně
postiženými.
Hlavní výhodou Jednoduchého diktovacího systému je jeho snadná rozšiřitelnost a pře-
nositelnost dosažená díky využití knihovny Qt. Pokud to knihovna BSAPI v budoucnosti
umožní, bude velmi jednoduché systém přenést na jakékoliv mobilní zařízení. V současné
době je však z implementačního a především výkonnostního hlediska striktně omezen pouze
na platformu x86.
Jednoduchý diktovací systém může nalézt uplatnění v mnoha oborech lidské činnosti od
zaznamenávání soukromých poznámek, přes diktování dlouhých textů až po profesionální
transkripci během obchodních nebo soudních jednání. Vše záleží pouze na tom, kterým
směrem (a jestli vůbec) bude aplikace dále vyvíjena.
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Příloha A
Obsah CD
Přiložené CD obsahuje následující soubory:
• text – Text práce ve formátu PDF
• LaTeX – Zdrojové kódy textu práce v LaTeXu
• src – Zdrojové kódy aplikace
• SDS – Aplikace zkompilovaná pro prostředí Microsoft Windows se všemi potřebnými
knihovnami a nastavením
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Příloha B
Kompilace zdrojových kódů
B.1 Požadavky
Aplikace pro svou kompilaci na systému Windows vyžaduje nainstalované následující knihovny:
• Qt 4.7
• dlfcn-win32
• OpenFST
B.2 Kompilace
Kompilace se provádí pomocí příkazů:
qmake
make
Kompilace probíhá do složky debug, kde jsou připraveny všechny soubory nutné pro spu-
štění.
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