Abstract. In the early 1980's the author proved G. W. Whitehead's conjecture about stable homotopy groups and symmetric products. In the mid 1990's, Arone and Mahowald showed that the Goodwillie tower of the identity had remarkably good properties when specialized to odd dimensional spheres.
Introduction and main results
G. W. Whitehead's conjecture about p-local stable homotopy groups and symmetric products of spheres was proved by the author [K1] when p = 2, and by the author with S. Priddy [KuP] for all primes p. The conjecture concerns stable homotopy groups, but the proof involves unstable methods.
The Goodwillie homotopy calculus tower of the identity functor on spaces, when evaluated on odd dimensional spheres, was shown to have many lovely properties by G. Arone and M. Mahowald [AM] , with further properties evident when one views this as a Weiss orthogonal calculus tower. One is left with a wonderfully efficient tool for studying the unstable homotopy groups of spheres using stable calculations.
It has long been suspected that delooped attaching maps for fibers in the tower for S 1 could be used to construct contracting retractions for the sequence arising in the Whitehead conjecture. In this paper we show that this is true: we give a state-of-the-art proof of the Whitehead conjecture, and simultaneously show that the tower for S 1 collapses as expected. The crucial observation for us is that the Steenrod algebra module maps between the primitives in the mod p homology of the various key infinite loopspaces are very limited, and determined by the Hecke algebras associated to the family of Chevalley groups GL n (Z/p). Identities in these Hecke algebras, already identified in [KuP] , ultimately show that maps arising from the tower induce on homology primitives a chain homotopy contraction of the complex induced by the maps arising in the resolution of the Whitehead conjecture. Date: August 20, 2013 . 2000 Mathematics Subject Classification. Primary 55P65; Secondary 55Q40, 55S12, 20J06. This research was partially supported by National Science Foundation grant 0967649.
1.1. A family of co-H-spaces. We make the following conventions: all spaces and spectra are p-complete, homology and cohomology are with Z/p-coefficients, and, if Z is a space, QZ = Ω ∞ Σ ∞ Z. Let ρ k be the p k dimensional real permutation representation of the symmetric group Σ p k , which we regard as the group of permutations of the vectors in E k = (Z/p)
k . E k can be viewed as the translation subgroup in Σ p k , and has normalizer E k ⋊ GL k (Z/p).
As ρ k contains a one dimensional trivial module, the Thom space BE ρ k k is a suspension with an action of GL k (Z/p). We then define L 1 (k) to be the natural retract of this space associated to the Steinberg idempotent e k ∈ Z (p) [GL k (Z/p)] [St] . In particular, L 1 (k) is naturally a co-H-space. The first two of these are themselves suspensions, and not just retracts of suspensions: L 1 (0) ≃ S 1 and L 1 (1) ≃ ΣBΣ p , both completed at p. Below, we will describe H * (L 1 (k)) as a module over the mod p Steenrod algebra A. For now, we just note that it is of finite type, it is c(k) − 1 connected where c(k) = 2p k − 1 − k, and H c(k) (L 1 (k)) = Z/p. This construction extends to V C , the category of finite dimensional complex vector spaces with inner product. Given V ∈ V C , the Thom space BE (R⊕V )⊗ R ρ k k is a suspension with an action of GL k (Z/p). We then let L 1 (k, V ) = e k BE (R⊕V )⊗ R ρ k k , so that L 1 (k) = L 1 (k, 0).
The main theorem.
We consider families of maps (1 j ) d j is an infinite loop map, and is nonzero on homology primitives in dimension c(j + 1). (2 j ) s j is the specialization to V = 0 of a natural transformation s j (V ) : QL 1 (j, V ) → QL 1 (j + 1, V ), and is nonzero on homology primitives in dimension c(j + 1). Then d k s k + s k−1 d k−1 : QL 1 (k) → QL 1 (k) will be a homotopy equivalence. 
Indeed, there are product decompositions
identifies with the evident contractible sequence 
is a chain complex, then it is an acylic chain complex, and thus exact.
In §1.4 and §1.5 below, we describe two interesting families of maps {d k } and {s k } fulfilling the hypotheses of the main theorem. The two corollaries then verify two substantive conjectures:
• The Whitehead Conjecture. This is a conjecture about stable homotopy popularized by G.W.Whitehead in the 1960's, and proved by the author (with S.Priddy at odd primes) in the early 1980's [K1, KuP] . Our work here unifies, simplies, and clarifies previous proofs.
• The Tower of S 1 Conjecture. This is a conjecture from the mid 1990's about the behavior of the Goodwillie tower of the identity, specialized to S 1 . M. Behrens has recently proved this for the prime 2 [B1] using the Lie operad algebra structure on the identity tower identified by G. Arone and M. Ching [AC] , and relying heavily on calculational details from [K1] . Our work here works for all primes, and avoids both the use of the Arone-Ching work and reliance on [K1] .
1.3. The strategy of the proof of Theorem 1.1. We say a little bit about the proof of Theorem 1.1.
Let A be the mod p Steenrod algebra. Then H * (Z) is a coalgebra in the category of right A-modules (with operations in A lowering degree), and we let P H * (Z) denote the submodule of primitives:
A based map f : Z → Y induces an A-module map f * : P H * (Z) → P H * (Y ). If Z and Y are p-complete, simple spaces of finite type, then f will be a homotopy equivalence if the induced map on primitives is an isomorphism. Thus Theorem 1.1 will follow from the next theorem. 
will be an isomorphism.
Conditions (1 k ) and (2 k ) turn out to respectively determine
and
up to a nonzero scalar: see Corollary 3.4 and Corollary 3.9. This rigidity result for s k (which is not an infinite loop map) is a key new technical discovery: in analyzing s k * in §3.2, we show potential 'lower' terms are zero with a Goodwillie calculus argument, and we show potential 'higher' terms are zero with an A-module calculation. The homomorphisms d k * and s k * are then described by means of certain elements in the Hecke algebras of type A (over Z/p): see Corollary 6.6 and Corollary 6.8. Identities in these Hecke algebras then imply that, on P H * (QL 1 (k)), (d k s k ) * and (s k−1 d k−1 ) * will be nonzero scalar multiples of complementary idempotents: see §8.
These Hecke algebras show up for the following reason. Let B n < GL n (Z/p) be the subgroup of upper triangular matrices. The Hecke algebra H n of type A n−1 is the algebra of natural endomorphisms of the functor sending a GL n (Z/p)-module M to its B n -invariants M Bn . With some modification in the case of odd primes, our right A-modules of primitives are direct sums of direct summands of duals of the left A-modules H * (BE ρn n ) Bn . One has Theorem 1.5. The natural homomorphism of algebras
is an isomorphism.
See Theorem 6.3 for the variant we need at odd primes.
1.4. The Whitehead Conjecture. The Whitehead conjecture concerns the natural filtration of the Eilenberg-MacLane spectrum HZ, when viewed as the infinite symmetric product of the sphere spectrum S. Classical calculations [Na] show that the filtration
realizes the admissible sequence length filtration on H * (HZ) = A/Aβ. This implies, in particular, that for all k,
is monic.
By contrast, listed as a 'classical' problem attributed to G.W.Whitehead in a 1970 conference proceedings [M, Conjecture 84] is the conjecture that for all k,
By diagram chasing, the conjecture is equivalent to the exactness of the sequence
− − → HZ on p-local homotopy groups. Here δ −1 is the inclusion of the bottom cell, and, for k ≥ 0, δ k is the evident connecting map.
S. Mitchell and Priddy [MP] construct a homotopy equivalence ΣL(k) ≃ Σ ∞ L 1 (k); Arone and W. Dwyer [AD] give a slightly different proof.
Choosing such equivalences, let d k :
The only thing here that is not clear is that d k is nonzero on H c(k+1) . This will be proved in §8.
We will shortly describe two families of maps s k satisfying conditions (2 k ): see Lemma 1.9 and Remark 1.12. As in [K2] , we call a spectrum spacelike if it is a retract of a suspension spectrum. Corollary 1.2, applied to our maps d k , can be restated as follows. 
We have reproved the main theorems of [K1, KuP] . Since L(0) = S 0 and L(1) ≃ Σ ∞ BΣ p , exactness at [Y, ΣL(0) ] is a strengthened version (since it is once delooped) of the Kahn-Priddy Theorem [KaP2] , which resolved a conjecture of M. Mahowald from the same 1970 conference proceedings [M, Conjecture 81] . [MP] , one lets δ k be the composite
where tr is the transfer associated to the subgroup inclusion E k < E k+1 . This is essentially what was done in [KuP] . In fact, all such maps turn out to be the same, up to a unit in Z p , and
This follows from the Segal Conjecture for elementary abelian groups [AGM] and calculations with Steinberg idempotents in [K4] or [Ni] .
1.5. The Tower of S 1 Conjecture. Given V ∈ V C , results by Arone and coauthors Mahowald [AM] , Dwyer [AD] , and Kankaanrinta [AK] combine to show that there is a strongly convergent tower of principal fibrations under S R⊕V ,
This tower can be regarded as either the Weiss tower [W] of the functor V S R⊕V , or the Goodwillie tower [G] of the identity functor on based spaces, specialized to odd dimensional spheres.
Using the former interpretation, Arone, Dwyer, and Lesh [ADL] show that the connecting maps of the tower,
, can be naturally delooped k times. Choosing deloopings, one sees that one has a sequence of natural maps
where s −1 (V ) is the natural inclusion S R⊕V → QS R⊕V . Specializing to V = 0 and letting s k = s k (0), the sequence takes the form
This will be proved in §8. As before, the only thing here that is not clear is that s k is nonzero on P H c(k+1) .
Note that, from the construction, each composite s k s k−1 is null after applying Ω k . Corollary 1.3 applied to our maps s k thus proves the following version of longtime conjectures about the tower of S 1 .
Theorem 1.10 (The Tower of S 1 Conjecture). If, for some k, Z is the k-fold suspension of a CW complex and dim Z < c(k + 1), then the following sequence is exact:
All spheres satisfy the hypothesis for Z, so one gets an exact sequence on homotopy groups. [B1] shows this is true when p = 2.
We conjecture an addendum to [ADL] , which would allow one to simplify the hypotheses on Z in the last theorem to just the statement that Z be a suspension.
We discuss our failed attempt to prove this in Appendix B. We do note, however, that there is a unique (k − 1)-fold delooping Ωs k (V ) of the kth connecting map.
If one applies π * to the tower for S R⊕V , one gets a spectral sequence converging to π * (S R⊕V ). These spectral sequences are compatible as V varies, as the map
R⊕V ⊕W induces a map of towers with the maps on fibers homotopic to standard quotient maps. Theorem 1.10 implies that the spectral sequence for S 1 collapses (to the known answer!) at E 2 , and so can be used to help determine d 1 differentials in the spectral sequences for the other odd dimensional spheres. We note that
, so the spectral sequences converge very quickly. See [B2] for some enhanced thoughts along these lines, and many calculations when p = 2.
Remark 1.12. If one is only interested in the Whitehead Conjecture, there is an alternative set of maps available for the contracting homotopies, defined in the spirit of [K1] . Let s k (V ) : QL 1 (k, V ) → QL 1 (k + 1, V ) be given as the composite
where D p X is the pth extended power of X, j p is the pth James-Hopf map (see §2.1), and π is a stable retraction constructed as in Corollary 5.5. With s k (V ) so defined, s k = s k (0) satisfies condition (2 k ). See Remark 3.10 for more about using these maps s k to prove the Whitehead Conjecture.
1.6. Acknowledgements. I would like to thank Geoffrey Powell for a critical reading of the first version of this paper, and, in particular, for catching an incorrect, but thankfully inessential, lemma.
Computing maps f : QZ → QY on homology primitives
The maps in our main theorem all have the form f : QZ → QY , where Z and Y are co-H-spaces. In this section, we discuss how to compute such maps on homology primitives.
2.1. Maps from QZ to an infinite loop space. For r ≥ 1, the rth extended power of a based space Z is the space D r Z = EΣ r+ ∧ Σr Z ∧r . This construction extends to spectra so that LMMS] . There are various constructions in the literature of natural stable maps
• the composite is the canonical map from a coproduct to a product,
• the inclusion and projection maps Σ Given a space Z and a spectrum X, the first map above induces a homomorphism of homotopy groups
Under this homomorphism, we let the image of f :
The first mapf (1) identifies with the composite
If Z is path connected, the map f can be reconstructed from its components as follows. Using the second map in (2.1), the rth James-Hopf map, j r : QZ → QD r Z is defined to be adjoint to the projection
The first of these, j 1 , identifies with the identity QZ → QZ.
The following lemma is easy to check.
is null for all r > 1.
To use this lemma to analyze a map f : QZ → Ω ∞ X in homology, we will use an analysis of Σ ∞ j r . The main result of [K5] , as strengthened for co-H-spaces in [K6, Appendix B] , says the following.
Proposition 2.3. If Z is a co-H-space, then the composite
is null unless r = st, when it equals the transfer associated to the subgroup inclusion
2.2. H * (QZ) and the functors R n . As the homology of an infinite loopspace, H * (QZ) admits Dyer-Lashof operations. Using these, if Z is path connected, H * (QZ) is a well known functor of H * (Z) [CLM] . We remind readers how this goes. When p = 2, the operations take the form
One can iterate; if I = (i 1 , . . . , i n ), one lets Q I = Q i1 . . . Q in , and defines l(I), the length of I, to be n. These satisfy Adem relations and the unstable relation:
They interact with Steenrod operations via the Nishida relations, and interact with product structure via the Cartan formula and the restriction property:
When p is odd, the operations take the form
. . , ǫ n , i n ) with each ǫ j = 0 or 1, one lets Q I = β ǫ1 Q i1 . . . β ǫn Q in , and defines l(I) = n. As at 2, one has Adem and Nishida relations, and the Cartan formula. The unstable relation now reads Q i x = 0 if 2i < |x| and the restriction property says Q i x = x p if 2i = |x|. One now defines functors R n : right A-modules → right A-modules by letting R n M be the span of length n Dyer-Lashof operations applied to M :
with Steenrod operations acting via the Nishida relations. Let R * M = ∞ n=0 R n M , so R * M has a left action by the Dyer-Lashof algebra, and a compatible right action by A. Then
where, if N is a module over the Dyer-Lashof algebra, U (N ) is the free graded commutative algebra on N subject to the relations x 2 = Q i x, if p = 2 and i = |x|, and x p = Q i x, if p is odd and 2i = |x|. The algebra here parallels the geometry: under the stable splittings, the DyerLashof operations are induced by the natural maps
The following two geometric interpretations of R nH * (Z) are useful.
Lemma 2.4. R nH * (Z) is the image in homology of either of the following maps:
Here ǫ is induced by the diagonal S 1 → S p n , and is well known to commute with Dyer-Lashof operations.
Proposition 2.5. The transfer and inclusion maps associated to Σ p n ≀Σ p k < Σ p n+k restrict to defined the dotted arrows in the a commutative diagram
Proof. That i * restricts as indicated is clear. That the transfer tr restricts is a consequence of part (a) of the lemma, noting that ǫ commutes with the transfer.
Corollary 2.6. Via tr and i * , the A-module R n+kH * (Z) is a direct summand in R n R kH * (Z).
Proof. i * • tr is multiplication by the index, and
2.3. The primitives in H * (QZ) when Z is a co-H-space. When Z is a co-Hspace,H * (Z) is primitive. The Cartan formula then shows that each element Q I x, x ∈H * (Z) is also primitive, and then that P H * (QZ) = R * H * (Z).
The results in the last two subsections now combine to say the following.
Theorem 2.7. If Y and Z are co-H-spaces and f : QZ → QY is a continuous map, then the induced map on homology primitives can be computed as
as follows: on R n+mH * (Z), it is zero for n < 0, and, for n ≥ 0, it is the composite
Proof of Theorem 1.4: first reductions
It is convenient to let L k =H * (L 1 (k)), so, in particular, L 0 =H * (S 1 ). To prove Theorem 1.4, we need to understand the maps
In this section, we show how the hypotheses of Theorem 1.4 fit with the theory of the last section to greatly simplify the problem.
The following three lemmas restrict what this map could be.
This was given an elementary proof by the author in [K4] .
This is a special case of Theorem 6.2.
See Lemma 6.5 for a more precise statement.
3.2. Analyzing s k * . Analyzing s k * is more delicate, as s k : QL 1 (k) → QL 1 (k + 1) is not assumed to be an infinite loop map.
Recall that the adjoint to s k has components s k (r) :
, s k is the sum over r of the maps Ω ∞ s k (r) • j r . The next lemma, an application of Weiss orthogonal calculus [W] , shows that, in our situation, almost all of these are zero.
Lemma 3.5. If s k extends to a natural transformation s k (V ) : 
The first term here is determined bys
. This is zero due to the next lemma, which is again a special case of Theorem 6.2.
, and is thus constrained by the next two lemmas.
This is yet another special case of Theorem 6.2.
See Lemma 6.7 for a more precise statement.
Corollary 3.9. If s k satisfies condition (2 k ), then s k * is a composite of the form
Remark 3.10. With s k * defined as in Remark 1.12, the conclusion of this corollary clearly holds. This avoids the need to use Lemma 3.5, and thus Weiss calculus, in a proof of the Whitehead conjecture.
3.3.
What is next in the proof of Theorem 1.4? The analysis above focuses attention on the A-module maps among the modules of the form R n L k . In the next four sections we describe these in a manner that allow us to easily finish the proof of Theorem 1.4.
The key points are the following:
where H n is the Hecke algebra of type A n−1 .
• Thanks to the first three points, the maps occurring in Corollary 3.4 and Corollary 3.9 can be described in terms of elements in these Hecke algebras. Most of this material is in [K3] or [KuP] . We also make use of special properties of H * (BE n ), viewed as an unstable A-module.
The Hecke algebra and Steinberg idempotent for GL n (Z/p)
In this and subsequent sections, we often write GL n for GL n (Z/p). We describe some subgroups of GL n , viewed as a Chevalley group of type A n−1 . We let B n < GL n be the standard Borel subgroup: the set of all upper triangular matrices. This contains the subgroup U n consisting of all upper triangular matrices with 1's on the main diagonal. This is a p-Sylow subgroup of GL n .
For i = 1, . . . , n−1, we let P i < GL n be the ith minimal parabolic subgroup: the subgroup generated by B n and the transposition w i that interchanges coordinates i and i + 1 of E n . These transpositions generate the group W n of permutation matrices. As is standard, given w ∈ W n , we let l(w) be the minimal length of a word in the w i representing w.
4.1. The Hecke algebra of type A n−1 . Definition 4.1. For n ≥ 1, the mod p Hecke algebra of type A n−1 is the endomorphism algebra
It is convenient to also let H 0 = Z/p.
Recall that if M is a left Z/p[G]-module, and H < G, then
is the module of coinvariants. Standard Yoneda lemma arguments show the following.
Lemma 4.2. H n is the endomorphism ring of the functor
This lemma allows us to define some elements in H n . (We do this in a way that makes it clear these elements really come from the integral Hecke algebra: see [K3, §4] and [KuP, §2] for more about this.) To describe these, recall that, given K < H < G, and a Z/p [G] -module M , there is an evident quotient map M K → M H . There is also a transfer (or norm) map tr :
Definition 4.3. For i = 1, . . . , n − 1, letê(i), e(i) ∈ H n be defined as follows. We letê(i) be the natural transformation
As the index of B n in P i is p + 1,ê(i) 2 = (p + 1)ê(i), and so is idempotent mod p. We then let e(i) = p + 1 −ê(i) = 1 −ê(i) mod p, the complementary idempotent.
In terms of the standard algebra generators [I] T 1 , . . . , T n−1 for H n ,ê(i) = 1+T i , corresponding to the Bruhat decomposition P i = B n B n w i B n . Thus e(i) = p − T i = −T i mod p.
The equationê(i) 2 = (p + 1)ê(i) is then equivalent to the classic relation
The classic presentation [I] for H n in terms of the T i gives the following presentation of H n in terms of the e(i).
Proposition 4.4. The Z/p-algebra H n is generated by e(1), . . . , e(n − 1) subject to the relations (i) e(i) 2 = e(i) for all i. (ii) e(i)e(i + 1)e(i) = e(i + 1)e(i)e(i + 1) for 1 ≤ i ≤ n − 2. (iii) e(i)e(j) = e(j)e(i) if j − i > 1.
Furthermore, the assignment e(i) →ê(i) extends to an involution of algebraŝ
Remark 4.5. In the integral Hecke algebra, relations (i) and (ii) lift to Definition/Proposition 4.6. [K3, §4] There is a unique nonzero element e n ∈ H n satisfying the two properties: (a) e(i)e n = e n = e n e(i) for all i.
Note that e 1 = e 0 = 1. For larger n, there is an explicit formulae for e n .
Proposition 4.7. For n ≥ 2, e n is the 'longest word' in the e(i).
Example 4.8. In H 4 , e 4 = e(1)e (2)e(3)e (1)e(2)e(1).
Using the involution of H n , one sees that the elementê n ∈ H n satisfies analogous properties. (ê 1 =ê 0 = 1.) The 'hatted' version of the corollary for H n -modules of the form M Bn is as follows.
Notation 4.11. There is an algebra embedding H k × H n ֒→ H k+n corresponding to the block inclusion GL k × GL n ֒→ GL k+n . Explicitly this sends e(i) ∈ H k to e(i) ∈ H k+n and e(i) ∈ H n to e(k + i) ∈ H k+n . Slightly abusing notation, in H k+n , we let e k ,ê n ∈ H k+n be the images of e k ∈ H k andê n ∈ H n under this embedding. Thus e k andê n are commuting idempotents, e k is the longest word in the first k − 1 of the e(i),ê n is the longest word in the last n − 1 of theê(i), and neither involves e(k).
A useful consequence of the above propositions goes as follows.
Corollary 4.12. [KuP] In H k+n , e k e(k)e k = e k+1 andê nê (k)ê n =ê n+1 .
The Steinberg idempotent.
Definition 4.13. In the integral group ring
, and let
R. Steinberg [St] showed that e St k is idempotent. As e
It follows that there are canonical isomorphisms e
Using e
St k to define the co-H-space L 1 (k). As GL k (Z/p) acts on the suspension space BE ρ k k , one can find a map e [AK] show that there is even a choice of such a map that is homotopy idempotent.
The space L 1 (k) is then defined to be the mapping telescope T el(e St k ), and the canonical map r : BE
5. Some subgroups of Σ p n and wreath product transfers
Using iterated wreath products, the symmetric group Σ p n contains subgroups analogous to the subgroups B n , P i < GL n , as we now describe.
Our notational convention for wreath products is that if H permutes a set S and G permutes a set T , then H ≀ G = G S ⋊ H permutes the set T × S, and contains G × H as a subgroup.
We now let B n be the n-fold iterated wreath product Σ p n ≀ Σ p and P i be the n − 1-fold wreath product B n−i−1 ≀ Σ p 2 ≀ B i−1 . B n has U n = Z/p n ≀ Z/p as a Sylow subgroup. Note that E n is canonically a subgroup of all of these.
In §1 we mentioned that N Σ p n (E n )/E n = GL n . Similarly, one has
It follows that the subgroup inclusions E n < B n and E n < P i induce maps in homology passing through the B n and P i coinvariants:
The main theorem in [K3] shows that cohomology diagrams dual to the ones in following theorem commute. 
Mitchell and Priddy, using a homology calculation similar to those in Theorem 5.2, observe the following.
Proposition 5.4. [MP] There exists a stable map
Proof. This follows from the commutative diagram
where the unlabeled maps are induced by subgroup inclusions. The triangle commutes by Proposition 4.15.
A-module maps among the modules R n L k
Recall that we wish to understand A-module maps among the A-modules
The results in the last sections make it clear that very explicit geometric maps exhibit R n L k as a direct summand of R k+n 1 L 0 . Thus it suffices to understand A-module maps among the family R n 1 L 0 .
Recall that E n < B n induces an epimorphism of A-modules
Remark 6.1. The epimorphism here is an isomorphism when p = 2, and very close to an isomorphism when p is odd: see Lemma 7.2. Theorem 6.2. If m < n,
We will prove this in §7. Note that this includes Lemmas 3.2, 3.6, and 3.7 as special cases.
More interesting is when m = n.
commute. This set is a subalgebra of End A (H * (BE ρn n ) Bn ) in the evident way, and there is an algebra homomorphism to End A (R n 1 L 0 ) by sending (f, g) to g. Note that there is a homomorphism of algebras
for all A-modules M equipped with an action of GL n . Theorem 6.3. The algebra homomorphisms
This fundamental result will also be proved in §7.
It is worth pondering what key elements in
ρn n ) can be viewed as the span of sequences of Dyer Lashof operations of length n acting on the fundamental class of S 1 , before Adem relations have been applied. Corollary 5.3 tells us thatê(i) ∈ H n corresponds to the endomorphism
L 0 where i * and tr are induced by the wreath product subgroup inclusion B n < P i . This map can be regarded as 'rewriting' the ith and (i + 1)st operations (counting from the right) in some sort of 'admissible' form.
The complementary idempotent e(i) rewrites these operations in 'completely inadmissible' form.
We see thatê n R
which can be interpreted as the span of admissible sequences of length n applied to the module of completely inadmissible sequences of length k (acting on a 1-dimensional class).
6.1. More calculations in the Hecke algebra. The next lemma and corollary should be compared with Lemma 3.3 and Corollary 3.4.
Similarly, the next lemma and corollary should be compared with Lemma 3.8 and Corollary 3.9.
The identity in the next proposition was identified by us in [KuP] .
e n e k+1ên + e kên+1 e k =ê n e k .
The elementsê n e k+1ên and e kên+1 e k are orthogonal, and thus idempotent.
Proof. For the first statement, we compute:
e n e k+1ên + e kên+1 e k =ê n e k e(k)e kên + e kênê (k)ê n e k =ê n e k (e(k) +ê(k))ê n e k = (ê n e k ) 2 =ê n e k Similarly, for the second statement, we have: (ê n e k+1ên )(e kên+1 e k ) =ê n e k+1 e kênên+1 e k =ê n e k+1ên+1 e k =ê n e k+1 e(k)ê(k)ê n+1 e k =ê n e k+1 0ê n+1 e k = 0.
It is now formal that each of these elements are idempotent: if x, y are elements in an algebra with unit e such that x + y = e and xy = 0, then x and y are idempotent.
Corollary 6.10. If λ, µ ∈ Z/p are nonzero, then
Proofs of Theorem 6.2 and Theorem 6.3
To prove Theorem 6.2 and Theorem 6.3, it is convenient to work with cohomology, rather than homology. The inclusion E n < B n induces
It is also convenient to desuspend once, using that the representation ρ n has a trivial 1-dimensional summand. Let
If one writes ρ n = 1 ⊕ρ n , then B B ρn n = ΣB Bρ n n , BE ρn n = ΣBEρ n n , and the inclusion E n < B n induces
We let c n ∈ H p n −1 (BE n ) denote the Euler class of the bundle associated toρ n . When p = 2, this is the top Dickson invariant; when p is odd, it is the 'square root' of the top Dickson invariant of the 'even part' of H * (BE n ). In either case,
Bn : at odd primes, c n is a twisted invariant of B n .) We will use the next property of c n .
Lemma 7.1. If E < E n is a proper subgroup, then c n restricts to 0 in H * (BE).
To compare N (n) and c n H * (BE n ) Bn , we will use the following lemma, whose proof will be given at the end of the section.
Bn is an isomorphism if p = 2, and has nilpotent cokernel if p is odd.
Here 'nilpotent' is in the sense of unstable A-module theory [Sch] . Let U be the category of unstable modules, and K be the category of unstable algebras. In our case, our modules are in K, and the lemma equivalently says that a sufficiently high pth power of any element in c n H * (BE n ) Bn will be in the submodule N (n).
, to prove Theorem 6.2 it suffices to prove the next proposition.
Proof. Note that
Bn . We have already shown that the natural map
is a bijection. By construction, the image of this map lands in the subspace Hom U (M, c n H * (BE n )). Now take B n invariants.
Proof. As discussed earlier in dual form, Theorem 5.2 tells us that there are maps
Since the e(i) generate the algebra End U (c n H * (BE n )) Bn ), the corollary follows.
It remains to prove Lemma 7.2.
Sketch proof of Lemma 7.2. The lemma says that the restriction
is an epimorphism when p = 2 and a nil-epimorphism in all cases. This can be proved in various ways. For starters, using a transfer argument, one can replace B n and B n with their p-Sylow subgroups U n and U n . This makes orientability issues disappear: the Euler class c n extends to U n and is U n -invariant.
One approach now goes as follows. The map
is a nil-epimorphism if and only if, for all elementary abelian p-groups E,
One then checks that this map identifies with
where TransRep(E, U n ) is set of representations of E in U n that are transitive, when viewed as an E-set with p n elements. This is a monomorphism.
Proof of the main results
We complete the proof of Theorem 1.4 and thus also Theorem 1.1.
Proof of Theorem 1.4: the last step. We need to understand the diagram
if conditions (1 j ) and (2 j ) hold, for j = k − 1, k.
By Theorem 6.2, this diagram is the direct sum over n of diagrams of the form
Corollary 3.4 and Corollary 6.6 combine to say that d k * and d k−1 * are nonzero multiples ofê n e k+1 andê n+1 e k , while Corollary 3.9 and Corollary 6.8 combine to say that s k * and s k−1 * are nonzero multiples of e k+1ên and e kên+1 .
Thus there are nonzero elements λ, µ ∈ Z/p such that
which is an isomorphism, by Corollary 6.10.
We now prove Lemma 1.6, showing that the maps d k in the Whitehead conjecture satisfy the conditions (1 k ).
We prove this by induction on k, using that the homotopy spectral sequence strongly converges to π * (S 1 ). This second quadrant spectral sequence has E 1 −s,t = π S t−s (L 1 (s) ).
For the inductive step, Corollary 1.3 tells us that E 2 −s,t = 0 for s = 0, . . . , k − 1 unless (s, t) = (0, 1).
By connectivity reasons, if s > k + 1, E 1 −s,t = 0 unless t − s is much bigger than c(k + 1).
Thus d 1 : E 1 −k,c(k+1) → E 1 −(k+1),c(k+1) must be onto, which just means that s k * : π c(k+1) (QL 1 (k)) → π c(k+1) (QL 1 (k + 1)) is onto. 
Suppose the following properties hold: This second conjecture, in the case when r = 2, implies Conjecture 1.11: the conjecture that Ωs k (V )Ωs k−1 (V ) would be null.
The analysis in [ADL] proving Theorem B.1 also proves Theorem B.2 if one makes one change:
• Near the bottom of page 202 of [ADL] , the (0-connected) cofiber of the map S 0 → S (i−1)d should be replaced by the (at least 1-connected) cofiber of S i−1 → S (i−1)d .
To prove the conjectures, one is led to the attempt to do the following.
• k + 1 should be replaced by k + r in the discussion beginning on page 203 of [ADL] , as well as in supporting arguments in §5. All of this appears to be straightforward, except for generalizing the 'representation theory' described in Lemma 5.1 and Proposition 5.2 of [ADL] .
As a first observation, one can weaken Lemma 5.1 to just what is needed in [ADL, §6] . We recall the context.
Let 1 ≤ i ≤ p r . There is a subgroup inclusion U (ip k ) × U (p k+r − ip k ) ⊂ U (p k+r ) using block matrices. In the usual way, we consider Σ i ≀ E k to be a subgroup of U (ip k ), and E k+r to be a subgroup of U (p k+r ). (E k here is written as ∆ k in [ADL] .) Now fix g ∈ U (p k+r ), and let
When r = 1, the next lemma is a version of Lemma 5.1 (5-1) of [ADL] sufficient for the needs of the proof of both theorems above. It is proved using the argument in [ADL] .
Lemma B.6. The composite I g ⊂ Σ i ≀ E k × E k+r → E k+r is monic. In particular, I g will be an elementary abelian p-group.
The evident generalization of Lemma 5.1 (5-2) of [ADL] would be the following: the composite I g ⊂ Σ i ≀ E k × E k+r → Σ i ≀ E k is monic.
Much to our disappointment, we found this can be false as soon as r = 2.
Example B.7. Let p = r = i = 2 and k = 1. Then, for g ∈ U (8), I g is a subgroup of Σ 2 ≀ E 1 × E 3 . If g is chosen to conjugate the permutation matrix γ consisting of four 2 × 2 blocks 0 1 1 0 to the matrix with 4 × 4 blocks I 4 0 0 −I 4 , then (e, γ) ∈ I g (with h = −I 4 ). Thus the finiteness statement, analogous to that on page 204 of [ADL] , that one would like to make about the spectrum S −4 ∧ S 8 as an I g -spectrum appears to be not true.
