When a disaster occurs, the demand for information and communication technology (ICT) services drastically increases. To meet such demands, a national project was undertaken in Japan to develop the Movable and Deployable ICT Resource Unit (MDRU). One challenge regarding the MDRU is securing operators to work the units in emergency situations. As ICT service users have diverse and frequently changing demands, strong technical skills and practical knowledge are required for the administration of MDRUs. In this paper, we propose a knowledge-based network management system to alleviate the burden on administrators. To deal with the structural changes to network systems that frequently occur with changes in ICT service demand, we introduce modularization techniques into our previous research. The proposed system can be easily reconfigured by join/disjoin modules corresponding to changes in the system configuration of the MDRU. The results of our experiments using the implemented experimental system confirm that the proposed system can be applied to MDRU operation and effectively supports administrators.
Introduction
In recent years, with the advancement of virtualization technology and a reduction in the price of computing resources, it has become easier to build platforms to provide information and communication technology (ICT) services. Virtualized computing resources can be flexibly arranged in accordance with demand [1] [2] [3] . Furthermore, with the advent of the concept of network functions virtualization, it is now possible to flexibly construct and reconfigure network infrastructure. With such a growing trend in virtualization technology, a novel method of constructing and operating ICT services has been proposed by a project led by the Ministry of Internal Affairs and Communications in Japan [4] [5]. In this way, ICT services can be quickly restored in disaster situations.
The need to rapidly restore ICT services without waiting for the recovery of affected equipment prompted Sakano et al. [4] One research topic in the development of MDRUs concerned the burden on administrators. Advanced knowledge and skills are required to properly operate diverse ICT services created and based on highly virtualized computing resources and network functions. Thus, it is difficult to secure an adequate number of expert administrators in emergency situations. Therefore, an intelligent support system should be applied to MDRUs to ensure an efficient operation and reduce the burden on administrators.
Significant research and development have been spent on a network management system (NMS) as a tool to reduce the burden on network and system administrators. NMSs commonly used in actual network management are designed with a focus on the function of monitoring the state of network devices using monitoring protocols [8] [9] . These NMSs can detect abnormal changes in management targets and report to administrators by setting criteria that define normal states. However, certain tasks need to be performed by the administrators themselves, such as identifying detailed fault causes and necessary countermeasures.
From this perspective, various attempts are made to enhance the ability of the NMS and enlarge the scope of automation by applying knowledge derived by expert administrators. In this paper, we call such NMSs, which work autonomously using human expertise, Knowledge-based Network Management Systems (KNMSs). The Autonomic Network Management System (ANMS) is a popular approach to implement KNMSs [10] . ANMS is a concept based on the idea of Autonomic Computing [11] , inspired by the autonomic nervous system. To effectively use a KNMS administrators are required to maintain a knowledge base corresponding to changes in the configuration of the managed system. The knowledge base is a repository to accumulate experts' knowledge in the form of rules and policies. Because knowledge unsuitable for system configuration causes the malfunction and degradation of system performance, administrators must pay close attention to the consistency of the knowledge base. Conventional attempts to substantiate KNMSs are intended to be applied to static environments whose configurations do not frequently change, hence the burden of maintaining the knowledge base is not regarded as important. As mentioned above, when operating an MDRU in emergency situations, the system configuration frequently changes to respond to fluctuating demands for ICT services.
Therefore, the operation of a MDRU with support from a KNMS is accompanied by a significant burden on those administrators involved in maintaining a knowledge base.
In this paper, we propose a KNMS that can flexibly add or revise knowledge according to changes in the configuration of the MDRU system. We extend our previous research [16] and develop the KNMS, which can be applied to MDRU operation.
The main contributions of this paper can be summarized as follows:
• We modularize a KNMS for each ICT service to easily handle knowledge. We reduced the burden of knowledge management to make it possible to respond in a flexible manner to the changes in the configuration of MDRU systems.
• We introduce functions to improve the operability of the modularized KNMS. The experimental results show that the proposed system can support administrators even in fluctuating environments.
The remainder of this paper is organized as follows. In Section 2, our previous research is introduced, and the improved KNMS is proposed, and can be applied to an MDRU. In Section 3, the design of prototype system is illustrated, and then experiments are demonstrated in Section 4. Section 5 presents our conclusions.
A KNMS for MDRU Operation in Emergency Situations

AIR-NMS
Here, we describe our previous research, the Active Information Resource based Network Management System (AIR-NMS). An Active Information Resource (AIR) is a distributed information resource that is enhanced with the Knowledge of Utilization Support (KUS) and the Function of Utilization Support (FUS), which acts as an autonomous agent [17] . The KUS consists of meta-level know-ledge, that is, knowledge for handling information resources and cooperation knowledge with other AIRs. The FUS consists of various functions to process its information and communicate with other AIRs. AIRs can cooperate with each other and actively and autonomously process complex information with these utilization supports. By using the concept of AIR, it is possible to deputize tasks necessary for the utilization of information resources. Thus, the burden on users can be reduced.
The AIR-NMS is a network management system based on the concept of AIR service. When a change in system configuration occurs, the AIR-NMS follows the change by connecting/disconnecting a module. When an ICT service is added or becomes unnecessary, the AIR-NMS follows the change in system configuration by connecting or disconnecting the module related to the ICT service.
Expansion of Previous Research
In the proposed system, K-AIRs are divided and managed for each ICT service, and the scope to consider the consistency of knowledge is limited within each module. Thus, it becomes possible to handle knowledge solely focused on an ICT service that is newly added or becomes unnecessary, independent of all other ICT services. Therefore, the burden caused by knowledge management is reduced, and administrators can easily add or revise knowledge to AIR-NMS in the operation of a MDRU where its system configuration frequently changes.
Furthermore, to improve the operability of the module, we introduce two functions: (F1) function to investigate the construction of an ICT service, and (F2) function to verify AIR cooperation between modules. Details of these functions are described as follows. To realize this function, we embed experts' heuristics (concerning the investigation of the ICT service construction) to I-AIR as KUS. The following two types of heuristics are given to I-AIRs:
(F1) Function to
1) Knowledge about how to connect to servers: knowledge for using remote access tools such as Telnet and SSH; and 2) Knowledge about how to investigate the functions of servers: heuristics about a procedure to investigate the functions of servers, that is, knowledge about using commands to retrieve information such as running processes, the startup settings of background processes, port status, and the configuration of the package manager.
(F2) Function to Verify AIR Cooperation between Modules
In our proposal, we attempt to reduce administrators' burden of knowledge management by modularizing AIR-NMS with each ICT service. However, during actual MDRU operation, the same function can be shared among ICT ser-
vices. An example of a function that is frequently shared is domain name systems or databases. When a problem occurs in a function shared by several ICT services, these ICT services are affected. In such cases, sufficient fault management support is difficult without sharing management knowledge and status in-formation among several modules. Therefore, we introduce (F2) to achieve both the benefits of modularization and fault management support with AIR cooperation among modules.
To realize this function, we introduce a new agent to the AIR-NMS, the Facilitator-Agent. As shown in Figure 2 In the previous system, as all AIRs work in the same place, cooperation requests were broadcasted unduly. However, in the proposed system, AIRs are modularized and divided for each ICT service module. Moreover, Facilitator-Agents only transfer cooperation requests to modules that can accept requests. Therefore, the number of cooperation requests can be minimized in the proposed system. This means that the burden on AIR management, including knowledge management, can be reduced.
Design of the Prototype System
We design a prototype system to evaluate our proposal. The prototype system is designed to implement the repository-based multi-agent framework ADIPS/ DASH [19] [20] , following previous research [16] .
K-AIR
We design three types of K-AIRs as in previous research [16] , Ksc-AIR, Kcd-AIR, and Kcm-AIR. Each type of K-AIR handles the following management knowledge: 1) Ksc (symptom-cause): Cause assuming-assumes the conceivable causes from observed symptoms or detected faults.
2) Kcd (cause-diagnose): Cause diagnosing-diagnoses the exact causes of the faults and presents the diagnosis reports.
3) Kcm (cause-means): Measure planning-plans the countermeasures against the identified causes and presents them. The Ksc shown in Figure 3 is the knowledge to derive possible causes described within tag <cause> from the observed failure symptom "SIP client cannot make calls". The Ksc-AIR who has this Ksc sends cooperation requests to Kcd-AIRs for each assumed cause.
The Kcd shown in Figure 4 is the knowledge to diagnose and verify the cause "SIP connection port not open". Within <dm>, the diagnostic method is listed as various steps that are to be executed sequentially. If a cause is diagnosed, the Kcd-AIR with this Kcd sends cooperation requests to Kcm-AIRs to obtain a countermeasure for the identified cause.
The Kcm shown in Figure 5 is the knowledge to produce a countermeasure to the identified cause "SIP connection port not open". The Kcm is described as a template for making a countermeasure. Kcm-AIRs fill gaps with information and make concrete countermeasure by cooperating with I-AIRs.
I-AIR
The basic design of I-AIR is inherited from previous research [16] . We mention here the newly added function, (F1) the function to invest the construction of an ICT service.
Regarding knowledge about how to connect to servers, we create knowledge for using SSH.
In addition, we create knowledge on how to investigate the functions of servers. In the prototype system, we also create knowledge for using a command to retrieve a startup setting of background processes. The way to retrieve the startup setting varies depending on the kind of operating system used. Thus, this knowledge includes the knowledge to identify the operating system of managed servers.
Facilitator-Agent
We describe the design of each function of the Facilitator-Agent introduced as (F2).
We design a protocol for a function to make a list of AIRs in a module to inquire about AIRs in the same module possessing meta-information about knowledge and status information. 
Experiments
Experimental Environment
We implemented a prototype system based on our proposal, an extended AIR-NMS. To implement AIRs, we used the repository-based multi-agent framework ADIPS/DASH [19] [20] . We also implemented a system based on a previous study [16] for evaluation purposes with a comparison of experimental results.
We conducted experiments with troubleshooting tasks with two types of AIR-NMS, the proposed system and the previous system. The results were compared and evaluated for the number of manual input necessary for troubleshooting support, the output obtained as a result of troubleshooting support, and the number of AIR/Agent messages during troubleshooting support. In addition, we simulated the addition of knowledge to AIR-NMS, and evaluated the burden of knowledge management. Figure 7 shows the construction of the managed system. In this experimental environment, the Web service depended on the database (DB) service, and the DB service and the Mail service depended on the Storage service.
The procedure used in this experiment is as follows: 2) Administrators operate ICT services using AIR-NMS. Table 1 shows the number of various management knowledge prepared for the experiments. We prepared Kcd and Kcm as one-to-one correspondence. The management knowledge given to the proposed system and the previous system were the same. It must be noted that the consistency of management knowledge for Mail service, which was added during this experiment, was not considered.
In the proposed system, management knowledge was modularized for each ICT service. However, in the previous system, all management knowledge was gathered at a single knowledge base.
We conducted experiments on troubleshooting for the following five types of failure causes: 1) DB server process down (failure symptom: Web page cannot be browsed);
2) HTTP server process down (failure symptom: Web page cannot be bro- Table 2 shows the number of manual inputs necessary for the execution of troubleshooting support. As described in Table 2 , in the proposed system the number of manual inputs decreased compared with the previous system. Information that is no longer necessary in the proposed system concerns the construction of ICT services. This is because the proposed system can retrieve such information by using (F1) autonomously.
The Number of Manual Inputs Necessary for Troubleshooting Support
Even in the proposed system, there are several items that must be input, such as Web page URL and Web client IP address. However, such information is obtained when the administrators are notified of the service failure by users.
Therefore, the acquisition of this information does not represent an extra burden for administrators.
Execution Results of Troubleshooting Support
Following the input information to the user interface, troubleshooting support was executed for each failure symptom. Figure 8 and Figure 9 show the results (failure symptom: Web page cannot be browsed, failure cause: DB server process down) for the previous system and the proposed system. Figure 8 shows the previous system output countermeasures for the failure cause DB server process down. Specifically, procedures to restart a MySQL database server and a PostgreSQL database server were presented two times each.
Output from the Previous System
However, the database used in the Web service was a MySQL database server in the DB service. Therefore, the presented countermeasure, the procedure to restart a PostgreSQL database server, was not appropriate for the actual system.
From an analysis of operation logs of Kcd-AIRs, we found that two Kcd-AIRs that had Kcd to diagnose the cause DB server process down were active during troubleshooting support. This showed that collisions of knowledge and unexpected cooperation among AIRs occurred in the previous system, and caused incorrect and redundant outputs. There were two Kcds for DB server process down in the single knowledge base of the previous system: one was for a MySQL database server in the DB service and the other was for a PostgreSQL database server in the Mail service. In this case, administrators must modify the Kcds to ensure they do not to react to each other. This process makes the knowledge description complex and redundant to avoid collisions of knowledge. Figure 9 shows the output from the proposed system, the countermeasure for the failure cause DB server process down. We confirm that the failed Web service was restored by executing the proposed countermeasure. In this experiment, the countermeasure was presented only once, thus, producing a different result than the previous system.
Output from the Proposed System
From an analysis of operation logs of AIRs in the Web service and DB service modules, we found the troubleshooting support was conducted with AIR cooperation between the two modules. In detail, a cooperation request generated in the Web service module was taken over by the DB service module, performed by the Facilitator-Agents in each module. Although the K-AIRs in the Web service module did not identify the failure cause in their own module, they cooperated with K-AIRs in the DB service module by using (F2), and identified the correct cause.
In this experiment, the AIRs related to the Mail service were inactive, which is in contrast to the previous system. We considered that a conflict of management knowledge did not occur because of the modularization of AIR-NMS.
The Number of AIR/Agent Messages during Troubleshooting Support
AIRs and agents in an AIR-NMS based on the ADIPS/DASH framework cooperate with each other by exchanging messages. Thus, we compared the efficiency of AIR/agent cooperation by measuring the number of messages generated during troubleshooting support. Figure 10 shows the number of AIR/agent messages during troubleshooting support in each experiment. In every experiment, the number of messages in the proposed system was greatly reduced compared with that in the previous system. This result occurred because the proposed system was modularized and the broadcast domain of cooperation requests was restricted in each module.
The AIR-NMS is a multi-agent-based KNMS, hence the management of knowledge consistency in the AIR-NMS is equivalent to directing messages between AIRs/agents. Therefore, in the proposed system, the burden of knowledge management is reduced because the number of messages that must be controlled by administrators is less than that of the previous system.
Simulation of Knowledge Management
To compare the burden of knowledge management, which occurred when ICT services were added to a MDRU, we conducted simulation experiments. In this simulation, we expressed the amount of the burden on administrators as the number of knowledge units that must have their consistency confirmed by the administrators.
When a kth ( 1, 2, k = ) ICT service is added to an MDRU, the burden on administrators using the previous system k N or the proposed system k N ′ are: 
In the previous system, when new knowledge is added to the knowledge base, administrators must confirm the consistency of Ksc, Kcd, and Kcm between all modules. Thus, the burden on administrators increases accumulatively. However, in the proposed system, although administrators must confirm the consistency of Ksc between all modules considering the sharing of functions between ICT services, the confirmation task for Kcd and Kcm is limited within the added kth module. Figure 11 shows the estimated burden on administrators, based on experiments using the implemented system mentioned above. We set values of (1) and (2) are rewritten as follows: Figure 11 shows that under the proposed system, the burden on administrators was greatly reduced compared with the previous system, even when the number of ICT services was increased.
Evaluation
The experimental results show that the burden on administrators, accompanied by the knowledge management of a KNMS, was reduced in the proposed system because of modularization. In addition, we showed that the proposed system was able to conduct troubleshooting support using (F1), without any information about the construction of the ICT service that was to be input by administrators.
Furthermore, the issues surrounding the cooperation of AIRs among modules were solved using (F2). Consequently, we consider that our proposal solved the problem of KNMS, which concerns knowledge management with the fluctuating system configuration of a MDRU. Thus, our proposal can be applied to MDRU operation.
Conclusions
In this paper, as a means of management support for a MDRU operation, we proposed a flexible KNMS that was able to add or revise knowledge according to changes in the configuration of an MDRU system. We extended our previous research and devised the KNMS, which can be applied to MDRU operation. By modularizing AIR-NMS for each ICT service, we reduced the burden of knowledge management to make it possible to respond in a flexible manner to the changes in the configuration of an MDRU system. The experimental results confirmed the effectiveness of the modularization and that the proposed system has the ability to support MDRU administrators in emergency situations.
In proposed system, administrators easily maintain the knowledge base because the Facilitator-Agent has the function to verify knowledge consistency between modules. However, this does not mean that it becomes completely unnecessary to check dependencies between ICT services. Therefore, as a continuation of this research, we plan to enhance the ability of AIRs to autonomously investigate the dependence between ICT services.
