The topic of this article is weak cosmic shear tomography where the line of sight-weighting is carried out with a set of specifically constructed orthogonal polynomials, dubbed TaRDiS (Tomography with orthogonAl Radial Distance polynomIal Systems). We investigate the properties of these polynomials and employ weak convergence spectra, which have been obtained by weighting with these polynomials, for the estimation of cosmological parameters. We quantify their power in constraining parameters in a Fisher-matrix technique and demonstrate how each polynomial projects out statistically independent information, and how the combination of multiple polynomials lifts degeneracies. The assumption of a reference cosmology is needed for the construction of the polynomials, and as a last point we investigate how errors in the construction with a wrong cosmological model propagate to misestimates in cosmological parameters. TaRDiS performs on a similar level as traditional tomographic methods and some key features of tomography are made easier to understand.
INTRODUCTION
Weak gravitational lensing by the cosmic large-scale structure (Blandford et al. 1991; Schneider et al. 1992; Kamionkowski et al. 1998 ) is regarded as a very promising way for investigating the properties of the cosmic matter distribution and the measurement of cosmological parameters. The primary tool is the angular spectra of the weak lensing convergence (Jain & Seljak 1997; Hu & Tegmark 1999; Hu & White 2001; Hu & Jain 2004) , which has, in the context of dark energy cosmologies with adiabatic fluctuations in the dark matter distribution, the potential to deliver parameter constraints competitive with those from the cosmic microwave background.
The weak cosmic shearing effect of the large-scale structure has been detected by four independent research groups a decade ago (Van Waerbeke et al. 2000; Kaiser et al. 2000; Bacon et al. 2000; Wittman et al. 2000) and now parameter constraints derived from weak lensing spectra coincide well with those from the CMB, with a small tension concerning the parameters Ω m and σ 8 . (Kilbinger et al. 2009 (Kilbinger et al. , 2010 . These topics are reviewed in detail by Bartelmann & Schneider (2001) and Bartelmann (2010a,b) .
Together with the property of weak lensing to map out fluctuations in the cosmic matter distribution in a linear way, tomographic methods have been shown to offer superior precision in the determination of cosmological parameters (Hu 1999 (Hu , 2002a Takada & White 2004; Hannestad et al. 2006) , in particular concerning the properties of dark energy (Huterer & . The idea of tomography is a division of the galaxy sample used for shear estimation into a number of bins in distance. This splitting is the reason for two important advantages of tomography: The weak lensing convergence is a line of sight-integrated quantity of which one measures the angular fluctuation statistics. Angular convergence spectra, however, convey less information compared to the fluctuations statistics of the threedimensional matter distribution because in the projection process, a mixing of scales is taking place. Secondly, cosmological parameters can have different influences on the amplitude of the weak lensing convergence at different redshifts, which would be averaged out. Combining convergence spectra measured for each subset of galaxies are able to alleviate these these two problems. Related developments include shear ratio measurements, where the same tidal fields are measured with galaxy populations at different redshifts (Jain & Taylor 2003; Taylor et al. 2007 ), cross correlation cosmography, where part of the galaxies are used for constructing a template on which one observes the shearing effect of more distant galaxies (Bernstein & Jain 2004) , and finally threedimensional weak shear methods, which provide a direct reconstruction of the fluctuations of the cosmic density field (Castro et al. 2005; Heavens et al. 2006; Kitching et al. 2011 ). Common to these methods are nonzero covariances between measurements of different redshifts. This is a natural consequence that lensing is caused by the large-scale structure between the lensed objects and the observer, so that the light from different galaxy samples has to transverse partially the same large-scale structure for reaching the observer.
Our motivation is to revisit weak lensing tomography and to construct a weighing scheme for the galaxies as a function on dis-tance, such that the covariances between spectra estimated from differently weighted galaxy samples has a particular simple, diagonal shape. For this goal, we construct a set of orthogonal polynomials in distance, which provides a diagonalisation of the covariance, and which, when employed in the derivation of the convergence spectrum, projects out statistically independent information about the large-scale structure.
After a brief summary of key formulae for cosmology, structure formation and weak lensing in Sect. 2, we describe the construction of TaRDiS-polynomials and investigate their properties in Sect. 3. Their statistical and systematical errors are evaluated in Sects. 4 and 5, respectively, and we summarise our results in Sect. 6. The reference cosmological model used is a spatially flat wCDM cosmology with Gaussian adiabatic initial perturbations in the cold dark matter density field. The specific parameter choices are Ω m = 0.25, σ 8 = 0.8, H 0 = 100 h km/s/Mpc, with h = 0.72, n s = 1 and Ω b = 0.04. The dark energy equation of state is set to w = −0.9 and the sound speed is equal to the speed of light (c s = c) such that there is no clustering in the dark energy fluid.
COSMOLOGY AND WEAK LENSING

Dark energy cosmologies
In spatially flat dark energy cosmologies with the matter density parameter Ω m , the Hubble function H(a) = d ln a/dt is given by
with the dark energy equation of state w(a), for which we use the common parameterisation (Chevallier & Polarski 2001) 
where w 0 = −1 and w a = 0 would correspond to ΛCDM. Comoving distance χ and scale factor a are related by
such that the comoving distance is given in units of the Hubble distance χ H = c/H 0 .
CDM power spectrum
The linear CDM density power spectrum P(k) describes statistically homogeneous Gaussian fluctuations of the density field δ,
It is composed from a scale invariant term ∝ k ns and the transfer function T (k),
In low-Ω m cosmologies T (k) is approximated with the fit proposed by Bardeen et al. (1986) ,
where the wave vector k = qΓ is given in units of the shape parameter Γ. Γ determines the peak shape of the CDM spectrum and is to first order given by Γ = Ω m h, with small corrections due to the baryon density Ω b (Sugiyama 1995),
The spectrum P(k) is normalised to the variance σ 8 on the scale R = 8 Mpc/h,
with a Fourier transformed spherical top hat filter function, W R (k) = 3 j 1 (kR)/(kR). j ℓ (x) is the spherical Bessel function of the first kind of order ℓ (Abramowitz & Stegun 1972) .
Structure growth with clustering dark energy
Linear homogeneous growth of the density field, δ(x, a) = D + (a)δ(x, a = 1), is described by the growth function D + (a), which is the solution to the growth equation (Turner & White 1997; Wang & Steinhardt 1998; Linder & Jenkins 2003) ,
Nonlinear structure formation enhances the CDM-spectrum P(k) on small scales by a factor of ≃ 40, which is described by the fit suggested by Smith et al. (2003) which is gauged to n-body simulations of cosmic structure formation.
Weak gravitational lensing
The weak lensing convergence κ provides a weighted lineof-sight average of the matter density δ (for reviews, see Bartelmann & Schneider 2001; Bartelmann 2010b) 
with the weak lensing efficiency W κ (χ) as the weighting function,
q(z) denotes the redshift distribution of the lensed background galaxies,
and is the approximate forcasted distribution of the EUCLID mission (Amara & Réfrégier 2007) . z 0 has been chosen to be ≃ 0.64 such that the median of the redshift distribution is 0.9. With these definitions, one can carry out a Limber-projection (Limber 1954) of the weak lensing convergence for obtaining the angular convergence spectrum C κ (ℓ),
which describes the fluctuation statistics of the convergence field.
TOMOGRAPHY WITH ORTHOGONAL POLYNOMIALS
motivation for tomography
Weak cosmic shear provides a measurement of the weighted, line of sight integrated tidal shears althoug it is more convenient to work in terms of the weak lensing convergence and the cosmic density field, which have statistically equivalent properties. Weak lensing therefore provides an integrated measurement of the evolution of the cosmic density field weighted with the lensing efficiency function. Being a line of sight-averaged quantity, the weak lensing convergence is statistically not as constraining as the full 3-dimensional density field, which is caused by the mixing of spatial scales in the Limber-projection. Additionally, parameters which enter the model in a nonlinear way can cause different effects on the weak lensing signal at different redshifts. This sensitivity would be averaged out in a long-baseline line of sight integration and the information would be lost. The solution to this problem are tomographic methods: splitting up the lensing signal from different distances allows a larger signal strength and a higher sensitivity with respect to cosmological parameters because the line of sight-averaging effect is reduced. This comes at the cost of a more complicated covariance between the spectra measured, and a higher shape noise for each of the spectra, because the effective number of galaxies is reduced. There are different methods for exploiting evolution of the cosmic density field and the lensing sensitivity along the line of sight. Since the inception of tomography for investigating weak lensing convergence spectra (Hu 1999 (Hu , 2002b ) and bispectra (Takada & Jain 2004) , there have been many developments leading ultimately to crosscorrelation cosmography (Bernstein & Jain 2004) , where a lensing template is derived from data and used to predict the weak shear signal on background sources, and to 3-dimensional weak shear methods, which are an unbinned, direct mapping of the cosmological density field (Castro et al. 2005; Heavens 2003; Kitching et al. 2011) .
Common to these methods are strong covariances between spectra, which we aim to avoid by employing a set of specifically designed polynomials, which perform a weighting of the observed ellipticities in their distance, in a way that convergence cross-spectra computed with two different polynomials vanishes. This ensures that every polynomial projects out information about the deflection field which is statistically independent, and generates a covariance matrix of a particular simple shape. In a sense, TaRDiS is using a non-local binning of the ellipticities motivated by the anticipated weak lensing signal, which corresponds to the non-local nature of weak lensing.
construction of orthogonal sets of polynomials
We introduce a weighting of the distance distribution of the galaxies q(χ) = q(z)dz/dχ = q(z)H(z) with a function p i (χ), such that the lensing efficiency function reads
with
A line of sight-weighting of the weak lensing convergence with a function p i (χ) yields the weighted convergence field κ i ,
from which one obtains for the variance between two Fouriermodes κ i (ℓ),
with the weighted convergence spectrum S i j (ℓ) for homogeneous and isotropic fluctuations of κ i ,
This expression provides the definition of a scalar product between the weighting functions p i (χ) and p j (χ) contained in W i (χ) and W j (χ), respectively,
which exhibits the necessary properties of being positive defi-
) and linear in both arguments. Starting point for the construction of orthogonal polynomials which would diagonalise S i j (ℓ), S i j (ℓ) ∝ δ i j , is the family monomials
where χ node can be chosen for placing the node of the first polynomial in a sensible way, in our case it is set to the median value of the galaxy redshift distribution, converted into comoving distance. The monomials p ′ i (χ) are subjected to a Gram-Schmidt orthogonalisation procedure, with the initial condition
and, iteratively,
It should be emphasised that the orthogonalisation procedure needs to be repeated for every multipole ℓ, and that we have omitted an additional index ℓ of the polynomials p i (χ) for clarity. For illustration the polynomials are normalised using the norm induced by the scalar product defined in eqn. (19),
which appears in the denominator of eqn. (22) in a natural way. Clearly, the scalar product S i j (ℓ) is equal to the convergence spectrum C κ (ℓ) for i = j = 0, in which case p 0 ≡ 1.
properties of orthogonal polynomials
Fig . 1 shows the polynomials p i (χ) at a fixed multipole order of ℓ = 1000. They exhibit a sequence of oscillations roughly at the positions where the previous polynomial assume their maximal values. When computing the polynomials for the nonlinear CDM spectrum instead for the linear one, the sequence of oscillations is shifted to smaller comoving distances. The reason for this shift is the larger amplitude of the nonlinear spectrum P(k) for small k = ℓ/chi, which causes a larger contribution of the weak lensing spectrum to be generated at high χ.
The variation of the polynomials p i (χ) with distance χ and multipole order ℓ is depicted in Fig. 2 , in this case for the polynomial i = 9. Again, small variations with multipole order ℓ are present, and the oscillations when varying χ are clearly seen.
The orthonormality relation p i , p j of of the polynomials p i (χ) for the lensing signal as well as for the galaxy shape noise is given in Fig. 3 . The polynomials are constructed to be orthogonal by the Gram-Schmidt procedure, but numerical noise is collected in the iterative process, such that the orthogonality relation is better 
, as a function of comoving distance χ constructed with the Gram-Schmidt algorithm for the weak lensing spectrum at ℓ = 10 3 , with the lowest order polynomials on top, for both a linear (solid line) and a nonlinear (dashed line) CDM spectrum P(k). fulfilled at small i compared to larger i. Deviations from p i , p j = 0 for i j are of the order of ∼ 10 −15 for low-order polynomials, but increase to values of ∼ 10 −4 at high order. This deterioration in orthogonality is a known drawback of the Gram-Schmidt procedure, in particular when dealing with sets of functions instead sets of vectors, which means that there is larger numerical noise in the evaluation of the scalar products, but is acceptable for the number of basis polynomials we are using in this work. One can already notice the main difference between the different approaches in tomography: Whereas the noise covariance would be diagonal in classic tomography with a very complicated structure of the signal covariance, in our case the shapes of the signal and noise covariance matrix are interchanged. Fig. 4 gives an impression of the lensing efficiency function W i (χ) modified by the polynomials p i (χ) on an angular scale of ℓ = 1000, in comparison to that of weak shear without tomography, W 0 (χ) ≡ W κ (χ) for i = 0. It is quite interesting to see how the seemingly messy functions W i (χ) disentangle and approach zero at large distances. Finally, polynomial-weighted weak lensing spectra S ii (ℓ) = p i , p j are shown in Fig. 5 . The spectra drop in amplitude, which is mostly an effect of the absence of normalisation, and there are in fact differences in shape, when higher-order polynomials are used (compare Fig. A1 in the appendix, where all spectra are scaled such that they assume the same value at a certain multipole.). By construction, these spectra provide statistically independent information of the cosmic large-scale structure. In the next sections, we will investigate statistical bounds and systematical errors on cosmological parameters, when the information from different spectra is combined. 
multipole order ℓ convergence spectra ℓ(ℓ
Figure 5. Weak lensing spectra S ii (ℓ), i = 0 . . . 9, weighted with orthogonal polynomials p i (χ), as a function of multipole order ℓ, for both a linear (solid line) and a nonlinear (dashed line) CDM-spectrum P(k). The spectra decrease in amplitude with increasing polynome order i for unnormalised polynomials.
variances of weighted ellipticities
For deriving the expressions for the signal covariance and the noise covariance needed in forecasting statistical and systematical errors, we derive expressions for the mean and the variance for a weighted set of ellipticities. This derivation is done for a discrete set of weighting coefficients w m and then generalised to the continuous case, where the weighting is done with a polynomial p i (χ). The distribution p(ǫ)dǫ of ellipticities ǫ is assumed to be Gaussian, with a zero mean, variance σ ǫ and the ellipticities are taken to be intrinsically uncorrelated (i.e. intrinsic alignment effects are discarded, see Schäfer 2009 , for a review).
From a measurement of a set of ellipticities ǫ m drawn from the parent distribution p(ǫ)dǫ on can estimate the shear by computing the weighted meanǭ, and the expectation value of the weighted mean ǭ if the drawing of ellipticities is repeated,
which vanishes if the mean ellipticity vanishes, ǫ m = 0. For the variance ǭ 2 one obtains under the assumption of intrinsicallly uncorrelated ellipticities ,
which reduces to the classic Poissonian result if w m is either 0 or 1,
because w 2 m = w m , and N is defined as the effective number of ellipticities in the sample. The cross-variance for two different sets of weights w m and v n is given by:
In the continuum limit we make the transition
with the unit normalised galaxy distance distribution q(χ)dχ. The discrete weights w m and v m will be replaced by the set of polynomials p i (χ) and p j (χ). For conserving the normalisation of the weighted galaxy distance distribution q(χ)dχ, we normalise the polynomials
such that the weak shear spectrum S i j (ℓ) becomes
which is diagonal by construction, and the noise covariance,
with the shape noise σ ǫ and the mean density of galaxiesn per steradian, for which we substitute the numbers σ ǫ = 0.3 and n = 40/arcmin 2 projected for EUCLID. It can already be seen from the expression for N i j that the weighting of data with highorder polynomials p i (χ) will be noisy: q(χ) is a slowly varying function and the integrals dχ q(χ)p i (χ) in the denominator will assume small values if the polynomial is rapidly oscillating. This will ultimately limit the order of the usable polynomials. Again, for i = j = 0, the standard Poissonian expression N 00 = σ 2 ǫ /n is recovered due to the normalisation of q(z), as well as the weak shear spectrum S 00 (ℓ) = C κ (ℓ).
Fisher-analysis
The likelihood function for observing Gaussian-distributed modes κ i (ℓ) of the p i (χ)-weighted weak lensing convergence for a given parameter set x µ is defined as (see Tegmark et al. 1997; Carron et al. 2011) :
with the covariance
in ℓ for homogeneous random fields. The χ 2 -functional, L ∝ exp(−χ 2 /2), can be obtained from the logarithmic likelihood and reads:
with the definition of the data matrix D i j = κ i (ℓ)κ j (ℓ), using the relation ln det(C) = tr ln(C) and discarding irrelevant multiplicative prefactors. The second derivatives of the χ 2 -functional with respect to cosmological parameters x µ evaluated at the point of maximum likelihood yields the Fisher matrix
with multiplicity 2ℓ + 1 because on each angular scale ℓ there are 2ℓ + 1 statistically independent m-modes. The covariance C i j = S i j + N i j can be split up into the signal covariance S i j ,
and the noise covariance N i j , 
We will work in the limit ∂S i j /∂x µ ≫ ∂N i j /∂x µ which is well justified in our case. Fig. 6 gives an example of how the combination of multiple line of sight-weighted measurements helps to avoid weaknesses in the sensitivity towards cosmological parameters. We plot the sensitivity
i.e. the ratio between the derivative of the spectrum with respect to a cosmological parameter and the covariance of the measurement, which corresponds to the contributions to the diagonal elements of the Fisher-matrix per ℓ-mode. The sensitivites of the measurement with respect to the cosmological parameters Ω m and w are shown, which exhibit singularities at certain multipoles for a classical nontomographic measurement. This happens when a parameter affects a certain ℓ-range with a different sign than others and the spectrum pivots around this value when varying a parameter. Clearly, angular scales in the vicinity of that pivot scale do not add much sensitivity to the Fisher-matrix. The inclusion of a second polynomial, however, avoids this: For q 1 on, singularities are lifted and the derivatives assume larger values with increasing numbers of polynomials, although this effect saturates for very large numbers of polynomials. At large multipoles, the influence of the shape noise can be observed, which causes the derivatives to drop rapidly, and do not add significant sensitivity to the Fisher matrix on scales larger than ℓ ≃ 3000.
statistical errors
From the Fisher-matrix F µν one can obtain the Cramér-Rao errors, 
Fig. 7 summarises statistical errors on cosmological parameters resulting from the Fisher-matrix analysis, cumulative in q and for ℓ = 1000 as well as for ℓ = 3000. As expected, statistical errors drop with larger number of polynomials and are smaller if more multipoles are considered. A very fascinating feature of the plot is the approximate scaling of the error with the inverse root of the number of polynomials, σ ∝ 1/ √ q, which one expects from Poissonian arguments because each spectrum S ii (ℓ) adds statistically independent information. 2-dimensional marginalised likelihoods for all parameter pairs are shown in Fig. 8 , for ℓ = 1000 and ℓ = 3000 as the maximum multipole considered. In the confidence contours, up to 10 polynomials were combined. Clearly, the uncertainty in cosmological parameters decreases with larger numbers of polynomials used, as well as for an increased multipole range. Additionally, the parameter degeneracies change a little when more polynomials are used, which is caused by differing sensitivities of the lensing signal with distance. A 3-dimensional view of the marginalised likelihood of the parameters Ω m , σ 8 and w is given in Fig. 9 . It illustrates nicely the nested 1σ-ellipsoids which become smaller for larger number of polynomials combined in the measurement. Comparing the performance of the TaRDiS-polynomials to other tomographic methods shows that they operate on very similar levels of performance, perhaps with a small advantage for the cosmological parameters Ω m and w. This is due to the mechanism that the values in the Fishermatrix are maximised if the covariance becomes diagonal due to a match between the true cosmology and the assumed cosmology used for constructing the polynomials. This should be taken with a grain of salt, however, because part of the statistical error would be transported to the systematical error budget. The impact of starting off with a wrong cosmological model for construction of the TaRDiS-polynomials on the estimation of parameters will be the topic of the next chapter. . Constraints on the cosmological parameters Ω m , σ 8 , h, n s and w from EUCLID using tomography with orthogonal polynomials. The ellipses mark 1σ confidence regions and decrease in size with increasing cumulative polynomial order (q = 0 in blue to q = 9 in green), for ℓ max = 1000 (dotted lines) and ℓ max = 3000 (solid lines).
signal to noise-ratio
Analogous to the definition of the Fisher-matrix we construct the cumulative signal to noise-ratio Σ,
from the covariance matrices with the multiplicity 2ℓ+1. The cumulative signal to noise-ratio Σ and the differential contribution dΣ/dℓ of each multipole is summarised in Fig. 10 . Clearly, increasing q or ℓ increases the signal up to multipole orders of a few thousand. The growth of dΣ(ℓ)/dℓ ∝ √ 2ℓ + 1 is driven by the reduced cosmic variance until the shape noise limits the measurability of the spectra. Consequently, the integrated signal to noise ratio settles off at a few hundred, and adding statistically independent information by using new polynomials increases the signal strength by almost an order of magnitude and reaches values comparable to the primary CMB temperature anisotropy spectrum (Hu 2002b) . These numbers correspond well to those derived by Takada & Jain (2009) if one works in the approximation of a Gaussian covariance -nonGaussian contributions can significantly lower the signal strength. This can be expected from eqn. (40), as the signal to noise ratio is invariant under orthogonal transformations diagonalising either S i j or N i j .
SYSTEMATICAL ERRORS
Naturally, the set of polynomials used for analysing the data needs to be constructed for specific cosmology, so the question arises if an imprecise prior knowledge of the cosmological model has an impact on the parameter estimates from the weighted weak lensing spectra. Any incompleteness or imperfection in the model used for interpreting the data is going to shift the estimated parameter values away from their true values and introduces parameter estimation biases. Specifically, we consider three cases:
Firstly, a time-varying equation of state (w = −0.8+0.2(1−a)) when in reality the equation of state of dark energy is constant (w = −0.9), i.e. a systematic which is not a degree of freedom of the model, and secondly wrongly assumed Ω m -and σ 8 -values (0.3 instead of 0.25 and 0.85 instead of 0.8, respectively) as a strong systematic. In addition, we compute biases in the estimation of cosmological parameters if the redshift distribution of galaxies substituted in the polynomial construction is not the true one.
parameter estimation bias
For the Gaussian likelihood function L ∝ exp(−χ 2 /2) for a parabolic χ 2 -functional one can identify χ 2 ≡ ℓ tr ln C + C −1 D with the covariance C i j and the data matrix D i j . Now, the fit of Figure 9 . 1σ-ellipsoids in the space spanned by (Ω m , σ 8 , w), cumulative in polynomial order q, from q = 2 (largest ellipsoid) up to q = 9 (smallest ellipsoid) with the maximum multipole order set to ℓ = 3000. Observational characteristics correspond to those of the EUCLID mission. the true model C t to the data would give rise to the correct χ 2 tfunctional,
whereas the assumption of a wrong model yields
which in general will assume its global minimum at parameter values different than χ 2 t . The distance δ between the best fit values x t of the true model and x f of the false model will then be the parameter estimation bias. This parameter estimation bias can be quantified with a second-order Taylor expansion of the χ 2 f -functional for the wrong model around the best-fit point x t of the true model (see Cabré et al. 2007 ),
where the parameter estimation bias vector δ ≡ x f − x t . The best-fit position x f of χ 2 f can be recovered by extremisation of the ensemble-averaged χ 2 f , yielding
which is a linear system of equations of the form
where the two quantities G µν and a µ follow from the derivatives of the averaged χ 2 f -functional, evaluated at x t , with D = C t and the multiplicity 2ℓ + 1 added for each ℓ-mode:
This vector reduces to a µ = 0 if C t = C f (id being the identity matrix). Furthermore,
which simplifies to G µν = F µν in the case of choosing the correct model, such that the parameter estimation bias vanishes. The same happens for q = 0, i.e. if only the polynomial p 0 (χ) ≡ 1 is used. In the derivation outlined above, the identities
were used. This formalism is a generalisation of the case of diagonal covariance matrices (Cabré et al. 2007; Amara & Réfrégier 2008; Taburet et al. 2009; March et al. 2011) , for which it has been shown to work well by comparison with results from Monte-Carlo Markov chains (Taburet et al. 2010) . We need to employ this more general formalism because the signal covariance S i j (ℓ) ceases to be diagonal if the cosmology used for constructing the polynomials differs from the true cosmology. Other examples of non-diagonal covariances include 3-dimensional cosmic shear (Heavens 2003; Kitching et al. 2008) . It should be emphasised that we are only investigating the impact of systematics or a wrongly chosen initial cosmology on the construction of polynomials and that systematics control plays a very important role in parameter estimation from weak lensing (among others, see King & Schneider 2002; Huterer et al. 2006; Bridle & King 2007; Semboloni et al. 2011 ), which we are not touching here.
systematical errors
We constructed TaRDiS-polynomials for three wrong assumptions:
As the first example, we consider a rather small change in the dark energy model, namely a time varying gequation of state instead of a constant one. These two cosmologies have the same average dark energy equation of state, but the degree of freedom of a time varying w is contained in the true cosmology. For this case, Fig. 11 shows the estimation bias in the true dark energy model, when the model used for constructing the polynomials had been a time varying equation of state with the same average eos-parameter. The figure illustrates that such a mistake has a minor impact on the estimation of parameters, as biases are smaller compared to the statistical precision by at least an order of magnitude. Most estimation bias can be found in the normalisation σ 8 . Biases in the estimation of cosmological parameters if for the construction of the polynomials the wrong values for Ω m and σ 8 have been used, are summarised in Fig. 12 . This case is a much stronger systematic compared to the previous case. There are strong biases in particular in Ω m and σ 8 , and to a lesser extend in n s , whereas h and w are not strongly affected. Furthermore, the biases in Ω m and σ 8 are in a direction almost orthogonal to the orientation of the degeneracy, indicating a patricularly strong impact.These estimation biases, however, can be reduced by including a larger number of polynomials. In that way, a reduction of the bias to values similar to the statistical error is possible.
Finally, biases due to using a convolved redshift distribution in the polynomial construction whereas the signal is in reality generated by the unconvolved redshift distribution have been computed in Fig. 13 . As a very simple model for the error in the measurement of the galaxy redshift distribution q(z)dz we used the convolution with a Gaussian (Ma et al. 2006) ,
which is of course too coarse to model errors in a proper weak lensing measurement, but will serve as an example. In contrast to the previous example, systematical errors in the parameters increase with larger numbers of polynomials used, and reach values of the order of the statistical error, in particular for Ω m and σ 8 , and to a lesser extend h. Quite similarly, the direction of the bias move the best fit point quickly away from the true cosmology because it is at roughly right angles relative to the degeneracy direction. Given the magnitude of systematical errors in comparison to their statistical accuracies, parameter estimation biases due to a wrongly chosen cosmology appear unlikely to affect measurements. In particular, if values estimated from unweighted tomography are used, the cosmological parameters are known well enough that TaRDiS-polynomials can be constructed in a reliable way and consequent parameter estimation biases would always be subdominant in relation to the statistical errors. In addition, it is always possible to iterate between parameter estimation and polynomial construction for narrowing down estimation biases.
cross validation
A possible way of validating the correctness of the assumed cosmology for the construction of the orthogonal set of polynomials would be to estimate the cross spectra C i j (ℓ) which should be compatible with zero for the correct choice (similarly to Given the minor impact on choosing a wrong cosmological impact on parameter estimation from weak lensing spectra weighted with orthogonal polynomials, we point out that it should be possible to employ the polynomials iteratively by alternating between parameter estimation and polynomial construction. At the same time we emphasise the possible usefulness of measuring cross spectra C i j (ℓ), i j, or the commutator tr [S , N] 2 for validating the cosmological model used for data analysis.
SUMMARY
The topic of this paper is a novel method of carrying out tomographic weak lensing measurements by line of sight-weighting of the weak lensing convergence with specifically constructed orthogonal polynomials.
(i) The TaRDiS-polynomials have been constructed with a Gram-Schmidt orthogonalisation procedure in order to diagonalise the signal covariance matrix, and to project out statistically independent information of the weak lensing field by performing weak lensing tomography. They differ from traditional tomography and 3-dimensional weak lensing methods in the respect that the signal covariance is diagonal instead of the noise covariance.
(ii) The statistical error forcasts for cosmological parameters was investigated with the Fisher-matrix formalism. Because of the polynomial's property of providing statistically independent information of the weak convergence field, one sees a particularly simple square-root scaling of the signal to noise-ratio and the statistical errors with the maximum multipole considered and the number of polynomials used. Clearly, statistical errors can be reduced when combining polynomials, where a small advantage can be observed In the estimation biases, the dot colour is proportional to the cumulative order q of the polynomials, and is plotted again as a function of q, for Ω m (dots), σ 8 (squares), h (lozenges), n s (triangles, pointing up), w (triangles, pointing down). For all computations, the EUCLID survey characteristics were used, and the data was accumulated up to ℓ max = 1000. in comparison to traditional tomography. This is due to the fact that in case of a matching between the assumed and the true cosmology, the Fisher-matrix assumes the largest possible values because of teh diagonalised covariance and provides consequently the smallest statistical errors.
(iii) We extended the Fisher-matrix formalism for investigating how the assumption of a wrong cosmology in the construction of the polynomials impacts on the estimation of cosmological parameters and to what extend biases are introduced. We assumed three systematically wrong priors: assumtion of a time varying instead of a constant dark energy equation of state parameter, as an example of a degree of freedom not contained in the model, a wrong Ω mand σ 8 -pair, as being the two most prominent parameters determining the strength of the weak lensing signal, and finally a convolved galaxy redshift distribution. All three systematics had a minor impact on the parameter estimation, with the biases decreasing if a larger number of polynomials was used. With 10 polynomials biases were of the order of the statistical error even for strong mismatches in the choice of the initial cosmology. Only the assumption of a wrong redshift distribution generates roughly constant biases, which, when normalised to the statistical errors, increase with the number of polynomials used. Our extension of the Fisher-matrix formalism treats the parameter estimation biases in full generality and does not assume a diagonal shape of neither the signal nor the noise covariance.
(iv) The accuracy needed for constructing viable polynomials corresponds to the statistical error reachable with a simple unweighted convergence spectrum, which is readily available, and can be improved by adding additional priors in the form of the CMBlikelihood, parameter constraints form baryon acoustic oscillations or from supernovae.
(v) Additionally, it is possible to compute diagnostics for the choice of the prior cosmological model used for constructing the cosmology: Examples include the cross-spectra S i j (ℓ) for two different polynomials i j, which should vanish for correctlyconstructed polynomials, and the commutator [S , N] = S N − NS between the signal and the noise covariance, which should vanish if the signal covariance is equal to the unit matrix for a certain choice of normalisation for the polynomials.
We plan to extend our research on the usage of orthogonal polynomials to the weak lensing bispectrum in a future paper, and to carry out forecasts on dark energy cosmologies from combined constraints with spectrum and bispectrum tomography. . Biases (δ µ , δ ν ) in the cosmological parameters Ω m , σ 8 , h, n s and w, superimposed on the 1σ-confidence regions, if the true redshift distribution of galaxies differs from the observed one by a convolution with a Gaussian with σ z = 0.05. The dot colour changes with cumulative polynomial order q, and is replotted as a function of q in the inset for Ω m (dots), σ 8 (squares), h (lozenges), n s (triangles, pointing up) and w (triangles, poiting down). The errors and biases correspond to the EUCLID survey up to the multipole order ℓ max = 1000. (ℓ) . Here, the spectra are normalised to the value S 00 (ℓ = 10 2 ), such that the difference is shape is easier to see. In particular the low multipoles are suppressed in amplitude by the weighting with p i (χ). This paper has been typeset from a T E X/ L A T E X file prepared by the author.
