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Resumen
La t ecnica de migraci on es una importante herramienta en el procesamiento de datos s smicos
de reexi on, ya que permite lograr im agenes del subsuelo  optimas. El an alisis convencional
de secciones s smicas, asume que los puntos de reexi on, que tienen lugar entre estructuras
geol ogicas con diferentes propiedades el asticas, est an en la mitad de cada par fuente-receptor,
lo cual no es necesariamente cierto. En este trabajo, mediante experimentaci on num erica,
se estudia la t ecnica de migraci on basada en la ecuaci on de onda escalar, para corregir la
posici on de los puntos de reexi on y lograr su correcta localizaci on. Primero, se simulan sec-
ciones s smicas apiladas observadas en la supercie, posteriormente se utiliza la migraci on
en tiempo inverso para obtener una posici on corregida de los reectores y lograr im agenes de
una conguraci on geol ogica escogida a priori. Se analiza la estabilidad para la discretizaci on
espacial y temporal y tambi en las condiciones de frontera cticias para representar l mites
computacionales no reectantes y modelar el terreno como un dominio espacial semiinnito.
Palabras clave: Prospecci on, Simulaci on, Modelamiento num erico.
Abstract
In the conventional analysis of seismic sections, it is assumed that the point of reection,
located between geological structures with dierent elastic properties are in the middle of
each source-receiver pair, which is not necessarily true. The technique of migration has be-
come an important tool for reection seismic prospecting, since it allows to achieve optimal
subsurface imaging. In this work, we study seismic migration based on scalar wave equation
to re-position the points reection into their correct positions using simulation and numerical
modeling. First of all, we simulate seismic stacked sections. Then we use reverse-time migra-
tion to achieve seismic imaging of geological prole chosen a priori. Stability analysis for its
space-time discretization is performed as well as review of ctitious boundary conditions to
represent non-reecting boundaries and model the Earth as a 2D semiinnite spatial domain.
Keywords: Prospecting, Simulation, Numerical modelingContenido
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1.1. Motivaci on
Conocer la conguraci on geol ogica subsupercial es un interesante reto para la ciencias
puras y aplicadas. Es un campo de estudio que se apoya en la f sica te orica y experimental,
as  como en m etodos matem aticos anal ticos y renadas aproximaciones num ericas. Las
t ecnicas destinadas a modelar estructuras geol ogicas del subsuelo son estudiadas por la
geof sica.
Dentro de las nalidades de la geof sica se encuentra la b usqueda de minerales o materiales
que despiertan inter es cient co o econ omico. A la rama de la geof sica que se dedica a esto,
se le denomina prospecci on geof sica y sus m etodos se clasican en cuatro grandes grupos
seg un los principios f sicos que aplican, a saber: Magnetometr a, gravimetr a, geoel ectrica y
s smica.
Uno de los m etodos m as usados es la prospecci on s smica. Particularmente para estudios de
poca profundidad (algunos kil ometros) se preere la s smica de reexi on, dado que ofrece
una buena resoluci on y por lo tanto permite lograr modelos del subsuelo exactos. Una de sus
mayores desventajas, radica en que sus virtudes sobre otros m etodos se traducen en un incre-
mento sensible de costos, lo cual es un obst aculo notable. Adicionalmente, el procesamiento
de los datos requiere un basto esfuerzo computacional, inclusive ha sido necesario esperar
nuevas generaciones tecnol ogicas para hacer factibles algunos m etodos num ericos orientados
a modelar el subsuelo.
Ahora, gracias al acelerado desarrollo de la computaci on, es posible prescindir de datos
de campo para estudiar los m etodos matem aticos usados en geof sica y tambi en es posible
obtener modelos, que hace a penas un par de d ecadas no eran realizables por los tiempos de
computo demandados. En este trabajo se estudia a trav es de experimentaci on num erica la
t ecnica de migraci on s smica. Este es un problema propuesto hace m as de cincuenta a~ nos que
puede solucionarse geom etricamente (aplicando los principios de la f sica  optica) o mediante
la soluci on de la ecuaci on de onda en el dominio frecuencia-espacio o tiempo-espacio. Como
los esfuerzos para realizar la migraci on no son pocos, era considerada como superua dentro
del an alisis de datos de reexi on. Actualmente, esta percepci on ha cambiado, sobre todo
porque ahora la migraci on no se ve  unicamente como m etodo de mejoramiento de im agenes,
sino tambi en como herramienta dentro del proceso de inversi on s smica.
En este trabajo se estudia la Migraci on en Tiempo Inverso (RTM por sus siglas en ingl es).
Este tipo de migraci on se basa en la ecuaci on de onda escalar en el dominio espacial y1.2 Modelamiento del subsuelo 3
temporal, es decir que se trata de una ecuaci on diferencial parcial hiperb olica, con derivadas
temporales, cuya soluci on num erica es dispendiosa en tiempos de c omputo. Adem as, se
presentan dicultades como la dispersi on num erica y las fronteras computacionales dado que
se tratan dominios espaciales innitos, pero la memoria computacional es nita. Las t ecnicas
num ericas usadas para RTM son principalmente diferencias nitas y elementos nitos [2, 23,
19]. En este estudio se usa un esquema de diferencias nitas de segundo orden en tiempo
y espacio, el cual es implementado en C++ para experimentar num ericamente y producir
secciones s smicas sint eticas y posteriormente realizar la RTM.
El m etodo num erico empleado para solucionar el problema es el m etodo m as b asico para
solucionar ecuaciones diferenciales parciales y el primero utilizado para RTM. Existe otro
esquema de diferencias nitas cl asico de segundo orden en tiempo y cuarto en espacio. En
general para RTM se usan diferentes esquemas, que mejoran el orden de aproximaci on, pero
que incrementan el costo computacional. La modularidad del progama desarrollado en este
trabajo permite implementar mejores aproximaciones num ericas, sin embargo, se debe tener
en cuenta las capacidades de computo disponibles.
En la actualidad, el procedimiento RTM es muy importante en la exploraci on de petr oleo.
Soluciones con m etodos num ericos renados para obtener imagenes de alta resoluci on re-
quieren computaci on de alto rendimiento. En la ultima decada se emplean plataformas de
computo distribuidas en paralelo, as  como codigos en paralelo. Para realizar los computos,
RTM se ha adaptado a modernos clusters, se usan procesadores multin ucleo y se han intro-
ducido aceleradores por GPU [5, 1].
1.2. Modelamiento del subsuelo
1.2.1. Estratos geol ogicos
En la cotidianidad se percibe una relativa quietud sobre la Tierra. El paisaje parece ser
siempre el mismo, se observan las mismas monta~ nas, valles, colinas, lagos, lagunas, r os y la
misma vegetaci on. No obstante, la Tierra evoluciona constantemente, de forma lenta, pero no
est atica y los eventos geol ogicos son evidencia de esto, son la manifestaci on de procesos que
tardan millones de a~ nos, que se llevan a cabo dentro o sobre el planeta y que paulatinamente
contribuyen al desarrollo y transformaci on global.
Todos los procesos que tienen lugar en la Tierra han sido y seguir an siendo determinantes en
la conguraci on de los estratos geol ogicos. Observando cuidadosamente, es posible apreciar
los vestigios dejados por la compleja din amica terrestre. Por ejemplo, a simple vista parece
que los cuerpos monta~ nosos siempre han existido, que son perpetuos, inalterables e inde-
structibles. Sin embargo, las cadenas monta~ nosas y cordilleras no siempre han existido, son
producto de un lento plegamiento de las rocas, que se debe en gran parte a la interacci on
entre grandes bloques litol ogicos denominados placas tect onicas. Por otro lado, las monta~ nas
tambi en son susceptibles de menoscabo, la erosi on junto con fen omenos de remoci on pueden4 1 Introducci on
disminuir o incluso desvanecer el relieve.
Para comprender la naturaleza de los estratos geol ogicos, es  util describir algunos aspec-
tos importantes sobre las rocas y sus mecanismos de formaci on. Un primer grupo de rocas
provienen del enfriamiento del magma, se conocen como  gneas y pueden sufrir cambios
dependiendo de las condiciones a las que queden expuestas. En caso de quedar sobre la
supercie, el viento y la lluvia producen un desgaste mec anico o erosi on, ocasionando el
desprendimiento de part culas o fragmentos de la roca, que son transportados a zonas de
menor altitud, generalmente valles o depresiones. Los fragmentos acumulados o sedimentos se
compactan, convirti endose en rocas sedimentarias. Tanto las rocas gneas, como las sedimen-
tarias, al quedar sometidas a alta presi on y temperatura, dan origen a rocas metam orcas.
Seg un su formaci on, las rocas se clasican en tres grandes grupos,  gneas, sedimentarias y
metam orcas, adem as pueden fundirse y volver a ser parte del magma, cumpliendo un ciclo.
Durante el proceso de sedimentaci on, se van apilando rocas junto con otros materiales, co-
mo agua o materia org anica y de esta manera se constituyen los diferentes estratos o capas
geol ogicas.
Dentro del proceso de formaci on de estratos geol ogicos, se presentan innidad de factores
que dan origen a gran variedad de minerales. Un ejemplo son los dep ositos de materia
org anica aportada por los seres vivos que han residido en la Tierra y representada en sus
restos, los cuales al ser cubiertos por sedimentos, forman trampas con condiciones adecuadas,
muy espec cas de permeabilidad y sellamiento, que permiten la formaci on de reservorios de
hidrocarburos.
Se le denominan estratos geol ogicos, a la disposici on de todas las capas geol ogicas que con-
stituyen la parte exterior de la corteza terrestre. Dada la complejidad de su origen, las capas
geol ogicas var an de un lugar a otro. En algunas oportunidades, bajo ciertas condiciones
espec cas, se forman materiales que pueden ser provechosos para las actividades sociales,
principalmente por el inter es econ omico que representan.
Los lugares donde se pueden ver expuestas las capas geol ogicas son muy pocos. Pero dada la
importancia de algunos minerales que pueden estar bajo la supercie, es necesario desarrollar
tecnolog as que posibiliten conocer la estructura interna de la Tierra.
1.2.2. S smica de reexi on
La prospecci on geof sica comprende un grupo de t ecnicas fundamentadas en conceptos f sicos
y matem aticos para modelar la estructura interna de la Tierra. Algunas se basan en la
teor a del potencial, como gravimetr a y magnetometr a, y otras en propiedades f sicas de
los materiales, como en la geoel ectrica y la s smica.
El objetivo es obtener im agenes o modelos en tres dimensiones de las capas geol ogicas que se
encuentran bajo la supercie. Lo ideal es apoyarse en varias t ecnicas buscando complemen-
tariedad y as  lograr modelos con  optima calidad. Sin embargo, recolectar datos en campo es
muy costoso y por lo mismo una de las principales limitantes en los estudios geof sicos. Por1.2 Modelamiento del subsuelo 5
tal raz on se debe denir la idoneidad de un m etodo sobre otro, lo cual depende de m ultiples
factores, como la escala del estudio, su nalidad y as  mismo la profundidad hasta la que se
desea modelar. Por ejemplo, en la b usqueda de metales podr an preferirse m etodos basados
en el electromagnetismo.
Un campo de la industria donde son imprescindibles los estudios de prospecci on es en la
b usqueda de petr oleo. En estudios exploratorios de escala regional, se preere usar gravimetr a
y en estudios locales se preere usar s smica de reexi on.
La prospecci on s smica se fundamenta en el estudio de la propagaci on de ondas mec anicas. El
medio de propagaci on es la Tierra y en labores de prospecci on las fuentes son articiales. El
problema se aborda con aproximaci on el astica o con aproximaci on ac ustica. Esto es posible
dado que los medios el asticos soportan dos tipos de propagaci on de ondas y los desplaza-
mientos en las part culas generados por cada uno de dichos tipos son perpend culares. De
manera que dependiendo de la orientaci on que se de a los aparatos de medici on, se observan
movimientos debidos a las ondas transversales o a las ondas de presi on longitudinales. Esto
se presenta con detalle en el cap tulo 2.
La idea del funcionamiento de la s smica de reexi on es sencilla 1. Se generan ondas articiales
mediante impactos mec anicos sobre la supercie. Mediante explosiones o golpes con camiones
vibrando se deforman las part culas vecinas al lugar del impacto para perturbar el medio.
Dicha perturbaci on se propaga en forma de ondas el asticas. En el cap tulo 2 se estudian los
conceptos de la teor a de la elasticidad, necesarios para modelar la propagaci on de ondas
s smicas.
Figura 1-1: Corte de una secci on de la corteza terrestre.
Los levantamientos de datos s smicos de reexi on, son realizados usando dispositivos de-
nominados ge ofonos. Su nalidad es registrar los movimientos sobre la supercie terrestre
producidos por las reexiones de las ondas que ocurren en las supercies que separan estratos
geol ogicos con propiedades el asticas diferentes y por lo tanto con velocidades de propagaci on
diferentes. Las supercies imaginarias entre las capas geol ogicas se conocen como reectores
1En la Figura 1-1. se esquematiza un levantamiento s smico6 1 Introducci on
geol ogicos y lograr una imagen en profundidad de la conguraci on de ellos, es el principal
objetivo de la migraci on s smica.
Figura 1-2: Geometr a de un levantamiento s smico de reexi on.
La onda generada es una onda esf erica, esquem aticamente se representa dibujando el frente
de onda o los rayos de propagaci on. En un perl, el frente de onda corresponde con una
circunferencia con centro en la fuente y los rayos son segmentos de recta con punto inicial en
la fuente y perpendiculares al frente de onda. Estas representaciones facilitan la descripci on
del fen omeno de dispersi on que ocurre en los reectores geol ogicos.
Los levantamientos de campo est an constituidos por fuentes y receptores localizados de
manera muy precisa sobre un sistema de referencia escogido. El dise~ no de la localizaci on tanto
de las fuentes o disparos, como de los instrumentos de medici on, se realiza de manera muy
cuidadosa buscando evadir dicultades que obedecen a las complejas formaciones geol ogicas
[4]. Sin embargo, el principio es sencillo y para modelar un perl geol ogico, es decir un
modelo bidimensional, los ge ofonos se ubican en una serie de puntos alineados e igualmente
distanciados sobre la supercie.
Dada la localizaci on de fuentes y receptores, es posible realizar una esquematizaci on de los
rayos, que te oricamente viajan desde la fuente hasta cada uno de los receptores. En un
medio compuesto de dos estratos geol ogicos horizontales con respecto al terreno, los rayos se
representan como se muestra en la Figura 1-2. El tiempo de viaje del rayo desde la fuente
hasta el receptor se da por [4]
t =
(x2 + 4h2)1=2
V1
: (1-1)
La ecuaci on (1-1) relaciona el tiempo t que tarda en llegar la se~ nal generada en la fuente
hasta un receptor con la distancia horizontal sobre el terreno x que los separa, denominada
oset. h es en unidades lineales el espesor de la capa geol ogica superior.
En un arreglo de un disparo con varios ge ofonos, ver Figura 1-4. el arribo de las se~ nales
a los ge ofonos sigue la relaci on dada por (1-1). Es una curva hiperb olica cuya as ntota es
y = x=V1. Se observa que cuando x ! 1, la diferencia en el tiempo de llegada entre la onda
directa, es decir la que viaja sobre la supercie y la onda reejada se aproxima a cero. Ahora,1.2 Modelamiento del subsuelo 7
Figura 1-3: Tiempo de viaje para un medio de dos capas geol ogicas horizontales.
el tiempo de viaje desde la fuente hasta un punto cero-oset es t(0) = 2h=V1, rest andolo al
tiempo total de viaje t(x), para una x dado, se obtiene el tiempo de viaje desde la fuente
hasta un receptor localizado cero-oset, ocurriendo la reexi on justo debajo del receptor.
Esta correcci on se conoce como Normal Move-Out, NMO y se expresa de la siguiente forma
[4]
TNMO =
(x2 + 4h2)1=2
V1
 
2h
V1
: (1-2)
En la Figura 1-3. se indica la correcci on TNMO para x7. Al aplicar la correcci on NMO a
todos los receptores se obtiene un registro s smico (secci on s smica) que se asemeja al perl
geol ogico, pero en el eje de las ordenadas no se tiene la profundidad en unidades lineales,
sino el tiempo de arribo cero-oset.
El resultado de aplicar la correcci on NMO a la sescci on s smica esquematizada en la Figura
1-4 es presentado en la Figura 1-5.
En un levantamiento s smico es necesario realizar bastantes disparos y disponer sucientes
ge ofonos. Dentro del arreglo de fuentes y receptores, se asume que para varios pares de
fuentes y receptores la reexi on sucede en un punto de profundidad com un (CDP). Tal como
se representa en la Figura 1-6. para los pares S1 G1, S2 G2 y S3 G3, el punto donde tiene
lugar la reexi on es el mismo. Estas se~ nales, que se asume corresponden al mismo reector,
se superponen y el resultado es la secci on s smica apilada, esto es equivalente a que para
cada fuente se dispuso en el mismo sitio un receptor, lo cual se designa con el nombre de
datos cero-oset y que se tienen un registro de las reexiones que ocurrieron justo debajo
de la fuente y el receptor. El apilamiento se realiza para eliminar ruido y mejorar en general
la calidad de los datos.8 1 Introducci on
Figura 1-4: Ilustracion de levantamiento de datos s smicos de reexi on. Arreglo de un dis-
paro con siete ge ofonos.
Figura 1-5: Registro de datos s smicos o secci on s smica despu es de aplicar la correcci on
NMO.1.2 Modelamiento del subsuelo 9
Figura 1-6: Punto medio com un entre las fuentes Si y los ge ofonos Gi, i = 1;2;3.
1.2.3. Correcci on geom etrica de datos s smicos de reexi on
Cuando se realiza el an alisis de velocidades de secciones s smicas, al aplicar la correcci on
NMO y realizar el apilamiento, se asume que el reector geol ogico se encuentra en la mitad
de cada par fuente receptor (ver Figura 1-6.), lo cual no es siempre cierto. Para ilustrar esto,
consid erese un perl geol ogico compuesto de dos estratos que presentan un plegamiento
sinclinal 2 como el mostrado en la Figura 1-7. Se representa una recta tangente al punto
Figura 1-7: Rayo para una onda reejada en un estrato con plegamiento sinclinal.
de reexi on que sirve como referencia para el  angulo de incidencia y reejado del rayo. Es
evidente que dicho punto no esta en la mitad entre la fuente y el receptor, de manera que
al realizar el an alisis CDP, se obtienen posiciones equivocadas de los reectores geol ogicos.
El ejemplo de la secci on s smica apilada para el perl geol ogico sinclinal se presenta en la
Figura 1-8.
El proceso de encontrar la correcta localizaci on de los reectores geol ogicos se denomina
migraci on y fue planteado por primera vez en [8].
2Sinclinal se le denomina al plegamiento de las capas geol ogicas con forma de V10 1 Introducci on
Figura 1-8: Secci on s smica apilada para un perl geol ogico sinclinal.
Las t ecnicas de migraci on que se encuentran en la literatura son diversas y con diferentes
enfoques, desde modelos geom etricos hasta modelos basados en las ecuaciones del campo
de ondas el asticas o ac usticas, en el dominio frecuencia espacio o espacio tiempo. Para la
migraci on basada en las ecuaciones del campo de ondas se utilizan las formulas integrales de
Kirchho o Rayleigh. En el dominio espectral se aplica por ejemplo el m etodo de Stolt [25].
Actualmente, los algoritmos de migraci on que m as se estudian son basados en m etodos de
soluciones num ericas de problemas de propagaci on hacia atr as (por ejemplo [23, 10, 19]).
1.3. Organizaci on del documento
El cap tulo 2 es una referencia de los conceptos f sicos involucrados en el estudio de la
propagaci on de ondas s smicas. Se parte desde conceptos de la teor a de la elasticidad hasta
llegar al modelo de aproximaci on ac ustica. Si el lector esta familiarizado con la f sica de la
propagaci on de ondas s smicas, puede omitir la lectura de este cap tulo.
En el cap tulo 3 se presenta la formulaci on matem atica del problema y el modelamiento
num erico para resolverlo. Se discute el problema directo mediante el cual se simulan los datos
s smicos de reexi on denominados datos sint eticos. Adicionalmente se trata el problema de
migraci on en tiempo inverso, que permite corregir la ubicaci on de los reectores geol ogicos.
Se hace un an alisis introductorio de las condiciones de frontera y se amplia en el cap tulo 4.
Los resultados de los experimentos realizados son presentados en el cap tulo 5. Por  ultimo,
en el cap tulo 6 se presentan las conclusiones y algunas recomendaciones para emprender
nuevos trabajos que permitan extender este estudio.2 Propagaci on de ondas s smicas
2.1. Mec anica de medios continuos
2.1.1. Deformaci on (Strain)
Para comprender el concepto de deformaci on (strain) se utiliza el ejemplo de una barra recta
de longitud l0, la cual es sometida a una tensi on  que le produce una elongaci on hasta una
longitud l, tal como se muestra en la Figura 2-1.
Figura 2-1: Deformaci on uniaxial de una barra.
La deformaci on se dene por [16]
" =
l   l0
l0
=
l
l0
: (2-1)
2.1.2. Deformaciones innitesimales tridimensionales
En cuerpos tridimensionales se denen dos tipos de deformaciones: normal y cortante o de
cizalla sin rotaci on [16]. En esta secci on se presentan un an alisis geom etrico desde el punto
de vista de la teor a de peque~ nas deformaciones para cuerpos en tres dimensiones. Para
explicarlo se utiliza un elemento rectangular con base dx y altura dz, en la Figura 2-2 se
ilustra esto.
Se supone un campo vectorial u(x0;z0) = ux(x0;z0)i + uz(x0;z0)j que describe los desplaza-
mientos para un punto P(x0;z0). Por ejemplo para el punto A(x;z), el desplazamiento esta
dado por u(x;z), para el punto B(x + dx;z) por u(x + dx;z) y de manera an aloga se en-
cuentran los desplazamientos para los puntos C(x;z + dz) y D(x + dx;z + dz).12 2 Propagaci on de ondas s smicas
Figura 2-2: Deformaci on normal y de cizalla en dos dimensiones.
De acuerdo con (2-1) la deformaci on normal en la direcci on de x es1 (ver Figura 2-2.).
"x =
ab   AB
AB
=
s
dx +
@ux
@x
dx
2
+

@uz
@x
dx
2
  dx
dx
=
dx
s
1 + 2
@ux
@x
+

@ux
@x
2
+

@uz
@x
2
  dx
dx
: (2-2)
Por la teor a de las peque~ nas deformaciones, se pueden despreciar los t erminos de orden
cuadr atico [17] y usando la serie binomial se tiene
s
1 + 2
@ux
@x
+

@ux
@x
2
+

@uz
@x
2

r
1 + 2
@ux
@x
 1 +
@ux
@x
: (2-3)
Reemplazando (2-3) en (2-2) se obtiene
"x =
dx

1 +
@ux
@x

  dx
dx
=
dx +
@ux
@x
dx   dx
dx
=
@ux
@x
: (2-4)
El otro tipo de deformaci on es cortante o de cizalla que involucra cambio de  angulos entre
las dos direcciones ortogonales originales[17], se dene por
xz =

2
  6 cab =  + : (2-5)
1Aqui se supone, por una expansi on de Taylor, que ux(x + dx;z) = u(x;z) +
@u
@x
dx, ver la secci on 2.1.32.1 Mec anica de medios continuos 13
Ahora, para peque~ nas deformaciones,   tan y   tan, entonces (2-5) se puede expresar
por
xz =
@uz
@x
dx
dx +
@ux
@x
dx
+
@ux
@z
dz
dz +
@uz
@z
dz
=
@uz
@x
1 +
@ux
@x
+
@ux
@z
1 +
@uz
@z
(2-6)
Como se est an tratando deformaciones innitesimales los gradientes de desplazamiento en el
denominador se pueden despreciar, ya que @ux=@x << 1 y @uz=@z << 1, entonces
xz =
@ux
@z
+
@uz
@x
: (2-7)
Considerando un an alisis similar en el plano x y, y z los resultados (2-4) y (2-7) se pueden
extender a tres dimensiones arrojando las siguientes relaciones
"x =
@ux
@x
"y =
@uy
@y
"z =
@uz
@z
(2-8)
xy = yx =
@ux
@y
+
@uy
@x
zy = yz =
@uy
@z
+
@uz
@y
xz = zx =
@ux
@z
+
@uz
@x
:
2.1.3. Gradiente de desplazamiento y tensor de deformaci on
La deformaci on se describe por cambios en distancias relativas entre puntos en un cuerpo
[17, p 27]. En la Figura 2-3 se presenta un cuerpo sin deformaci on y deformado despu es de
aplicarle una tensi on . El desplazamiento de x y x0 est a dado por u y u0 respectivamente.
Como x y x0 son puntos vecinos, el vector u = uxi+uyj+uzk, puede representarse por una
expansi on en serie de Taylor alrededor de u0 = ux0i + uy0j + uz0k [17, p 28], esto es
ux = ux0 +
@ux
@x
dx +
@ux
@y
dy +
@ux
@z
dz + O(dx
2 + dy
2 + dz
2)
uy = uy0 +
@uy
@x
dx +
@uy
@y
dy +
@uy
@z
dz + O(dx
2 + dy
2 + dz
2) (2-9)
uz = uz0 +
@uz
@x
dx +
@uz
@y
dy +
@uz
@z
dz + O(dx
2 + dy
2 + dz
2):14 2 Propagaci on de ondas s smicas
Dado que los componentes de r = x   x0 = dxi + dyj + dzk son muy peque~ nos, se obtiene
una buena aproximaci on incluyendo solo los t erminos de primer orden [17, p 29], conforme
con esto y en forma matricial (2-9) se convierte en
u =
2
6 6 6 6
6
4
@ux
@x
@ux
@y
@ux
@z
@uy
@x
@uy
@y
@uy
@z
@uz
@x
@uz
@y
@uz
@z
3
7 7 7 7
7
5
2
4
dx
dy
dz
3
5: (2-10)
Figura 2-3: Deformaci on de un cuerpo en t erminos de distancia entre dos puntos vecinos.
En (2-10) la matriz que contiene las derivadas parciales se conoce como tensor de gradiente
de desplazamientos y se puede escribir convenientemente de la siguiente manera
2
6 6 6 6 6
4
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@uy
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@uy
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7 7 7 7 7
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=
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2
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@y
@uy
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+
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7 7 7 7 7
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 
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 
@uy
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 
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 
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7 7 7
7 7
5
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lo cual se puede comprobar f acilmente. Por ejemplo para
@uz
@y
se tiene
@uz
@y
=
1
2

@uz
@y
+
@uy
@z

+
1
2

@uz
@y
 
@uy
@z

=
1
2

@uz
@y
+
@uz
@y
+
@uy
@z
 
@uy
@z

=
1
2

2
@uz
@y

: (2-12)
El segundo t ermino de (2-11) es un tensor antisim etrico, es decir tiene la forma[9]
2
4
0 A12 A13
 A12 0 A23
 A13  A23 0
3
5 (2-13)
y se puede resolver en t erminos de un vector dual [9, p 100]
2
4
 A23
A13
 A12
3
5 =
2
4
A32
A13
A21
3
5: (2-14)
De acuerdo con esto se encuentra que el segundo t ermino de (2-11), se puede escribir como
! =
1
2
2
6 6
6 6 6 6 6 6
6
4
@uz
@y
 
@uy
@z
@ux
@z
 
@uz
@x
@uy
@x
 
@ux
@y
3
7 7
7 7 7 7 7 7
7
5
; (2-15)
es decir que (2-15), es ! = (1=2)(r  u) y representa la rotaci on de un cuerpo r gido [17,
p 33] que no contribuye al campo de deformaciones y por consiguiente tampoco afecta los
esfuerzos[17, p 30]. Esto quiere decir que la aproximaci on de peque~ nas deformaciones dadas
por (2-10) son la suma de dos componentes, uno de deformaci on y otro de rotaci on. Entonces
el campo de deformaci on dentro del cuerpo solo est a dado por el primer t ermino de (2-10)
conocido como tensor de deformaci on. Usando (2-8) en notaci on matricial se escribe de la
siguiente forma
e =
1
2
2
4
ex exy exz
eyx ey eyz
ezx ezy ez
3
5 =
2
4
"x
1
2xy
1
2xz
1
2xy "y
1
2yz
1
2xz
1
2yz "z
3
5: (2-16)
2.1.4. Esfuerzo (Stress)
Los dos tipos de deformaciones presentadas en la secci on 2.1.2, son respuesta a cargas exter-
nas aplicadas sobre un cuerpo el astico. Por ejemplo, en un rect angulo (Figura 2-4), se pueden16 2 Propagaci on de ondas s smicas
aplicar diferentes tipos de tracciones que determinan su deformaci on. Mientras  produce
una deformaci on de cizalla,  genera una deformaci on normal. Si se aplican simult aneamente
los dos esfuerzos sobre el cuerpo rectangular las tracciones resultantes son:
Tx = xi + xzk (2-17)
Tz = zxi + zk: (2-18)
Figura 2-4: Respuesta a la tracci on x, xz yzx.
Figura 2-5: Tensor de esfuerzos.2.1 Mec anica de medios continuos 17
Aplicando este razonamiento al caso de un cubo (Figura 2-5), se encuentra que el tensor de
esfuerzos se da por [17, p 52]
Tx = xi + xyj + xzk
Ty = yxi + yj + yzk (2-19)
Tz = zxi + zyj + zk:
Los nueve componentes de (2-19) se conocen como componentes de esfuerzos y conforman
un tensor de segundo orden denotado por ij[17]. En forma matricial es
 =
2
4
x xy xz
yx y yz
zx zy z
3
5: (2-20)
2.1.5. Relaci on entre esfuerzos y deformaciones en un material
el asticamente isotr opico
Dadas las deniciones de e y , es necesario encontrar una relaci on entre estas dos cantidades.
Dicha relaci on se conoce como ley constitutiva, corresponde a la ley generalizada de Hooke
[12, p 140], que para materiales el asticos lineales asume que cada componente del esfuerzo
est a relacionado linealmente con cada componente de la deformaci on [17, p 71]
x = C11ex + C12ey + C13ez + 2C14exy + 2C15eyz + 2C16ezx
y = C21ex + C22ey + C23ez + 2C24exy + 2C25eyz + 2C26ezx
z = C31ex + C32ey + C33ez + 2C34exy + 2C35eyz + 2C36ezx
xy = C41ex + C42ey + C43ez + 2C44exy + 2C45eyz + 2C46ezx
yz = C51ex + C52ey + C53ez + 2C54exy + 2C55eyz + 2C56ezx
zx = C61ex + C62ey + C63ez + 2C64exy + 2C65eyz + 2C66ezx;
(2-21)
o en notaci on matricial
2
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5
: (2-22)
Un material se dene como isotr opico si sus propiedades se describen sin referencia a las
direcciones [14, p 207]. La ecuaci on constitutiva para un material el astico lineal e isotr opico18 2 Propagaci on de ondas s smicas
es [14, p 328]
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7 7
7 7 7 7 7
5
; (2-23)
de manera que el n umero de constantes el asticas independientes es 2. Seleccionando las bien
conocidas constantes de Lam e  y  y haciendo
C11 =  + 2, C12 = ,
C11   C12
2
= 2 (2-24)
la ecuaci on (2-23) se convierte en
2
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: (2-25)
2.2. Propagaci on de ondas en medios el asticos
2.2.1. Ecuaci on de Navier
En esta secci on se estudia la ecuaci on que gobierna la propagaci on de ondas en un medio
innito linealmente el astico, is otropo y homog eneo. Este fen omeno ocurre cuando se aplican
fuerzas variables o fuerzas s ubitas produciendo deformaciones que se propagan a trav es de
un cuerpo. Diere del problema est atico ya que la deformaci on no se transmite de una sola
vez a todo el cuerpo [21]. El objetivo es encontrar una ecuaci on de movimiento considerando
la conservaci on de masa, la segunda ley de Newton y las propiedades del medio (e.g modulo
de rigidez ).
Para explicarlo, se considera un elemento de volumen V con masa m. La conservaci on
de masa signica que m no cambia en el tiempo, es decir, que si el elemento es dilatado o
comprimido cambia la densidad y el volumen pero la masa se mantiene constante [6]
dm
dt
= 0: (2-26)
Adicionalmente, la segunda ley de Newton establece que el cambio de momentum (se denota
por p) es proporcional a las fuerzas que act uan sobre la regi on V . En ausencia de fuerzas2.2 Propagaci on de ondas en medios el asticos 19
Figura 2-6: Esfuerzos sobre la componente x.
de cuerpo, el campo de deformaciones por unidad de  area, son las  unicas fuerzas que act uan
sobre cada elemento de masa m.
En la Figura 2-6, se observa que la segunda ley de Newton para la componente x es
d
dt
px = x(x + dx;y;z)dydz + xy(x;y + dy;z)dxdz + xz(x;y;z + dz)dxdy
  x(x;y;z)dydz   xy(x;y;z)dxdz   xz(x;y;z)dxdy. (2-27)
Reorganizando t erminos, se encuentra que
d
dt
px =
x(x + dx;y;z)   x(x;y;z)
dx
dxdydz
+
xy(x;y + dy;z)   xy(x;y;z)
dy
dxdydz
+
xz(x;y;z + dz)   xz(x;y;z)
dz
dxdydz. (2-28)
El momentum se dene por p = mv, entonces (2-28) se convierte en
d
dt
(mvx) =

@x
@x
+
@xy
@y
+
@xz
@z

V . (2-29)
Ahora, con una an alisis similar para las componentes y-z y usando (2-26) se obtiene

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
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(2-30)
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
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De acuerdo con la ley constitutiva (2-25), con el tensor de esfuerzos (2-20) y teniendo en
cuenta (2-8), la ecuaci on (2-30) se puede escribir en t erminos de los desplazamientos de la
siguiente forma

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= r
2ux + ( + )
@
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
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
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
(2-31)
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,
o en notaci on vectorial
r
2u + ( + )r(r  u) = 
dv
dt
. (2-32)
Aproximando la derivada convectiva del lado derecho de (2-32) con una derivada de punto
jo se obtiene
r
2u + ( + )r(r  u) = 
@2u
@t2 . (2-33)
(2-33) se conoce como la ecuaci on de Navier. Se debe recordar que la cantidad vectorial u
hace referencia a los desplazamientos producidos por la deformaci on, mientra  y  son los
coecientes de Lam e.
2.2.2. Descomposici on de Helmholtz, ondas P y ondas S
En esta secci on se estudia el m etodo de potenciales para solucionar (2-33) basado en la
descomposici on de Helmholtz. El enunciado del teorema de Helmholtz establece que cualquier
campo vectorial que, junto con sus primeras derivadas es continuo en una regi on simplemente
conexa2, puede ser resuelto en una parte irrotacional y una parte solenoidal [13]
F = I + S: (2-34)
Se puede demostrar facilmente que el rotacional de un campo vectorial, que es resultado del
gradiente de cualquier campo escalar dado, es cero. Adem as, que la divergencia de un campo
vectorial que es el rotacional de cualquier campo vectorial dado, tambi en es cero. Entonces,
si se dene I = r y S = r  ', se cumple lo siguiente
r  I = r  r = 0
r  S = r  r  ' = 0.
(2-35)
El campo escalar  es el potencial escalar de I y el campo vectorial ' el potencial vectorial
de S.
2Signica que la regi on consta de una sola pieza2.2 Propagaci on de ondas en medios el asticos 21
La representaci on (2-34) para el campo de desplazamientos u de (2-33) es
u = r + r  ', (2-36)
o denotando r y r  ' con uP y uS respectivamente, la ecuaci on (2-36) se escribe de la
siguiente forma
u = uP + uS. (2-37)
A partir de (2-35) y (2-36) se puede vericar que
r  uP = 0
r  uS = 0
r  u = r  uS
r  u = r  uP.
(2-38)
Ahora, usando la identidad
r
2w = rr  w   r  r  w (2-39)
para u en la ecuaci on de movimiento (2-33), se obtiene
( + 2)rr  u   r  r  u = 
@2u
@t2 , (2-40)
o por el teorema de Helmholtz (2-37) y dejando todos los t erminos al lado izquierdo
( + 2)rr(uP + uS)   r  r  (uP + uS)   
@2
@t2(uP + uS) = 0. (2-41)
Aplicando el operador divergencia, recordando que r  uS = 0, se encuentra
r 

( + 2)rr  (uP)   r  r  (uP)   
@2
@t2(uP)

= 0. (2-42)
Como ruP = 0 el segundo t ermino dentro del par entesis en (2-42) es cero y de la identidad
(2-39) se tiene que r2uP = rr  uP. Entonces (2-42) se convierte en
r 

( + 2)r
2uP   
@2
@t2uP

= 0. (2-43)
El rotacional dentro de la expresi on en par entesis es cero, de modo que no tiene fuentes
ni v ortices en todo el espacio. Imponiendo un requerimiento natural que este campo se
desvanece al innito, se puede probar que es igual a cero en todo el espacio [25], es decir
( + 2)r
2uP   
@2
@t2uP = 0: (2-44)22 2 Propagaci on de ondas s smicas
An alogamente, aplicando el operador rotacional a (2-41), sin olvidar que ruP = 0 y como
r  uS = 0, la identidad (2-39) para uS es r2uS =  r  r  uS, se obtiene
r 

r
2uS   
@2uS
@t2

= 0. (2-45)
Igualmente la divergencia de la expresi on entre par entesis es cero, de manera que no se tienen
fuentes escalares ni vectoriales entonces
r
2uS   
@2uS
@t2 = 0. (2-46)
Dividiendo en (2-44) y (2-46) por , se tiene
c
2
Pr
2uP  
@2
@t2uP = 0 y (2-47)
c
2
SuS  
@2uS
@t2 = 0, (2-48)
donde
c
2
P =
 + 2

y (2-49)
c
2
S =


. (2-50)
Como se ve en (2-47) y (2-48), el campo irrotacional uP y el campo solenoidal uS, son solu-
ciones de la ecuaci on de onda y se propagan con velocidades cP y cS respectivamente. Para
explicar mejor esto, considerese la soluci on parcial de ambas ecuaciones, para la cual es con-
siderablemente f acil encontrar la direcci on de desplazamiento y la direcci on de propagaci on
[25]:
up;s = bf(a  r   cp;st); jaj = 1, (2-51)
donde f es una funci on diferenciable arbitraria, a es la direcci on de propagaci on y b deter-
mina el vector de desplazamiento de las part culas en la onda.  Estas soluciones pueden ser
tratadas como ondas planas viajando en la direcci on del vector a con velocidades cP y cS,
adicionalmente, el desplazamiento de las part culas ocurren en la direcci on del vector b [25].
Los componentes del potencial del desplazamiento el astico uP deben satisfacer la siguiente
ecuaci on [25]:
r  uP = f
0(a  r   cPt)[a  b] = 0. (2-52)
Como f es arbitratia a  b = 0, lo cual signica que a y b son paralelos. Quiere decir
que el potencial de ondas uP se caracteriza porque la direcci on de la propagaci on es la
misma de los desplazamientos de part culas. Este tipo de ondas se conocen como ondas P.
\Corresponden a perturbaciones el asticas de cambios de volumen sin cambios de forma, son
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El potencial solenoidal uS cumple
r  uS = f
0(a  r   cSt)[a  b] = 0, (2-53)
entonces el desplazamiento de part culas ocurre en direcci on ortogonal a la direcci on de
propagaci on. \Representan cambios de forma sin cambio de volumen, son ondas transver-
sales" [22], se denominan ondas S.
Se concluye de aplicar la descomposici on de Helmoltz a la ecuaci on de Navier (2-33), que en
terreno es posible observar de manera independiente el campo de desplazamientos generados
por las ondas S y por las ondas P, ya que son ortogonales. Esto posibilita realizar un modelo
con aproximaci on ac ustica.
2.2.3. Aproximaci on ac ustica
Una simplicaci on de la teor a de propagaci on de ondas s smicas es la asunci on ac ustica. Se
considera que la Tierra puede ser tratada como un medio, que  unicamente soporta ondas de
presi on, en lugar de uno que soporta los dos tipos, ondas P y S. Adicionalmente, la inuencia
de la variaci on en la densidad puede ser ignorada [25].
Esta consideraci on es una consecuencia del an alisis realizado en la secci on 2.2.2. Dado que el
movimiento entre los componentes de los potenciales uP y uS son ortogonales, los geof onos
son alineados tambi en en direcciones ortogonales para medir ondas P y S de manera inde-
pendiente. Esto justica tratar la Tierra como un medio ac ustico, ya que se pueden modelar
y observar los movimientos producidos por la propagaci on de ondas de presi on.
Los ge ofonos perm ten registrar los desplazamientos verticales de la supercie terrestre gen-
erados por el campo de presi on. Tienen un peque~ no peso sujetado por un resorte con una
im an y una bobina. Los desplazamientos superciales generan movimientos relativos entre
la bobina y el im an produciendo cambios de voltaje proporcionales a la aceleraci on del ter-
reno. Las ondas el asticas tienen tres componentes de desplazamientos, en el modelamiento
ac ustico solo es de inter es una. Esto quiere decir que la ecuaci on vectorial (2-47) se puede
reducir a una ecuaci on escalar, m as exactamente la ecuaci on de onda ac ustica
cr
2up =
@2up
@t2 (2-54)3 Modelamiento num erico
3.1. Problema directo
3.1.1. Planteamiento del problema
Con aproximaci on ac ustica la propagaci on de ondas dentro de un medio, esta gobernada
por la ecuaci on (2-54), a la cual se debe adicionar una funci on fuente S(t) que perturba el
sistema y que tiene la siguiente forma
S(x;t) = s(t)(x   xr), (3-1)
donde  es la delta de Dirac, xr son las coordenadas donde hay fuentes y
s(t) = Asen(2ft)e
 2ft2
. (3-2)
En la Figura 3-1. se ilustra un ejemplo de s(t).
Figura 3-1: Gr aca de la funci on fuente s(t)
Tambi en, se debe tener en mente que el medio de propagaci on es la Tierra y dado que
los levantamientos s smicos de reexi on son de escala local, la supercie terrestre se puede
asumir como plana, permitiendo adoptar un sistema de referencia cartesiano. La selecci on
de la orientaci on de los ejes depende de condiciones espec cas de los levantamientos, por
ejemplo se pueden orientar seg un meridianos y paralelos del lugar de observaci on.
En este trabajo se trata el problema bidimensional (Figura 3-2). Por lo tanto el sistema de
referencia es un plano cartesiano, donde uno de sus ejes se hace coincidir con la supercie3.1 Problema directo 25
Figura 3-2: Problema que se considera para generar datos s smicos sinteticos.
terrestre, mientras el otro se escoge ortogonal al terreno y su sentido positivo hacia el interior
de la Tierra, lo cual es una convenci on en la industria petrolera.
De manera que adicionando la funci on fuente a la ecuaci on (2-54) y teniendo en cuenta las
caracter sticas f sicas ya descritas, el problema que se esta considerando es
1
(c(x;z))2
@2
@t2u(x;z;t) = r
2u(x;z;t) + S(x;z;t);  1  x  1; 0  z
u(x;z;0) = 0 (3-3)
ut(x;z;0) = 0
u(x;z;t) = 0; z < 0; t 2 [0;T],
donde la condici on inicial signica que el medio esta en reposo. Adem as, se asume que no
hay propagaci on en la atm osfera, dado que su densidad diere bastante de la densidad de la
lit osfera, esta condici on es importante para formular las condiciones de frontera reectantes.
3.1.2. Discretizaci on del problema
El problema (3-3) debe ser solucionado. En principio se debe tener en cuenta que la soluci on
num erica se obtiene para un dominio espacial nito, para este caso se considera la regi on
rectangular 
 = [0;a]  [0;b], ver Figura 3-3.
La regi on es cubierta con una grilla uniforme de puntos, espaciados x en la direcci on x y
z en la direcci on z. Adem as
x =
a
Nx
, z =
b
Nz
, Nx, Nz 2 Z. (3-4)26 3 Modelamiento num erico
Figura 3-3: Dominio espacial del problema.
Equivalentemente, el tiempo de observaci on T se divide en Nt partes donde la magnitud de
cada paso de tiempo es
t =
T
Nt
: (3-5)
Conforme con esto, la soluci on aproximada se denota por
U
n
i;j = u(xi;zj;tn); i = 0;1;:::;Nx; j = 0;1;:::;Nz; n = 0;1;:::;Nt; (3-6)
donde xi = ix, zj = jz y tn = nt. Esto se esquematiza en la Figura 3-4.
Figura 3-4: Discretizaci on espacial.3.1 Problema directo 27
Figura 3-5: Condiciones de frontera.
Figura 3-6: Nodos cticios.
3.1.3. Condiciones de frontera
Las condiciones de frontera son un tema complejo y muy relevante dentro de este estudio, por
lo cual se dedica un cap tulo completo para este tema. No obstante, es conveniente comentar
algunas generalidades.
El dominio espacial tiene geometr a rectangular, por lo tanto la frontera del problema se
divide en cuatro segmentos, ver la Figura 3-5. La secci on A corresponde con la supercie
terrestre y como u(x;z;t) = 0, para z < 0, es posible incluir nodos cticios, como se muestra
en la Figura 3-6, que toman valor cero en todos los pasos de tiempo, es decir
U
n
i;j = 0; n = 0;1;:::;Nt; j =  1: (3-7)
Un tema m as complejo son las condiciones de frontera para los segmentos B, C y D, ya que
corresponden a un l mite computacional y no a la f sica considerada para el planteamiento
del problema (3-3). El cap tulo 4 esta dedicado a estudiar el modelamiento de condiciones
apropiadas para las fronteras computacionales.
3.1.4. Datos s smicos sint eticos
En esta secci on se presenta la metodolog a utilizada para generar secciones s smicas apiladas
mediante experimentaci on num erica. Para lo cual el principio de Huygens es importante,
dado que permite entender el fen omeno de dispersi on como la sumatoria de los efectos de28 3 Modelamiento num erico
Figura 3-7: Consideraci on de los reectores como fuentes.
algunos puntos distribuidos a lo largo del reector geol ogico[18]. Esto hace posible discretizar
la supercie de separaci on entre las capas geol ogicas en un n umero nito de puntos y asumir
que el fen omeno de dispersi on ocurre en cada uno de ellos, ver Figura 3-7. Adicionalmente,
se considera que dichos puntos son fuentes perturbadas simult aneamente.
Dada la geometr a rectangular del dominio espacial, la soluci on de (3-3) se puede aproximar
con el siguiente esquema de diferencias nitas de segundo orden en espacio y tiempo [11, 24]
U
n+1
i;j = 2U
n
i;j   U
n 1
i;j + 
2 
U
n
i+1;j + U
n
i 1;j + U
n
i;j+1 + U
n
i;j 1   4U
n
i;j

+ S
n
i;j; (3-8)
n, i y j se denen por (3-6). Adem as
 =
ci;jt
h
; (3-9)
siendo ci;j la velocidad de propagaci on en el punto (xi;yj), h = x = z el espaciado de la
grilla, t se dene por (3-5), Sn
i;j es
S(xi;zj;tn) = s(tn)(xi   xk;yi   yl); (3-10)
donde (xk;yl), con k = 0;1;:::;Mk y l = 0;1;:::;Ml, son las coordenadas de los puntos de
la grilla que se consideran fuentes. Finalmente, tomando las condiciones iniciales y sabiendo
que el sistema es perturbado por la funci on fuente, se tiene que
U
0
i;j = 0
U
1
i;j =
(
S1
i;j; si i = k;j = l
0; si i 6= k;j 6= l:
(3-11)3.2 Migraci on en tiempo inverso, RTM 29
3.2. Migraci on en tiempo inverso, RTM
3.2.1. Planteamiento del problema
Tal como se comenta en la secci on 1.2.3. existen diversas formulaciones para realizar la
migraci on s smica. Realizar una evaluaci on o documentaci on de cada una de ellas se escapa
al alcance de este documento. En este estudio es de particular inter es el proceso de migraci on
basado en la ecuaci on de onda en el dominio espacio tiempo, conocida como migraci on en
tiempo inverso (en ingl es Reverse Time Migration, RTM). El concepto es sencillo, consiste
en propagar retrocediendo en el tiempo los datos s smicos de reexi on obtenidos en campo.
El modelo que se utiliza es an alogo al planteado en (3-2), pero esta vez para un campo
e u(x;z;), donde se reemplaza el tiempo usual t por el tiempo inverso
 = T   t; (3-12)
donde T es el tiempo total de observaci on.
Considerando la transformaci on (3-12), por la regla de la cadena se tiene
@u
@t
=
@
@t
@u
@
: (3-13)
Aplicando la segunda derivada
@2u
@t2 =
@u
@t

@
@t
@u
@

=
@2
@t2
@u
@
+
@
@t
@
@t

@u
@

=
@2
@t2
@u
@
+
@
@t
@
@t
@
@
@u
@
=
@2
@t2
@u
@
+

@
@t
2 @2u
@2: (3-14)
En (3-12) se observa que
@2
@t2 = 0 y
@
@t
=  1: (3-15)
De esta manera se prueba que el procedimiento RTM es posible porque el operador de la
ecuaci on de onda es invariante bajo traslaci on e inversi on de la coordenada temporal.
La funci on fuente, denotada e S, es la secci on s smica apilada1. Teniendo en cuenta estas
consideraciones, el problema a solucionar es
1
(c(x;z))2
@2
@2e u(x;z;) = r
2e u(x;z;) + e S(x;z;);  1  x  1; 0  z
e u(x;z;0) = 0 (3-16)
e ut(x;z;0) = 0
e u(x;z;) = 0; z < 0;  2 [0;T).
1Ver secci on 1.2.2. Para una referencia completa ver por ejemplo [4]30 3 Modelamiento num erico
La segunda condici on signica que el tiempo de observaci on T, es suciente para asumir
que el medio se encuentra en estado de equilibrio despu es del levantamiento.  = T no se
considera porque es equivalente a t = 0, lo cual implica por las condiciones en (3-3) que el
medio se encuentra en reposo.
3.2.2. Discretizaci on y condiciones de frontera
La discretizaci on para encontrar la soluci on num erica aproximada del problema (3-16) es
an aloga a la presentada para el problema directo. El dominio espacial es cubierto con una
grilla exactamente igual a la denida en (3-4). Adem as, la magnitud del dominio temporal
considerado tambi en es [0;T] y si se toma el mismo n umero de pasos Nt se tiene que
 = t =
T
Nt
: (3-17)
Ahora, aunque la magnitud del tama~ no de paso es igual, se debe tener presente que  = T t,
por lo cual se cumple que
e u(x;z;) = u(x;z;T   ); (3-18)
o para el sistema discretizado, si se denota la soluci on aproximada de e u por e U, se tiene que
e U(ix;jz;n) = U(ix;jz;T   (Nt   n)): (3-19)
Sobre (3-19) se debe imponer un n = nmax < Nt, de tal manera que se propague la onda en
tiempo inverso hasta un t > 0 que permita discriminar los reectores geol ogicos, ya que en
t = 0 o igualmente cuando n = Nt en la soluci on num erica, se retornar a a las condiciones
iniciales del problema (3-3) obteniendo que u(x;z;0) = 0, es decir el medio en reposo, lo
cual no se ajusta a los intereses de la migraci on.
El esquema de diferencias nitas de segundo orden para la migraci on es
e U
n+1
i;j = 2e U
n
i;j   e U
n 1
i;j + 
2
h
e U
n
i+1;j + e U
n
i 1;j + e U
n
i;j+1 + e U
n
i;j 1   4e U
n
i;j
i
+ e S
n
i;j; (3-20)
i, j, se denen como en el problema directo por (3-6), pero esta vez n = 1;:::;nmax. Las
condiciones iniciales son
e U
0
i;j = 0
e U
1
i;j =
(
e S1
i;j; si j = 0
0; si 0 < j:
(3-21)
En cuanto a las condiciones de frontera, sobre las fronteras B, C y D se usan las fronteras
cticias presentadas en el capitulo 4. Sobre A se asignan los datos s smicos e Sn
i;j, es decir que
para RTM, sobre la frontera A se disponen las fuentes.3.3 Consistencia, convergencia y estabilidad 31
3.3. Consistencia, convergencia y estabilidad
Un esquema de diferencias nitas es consistente con la ecuaci on diferencial parcial si para
una funci on suave  se cumple que [20]
L   L;h ! 0; cuando ;h ! 0: (3-22)
Para la ecuaci on de onda escalar el operador diferencial L se da por
L =
@2
@2   c
2r
2 =    c
2(xx + zz) (3-23)
y su aproximaci on por diferencias nitas es
L;h =

k+1
i;j   2k
i;j + 
k 1
i;j
2
  c
2
"
k
i+1;j   2k
i;j + k
i 1;j
h2 +
k
i;j+1   2k
i;j + k
i;j 1
h2
#
;
(3-24)
donde k
i;j = (xi;zj;k), h = x = z y  = . Se ha introducido  como una variable
comod n, es decir que  = t o  = , de esta manera se prueba consistencia para el
problema directo y para la migraci on en tiempo inverso. Expandiendo  en serie de Taylor
alrededor de (xi;yi;k), se encuentra

k+1
i;j   2k
i;j + 
k 1
i;j
2 =  +
1
12

2 + O(
4) (3-25)
k
i+1;j   2k
i;j + k
i 1;j
h2 = xx +
1
12
xxxxh
2 + O(h
4) (3-26)
k
i;j+1   2k
i;j + k
i;j 1
h2 = zz +
1
12
zzzzh
2 + O(h
4): (3-27)
Reemplazando en (3-24)
L;h =    c
2 (xx + zz) +
1
12

2
 
c2
12
 
xxxxh
2 + zzzzh
2
+ O(
4) + O(h
4);
(3-28)
entonces
L   L;h =
1
12

2  
c2
12
 
xxxxh
2 + zzzzh
2
+ O(
4) + O(h
4)
! 0 cuando (
2;h
2) ! 0:
(3-29)
Con esto se prueba que los esquemas (3-8) y (3-20) son de segundo orden de consistencia.32 3 Modelamiento num erico
Para probar la estabilidad se usa el an alisis de Von Neumann. Se sustituye [15]

n
k;l = 
ne
i!xkhe
i!zl (3-30)
en el esquema

n+1
k;l   2n
k;l + 
n 1
k;l
2 = c
2

n
k+1;l   2n
k;l + n
k 1;l
h2 +
n
k;l+1   2n
k;l + n
k;l 1
h2

: (3-31)
N otese que

n+1
k;l = 
n
k;l; 
n 1
k;l = 
 1
n
k;l

n
k+1;l = 
n
k;le
i!xh; 
n
k 1;l = 
n
k;le
 i!xh

n
k;l+1 = 
n
k;le
i!zh; 
n
k;l 1 = 
n
k;l 1e
 i!zh:
(3-32)
Reemplazando (3-32) en (3-31) se tiene
2   2 + 1
2 = c
2

ei!xh + e i!xh   2
h2 +
ei!zh + e i!zh   2
h2

; (3-33)
o de manera equivalente
22   2 + 1
2 = c
2

2cos!xh   2
h2 +
2cos!zh   2
h2

: (3-34)
Ordenando t erminos

2   2

1  
c22
h2 (1   cos!xh)  
c22
h2 (1   cos!zh)

 + 1 = 0: (3-35)
La ecuaci on (3-35) tiene la forma 2   2 + 1 = 0, cuyas raices son
 =  
p
2   1: (3-36)
 se conoce como factor amplicador y para probar estabilidad se debe vericar que jj  1,
lo cual no se cumple tomando las raices reales de (3-36), por lo tanto se deben tomar las
raices imaginarias
 =   i
p
1   2; (3-37)
porque jj =
p
2 + 1   2 = 1  1. Entonces, se requiere que jj  1. Por (3-35)
 1  1  
c22
h2 (1   cos!xh)  
c22
h2 (1   cos!zh)  1
0 

c22
h2 sen
2 !xh
2
+
c22
h2 sen
2 !zh
2

 1;
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y como
0 
c22
h2 sen
2 !xh
2
+
c22
h2 sen
2 !zh
2

c22
h2 +
c22
h2  1;
(3-39)
se ha encontrado que la condici on de estabilidad para el esquema (3-31) es
c
h

1
p
2
: (3-40)
El operador diferencial denido en (3-23) es lineal y permite aplicar el teorema de equiv-
alencia de Lax, que establece para una aproximaci on de diferencias nitas consistente, que
la estabilidad es condici on necesaria y suciente para la convergencia. Se concluye de (3-29)
y de la condici on (3-40) que el esquema (3-31) es convergente, por lo tanto tambi en los
esquemas (3-8) y (3-20).4 Condiciones de frontera no
reectantes
4.1. Fronteras cticias
El dominio espacial para la soluci on de (3-3) es el semi-plano z  0. En otros t erminos, se
trata de un dominio innito. Sin embargo, la memoria computacional es limitada y por lo
tanto, una soluci on num erica, solo es posible para un dominio nito.
El dominio espacial que se considera es 
1 = f(x;z) :  1 < x < 1;0  z < 1g.
Pero dada la restricci on de memoria computacional, se pretende una partici on de 
1 de
la siguiente manera: Un dominio computacional limitado 
, una frontera articial   y un
dominio exterior no limitado E. Dichas particiones se denen as 

 = f(x;z) : 0 < x < a ^ 0 < z < bg (4-1)
  = B [ C [ D (4-2)
E = f(x;z) : (x;z) = 2   ^ (x;z) = 2 
 ^ z  0g; (4-3)
donde
B = f(x;z) : x = 0 ^ 0  z  bg (4-4)
C = f(x;z) : x = a ^ 0  z  bg (4-5)
D = f(x;z) : z = b ^ 0  x  ag: (4-6)
La uni on disyunta de las particiones es

1 = E [ 
 [  : (4-7)
El problema de las condiciones de frontera cticias, es encontrar alguna condici on adecuada
sobre  , para conseguir una soluci on en la regi on 
, sin conocer la soluci on en E y evitar que
se generen reexiones sobre las fronteras computacionales   que no corresponden a la f sica
del problema ya que en la Tierra no existen dichas fronteras. En este trabajo, las condiciones
sobre   son modeladas como condiciones de frontera no reectantes, para lo cual se utiliza
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4.2. El m etodo de Reynolds
La soluci on para modelar condiciones de frontera no reectantes propuesta por Reynolds
[3], es ampliamente utilizada en aplicaciones de migraci on s smica. Es una aproximaci on de
condici on de frontera no reectante local, tanto espacial como temporal, por lo que no implica
un costo adicional de almacenamiento en memoria y tampoco se incrementa el tiempo de
computo.
Figura 4-1: Consideraciones f sicas del M etodo de Reynolds.
De los problemas (3-3) y (3-16), se conoce que en el dominio 
1 se satisface la ecuaci on de
onda (2-54), entonces sobre la frontera   tambi en se satisface. El m etodo de Reynolds solo
tienen en cuenta la propagaci on normal a las fronteras computacionales (ver Figura 4-1),por
lo cual, se asume que sobre dichas fronteras computacionales se satisface la ecuaci on de onda
en una dimensi on. En las fronteras B y D respectivamente se cumple

@2
@t2   c
2 @2
@x2

 = 0 (4-8)
y en la frontera C 
@2
@t2   c
2 @2
@z2

 = 0: (4-9)
Factorizando el operador diferencial de (4-8) se obtiene

@
@t
  c
@
@x

@
@t
+ c
@
@x

 = 0; (4-10)
con c > 0. En la ecuaci on (4-10) se tiene el producto de dos operadores diferenciales que
act uan sobre , esto es L1L2 = 0. En este caso particular L1 y L2 corresponden con el
operador de onda en una dimensi on, lo cual permite comutarlos, esto es L2L1 = 0. Para
modelar fronteras no reectantes, se debe elegir L1 = 0, o bien L2 = 0. En part cular, sobre36 4 Condiciones de frontera no re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las fronteras B y D se tiene respectivamente

@
@t
  c
@
@x

 = 0 (4-11)

@
@t
+ c
@
@x

 = 0 (4-12)
y para la frontera C 
@
@t
+ c
@
@z

 = 0: (4-13)
Las ecuaciones (4-11) y (4-12), se pueden resumir en

@
@t
+ 
@
@x

 = 0; (4-14)
donde  = c. La ecuaci on (4-14) tiene la forma de una ecuaci on diferencial parcial hiperb oli-
ca (EDPH) de primer orden. No obstante, en el  ambito del m etodo de Reynolds, esta es una
aproximaci on para evitar reexiones sobre las fronteras y solo se eval ua sobre las mismas. No
obstante, para evaluar (4-11), (4-12) y (4-13) num ericamente, es necesario aplicar un esque-
ma de diferencias nitas y por lo tanto se deben tener en cuenta condiciones de estabilidad
y orden de consistencia acordes con los presentados en la secci on 3.3. Para esto es ilustrativo
realizar una analog a con una (EDPH). Siguiendo esta idea, anal ticamente, con el m etodo
de las caracter sticas, es sencillo probar que la soluci on de (4-14) es
 = 0(x   t): (4-15)
Para  constante, las caracter sticas son
t =
1

x  
1

x; (4-16)
en otros t erminos, se trata de rectas paralelas cuya pendiente es
dt
dx
=
1

: (4-17)
Para los dos casos que se est an considerando, se tiene
dt
dx
=
1
c
(4-18)
dt
dx
=  
1
c
: (4-19)
En la Figura 4-2. se esquematizan las caracter sticas para las ecuaciones (4-11) y (4-12).
Est as rectas con pendiente 1=c, se denominan dominio de dependencia y la condici on CFL
establece que, debe estar dentro del dominio de dependencia del esquema num erico [15], esto
es (ver Figura 4-3)
 c
t
x
 1; o c
t
x
 1; (4-20)4.2 El m etodo de Reynolds 37
Figura 4-2: Caracter sticas para las ecuaciones a) (4-11) y b) (4-12)
Figura 4-3: Esquematizaci on del dominio de dependencia de la ecuaci on de advecci on y de
un esquema num erico upwind, para a)  =  c y b)  = c.38 4 Condiciones de frontera no reectantes
Figura 4-4: Ejemplo num erico para ilustrar las condiciones de frontera no reectantes. Se
trata de un medio homog eneo perturbado en su centroide. La velocidad de
propagaci on en el medio es 2500 ms 1. El dominio espacial es una regi on de
20002000 m, la frecuencia de la fuente es 30 Hertz y su forma funcional es la
misma de (3-1). De izquierda a derecha la soluci on para 0;3, 0;5 y 0;7 segundos.
donde t es el espaciado de la grilla temporal y x de la grilla espacial.
Al aplicar la ecuaci on (4-14) en cada paso de tiempo se comete un error E. Por ejemplo,
sobre la frontera B, el error cometido en el paso de tiempo n puede calcularse con
E =

@
@t
  c
@
@x


n
x=h: (4-21)
Para las condiciones de frontera que se estan tratando, es posible corregir E en el paso de
tiempo n + 1, es decir 
@
@t
  c
@
@x


n+1
x=0   E = 0; (4-22)
con E dado por (4-21). De esta manera las condiciones de frontera para el problema son

@
@t
  c
@
@x


n+1
x=0  

@
@t
  c
@
@x


n
x=h = 0 (4-23)

@
@t
+ c
@
@x


n
x=xNx  

@
@t
+ c
@
@x


n+1
x=xNx h = 0 (4-24)

@
@t
+ c
@
@z


n
z=zNz  

@
@t
+ c
@
@z


n+1
z=zNz h = 0 (4-25)
y sus respectivos esquemas de diferencias nitas son
U
n+1
0;j = U
n
0;j + U
n
1;j   U
n 1
1;j + (U
n
1;j   U
n
0;j + U
n 1
2;j   U
n 1
1;j )
U
n+1
Nx;j = U
n
Nx;j + U
n
Nx 1;j   U
n 1
Nx 1;j   (U
n
Nx;j   U
n
Nx 1;j   U
n 1
Nx 1;j + U
n 1
Nx 2;j)
U
n+1
i;Nz = U
n
i;Nz + U
n
i;Nz 1   U
n 1
i;Nz 1   (U
n
i;Nz   U
n
i;Nz 1   U
n 1
i;Nz 1 + U
n 1
i;Nz 2)
:
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En la Figura 4-4. se ilustra el funcionamiento de las fronteras no reectantes. En la secci on
5.1.3 se verica mediante experimentaci on num erica el orden de exactitud.5 Resultados Num ericos
5.1. Programa de c omputo
Las aproximaciones num ericas se calcularon con un programa de c omputo escrito en lengua-
je C++. Tiene un dise~ no orientado a objetos, lo cual permite manipularlo y extenderlo
f acilmente. Algunas de las clases permiten manipular los datos f acilmente, como la clase
Matrix que facilita realizar operaciones sobre matrices. El programa dispone de una clase
denominada Base, que controla el ujo de entradas y salidas del programa, es decir que lee
archivos, escribe los resultados en cheros de texto plano e im agenes en formato BMP. Los
ejes estructurales del programa son las clases SEISMIC y REVTIME. En este cap tulo se
especican detalles sobre el funcionamiento de estas dos ultimas clases.
5.1.1. Clase SEISMIC
La clase SEISMIC implementa el modelamiento num erico del problema (3-3). Permite re-
alizar la simulaci on de datos s smicos. Los argumentos de entrada son el modelo de velocidad
c(x;z), el ancho del perl sobre terreno xNx en (3-6), los puntos que se consideran fuentes,
la frecuencia de la funci on fuente (3-2), el tama~ no del paso de tiempo y el tiempo de ob-
servaci on T. Dentro del programa se instancian arreglos para los tres pasos de tiempo de la
siguiente manera:
Matrix u1(nz ,nx );
Matrix u2(nz ,nx );
Matrix u3(nz ,nx );
for ( j =1;j<nx 1;j++)
f
for ( i =1;i<nz 1; i++)
f
u2( i , j ) = u2( i , j ) + src (1) r ( i , j );
g // fin i
g // fin j
El constructor de la clase Matrix establese un arreglo bidimensional cuyos elementos son
inicializados con ceros. A los puntos que son fuentes se asigna el valor s(t1), donde s es la5.1 Programa de c omputo 41
funci on (3-2). Este procedimiento implementa las condiciones (3-11). Para explicar porque
se asume que el campo de desplazamiento es cero en los dos primeros pasos de tiempo para
puntos que no se consideran fuentes, se aproxima la derivada temporal de primer orden con
diferencias nitas, adem as, por (3-3) se tiene que ut = 0, conduciendo a que
[ut]t=0 =
u1   u0
h
= 0; (5-1)
tambi en por (3-3) u0 = 0, entonces u1 = 0.
El algoritmo para el esquema num erico (3-8) es el siguiente:
for ( it = 0; it < nt ; it++)
f
//Establecer el valor del punto fuente en el tiempo it
for ( j =1;j<nx 1;j++)
f
for ( i =1;i<nz 1; i++)
f
u2( i , j ) = u2( i , j ) + src ( it ) r ( i , j );
g // fin i
g // fin j
alpha = (dtdt )/(hh);
//Obtener U^fk+1g
for ( j = 1; j < nx   1; j++ )
f
for ( i =1; i < nz 1 ; i++ )
f
ala = alphav( i , j )v( i , j );
ppsix = u2( i , j  1) 2u2( i , j)+u2( i , j +1);
ppsiz = u2( i  1,j) 2u2( i , j)+u2( i +1,j );
ppsit =  2u2( i , j)+u1( i , j );
u3( i , j)= ala ( ppsix+ppsiz) ppsit ;
g// Fin i
g// fin j
// condiciones en la frontera
for ( j = 1; j < nx 1;j++)
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cb = v(nz 1,j )dt/h;
u3(nz 1,j ) = u2(nz 1,j)+u2(nz 2,j) u1(nz 2,j )
 cb(u2(nz 1,j) u2(nz 2,j )
  u1(nz 2,j)+u1(nz 3,j ));
g
for ( j = 1; j<nx 1;j++)
f
cb = v(0 , j )dt/h;
u3(0 , j ) = u2(0 , j)+u2(1 , j) u1(1 , j )
+cb(u2(1 , j) u2(0 , j)+u1(1 , j) u1(2 , j ));
g
for ( i =1;i<nz 1; i++)
f
cb = v( i ,0) dt/h;
u3( i ,0) = u2( i ,0)+u2( i ,1) u1( i ,1)
+cb(u2( i ,1) u2( i ,0) u1( i ,2)+u1( i ,1));
g
for ( i =1;i<nz 1; i++)
f
cb = v( i ,nx 1)dt/h;
u3( i ,nx 1) = u2( i ,nx 1)+u2( i ,nx 2) u1( i ,nx 2)
 cb(u2( i ,nx 1) u2( i ,nx 2)
 u1( i ,nx 2)+u1( i ,nx 3));
g
// Escribir resultado
for ( j =0;j<nx; j++)
f
seismic ( it , j ) = u3(3 , j );
g
//Establecer los nuevos valores para la siguiente iteracion
u1 = u2 ;
u2 = u3 ;
u3 . Zeros ();5.1 Programa de c omputo 43
g//Fin it
Dentro del c odigo se resaltan los aspectos relevantes de las sentencias.
5.1.2. Clase REVTIME
La clase REVTIME permite realizar la propagaci on en tiempo inverso, para lograr la imagen
del perl geol ogico a partir de los datos s smicos sint eticos. Requiere el modelo de velocidades
en profundidad, los datos s smicos sint eticos, el ancho del perl, el tiempo T de observaci on
y la magnitud del paso de tiempo.
El procedimiento para las condiciones iniciales (3-21) es:
Matrix u1(nz ,nx );
Matrix u2(nz ,nx );
Matrix u3(nz ,nx );
for ( j =0;j<nx; j++) u2(0 , j ) = seismic (0 , j );
donde se tienen asunciones an alogas a las usadas en la secci on anterior, pero esta vez dadas
por (3-16) y explicadas similarmente por aproximar su la derivada de primer orden y aprox-
imarla por un esquema de diferencias nitas tal como se realiza en (5-1).
El algoritmo para realizar la migraci on en tiempo inverso es:
for ( it = nttmax ; it<nt ; it++)
f
//Asignar los datos sismicos sobre la frontera A
for ( j =0;j<nx; j++) u2(0 , j ) = seismic ( itrev , j );
for ( i =1;i<nz 1; i++)
f
for ( j =1;j<nx 1;j++)
f
ala=alphac2( i , j );
ppsix = u2( i , j  1) 2u2( i , j)+u2( i , j +1);
ppsiz = u2( i  1,j) 2u2( i , j)+u2( i +1,j );
ppsit =  2u2( i , j)+u1( i , j );
u3( i , j ) = ala ( ppsix+ppsiz) ppsit ;
g
g
//Condiciones de frontera
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f
u3(nz 1,j ) = u2(nz 1,j)+u2(nz 2,j) u1(nz 2,j )
 cb(nz 1,j )(u2(nz 1,j) u2(nz 2,j )
 u1(nz 2,j)+u1(nz 3,j ));
g
for ( i =1;i<nz 1; i++)
f
u3( i ,0) = u2( i ,0)+u2( i ,1) u1( i ,1)
+cb( i ,0)(u2( i ,1) u2( i ,0) u1( i ,2)+u1( i ,1));
g
for ( i =1;i<nz 1; i++)
f
u3( i ,nx 1) = u2( i ,nx 1)+u2( i ,nx 2) u1( i ,nx 2)
 cb( i ,nx 1)(u2( i ,nx 1) u2( i ,nx 2)
 u1( i ,nx 2)+u1( i ,nx 3));
g
u1 = u2 ;
u2 = u3 ;
u3 . Zeros ();
image = u2 ;
g//Fin iteracion sobre it
5.1.3. Estimaci on del error de las soluciones num ericas
Para comprobar que el programa de c omputo produce resultados correctos con respecto al
orden de exactitud esperado, se realiza dos experimentos num ericos, los cuales permiten
vericar num ericamente la implementaci on de los esquemas de diferencias nitas empleados
en este trabajo.
La soluci on an alitica incluyendo las condiciones de frontera (4-11), (4-12) y (4-13) no es
factible y lograr soluciones para grillas muy nas es computacionalmente costoso y actual-
mente no realizable con computadores personales. Las anteriores circunstancias conllevan
a estimar el error tomando como referencia una soluci on para una grilla h=4. Para esto se
comparan las soluciones de la siguiente manera. Se toman tres soluciones para h, h=2 y h=45.1 Programa de c omputo 45
y se dene el error relativo entre soluciones de la siguiente manera [11]
e E1 = U(h)   U

h
2

y e E2 = U

h
2

  U

h
4

: (5-2)
Adem as
e E1
e E2
 2
p; (5-3)
siendo p el orden de exactitud que puede estimarse de la siguiente manera
p  log2
 
e E1
e E2
!
: (5-4)
La evaluaci on se realiza para el mismo modelo presentado en la secci on 4.2. Un medio
homog eneo con velocidad de propagaci on de 2500 ms 1, la frecuencia de la fuente es 30
Hertz y la longitud del dominio es de 2000  2000 metros. Se realizaron dos comparaciones,
para dos tiempos diferentes, para t = 0;3 segundos, de tal manera que la soluci on este
contenida dentro del dominio considerado. En un segundo caso la soluci on se obtiene hasta
t = 0;5 segundos, tiempo en el cual la onda no se encuentra dentro del dominio considerado,
permitiendo evaluar la exactitud sobre las fronteras. Las dos situaciones se aprecian en la
Figura 4-4.
Nx Nt e E(h)   e E(h=2) p
100 100 0;4156509 2;1487
200 200 0;0937362
400 400
Tabla 5-1: Par ametros num ericos para estimar el orden de exactitud para la soluci on de un
medio homog eneo hasta t = 0;3 segundos.
Nx Nt e E(h)   e E(h=2) p
150 200 0;1644325 2;0165
300 400 0;0406412
600 800
Tabla 5-2: Par ametros num ericos para estimar el orden de exactitud para la soluci on de un
medio homog eneo hasta t = 0;5 segundos.
En las Tablas 5-1. y 5-2. se presentan los par ametros utilizados para la evaluaci on del
orden de exactitud en los dos casos. En ambos, se observa que el orden de exactitud es
aproximadamente dos.46 5 Resultados Num ericos
5.1.4. Costo computacional
En este trabajo los c alculos realizados se mantienen en una escala local, en dos dimensiones
y las aproximaciones no son de alta resoluci on. No obstante, el tiempo de c alculo es signi-
cativo. Para mantener la estabilidad de la soluci on, se debe tener en cuenta la condici on
CFL tratada en la secci on 3.3, por esta raz on a medida que se toma una grilla espacial m as
na, es necesario tomar mas pasos de tiempo.
Nx Nz Nt Tiempo (s)
300 150 500 64
600 300 1000 522
1200 600 2000 4320
Tabla 5-3: Costo computacional para diferentes grillas.
En la Tabla 5-3. se presentan los tiempos de computo para diferentes grillas. Se observa que
un incremento de h=2 en la grilla espacial y t=2 en la temporal, produce un incremento
signicativo en el tiempo de c alculo. De acuerdo con dicha tabla, se estima que para el
procesador Intel(R) Pentium(R) Dual CPU T3200 2.00GHz, usado para realizar los c alculos
de este estudio, el rendimiento es del orden de 8 megaops1.
Para resaltar la complejidad de esto, sup ongase que la longitud del perl es 3000 metros,
en cuyo caso para Nx = 1200, el tama~ no de paso espacial es h = 2;5 metros. Entonces, si
se desea tomar una grilla con h = 1;25, los calculos tomar an alrededor de 10 horas. Si se
buscara una soluci on en tres dimensiones, para lo cual se incluyera un Ny = 1200, el tiempo
de computo es del orden de las 12000 horas. Aunque este ejercicio no es preciso, permite
ilustrar que el problema que se resuelve en migraci on en tiempo inverso es realmente costoso
computacionalmente.
5.2. Modelos simulados
5.2.1. Estrato geol ogico sinclinal
Un ejemplo muy ilustrativo de las nalidades de la migraci on es un perl geol ogico compuesto
de dos capas, cuya interface entre ellas tiene forma sinclinal (ver Figura 5-1). La secci on
s smica apilada no representan directamente el modelo del perl, Figura 5-2. Sin embargo,
despu es de realizar la migraci on en tiempo inverso, Figura 5-3., se observa que la imagen es
comparable directamente con el perl de entrada.
En la Tabla 5-4. se listan los par ametros empleados para la simulaci on. El par ametro dtmax
es estimado con la condici on CFL de la siguiente manera. El criterio de estabilidad se da por
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Figura 5-1: Perl geol ogico sinclinal.
Figura 5-2: Datos s smicos para un prel con un estrato geol ogico sinclinal.
Figura 5-3: Imagen obtenida para el perl sinclinal.48 5 Resultados Num ericos
Par ametro Valor Unidades
xNx 3000 metros
zNz 1500 metros
T 1 segundos
! 30 Hertz
h 5 metros
dt 0;001 segundos
dtmax 0;00141421  
Nx 600  
Nt 1000  
Ntmax 20  
Tabla 5-4: Parametros num ericos usados para el modelo sinclinal.
(3-40) y despejando , que corresponde al tama~ no del paso de tiempo, se obtiene
 
h
cmax
p
2
; (5-5)
donde cmax es la m axima velocidad dentro del modelo de velocidades denido por el respectivo
perl. Entonces, se dene la siguiente condici on para mantener estabilidad en la aproximaci on
num erica
dtmax =
h
cmax
p
2
: (5-6)
Esta notaci on se emplea en el resto de tablas en las que se indican los par ametros num ericos
usados para las simulaciones, es decir, Tablas 5-6 y 5-7. Dentro de las soluciones estimadas,
se aprecia que en todos los casos dt < dtmax.
5.2.2. Estratos buzados
Otro ejemplo es un perl compuesto de seis estratos geol ogicos. Sus velocidades de propa-
gaci on var an entre los 1500 y los 3500 ms 1, las interfaces entre estratos tienen alg un grado
de buzamiento 2. En la Tabla 5-5. se presentan los valores de las pendientes para cada una
de las interfaces de las capas y su correspondiente velocidad. El modelo se presenta en la
Figura 5-4.
En la Tabla 5-6. se presentan los par ametros num ericos utilizados para simular la secci on
s smica apilada de la Figura 5-5. La metodolog a empleada es la descrita en la secci on 3.1.4.
En el eje horizontal se tiene la distancia en metros y en el eje vertical el tiempo.
La imagen corregida del perl geol ogico se muestra en la Figura 5-6.
2Quiere decir que las interfaces presentan alg un grado de inclinaci on con respecto a la horizontal del terreno5.2 Modelos simulados 49
Figura 5-4: Modelo con estratos geol ogicos inclinados.
Estrato vi (ms 1) pendiente
1 1500 0
2 2000 0;06
3 2400 0;03
4 3200  0;02
5 3000 0;05
6 3500
Tabla 5-5: Velocidades y pendientes de las interfaces del modelo de capas buzadas.
Par ametro Valor Unidades
xNx 3000 metros
zNz 3000 metros
T 1;5 segundos
! 30 Hertz
h 5 metros
dt 0;001 segundos
dtmax 0;0010085  
Nx 600  
Nt 1500  
Ntmax 5  
Tabla 5-6: Parametros num ericos usados para el modelo de capas buzadas.50 5 Resultados Num ericos
Figura 5-5: Datos s smicos para un perl con estratos geol ogicos inclinados.
5.2.3. Domo salino
Por  ultimo, se presenta la simulaci on de un ejemplo m as complejo. Se trata de un perl
geol ogico compuesto de varias capas y que adem as presenta una falla y la formaci on de un
domo salino, ver Figura 5-7. Este tipo de modelos son empleados para mostrar la potencia
del m etodo de migraci on basado en la ecuaci on de onda. La resoluci on obtenida es bastante
precisa, teniendo en cuenta que sobre la secci on s smica apilada no es posible discriminar
ninguna de las capas geol ogicas. Esto se puede ver en la Figura 5-8. La imagen migrada se
presenta en la Figura 5-9.5.2 Modelos simulados 51
Figura 5-6: Imagen obtenida para un perl con estratos geol ogicos inclinados.
Figura 5-7: Modelo de velocidades de un perl con un domo salino.52 5 Resultados Num ericos
Figura 5-8: Secci on s smica apilada para el perl de un domo salino.
Figura 5-9: Imagen obtenida con RTM para un perl con un domo salino.5.2 Modelos simulados 53
Par ametro Valor Unidades
xNx 3000 metros
zNz 3000 metros
T 1;5 segundos
! 60 Hertz
h 3.75 metros
dt 0;0005 segundos
dtmax 0;000589  
Nx 800  
Nt 3000  
Ntmax 10  
Tabla 5-7: Parametros num ericos usados para el modelo de un domo salino.6 Conclusiones
La propagaci on de ondas s smicas con aproximaci on ac ustica es estudiada num ericamente.
Los resultados permiten observar la complejidad f sica del fen omeno y adicionalmente brin-
dan la posibilidad de conocer algunos de los principales retos para modelar perles geol ogicos
con datos reales.
El m etodo de migraci on basado en la ecuaci on de onda, de acuerdo con los experimentos
num ericos realizados, resulta ser un m etodo  optimo en lo referente a corregir la posici on de
los reectores geol ogicos. Sin embargo, su principal desventaja, radica en que requiere de un
modelo de velocidad en profundidad conocido.
Los  ultimos avances computacionales hacen posible la realizaci on de este tipo de trabajos.
No obstante, en alg un momento se encuentra limitaci on en la capacidad de computo. En el
desarrollo de este estudio, el principal problema surge cuando se pretende aproximar el campo
de desplazamientos con una grilla na. Soluciones para dominios de varios kil ometros son
posibles, pero el tama~ no de paso de la grilla es del orden de los metros. Para un modelamiento
en tres dimensiones el problema puede escapar a las capacidades actuales de computadores
personales.
Las condiciones de frontera no reectantes constituyen uno de los problemas abiertos m as
importantes en la migraci on s smica. Se han planteado otro tipo de soluciones (por ejemplo
las presentadas en [7]), pero no son locales en tiempo ni en espacio, por lo cual el costo
computacional se incrementa, acentuando las limitaciones afrontadas. En este trabajo se
implementa un m etodo cl asico local para modelar fronteras no reectantes.
Este estudio se realiza para migraci on despu es de apilamiento, pero un estudio de migraci on
antes de apilamiento es un buen tema para extender este trabajo. Para ello el desao com-
putacional se incrementa dado que la cantidad de c alculos se multiplica por el n umero de
disparos tenidos en cuenta en el experimento.
Seg un los resultados presentados de dispersi on num erica, el n umero de canales (ge ofonos)
es crucial en el modelamiento de datos de campo, dado que se relaciona directamente con
el tama~ no de paso de la malla espacial. Esto tiene una relaci on directa con los costos de
levantamiento en campo. Pensar un m etodo de densicaci on de datos de reexi on puede
resultar muy conveniente, permitiendo reducir la cantidad de ge ofonos en campo y mitigando
el efecto de la dispersi on num erica.Bibliograf a
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