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The problem of using observed correlations to infer causal relations is relevant to a wide variety
of scientific disciplines. Yet given correlations between just two classical variables, it is impossible
to determine whether they arose from a causal influence of one on the other or a common cause
influencing both, unless one can implement a randomized intervention. We here consider the problem
of causal inference for quantum variables. We introduce causal tomography, which unifies and
generalizes conventional quantum tomography schemes to provide a complete solution to the causal
inference problem using a quantum analogue of a randomized trial. We furthermore show that, in
contrast to the classical case, observed quantum correlations alone can sometimes provide a solution.
We implement a quantum-optical experiment that allows us to control the causal relation between
two optical modes, and two measurement schemes—one with and one without randomization—
that extract this relation from the observed correlations. Our results show that entanglement
and coherence, known to be central to quantum information processing, also provide a quantum
advantage for causal inference.
“Correlation does not imply causation.” This slogan is
meant to capture the following fact: it is possible to ex-
plain any joint probability distribution over two variables
not only by a direct causal influence of one variable on
the other, but also by a common cause acting on both.
We here address the question of whether a similar ambi-
guity holds for systems that exhibit quantum effects. We
find that, surprisingly, it does not.
Finding causal explanations of observed correlations
is a fundamental problem in science, with applications
ranging from medicine and genetics to economics [1, 2].
As a practical illustration, consider a drug trial. Na¨ıvely,
a correlation between the variables treatment and recov-
ery may suggest a direct causal influence of the former on
the latter. But suppose men are more likely than women
to seek treatment, and also more likely to recover sponta-
neously, regardless of treatment. In this case, gender is a
common cause, inducing correlations between treatment
and recovery even if there is no direct causal influence.
In order to distinguish between the two possibilities,
one must replace passive observation of the early vari-
able with an intervention upon it. For instance, pharma-
ceutical companies do not leave the choice of treatment
to the subjects of their trials, but carefully randomize
the assignment of drug or placebo. This ensures that
the treatment variable is statistically independent of any
potential common causes with recovery. Consequently,
any correlations with recovery that persist must be due
to a direct causal influence. The question of whether
there were in fact potential common causes can also be
answered if one also records whether or not there is a
correlation between recovery and the subject’s preferred
choice of treatment. Thus, the ability to intervene allows
for a complete solution of the causal inference problem:
it reveals both which variables are causes of which oth-
ers and, via the strength of the correlations, the precise
mathematical form of the causal dependencies.
In this article, we consider the quantum version of this
causal inference problem. The challenge is to infer, based
on probing the correlations between two temporally or-
dered quantum systems, whether these correlations are
due to a direct causal influence of one system on the
other, a common cause acting on both, or a combina-
tion of the two possibilities. An additional complication
relative to the classical version of the problem is that
quantum theory places restrictions on gathering informa-
tion about systems; for instance, not all observables that
can be defined on a system can be measured precisely at
the same time. Nonetheless, we show that the ability to
intervene on the early quantum system allows for a com-
plete solution. This constitutes a new type of tomogra-
phy, which subsumes tomography of bipartite states and
tomography of processes, and promises applications for
determining whether the state evolution implemented by
a given device is Markovian. We implement this new type
of tomography experimentally and obtain a complete de-
scription of the causal structure.
The real surprise, however, is that even if one only
has the ability to passively observe the early system,
the quantum correlations hold signatures of the causal
structure—in other words, certain types of correlation
do imply causation. In a recent paper, Fitzsimons, Jones
and Vedral [3] defined a function of the observed correla-
tions which acts as a witness of direct causal influence, by
ruling out a purely common-cause explanation. We here
present the larger framework that places this result on an
equal footing with an analogous result for common-cause
relations. Differences in the patterns of correlations gen-
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2erated by different causal structures were also pointed out
recently in [4], in the context of extension problems. We
here exploit the distinctive properties of quantum corre-
lations to devise, for a particular class of causal scenarios,
a complete solution of the causal inference problem us-
ing passive observation alone—a task that is impossible
classically. We implement a family of such scenarios ex-
perimentally and show that passive observation is indeed
sufficient for solving the causal inference problem in this
case.
The quantum causal inference problem. The two
quantum systems whose causal structure we are probing
will be denoted A and B, with A preceding B in time.
The dynamics relating them may be arbitrarily compli-
cated, involving any number of additional systems and
any pattern of interactions among these. Nonetheless,
any nontrivial causal relation that is induced between A
and B takes one of three forms: A could be a direct cause
of B, the two could be influenced by a common cause, or
there could be a mixture of the two causal mechanisms
(either a probabilistic mixture or a case where both act
simultaneously). The three possibilities are depicted in
Fig. 1a as directed acyclic graphs and in Fig. 1b as quan-
tum circuits.
A complete solution of the causal inference problem
specifies not just the causal structure but also the func-
tional relationship that holds between each system and
its causal parents. For instance, this can be achieved by
specifying the identity of the gates in the circuits depicted
in Fig. 1b. More generally, we aim to specify the func-
tionality of the unknown circuit fragment that relates A
and B (the dashed region in Fig. 1b).
A particular example of our causal inference problem is
depicted in Fig. 1c. A qubit A is prepared in a maximally
entangled state with an ancillary qubit E. Subsequently,
A and E are subjected to an unknown quantum operation
drawn from a 1-parameter family: a probabilistic mixture
of identity, with probability 1−p, and swap, with proba-
bility p. The case of pure identity corresponds to a purely
direct-cause connection between A and B (top), the case
of pure swap corresponds to a purely common-cause con-
nection (middle), and every other case corresponds to a
hybrid of the two causal structures (bottom).
Intervention versus passive observation in the
quantum realm. The data upon which causal infer-
ence will be based is a set of correlations between the
outcomes of measurements on A and on B. In an inter-
ventionist scheme (depicted in Fig. 2a), A is first mea-
sured and then reprepared in a state selected at random.
In a passive observation scheme (Fig. 2b), system A is
left in the state found in the measurement, that is, it is
updated according to the standard projection postulate.
It is useful to adopt a distinct notation for the versions
of A before and after the measurement; we denote these
by C and D respectively. (The notational convention is
natural because if B is correlated with C, it is through
a common cause, whereas if it is correlated with D, it is
through direct cause.) This trick of “splitting” a system
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FIG. 1: The quantum causal inference problem. We
aim to discriminate the three possible causal relations that
may hold between a pair of temporally ordered quantum
systems: (top to bottom) direct-cause, common-cause or a
combination of both. (a) Directed acyclic graphs, where
nodes represent quantum systems and directed edges repre-
sent causal influences, are the conventional depiction of causal
structure in the causal inference literature [1, 2]. (b) Quantum
circuits implementing these causal structures, where wires
represent quantum systems, and boxes represent operations:
gates (green), state preparations (orange) and the operation
of discarding the system (black). (c) An example of a family
of quantum circuits that range over the three possible causal
relations. The gate acting on A and E (dashed green box) is
either identity (top), swap (middle) or a probabilistic mixture
of the two (bottom).
in order to determine its causal connection to others has
also been used in the classical context [5].
The distinction between the two quantum schemes for
probing A mirrors the distinction between the two clas-
sical schemes in the sense that is relevant for causal in-
ference: while intervention provides independent infor-
mation about C and D, passive observation provides the
same information about C as it does about D.
We will show that the quantum causal inference prob-
lem can be completely solved in the interventionist
scheme, by performing informationally complete sets of
measurements on B and on C and preparations on D.
In the passive observation scheme, on the other hand, we
are limited to performing an informationally complete set
of measurements on B and on C, while the preparation
of D is determined by the outcome of the measurement
on C.
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FIG. 2: Two schemes for probing causal relations
and experimental setup. The unknown circuit fragment
enclosed in the dashed box can be probed by two schemes.
(a) Interventionist scheme. The outputs B and C are both
subjected to tomographically complete sets of measurements,
while D is prepared in states drawn from a tomographically
complete set. Lowercase variables denote settings and out-
comes of these interventions. (b) Passive observation scheme.
The outputs B and C are both subjected to tomographi-
cally complete sets of measurements. The measurement on
C is projective, fixing the preparation on D. (c) Experimen-
tal setup including polarization-entangled photon source and
probabilistic swap gate. Notation for optical elements: half-
wave plate (HWP), quarter-wave plate (QWP), liquid crystal
retarder (LCR), polarising beamsplitter (PBS), periodically-
poled KTP crystal (ppKTP), avalanche photodiode (APD),
and non-polarising beamsplitter (NPBS).
We restrict ourselves to the case where A and B are
qubits and use the Pauli observables and Pauli eigen-
states as informationally complete sets. Each measure-
ment is described by two classical variables: the setting,
drawn from {1, 2, 3} and specifying which Pauli observ-
able is measured, and the outcome, drawn from {±1}.
We denote these by s and k respectively for the measure-
ment on C, and by u and m for B, as depicted in Figs. 2a
and 2b.
In the interventionist scheme (Fig. 2a), system D is
prepared in the l ∈ {±1} eigenstate of the t ∈ {1, 2, 3}
Pauli observable. Therefore, the experimental data avail-
able for causal inference in the interventionist scheme can
be represented by the conditional probability distribution
P (km|lstu).
For the passive observation scheme, we measure C us-
ing the standard quantum state update rule. This can be
equivalently understood as a repreparation of D wherein
the values of t and l are restricted to be equal to s and
k respectively. It follows that the experimental data for
causal inference in this case is the conditional probability
distribution P (km|su).
Experiment. We implement the one-parameter fam-
ily of circuits introduced in Fig. 1c, which ranges through
the possible causal structures as we vary the parame-
ter p, using the experimental setup shown in Fig. 2c.
The polarization degrees of freedom of a pair of pho-
tons constitute the pair of qubits. We use downcon-
version to create entangled photon pairs in the state
|Φ+〉 = 1√
2
(|H〉|H〉 + |V 〉|V 〉), where |H〉 (|V 〉) denotes
horizontal (vertical) polarization. One of the photons, C,
is subjected to a polarisation measurement, followed by
a repreparation, which yields D. The pair of photons is
then subjected to a probabilistic swap gate: with prob-
ability p the modes are exchanged; otherwise they are
unaffected. The first photon of the output, B, is sub-
jected to a final measurement of its polarisation before
both photons are detected in coincidence.
Mathematical representation of the unknown
circuit fragment. The dashed box in Fig. 2a takes one
input, D, and produces outputs B and C. It can there-
fore be represented by a completely positive and trace-
preserving (CPTP) map of the form ECB|D : L(HD) →
L(HC⊗HB), where L(H) is the space of linear operators
on the Hilbert space H. Note, however, that the output
C precedes the input D in time. The map ECB|D must
therefore satisfy the additional constraint that C cannot
depend on D in any way. We term such an object a
causal map.
Circuit fragments that do not fall into one of the stan-
dard classes (preparations, channels or measurements)
have been studied in the context of alternative formula-
tions of quantum theory by a number of authors. All such
proposals have been motivated at least in part by the goal
of describing causal structure in quantum theory, and
many provide a means of describing the type of circuit
fragment that we study. In the quantum combs frame-
work of Chiribella, D’Ariano and Perinotti [6], ECB|D
is a particular type of 2-comb. In the operator tensor
formalism of Hardy [7], ECB|D is an instance of an op-
erator tensor. In the framework of Oreshkov, Costa and
Brukner [8], ECB|D is a particular type of process matrix
(one that respects a global causal order). The “multi-
time” formalism of Aharonov et al. [9] and the general
boundary formalism of Robert Oeckl [10] both have ob-
jects that would likely be able to describe the causal map
ECB|D were they suitably generalized. It is also possible
to understand the causal map ECB|D as a generalization
of the notion of a quantum conditional state in the frame-
work of Leifer and Spekkens [11], which built on earlier
work by Leifer [12]. Indeed, it was the latter framework,
with its strong connection to the field of causal inference,
that served as the primary motivation for the present
work.
Note that the causal map ECB|D incorporates as spe-
cial cases both bipartite states and unipartite processes.
If the structure is purely common-cause (as in Fig. 1b
middle), the map will have the form
EccCB|D = ρCB ⊗ TrD, (1)
4describing a state on CB and the trace operation on D.
Conversely, if the structure is purely direct-cause (as in
Fig. 1b top), the map will have the form
EdcCB|D = ρC ⊗ E ′B|D, (2)
describing a quantum channel from D to B and a nor-
malized state on C.
More generally, the causal map can describe objects
that are neither states nor processes (as in Fig. 1b bot-
tom). For example, if the structure is a probabilistic
mixture of common-cause and direct-cause, we can write
ECB|D = pEccCB|D + (1− p)EdcCB|D, (3)
where the mixing parameter p ∈ [0, 1] interpolates be-
tween the extreme cases given in Eqs. (1) and (2).
An even more general form arises if direct-cause and
common-cause contributions act at the same time, for
instance, if the example of Fig. 1c is modified to allow
a family of unitaries that coherently interpolate between
identity and swap.
Data analysis in the interventionist scheme. The
conditional probability distribution P (km|lstu) obtained
in the interventionist scheme is sufficient to tomographi-
cally reconstruct the map ECB|D. This is proven in sec-
tion I A in the appendix. The key is that the set of prepa-
rations on D span L(HD), the real vector space of linear
operators on the Hilbert space of D, and the sets of mea-
surements on B and C span L(HB) and L(HC) respec-
tively, so that together they completely characterize the
input-output functionality of the map, in the same way
that informationally complete sets of preparations and
measurements allow conventional tomography of states
and processes. We term this scheme causal tomography
since it achieves a complete solution of the causal in-
ference problem. Considering that the map ECB|D sub-
sumes bipartite states and processes as special cases, but
also describes more general possibilities, causal tomog-
raphy constitutes a novel, more general scheme that in-
cludes conventional tomography as limiting cases.
We apply our scheme to tomographically reconstruct
ECB|D from data obtained in the experiment that imple-
ments the interventionist scheme. The resulting maps
are presented in Fig. 3a and are found to achieve an av-
erage fidelity of 94.5% with the maps that we sought to
implement.
Although the reconstructed map constitutes a com-
plete description of the causal mechanism, one is some-
times interested in more coarse-grained information. For
instance, for the case of a probabilistic mixture of direct-
cause and common-cause mechanisms, learning the value
of the mixing parameter p is sufficient to determine the
causal structure, if not the exact functional relationships.
To estimate p in the interventionist scheme, we fit the ex-
perimental data to a map of the form of Eq. (3). Fig. 4a
shows our best estimate of p as a function of the value
that the experiment sought to implement. Our scheme
is shown to extract p with high accuracy, with an rms
deviation from the implemented value of only 0.024.
Data analysis in the passive observation
scheme. Unlike the interventionist scheme, the passive
observation scheme does not allow a tomographic recon-
struction of the map ECB|D in an arbitrary causal sce-
nario. This is because, without the randomizing reprepa-
ration, the state prepared on D is the same one found in
the measurement on C. Therefore, although the mea-
surements on C span the operator space L(HC) and the
repreparations of D span L(HD), they do not together
span the operator space L(HC ⊗HD).
Nonetheless, the correlations that are observed be-
tween A and B in the passive observation scheme may
still contain a signature of the causal structure, as demon-
strated by the simple examples in Table 1. Indeed, it
turns out that one can perfectly distinguish any uni-
tary process from any pure maximally entangled bipar-
tite state. If the causal scenario is a probabilistic mixture
of these two possibilities, then passive observation allows
one to infer both the probability and the exact nature
of the process and the bipartite state, thereby affording
a complete solution of the causal inference problem (up
to one choice of sign). An explicit proof of the possibil-
ity of such an inference is provided in section II B of the
appendix.
Our experiment implements such a mixture, with the
process and the state chosen such as to remove the afore-
mentioned ambiguity, and indeed we obtain a complete
solution of the causal inference problem. Fig. 3b dis-
plays reconstructions of causal maps from data obtained
in the passive observation scheme, which achieve an av-
erage fidelity of 97.6%, on par with the results from the
interventionist scheme. In Fig. 4b, we plot our best fit
for the mixing parameter p based on the data from pas-
sive observation, finding an rms deviation of 0.032 from
the implemented values, again comparable to what was
obtained using the interventionist scheme. Considering
that in a classical context, causal inference about a pair
of variables is not possible based on passive observations
alone, our results demonstrate a quantum advantage for
this problem.
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FIG. 3: Reconstruction of the causal map. Reconstructions based on (a) the interventionist scheme and (b) the pas-
sive observation scheme, for three different causal structures (shown in Fig. 1c), with probability of common cause p = 0 (left),
p = 1/2 (middle) and p = 1 (right). We show the Choi representation of the maps [13–15], which is defined as the tripartite state
τCBD ≡
(ECB|D′ ⊗ 1D) (|Φ+〉D′D〈Φ+|). The arrays represent the real (top) and imaginary (bottom) components of the density matri-
ces, with blue representing positive values and red negative ones. The basis is ordered as CBD, i.e. |HHH〉 = |H〉C |H〉B |H〉D. In the case
p = 0, we expect a Choi state τCBD =
1
2
1C ⊗ |Φ+〉BD〈Φ+|, corresponding to the map ECB|D = 121C ⊗ IB|D where IB|D is the identity
map. The tomographically reconstructed states, denoted τfit, match this expectation with a fidelity F ≡ Tr
√
τ1/2τfitτ1/2 (see [16]) of
98.3% using the interventionist scheme, while passive observation achieves 98.4%. In the case p = 1, we expect ECB|D = |Φ+〉CB〈Φ+|TrD,
which has Choi state τCBD = |Φ+〉CB〈Φ+| ⊗ 121D. The tomographically reconstructed states have fidelity (a) 89.9% and (b) 98.4% with
this expected state. We note that the data from the interventionist scheme is best fit by a state on CB that deviates slightly from |Φ+〉,
suggesting that the state prepared experimentally did not quite match what we sought to prepare, a fact that is revealed by our causal
tomography scheme. Finally, in the case p = 1/2, we expect the equal mixture of the two previous cases, which we find with fidelity (a)
95.2% and (b) 96.0%.
6b
a
6.0
10.0
8.75
11.5
ln(χ2)
ln(χ2)
1.0
0.0
0.2
0.4
0.6
0.8
pt
pexp
1.00.0 0.2 0.4 0.6 0.8
1.0
0.0
0.2
0.4
0.6
0.8
pt
pexp
1.00.0 0.2 0.4 0.6 0.8
FIG. 4: Indicators of causal structure determined by in-
terventions and passive observation. We probe a probabilistic
mixture of common-cause, with probability pexp, and direct-cause,
using (a) the interventionist scheme or (b) passive observation, and
fit to a mixed causal structure with probability of common-cause
pfit. Colour encodes the quality of the fit, as measured by the log-
arithm of the least-squares residue χ2. The narrow valley of good
fit around pfit = pexp shows that our analysis recovers the correct
value for the probability, thereby identifying the causal structure,
with a root mean square (rms) deviation of 0.024 in the interven-
tionist scheme and 0.032 using passive observation.
Pattern of
correlations
Direct-cause
explanation?
Common-cause
explanation?
C11 C22 C33 Πs Css
+1 +1 +1 +1 E(·) = 1(·)1 No
+1 −1 −1 +1 E(·) = σ1(·)σ1 No
−1 +1 −1 +1 E(·) = σ2(·)σ2 No
−1 −1 +1 +1 E(·) = σ3(·)σ3 No
−1 −1 −1 −1 No ρ = |Ψ−〉〈Ψ−|
−1 +1 +1 −1 No ρ = |Φ−〉〈Φ−|
+1 −1 +1 −1 No ρ = |Φ+〉〈Φ+|
+1 +1 −1 −1 No ρ = |Ψ+〉〈Ψ+|
TABLE I: Signatures of causal structure accessible by
passive observation. Suppose the same Pauli observable is
measured on both A and B, i.e., (s, u) ∈ {(1, 1), (2, 2), (3, 3)},
and suppose the outcomes k and m are found to be perfectly
correlated, either positively or negatively, with correlation co-
efficients Csu ≡ p(k = m|su)−p(k 6= m|su) ∈ {±1}. For sim-
plicity, we also assume that the marginal distribution over k
(respectively m) is uniform for all values s (respectively u). In
this case, perfect negative correlation for all three observables
can only be explained by a common cause, namely, when the
measurements are implemented on two qubits prepared in the
singlet state ρ = |Ψ−〉〈Ψ−|. There is no channel that produces
this pattern: it would constitute a universal NOT gate, which
is not a completely positive map. Similarly, positive correla-
tion for all three observables admits of a direct-cause expla-
nation, namely, when the measurements are implemented on
the input and output of the identity channel E(·) = 1(·)1. No
bipartite state has this pattern of correlations, a fact some-
times described as the nonexistence of an ‘antisinglet’ state.
Every row of the table can be explained in this fashion. It
emerges that it is the product of the correlation coefficients,
C11 · C22 · C33, which contains the signature of the causal
structure. Notation: σ1, σ2 and σ3 are the Pauli matrices
and |Ψ±〉 ≡ 1√
2
(|0〉|1〉± |1〉|0〉), |Φ±〉 ≡ 1√
2
(|0〉|0〉± |1〉|1〉) are
the Bell states, with {|0〉, |1〉} the eigenstates of σ3.
7Discussion
The example from Table I makes use of entangled
states and coherent channels. This is not an acci-
dent. Common-cause mechanisms that prepare separa-
ble states and direct-cause mechanisms that implement
entanglement-breaking channels (‘measure and repre-
pare’) produce the same patterns of correlations under
passive observation and therefore it is not possible to
determine the causal structure in these cases. We con-
clude that entanglement and coherence are necessary for
achieving the quantum advantage in causal inference. In
appendix II C, we show that these conditions are also suf-
ficient if we are promised either a purely common-cause
or a purely direct-cause relation between two qubits.
The causal inference schemes described here promise
extensive applications in experiments exhibiting quan-
tum effects. For instance, they can provide a test of
whether the dynamics of a given open quantum system
is Markovian or not [17–24]. This is because in a non-
Markovian evolution, the environment acts as a common-
cause between the dynamical system at one time and the
same system at a later time. Our inference schemes may
also help to detect initial correlations between system
and environment, which, if unaccounted for, can lead to
errors in the characterization of processes [15, 25–29].
Our results suggest several interesting avenues for fu-
ture research. What can be inferred about the map
ECB|D from passive observations alone in the case of gen-
eral causal mechanisms? What can be inferred from mea-
surements that interpolate between passive observation
and intervention? How does one generalize such schemes
from pairs of systems to arbitrary numbers of systems?
Methods
We produce polarisation-entangled photons using
parametric downconversion in a nonlinear crystal em-
bedded in a Sagnac interferometer [30–32]. A 10-mW
laser with centre wavelength 405 nm propagates through
a polarising beamsplitter (PBS), splitting into two com-
ponents that travel in opposite directions in the Sagnac
interferometer. Each component produces degenerate
type-II phase-matched downconverted pairs at 809.5 nm
in a 10-mm periodically-poled KTP (ppKTP) crystal.
There is a half-wave plate (HWP) placed on one side
of the crystal so that each component enters the crystal
with horizontal polarisation. Upon exiting the interfer-
ometer through the PBS, the photon pair is entangled in
polarisation. The exact entangled state can be set us-
ing a HWP in the pump beam and a quarter-wave plate
(QWP) in one of the exiting photon paths; we prepare
the maximally entangled state |Φ+〉. In one arm, we
separate the pump from the downconverted light using
a dichroic mirror. The photons are coupled into single-
mode fibres after passing through a bandpass filter to
reduce background. We use quantum state tomography
to characterise the source and find an average fidelity of
98.5% with |Φ+〉.
Our measurement set consists of horizontal |H〉 and
vertical |V 〉 polarisation, |D〉 = 1√
2
(|H〉 + |V 〉), |A〉 =
1√
2
(|H〉−|V 〉), |R〉 = 1√
2
(|H〉+i|V 〉), and |L〉 = 1√
2
(|H〉−
i|V 〉). We measure polarisation using a polarising beam-
splitter (PBS) preceded by a half-wave plate (HWP) and
a quarter-wave plate (QWP), which are adjusted so that
only one particular eigenstate can pass. By alternating
the settings of the wave plates to transmit either one or
the other eigenstate of a given Pauli observable in differ-
ent runs of the experiment, we obtain the same statistics
as if we measured in a completely non-destructive man-
ner, which would extract the eigenvalue of the desired
Pauli observable while leaving the photon intact.
The experiment requires a gate G that can faithfully
transmit the photon polarisations directly from D → B
and E → F with probability 1− p and swap the photon
polarisations from D → F and E → B with probability
p. We implement this with the displaced Sagnac interfer-
ometer shown in Fig. 2c [33, 34]. There are two distinct
paths in the interferometer: one travelling clockwise, the
other travelling anticlockwise. If there is no phase dif-
ference between the two paths, the light exits the inter-
ferometer at the same side of the beamsplitter at which
it entered, with a transverse displacement; if there is a
pi phase difference, it exits at the opposite side. If light
is incident on both input ports of the interferometer, the
zero phase shift implements the identity, whilst the pi
phase shift implements the swap.
This probabilistic switching is implemented using a
variable liquid crystal retarder (LCR), whose birefrin-
gence can be controlled by an external voltage. A second
LCR is included and set to perform the identity opera-
tion for compensation. Three half-wave plates at 45◦ are
inserted in the interferometer. The clockwise path en-
counters the LCR after passing through both waveplates,
while the anticlockwise path encounters the LCR between
the two waveplates. This asymmetry results in the bire-
fringence affecting the two paths differently. When the
LCR implements the identity, 1, both paths pick up the
same phase shift, so the net effect of the gate is the iden-
tity. When it implements the phase gate, Z, one path
picks up a pi phase shift with respect to the other, so the
net effect of the gate is the swap. We switch between
these two levels of birefringence probabilistically using
the random number generator in LabView at a rate of 5
Hz, effectively changing between the identity and swap
operations with a chosen probability p.
The experiments proceed as follows. After prepar-
ing the entangled state on modes C and E, we measure
the polarisation of C. Assuming that the photon passes
through the PBS, we can then reprepare it with another
QWP and HWP in the desired state for mode D. Light
in modes D and E is then sent into the gate G. The
output of the gate in mode B is detected using a HWP,
QWP, and PBS, and F is directly detected. We detect
in coincidence to ensure that the source produced the
8requisite state. The coincidence detection is performed
using single-photon detectors and coincidence logic with
a window of 3 ns. Our coincidence count rate at B and
F is approximately 2000 Hz.
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Appendix
I. INTERVENTIONIST SCHEME
A. Causal tomography
In this section, we show that the probability distribu-
tion obtained in the interventionist scheme, P (km|lstu),
completely specifies the causal map ECB|D describing the
unknown circuit fragment (dashed box in Fig. 2a in the
main article). The limiting cases of purely common-
cause and purely direct-cause relations are discussed in
more detail in the next section, showing how the generic
scheme reduces to tomography of bipartite states and
single-system processes respectively.
We take s, t, u ∈ {1, 2, 3} to index the three Pauli op-
erators {σ1, σ2, σ3} and by extension their eigenbases.
The values k, l,m ∈ {+1,−1} specify the eigenstates,
and Πsk, Πtl, and Πum denote the projectors onto those
eigenstates. Rather than referring directly to the map
ECB|D, it is convenient to introduce the Jamio lkowski
representation of the map [11, 13, 35, 36]: the operator
ρCB|D ∈ L(HC ⊗HB ⊗HD) defined by
ρCB|D = TrD′
[(ECB|D′ ⊗ 1D) (|Φ+〉D′D〈Φ+|TD)] , (4)
where TD denotes the partial transpose on D. (The Choi
state, τCB|D, which we introduced in the main article
to represent the map ECB|D, differs from ρCB|D by a
partial transpose on D and a normalization factor.) One
can express the action of the map ECB|D on an arbitrary
state ρD in terms of ρCB|D as
ECB|D(ρD) = TrD
[
ρCB|D(1CB ⊗ ρD)
]
. (5)
Assuming the input system D is prepared in the Pauli
eigenstate Πtl and σs is measured on C while σu is mea-
sured on B, the probability of obtaining outcomes k, m
can be expressed in terms of the Jamio lkowski operator
ρCB|D as
P (km|lstu) = TrCBD
[
ρCB|D(ΠCsk ⊗ΠBum ⊗ΠDtl )
]
. (6)
It is convenient to work with the distribution
P (klm|stu) rather than P (km|lstu). Given that l is cho-
sen uniformly at random from {+1,−1}, independently
of s, t, or u, the relation between the two is simply
P (klm|stu) = 1
2
P (km|lstu). (7)
In essence, one can think of the preparation of D as a
filtering-type measurement of the Pauli observable σt act-
ing on the maximally mixed state on D. In this scenario,
it is natural to consider the joint distribution of outcomes
for three measurements, P (klm|stu).
Eqs. (6) and (7) imply that from P (klm|stu) one can
determine the Hilbert-Schmidt inner product of ρCB|D
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with certain elements of the operator space L(HC⊗HB⊗
HD), namely, the Pauli operators, σCs ⊗ σBu ⊗ σDt , for
s, t, u ∈ {1, 2, 3}. We refer to these components of ρCB|D
as correlators and denote them Cstu,
Cstu ≡ Tr
[
ρCB|D(σCs ⊗ σBu ⊗ σDt )
]
= 2
∑
k,l,m=±1
klm P (klm|stu) . (8)
To reconstruct ρCB|D, however, we need to know its
components relative to a complete basis of the opera-
tor space. Such a basis is provided by products of the
set of Pauli operators only if this set includes the iden-
tity operator. Defining σ0 = 1 and introducing variables
s′, t′, u′ with range {0, 1, 2, 3}, the set of product opera-
tors σCs′ ⊗ σDt′ ⊗ σBu′ provides a complete basis. We again
refer to the components in this basis as correlators, and
denote them Cs′t′u′ ,
Cs′t′u′ ≡ Tr
[
ρCB|D(σCs′ ⊗ σBu′ ⊗ σDt′ )
]
, (9)
where s′, t′, u′ ∈ {0, 1, 2, 3}.
The cases wherein one of s′, t′, u′ is zero while the other
two are in {1, 2, 3} describe correlations between Pauli
observables for a pair of systems, for instance, Cs0u ≡
TrCBD
[
ρCB|D(σCs ⊗ σBu ⊗ 1D)
]
for s, u ∈ {1, 2, 3}. Note
that the marginal of P (klm|stu) on any two outcome
variables is independent of the value of the setting vari-
able for the third: P (kl|stu) = P (kl|st), P (km|stu) =
P (km|su), and P (lm|stu) = P (lm|tu). The only subtle
case is the second one, which follows from the fact that
l is chosen uniformly at random, such that the state on
D when one is not conditioning on l is independent of t,∑
l
1
2Πt,l =
1
21. It follows that the correlators in question
can be expressed as:
Cs0u = 2
∑
k,m=±1
km P (km|su) ,
C0tu = 2
∑
l,m=±1
lm P (lm|tu) ,
Cst0 = 2
∑
k,l=±1
kl P (kl|st) . (10)
Furthermore, since C precedes D in time, it cannot
depend on D. Hence P (kl|st) = P (k|s)P (l|t), and,
given that l is chosen uniformly at random, we find that
Cst0 = 0.
The cases wherein two of s′, t′, u′ are zero and
only one is in {1, 2, 3} describe marginal expecta-
tions for Pauli observables, for instance, Cs00 ≡
TrCBD
[
ρCB|D(σCs ⊗ 1B ⊗ 1D)
]
for s ∈ {1, 2, 3}. As be-
fore, the marginal on a single outcome variable is inde-
pendent of the other two setting variables: P (k|stu) =
P (k|s), P (l|stu) = P (l|t), and P (m|stu) = P (m|u).
Again, the only subtle case is the second one, which fol-
lows from the fact that l is chosen uniformly at random.
The correlators can therefore be expressed as:
Cs00 = 2
∑
k=±1
k P (k|s) ,
C0t0 = 2
∑
l=±1
l P (l|t) ,
C00u = 2
∑
m=±1
m P (m|u) . (11)
The fact that l is chosen uniformly at random also implies
that C0t0 = 0 for all t.
Finally, from the fact that ECB|D is trace-preserving, it
follows that TrCBρCB|D = 1D, so that TrCBD
[
ρCB|D
]
=
2, and hence
C000 = 2. (12)
Thus each of the correlators Cs′t′u′ can be calculated
from the measured statistics. Because the Pauli opera-
tors form an orthogonal basis of the operator space rela-
tive to the Hilbert-Schmidt inner product, we can invert
Eq. (9) and reconstruct ρCB|D via
ρCB|D =
1
8
3∑
s′,t′,u′=0
Cs′t′u′σ
C
s′ ⊗ σBu′ ⊗ σDt′ . (13)
The map ECB|D is then recovered from ρCB|D using
Eq. (5).
We refer to this scheme, by which the causal map
ECB|D is reconstructed from the measurement statistics,
as causal tomography.
B. Special cases: tomography of processes and of
bipartite states
This section describes how causal tomography reduces
to tomography of bipartite states and tomography of
single-system processes in the cases where the causal
structure is purely common-cause and purely direct-cause
respectively.
In the case of a purely common-cause relation, neither
B nor C depend on which state Πlt is prepared on D, so
that
P (klm|stu) = P (km|su) . (14)
It follows that there are no triple-wise correlations,
Cstu = 0. We already found that, since D has no influ-
ence on C, Cst0 = 0 and C0t0 = 0. Furthermore, the lack
of a causal connection between D and B in the purely
common-cause case implies P (lm|stu) = 12P (m|u), and
consequently C0tu = 0. Consequently, the only nonzero
correlators for the purely common-cause scenario are
those of the form Cs′0u′ . Hence, the correlators can be
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expressed as Cs′t′u′ = 2δt′,0Cs′u′ , with
Csu ≡
∑
k,m=±1
km P (km|su) ,
Cs0 ≡
∑
k=±1
k P (k|s) ,
C0u ≡
∑
m=±1
m P (m|u) ,
C00 ≡ 1. (15)
The reconstruction presented in Eq. (13) yields
ρCB|D = ρCB ⊗ 1D, (16)
with
ρCB =
1
4
3∑
s′u′=0
Cs′u′σ
C
s′ ⊗ σBu′ , (17)
which is precisely the expression for the tomographic re-
construction of a two-qubit state from the correlators be-
tween Pauli operators on the two qubits.
In the limiting case of a purely direct-cause relation,
C is not correlated with B or D: the probability distri-
bution factorizes into
P (klm|stu) = P (k|s)P (lm|tu) , (18)
so the correlators factor as Cs′t′u′ = Cs′Ct′u′ , with
Ctu = 2
∑
l,m=±1
lm P (lm|tu) ,
Ct0 = 2
∑
l=±1
l P (l|t) ,
C0u = 2
∑
m=±1
m P (m|u) ,
C00 = 2,
Cs =
∑
k=±1
k P (k|s) ,
C0 = 1. (19)
Note that Ct0 = 0 for all t because l is chosen uniformly
at random.
From these correlators, one reconstructs a
Jamio lkowski operator of the form
ρCB|D = ρC ⊗ ρB|D. (20)
where
ρC =
1
2
3∑
s′=0
Cs′σs′ , (21)
and
ρB|D =
1
4
3∑
t′u′=0
Ct′u′σ
D
t′ ⊗ σBu′ . (22)
Clearly, Eq. (21) is the standard expression for the tomo-
graphic reconstruction of a qubit state from the expecta-
tion values of the Pauli operators. Meanwhile, Eq. (22)
is the expression for the tomographic reconstruction of
the Jamio lkowski representation of a single-qubit process.
Denoting the completely positive trace-preserving map
associated with this process by E ′B|D, its action can be ex-
pressed in terms of ρB|D using the standard Jamio lkowski
isomorphism, E ′B|D(ρD) = TrD
[
ρB|D(1B ⊗ ρD)
]
.
II. PASSIVE OBSERVATION
A. Signatures of causal structure
This section considers two possible causal structures:
either D has a direct causal influence on B, or C and B
are connected by a common cause. We derive properties
of the measurement statistics that reflect the underlying
causal structure.
In the passive observation scheme, we perform a pro-
jective measurement on C, with rank-one projectors ΠCsk
indexed by the setting s and the outcome k. The mea-
surement obeys the projection postulate, so that the state
on D after a measurement of s yielding k is given by the
same projector, ΠDsk. The late system, B, is probed by a
measurement with projectors ΠBum, with settings u and
outcomes m. We can therefore relate the joint probabil-
ity distribution over measurement outcomes, P (km|su),
to the causal map ECB|D by
P (km|su) = TrBC
[
ΠBum ⊗ΠCskECB|D(ΠDsk)
]
. (23)
In the case where the relation is purely common-cause,
the causal map reduces to the form
EccCB|D = ρCB ⊗ TrD, (24)
for some bipartite state ρCB . It follows that in this case,
P (km|su) = TrBC
(
ΠCsk ⊗ΠBumρCB
)
, (25)
which is simply the standard expression for joint statis-
tics obtained from measurements on a pair of quantum
systems.
Moreover, noting that the projectors that constitute
the measurement sum to identity,
∑
m Πum = 1 ∀u, we
find the marginal distribution over k to be
P (k|su) = TrC
(
ΠCskρC
)
= P (k|s), (26)
which is simply the probability distribution that we
would expect from the marginal state ρC ≡ TrBρCB .
We will see below that the same marginal distribution is
produced by a direct-cause structure, and can therefore
not serve as an indicator of causal structure. Instead, we
consider P (m|ksu), the conditional probability of finding
outcome m in a measurement on B with setting u given
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that the measurement on C with setting s found out-
come k. This can be determined from P (km|su) using
the chain rule
P (km|su) = P (m|ksu)P (k|su). (27)
In order to obtain a simple expression for the condi-
tional probability distribution, we define the conditional
quantum state, as introduced in Ref. [11]: a bipartite op-
erator, ρB|C ∈ L(HC ⊗ HB), determined by the joint
state ρCB through the definition
ρB|C ≡
(
ρ
− 12
C ⊗ 1B
)
ρCB
(
ρ
− 12
C ⊗ 1B
)
. (28)
In terms of ρB|C , the conditional probability distribution
can be expressed as
P (m|ksu) = TrCB
(
ΠCsk ⊗ΠBumρB|C
)
. (29)
The operator ρC|B is called the acausal conditional state
in Ref. [11], to emphasize the fact that it does not de-
scribe a (direct) causal influence. Nevertheless, it en-
codes a rule of inference, namely what one can infer about
B if one finds a certain state on C. This sort of state up-
date rule has been studied under the name of steering
[37] and the general form of the affine map EB|C which is
Jamio lkowski isomorphic to ρB|C is described in propo-
sition V.1 of Ref. [11].
By its definition, ρB|C clearly satisfies the quantum
analogue of the law of total probability, TrCρB|C = 1C ,
which corresponds to the fact that the steering map EB|C
is trace-preserving. More importantly, like the bipartite
state ρCB from which it is derived, the conditional ρB|C is
positive semi-definite. By Choi’s theorem [13], the steer-
ing map EB|C is therefore not completely positive in gen-
eral, however its composition with the partial transpose
on C, EB|C ◦ TC , is a completely positive map. We con-
clude that if the statistics P (m|ksu) cannot be cast in
the form of Eq. (29) for such an operator, then they can-
not be explained by common-cause alone, indicating that
there must be at least some measure of direct causal in-
fluence as well.
In the purely direct-cause scenario, the causal map is
of the form
EdcCB|D = ρC ⊗ EB|D, (30)
for some quantum channel EB|D and some state ρC . It
follows that in this case,
P (km|su) = TrC
(
ΠCskρC
)
TrBD
[
ΠBumEB|D(ΠDsk)
]
. (31)
Tracing over the output of the channel, B, gives
TrB
(EB|D(ΠDsk)) = 1 regardless of the input Πsk on D,
so the marginal probability distribution over k becomes
P (k|su) = TrC
(
ΠCskρC
)
= P (k|s), (32)
which depends only on the marginal state ρC , as it did
in the common-cause scenario, Eq. (26). The conditional
distribution in the direct-cause case is therefore given by
P (m|ksu) = TrBD
[
ΠBumEB|D(ΠDsk)
]
, (33)
determined entirely by the channel EB|D.
In order to facilitate the comparison with the common-
cause scenario, we express the conditional probability
in terms of the Jamio lkowski-isomorphic operator of the
channel EB|D:
P (m|ksu) = TrBD
(
ΠBum ⊗ΠDskρB|D
)
, (34)
which closely parallels the form of Eq. (29). Operators
like ρB|D are introduced in Ref. [11] as causal conditional
states. Like acausal conditionals above, in order to repre-
sent a trace-preserving map, they satisfy the law of total
probability,
TrBρB|D = 1D. (35)
However, in order to represent a completely positive map,
ρB|D must have a positive partial transpose (PPT) rather
than being positive itself. This is the key difference from
the common-cause case, which ultimately allows us to
distinguish the two scenarios. Specifically, if the statistics
P (m|ksu) cannot be cast in the form of Eq. (34) for a
PPT operator ρB|D, then they cannot be explained by
a purely direct-cause mechanism, indicating that there
must be at least some measure of common cause as well.
To summarize, if the observed statistics cannot be put
in the form (29) with ρB|C positive semi-definite, then
they do not admit of an explanation purely in terms of a
common cause, while if they cannot be put in the form
of Eq. (31), with ρB|D PPT, then they do not admit of
an explanation purely in terms of a direct cause. Hence,
properties of the observed statistics can not only wit-
ness the impossibility of a common cause explanation, as
noted in Ref. [3], they can also witness the impossibil-
ity of a direct cause explanation. It is in this sense that
the observed statistics in a passive observation scheme
contain signatures of the causal structure. Note that this
analysis applies regardless of the dimension of the Hilbert
spaces describing the systems.
It is interesting to note that, if C and B are related
by a common cause, then the marginal probability distri-
butions over the outcomes of both measurements, k and
m, are independent of the setting of the respective other
measurement: it follows from Eq. (25) that
P (k|su) = P (k|s), (36)
P (m|su) = P (m|u). (37)
This captures the impossibility of signalling between two
systems that are not connected by a direct-cause link.
In the direct-cause case, Eq. (32) implies that
P (k|su) = P (k|s), (38)
that is, the outcomes of measurements on C are indepen-
dent of the setting at B, which is a consequence of the
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fact that C is prior to B in time. However, the marginal
distribution over the outcome at B,
P (m|su) =
∑
k
TrC
(
ΠCskρC
)
TrBD
[
ΠBumEB|D(ΠDsk)
]
,
(39)
is generally not independent of the measurement setting
s at C, allowing one to signal via the direct-cause con-
nection.
In the context of causal inference, observing such sig-
nalling (P (m|su) 6= P (m|u)) allows one to trivially con-
clude that there must be at least some measure of direct
causal influence. Conversely, if we wish to study the case
wherein the quantum causal inference problem is nontriv-
ial, we can restrict ourselves to situations that preclude
signalling. Namely, if one has no prior knowledge of C,
so that ρC is the maximally mixed state, ρC =
1
dC
1C ,
then P (k|s) = 1dC and consequently
P (m|su) = 1
dC
TrB
[
ΠBumE ′B|D(
∑
k
ΠDsk)
]
=
1
dC
TrB
[
ΠBumE ′B|D(1D)
]
(40)
which implies
P (m|su) = P (m|u). (41)
The latter condition asserts that there is no possibility
of signalling by choosing the setting s and observing the
outcome m. On the other hand, if ρC is not the maxi-
mally mixed state, different measurement settings s give
rise to different distributions P (k|s), which ultimately al-
low signalling. Thus, for the purpose of causal inference,
we can restrict ourselves to the case of ρC maximally
mixed, since otherwise the problem admits a trivial solu-
tion.
Furthermore, if we consider a probabilistic mixture of
common-cause and direct-cause relations,
ρCB|D = pρCB ⊗ 1D + (1− p)ρC ⊗ ρB|D, (42)
and the marginal ρC of the direct-cause component is
assumed to be maximally mixed so as to prevent sig-
nalling, then we can also assume that the marginal of
the bipartite state, TrBρCB , is maximally mixed. If
this were not the case, the marginal statistics P (k|s)
would be sufficient to distinguish the two causal scenar-
ios. (The marginal state on B in both the direct-cause
and common-cause cases remains arbitrary and therefore
the marginal statistics P (m|u) cannot distinguish the two
cases either.)
To summarize, in the nontrivial version of the quantum
causal inference problem, the conditional independences
that hold in the direct-cause scenario, Eqs. (38) and (41),
are precisely the same as those that hold in the common-
cause scenario, Eqs. (36) and (37), and the possibilities
for the marginal statistics P (k|s) and P (m|u) are also
precisely the same in the two scenarios. The nontrivial
version of the problem is the one wherein the signature
of the causal structure must be found in the form of the
correlations alone, that is, in the form of P (m|ksu).
B. Reconstruction of the causal map given a
promise
We now demonstrate that the passive observation
scheme sometimes allows a complete solution of the quan-
tum causal inference problem. More specifically, we show
that if the systems are qubits and one is promised that
the unknown circuit fragment is a probabilistic mixture
of a direct cause mechanism associated with a unitary
and a common-cause mechanism associated with a pure
maximally entangled state, then passive observation is
sufficient to solve the problem (up to a binary ambiguity
in the general case).
As discussed in the previous section, causal inference
based on passive observation relies on the conditional
probability distribution P (m|ksu). In the case of a prob-
abilistic mixture of common-cause and direct-cause, this
can be expressed in terms of two conditional quantum
states, ρB|C and ρB|D, as
P (m|ksu) = pTrBC
(
ΠBum ⊗ΠCskρB|C
)
+ (1− p)TrBD
(
ΠBum ⊗ΠDskρB|D
)
. (43)
The promise that defines our more restricted causal in-
ference problem is: (i) the bipartite state that gives rise
to the common-cause conditional, ρBC , is pure and max-
imally entangled. (In the context of the constraint that
ρBC has a maximally mixed marginal on C, we note that
ρB|C = 2ρCB , and it is sufficient to demand that ρBC
be maximally entangled.) (ii) ρB|D describes a unitary
process. Achieving a complete solution of the causal in-
ference problem in this case corresponds to determining
ρB|C , ρB|D and the value of the mixing parameter p.
Here we derive an explicit and unique (up to one choice
of sign) solution to this problem. The analysis refers only
to qubits, because some steps do not apply to higher di-
mensions (such as the Bloch sphere representation and
Euler’s rotation theorem).
Our proof technique is formulated in terms of a par-
ticular representation of single-qubit processes and the
steering associated with two-qubit states [38], namely
the effect that they have on the Bloch sphere. Both
cases correspond to an affine transformation that rotates
and scales the Bloch vectors, and, in the case of non-
unital processes and non-maximally entangled states re-
spectively, introduces an offset. This representation can
be easily visualized: for each point on the Bloch sphere,
one plots the corresponding point in the Bloch sphere
that is the image of the first point under the map, result-
ing in an ellipsoid. In order to describe the map com-
pletely, the ellipsoid can be colour-coded: the colour of a
point on the ellipsoid indicates which point on the Bloch
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sphere it is the image of, for instance the image of |+ x〉
is coloured red, the image of | − x〉 is cyan (anti-red),
green for |+ y〉 and so on. Fig. 5 shows several examples
of such ellipsoids.
An analytical description of the affine transforma-
tion is provided by the Pauli basis components of the
Jamio lkowski operator of the map. For the direct-cause
case,
Θs′u′ ≡ Tr
(
ρB|DσBu′ ⊗ σDs′
)
, (44)
and for the common-cause case,
Θs′u′ ≡ Tr
(
ρB|CσBu′ ⊗ σCs′
)
, (45)
where s′, u′ ∈ {0, 1, 2, 3} index the basis elements
{1, σ1, σ2, σ3}.
The components {Θ0,u}u=1,2,3 ≡ ~c encode the offset
of the centre of the ellipsoid. In the direct-cause case,
this Bloch vector describes the image under the quantum
channel of the maximally mixed state. In the common-
cause case, it describes the state on B unconditioned on
any measurement outcome on C. For the unitary chan-
nels and maximally entangled states that we are consid-
ering, ~c is the zero vector.
The components with non-zero indices define the ma-
trix
T ≡ {Θsu}s,u=1,2,3 , (46)
which encodes the rotation and scaling of the ellipsoid.
More specifically, it can be shown that the directions of
the axes of the ellipsoid are given by the eigenvectors of
TTT , and their lengths by the square roots of its eigen-
values.
In this context, we term a single-qubit channel or a
two-qubit state extremal if its ellipsoid coincides with
the unit sphere. In the case of channels, this is a well-
known constraint: it implies that the channel must in-
troduce no noise, but rather implements a pure rotation
described by a unitary operator. Meanwhile, two-qubit
states whose steering ellipsoid is the full sphere are pure
and maximally entangled.
In the extremal case, the distinction between states
and processes is simple: extremal processes correspond
to proper rotations of the Bloch sphere, with detT = +1.
If the colour-coding is such that the triad red-green-blue
is right-handed on the input sphere, then the coloured
sphere describing the output of the channel will have that
same handedness. Extremal bipartite states, on the other
hand, produce steering ellipsoids whose colour distribu-
tion has the opposite handedness to the input sphere, be-
ing reached by an improper rotation, with detT = −1.
(This can be seen algebraically as follows: partial trans-
position, which maps the set of causal conditional states
to the set of acausal conditional states, simply changes
the sign of terms involving σ2, which implies multiply-
ing the T matrix by diag {+1,−1,+1}.) The examples
discussed in Table 1 of the main article are instances of
extremal states and processes.
Before turning to a probabilistic mixture of a generic
extremal process and a generic extremal state, consider
how the two are related. Let the matrices Tdc, Tcc encode
their respective effects on the Bloch sphere, and note that
Tdc can be transformed into Tcc in two steps: reflection
through the origin, which we denote by F , and rotation
about some particular axis nˆ by some particular angle.
We write the angle as pi + γ, so that the rotation can be
decomposed into Rnˆ,pi followed by Rnˆ,γ . Thus
Tcc = Rnˆ,γRnˆ,piFTdc. (47)
After the first step, the image of each point on the sur-
face of the sphere under FTdc is diametrically opposed to
its image under Tdc alone. Under the rotations, the two
points whose images lie at ±nˆ remain opposites. Mean-
while, the images in the plane orthogonal to nˆ coincide
again after the pi rotation. Once we include the final
rotation by γ, there will be an offset by γ between the
images of Tdc and Tcc in the plane orthogonal to nˆ, while
their images along nˆ are diametrically opposed.
Now consider a probabilistic mixture of the two ex-
tremal cases. By linearity, it is associated to a matrix
Tm ≡ (1− p)Tdc + pTcc. (48)
The image of the Bloch sphere under such a combination
is shown in Fig. 5. It must still be an ellipsoid, since Tm
is an affine transformation. Furthermore, it inherits the
symmetry under rotation about nˆ. Therefore it has one
semi-axis (eigenvector of TmT
T
m) along nˆ, and a degen-
erate pair orthogonal to it. The length of the semi-axis
(square root of eigenvalue) along nˆ is |1− 2p|, because
the images under Tdc and Tcc along this direction are
diametrically opposed. When p = 12 , this implies that
the ellipsoid reduces to a disk. For p < 12 , the contri-
bution from the process dominates, so detTm > 0, while
detTm < 0 heralds p >
1
2 . The length of the other two
semi-axes, in the plane orthogonal to nˆ, can be obtained
using the geometrical construction in Fig. 6:
sin2
γ
2
=
1− r2
4 (p− p2) . (49)
The images of points under Tm that lie in this plane are
rotated from the corresponding images under Tdc by an
angle γ′, in the same direction (same sign) as γ above,
and with magnitude given by
2r cos γ′ = 12 + r2 −
[
2p sin
γ
2
]2
. (50)
Given an ellipsoid that arose from such a convex com-
bination, it is straightforward to extract the direction nˆ,
the probability p and the angle γ. (In the pathological
case that all three semi-axes have the same length, one
finds that γ = 0, which implies that the image of Tcc is
diametrically opposed to that of Tdc for all inputs, and
there is no need to single out a direction nˆ. The proba-
bility p can still be read off normally.)
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FIG. 5: Bloch sphere representation of a probabilistic mixture of a unitary process and a pure, maximally entangled
state. The image of the Bloch sphere under an affine map is an ellipsoid, with colours distinguishing the images of different inputs: red
denotes the image of |+x〉, cyan (anti-red) for |−x〉, green for |+y〉 and so on. Unitary processes correspond to a unit sphere with the
colours distributed such that the triad red-green-blue is right-handed, such as the identity channel, on the far left, while pure, maximally
entangled states correspond to unit spheres with a left-handed distribution, as they appear on the far right. Mixtures of the two extremes
(shown for probability of common-cause p = 0.00, 0.25, 0.65, 1.00, from left to right) produce ellipsoids that are flattened in the direction
nˆ (thick arrow) to a height 2 |1− 2p|, and rotationally symmetric in the plane orthogonal to nˆ, with radius r. (a) A mixture of the
identity channel and the state |Φ+〉, as realized in our experiment, corresponds to the axis nˆ pointing along yˆ, and a radius in the plane
orthogonal to nˆ of r = 1 throughout the transition. (b) Mixing the identity channel with a generic pure, maximally entangled state
produces intermediate ellipsoids with nˆ pointing in a generic direction and radius r ≤ 1.
FIG. 6: Geometric construction for characterizing a
probabilistic mixture of a unitary process and a pure,
maximally entangled state. In the plane orthogonal to
nˆ, the image of a given input Bloch vector ~v under Tm lies
on the chord connecting the images under Tdc and Tcc. Its
distance from the centre, which gives the radius r, is related
to the angle γ spanned by the chord and the probability p of
common cause in the mixture.
Given those parameters, the following steps then al-
low one to recover Tdc from Tm: (1) scaling by 1/(1 −
2p) in the direction of nˆ and 1/r in the perpendicu-
lar plane, which, as a matrix operation, we denote by
S⊥nˆ,1/rSnˆ,1/(1−2p); and (2) rotation about nˆ by −γ′,
Rnˆ,−γ′ . In all, we have
Tdc = Rnˆ,−γ′S⊥nˆ,1/rSnˆ,1/(1−2p)Tm. (51)
Similarly, the common-cause contribution can be found
via
Tcc = Rnˆ,−γ+γ′S⊥nˆ,1/rSnˆ,1/(2p−1)Tm. (52)
Note that there is an ambiguity in the direction of the
rotations: assuming we take γ and γ′ to be non-negative
by convention, whether nˆ points in one or the other di-
rection along the axis it defines (which is not fixed by
the ellipsoid) generates two possible solutions. However,
they are related by simple rotations of Tcc and Tdc about
nˆ by fixed angles.
Note also that the ambiguity is removed when γ = 0, as
is the case in the example that we implemented in our ex-
periment, mixing the identity channel and the state |Φ+〉.
But even if this ambiguity persists, given a probabilistic
mixture of any unitary process and any maximally en-
tangled pure bipartite state, we can uniquely determine
the mixing probability p as well as the angle γ and the
direction of nˆ up to an inversion about the origin.
C. The role of coherence and entanglement
The previous section shows that extremal states and
processes can be distinguished perfectly by passive ob-
servation alone, and if one is promised a probabilistic
mixture of two such objects, the causal inference problem
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can be solved completely without the need for interven-
tions.
Without the promise of extremality, however, passive
observation does not allow a complete solution of the
causal inference problem. Indeed, when confronted with
a channel that is entanglement-breaking, or a bipartite
state that is separable, passive observation does not pro-
vide any information about the causal relations. This is
because the sets of correlations that can arise from the
two scenarios are identical, corresponding to conditional
states that are both positive and PPT. In these cases, we
have the same ambiguity as is found classically. These
cases can be identified by their steering ellipsoid using
a criterion due to Jevtic et al. [38]: a two-qubit state
is separable and a single-qubit channel is entanglement-
breaking if and only if the ellipsoid it defines fits inside a
tetrahedron which is in turn circumscribed by the Bloch
sphere.
It follows that in order to obtain some information
about the causal relations, it is necessary that one or
both of the following conditions hold: the direct-cause
mechanism is a channel that preserves some coherence,
or the common-cause mechanism is a bipartite state that
has some entanglement. We conclude that having either
coherence or entanglement is a necessary conditions for
achieving a quantum advantage for causal inference.
Conversely, coherence of the process and entanglement
of the bipartite state is also a sufficient condition for in-
ferring the causal structure, if we are promised that it is
either purely common-cause or purely direct-cause, and
the systems are qubits. To see this, recall that two-qubit
states are separable if and only if they have a positive
partial transpose. If the state is known to be entangled,
its partial transpose must not be positive, ρTCB|C  0,
which implies a pattern of correlations that rules out
a purely direct-cause explanation. Similarly, single-
qubit processes that are not entanglement-breaking have
ρB|D  0, which rules out a purely common-cause expla-
nation. Thus we can identify the causal structure unam-
biguously.
III. RECONSTRUCTING THE CAUSAL MAP
FROM EXPERIMENTAL DATA
We have shown that for the interventionist scheme, we
can reconstruct the causal map from the observed statis-
tics, and in the passive observation scheme, we can do so
if we are given a promise about the form of the causal
map. In an experiment with a finite number of runs, the
observed statistics are subject to statistical fluctuations,
therefore one estimates the causal map by a least-squares
fit procedure. That is, one determines the causal map
that generates statistics that are closest, according to a
particular figure of merit, to the observed statistics. In
this section, we describe some of the details of this fitting
procedure. We first consider data from the intervention-
ist scheme, then present the analysis of data obtained by
passive observation.
While the theoretical analysis in the previous sec-
tions was based on relative frequencies of outcomes
given settings, such as P (km|lstu), the statistical anal-
ysis of experimental data is based directly on the num-
bers of counts obtained for each combination of param-
eters. We denote the observed absolute frequencies by
P˜ obs(km|lstu). This is the number of coincidence counts
detected when the wave-plates before and after the po-
larizers are set to implement a certain set of values of
klmstu. Assuming that each set of values klmstu was
implemented on N runs of the experiment, we can write
the count numbers predicted by the fitting model as
P˜ fit(km|lstu) = NP fit(km|lstu). (53)
The relative frequencies P fit(km|lstu) are given in
terms of the causal map ρCB|D by
P fit(km|lstu) = TrCBD
[
ρCB|D(ΠCsk ⊗ΠBum ⊗ΠDtl )
]
.
(54)
We do not consider the most general form of a causal
map, but use the promise that the causal structure is a
probabilistic mixture of common-cause and direct-cause:
ρCB|D = pρCB ⊗ 1D + (1− p)ρC ⊗ ρB|D, (55)
where ρCB and ρC are density operators, ie trace-one
positive-semidefinite, and ρB|D is PPT and satisfies the
law of total probability, since it represents a channel.
Thus, we can consider our model to be parameterized
by p, N and the operators ρCB , ρC , ρB|D, with the pre-
dicted count numbers given by
P˜ fit(km|lstu) = pNTr[ρCB(ΠCsk ⊗ΠBum)]
+(1− p)NTr[ρCΠCsk]Tr[ρB|D(ΠBum ⊗ΠDtl )]. (56)
The fitting is simplified if, rather than imposing the
appropriate normalization of all the operators and sub-
sequently including additional parameters N and p, we
allow one operator in each term to be unnormalized: we
define
ρ˜CB ≡ pNρCB (57)
ρ˜C ≡ (1− p)NρC , (58)
in terms of which
P˜ fit(km|lstu) = Tr[ρ˜CB(ΠCsk ⊗ΠBum)]
+Tr[ρ˜CΠ
C
sk]Tr[ρB|D(Π
B
um ⊗ΠDtl )]. (59)
We seek the model, parametrized by ρ˜CB , ρ˜C and ρB|D,
that best fits the observed frequencies, in the sense that
it minimizes the residue
χ2 =
∑
klmstu
[
P˜ fit(km|lstu)− P˜ obs(km|lstu)
]2
P˜ fit(km|lstu) . (60)
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Recall from Section I A that ρCB|D can be expressed
as a function of the statistics one would obtain in the
limit of infinitely many runs. It follows that we expect
the least-squares fit of experimental data to find a unique
global minimum, with the best-fitting ρCB|D close to the
one realized in the experiment.
In the case of passive observation, the observed abso-
lute frequencies are P˜ obs(km|su). The absolute frequen-
cies predicted by the model are related to the relative
frequencies by the number of runs for each set of values
of the settings kmsu, which we denote N :
P˜ fit(km|su) = NP fit(km|su). (61)
Considering a probabilistic mixture of common-cause and
direct-cause, and recalling that, in the passive observa-
tion scheme, we reprepare the same state Πsk on D that
was found on C, the relative frequencies are
P fit(km|su) = pTr[ρCB(ΠCsk ⊗ΠBum)]
+(1− p)Tr[ρCΠCsk]Tr[ρB|D(ΠBum ⊗ΠDsk)], (62)
where again ρCB and ρC are states, while ρB|D represents
a channel. Combining the two previous equations and
using the unnormalized operators defined in Eq. (57), we
can write the count numbers predicted by the model for
the case of passive observation as
P˜ fit(km|su) = Tr[ρ˜CB(ΠCsk ⊗ΠBum)]
+Tr[ρ˜CΠ
C
sk]Tr[ρB|D(Π
B
um ⊗ΠDsk)]. (63)
We seek to minimize the residue
χ2 =
∑
kmsu
[
P˜ fit(km|su)− P˜ obs(km|su)
]2
P˜ fit(km|su) . (64)
As we have shown in Section II B, if there is a promise
that ρCB|D represents a probabilistic mixture of a pure
maximally entangled bipartite state and a unitary chan-
nel, then ρBC|D can be obtained from the data in the
passive observation scheme up to a sign ambiguity. It
follows that for our experiment, which aims to prepare
a mixture of this type which removes the ambiguity, we
expect there to be a unique global minimum of χ2 in pa-
rameter space, and that consequently the ρCB|D which
best fits the data will be close to the one realized in the
experiment. Note that we do not impose maximal en-
tanglement of ρCB or unitarity of the map associated to
ρB|D as a constraint in our fit. Nonetheless, as long as
the experiment has come close to achieving these ideals,
we expect the fit to be good over only a small interval of
possibilities for ρCB , ρC , ρB|D, and the value of p.
The operators that parametrize our model are subject
to the following constraints, based on properties derived
in section II A. The unnormalized states ρ˜CB and ρ˜C are
positive-semidefinite, and their traces are related by
TrCB ρ˜CB
TrCB ρ˜CB + TrC ρ˜C
= p. (65)
The conditional ρB|D is PPT and satisfies the law of total
probability,
TrBρB|D = 1D. (66)
The positive-semidefinite operators invoked above can
be parametrized conveniently following Ref. [39]. A two-
qubit positive-semidefinite operator such as ρ˜CB requires
16 real numbers, which we arrange into a vector ~rCB .
Define the lower-triangular 4 by 4 matrix
RCB =

r1 0 0 0
r5 + ır6 r2 0 0
r11 + ır12 r7 + ır8 r3 0
r15 + ır16 r13 + ır14 r9 + ır10 r4
 , (67)
and take
ρ˜CB = R
†
CBRCB . (68)
This form, known as the Cholesky decomposition, is man-
ifestly positive-semidefinite, and by varying over the vec-
tors ~rCB , we vary over all ρ˜CB . A further convenient
feature of this parametrization is that the trace of ρCB
is given simply by square of the 2-norm of ~rCB ,
TrCB ρ˜CB = |~rCB |2. (69)
Positive-semidefinite operators for a single qubit can
be obtained by a similar construction: a vector of 4 real
numbers, ~rC , defines the components of a lower triangu-
lar 2 by 2 matrix RC , in terms of which ρC = R
†
CRC .
If a PPT operator ρB|D is called for, one can take the
partial transpose of the above form: ~rB|D is again a vec-
tor of 16 real numbers that defines a matrix RB|D by
Eq. (67), and one takes ρB|D = (R
†
B|DRB|D)
TD , where
TD is the partial transpose. We note that the trace of
the PPT operator is also given by the square of the norm
of its parameter vector: TrBDρ˜B|D = |~rB|D|2.
The additional constraints on operators are enforced
by adding penalty functions to the principal function χ2.
The constraint that relates the traces of the unnormalized
operators in each term to the probability p, Eq. (65), can
be cast directly in terms of the norms of the parameter
vectors: we add a term
λ
( |~rCB |2
|~rCB |2 + |~rC |2 − p
)2
. (70)
The additive term enforcing the law of total probabil-
ity, Eq. (66), is proportional to the sum of the absolute
value squared of the elements of the difference between
TrBρB|D and 1D,
λ
∑
ij
∣∣∣(TrBρB|D − 1D)ij∣∣∣2 . (71)
The Lagrange multiplier λ for each penalty term was se-
lected heuristically, with values of 107 found to enforce
the constraints without obscuring the principal function.
