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TOWARDS A GLn VARIANT OF THE HOHEISEL PHENOMENON
PETER HUMPHRIES AND JESSE THORNER
Abstract. Let pi be a unitary cuspidal automorphic representation of GLn over a number
field, and let pi be contragredient to pi. We prove effective upper and lower bounds of
the correct order in the short interval prime number theorem for the Rankin–Selberg L-
function L(s, pi × pi), extending the work of Hoheisel and Linnik. Along the way, we prove
an unconditional zero-free region for L(s, pi × pi) apart from a possible Landau–Siegel zero.
1. Introduction
It is well-known that if there exists a constant 0 < δ < 1
2
such that the Riemann zeta
function ζ(s) is nonzero in the region Re(s) ≥ 1−δ, then the primes are regularly distributed
in intervals of length x1−δ; that is,
(1.1)
∑
x<p≤x+h
log p ∼ h, x1−δ ≤ h ≤ x.
It was quite stunning when Hoheisel [7] proved that (1.1) holds unconditionally for any
δ ≤ 1/33000; this has been improved to δ ≤ 5
12
[6]. Hoheisel proved (1.1) using the bound
(1.2) N(σ, T ) := #{ρ = β + iγ : β ≥ σ, |γ| ≤ T, ζ(ρ) = 0} ≪ T 4σ(1−σ)(log T )13
(a zero density estimate for ζ(s)) and an explicit version of Littlewood’s zero-free region
(1.3) ζ(s) 6= 0, Re(s) ≥ 1− c log log(|Im(s)|+ 3)
log(|Im(s)|+ 3) ,
where c > 0 is an absolute and effectively computable constant. This is an improvement
over the “standard” zero-free region
ζ(s) 6= 0, Re(s) ≥ 1− c
log(|Im(s)|+ 3)
proved by de la Valle´e Poussin.
Here, we study a broad generalization of Hoheisel’s work. Suppose that an object pi (e.g.,
a number field, abelian variety, automorphic form) gives rise to a Dirichlet series
L(s, pi) =
∞∑
n=1
λpi(n)
ns
satisfying the Hoheisel property; that is, the following conditions hold:
(1) λpi(n) ≥ 0 for all n.
(2) We have an “explicit formula”∑
p≤x
λpi(p) log p = x−
∑
β≥0
|γ|≤T
xβ+iγ
β + iγ
+Opi
(x(log Tx)2
T
)
,
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where 1 ≤ T ≤ x and β + iγ denotes a zero of L(s, pi).
(3) We have L(1+it, pi) 6= 0 for all t ∈ R. Also, there exists a constant api > 0, depending
at most on pi, such that L(s, pi) is nonzero in the region
(1.4) Re(s) ≥ 1− api
log(|Im(s)|+ 3)
apart from Opi(1) exceptional zeroes β + iγ that satisfy |γ| ≪pi 1.
(4) If Npi(σ, T ) is the number of zeroes ρ = β+ iγ of L(s, pi) such that β ≥ σ and |γ| ≤ T ,
then there exist constants cpi > 0, depending at most on pi, such that
(1.5) Npi(σ, T )≪pi T cpi(1−σ).
(5) We have N(0, T )≪pi T log T .
Moreno [19] proved that if L(s, pi) satisfies the Hoheisel property, then there exists a constant
0 < δpi < 1 (depending at most on pi) such that
(1.6)
∑
x<p≤x+h
λpi(p) log p≫pi h, h ≥ x1−δpi .
Moreno referred to this as the Hoheisel phenomenon.
A key point here is that while the “standard” zero-free region (1.4) is inferior to Little-
wood’s region (1.3) in the dependence on |Im(s)|, one can still prove a lower bound on (1.6)
of the expected order when the zero density estimate (1.5) is log-free, in the sense that there
are no factors of log T (in contrast with (1.2)). The absence of the logarithmic factors in
(1.5) serves as a proxy for a zero-free region as strong as (1.3). However, even with a log-free
zero density estimate at one’s disposal, Moreno’s proof suggests that if h is as small as x1−δ,
then one must be able to take api arbitrarily large in (1.4) in order to replace the lower bound
(1.6) with an asymptotic. Such a zero-free region appears to be well beyond the reach of
current methods.
Akbary and Trudgian [1] proved that certain L-functions arising from automorphic rep-
resentations achieve the Hoheisel phenomenon. To describe their results, let AF be the ring
of ade`les over a number field F , and for an integer n ≥ 1, let Fn be the set of cuspidal
automorphic representations pi of GLn(AF ) with arithmetic conductor qpi and unitary cen-
tral character. We implicitly normalize the central character to be trivial on the product of
positive reals when embedded diagonally into the archimedean places of the ide`les A×F , so
that Fn is discrete. Let pi be the representation contragredient to pi. To each pi ∈ Fn, there
is an associated standard L-function
L(s, pi) =
∑
n
λpi(n)
Nns
=
∏
p
n∏
j=1
(1− αj,pi(p)Np−s)−1, Re(s) > 1.
Here, n (resp. p) runs through the nonzero integral (resp. prime) ideals of OF , the ring of
integers of F . The L-function L(s, pi) has an analytic continuation and functional equation
similar to that of ζ(s).
One can associate to the tensor product pi ⊗ pi the Rankin–Selberg L-function
L(s, pi × pi) =
∑
n
λpi×pi(n)
Nns
=
∏
p
n∏
j=1
n∏
j′=1
(1− αj,j′,pi×pi(p)Np−s)−1, Re(s) > 1,
3which also has an analytic continuation and functional equation. If p ∤ qpi, then we have
{αj,j′,pi×pi(p) : 1 ≤ j, j′ ≤ n} = {αj,pi(p)αj′,pi(p) : 1 ≤ j, j′ ≤ n}.
We define the numbers Λpi×pi(n) by the Dirichlet series identity
(1.7) − L
′
L
(s, pi×pi) =
∑
n
Λpi×pi(n)
Nns
=
∑
p
∞∑
k=1
∑
1≤j,j′≤n αj,j′,pi×pi(p)
k logNp
Npks
, Re(s) > 1.
The numbers Λpi×pi(n) are nonnegative (see [24, Appendix] for details), and they equal zero
when n is not a power of a prime ideal. Note that Λpi×pi(p) = λpi×pi(p) logNp. Also, if p ∤ qpi,
then λpi×pi(p) = |λpi(p)|2. The generalized Ramanujan conjecture (which we abbreviate to
GRC) predicts that |αj,pi(p)| = 1 whenever p ∤ qpi and |αj,pi(p)| ≤ 1 otherwise.
Until now, a “standard” zero-free region of the shape (1.4) was known for L(s, pi×pi) only
when pi is self-dual, so that pi = pi [8, Appendix], and a hypothesis slightly weaker than GRC
suffices to prove such a zero-free region when pi 6= pi [8]. A zero-free region of the shape
(1.3) seems to be currently out of reach when n > 1 unless pi is induced, via automorphic
induction, by a one-dimensional representation over a cyclic Galois extension of F .
When F = Q, Akbary and Trudgian [1] proved that if L(s, pi × pi) has a zero-free region
of the shape (1.4) and there exists a constant 0 < αpi <
1
2
such that the upper bound
(1.8)
∑
x<Nn≤x+h
Λpi×pi(n)≪pi h, x1−αpi ≤ h ≤ x
holds, then one can prove a log-free zero density estimate for L(s, pi × pi) like (1.5). This
leads to a result of the following shape: there exists a constant 0 < δpi < 1 such that
(1.9)
∑
x<Nn≤x+h
Λpi×pi(n) ≍pi h, x1−δpi ≤ h ≤ x.
One may think of the hypothesis (1.8) as an average form of GRC. If we assume GRC in
full, then the contribution from the terms for which n = pk with k ≥ 2 is negligible, and
(1.10)
∑
x<Np≤x+h
|λpi(p)|2 logNp ≍pi h, x1−δpi ≤ h ≤ x.
Around the same time as Akbary and Trudgian’s work, Motohashi [21] unconditionally
proved a refined version of (1.10) when F = Q, n = 2, and pi corresponds to a level 1
Hecke–Maaß cusp form. Shortly afterward, Lemke Oliver and Thorner [13] proved that (1.9)
holds for n ≥ 1 and all F without appealing to (1.8), regardless of whether pi ∈ Fn is self-
dual, provided that the tensor product pi × pi is in fact an automorphic representation (not
cuspidal) of GLn2(AF ). This is predicted by Langlands functoriality but is only known in
special cases. For instance, this is not even known for an arbitrary pi ∈ F3.
2. Main results
Our main result is an unconditional proof of (1.9) in a more precise form. Our result also
exhibits effective dependence on the analytic conductor C(pi) of pi (see (3.3)) in the spirit of
Linnik’s bound on the least prime in an arithmetic progression [15].
Theorem 2.1. Let pi ∈ Fn. There exist positive, absolute, and effectively computable con-
stants c1, c2, c3, c4, c5, and c6 such that the following are true.
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(1) The Rankin–Selberg L-function L(s, pi × pi) has at most one zero in the region
Re(s) ≥ 1− c1
log(C(pi)n(|Im(s)|+ e)n2[F :Q]) .
If such an exceptional zero β1 exists, then it must be real and simple and satisfy
β1 ≤ 1− C(pi)−c2n.
(2) Let A ≥ c3, log logC(pi) ≥ c4n4[F : Q]2, and x ≥ C(pi)c5A2n3[F :Q] log(en[F :Q]). If
0 ≤ δ ≤ 1
16An2[F : Q] log(en[F : Q])
and x1−δ ≤ h ≤ x, then
(2.1)
∑
x<Nn≤x+h
Λpi×pi(n) =
{
h(1− ξβ1−1)(1 +O(e−c6A)) if β1 exists,
h(1 +O(e−c6A)) otherwise.
The implied constant is absolute, and ξ ∈ [x, x+h] satisfies (x+h)β1−xβ1 = β1hξβ1−1.
Remark. Our assumed lower bound on C(pi) simplifies several aspects of the proof. It can
be removed with additional effort, but the dependence on n and [F : Q] will change.
Remark. Taking n = 2 and [F : Q], we recover Motohashi’s original result in [21].
Note that since Λpi×pi(n) ≥ 0 for all n and Λpi×pi(p) = |λpi(p)|2 logNp for p ∤ qpi, Theorem 2.1
(along with the Luo–Rudnick–Sarnak bound (3.6) to handle the p | qpi) implies the bound∑
x<Np≤x+h
|λpi(p)|2 logNp ≤
{
h(1− ξβ1−1)(1 +O(e−c6A)) if β1 exists,
h(1 +O(e−c6A)) otherwise
under the hypotheses of Theorem 2.1. We do not have the corresponding lower bound
because we cannot rule out the possibility that the contribution from prime powers is ≫ h
due to insufficient progress toward GRC. In contexts where a prime power contribution is
expected to be small but GRC is not yet known, it often suffices to establish the “Hypothesis
H” of Rudnick and Sarnak [23], which asserts that for any fixed k ≥ 2, we have∑
p
|Λpi(pk)|2Np−k <∞.
(The original hypothesis is stated over Q, but the extension to number fields incurs no
complications.) Hypothesis H is known when pi ∈ Fn and 1 ≤ n ≤ 4, along with a few
other special cases [11, 23, 26]. While Hypothesis H on its own is not enough to ensure
that the contributions from higher prime powers in (2.1) are negligible, the progress toward
Langlands functoriality that leads to proofs of Hypothesis H when n ≤ 4 also leads to the
following strong form of the Hoheisel phenomenon for pi ∈ Fn with n ∈ {1, 2, 3, 4}.
Corollary 2.2. Let n ∈ {1, 2, 3, 4} and pi ∈ Fn. With the notation and hypotheses of
Theorem 2.1, we have∑
x<Nn≤x+h
|λpi(p)|2 logNp =
{
h(1− ξβ1−1)(1 +O(e−c6A)) if β1 exists,
h(1 +O(e−c6A)) otherwise.
5Proof. As part of the proof of [26, Theorem 3], it is shown for F = Q that
∞∑
k=2
∑
x<Npk≤x+h
Λpi×pi(p
k)≪ [F : Q]x1− 137 log x, n ∈ {1, 2, 3, 4}.
For F 6= Q, the proof ideas are the same, and we use the fact that at most [F : Q] prime ideals
of F lie over any rational prime. If A is large, then the contribution to (2.1) is negligible. 
As in all of the work preceding ours, one must have a standard zero-free region and a
log-free zero density estimate for L(s, pi × pi). Our log-free zero density estimate is proved
using the ideas in Soundararajan and Thorner [24]. However, an unconditional standard
zero-free region for L(s, pi× pi) has been curiously absent from the literature. Humphries [8]
recently proved the existence of a constant cpi > 0 (depending at most on pi) such that if
|αj,pi(p)| ≤ 1 for almost all p, then L(s, pi × pi) has a zero-free region of the shape
Re(s) ≥ 1− cpi
log(|Im(s)|+ 3) , Im(s) 6= 0.
As part of our proofs, we supply an unconditional standard zero-free region for L(s, pi × pi)
(apart from a possible Landau–Siegel zero) with good uniformity in the analytic conductor.
In order to ensure that our results are completely effective (even if a Landau–Siegel zero
exists), we also prove a uniform version of Deuring and Heilbronn’s observation that Landau–
Siegel zeroes tend to repel other zeroes away from the line Re(s) = 1.
3. Properties of L-functions
We recall some standard facts about L-functions arising from automorphic representations
and their Rankin–Selberg convolutions; see [2, 4, 10, 18, 24].
3.1. Standard L-functions. Let pi =
⊗
p pip ∈ Fn be a cuspidal automorphic representation
of GLn(AF ). Let qpi be the conductor of pi. The local standard L-function L(s, pip) at a prime
ideal p is defined in terms of the Satake parameters {α1,pi(p), . . . , αn,pi(p)} by
(3.1) L(s, pip) =
n∏
j=1
(
1− αj,pi(p)
Nps
)−1
=
∞∑
k=0
λpi(p
k)
Npks
.
We have αj,pi(p) 6= 0 for all j whenever p ∤ qpi, whereas it may be the case that αj,pi(p) = 0
for at least one j when p | qpi. The standard L-function L(s, pi) associated to pi is of the form
L(s, pi) =
∏
p
L(s, pip) =
∑
n
λpi(n)
Nns
.
The Euler product and Dirichlet series converge absolutely when Re(s) > 1.
At each archimedean place v of F , there are n Langlands parameters µj,pi(v) ∈ C, from
which we define
L(s, pi∞) =
∏
v
n∏
j=1
Γv(s+ µj,pi(v)), Γv(s) :=
{
pi−s/2Γ(s/2) if Fv = R,
2(2pi)−sΓ(s) if Fv = C.
Luo, Rudnick, and Sarnak [17] and Mueller and Speh [22] proved the uniform bounds
(3.2) |αj,pi(p)| ≤ Npθn and Re(µj,pi(v)) ≥ −θn, θn = 1
2
− 1
n2 + 1
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The generalized Selberg eigenvalue conjecture and GRC assert that we have θn = 0 in (3.2).
Let pi ∈ Fn be the cuspidal automorphic representation contragredient to pi. We have
qpi = qpi, and for each p ∤ qpi, we have the equalities of sets {αj,pi(p)} = {αj,pi(p)}.
The completed standard L-function
Λ(s, pi) = (DnFNqpi)
s/2L(s, pi)L(s, pi∞)
is entire of order 1, and there exists a complex number ε(pi) of modulus 1 such that for all
s ∈ C, we have the functional equation Λ(s, pi) = ε(pi)Λ(1− s, pi).
Let d(v) = 1 if Fv = R and d(v) = 2 if Fv = C. We define the analytic conductor of pi to
be
(3.3) C(pi, t) := DnFNqpi
∏
v
n∏
j=1
(e+ |it+ µj,pi(v)|d(v)), C(pi) := C(pi, 0).
3.2. Rankin–Selberg L-functions. Let pi ∈ Fn. The local Rankin–Selberg L-function
L(s, pip × pip) is defined at a prime ideal p by
(3.4) L(s, pip × pip) =
n∏
j=1
n∏
j′=1
(1− αj,j′,pi×pi(p)Np−s)−1 =
∞∑
k=0
λpi×pi(pk)
Npks
.
for suitable Satake parameters αj,j′,pi×pi(p). If p ∤ qpi, then we have the equality of sets
(3.5) {αj,j′,pi×pi(p)} = {αj,pi(p)αj′,pi(p)} = {αj,pi(p)αj′,pi(p)}.
See [24, Appendix] for a complete description of the numbers αj,j′,pi×pi(p) even when p | qpi.
The Rankin-Selberg L-function L(s, pi × pi) associated to pi and pi is of the form
L(s, pi × pi) =
∏
p
L(s, pip × pip) =
∑
n
λpi×pi(n)
Nns
.
Let qpi×pi be the conductor of pi×pi, which divides q2n−1pi by work of Bushnell and Henniart
[3]. At an archimedean place v of F , there are n2 complex Langlands parameters µj,j′,pi×pi(v),
from which we define
L(s, pi∞ × pi∞) =
∏
v
n∏
j=1
n∏
j′=1
Γv(s+ µj,j′,pi×pi(v)).
If pi is unramified at v, then we have the equality of sets
{µj,j′,pi×pi(v)} = {µj,pi(v) + µj′,pi(v)}.
Using the explicit descriptions of αj,j′,pi×pi(p) and µj,j′,pi×pi(v) in [8, 24], one sees that
(3.6) |αj,j′,pi×pi(p)| ≤ Np2θn , Re(µj,j′,pi×pi(v)) ≥ −2θn.
The completed Rankin–Selberg L-function
Λ(s, pi × pi) = (Dn2F Nqpi×pi)s/2s(s− 1)L(s, pi × pi)L(s, pi∞ × pi∞)
is entire of order 1, and there exists a number ε(pi×pi) ∈ {±1} such that Λ(s, pi×pi) satisfies
the functional equation
Λ(s, pi × pi) = ε(pi × pi)Λ(1− s, pi × pi).
7As with L(s, pi), we define the analytic conductor
C(pi × pi, t) := Dn2F Nqpi×pi
∏
v
n∏
j=1
n∏
j′=1
(e+ |it+ µj,j′,pi×pi(v)|d(v)), C(pi × pi) := C(pi × pi, 0).
The work of Bushnell and Henniart [3] and the proofs in Brumley [8, Appendix] yields
(3.7) C(pi × pi, t)≪ C(pi × pi)(e + |t|)[F :Q]n2, C(pi × pi) ≤ eO(n)C(pi)2n.
4. A Brun–Titchmarsh bound
We require a Brun–Titchmarsh type bound for the coefficients Λpi×pi(n). In [24, Theorem
2.4], it is shown that if F = Q, pi ∈ Fm, x≫m C(pi × pi)36m2 , and 1 ≤ T ≤ x
1
9m2 , then∑
x<n≤xe1/T
Λpi×pi(n)≪m x
T
.
In this section, we prove a field-uniform version of this bound for pi ∈ Fn where the depen-
dence of the implied constant on n and [F : Q] is made clear. In [24], the implied constant
was not pertinent, but here, the dependence of the implied constant on n and [F : Q] impacts
exactly how large we may take δ in Theorem 2.1.
Proposition 4.1. Let pi ∈ Fn. Suppose that log logC(pi×pi)≫ n4[F : Q]2 with a sufficiently
large implied constant. If
x ≥ C(pi × pi)16n2[F :Q] and 1 ≤ T ≤ x 116n2[F :Q] ,
then ∑
x<Nn≤xe1/T
Λpi×pi(n)≪ n2[F : Q] x
T
.
Much like the work in [24, Section 6], we use the Selberg sieve. The primary difference is
the attention we pay to the dependence of implied constants on n and [F : Q]. We begin
with an effective bound for L(s, pi × pi) with the dependence on n and [F : Q] made clear.
Lemma 4.2. Let pi ∈ Fn. If ε > 0 and
log logC(pi × pi)≫ n
2[F : Q]
ε
with a sufficiently large implied constant, then for 1
2
≤ σ ≤ 1 and t ∈ R, we have the bound
lim
σ′→σ
|(1− σ′)L(σ′ + it, pi × pi)| ≪ eO(n2[F :Q](1−σ))(C(pi × pi)(1 + |t|)n2[F :Q]) 1−σ2 +ε.
Proof. Li [14, Theorem 2] proved that there exists an absolute constant c7 > 0 such that
lim
σ′→σ
|(1− σ′)L(σ′, pi × pi)| ≪ exp
(
c7n
2[F : Q]
logC(pi × pi)
log logC(pi × pi)
)
, 1 ≤ σ ≤ 3.
If log logC(pi × pi) ≥ 2c7n2[F : Q]/ε, then
exp
(
c7n
2[F : Q]
logC(pi × pi)
log logC(pi × pi)
)
≤ C(pi × pi) ε2 .
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It follows from work of Soundararajan and Thorner [24, Theorem 1.1 with δ = 0] and the
above analysis that
|L(1
2
, pi × pi)| ≪ eO(n2[F :Q])C(pi × pi) 14 |L(3
2
, pi × pi)|2 ≤ eO(n2[F :Q])C(pi × pi) 14+ε.
By the Phragme´n–Lindelo¨f principle, we have the bound
lim
σ′→σ
|(1− σ′)L(σ′, pi × pi)| ≤ eO(n2[F :Q](1−σ))C(pi × pi) 1−σ2 +ε, 1
2
≤ σ ≤ 1.
By changing pi× pi to pi× pi⊗ | det |it, we shift the spectral parameters µj,j′,pi×pi(v) by it and
conclude the desired result by invoking (3.7). 
For a squarefree integral ideal d of OF , define
gd(s, pi × pi) :=
∏
p|d
(1− L(s, pip × pip)−1), g(d) := gd(1, pi × pi).
We require some estimates for gd(s, pi × pi) and g(d).
Lemma 4.3. Suppose that log logC(pi × pi) ≫ n4[F : Q]2 with a sufficiently large implied
constant. Let d 6= OF be a squarefree integral ideal. For Re(s) = 1− 12n2[F :Q], we have
|gd(s, pi × pi)| ≤ C(pi × pi)
1
8n2[F :Q]Nd
1
4 , 0 ≤ g(d) < 1, g(OF ) = 1.
Proof. The bound on g(d) follows immediately from (3.6). Also, by (3.6) and the fact that
Np ≥ 2 for all prime ideals p, we have the bound
|gd(1− 12n2[F :Q] + it, pi × pi)| ≤
∏
p|d
(
1 +
(
1 +
Np
1− 2
n2+1
Np
1− 1
2n2[F :Q]
)n2)
≤
∏
p|d
2n
2+2.
The proof of [25, Lemma 1.13b] shows that for all ε > 0, the number of distinct prime ideal
divisors of d is bounded by 6e2/ε[F : Q] + ε logNd. We apply this with ε = 1
4(n2+2)
to bound
the above display by
Nd
1
4 e6e
8(n2+2)(n2+2)[F :Q].
This is bounded as claimed when the implied constant for the lower bound on C(pi × pi) is
made sufficiently large. 
Let Φ be a smooth nonnegative function supported in (−2, 2), and let
(4.1) Φˇ(s) =
∫ ∞
−∞
Φ(y)esydy.
Then Φˇ(s) is entire, and for any integer k ≥ 1, integration by parts yields
(4.2) |Φˇ(s)| ≪Φ,k e2|Re(s)||s|−k.
Let T ≥ 1. By Mellin inversion, we have
Φ(T log x) =
1
2piiT
∫ c+i∞
c−i∞
Φˇ(s/T )x−sds.
for any x > 0 and c ∈ R.
9Lemma 4.4. Let pi ∈ Fn, and let d be a squarefree integral ideal of OF . Let x, T ≥ 1, and
let log logC(pi × pi)≫ n4[F : Q]2 with a sufficiently large implied constant. We have∣∣∣∑
d|n
λpi×pi(n)Φ
(
T log
Nn
x
)
− κg(d)x
T
Φˇ(1/T )
∣∣∣≪ x1− 12n2[F :Q]T 38C(pi × pi) 38n2[F :Q]Nd 14 ,
where κ > 0 is the residue at s = 1 of L(s, pi × pi).
Proof. The quantity to be estimated equals
1
2piiT
∫ 1− 1
2n2[F :Q]
+i∞
1− 1
2n2[F :Q]
−i∞
L(s, pi × pi)Φˇ(s/T )xsgd(s, pi × pi)ds.
By Lemma 4.2 with ε = 1
8n2[F :Q]
, Lemma 4.3, and (4.2) with k = 0 and 2, this is
≪ x
1− 1
2n2[F :Q]
T
C(pi × pi) 38n2[F :Q]Nd 14
∫ ∞
−∞
(1 + |t|) 38 min
{
1,
T 2
(1 + |t|)2
}
dt,
which is bounded as claimed. 
Lemma 4.5. Suppose that log logC(pi × pi) ≫ n4[F : Q]2 and z ≫ C(pi × pi), each with a
sufficiently large implied constant. If x > 0 and T ≥ 1, then∑
n
p|n =⇒ Np>z
λpi×pi(n)Φ
(
T log
Nn
x
)
≤ 3x
T log z
Φˇ(1/T ) +O(x
1− 1
2n2[F :Q]T
3
8C(pi × pi) 12n2[F :Q]z5).
Proof. By proceeding as in the formulation of the Selberg sieve in [25, Lemma 3.6], we find
using Lemma 4.4 that∑
n
p|n =⇒ Np>z
λpi×pi(n)Φ
(
T log
Nn
x
)
≤ κ x
T
Φˇ(1/T )
( ∑
d|∏Np≤z p
Nd<z
∏
p|d
g(p)
1− g(p)
)−1
+O
(
x
1− 1
2n2[F :Q]T
3
8C(pi × pi) 38n2[F :Q]
∑
Nd1,Nd2≤z
N(lcm(d1, d2))
1
4
)
.
We use the bound ∑
Nn≤z
1 ≤ (2/ε)[F :Q]z1+ε, z > 0, 0 < ε < 1
in [25, Lemma 1.12a] to bound the sum over d1 and d2 by O(e
O([F :Q])z5). By the definitions
of g(d) and L(s, pip × pip), we have the lower bound∑
d|∏Np≤z p
Nd<z
∏
p|d
g(p)
1− g(p) ≥
∑
Nn≤z
n squarefree
∏
p|n
∞∑
j=1
λpi×pi(pj)
Npj
≥
∑
Nn≤z
λpi×pi(n)
Nn
≥ 1+
∑
√
z<Nn≤z
λpi×pi(n)
Nn
.
By taking d = OF and T = 1 in Lemma 4.4 and proceeding just as in the proof of [24,
Proposition 6.2], we find that
1 +
∑
√
z<Nn≤z
λpi×pi(n)
Nn
≥ 1 + κ
3
log z +O(z
− 1
4n2[F :Q]C(pi × pi) 38n2[F :Q] ).
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If z ≥ eO(n2[F :Q])C(pi × pi) 34 , then since κ > 0, it follows that
κ
x
T
Φˇ(1/T )
( ∑
d|∏Np≤z p
Nd<z
∏
p|d
g(p)
1− g(p)
)−1
≤ x
T
Φˇ(1/T )
3κ
T (1 + κ log z)
≤ 3x
T log z
Φˇ(1/T ).
The result follows once we account for our lower bound for C(pi × pi). 
Proof of Proposition 4.1. We first fix Φ, requiring that 0 ≤ Φ(y) ≤ 1 for all y and that
Φ(y) = 1 for y ∈ [0, 1]. By (4.1), we see that |Φ(1/T )| ≪Φ 1. We choose
x ≥ C(pi × pi)16n2[F :Q], 1 ≤ T ≤ x 116n2[F :Q] = z.
The sum in Lemma 4.5 includes all prime powers pk with Npk ∈ (x, xe1/T ] with Np >
x1/(16n
2[F :Q]), hence ∑
x<Npk≤xe1/T
k≤16n2[F :Q]
λpi×pi(pk)≪ n2[F : Q] x
T log x
.
For a given p, we compare coefficients in the formal identity
exp
( ∞∑
k=1
Λpi×pi(pk)
k log Np
Xk
)
= 1 +
∞∑
k=1
λpi×pi(pk)Xk
and use the nonnegativity of Λpi×pi(pk) and λpi×pi(pk) to deduce the bound
λpi×pi(pk) ≥ Λpi×pi(p
k)
k log Np
,
hence ∑
x<Npk≤xe1/T
k≤16n2[F :Q]
Λpi×pi(pk)≪ n2[F : Q] x
T
.
To handle the contribution when k > 16n2[F : Q], we appeal to the bound |Λpi×pi(pk)| ≤
n2Np
1− 2
n2+1 which follows from (3.2) and (3.6). This, along with the trivial estimate∑
Np≤x
1≪ [F : Q] x
log x
for x ≥ 3, implies that∑
x<Npk≤xe1/T
k>16n2[F :Q]
Λpi×pi(pk) ≤ n2x1−
2
n2+1
∑
Npk≤ex
k>16n2[F :Q]
logNp
≪ n2[F : Q]x1− 2n2+1+ 116n2[F :Q] log x≪ n2[F : Q] x
T
Since Λpi×pi(n) = 0 whenever n is not a power of a prime ideal, this concludes our proof. 
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5. Zeroes of L(s, pi × pi)
We require three results on the distribution of zeroes of L(s, pi × pi), which are analogous
to the key ingredients in Linnik’s bound on the least prime in an arithmetic progression:
a standard zero-free region with an effective bound on a possible Landau–Siegel zero, a
log-free zero density estimate, and a quantification of the Deuring–Heilbronn zero repulsion
phenomenon for Landau–Siegel zeroes.
5.1. A standard zero-free region for L(s, pi × pi). Let pi ∈ Fn. In [8], Humphries proved
that if |αj,pi(p)| ≤ 1 (uniformly in j) for all except a density zero subset of prime ideals
p, then there exists a constant cpi > 0 dependent on pi (and hence also on n) such that
L(s, pi × pi) 6= 0 in the region
Re(s) ≥ 1− cpi
log(|Im(s)|+ 3) , Im(s) 6= 0.
This extended upon work of Goldfeld and Li [5], who proved a weaker zero-free region via
a different method under the additional conditions that F = Q and that pi is everywhere
unramified. Here, we prove an unconditional refinement with improved uniformity in pi.
Proposition 5.1. Let pi ∈ Fn. There exists an absolute constant c8 > 0 such that the
Rankin–Selberg L-function L(s, pi × pi) is nonvanishing in the region
Re(s) ≥ 1− c8
log(C(pi × pi)(|Im(s)|+ 3)n2[F :Q])
apart from at most one exceptional zero β1. If β1 exists, then it is both real and simple.
Proof. Let ρ = β + iγ be a zero of L(s, pi × pi) with β ≥ 1/2 and γ 6= 0. We define
Π := pi ⊞ pi ⊗ |det|iγ ⊞ pi ⊗ |det|−iγ .
This is an isobaric (noncuspidal) representation of GL3n(AF ). The Rankin–Selberg L-
function L(s,Π× Π˜) factorises as
L(s, pi × pi)3L(s + iγ, pi × pi)2L(s− iγ, pi × pi)2L(s+ 2iγ, pi × pi)L(s− 2iγ, pi × pi).
Since L(s, pi × pi) is meromorphic on C with only a simple pole at s = 1, L(s,Π × Π˜) is a
meromorphic function on C with a triple pole at s = 1, double poles at s = 1 ± iγ, and
simple poles at s = 1 ± 2iγ. Moreover, s = β is a zero of L(s,Π × Π˜) of order at least 4,
since the functional equation for L(s, pi × pi) together with the fact that pi × pi is self-dual
(even if pi itself is not self-dual) implies that if ρ is a zero of L(s, pi × pi), then so is ρ.
We claim that there exists an absolute constant c > 0 such that L(s,Π× Π˜) has at most
3 real zeroes in the interval
σ ≥ 1− c
logC(Π× Π˜)
.
From this, the desired zero-free region (up to the exceptional zeroes) follows, since by (3.7),
C(Π× Π˜) = C(pi × pi)3C(pi × pi, γ)2C(pi × pi,−γ)2C(pi × pi, 2γ)C(pi × pi,−2γ)
≪ C(pi × pi)9(|γ|+ 3)6n2[F :Q]
12 PETER HUMPHRIES AND JESSE THORNER
To prove this claim, we follow [9, Lemma 5.9]. We let {βj} be the set of real zeroes of
L(s,Π× Π˜) in the segment [1/2, 1). From [9, Equation 5.28], we have that for 1 < σ < 3
2
,
L′
L
(σ,Π× Π˜) + 3
σ
+
3
σ − 1 −
∑
κj
|σ+κj |<1
1
σ + κj
−
∑
βj
1
σ − βj −
∑
ρ
|σ−ρ|<1
Im(ρ)6=0
1
σ − ρ ≪ logC(Π× Π˜),
where {κj} = {µj,j′,pi×pi(v) : 1 ≤ j, j′ ≤ n, Fv ∈ {R,C}} denotes the set of archimedean
Langlands parameters. We discard nonpositive terms by positivity, leading to the inequality
(5.1)
∑
βj
1
σ − βj <
3
σ − 1 +O(logC(Π× Π˜)).
Here we have used the fact that
L′
L
(σ,Π× Π˜) = −2
∑
n
Λpi×pi(n)
Nnσ
(1 + cos(γ log Nn))2 ≤ 0,
which crucially relies on the fact that Λpi×pi(n) ≥ 0, even when gcd(n, qpi) 6= OF , via [24,
Equation A.9]. We choose σ = 1 + 2c/ logC(Π× Π˜), so that the inequality (5.1) becomes
A logC(Π× Π˜)
c
<
3 logC(Π× Π˜)
2c
+O(logC(Π× Π˜))
via positivity, where A is the number of real zeroes of L(s,Π × Π˜) lying in the interval
(1− c/ logC(Π× Π˜), 1). For c sufficiently small, this inequality can only be valid if A ≤ 3.
It remains to deal with the possible exceptional zeroes. From [9, Equation 5.28] together
with nonnegativity, we have that∑
βj
1
σ − βj <
1
σ − 1 +O(logC(pi × pi)),
where the sum is over the set of real zeroes {βj} of L(s, pi × pi) in the segment [1/2, 1). By
the same argument as before, we deduce that there exists an absolute constant c > 0 such
that there exists at most one such zero β1 for which 1− c/ logC(pi × pi) ≤ β1 < 1. 
5.2. Log-free zero density estimate. Our log-free zero density estimate is a minor ad-
justment to work of Soundararajan and Thorner [24].
Proposition 5.2. Let pi ∈ Fn, T ≥ 1, and 0 ≤ σ ≤ 1. Define
N(σ, T ) := #{ρ = β + iγ 6= β1 : β ≥ σ, |γ| ≤ T, L(ρ, pi × pi) = 0}.
If log logC(pi × pi)≫ n4[F : Q]2 with a sufficiently large implied constant, then
N(σ, T )≪ n2[F : Q](C(pi × pi)T [F :Q])107n2(1−σ).
Proof. The proof follows that of [24, Theorem 1.2] very closely with some minor adjustments;
the following discussion assumes familiarity with the proofs in [24]. The analogue of [24,
Lemma 2.3] over number fields is
(5.2)
∑
n
Λpi×pi(n)
Nn1+η
≤ 1
η
+
1
2
logC(pi × pi) +O(n2[F : Q]),
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which is easily seen using the shape of L(s, pi∞ × pi∞). Since L(s, pi × pi) has a pole of order
1 at s = 1, a more careful look at the proof of [24, Lemma 3.1] yields the estimates∑
ρ
1 + η − β
|1 + η + it− ρ|2 ≤ 2η log(C(pi × pi)(2 + |t|)
n2[F :Q]) +O(n2[F : Q] + η−1)
and
#{ρ : |1 + it− ρ| ≤ η} ≤ 10η log(C(pi × pi)(2 + |t|)n2[F :Q]) +O(n2[F : Q]η + 1)
for η > 0. This leads to the choice
1
log(C(pi × pi)T n2[F :Q]) < η ≤
1
200n2[F : Q]
when replicating the arguments in [24, Section 4] and the choice
K > 2000η log(C(pi × pi)(2 + |t|)n2[F :Q]) +O(n2[F : Q]η + 1)
in [24, Lemma 4.2]. In order to replace the use of [24, Theorem 2.4] by Proposition 4.1 in
the estimation of [24, Equation 4.6], one chooses
K = 4800n2η log(C(pi × pi)(2 + |t|)[F :Q]) +O(n2[F : Q]η + 1).
Proposition 5.2 follows from inserting these changes into the proof of [24, Theorem 1.2]. 
5.3. Zero repulsion. If L(s, pi×pi) has a Landau–Siegel zero especially close to s = 1, then
the standard zero-free region in Proposition 5.1 improves noticeably.
Proposition 5.3. Let pi ∈ Fn. If L(s, pi×pi) has a real zero β1 > 0, then there exist absolute
and effectively computable constants c9, c10 ∈ (0, 1] such that apart from the point s = β1,
L(s, pi × pi) is nonzero in the region
Re(s) ≥ 1− c10
log
( c9
(1− β1) log(C(pi × pi)(|Im(s)|+ 3)n2[F :Q])
)
log(C(pi × pi)(|Im(s)|+ 3)n2[F :Q]) .
Remark. A similar result appears in [20, Theorem 4.2], but with a weaker notion of the
analytic conductor. We provide a self-contained proof for the sake of completeness.
Proof. We follow the ideas in [12, Theorem 5.1] as applied to the Dedekind zeta function
ζF (s). The nonnegativity of the Dirichlet coefficients Λpi×pi(n) will play a key role. Since
(s− 1)L(s, pi × pi) is entire of order 1, it has the Hadamard product representation
(s− 1)L(s, pi × pi) = sreα1+α2s
∏
ω 6=0
(
1− s
ω
)
es/ω,
where r ≥ 1 is the order of the zero of L(s, pi × pi) at s = 0 and the product runs through
all non-zero roots ω of L(s, pi × pi) (trivial and nontrivial). In the region Re(s) > 1, we take
the (2j − 1)-th derivative of −L′
L
(s, pi × pi), and we represent it in two ways—as a sum over
zeroes using the Hadamard product, and as a Dirichlet series using (1.7). Thus we arrive at
1
(2j − 1)!
∑
n
Λpi×pi(n)
Nns
(log Nn)2j−1 =
1
(s− 1)2j −
∑
ω
1
(s− ω)2j , Re(s) > 1,
where the sum is over all zeroes including ω = 0.
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Suppose that β1 exists, and let ρ
′ = β ′ + iγ′ 6= β1 be a fixed nontrivial zero. We choose
s = 2 + iγ′ and add this to the same expression with s = 2, take real parts, and deduce via
the nonnegativity of Λpi×pi(n) that
(5.3)
0 ≤ 1
(2j − 1)!
∑
n
Λpi×pi(n)(logNn)2j−1
Nn2
(1 + cos(γ′ log Nn))
= 1− 1
(2− β1)2j + Re
( 1
(1 + iγ′)2j
− 1
(2− β1 + iγ′)2j
)
−
∞∑
n=1
Re(zjn),
where the set {zn} is equal to {(2 − ω)−2, (2 + iγ′ − ω)−2 : ω 6= β1} with the labeling
chosen such that |z1| ≥ |zn| for all n ≥ 1; in particular, since there exists some n for which
zn = 2 + iγ
′ − ρ′ = 2− β ′, we must have that |z1| ≥ (2− β ′)−2. This induces a lower bound
on 1− β1; namely, there exists a constant c11 ≥ 1 such that
(5.4)
∞∑
n=1
Re(zjn) ≤ 1−
1
(2− β1)2j + Re
( 1
(1 + iγ′)2j
− 1
(2− β1 + iγ′)2j
)
≤ c11j(1− β1).
We need a lower bound for the left hand side of (5.4). Define
L := |z1|−1
∞∑
n=1
|Re(zjn)|.
For t ∈ R, the number of nontrivial zeroes ρ = β + iγ of L(s, pi × pi) satisfying |γ − t| ≤ 1 is
O(logC(pi × pi, t)). Thus by (3.7), there exist constants c12 ≥ 1 and c13 ≥ 1 such that
(5.5) L ≤ c12(2− β ′)2
∑
ω
( 1
|2− ω|2 +
1
|2 + iγ′ − ω|2
)
≤ c13 log(C(pi × pi)(e+ |γ′|)n2[F :Q]).
By [12, Theorem 4.2], there exists an integer 1 ≤ j1 ≤ 24L such that
(5.6) 8
∞∑
n=1
Re(zj1n ) ≥ (2− β ′)−2j1 ≥ exp(−2j1(1− β ′)).
We combine (5.4) and (5.6) to obtain the bound exp(−2j1(1 − β ′)) ≤ 8c11j1(1 − β1). Since
j1 ≤ 24L ≤ 24c13 log(C(pi × pi)(e+ |γ′|)n2[F :Q]) per (5.5), we arrive at the bound
exp(−48c13 log(C(pi×pi)(e+|γ′|)n2[F :Q])(1−β ′)) ≤ 192c11c13 log(C(pi×pi)(e+|γ′|)n2[F :Q])(1−β1).
We obtain the desired result by solving the above inequality for β ′. 
We use Proposition 5.3 to determine an upper bound for β1 (if it exists).
Corollary 5.4. There exists a sufficiently large constant c14 > 0 such that if the exceptional
zero β1 in Proposition 5.1 exists, then β1 ≤ 1− C(pi × pi)−c14.
Proof. If β ′ 6= β1 is a real zero of L(s, pi× pi) (trivial or nontrivial), then by Proposition 5.3,
(5.7) β ′ ≤ 1−
c10 log
1
1−β1 + c10 log c9 − c10 log log(C(pi × pi)en
2[F :Q])
log(C(pi × pi)en2[F :Q]) .
First, consider the case where C(pi × pi)en2[F :Q] is large enough so that
(5.8) − c10 log c9 − c10 log log(C(pi × pi)e
n2[F :Q])
log(C(pi × pi)en2[F :Q]) ≤
1
2
.
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This is satisfied when C(pi × pi)en2[F :Q] is larger than a certain absolute and effectively com-
putable constant. By (5.7), we have
β ′ ≤ 1
2
− c10
log 1
1−β1
log(C(pi × pi)en2[F :Q]) .
Define c so that
β1 = 1− (C(pi × pi)en2[F :Q])−c.
It follows that β ′ ≤ 1
2
− c10c. If c ≥ 7/(2c10), then we have determined that L(σ, pi × pi) 6= 0
for all σ ≥ −3. This contradicts the fact that the trivial zeroes of ζF (s) are included among
the trivial zeroes of L(s, pi×pi), and ζF (s) has a trivial zero in the set {−2,−1}. We conclude
that β1 ≤ 1 − (C(pi × pi)en2[F :Q])−7/(2c10). The Minkowski bound [F : Q] ≪ logDF yields
β1 ≤ 1− C(pi × pi)−c14 once c14 is sufficiently large.
If C(pi × pi)en2[F :Q] is not large enough to satisfy (5.8), then there exists an absolute and
effectively computable constant 0 < B < 1 such that any real zero β of L(s, pi × pi) satisfies
β ≤ 1− B = 1− C(pi × pi)− logB
−1
logC(pi×p˜i) ≤ 1− C(pi × pi)−c14
once c14 is made sufficiently large. 
6. Proof of Theorem 2.1
We prove the result when β1 exists; the complementary case is easier. In order to apply
Proposition 4.1, we make the initial restrictions
(6.1) log logC(pi × pi)≫ n4[F : Q]2, x ≥ C(pi × pi)16n2 , 1 ≤ T ≤ x 116n2[F :Q] .
We begin with the version of Perron’s integral formula proved in [16, Corollary 2.2] applied
to L(s, pi × pi):
∑
Nn≤x
Λpi×pi(n) =
1
2pii
∫ 1+ 1
log x
+iT
1+ 1
log x
−iT
−L
′
L
(s, pi × pi)x
s
s
ds
+O
 ∑
|Nn−x|≤ x√
T
Λpi×pi(n) +
x√
T
∑
n
Λpi×pi(n)
Nn1+
1
log x
 .
We estimate the contour as in [16, Sections 4 and 5] and apply (6.1) to arrive at∑
Nn≤x
Λpi×pi(n) = x−
∑
0<β<1
|γ|≤T
xρ
ρ
+O
( ∑
x− x√
T
≤Nn≤x+ x√
T
Λpi×pi(n)+
x√
T
∑
n
Λpi×pi(n)
Nn1+
1
log x
+
x(log x)2
T
)
.
where ρ = β + iγ ranges over the zeroes of L(s, pi × pi). The bounds (5.2) and (6.5) imply
that ∑
Nn≤x
Λpi×pi(n) = x−
∑
0<β<1
|γ|≤T
xρ
ρ
+O
( ∑
x− x√
T
≤Nn≤x+ x√
T
Λpi×pi(n) +
x(log x)2√
T
)
.
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By Proposition 4.1 and (6.1), we have
(6.2)
∑
Nn≤x
Λpi×pi(n) = x−
∑
0<β<1
|γ|≤T
xρ
ρ
+O
(x(log x)2√
T
)
.
It follows from (6.2) that for 2 ≤ h ≤ x, we have that∑
x<Nn≤x+h
Λpi×pi(n) = h−
∑
0<β<1
|γ|≤T
(x+ h)ρ − xρ
ρ
+O
(x(log x)2√
T
)
.
When |γ| ≤ x/h, we observe that∣∣∣∣(x+ h)ρ − xρρ
∣∣∣∣ = ∣∣∣∣∫ x+h
x
τρ−1 dτ
∣∣∣∣ ≤ ∫ x+h
x
τβ−1 dτ ≤ hxβ−1.
For |γ| ≥ x/h, we have the trivial bound∣∣∣∣(x+ h)ρ − xρρ
∣∣∣∣ ≤ (2x)β + xβ|γ| ≤ 3xβ|γ| .
Finally, note that by the mean value theorem, there exists ξ ∈ [x, x+ h] such that
(x+ h)β1 − xβ1
β1
= hξβ1−1.
Thus there exists ξ ∈ [x, x+ h] such that
(6.3)
∣∣∣1
h
∑
x<Nn≤x+h
Λpi×pi(n)− 1 + ξβ1−1
∣∣∣≪ ∑′
0<β<1
|γ|≤x log x
h
xβ−1 +
x
h
∑′
0<β<1
x log x
h
<|γ|≤T
xβ−1
|γ| +
x(log x)2
h
√
T
,
where
∑′ denotes a sum over zeroes ρ = β + iγ 6= β1. Next, we subdivide the zeroes into
O(log x) dyadic intervals ej < |γ| ≤ e2j and deduce that the right hand side of (6.3) is
(6.4) ≪
∑′
|γ|≤x log x
h
0<β<1
xβ−1 +
x log x
h
sup
x log x
h
≤M≤T
1
M
∑′
|γ|≤M
0<β<1
xβ−1 +
x(log x)2
h
√
T
.
At this stage, we require some constraints on the relationships amongst x, T , h, and
C(pi × pi). To help simplify future calculations, we choose A ≥ 107 (the constant in the
exponent in Proposition 5.2) and
(6.5) C(pi × pi) ≤ xθ, x1−δ ≤ h ≤ x, T = x 14An2[F :Q] , θ, δ[F : Q] ∈
[
0,
1
16An2
]
.
We will take A to be sufficiently large later on. Subject to (6.5), if β + iγ is a zero other
than β1, then by Proposition 5.1, we have that
(6.6) β ≤ 1− 2c8A/ log x, |γ| ≤ T = x
1
4An2[F :Q] .
By Proposition 5.3, we also have that
(6.7) β ≤ 1− 2c10A log
( 2Ac9
(1− β1) log x
)
/ log x, |γ| ≤ T = x 14An2[F :Q] .
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Finally, by Proposition 5.2, we have that
(6.8) N(σ,M)≪ n2[F : Q]x 1−σ2 , M ≤ T = x 14An2[F :Q] .
Now, if M ≤ T and
η = max
{
c8, c10 log
( 2Ac9
(1− β) log x
)}
,
then by (6.6), (6.7), and (6.8), we have that∑′
|γ|≤M
0<β<1
xβ−1 ≪ log x
∫ 1− 2Aη
log x
0
N(σ,M)xσ−1dσ ≪ n2[F : Q] log x
∫ 1− 2Aη
log x
0
x
σ−1
2 dσ
≪ n2[F : Q]e−Aη
= n2[F : Q] min
{
e−c8A,
((1− β1) log x
2Ac9
)c10A}
(6.9)
≪ n2[F : Q]e−c8Amin{1, ((1− β1) log x)c10A}.
Since min{1, ab} ≤ min{1, a} for a > 0 and b ≥ 1, it follows that if A > 1/c10, then (6.9) is
≪ n2[F : Q]e−c8Amin{1, (1− β1) log x}.
We apply this bound to the two sums in (6.4) and invoke (6.3) and (6.5) to deduce the bound
(6.10)
∣∣∣1
h
∑
x<Nn≤x+h
Λpi×pi(n)− 1 + ξβ1−1
∣∣∣
≪ n2[F : Q]e−c8Amin{1, (1− β1) log x}+ x−
1
16An2[F :Q] (log x)2.
If x ≥ (An2[F : Q])900An2[F :Q], then
log x ≤ x 1544An2[F :Q] ,
and (6.10) is
(6.11) ≪ n2[F : Q]e−c8Amin{1, (1− β1) log x} + x−
1
17An2[F :Q] .
If we also require that x ≥ (ec8AC(pi × pi)c14)17An2[F :Q], then by Corollary 5.4, (6.11) is
≪ n2[F : Q]e−c8Amin{1, (1− β1) log x} ≪ n2[F : Q]e−c8Amin{1, (1− β1) log ξ}.
The bound min{1, (1 − β1) log ξ} < 2(1 − ξβ1−1) is easily demonstrated. Theorem 2.1 then
follows once we invoke (3.7) to bound C(pi × pi).
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