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Notations utilisées
us = [usa, usb, usc]
T : tensions statoriques triphasées ;
ur = [ura, urb, urc]
T : tensions rotoriques triphasées ;
is = [isa, isb, isc]
T : courants statoriques triphasés ;
ir = [ira, irb, irc]
T : courants rotoriques triphasés ;
φs = [φsa, φsb, φsc]
T : ﬂux magnétiques au stator ;
φr = [φra, φrb, φrc]
T : ﬂux magnétiques au rotor ;
usα,β = [usα, usβ]
T : tensions statoriques diphasées dans le repère ﬁxe (α, β) ;
isα,β = [isα, isβ]
T : courants statoriques diphasés dans le repère ﬁxe (α, β) ;
φrα,β = [φrα, φrβ]
T : ﬂux rotoriques diphasés dans le repère ﬁxe (α, β) ;
usd,q = [usd, usq]
T : tensions statoriques diphasées dans le repère tournant (d− q) ;
isd,q = [isd, isq]
T : courants statoriques diphasés dans le repère tournant (d− q) ;
φsd,q = [φrd, φrq]
T : ﬂux rotoriques diphasés dans le repère tournant (d− q) ;
Λ : matrice des inductances ;
Las, Lar : inductances statoriques et rotoriques propres ;
Mas : mutuelle inductance entre deux phases stator ;
Mar : mutuelle inductance entre deux phases rotor ;
M1, M2, M3 : mutuelles inductances entre une phase stator et une phase rotor ;
Rs, Rr : résistances statorique et rotorique ;
viii Notations utilisées
Ls = Las −Mas : inductance statorique cyclique ;
Lr = Lar −Mar : inductance rotorique cyclique ;
Msr =
3
2
M : mutuelle inductance cyclique entre stator et rotor ;
Rs, Rr : matrices diagonales des résistances statoriques et rotoriques ;
Ls, Lr : matrices diagonales des inductances statoriques et rotoriques ;
Msr : matrice des mutuelles inductances cycliques stator, rotor ;
J : moment d'inertie (moteur asynchrone + charge) ;
fv : coeﬃcient de frottements visqueux ;
fs : couple de frottements secs ;
Tl : couple de charge ;
p : nombre de paires de pôles ;
Ω : vitesse mécanique de rotation du rotor ;
pΩ : pulsation électrique correspondante à la vitesse de rotation Ω ;
ωr : pulsation des grandeurs électriques rotoriques ou pulsation de glissement ;
ωs = ωr + pΩ : pulsation des grandeurs électriques statoriques ;
g = ωr
ωs
: glissement ;
θ : position angulaire du rotor ;
ρ : position angulaire du repère tournant (d-q) ;
σ : coeﬃcient de dispersion ou (de Blondel) ;
Cres : couple résistant incluant les frottements et le couple de charge ;
Cem : couple électromagnétique.
Chapitre 1
Introduction générale
1.1 Introduction et Situation Technologique
Que ce soit pour accroître l'eﬃcacité énergétique ou pour optimiser et améliorer les
contrôles des procédés, les industriels s'équipent de plus en plus d'entraînements à vi-
tesse variable par moteurs électriques. Il existe une grande variété de moteurs électriques
pouvant être utilisés comme moteurs d'entraînements et par conséquent, plusieurs types
d'entraînements électroniques à vitesse variable. Ces derniers se distinguent les uns des
autres par les technologies mises en oeuvre et par type de commande.
L'utilisation du moteur asynchrone dans la variation de vitesse n'est pas une chose nou-
velle. Elle se distingue des moteurs à courant continu par sa puissance massique, sa vitesse
maximale supérieure, sa robustesse et son faible coût. L'absence de collecteur mécanique
lui permet d'être le moteur privilégié de nombreux domaines comme l'aérospatiale, la chi-
mie ou la médecine (entretien moins fréquent). Cependant ces avantages ont longtemps
été inhibés par la complexité de la commande. Le couplage non linéaire existant entre le
ﬂux magnétique et le couple moteur est de nature non linéaire plus complexe à mettre en
oeuvre que celui d'un moteur à courant continu. Malgré cela, depuis plusieurs années, la
place du moteur à induction dans les applications industrielles ne cesse de croître. Elle re-
présentait l'année dernière un marché de 12 000 millions de dollars avec une augmentation
annuelle de 15% (Holtz, 00). Cette présence du moteur asynchrone dans les entraînements
régulés est due à l'évolution technologique, notamment en matière de semi-conducteurs,
qui a permis la construction des convertisseurs de puissances élevées, capables de déli-
vrer des tensions ou des courants d'amplitudes et de fréquence réglables. En parallèle,
l'apparition des processeurs numériques de signaux de plus en plus performants a rendu
possible l'implantation à moindres coûts des lois de commandes sophistiquées : la com-
mande vectorielle, les commandes non linéaires (linéarisation entrée-sortie, linéarisation
exacte, ...). Ces dispositifs électroniques nous ont donc permis de retrouver, avec le mo-
teur asynchrone, la souplesse de contrôle et la qualité de la conversion électromagnétique,
naturellement obtenues jusqu'alors avec le moteur à courant continu.
2 Introduction générale
1.2 Problématique, Objectifs et Etat de l'art
Pour des lois de commande dites sophistiquées, se pose un problème majeur qui est la
nécessité d'emploi d'un capteur mécanique (vitesse, couple de charge). Ceci impose un
surcoût et augmente la complexité des montages. Dans certains domaines industriels tels
que la sûreté de fonctionnement, le fonctionnement sans capteur mécanique permet d'une
part de réduire les coûts de fabrication (pas de capteur à implémenter) et de maintenance,
et d'autre part de proposer une solution dégradée mais fonctionnelle aux applications avec
capteurs en cas de panne de ceux-ci. De ce point de vue, l'objectif premier de cette thèse
consiste à concevoir des techniques de détermination des grandeurs mécaniques (vitesse et
couple de charge) de la machine asynchrone en utilisant comme seules mesures les gran-
deurs électriques. Ces techniques, utilisées pour remplacer l'information donnée par les
capteurs mécaniques, sont parfois appelées capteurs logiciels. Une attention particulière
est donnée au fonctionnement de la machine asynchrone sans capteur mécanique à basse
vitesse. Nous nous sommes aussi intéressés à la conception d'une loi de commande non
linéaire associée à l'une des techniques de détermination des grandeurs mécaniques pour
réaliser une commande sans capteur mécanique de la machine asynchrone, c'est le second
objectif de cette thèse. Plusieurs approches d'observation sans capteur mécanique de la
machine asynchrone sont développées dans la littérature. Il existe deux approches ba-
siques. Celle qui est qualiﬁée d'approche sans modèles : nous pouvons citer celles reposant
sur une heuristique et qui sont proches de l'intelligence artiﬁcielle (réseaux de neurones
(Wolbank, 04), (Kuchar, 04)) et celles qui utilisent les phénomènes parasites liés à la géo-
métrie de la machine. Ces dernières introduisent des harmoniques fonctions de la vitesse
da la machine ((Obradovic, 01), (Ferrah, 98), (Morand, 05)). Une autre approche est basée
sur un modèle de comportement de la machine qui s'appuie sur les techniques d'observa-
tion issues de l'automatique. Nous distinguons plusieurs catégories : les ﬁltres de Kalman
étendus ((Zein, 00), (Saheb, 04), (Westerholt, 94), (Morand, 05)) et les ﬁltres de Luenber-
ger étendus ((Zein, 00), (Saheb, 04)), qui ne peuvent garantir que la convergence locale, les
méthodes adaptatives : ((Schauder, 92), (Lubineau, 99), (Campbell, 02)) et les observa-
teurs non linéaires tels que par exemple les observateurs par modes glissants ((Garcia, 98),
(Aurora, 04)) et les observateurs à grand gain ((Strangas, 99), (Khalil, 04)). C'est prin-
cipalement dans cette dernière direction que mon travail de thèse s'est orienté pour l'ob-
servation de la machine asynchrone sans capteur mécanique. Dans le domaine de la com-
mande sans capteur mécanique, il existe aussi de nombreux articles consacrés à ce sujet
(voir (Tajima, 93), (Lin, 94), (Peresada, 99), (Marino, 99), (Guidi, 00), (Montanari, 00),
(Feemster, 01), (Marino, 02), (Aurora, 04), (Khalil, 04), (Barambones, 04), (Marino, 04)).
Cependant, à notre connaissance, les méthodes de commandes sans capteur mécanique
proposées dans la littérature sont testées et évaluées dans des conditions de fonctionne-
ment à haute vitesse de la machine alors que comme nous allons le voir au chapitre 3,
les diﬃcultés sont essentiellement à basse vitesse à cause de l'inobservabilité de la ma-
chine asynchrone. Il n'existait pas de benchmark permettant de tester expérimentalement
les lois de commandes sans capteur mécanique prenant en compte le fonctionnement à
basse vitesse. Nous avons aussi constaté que pour ces lois de commandes sans capteur mé-
canique proposées dans la littérature, il n'existait pas de démonstration de convergence
globale de l'ensemble "Commande+Observateur" en boucle fermée excepté les travaux de
(Feemster, 01) et (Marino, 04). Néanmoins, les méthodes proposées dans (Feemster, 01)
et (Marino, 04) ont été testées et évaluées à haute vitesse et considèrent le couple de
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charge comme étant une variable connue (mesurée). Ainsi, mon travail de thèse s'est aussi
orienté dans cette direction dans le but de proposer une loi de commande non linéaire
sans capteur mécanique qui réponde aux questions posées.
1.3 Organisation du rapport de thèse
Le mémoire de thèse est organisé en quatre parties :
a. Le chapitre 2 est consacré aux rappels des notions de base d'observabilité des systèmes
linéaires et non linéaires ainsi qu'à la présentation, en particulier, de synthèses d'observa-
teurs quand le problème des entrées pour les systèmes non linéaires est posé (observabilité
non uniforme) et la notion d'observabilité uniforme quand ce problème ne se pose pas.
Diﬀérentes notions d'observabilité sont abordées : locale, globale, uniforme, générique. Ces
éléments de base sur l'observabilité et la synthèse d'observateurs des systèmes linéaires et
non linéaires constituent une introduction aux chapitres 3 et 4.
b. Dans le chapitre 3, nous rappelons d'abord la modélisation de la machine asynchrone,
ensuite nous nous intéressons plus spéciﬁquement au problème de l'observation de la ma-
chine asynchrone sans capteur mécanique. Dans le cas où la vitesse est mesurée, il n'y a
pas de diﬃculté théorique à établir l'observabilité des grandeurs électriques (ﬂux et cou-
rant) et mécaniques (vitesse et couple de charge). Dans le cas contraire, lorsque la mesure
de la vitesse mécanique n'est pas autorisée, nous exposerons les diﬃcultés théoriques qui
s'opposent à la réalisation des observateurs de vitesse.
Cette étude d'observabilité nous a permis de déﬁnir deux nouveaux benchmarks : "Ob-
servateur sans capteur mécanique" et "Commande sans capteur mécanique". Ces deux
benchmarks permettent respectivement de tester et d'évaluer les performances des ob-
servateurs et des commandes sans capteur mécanique en particulier lorsque la machine
asynchrone fonctionne à basse vitesse. Ces deux benchmarks ont été déﬁnis en collabo-
ration avec le laboratoire IREENA dans le cadre de l'action inter GDR du groupe CE2
"Commande des Entraînements Electriques". Ils sont utilisés dans les chapitres 4 et 5
pour tester les observateurs et la commande sans capteurs que nous avons développés
durant cette thèse.
c. Dans le chapitre 4, nous nous intéressons plus particulièrement aux techniques de syn-
thèses d'observateurs non linéaires pour la machine asynchrone sans capteur mécanique.
Compte tenu de la multiplicité des techniques de synthèses disponibles citées ci-avant et
sur lesquelles nous reviendrons au début de ce chapitre, une approche fructueuse pour
la synthèse d'observateurs pour la machine asynchrone sans capteur mécanique serait la
suivante :
 Recherche des décompositions possibles du modèle de la machine asynchrone sans
capteur mécanique (sans transformations d'état),
 Synthèses d'observateurs non linéaires robustes pour chacun des sous-systèmes mis
en évidence,
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 Etude de stabilité de l'observateur résultant.
Un tel protocole constitue une motivation directe aux techniques de synthèse d'observa-
teurs non linéaires pour la machine asynchrone sans capteur mécanique développées au
chapitre 4. Nous montrons ensuite les résultats expérimentaux de ces techniques d'obser-
vation et la comparaison de leurs performances respectives.
d. Dans le chapitre 5 est conçue une loi de commande non linéaire utilisant un obser-
vateur de vitesse de la machine asynchrone sans capteur mécanique. Après avoir fait un
état de l'art sur les diﬀérentes techniques de commandes de la machine asynchrone sans
capteur mécanique trouvées dans la littérature, nous présentons d'abord la conception
de la loi de commande avec mesure de vitesse ainsi que sa démonstration de conver-
gence par la théorie de Lyapunov. Ensuite, nous rappelons l'observateur de vitesse que
nous proposons d'associer à la loi de commande pour réaliser une commande non linéaire
sans capteur mécanique. Une démonstration de convergence globale de l'ensemble "Com-
mande+Observateur" est donnée dans ce chapitre. La ﬁn du chapitre 5 est consacrée à la
mise en oeuvre expérimentale de la loi de commande associée à l'observateur de vitesse.
Ces travaux ont fait l'objet de plusieurs publications :
PUBLICATION EN REVUES
[Ghanes, 05] M. Ghanes, J. DeLeon and A. Glumineau "Validation of an Interconnected
High Gain Observer for Sensorless Induction Motor On Low Frequencies Benchmark :
Application to an Experimental Set-up", IEE Proc. Control Theory and Applications.
Vol. 152, No. 4, pp. 371-378, July 2005.
PUBLICATIONS EN CONGRES INTERNATIONAUX
[Ghanes, 05] M. Ghanes, A. Glumineau and L. Loron "New Benchmark for sensorless
induction motor drives and validation of a nonlinear controller using a speed observer",
IEEE IECON'05, Raleigh, North Carolina, USA, 6-10 November 2005.
[Ghanes, 05] M. Ghanes, J. DeLeon and A. Glumineau "Experimental results of a Cas-
cade Observer for sensorless induction motor on low frequencies Benchmark", IFAC World
Congress, Prague, Czech Republic 4-8 July 2005.
[Ghanes, 04] M. Ghanes, A. Girin and T. Saheb "Original Benchmark for sensorless induc-
tion motor drives at low frequencies and validation of high gain observer", IEEE American
Control Conference ACC'04, Boston, Massachussets, USA, 30 June-2 July 2004.
[Ghanes, 04] M. Ghanes, A. Glumineau and J. DeLeon, "Backstepping Observer Valida-
tion for Sensorless Induction Motor On Low Frequencies", IEEE International Conference
on Industrial Technology, IEEE ICIT'04, Tunisia, 8-10 December 2004.
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PUBLICATION EN CONGRES NATIONAUX
[Ghanes, 05] M. Ghanes, A. Glumineau et Luc Loron, "Nouveau Benchmark pour la com-
mande sans capteur de la machine asynchrone et validation d'une commande vectorielle à
modes glissants associée à un observateur à grand gain interconnecté", JDMACS, Lyon,
5-7 Septembre 2005.
ARTICLES SOUMIS
[Ghanes, 05] M. Ghanes, J. DeLeon and A. Glumineau "A sensorless output feedback
controller of induction motor drive : new design and experimental validation", Soumis à
International Journal of Control, Novembre 2005.
[Ghanes, 05] M. Ghanes, J. DeLeon and A. Glumineau "Interconnected observers for
induction motor without mechanical sensors", Soumis à Electric Power Systems Research,
Novembre 2005.
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Chapitre 2
Préliminaires : Observabilité et
Observateurs
2.1 Introduction
La commande par retour d'état statique ou dynamique repose implicitement sur l'hy-
pothèse que tout l'état est connu à chaque instant. Pour des raisons technologiques (de
matériel, de réalisabilité, etc), de ﬁabilité (panne des éléments de mesure) ou encore éco-
nomiques (coût des capteurs), dans de nombreuses applications la mesure de tout l'état
n'est pas possible. Il est alors nécessaire, à l'aide des mesures disponibles de reconstruire
les variables d'état non mesurées. C'est le problème bien connu de l'observation. Nous
retrouvons cette problématique dans un contexte plus général que celui de la commande,
comme par exemple le diagnostic, la détection de panne, la sécurité où la connaissance
de l'état du système peut être nécessaire. Par ailleurs, pour les systèmes représentés par
une dynamique linéaire -systèmes linéaires- la commande et l'observation peuvent être
traitées indépendamment l'une de l'autre. En eﬀet la synthèse d'une loi de commande
avec observateur peut être séparée en deux : la résolution du problème d'observation et la
résolution du problème de commande. C'est le principe de séparation. Pour les systèmes
non linéaires, il en est tout autrement, la résolution du problème d'observation ne peut pas
en général se faire indépendamment de celui de la commande et ceci pour deux raisons :
 Les entrées non universelles : dans le cas non linéaire, la reconstruction de l'état peut
dépendre des entrées considérées ce qui n'est pas le cas pour les systèmes linéaires.
On dit alors que l'observabilité du système dépend de l'entrée.
 Le principe de séparation n'est pas vériﬁé en général, même si le système est obser-
vable pour la loi de commande appliquée.
Ce présent chapitre est donc principalement constitué de rappels sur les notions et pro-
priétés de l'observation des systèmes.
Ces rappels constituent une introduction au problème d'observabilité et de synthèse d'ob-
servateurs pour la machine asynchrone sans capteur mécanique abordé dans les deux
chapitres suivants.
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2.2 Systèmes Linéaires
Nous rappelons ici les résultats classiques sur l'observabilité et la synthèse d'observateurs
pour les systèmes linéaires tels qu'on peut les trouver dans (Hermann, 77), (Kailath, 80),
(Sontag, 90) (Wonham, 94), (Besançon, 96-2), (Lopez, 98), (Souleiman, 01).
2.2.1 Observabilité et observateur
Considérons ici un système linéaire stationnaire de la forme :
x˙(t) = Ax(t) +Bu(t)
y = Cx(t) (2.1)
où x ∈ IRn, u(t) ∈ IRm et y(t) ∈ IRp.
La propriété d'observabilité d'un tel système correspond au fait que l'état x(t) peut être
déterminé sur tout intervalle [to, t1] à partir de la connaissance de u(t) et y(t), et peut
être formalisée de la façon suivante :
Déﬁnition 1 Observabilité (Kailath, 80), (Sontag, 90). Le système (2.1) est observable
si, étant donné l'instant t0, il existe un instant t1 ﬁni tel que la connaissance de y(t0, t1)
et u(t0, t1) permette de déterminer de manière unique l'état x(t0) = x0 et ceci quelque soit
l'entrée du système.
Déﬁnition 2 Reconstructibilité. Un état x1 est dit reconstructible à l'instant t1 si, quelque
soit u(t), il existe t0 ≤ t1 tel que la connaissance de u(t) et de y(t) avec t ∈ [t0, t1],
permettent de déterminer x1 = x(t1). Si tout état est reconstructible à l'instant t1, le
système est dit complétement reconstructible.
Remarque 1 Dans la première déﬁnition (observabilité), le problème est de retrouver la
condition initiale de l'état à partir d'informations postérieures à celle-ci. Dans la deuxième
(reconstructibilité) le problème est de déterminer l'état à partir d'informations antérieures
à celle-ci.
Comme cela à été écrit ci-dessus, si on peut retrouver l'état initial, on peut retrouver
l'état à tout instant. On notera que dans la pratique, c'est la connaissance de x(t) et non
celle de x0 qui nous importera pour concevoir des lois de commande utilisant l'état.
Pour tester l'observabilité d'un système, diﬀérents critères existent. On peut, par exemple,
appliquer le test du rang de la matrice d'observabilité, déﬁnie par :
Θ =

C
CA
...
CAn−1
 (2.2)
La condition du rang s'énonce comme suit.
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Déﬁnition 3 Le système (2.1) est observable si et seulement si le rang de la matrice Θ
est égal à n. On dit alors que la paire (C,A) est observable.
Ce résultat signiﬁe que le sous espace non observable déﬁni par N = Ker(∩ni=1CAi−1) (Le
plus petit sous-espace vectoriel invariant contenu dans le noyau de C (KerC)) est réduit
à 0.
Dans ces conditions, il est possible de construire un observateur de type Luenberger
((Luenberger, 64), (Luenberger, 66), (Luenberger, 71)) pour (2.1) :
˙ˆx = Axˆ+B.u+ L(y − Cxˆ) (2.3)
En posant e = x− xˆ, l'erreur entre l'état réel et l'état estimé, on obtient l'équation de la
dynamique de l'erreur d'observation :
e˙ = x˙− ˙ˆx = (A− LC)e (2.4)
2.2.2 Principe de fonctionnement de l'observateur
La structure de l'observateur est celle indiquée sur la ﬁgure (Fig. 2.1). Elle fait intervenir
tout d'abord un estimateur fonctionnant en boucle ouverte qui est caractérisé par la même
dynamique que celle du système. La structure fonctionnant en boucle fermée obtenue par
l'introduction d'une matrice de gains L permet d'imposer la dynamique propre à cet
observateur.
Fig. 2.1: Schéma fonctionnel d'un observateur d'état.
Les diﬀérentes grandeurs mentionnées sur la ﬁgure représentent respectivement : un vec-
teur d'entrée U du système réel et de l'observateur, un vecteur d'état X constitué des
grandeurs à observer et un vecteur de sortie Y dont les composantes sont mesurables
(courants, tensions dans le cas de la machine asynchrone sans capteur mécanique). Le
dernier vecteur est comparé au vecteur équivalent donné par l'observateur pour assurer
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le fonctionnement en boucle fermée. Cette diﬀérence est multipliée par une matrice de
gain L et envoyée à l'entrée de l'observateur pour inﬂuencer les états estimés. Ainsi, par
un choix judicieux de la matrice de gain L tel que les valeurs propres de A-LC soient
à parties réelles strictement négatives, on peut modiﬁer la dynamique de l'observateur
(2.4), et par conséquent faire évoluer la vitesse de convergence de l'erreur vers zéro plus
ou moins rapidement.
Détectabilité On rappelle que si le sous-espace inobservable N n'est pas réduit à zéro,
on peut néanmoins garder la possibilité de construire un observateur, à condition que le
sous-espace des modes instables de A (au moins) soit observable : c'est la propriété de
détectabilité.
2.3 Le cas non linéaire
Soit le système non linéaire de la forme :
x˙(t) = f(x(t), u(t))
y(t) = h(x(t))
(2.5)
où x(t) ∈ Rn représente l'état, u(t) ∈ Rm l'entrée et y(t) ∈ Rp la sortie. f(·, ·) et h(·) sont
des fonctions analytiques.
Contrairement au cas linéaire, le problème de l'observabilité des systèmes non linéaires
se complique, dans la mesure où l'observabilité dans ce cas peut dépendre de l'entrée
appliquée. L'observabilité des systèmes non linéaires est déﬁnie à partir de la notion d'in-
discernabilité (ou d'indistinguabilité) (Hermann, 77). Une bonne synthèse sur ces notions
est donnée dans (Bornard, 93).
2.3.1 Observabilité et condition de rang
Déﬁnition 4 Indiscernabilité (Hermann, 77) Deux états initiaux x(t0) = x1 et
x(t0) = x2 sont dit indiscernables pour le système (2.5) si ∀t ∈ [t0, t1], les sorties corres-
pondantes y1(t) et y2(t) sont identiques quelle que soit l'entrée admissible u(t) du système.
Déﬁnition 5 Observabilité Le système non linéaire (2.5) est dit observable s'il n'admet
de paire indiscernable.
En d'autres termes, un système est observable s'il n'existe pas d'états initiaux distincts
qui ne puissent être départagés par examen de la sortie du système.
Déﬁnition 6 Espace d'observabilité (Hermann, 77) Soit le système (2.5). L'espace
d'observabilité, noté O, est le plus petit sous-espace vectoriel de fonction de Rn à valeur
dans l'espace de sortie, contenant les sorties h1, h2, . . . , hp et qui soit fermé sous l'opération
de la dérivation de Lie par rapport au champ de vecteur f(x, u), u étant ﬁxé.
On note dO l'espace des diﬀérentielles des éléments de O.
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Déﬁnition 7 (Besançon, 96-2) L'espace dO(x0) (c'est à dire évalué en x0) caractérise
l'observabilité faible locale en x0 du système (2.5). Le système (2.5) est dit satisfaisant la
condition de rang d'observabilité en x0 si :
dim dO(x0) = n (2.6)
Le système (2.5) satisfait la condition de rang d'observabilité si , pour tout x ∈ Rn :
dim dO(x) = n (2.7)
Remarque 2 Dans le cas du système linéaire (2.1), on considère alors l'espace vectoriel
O des fonctions de Rn à valeurs dans Rp engendré par Cx,CAx, . . . , CAn−1x et l'es-
pace dO, l'espace des diﬀérentielles (constantes) de chacunes de ces fonctions. En chaque
point x, l'évaluation de dO est alors donné par [C,CA, . . . , CAn−1] : on retrouve donc la
condition de rang donnée précédemment (2.2).
On introduit ici la notion d'espace d'observabilité générique (Conte, 99) noté O et déﬁnit
par O = X ∩ (Y + U), avec :
X = SpanKdx
U = SpanKdu(v), v ≥ 0
Y = SpanKdy(w), w ≥ 0
où K est l'ensemble des fonctions méromorphes (Conte, 99).
Déﬁnition 8 Le système (2.5) est génériquement observable si et seulement si :
dim O = n.
Cette condition est appelée condition de rang d'observabilité générique.
Supposons que la condition de rang d'observabilité générique soit satisfaite. On peut alors
vériﬁer :
rangK

dh
dLfh
...
dLn−1f h
 = n
ou bien avec une déﬁnition algébrique équivalente :
rangK

dy
dy˙
...
dy(n−1)
 = n.
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Cela implique que l'état x peut être déduit de la connaissance de la sortie et d'un nombre
ﬁni de ses dérivées.
Un critère seulement suﬃsant est que le jacobien :
∂(y, ..., y(n−1))
∂(x1, ..., xn)
(2.8)
soit de rang plein.
2.3.2 Observabilité et problème des entrées
Pour les déﬁnitions précédentes (4), (5), il peut y avoir des entrées pour lesquelles il existe
des états qui ne sont pas discernables par ces entrées où d'une autre façon tout l'état x
ne peut être déduit de la sortie et d'un nombre ﬁni de ses dérivées.
Ce constat peut être illustré par le système suivant :
x˙1 = ux2
x˙2 = −x2 (2.9)
y = x1 (2.10)
Ce système n'est pas observable pour l'entrée u = 0 et constante car cette entrée ne
permet pas de discerner x1 et x2 par examen de la sortie y. En eﬀet, si u = u˙ = 0, x1 peut
être déduit de y par contre x2 ne peut pas être déduit par les dérivées d'ordres supérieurs
de y car y˙ = y(2) = ... = 0 pour u = u˙ = 0.
Remarque 3 Dans le cas où l'entrée u = 0 et n'est pas constante, l'état x2 ne peut pas
être déduit par la dérivée d'ordre 1 de y car : y˙ = 0 pour u = 0 mais par contre il peut être
déduit par la connaissance de la dérivée d'ordre 2 de y car : y(2) = u˙x2 6= 0 pour u = 0
et u˙ 6= 0. On peut alors exprimer x2 en fonction de y(2) et u˙ de la manière suivante :
x2 =
y(2)
u˙
. C'est la notion d'entrée régulièrement persistante qui est déﬁnie par la
déﬁnition (11) ci-après.
Remarque 4 Dans certains cas, pour des entrées qui rendent certains états du système
indiscernables, on peut construire un observateur qui est stable pour ces entrées.
A titre d'exemple, le système précédent (2.9) admet un observateur de type Luenberger
(voir
∮
2.2.2) pour l'entrée u = 0 :
˙ˆx1 = l1(x1 − xˆ1)
˙ˆx2 = −xˆ2 + l2(x1 − xˆ1) (2.11)
yˆ = xˆ1
On peut démontrer que la dynamique de l'erreur d'estimation e˙ = ˙ˆx− x˙ = (A−LC)e de
l'observateur (2.11) est stable en choissant L tel que la matrice (A− LC) ait des valeurs
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propres à partie réelle strictement négative où x = [x1, x2]T , L = [l1, l2]T , A =
(
0 0
0 −1
)
et C=[1 0].
Néanmoins, en général, contrairement aux systèmes linéaires, l'observabilité d'un système
non linéaire ne suﬃt pas pour la synthèse d'un observateur. Une telle synthèse doit prendre
en compte le problème des entrées. Il en résulte que l'étude des propriétés des entrées pour
un système donné est de grande importance pour la synthèse d'un observateur comme nous
allons le voir au chapitre 4 : "Observateurs non linéaires robustes sans capteur mécanique
pour la machine asynchrone".
Déﬁnition 9 Entrée universelle (Besançon, 96-2) Une entrée u est dite universelle
sur [0, t] si pour tout couple d'états initiaux distincts x0 6= x¯0, il existe τ ∈ [0, t] tel que
les sorties correspondantes y(τ, x0) et y(τ, x¯0) soient diﬀérentes.
En d'autres termes, une entrée universelle est une entrée qui permet de discerner tout
couple d'état initiaux par examen de la sortie.
Déﬁnition 10 Entrée singulière (Besançon, 96-2) Une entrée non universelle sera
dite entrée singulière.
Une classe particulière de systèmes pour lesquels ont été caractérisées des propriétés plus
fortes des entrées, est la classe des systèmes aﬃnes en l'état du type :
x˙(t) = A(u)x+B(u)
y = Cx
(2.12)
sur laquelle nous reviendrons au début du chapitre 4 avec une forme un peu particulière.
En déﬁnissant :
 la matrice de transition Φ(τ, t) du système par
dΦ(τ, t)
dτ
= A(u(τ))Φ(τ, t) (2.13)
Φ(t, t) = Id (2.14)
 le grammien d'observabilité Γ(t, T, u) par
Γ(t, T, u) :=
∫ t+T
t
Φ(τ, t)TCTCΦ(τ, t)dτ (2.15)
 la plus petite valeur propre de Γ(t, T, u) : Υ(t, T, u)
il existe des caractérisations d'entrées "suﬃsamment universelles" pour permettre la syn-
thèse d'observateurs :
Déﬁnition 11 [Entrées Régulièrement Persistantes1] ((Hammouri, 90), (Besançon,
96-1), (Annexe A))
Une entrée admissible (mesurable et bornée) u est dite régulièrement persistante pour le
système (2.12) si il existe T > 0, α > 0, et tels que Υ(t, T, u) ≥ α pour t ≥ t0.
1Nous reviendrons sur ces entrées au chapitre 4 pour la synthèse des observateurs pour la machine
asynchrone sans capteur mécanique.
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Remarque 5 Des notions complémentaires sur la construction d'observateurs pour les
systèmes avec Entrées Régulièrement Persistantes sont données en Annexe A.
Ces éléments sur le problème des entrées montrent qu'en général le gain d'observation et
la stabilité de l'observateur dépendent de l'entrée. Dans le cas où le système est dépourvu
d'entrées singulières, il est appelé système uniformément observable.
2.4 Conclusion
Dans ce chapitre, nous avons rappelé quelques notions relatives à l'observabilité et
aux observateurs des systèmes linéaires et non linéaires. Nous avons présenté diﬀérentes
déﬁnitions sur l'observabilité : nous utiliserons le critère de rang déﬁni par (2.8) dans le
chapitre suivant pour étudier l'observabilité de la machine asynchrone sans capteur mé-
canique.
Nous avons, d'autres part, signalé la dépendance de l'observabilité des systèmes non li-
néaires vis-à-vis de l'entrée, particulièrement les entrées régulièrement persistantes sur
lesquelles nous reviendrons dans le chapitre 4 pour construire les observateurs pour la
machine asynchrone sans capteur mécanique.
Chapitre 3
Observabilité de la machine asynchrone
sans capteur mécanique
3.1 Introduction
Dans ce chapitre, nous rappelons l'étude de l'observabilité de la machine sans capteur mé-
canique. Ce sujet a été largement abordé dans (Westerholt, 94), (Lubineau, 99), (Canudas,
00) et (Ibarra, 04). Dans la continuité de ces travaux, nous présentons des conditions
suﬃsantes d'observabilité et d'inobservabilité de la machine asynchrone sans capteur mé-
canique. Nous allons un pas plus loin en montrant la possibilité ou pas de retrouver
l'observabilité en utilisant les dérivées supérieures des mesures de la machine. Cette étude
d'observabilité, nous a permis de déﬁnir deux benchmarks "Benchmark Observateur sans
capteur mécanique" et "Benckmark Commande sans capteur mécanique" (Ghanes, 03),
(Ghanes, 04), (Ghanes, 05-1) qui sont présentés en détail dans ce chapitre. Ces deux
benchmarks permettent respectivement de tester et valider les observateurs sans capteur
mécanique et les commandes sans capteur mécanique (associées aux observateurs) parti-
culièrement lorsque la machine est proche et dans des conditions inobservables.
En préambule à cette étude d'observabilité de la machine asynchrone, il est fondamenta-
lement important de présenter les modèles mathématiques de la machine asynchrone.
3.2 Modélisation de la machine asynchrone
3.2.1 Introduction
Il est présenté dans cette première partie les modèles mathématiques de la machine asyn-
chrone qui seront utilisés par la suite pour l'étude de l'observabilité et la synthèse des
diﬀérents observateurs et de commandes développées tout au long de cette thèse. Classi-
quement et de façon systématique tous les modèles sont obtenus via la théorie de Park
(Caron, 95) qui consiste à écrire ces modèles dans des repères particuliers.
Cette méthode se décompose en deux étapes :
1. Transformation Triphasé-Diphasé (dans un repère ﬁxe) (Concordia)
2. Transformation Repère ﬁxe-Repère tournant (Park)
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Les modèles présentés ci-après tiennent compte des hypothèses suivantes :
Hypothèse 1
1. les ﬂux sont proportionnels aux courants via les inductances et mutuelles (hypothèse de
linéarité magnétique).
2. Les pertes fer sont négligées.
3. La machine est modélisée comme une machine tournante, triphasée au stator et tri-
phasée au rotor. L'entrefer est constant. L'eﬀet des encoches est négligé et les forces
magnétomotrices sont à distribution spatiale sinusoïdale.
3.2.2 Transformation triphasé-diphasé
On considère un système sinusoïdal triphasé équilibré où (xa, xb, xc, xo) représentent
des grandeurs physiques (courants, tensions ou ﬂux magnétiques).
xa(t) = A cos(ωt+ ϕ)
xb(t) = A cos(ωt+ ϕ− 2pi
3
) (3.1)
xc(t) = A cos(ωt+ ϕ− 4pi
3
)
Un tel système (3.1) est dit équilibré. Dans ce cas, la composante homopolaire xo =
xa + xb + xc est nulle à chaque instant.
Ceci nous permet de simpliﬁer les équations d'une machine à courant alternatif en passant
d'une représentation triphasée (xa, xb, xc) à une représentation diphasée xα, xβ et inverse-
ment à l'aide de la matrice de Concordia T32.
Avec :
T32 =
√
2
3
 1 0−1
2
√
3
2
−1
2
−√3
2
 (3.2)
vériﬁant : T T32*T32 = I,
on obtient :
xaxb
xc
 = T32 [xαxβ
]
(3.3)
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et :
[
xα
xβ
]
= T T32
xaxb
xc
 . (3.4)
3.2.3 Transformation Repère ﬁxe → Repère Tournant (d-q)
La matrice de rotation P (ρ) ou matrice de Park permet d'exprimer le vecteur x dans
un repère diﬀérent :
P (ρ) =
[
cos(ρ) − sin(ρ)
sin(ρ) cos(ρ)
]
(3.5)
où ρ est la position angulaire du repère tournant.
En résumé :
- Passage du repère tournant (d− q) vers le repère ﬁxe diphasé (α, β) :[
xd
xq
]
= P (ρ)T
[
xα
xβ
]
(3.6)
- Passage du repère tournant (d− q) vers le repère ﬁxe triphasé (a, b, c) :
[
xd
xq
]
= P (ρ)TT T32
xaxb
xc
 . (3.7)
3.2.4 Application à la machine asynchrone
3.2.5 Description
La machine asynchrone est composée d'un stator à trois enroulements triphasés appelé
inducteur et d'un rotor appelé induit. Le rotor supporte soit des bobinages dans le cas
des moteurs à rotor bobiné souvent à bagues, soit un ensemble de barres interconnectées
dans le cas des moteurs à cage d'écureuil. Dans les deux cas, la création d'un champ
tournant au stator engendre des courants induits dans le rotor à la pulsation ωs. Ces
courants tendent à s'opposer à la variation de ﬂux dans les spires du rotor. Il en résulte un
couple mécanique sur ce dernier. Le rotor tournant à la vitesse Ω , les courants rotoriques
ont pour pulsation ωr = ωs − pΩ . Le couple électromagnétique est proportionnel à la
pulsation ωr : si la pulsation des courants rotoriques s'annule, le couple s'annule également.
On parle alors de synchronisme. Le fonctionnement normal de la machine asynchrone
qui suppose la génération de couple est obligatoirement accompagné d'une diﬀérence ωr,
appelée pulsation de glissement, entre la pulsation statorique ωs et la pulsation mécanique
pΩ .
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3.2.6 Mise en équation
Les tensions triphasées du stator us, les courants statoriques is et rotoriques ir sont reliés
aux ﬂux magnétiques totaux φs et φr par les équations diﬀérentielles matricielles sui-
vantes :
au stator :
us = Rs is +
dφs
dt
(3.8)
au rotor :
0 = Rr ir +
dφr
dt
(3.9)
(avec les enroulements stator en court circuit : ur = 0).
Les ﬂux magnétiques sont donnés par l'équation matricielle :
[
φs
φr
]
= Λ
[
is
ir
]
(3.10)
avec la matrice symétrique des inductances Λ qui a pour expression :
Λ =

Las Mas Mas M1 M3 M2
Mas Las Mas M2 M1 M3
Mas Mas Las M3 M2 M1
M1 M2 M3 Lar Mar Mar
M1 M3 M2 Mar Lar Mar
M2 M3 M1 Mar Mar Lar
 (3.11)
où :

M1 =M cos(ωrt)
M2 =M cos(ωrt− 2pi3 )
M3 =M cos(ωrt+
2pi
3
).
(3.12)
La machine triphasée étant alimentée par 3 ﬁls, nous avons à chaque instant :{
ias + ibs + ics = 0
iar + ibr + icr = 0.
(3.13)
Enﬁn par application du principe fondamental de la dynamique au rotor de la machine,
on obtient l'équation mécanique de la machine (Caron, 95) :
J
dΩ
dt
= Cem − Cres. (3.14)
Soit encore :
Ω˙ =
pMsr
JLr
(φrαisβ − φrβisα)− fv
J
Ω− 1
J
Tl. (3.15)
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3.2.7 Modèle de la machine asynchrone dans le plan (α− β)
(Caron, 95)
Par application de la transformation de Concordia déﬁnie en (3.2) aux équations élec-
triques (3.8), (3.9), (3.10) on obtient les équations de la machine dans un repère ﬁxe par
rapport au stator en procèdant de la façon suivante :
- les grandeurs statoriques triphasées s'écrivent :
xsa(t) = A cos(ωst)
xsb(t) = A cos(ωst− 2pi3 ) ⇔ Xsabc = T32Xsαβ
xsc(t) = A cos(ωst+
2pi
3
)
(3.16)
- les grandeurs rotoriques triphasées s'écrivent :
xra(t) = A cos(ωrt)
xrb(t) = A cos(ωrt− 2pi3 ) ⇔ Xrabc = T32P (ωrt)Xrαβ.
xrc(t) = A cos(ωrt+
2pi
3
)
(3.17)
On obtient alors :

0 = RrT32P (ωrt)
[
irα
irβ
]
+ d
dt
(T32P (ωrt)
[
φrα
φrβ
]
)
T32
[
usα
usβ
]
= RsT32
[
isα
isβ
]
+ d
dt
(T32
[
φsα
φsβ
]
)
T32P (ωrt)
[
φrα
φrβ
]
= Lr(T32P (ωrt)
[
irα
irβ
]
) +MsrT32
[
isα
isβ
]
T32
[
φsα
φsβ
]
= LsT32
[
isα
isβ
]
+Msr(T32P (ωrt)
[
irα
irβ
]
)
(3.18)
Par application de la propriété (3.2) et des propriétés des matrices de rotations (3.19)
suivantes :
PaPb = P (a+ b)
d
dt
[P (a(t))] =
d(a(t))
dt
P (a(t) +
pi
2
), (3.19)
on écrit (3.18) sous la forme (3.20) suivante :
0 = Rr
[
irα
irβ
]
+ ωr
[
φrα
−φrβ
]
+
[
φ˙rα
φ˙rβ
]
[
usα
usβ
]
= Rs
[
isα
isβ
]
+
[
φ˙sα
φ˙sβ
]
[
φrα
φrβ
]
= Lr
[
irα
irβ
]
+Msr
[
isα
isβ
]
[
φsα
φsβ
]
= Ls
[
isα
isβ
]
+Msr
[
irα
irβ
]
(3.20)
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avec Msr = 32M.
Par dérivation des deux dernières lignes du système (3.20), puis en y substituant les deux
premières, et, en adjoignant l'équation de la mécanique (3.15) on obtient le modèle non
linéaire stationnaire aﬃne en entrée de la forme :

i˙sα
i˙sβ
φ˙rα
φ˙rβ
Ω˙
 =

b(aφrα + pΩφrβ)− γisα
b(aφrβ − pΩφrα)− γisβ
−aφrα − pΩφrβ + aMsr isα
−aφrβ + pΩφrα + aMsr isβ
m(φrαisβ − φrβisα)− cΩ
+

m1 0 0
0 m1 0
0 0 0
0 0 0
0 0 − 1
J

usαusβ
Tl
 (3.21)
où les paramètres a, b, c, γ, σ, m, m1 sont déﬁnis par :
a = Rr/Lr, b =Msr/σLsLr, c = fv/J , γ = L
2
rRs+M
2
srRr
σLsL2r
, σ = 1− (M2sr/LsLr),
m = pMsr/JLr, m1 = 1/σLs. σ représente le coeﬃcient de dispersion ou de Blondel.
Le couple de charge Tl est considéré comme une perturbation et peut être pris constant
ou variable selon la loi :
Tl = Kc0 +Kc1Ω +Kc2Ω
2 + fssign(Ω).
Remarque 6 Le modèle (3.21) est donné pour un couplage étoile. Dans le cas d'un cou-
plage réel triangle il faudra donc calculer les paramètres étoiles équivalents. De plus pour
un moteur à rotor à cage, seuls 4 paramètres électriques peuvent être déterminés ce qui
laisse un degré de liberté quant à la détermination du jeu de paramètres.
3.2.8 Modèle de la machine asynchrone dans le plan (d− q)
A partir du modèle précédent (3.21) on pose ρ = tan−1(φrβ
φrα
), puis on applique la trans-
formation déﬁnie en (3.5) à toutes les grandeurs électriques, et on obtient le modèle dans
le repère (d− q) suivant (Chiasson, 95) :

Ω˙
˙φrd
ρ˙
i˙sd
i˙sq
 =

mφrd isq − cΩ
−aφrd + aMsrisd
pΩ + aMsr
φrd
isq
−γisd + abφrd + pΩisq + aMsrφrd i2sq−γisq − bpΩφsd − pΩisd − aMsrφrd isd isq
+

0 0 − 1
J
0 0 0
0 0 0
m1 0 0
0 m1 0

usdusq
Tl
 . (3.22)
Remarque 7
1.
{
ρ = tan−1(φrβ
φrα
)
φrd =
√
φ2rα + φ
2
rβ
⇒ φrq = 0, donc il n'est pas nécessaire d'avoir φrq comme
composante d'état.
2. La position étant juste l'intégrale de la vitesse, elle n'est donc pas nécessaire dans la
représentation d'état si l'on ne s'intéresse pas à son observation.
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3.2.9 Choix des sorties
Il convient de distinguer entre les sorties physiques qui sont les états mesurables du sys-
tème et les sorties commandées qui sont les grandeurs que l'on souhaite asservir.
Les états mesurables dans le cas standard sont :
Ym =
isαisβ
Ω
 (3.23)
Il existe une forte demande industrielle pour la suppression du capteur de vitesse comme
nous le verrons plus loin.
3.2.10 Autre modèle de la machine asynchrone
L'étude précédente a été menée entièrement en notation matricielle, cette notation sera
la plus utilisée par la suite dans les problèmes d'observation et de la commande sans cap-
teur mécanique de la machine asynchrone. Néanmoins une autre notation courante est la
notation complexe qui permet d'obtenir des équations très condensées.
Déﬁnissons :
Xi =
xiαxiβ
Ω
 (3.24)
où i = r, s pour désigner une grandeur rotorique ou une grandeur statorique respective-
ment.
Posons Xi = xiα + jxiβ où j est la grandeur complexe habituelle.
Les équations (3.21) deviennent :Φ˙rI˙s
Ω˙
 =
−(a+ jpΩ)Φr + aMsrIsb(a+ jpΩ)Φr − γIs
m[Im(I∗sΦr)]− cΩ− TlJ
+
02x2m1I
01x2
(Us) (3.25)
où I =
(
1 0
0 1
)
et :

Φr = φrα + jφrβ
Is = isα + jisβ
Us = usα + jusβ
3.2.11 Conclusion
Nous avons présenté dans ce chapitre, les modèles de la machine asynchrone utilisés de
façon standard dans la littérature de l'observation, des observateurs et de la commande
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des machines à courant alternatif et que nous utiliserons par la suite. Les modèles obtenus
ne sont pas linéaires. Il est important de noter que le choix du référentiel et les transforma-
tions triphasé diphasé permettent d'obtenir une première simpliﬁcation de l'écriture des
équations d'états. Ceci implique que le choix en ce qui concerne le type d'observateur à
appliquer, dépendra bien évidemment du repère dans lequel on décidera de travailler. En-
ﬁn, nous noterons que pratiquement un observateur dans le plan (α, β) sera normalement
plus simple à mettre en oeuvre du fait de l'absence du calcul des matrices de rotation
mais nécessite un temps de calcul plus court.
3.3 Observabilité de la machine asynchrone
La notion d'observabilité des systèmes non linéaires est complexe. Les critères généraux
permettant d'aﬃrmer qu'un système est ou n'est pas observable sont délicats à mettre
en oeuvre. Nous avons rappelé au chapitre précédent les notions que nous allons utiliser
dans ce chapitre avec en particulier la déﬁnition suivante donnée dans ((Conte, 99)) :
Déﬁnition 12 Espace d'observabilité générique :
Soit le système (2.5). L'espace d'observabilité générique est déﬁni par O = X ∩ (Y + U),
avec :
X = SpanKdx
U = SpanKdu(v), v ≥ 0
Y = SpanKdy(w), w ≥ 0
où K est l'ensemble des fonctions méromorphes.
Le système (2.5) est génériquement observable si et seulement si :
dim O = n. (3.26)
Supposons que la condition de rang d'observabilité générique (3.26) soit satisfaite. On
peut alors vériﬁer :
rangK

dy
dy˙
...
dy(n−1)
 = n.
Un critère seulement suﬃsant est :
le jacobien de ∂(y, ..., y
(n−1))
∂(x1, ..., xn)
est de rang plein. (3.27)
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Exemple 1 Soit le système suivant :
x˙ = 1
y = x2 − x (3.28)
Appliquons le critère du rang (3.27) au système (3.28) :
∂y
∂x
= 2x− 1
Le rang de ce jacobien chute de 1 en x = 1
2
. Il existe donc une singularité d'observation
du système (3.28) en x = 1
2
. Mais ce constat ne veut pas dire que le système (3.28) est
inobservable en x = 1
2
. Pour savoir si le système (3.28) est observable ou pas en x = 1
2
,
on fait appel aux dérivées d'ordres supérieurs de la sortie y. Soit alors y˙ = 2x− 1. Cette
fois-ci, l'état x peut être déduit par la dérivée première de y : x = y˙+1
2
. Le système (3.28)
est donc observable. Cet exemple montre bien que le critère du rang (3.27) est seulement
suﬃsant.
Nous verrons pour la machine asynchrone que lorsque la mesure de vitesse est eﬀectuée,
le système est localement observable. Par contre, lorsque la mesure de vitesse n'est pas
autorisée, l'observation de la vitesse mécanique se heurte à des problèmes d'observabilité
à basse vitesse. Nous donnons ici quelques éléments sur ce sujet et nous montrons dans
le cas où la vitesse est non mesurée, la possibilité ou pas de retrouver l'observabilité du
système en utilisant les dérivées d'ordre supérieures des mesures (courants statoriques).
3.3.1 Observabilité de la machine avec mesure de la vitesse
L'observabilité est un préalable nécessaire à la synthèse d'observateurs pour le ﬂux. Nous
l'étudions ici directement dans le cas non linéaire sous l'hypothèse de vitesse variable. La
même étude dans le cas linéaire (lorsque la vitesse est considérée constante) aboutit aux
mêmes résultats.
Le modèle utilisé est celui donné par (3.21) réécrit sous la forme suivante :
x˙ = f(x) + g(x)u
y = h(x) (3.29)
où Tl est supposé constant,
avec :
x =

x1
x2
x3
x4
x5
x6
 =

isα
isβ
φrα
φrβ
Ω
Tl
 , u =
[
usα
usα
]
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et :
f(x) =

b(ax3 + px5x4)− γx1
b(ax4 − px5x3)− γx2
−ax3 − px5x4 + aMsrx1
−ax4 + px5x3 + aMsrx2
m(x3x2 − x4x1)− cx5 − x6J
0

g(x) =

m1 0
0 m1
0 0
0 0
0 0
0 0

h(x) =
h1h2
h5
 =
x1x2
x5

Soit l'ensemble des fonctions de classe C∞ P1(x) contenant les sorties (les mesures) et
leurs dérivées respectives suivant :
P1(x) =

h1
h2
h5
h˙1
h˙2
h˙5
 =

x1
x2
x5
x˙1
x˙2
x˙5

A l'espace d'observabilité de système est associé le jacobien de P1(x) par rapport à l'état x.
Le jacobien de P1(x) par rapport à l'état x permet donc de caractériser l'obervabilité au
sens du rang :
J1(x) =
∂(P1(x))
∂(x)
=

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
−γ 0 ba bpx5 bpx4 0
0 −γ −bpx5 ba −bpx3 0
−mx4 mx3 mx2 −mx1 −c −1/J

Le déterminant de cette matrice est :
D1 = det(J1(x))
= −b
2
J
a2 − b
2
J
(px5)
2
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Le rang de la matrice J1(x) est égal à l'ordre du système et ceci indépendamment de
la vitesse, ce qui est une condition suﬃsante d'observabilité. La machine asynhrone avec
mesures de vitesse et de courants est donc localement observable. Dans ce cas, il est
donc inutile d'introduire des dérivées d'ordres supérieurs des mesures.
3.3.2 Observabilité de la machine sans mesure de la vitesse
Le thème de la commande sans capteur mécanique de la machine asynchrone (sans me-
sure de vitesse et de charge) est devenu un sujet important et un attrayant champ de la
perspective industrielle car les capteurs de vitesse réduisent la robustesse et la ﬁabilité
dans le pilotage de la machine asynchrone et augmentent son coût ainsi que la complexité
des montages. Il est diﬃcile à résoudre car alors l'observabilité de la machine asynchrone
pose problème dans certains domaines de fonctionnement.
Nous allons ici montrer ces diﬃcultés et que le problème admet des solutions.
Considérons le modèle de la machine asynchrone (3.21) où la vitesse n'est pas mesurée et
de plus le couple de charge est supposé constant alors :
x˙ = f(x) + g(x)u
y = h(x) (3.30)
avec :
x =

x1
x2
x3
x4
x5
x6
 =

isα
isβ
φrα
φrβ
Ω
Tl
 , u =
[
usα
usα
]
et :
f(x) =

b(ax3 + px5x4)− γx1
b(ax4 − px5x3)− γx2
−ax3 − px5x4 + aMsrx1
−ax4 + px5x3 + aMsrx2
m(x3x2 − x4x1)− cx5 − TlJ
0

g(x) =

m1 0
0 m1
0 0
0 0
0 0
0 0

h(x) =
[
h1
h2
]
=
[
x1
x2
]
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Soit l'ensemble des fonctions C∞ P2(x) obtenu de la manière suivante :
P2(x) =

h1
h2
h˙1
h˙2
h
(2)
1
h
(2)
2

=

x1
x2
x˙1
x˙2
x
(2)
1
x
(2)
2

Le jacobien de P2(x) par rapport à l'état x permet de caractériser l'obervabilité au sens
du rang :
J2(x) =
∂(P2(x))
∂(x)
=

1 0 0 0 0 0
0 1 0 0 0 0
−γ 0 ba bpx5 bpx4 0
0 −γ −bpx5 ba −bpx3 0
a1 a2 a3 a4 a5 a6
b1 b2 b3 b4 b5 b6
 (3.31)
où
a1 = ba
2Msr − bpx24m+ γ2
a2 = bpx4mx3 + bpx5aMsr
a3 = −ba2 + bpx4mx2 + bp2x25 − γba
a4 = −2bapx5 + bp(mx3x2 −mx4x1 − cx5 − x6/J)− bpx4mx1 − γbpx5
a5 = −bapx4 − bpx4c+ bp(−ax4 + px5x3 + aMsrx2) + bp2x5x3 − γbpx4
a6 = −bpx4/J
et
b1 = bpx4mx3 − bpx5aMsr
b2 = ba
2Msr − bpx23m+ γ2
b3 = 2bapx5 − bp(mx3x2 −mx4x1 − cx5 − x6/J)− bpx3mx2 + γbpx5
b4 = −ba2 + bpx3mx1 + bp2x25 − γba
b5 = bapx3 + bpx3c− bp(−ax3 − px5x4 + aMsrx1) + bp2x5x4 + γbpx3
b6 = bpx3/J
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Le déterminant de cette matrice est :
D2 = det(J2(x))
= −b4p2(−px24a2Jx5 − p3x24Jx35 − px33amx2J
+ px23ax6 + px
2
3ax4mx1J + px
2
3acx5J + p
2x25x4aJMsrx1
− a3x3JMsrx2 − a2px23Jx5 − apx3x24Jmx2 + a3x4JMsrx1
+ apx24cx5J + apx
2
4x6 + apx
3
4mx1J − p2x25x3aJMsrx2 − p3x35x23J)/J2
L'expression littérale du déterminant D2 de la matrice J2 est très diﬃcile à évaluer. Aﬁn
de rendre l'expression du déterminant exploitable, nous allons étudier l'observabilité de
la machine asynchrone dans les deux cas particuliers suivants :
3.3.3 Cas 1 : Ω˙ = 0 :
Dans le cas où la vitesse de la machine asynchrone est constante, le modèle de la machine
asynchrone (3.21) est donnée par les équations suivantes :
x˙ = f(x) + g(x)u
y = h(x) (3.32)
avec :
x =

x1
x2
x3
x4
x5
 =

isα
isβ
φrα
φrβ
Ω
 , u =
[
usα
usα
]
(3.33)
et :
f(x) =

b(ax3 + px5x4)− γx1
b(ax4 − px5x3)− γx2
−ax3 − px5x4 + aMsrx1
−ax4 + px5x3 + aMsrx2
0

g(x) =

m1 0
0 m1
0 0
0 0
0 0

h(x) =
[
h1
h2
]
=
[
x1
x2
]
On peut associer à l'espace d'observabilité du système le jacobien par rapport à l'état x.
La vériﬁcation de l'observabilité du système (3.32) est alors obtenue à partir du calcul du
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déterminant de la matrice d'observabilité (le jacobien) associée ( critère du rang ).
Soit les deux ensembles de fonctions C∞ P3(x) et P4(x) générés à partir des mesures et
de leurs dérivées respectives de la façon suivante :
P3(x) =

h1
h˙1
h
(2)
1
h2
h˙2
 =

x1
x˙1
x
(2)
1
x2
x˙2
 , P4(x) =

h1
h˙1
h2
h˙2
h
(2)
2
 =

x1
x˙1
x2
x˙2
x
(2)
2

Les jacobiens J3 et J4 respectivement de P3(x) et de P4(x) par rapport à l'état x per-
mettent de caractériser l'obervabilité du système (3.32) au sens du rang :
J3(x) =
∂(P3(x))
∂(x)
=

1 0 0 0 0
−γ 0 ba bpx5 bpx4
ba2Msr + γ
2 bpx5aMsr b7 b8 b9
0 1 0 0 0
0 −γ −bpx5 ba −bpx3

et
J4(x) =
∂(P4(x))
∂(x)
=

1 0 0 0 0
−γ 0 ba bpx5 bpx4
0 1 0 0 0
0 −γ −bpx5 ba −bpx3
−bpx5aMsr ba2Msr + γ2 b10 b11 b12

où
b7 = −ba2 + bp2x25 − γba
b8 = −2bapx5 − γbpx5
b9 = −bapx4 + bp(−ax4 + px5x3 + aMsrx2) + bp2x5x3 − γbpx4
b10 = 2bapx5 + γbpx5
b11 = −ba2 + bp2x25 − γba
b12 = bapx3 − bp(−ax3 − px5x4 + aMsrx1) + bp2x5x4 + γbpx3
Les déterminants respectifs sont alors :
D3 = b
3a3px4 − b3a3pMsrx2 − b3a2p2x5x3 − b3p4x35x3 + b3p3x25x4a− b3p3x25aMsrx2
3.3 Observabilité de la machine asynchrone 29
et
D4 = −b3a3px3 − b3a2p2x5x4 + b3a3pMsrx1 − b3ap3x25x3 − b3p4x35x4 + b3p3x25aMsrx1
ou bien :
D3 = −b3p3 [−ax3 − px5x4 + aMsrx1]︸ ︷︷ ︸
x˙3
(
a2
p2
+ x25)
et
D4 = −b3p3 [−ax4 + px5x3 + aMsrx2]︸ ︷︷ ︸
x˙4
(
a2
p2
+ x25)
L'expression des deux déterminants D3 et D4 montre que le point x˙3 = x˙4 = 0(φ˙rα =
φ˙rβ = 0) apparaît clairement comme une singularité d'observabilité (physique) du sys-
tème. La condition suﬃsante d'observabilité n'est pas satisfaite.
On remarque en outre que le rang de D3 et D4 est indépendant de l'entrée, ce qui se
traduit par le fait que toute entrée rend le système localement observable sur un ensemble
E = {x : x˙3 = x˙4 6= 0, x˙5 = 0}.
Dans le cas stationnaire ( vitesse constante et pulsations des signaux constants ), il est
possible de proposer une interprétation physique de la condition énoncée ci-dessus.
Considérons l'expression de l'équation de la pulsation statorique (Chiasson, 95) :
ωs = pΩ +
aMsr isq
pφrd
.
Le couple électromagnétique pouvant également s'exprimer sous la forme :
Cem =
pMsr
Lr
pφrdisq
on obtient :
ωs = pΩ +
RrCem
pφ2rd
. (3.34)
Dans le cas présent, les relations x˙3 = x˙4 = 0(φ˙rα = φ˙rβ = 0) se traduisent par ωs = 0.
De plus la pulsation statorique ωs = 0 est la dérivée de l'angle du repère tournant (d− q)
ρ. Ce qui implique que ρ est constant.
ωs = 0 signiﬁe que le couple électromagnétique et la vitesse mécanique sont de signes op-
posés. C'est le cas du fonctionnement en génératrice avec circulation de courant continu
au stator. Il est clair que dans ce cas qu'aucune information ne peut être obtenu
sur le champ rotorique.
La vitesse de glissement : ωr = RrLrMsrφrdisq =
RrCem
pφ2rd
étant généralement faible, ce genre
de problème ne se rencontrera qu'à basse vitesse avec le cas échéant un couple non nul.
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Remarque 8 L'interprétation donnée auparavant ne doit pas sous entendre que le défaut
d'observabilité est obtenue pour une vitesse nulle Ω = 0 qui n'est qu'un cas particulier
de l'étude, ni même pour une vitesse constante Ω˙ = 0, qui n'est également qu'un cas
particulier.
3.3.4 Cas 2 : φ˙rα = φ˙rβ = 0 :
Le modèle utilisé est celui donné par (3.21) dans lequel on considère les composantes des
ﬂux rotoriques suivant l'axe α, β constantes et qui est donné par les équations suivantes :
x˙ = f(x) + g(x)u
y = h(x) (3.35)
où Tl est considéré constant,
avec :
x =

x1
x2
x3
x4
x5
x6
 =

isα
isβ
φrα
φrβ
Ω
Tl
 , u =
[
usα
usα
]
(3.36)
et :
f(x) =

b(ax3 + px5x4)− γx1
b(ax4 − px5x3)− γx2
0
0
m(x3x2 − x4x1)− cx5 − x6J
0
 (3.37)
g(x) =

m1 0
0 m1
0 0
0 0
0 0
0 0
 (3.38)
h(x) =
[
h1
h2
]
=
[
x1
x2
]
(3.39)
Soit l'ensemble de fonctions C∞ P5(x) généré à partir des mesures et de leurs dérivées
respectives de la façon suivante :
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P5(x) =

h1
h2
h˙1
h˙2
h
(2)
1
h
(2)
2

=

x1
x2
x˙1
x˙2
x
(2)
1
x
(2)
2
 (3.40)
Soit le jacobien de P5(x) par rapport à l'état x permettant de caractériser l'observabilité
au sens du rang :
J5(x) =
∂(P5(x))
∂(x)
=

1 0 0 0 0 0
0 1 0 0 0 0
−γ 0 ba bpx5 bpx4 0
0 −γ −bpx5 ba −bpx3 0
a7 bpx4mx3 a8 a9 a10 −bpx4/J
bpx4mx3 a11 a12 a13 a14 bpx3/J

où :
a7 = −bpx24m+ γ2
a8 = bpx4mx2 − γab
a9 = bp(mx3x2 −mx4x1 − cx5 − x6/J)− bpx4mx1 − γbpx5
a10 = −bpx4c− γbpx4
a11 = −bpx23m+ γ2
a12 = −bp(mx3x2 −mx4x1 − cx5 − x6/J)− bpx3mx2 + γbpx5
a13 = bpx3mx1 − γba
a14 = bpx3c+ γbpx3.
Le déterminant de cette matrice est donné par :
D5 = det(J5(x))
= − b4p3a(−x33mx2J + x23x6 + x23x4mx1J + x23cx5J
− x3x24Jmx2 + x24cx5J + x24x6 + x34mx1J)/J2
ou bien :
D5 =
2b4p3a
J
(x23 + x
2
4)︸ ︷︷ ︸
φ2rd
[mx3x2 −mx4x1 − cx5 − x6/J ]︸ ︷︷ ︸
x˙5
.
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On remarque que cette expression s'annule pour φrd = 0 ou pour x˙5 = 0. Le cas où φrd = 0
présente peu d'intérêt du fait que cela reviendrait à avoir un ﬂux nul dans le rotor. Par
contre, le cas où x˙5 = 0 signiﬁe que si la vitesse est constante, le déterminant s'annule.
Cela se traduit par le fait que l'observabilité du système (3.35) ne peut être établie en
toute circonstance, en particulier les régimes permanents à vitesse constante et pulsation
statorique nulle restent singuliers.
Remarque 9 Jusqu'ici, nous avons vu que dans le cas où (Ω˙ = 0) et (φ˙rα = φ˙rβ = 0), il
n'est pas possible de déduire tout l'état de la machine asynchrone en utilisant seulement
les mesures et leur dérivées supérieures jusqu'à l'ordre 2.
Maintenant, nous allons un pas plus loin en essayant de savoir si l'on peut retrouver ou pas
l'observabilité de la machine asynchrone en utilisant les mesures (les courants statoriques)
et leurs dérivées supérieures à l'ordre 2 dans le cas où la vitesse de la machine est constante
(Ω˙ = 0) et les deux composantes du ﬂux rotorique sont constantes (φ˙rα = φ˙rβ = 0), ce
qui nous donne le cas suivant :
3.3.5 Cas 3 : φ˙rα = φ˙rβ = 0 et Ω˙ = 0 :
Dans ce cas, nous utilisons le modèle de la machine asynchrone suivant :
x˙ = f(x) + g(x)u
y = h(x) (3.41)
avec :
x =

x1
x2
x3
x4
x5
 =

isα
isβ
φrα
φrβ
Ω
u =
[
usα
usα
]
(3.42)
et :
f(x) =

b(ax3 + px5x4)− γx1
b(ax2 − px5x3)− γx2
0
0
0
 (3.43)
g(x) =

m1 0
0 m1
0 0
0 0
0 0
 (3.44)
h(x) =
[
h1
h2
]
=
[
x1
x2
]
(3.45)
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Considérons l'ensemble de fonctions C∞ P6(x) généré à partir des mesures et de leurs
dérivées supérieures jusqu'à l'ordre 4 de la façon suivante :
P6(x) =

h1
h2
h˙1
h˙2
h
(2)
1
h
(2)
2
h
(3)
1
h
(3)
2
h
(4)
1
h
(4)
2

=

x1
x2
x˙1
x˙2
x
(2)
1
x
(2)
2
x
(3)
1
x
(3)
2
x
(4)
1
x
(4)
2

A l'espace d'observabilité du système on peut associer le jacobien de P6(x) par rapport à
l'état x.
Question : Est-il possible d'extraire cinq vecteurs de cet espace qui soient linéairement
indépendants en exploitant les dérivées supérieures jusqu'à l'ordre 4 de la machine ?
Pour répondre à cette question, considérons alors le jacobien de P6(x) par rapport à l'état
x permettant de caractériser l'observabilité au sens du rang :
J6(x) =
∂(P6(x))
∂(x)
=

1 0 0 0 0 0
0 1 0 0 0 0
−γ 0 ba bpx5 bpx4 0
0 −γ −bpx5 ba −bpx3 0
γ2 0 −γba −γbpx5 −γbpx4 0
0 γ2 γbpx5 −γba γbpx3 0
−γ3 0 γ2ba γ2bpx5 γ2bpx4 0
0 −γ3 −γ2bpx5 γ2ba −γ2bpx3 0
γ4 0 −γ3ba −γ3bpx5 −γ3bpx4 0
0 γ4 γ3bpx5 −γ3ba γ3bpx3 0

On remarque que les vecteurs lignes de l'espace d'observabilité générés par le jacobien des
dérivées d'ordre 2 des mesures par rapport à l'état x sont respectivement une combinaison
linéaire des vecteurs lignes générés par le jacobien des dérivées d'ordre 1 des mesures par
rapport à l'état x. On a ∂h
(2)
1
∂x
= −γ ∂h˙1
∂x
et ∂h
(2)
2
∂x
= −γ ∂h˙2
∂x
. La conclusion est la même pour
les vecteurs lignes générés par le jacobien des dérivées d'ordre 3 et 4 des mesures par
rapport à l'état x qui sont aussi une combinaison linéaire des vecteurs lignes générés par
le jacobien des dérivées d'ordre 1 des mesures par rapport à l'état x. Soit ∂h
(3)
1
∂x
= γ2 ∂h˙1
∂x
,
∂h
(4)
1
∂x
= −γ3 ∂h˙1
∂x
et ∂h
(3)
2
∂x
= γ2 ∂h˙2
∂x
, ∂h
(4)
2
∂x
= −γ3 ∂h˙2
∂x
.
Cela se traduit par le fait que l'observabilité du système (3.41) ne peut être établie dans
le cas particulier de fonctionnement de la machine où la vitesse est constante et la
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pulsation statorique est nulle (φ˙rα = φ˙rβ = 0) même si l'on utilise les dérivées
d'ordres supérieurs des mesures de la machine. C'est une condition suﬃsante et
nécessaire de perte d'observabilité pour le cas 3.
3.3.6 Droite d'inobservabilité
Quand la pulsation statorique est nulle, ce qui revient à avoir les deux composantes du
ﬂux rotorique constantes, l'équation (3.34) devient :
Cem = −KΩ (3.46)
avec K = p
2φ2rd
Rr
.
Quand la vitesse est constante, l'équation de la dynamique de la vitesse devient :
Cem = (fvΩ + Tl). (3.47)
En substituant (3.46) dans (3.47), on obtient une droite dans le plan couple de charge -
vitesse mécanique donné par l'expression suivante :
Tl = −MΩ (3.48)
avec M = p
2φ2rd
Rr
+ fv.
Cette droite est appelée droite d'inobservabilité. Elle se situe dans le deuxième et qua-
trième quadrant du plan (Tl,Ω) : ceci correspond au fonctionnement en génératrice ( le
couple de charge et la vitesse mécanique sont de signes opposés) comme le montre la
ﬁgure (3.1). Elle est utilisée dans le cahier des charges des variateurs industriels pour
caractériser le comportement des régulateurs à basse vitesse.
-
6
Ω
Tl
@
@
@
@@
@
@
@
@@
−M
Fig. 3.1: Droite d'inobservabilité dans le plan (Tl,Ω) avec M = p
2φ2d
Rr
+ fv.
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3.4 Benchmark "Observateur sans capteur" et "Com-
mande sans capteur"
Dans la section précédente, nous avons formellement exposé les problèmes d'observabi-
lité de la machine asynchrone avec une caractérisation de conditions d'observabilité et
d'inobservabilité de la machine. Nous avons vu qu'une condition suﬃsante de perte d'ob-
servabilité de la machine correspond au fait d'avoir la vitesse mécanique constante et
une pulsation statorique nulle. Evidemment l'observabilité est perdue progressivement
lorsque l'on s'approche de ces conditions. Cela nous a motivé à déﬁnir deux benchmarks
(Ghanes, 03), (Ghanes, 04), (Ghanes, 05-1). Le premier est le "Benchmark Observateur
sans capteur mécanique" et le second est "Benchmark Commande sans capteur méca-
nique". Ces deux benchmarks ont été déﬁnis en collaboration avec l'IREENA dans le
cadre de l'action inter GDR du groupe de travail Commande des Entraînements Elec-
triques (CE2). Ils permettent respectivement de tester et de comparer les observateurs et
les commandes de la machine asynchrone sur des trajectoires diﬃciles liées notamment
aux problèmes d'observabilité de cet actionneur à basse vitesse. Ces deux benchmarks
sont disponibles sur le site de la plate-forme nationale située à l'IRCCyN (web, 03).
3.4.1 Benchmark "Observateur sans capteur mécanique"
Pour proposer un benchmark permettant de tester les observateurs dans des conditions
inobservables où à leurs voisinages (sur et autour de la droite d'inobservabilité (FIG. 3.1)),
des trajectoires de références sont déﬁnies (Fig. 3.3). Les valeurs initiales de la vitesse et
de la pulsation statorique (ωs) sont prises de telle manière que la machine soit dans des
conditions observables. Ensuite, la pulsation statorique tend vers zéro (les composantes
de ﬂux deviennent constantes (Fig. 3.4)) tandis que la vitesse de la machine (Ω) reste
constante, réalisant ainsi des zones inobservables entre 4 et 5 secondes et entre 6 et 7
secondes. Entre 5 et 6 secondes, la machine fonctionne avec une accélération constante
dans le but de vériﬁer la convergence des observateurs lorsque la machine est faiblement
observable. A la ﬁn de la trajectoire, la machine asynchrone est contrôlée en dehors de la
zone inobservable. En pratique, la diﬃculté principale réside dans le contrôle simultané
de la vitesse et de la pulsation statorique tel que la pulsation de glissement ωg = ωs− pΩ
ne dépasse pas une valeur limite ωg = RrLrMsr
Isq
φrd
, qui correspond à la valeur maximale du
courant statorique admissible. Pour respecter cette condition, il est nécessaire de contrôler
la machine par une autre machine (de charge) qui permet d'imposer la trajectoire de la
vitesse. En même temps la pulsation d'alimentation appliquée au stator suit la pulsation
statorique de référence (Figure 3.3.b). Par ailleurs, des tests de robustesse par rapport à la
variation des résistances et des inductances ont été déﬁnis dans le cadre de ce benchmark.
Ce benchmark est implanté sur la plate-forme d'essai située à l'IRCCyN. Cette plate forme
est composée d'une machine asynchrone, d'une machine synchrone, d'un onduleur, d'un
variateur industriel, d'un système de commande temps réel dSPACE DS1103 et d'une in-
terface qui permet d'eﬀectuer les mesures de position, de vitesse mécanique, des courants,
des tensions et du couple de charge entre la machine testée et la machine de charge. Cette
plate forme est aussi composée d'un logiciel MATLAB-Simulink pour développer, simuler
un algorithme de commande ou d'observateur et l'expérimenter sur la carte de commande
temps réel Dspace. Les résultats expérimentaux (mesures et variables estimées) sont ob-
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tenus via le logiciel ControlDesk.
La trajectoire de référence de la pulsation statorique (ωs) du benchmark observateur
est contrôllée par une loi U/f classique via l'onduleur. Cette loi U/f est indépendante
des mesures de la machine et des variables estimées. En même temps, la trajectoire de
référence de la vitesse mécanique (Ω) de la machine asynchrone est imposée par la machine
synchrone (machine de charge) via un variateur industriel utilisant la mesure de la vitesse.
Fig. 3.2: Plate forme d'essai de l'IRCCyN.
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Fig. 3.3: Trajectoires du Benchmark Observateur : a) pulsation statorique de référence
(ωs) (rad/s), b) vitesse de référence (Ω) (rad/s), c) pulsation de glissement de référence
(ωg) en fonction du temps (s).
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Fig. 3.4: Composantes du ﬂux rotorique : a) φrα, b) φrβ(Wb) en fonction du temps (s).
3.4.2 Benchmark "Commande sans capteur mécanique"
L'objectif du benchmark Observateur déﬁni précédemment est de tester et valider des
observateurs particulièrement dans les conditions où la machine asynchrone devient in-
observable. Ici, toujours en collaboration avec le laboratoire IREENA, nous proposons
un nouveau benchmark qui est le Benchmark "Commande sans capteur" dans le but de
tester et valider cette foi-ci des lois de commandes sans capteur mécanique éventuellement
associées aux observateurs de vitesse (capteur logiciel). Dans ce benchmark sont déﬁnies
des trajectoires de référence (FIG. 3.5). Les valeurs initiales de la vitesse mécanique et
du couple de charge sont maintenues à zéro pour permettre au ﬂux de s'établir dans la
machine à sa valeur nominale. A t = 0.75s la vitesse de la machine est portée à 20 rad/s
et reste constante jusqu'à t = 3s. Puis le couple de charge est appliqué entre 1.5s et
2.5s. Cette première phase permet de tester et d'évaluer les performances et la robustesse
des lois de commandes sans capteur en basse vitesse avec charge nominale. On accélère,
ensuite, la machine jusqu'à atteindre une vitesse haute (100 rad/s), puis, à t = 5s, on
applique à nouveau le couple de charge nominal. Cette deuxième phase a pour but de
tester le comportement des lois de commande sans capteur durant un grand transitoire de
vitesse, ainsi que leur robustesse en haute vitesse. Ensuite, tout en maintenant le couple de
charge nominal, on décélère rapidement la machine, pour atteindre, à t = 7s, une vitesse
faible négative qui reste constante jusqu'à t = 9s. Cette vitesse à été choisie pour obte-
nir une fréquence statorique nulle. Cette dernière phase permet de mettre en évidence le
phénomène d'inobservabilité de la machine à fréquence statorique nulle et à vitesse faible
constante entre t = 7s et t = 9s. Enﬁn, la machine est contrôllée en dehors des conditions
inobservables. Par ailleurs, des tests de robustesse sont déﬁnis par la variation des résis-
tances statorique et rotorique et des inductances statorique et rotorique. Ce benchmark
à été implanté sur la plate-forme d'essais située à l'IRCCyN (web, 03).
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Fig. 3.5: Trajectoires du Benchmark Commande : a- vitesse de référence (rad/s), b- Couple de
charge (N.m), c- Norme de ﬂux de référence (Weber).
3.5 Conclusion
Dans ce chapitre nous avons d'abord modélisé la machine asynchrone, ensuite nous
nous sommes intéressé au problème d'observabilité de la machine. Dans le cadre de la
théorie de l'observabilité pour les systèmes non linéaires, l'espace d'observabilité doit être
construit par les diﬀérentielles successives des fonctions de sorties et de leurs dérivées jus-
qu'à ce que l'espace ainsi généré soit clos au sens du rang. Lorsque la vitesse de la machine
asynchrone est mesurée, l'observabilité du modèle de la machine asynchrone considéré ne
pose pas de problèmes. L'espace d'observabilité généré par les diﬀérentielles des mesures
et de leurs dérivées premières est de rang égal à la dimension du système. La machine est
donc localement observable. Dans le cas où la mesure de la vitesse n'est pas autorisée, nous
avons vu que l'observabilité de la machine ne peut être établie dans le cas où la vitesse
mécanique est constante et que la pulsation statorique est nulle. Nous avons obtenu ce ré-
sultat en étudiant l'observabilité de la machine par les sorties et leurs dérivées premières.
Ensuite, nous avons approfondi l'analyse pour savoir si l'on peut retrouver l'observabilité
de la machine en utilisant des dérivées d'ordres supérieurs des mesures. Le résultat obtenu
a montré que les dérivées d'ordres supérieurs des mesures n'apportent aucune information
sur l'observabilité de la machine dans le cas où Ω˙ = 0 et ωs = 0. Un tel résultat nous
semble être présenté ici pour la première fois. Cette étude d'observabilité de la machine
asynchrone, nous a permis de déﬁnir deux benchmarks "Observateur sans capteur méca-
nique" et "Commande sans capteur mécanique" qui ont été présentés en détail dans ce
chapitre. Ces deux Benchmark sont utilisés dans les deux chapitres suivants pour tester
et valider respectivement les performances des observateurs sans capteur mécanique dans
le chapitre 4 et d'une commande sans capteur dans le chapitre 5.
Chapitre 4
Observateurs non linéaires sans capteur
mécanique pour la machine asynchrone
4.1 Introduction et état de l'art
L'industrie se montre souvent intéressée par la réduction du nombre de capteurs. En eﬀet
ces derniers contribuent à augmenter la complexité et le coût de l'installation ( câblage
supplémentaire, maintenance ), le coût propre du capteur n'étant qu'un élément parmi
d'autres. La majeure partie des lois de commandes des machines asynchrones telles que les
commandes vectorielles et non linéaires nécessitent la mesure non seulement des courants
statoriques (éventuellement des tensions statoriques) mais aussi de la vitesse mécanique.
Par ailleurs, le couple de charge est une perturbation mesurable mais le prix du capteur
rend le plus souvent cette mesure irréaliste. La commande sans capteur mécanique (vi-
tesse, position et couple de charge) est donc devenue un sujet de préoccupation majeur.
Il existe dans la littérature plusieurs techniques non linéaires basées sur le modèle de la
machine pour déterminer les variables mécaniques des machines asynchrones. En géné-
ral, en utilisant le modèle d'état de la machine asynchrone, la vitesse mécanique peut
être calculée à partir des tensions et des courants statoriques (Kubota, 93) et (Xu, 93).
Dans (Kubota, 93), le ﬂux est obtenu par un observateur de Luenberger d'ordre plein.
Dans ce cas, la loi d'adaptation permettant d'estimer la vitesse utilise le produit croisé
de l'erreur du vecteur courant et du vecteur ﬂux observé comme entrée. Les méthodes
adaptatives (Schauder, 92), (Campbell, 02) peuvent aussi être utilisées comme solutions
alternatives pour la commande sans capteur de la machine asynchrone. D'autre part, dans
(Zein, 00), (Saheb, 04) et (Westerholt, 94), deux observateurs ont été utilisés pour estimer
la vitesse mécanique de la machine asynchrone : un ﬁltre de Kalman étendu et un obser-
vateur de Luenberger étendu. Un ﬁltre de Kalman étendu et un observateur par modes
glissants ont été aussi utilisés dans (Morand, 05) pour estimer la vitesse mécanique de
la machine. Les méthodes citées auparavant fonctionnent correctement sauf à trés basses
vitesses, particulièrement lorsque la fréquence statorique est nulle. Il a été montré, par
exemple dans (Westerholt, 94), (Zein, 00), (Saheb, 04) que l'observateur de Luenberger
étendu diverge brutalement lorsque la machine fonctionne à basse vitesse et que le ﬁltre
de Kalman étendu reste exploitable si les paramètres de la machine asynchrone sont bien
connus. Cette liste de méthodes ne se prétend évidemment pas exhaustive. Les diﬃcultés
principales des méthodes citées auparavant sont liées aux problèmes d'observabilité de la
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machine asynchrone sans capteur mécanique à basse fréquence (en particulier à fréquence
nulle) (voir chapitre 3) et à leur robustesse dans ces conditions. A notre connaissance, peu
de travaux dans la littérature ont pris en considération cette diﬃculté de fonctionnement
de la machine exceptés les travaux de (Zein, 00), (Saheb, 04) et (Morand, 05) et ceux
de Holtz détaillés dans (Holtz, 00) qui a proposé d'injecter un signal haute fréquence au
niveau des tensions statoriques. Dans le chapitre 3, nous avons caractérisé des conditions
d'observabilité et d'inobservabilité pour la machine asynchrone. Nous avons vu que pour
les conditions de fonctionnement les plus usuelles de la machine, le cas le plus dur de
fonctionnement correspondant à la perte d'observabilité de la machine est : la pulsation
statorique est nulle et la vitesse de la machine est constante. Cette étude de l'observabilité
de la machine asynchrone a abouti à la caractérisation du "Benchmark Observateur sans
capteur mécanique" présenté au chapitre précédent. De ce point de vue, nous proposons
dans ce chapitre trois techniques de synthèses d'observateurs non linéaires pour la machine
asynchrone que nous avons développées tout au long de cette thèse : l'observateur à grand
gain interconnecté à un estimateur, l'observateur cascade interconnecté à un estimateur
et deux observateurs interconnectés. Ces techniques d'observation ont pour objectifs la
reconstruction de la vitesse et du couple de charge de la machine asynchrone sans capteur
mécanique en utilisant comme seule information les courants et les tensions statoriques.
Ces techniques sont ensuite testées expérimentalement sur le "Benchmark Observateur
sans capteur mécanique" aﬁn d'évaluer leurs performances en particulier lorsque la ma-
chine fonctionne à basse vitesse. Dans un premier temps, nous présentons la conception
détaillée des trois observateurs pour la machine asynchrone sans capteur mécanique. Pour
chaque observateur, une démonstration de convergence globale est donnée en utilisant
la théorie de Lyapunov. Ensuite, nous montrons les résultats expérimentaux de ces trois
observateurs obtenus sur le benchmark Observateur sans capteur mécanique.
En préambule à ce chapitre, nous rappelons le principe des systèmes interconnectés utilisé
et la classe de systèmes considérée pour construire les trois techniques d'observation.
4.2 Observateurs interconnectés
Principe. Il est bien connu qu'il n'existe pas de méthodes systématiques pour la concep-
tion d'observateurs pour un système non linéaire donné. Cependant, plusieurs méthodes
d'observation sont disponibles selon les caractéristiques spéciﬁques du système non li-
néaire étudié. En particulier le système non linéaire considéré peut être vu comme une
interconnection entre plusieurs sous-systèmes, où pour chaque sous-système satisfaisant
certaines conditions, un observateur peut être synthétisé ((Besançon, 98), (Ghanes, 05-
3)).
L'idée de l'observateur interconnecté est de concevoir un observateur pour tout le système
non linéaire considéré, à partir de la synthèse séparée d'observateurs pour chaque sous-
système avec l'hypothèse suivante : les états des autres sous-systèmes sont disponibles
pour chaque observateur.
Certaines hypothèses permettent ensuite de prouver la convergence de l'ensemble des ob-
servateurs.
Classe de systèmes considérée. Chaque sous-système non linéaire obtenu est mis sous
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la forme suivante :
X˙ = A(u, y)X + g(u, y,X) (4.1)
y = CX
avec X ∈ Rn, u ∈ Rm et y ∈ Rp.
La forme (4.1) est une classe de systèmes non linéaires aﬃnes en l'état (voir 2.12) avec un
terme non linéaire (g(X, u, y)) ou avec un terme d'injection entrée sortie (g(u, y)). C'est
à cette classe de systèmes non-linéaires que nous nous sommes intéressés et pour laquelle,
sous certaines hypothèses, la construction d'un observateur est possible.
4.3 Application à la machine asynchrone sans capteur
mécanique
4.3.1 Observateur cascade interconnecté à un estimateur
((Ghanes, 05-2), (Schreier, 01))
Nous considérons ici la classe des systèmes non linéaires déﬁnie dans (4.1) et nous nous
inspirons de la méthode utilisée dans (Schreier, 01) pour concevoir un observateur cascade
interconnecté à un estimateur pour la machine asynchrone sans capteur mécanique.
Le modèle de la machine asynchrone (3.21) peut être réécrit sous la forme suivante :(
i˙sα
Ω˙
)
=
(
0 bpφrβ
0 0
)(
isα
Ω
)
+
( −γisα + abφrα +m1usα
m(φrαisβ − φrβisα)− cΩ − Tl/J
)
(4.2) i˙sβφ˙rα
φ˙rβ
 =
 −γisβ − bpφrαΩ + abφrβ +m1usβaMsrisα − aφrα − pΩφrβ
aMsrisβ − aφrβ + pΩφrα
 . (4.3)
Cette forme de systèmes (4.2) et (4.3) peut être représentée sous la forme compacte
interconnectée suivante :
X˙1 = A1(u, y,X2)X1 + g1(u, y,X2, X1)
y1 = C1X1 (4.4)
X˙2 = A2X2 + g2(u, y,X2, X1)
y2 = C2X2 (4.5)
où
A1(u, y,X2) =
(
0 bpφrβ
0 0
)
, g1(u, y,X2, X1) =
( −γisα + abφrα +m1usα
m(φrαisβ − φrβisα)− cΩ − Tl/J
)
,
A2 =
 −γ 0 ab0 −a 0
−ab 0 −a
 , g2(u, y,X2, X1) =
 −bpΩφrα +m1usβ−pΩφrβ + aMsrisα
pΩφrα + a(Msr + b)isβ
 ,
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et X1 = col(x11, x12) avec x11 = isα, x12 = Ω, C1 =
(
1 0
)
; X2 = col(x21, x22, x23) avec
x21 = isβ, x22 = φrα, x23 = φrβ, C2 =
(
1 0 0
)
. u = [usα, usβ]
T , y = [isα, isβ]
T .
Objectif. Aﬁn de reconstruire la vitesse mécanique, notre objectif est de construire un
observateur cascade pour le sous-système (4.4) qui est basé sur la forme des systèmes
aﬃnes en l'état déﬁnie dans (4.1) et un estimateur pour un sous-système (4.5). Quant
à la reconstruction du couple de charge, elle sera donnée par un estimateur. Les seules
mesures que l'on s'autorise sont les deux composantes du courant statorique isα et isβ.
Pour construire un observateur cascade pour le sous-système (4.4), nous posons les hypo-
thèses suivantes :
Hypothèse 2 Les variables u, y et X2 sont considérées comme des entrées connues pour
le sous-système (4.4).
On déﬁnit v := [u, y,X2]T .
Supposant que cette hypothèse soit vériﬁée, le sous-système (4.4) peut être écrit sous la
forme aﬃne en l'état avec un terme non linéaire (voir (4.1)) comme suit :
X˙1 = A1(v)X1 + g1(v,X1)
y1 = C1X1 (4.6)
où le premier état (le courant statorique isβ) dépend du second état (la vitesse mécanique
Ω).
Hypothèse 3
1. v est bornée et supposée être réguliérement persistante (voir section 2.3.2 et Annexe A)
pour garantir la propriété d'observabilité du sous-système (4.6).
2. A1(u, y,X2) est globalement Lipschitz par rapport à X2 uniformément par rapport à
(u, y).
3. g1(u, y,X2, X1) est globalement Lipschitz par rapport à X2 uniformément par rapport
à (u, y,X1).
4. g2(u, y,X2, X1) est globalement Lipschitz par rapport à X1 uniformément par rapport
à (u, y,X2).
De l'hypothèse 3 un observateur pour la forme précédente de systèmes (4.6) est donnée
par :
Z˙1 = A1(u, y, Z2)Z1 + g1(u, y, Z2, Z1) +M(u, y, Z2)C1(X1 − Z1)
yˆ1 = C1Z1 (4.7)
où Z1 = col(z11, z12) avec z11 = iˆsα, z12 = Ωˆ
et les gains de l'observateur sont donnés par :
M(u, y, Z2)C1 = Γ
−1(u, y, Z2)∆−1θ KC1 (4.8)
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où
Γ =
(
1 0
0 ζ(u, y, Z2)
)
, ∆θ =
(
1
θ
0
0 1
θ2
)
avec : ζ(u, y, Z2) = bpφˆrβ, θ > 0 et K = (K1, K2)T est telle que la matrice (A¯−KC) soit
stable où
A¯ =
(
0 1
0 0
)
.
A1(u, y, Z2) et g1(u, y, Z2, Z1) sont donnés par :
A1(u, y, Z2) =
(
0 bpφˆrβ
0 0
)
,
g1(u, y, Z2, Z1) =
( −γiˆsα + abφˆrα +m1usα
m(φˆrαiˆsβ − φˆrβ iˆsα)− cΩˆ− Tˆl/J
)
.
Remarque 10
1. La propriété d'observabilité de (4.6) est satisfaite (hypothèse 3.1) et par conséquent
φrβ est diﬀérent de zéro sauf pour des temps très courts (la machine asynchrone doit être
ﬂuxée pour réaliser la conversion de l'énergie électromécanique).
2. Les ﬂux φrα et φrβ ne sont pas mesurés, nous les estimons alors par l'estimateur du
sous-système(4.5). Les variables actuelles des ﬂux utilisées dans l'observateur (4.7) sont
remplacées par leur estimées.
L'estimateur du sous-système (4.5) permettant d'estimer les ﬂux est donné par les équa-
tions suivantes :
Z˙2 = A2Z2 + g2(u, y, Z2, Z1)
yˆ2 = C2Z2 (4.9)
où Z2 = col(z21, z22, z23) avec z21 = iˆsβ, z22 = φˆrα, z23 = φˆrβ et :
A2 =
 −γ 0 ab0 −a 0
−ab 0 −a
 ,
g2(u, y, Z2, Z1) =
 −bpΩˆφˆrα +m1usβ−pΩˆφˆrβ + aMsr iˆsα
pΩˆφˆrα + a(Msr + b)ˆisβ
 .
De plus, un estimateur du couple de charge Tl est donné par l'équation suivante :
Tˆl = Jm(−φˆrβ iˆsα + φˆrαiˆsβ)− JcΩˆ− J ddtΩˆ
+ J θ
2K2
bpφˆrβ
(isα − iˆsα). (4.10)
où d
dt
Ωˆ est calculée par une diﬀérentiation numérique ﬁltrée.
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Hypothèse 4 Les conditions initiales sont connues telles que l'estimateur(4.9) de (4.5)
soit bien initialisé. Les paramètres de la machine sont connus avec une certaine précision
de façon que les erreurs entre φˆrα, φˆrβ, donnés par (4.9) et Tˆl par (4.10) et leurs valeurs
réelles soient supposées bornées.
En utilisant la théorie de Lyapunov, nous donnons dans ce qui suit la démonstration de
convergence de l'observateur cascade interconnecté à l'estimateur (dont la dynamique de
convergence ne peut être choisie arbitrairement).
4.3.2 Analyse de la stabilité de l'observateur et de l'estimateur
Dans cette section, nous présentons l'analyse de stabilité de l'observateur et de l'esti-
mateur. Pour cela, considérons les erreurs d'estimation comme suit :
e1 = X1 − Z1; e2 = X2 − Z2
Les dynamiques de ces erreurs sont données par :
e˙1 = [A1(u, y, Z2)−M(u, y, Z2)C1]e1
+ g1(u, y,X2, X1)− g1(u, y, Z2, Z1)
+ [A1(u, y,X2)− A1(u, y, Z2)]X1
e˙2 = A2e2 + g2(u, y,X2, X1)− g2(u, y, Z2, Z1).
On eﬀectue le changement de coordonnées suivant :
ε1 = Γ(u, y, Z2)∆θe1, ε2 =
1
θn1
e2
Il suit que :
ε˙1 = (θ(A¯1 −KC1))ε1 + Λ1 + Λ2 + Λ3
ε˙2 = A2ε2 +
1
θn1
{g2(u, y,X2, X1)− g2(u, y, Z2, Z1)}
où
Λ1 = Γ(u, y, Z2)∆θ(g1(u, y,X2, X1)− g1(u, y, Z2, Z1),
Λ2 = Γ(u, y, Z2)∆θ([A1(u, y,X2)− A1(u, y, Z2)]X1),
Λ3 = Γ˙(u, y, Z2)Γ
−1(u, y, Z2)ε1.
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Hypothèse 5 On suppose que :∥∥∥Γ˙(u, y, Z2)Γ−1(u, y, Z2)∥∥∥ ≤ ρ,
où
Γ˙(u, y, Z2) =
(
0 0
0 bp(aMsrisβ − aφˆrβ + pΩˆφˆrα)
)
,
et Γ−1 déﬁni dans (4.8).
Cette hypothèse est justiﬁée par la bornitude des variables d'états de la machine et l'hy-
pothèse de persistence (3.1).
Maintenant, nous établissons le résultat suivant :
Lemme 1 Si les hypothèses 2, 3, 4 et 5 sont satisfaites, alors le système (4.7)-(4.9) est
un observateur asymptotique du système (4.6)-(4.5). De plus, la vitesse de convergence
de l'erreur d'estimation e = (e1, e2)T peut être choisie aussi rapide que celle imposée par
l'estimateur (4.9) du sous-sytème (4.5).
Preuve du lemme 1.
Pour prouver la convergence, considérons l'équation de Lyapunov suivante :
V = V1 + V2
où
V1 = ε
T
1 Pε1, V2 = ε
T
2 ε2,
et P = P T > 0 est tel que :
(A¯−KC)TP + P (A¯−KC) = −Q.
Q = QT > 0.
En calculant la dérivée de V le long des trajectoires de ε1 et ε2, on obtient :
V˙ = θεT1 (A¯−KC)TPε1 + θεT1 P (A¯−KC)ε1
+ 2εT1 P (Λ1 + Λ2 + Λ3) + ε
T
2
{
A2 + A
T
2
}
ε2
+
2
θn1
εT2 {g2(u, y,X2, X1)− g2(u, y, Z2, Z1)}
= −θεT1Qε1
+ 2εT1 P (Λ1 + Λ2 + Λ3) + ε
T
2
{
A2 + A
T
2
}
ε2
+
2
θn1
εT2 {g2(u, y,X2, X1)− g2(u, y, Z2, Z1)} .
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En tenant compte des hypothèses 3 et 5, la dérivée de V devient :
V˙ ≤ −θεT1Qε1
+ 2 ‖ε1‖P
{
[
k1
θn1
‖e1‖+ k1
θn1
‖e2‖] + k2kx
θn1
‖e2‖+ ρ ‖ε1‖
}
+ εT2
{
A2 + A
T
2
}
ε2 +
2
θn1
‖ε2‖ {l1 ‖e1‖+ l2 ‖e2‖}
≤ −θεT1Qε1
+ 2 ‖ε1‖P {[k1l ‖ε1‖+ k1 ‖ε2‖] + k2kx ‖ε2‖+ ρ ‖ε1‖}
+ εT2
{
A2 + A
T
2
}
ε2 +
2
θn1
‖ε2‖ {µθn1l1 ‖ε1‖+ θn1l1 ‖ε2‖} .
En regroupant les termes communs de ‖ε1‖ et ‖ε2‖, et en introduisant les normes, on
obtient :
V˙ ≤ −θµ1 ‖ε1‖2P
+ 2 ‖ε1‖P {(k1l + ρ) ‖ε1‖+ (k2kx + k1kx) ‖ε2‖}
+ εT2
{
A2 + A
T
2
}
ε2 + 2 ‖ε2‖ {µl1 ‖ε1‖+ l2 ‖ε2‖}
où encore :
V˙ ≤ −(θµ1 − 2(k1l + ρ) ‖P‖) ‖ε1‖2P
+ ((k2kx + k1kx) ‖P‖+ 2µl1) ‖ε1‖ ‖ε2‖
− (µ2 − 2l2) ‖ε2‖2 (4.11)
où µ, µ1, l, l1, l2, k1, k2, kx sont des constantes positives choisies pour satisfaire les condi-
tions de Lipschitz et l'inégalité (4.11) et
µ2 = min(2γ, 2a) > 0.
Maintenant, en réécrivant l'expression précédente de V (4.11) en fonctions de V1 et V2,
on obtient :
V˙ ≤ −(θµ1 − 2(k1l + ρ) ‖P‖)V1
+ ((k2kx + k1kx) ‖P‖+ 2µl1)kp
√
V1
√
V2
− (µ2 − 2l2)V2
Cette expression de V peut être réécrite sous la forme plus compacte suivante :
V˙ ≤ −pi1V1 + pi2
√
V1
√
V2 − pi3V2
où
pi1 = (θµ1 − 2(k1l + ρ) ‖P‖) > 0,
pi2 = ((k2kx + k1kx) ‖P‖+ 2µl1)kp > 0,
pi3 = (µ2 − 2l2) > 0.
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Finalement, en prenant α > 0 :
V˙ ≤ −αV2 − pi1V1 + pi2
√
V1
√
V2 − (pi3 − α)V2
≤ −αV2 − (pi1 − pi
2
2
4(pi3 − α))V1
−
{
pi2
2(pi3 − α)
√
V1 −
√
(pi3 − α)
√
V2
}2
où α est tel que (pi3 − α) > 0,
et :
β = (pi1 − pi
2
2
4(pi3 − α)) > 0,
avec
κ = min(α, β),
il suit que :
V˙ ≤ −κ(V1 + V2) ≤ −κV.
Ce qui nous permet d'aﬃrmer que V est une fonction de Lyapunov et la convergence de
l'erreur d'estimation est régie par celle imposé par l'estimateur (4.9) du sous-système (4.5).
L'observateur cascade que nous avons présenté ici est un observateur qui permet de re-
construire la vitesse mécanique. Quand à la reconstruction du couple de charge elle est
donnée par un estimateur. Dans la section suivante, nous allons étudier un autre type
d'observateur qui est l'observateur à grand gain interconnecté à l'estimateur. Nous ver-
rons qu'il est possible de reconstruire le couple de charge par l'observateur à grand gain
et non pas par un estimateur en incluant dans le sous-système (4.2) un couple de charge
supposé constant et inconnu.
Remarque 11 L'étude de l'observateur à grand gain interconnecté à l'estimateur que
nous allons présenter dans ce qui suit peut être menée avec l'observateur cascade. Cepen-
dant, nous avons remarqué que la démonstration de convergence de l'observateur à grand
gain est plus facile que celle de l'observateur cascade car elle évite un changement de
variable. Ce constat nous a conduit à orienter notre travail vers les observateurs à grand
gain interconnectés.
4.3.3 Observateur à grand gain interconnecté à un estimateur
((Ghanes, 05-3), (Besançon, 98))
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Dans cette section, nous présentons la synthèse d'un observateur à grand gain intercon-
necté à un estimateur.
Le modèle de la machine (3.21) peut être réécrit sous la forme suivante :
 ˙isαΩ˙
T˙l
 =
 0 bpφrβ 00 0 − 1
J
0 0 0
 isαΩ
Tl
+
 −γisα + abφrα +m1usαm(φrαisβ − φrβisα)− cΩ
0
 (4.12)
 i˙sβφ˙rα
φ˙rβ
 =
 −γ 0 ab0 −a 0
−ab 0 −a
 isβφrα
φrβ
+
 −bpΩφrα +m1usβ−pΩφrβ + aMsrisα
pΩφrα + a(Msr + b)isβ
 (4.13)
avec un couple de charge supposé constant.
Objectif. L'objectif recherché est la conception d'un observateur à grand gain pour le
sous-système (4.12) pour reconstruire les variables mécaniques de la machine (vitesse
et couple de charge), qui est basée sur la forme des systèmes déﬁnie par (4.1), et un
estimateur pour le sous-système (4.13) en considérant comme seules variables mesurées
les deux composantes du courant statorique isα et isβ.
Pour construire un observateur à grand gain pour le sous-système (4.12), posons l'hypo-
thèse suivante :
Hypothèse 6 Les variables usα, φrα and φrβ sont considérées comme des entrées connues
du sous système (4.12).
En supposant que l'hypothèse 6 soit satisfaite, alors le sous-système (4.12) peut être écrit
sous la forme aﬃne en l'état avec un terme non linéaire comme suit :
X˙1 = A1(v,X2)X1 + g1(v,X2, X1) (4.14)
y1 = C1X1
et le sous-système (4.13) peut être écrit sous la forme suivante :
X˙2 = A2X2 + g2(v,X1, X2) (4.15)
y2 = C2X2
où
A1(v,X2) =
 0 bpφrβ 00 0 − 1
J
0 0 0
 , A2 =
 −γ 0 ab0 −a 0
−ab 0 −a
 ,
g1(v,X2, X1) =
 −γisα + abφrα +m1usαm(φrαisβ − φrβisα)− cΩ
0
 ,
g2(v,X1, X2) =
 −bpΩφrα +m1usβ−pΩφrβ + aMsrisα
pΩφrα + a(Msr + b)isβ
 ,
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et X1 = col(x11, x12, x13) avec x11 = isα, x12 = Ω, x13 = Tl, X2 = col(x21, x22, x23) avec
x21 = isβ, x22 = φrα, v = x23 = φrβ, C1 = C2 =
(
1 0 0
)
.
Considérons maintenant que l'hypothèse 7 suivante soit vériﬁée :
Hypothèse 7
1- Les erreurs entre φˆrα, φˆrβ et leur valeur réelles sont supposées petites si les paramètres
de la machine sont connus avec une certaine précision (cas réaliste).
2- v est bornée et supposée être régulièrement persistante (voir section 2.3.2 et annexe A)
pour garantir la propriété d'observabilité du sous-système (4.14).
3- A1(v, Z2) est globalement Lipschitz par rapport à Z2 uniformément par rapport à v.
4- g1 est globalement Lipschitz par rapport à Z2 uniformément par rapport à v et Z1.
5- g2 est globalement Lipschitz par rapport à Z1 uniformément par rapport à v et Z2.
Alors l'observateur pour le sous-système (4.14) est donné par :
Z˙1 = A1(v, Z2)Z1 + g1(v, Z2, Z1)− S−1CT (y1 − yˆ1)
S˙ = −θS − AT1 (v, Z2)S − SA1(v, Z2) + CTC (4.16)
où ‖S‖ et les valeurs propres de ‖S‖ sont supposées bornées pour θ assez large,
et Z1 = col(z11, z12, z13) où z11 = iˆsα, z12 = Ωˆ, z13 = Tˆl, Z2 = col(z21, z22, z23) et z21 = iˆsβ,
z22 = φˆrα, v = z23 = φˆrβ, C = C1 et S−1CT est le gain de l'observateur.
L'estimateur du système (4.15) est donné par les équations suivantes :
Z˙2 = A2Z2 + g2(v, Z1, Z2) (4.17)
Les expressions de A1(v, Z2), A2, g1(v, Z2, Z1) et g2(v, Z1, Z2) sont données par :
A1(v, Z2) =
 0 bpφˆrβ 00 0 − 1
J
0 0 0
 , A2 =
 −γ 0 ab0 −a 0
−ab 0 −a
 ,
g1(v, Z2, Z1) =
 −γiˆsα + abφˆrα +m1usαm(φˆrαiˆsβ − φˆrβ iˆsα)− cΩˆ
0
 ,
g2(v, Z1, Z2) =
 −bpΩˆφˆrα +m1usβ−pΩˆφˆrβ + aMsr iˆsα
pΩˆφˆrα + a(Msr + b)ˆisβ
 .
Notons que l'observateur (4.16) est composé d'un terme qui est la copie de la dynamique
du sous-sytème (4.14) et d'un autre terme qui représente la partie de correction. Cette
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correction est fonction de l'erreur d'estimation entre les courants mesurés et leurs estimés
multipliée par les gains de l'observateur. Quand à l'estimateur (4.17), il représente uni-
quement la copie de la dynamique du sous-système (4.15).
Maintenant nous présentons l'analyse de stabilité globale de l'observateur à grand gain
interconnecté à l'estimateur. Cette analyse de stabilité est faite par la théorie de Lyapunov.
Nous verrons que la dynamique de convergence de l'observateur est ﬁxée par celle de
l'estimateur et donc ne peut être choisie arbitrairement.
4.3.4 Analyse de la stabilité de l'observateur et de l'estimateur
Pour étudier la stabilité de l'observateur, on déﬁnit les équations des erreurs d'estimations
comme suit :
e1 = X1 − Z1, e2 = X2 − Z2
Les dynamiques de ces erreurs sont données par :
e˙1 = A1(v,X2)X1 + g1(v,X2, X1)− A1(v, Z2)Z1 − g1(v, Z2, Z1)− S−1CT (y1 − yˆ1)
e˙2 = A2e2 + g2(v,X1, X2)− g2(v, Z1, Z2)
Ces équations peuvent être réécrites de la manière suivante :
e˙1 =
{
A1(v, Z2)− S−1CTC
}
e1 + {A1(v,X2)− A1(v, Z2)}X1
+ {g1(v,X2, X1)− g1(v, Z2, Z1)}
e˙2 = A2e2 + {g2(v,X1, X2)− g2(v, Z1, Z2)}
Pour établir la convergence de l'observateur, nous avons besoin de conditions suﬃsantes
qui sont énoncées dans le résultat suivant :
Lemme 2 Si les hypothèses 6 et 7 sont satisfaites, alors le système (4.16)-(4.17) est un
observateur asymptotique du système (4.14)-(4.15). De plus, la vitesse de convergence de
l'erreur d'estimation e = (e1, e2)T est ﬁxée par celle imposée par l'estimateur (4.17) du
sous-sytème (4.15).
Preuve du lemme 2
Pour prouver la convergence de l'observateur, on considère l'équation de Lyapunov can-
didate :
V = V1 + V2
où V1 = eT1 Se1 et V2 = eT2 e2.
En calculant la dérivée de V au long des trajectoires de e1 et e2, on obtient :
V˙ = eT1
{
AT1 (v, Z2)S + SA1(v, Z2)− 2CTC
}
e1 + 2e
T
1 S {A1(v,X2)− A1(v, Z2)}X1
+ 2eT1 S {g1(v,X2, X1)− g1(v, Z2, Z1)}+ eT2
{
A2 + A
T
2
}
e2
+ 2eT2 {g2(v,X1, X2)− g2(v, Z1, Z2)}
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ou encore :
V˙ = eT1
{−θS − CTC} e1 + 2eT1 S {A1(v,X2)− A1(v, Z2)}X1
+ 2eT1 S {g1(v,X2, X1)− g1(v, Z2, Z1)} − µeT2 e2 (4.18)
+ 2eT2 {g2(v,X1, X2)− g2(v, Z1, Z2)}
où
µ =
−γ 0 00 −a 0
0 0 −a

est une matrice diagonale. Cette matrice est mise sous cette forme dans le but d'exploiter
sa structure qui oﬀre certains avantages pour prouver la convergence de l'observateur.
En tenant compte de l'hypothèse 7, et en introduisant les normes, alors :
V˙ ≤ −θeT1 Se1 + 2 ‖e1‖ ‖S‖ ‖{A1(v,X2)− A1(v, Z2)}‖ ‖X1‖
+ 2 ‖e1‖ ‖S‖ ‖{g1(v,X2, X1)− g1(v, Z2, Z1)}‖ − µeT2 e2 (4.19)
+ 2 ‖e2‖ ‖{g2(v,X1, X2)− g2(v, Z1, Z2)}‖ .
En regroupant les termes communs de e1 et e2, et avec le fait que (tenant compte de
l'hypothèses 7) :
‖S‖ ≤ k1
‖{A1(v,X2)− A1(v, Z2)}‖ ≤ k2 ‖e2‖
‖X1‖ ≤ k3
‖{g1(v,X2, X1)− g1(v, Z2, Z1)}‖ ≤ k4 ‖e2‖
‖{g2(v,X1, X2)− g2(v, Z1, Z2)}‖ ≤ k5 ‖e1‖
on obtient :
V˙ ≤ −θeT1 Se1 + 2γ˜1 ‖e1‖ ‖e2‖ − µeT2 e2 + γ˜2 ‖e1‖2S + γ˜3 ‖e2‖2 (4.20)
et
γ˜1 = 2k1k2k3, γ˜2 = 2k1k5, γ˜3 = 2k4.
On a :
‖e2‖2 = eT2 e2.
52 Observateurs non linéaires sans capteur mécanique pour la machine asynchrone
En considérant que l'inégalité suivante soit vériﬁée :
λmin(S) ‖e1‖2 ≤ ‖e1‖2S ≤ λmax(S) ‖e1‖2
où λmin(S), λmax(S) sont les valeurs propres minimale et maximale de S,
avec
‖e1‖2S = eT1 Se1,
et en écrivant l'inégalité (4.20) en fonction de V1 et V2, on obtient :
V˙ ≤ −(θ − γ2)V1 − (µ− γ3)V2 + γ1
√
V1
√
V2 (4.21)
où
γ1 =
γ˜1√
λmin(S)
, γ2 =
γ˜2
λmin(S)
, γ3 = γ˜3.
Avec γ3 > 0 (déﬁni dans (4.21)),
V˙ ≤ − γ3V2 − (θ − γ2)V1 + γ1
√
V1
√
V2 − µV2
≤ − γ3V2 −
(
θ − γ2 − γ
2
1
4µ
)
V1
−
(
γ1
2
√
µ
√
V1 −√µ
√
V2
)2
≤ − γ3V2 −
(
θ − γ2 − γ
2
1
4µ
)
V1.
et en prenant γ4 =
(
θ − γ2 − γ
2
1
4µ
)
> 0, ∆ = min(γ3, γ4) il s'ensuit que :
V˙ ≤ −γ3V2 − γ4V1
V˙ ≤ −∆(V1 + V2)
V˙ ≤ −∆V.
Ceci termine la preuve de convergence de l'observateur.
Ainsi V est une fonction de Lyapunov et la vitesse de convergence de l'erreur d'estimation
est ﬁxée par la dynamique de l'estimateur (4.17) du sous-système (4.15).
Dans la section suivante, nous présentons deux observateurs interconnectés qui sont tous
deux des observateurs à grand gain.
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4.3.5 Observateurs interconnectés
((Ghanes, 05-4), (Besançon, 98))
Dans les sections précédentes, nous avons présenté respectivement un observateur à grand
gain interconnecté à un estimateur et un observateur cascade interconnecté à un estima-
teur. Dans l'optique d'améliorer les performances de ces deux observateurs interconnectés
à un estimateur, particulièrement en terme de robustesse, nous proposons ici deux obser-
vateurs interconnectés.
Le modèle de la machine asynchrone (3.21) peut être réécrit sous la forme de deux sous
systèmes interconnectés :
 ˙isαΩ˙
T˙l
 =
 0 bpφrβ 00 0 − 1
J
0 0 0
 isαΩ
Tl
+
 −γisα + abφrα +m1usαm(φrαisβ − φrβisα)− cΩ
0
 (4.22)
 i˙sβφ˙rα
φ˙rβ
 =
 −γ −bpΩ ab0 −a −pΩ
0 pΩ −a
 isβφrα
φrβ
+
 m1usβaMsrisα
aMsrisβ
 (4.23)
où Tl est supposé constant.
Les deux sous-systèmes interconnectés (4.22) et (4.23) peuvent être représentés sous une
forme interconnectée plus compacte comme suit :
{
X˙1 = A1(u, y,X2)X1 + g1(u, y,X2, X1)
y1 = C1X1
(4.24)
{
X˙2 = A2(u, y,X1)X2 + ϕ(u, y)
y2 = C2X2
(4.25)
où :
A1(u, y,X2) =
 0 bpφrβ 00 0 − 1
J
0 0 0
 , A2(u, y,X1) =
 −γ −bpΩ ab0 −a −pΩ
0 pΩ −a

g1(u, y,X2, X1) =
 −γisα + abφrα +m1usαm(φrαisβ − φrβisα)− cΩ
0
 , ϕ(u, y) =
 m1usβaMsrisα
aMsrisβ
 ,
et :
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X1 = col(x11, x12, x13) avec x11 = isα, x12 = Ω, x13 = Tl , C1 = C2 =
(
1 0 0
)
;
X2 = col(x21, x22, x23) avec x21 = isβ, x22 = φrα, x23 = φrβ, u = [usα, usβ]T , y = [isα, isβ]T .
But. Notre but est de concevoir deux observateurs interconnectés pour les sous-systèmes
(4.24) et (4.25) pour reconstruire les variables mécaniques (vitesse et couple de charge),
qui sont basés sur la forme de systèmes aﬃnes en l'état déﬁnie dans (4.1).
Dans le but de concevoir deux observateurs interconnectés pour les sous-systèmes (4.24)
et (4.25), nous posons l'hypothèse suivante :
Hypothèse 8 Les variables (u, y, X2) et (u, y, X1) sont considérées comme des signaux
connus respectivement pour les sous-systèmes (4.24) et (4.25).
On déﬁnit v1 := [u, y,X2]T et v2 := [u, y,X1]T .
En supposant que l'hypothèse 8 soit satisfaite, les sous-systèmes (4.24) et (4.25) respecti-
vement peuvent être écrits sous la forme interconnectée aﬃne (4.1) suivante :{
X˙1 = A1(v1)X1 + g1(v1, X1)
y1 = C1X1
(4.26)
{
X˙2 = A2(v2)X2 + ϕ(u, y)
y2 = C2X2
(4.27)
Pour concevoir les observateurs respectivement pour les sous-systèmes (4.26) et (4.27),
nous posons l'hypothèse suivante :
Hypothèse 9
1. v1 et v2 sont bornés et supposés être régulièrement persistants (voir section 2.3.2 et
annexe A) pour garantir la propriété d'observabilité des sous-systèmes (4.26) et (4.27)
respectivement.
2. A1(u, y,X2) est globalement Lipschitz par rapport à X2 uniformément par rapport à
(u, y).
3. A2(u, y,X1) est globalement Lipschitz par rapport à X1 uniformément par rapport à
(u, y).
4. g1(u, y,X2, X1) est globalement Lipschitz par rapport à X2 uniformément par rapport
à (u, y,X1).
A partir de l'hypothèse 9, les observateurs pour la forme de sous-systèmes interconnectés
(4.26) et (4.27) sont donnés par :

Z˙1 = A1(u, y, Z2)Z1 + g1(u, y, Z2, Z1) + S
−1
1 C
T
1 (y1 − yˆ1)
S˙1 = −θ1S1 − AT1 (u, y, Z2)S1 − S1A1(u, y, Z2) + CT1 C1
yˆ1 = C1Z1
(4.28)
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
Z˙2 = A2(u, y, Z1)Z2 + ϕ(u, y) + S
−1
2 C
T
2 (y2 − yˆ2)
S˙2 = −θ2S2 − AT2 (u, y, Z1)S2 − S2A2(u, y, Z1) + CT2 C2
yˆ2 = C2Z2
(4.29)
où Z1 = col(z11, z12, z13) avec z11 = iˆsα, z12 = Ωˆ, z13 = Tˆl, Z2 = col(z21, z22, z23) avec
z21 = iˆsβ, z22 = φˆrα, z23 = φˆrβ.
‖S1‖, ‖S2‖ et les valeurs propres de S1, S2 sont bornées pour θ1, θ2 assez larges.
Notant que S−11 CT1 et S−12 CT2 sont les gains des deux observateurs (4.28) et (4.29) respec-
tivement.
Les matrices A1(u, y, Z2) et A2(u, y, Z1) ainsi que le champ de vecteur g1(u, y, Z2, Z1) sont
donnés par :
A1(u, y, Z2) =
 0 bpφˆrβ 00 0 − 1
J
0 0 0
 , A2(u, y, Z1) =
 −γ −bpΩˆ ab0 −a −pΩˆ
0 pΩˆ −a

g1(u, y, Z2, Z1) =
 −γiˆsα + abφˆrα +m1usαm(φˆrαiˆsβ − φˆrβ iˆsα)− cΩˆ
0
 .
Remarque 12 Pour l'implémentation des deux observateurs, il est clair que la totalité
des vecteurs X1 et X2 considérés comme des signaux connus dans l'hypothèse 8 n'est pas
requise. Les deux observateurs utilisent uniquement isα et isβ comme signaux mesurés
(connus) qui sont les deux composantes du courant statorique dans le repère ﬁxe (α− β).
Aﬁn de prouver la convergence de l'erreur d'estimation des deux observateurs, nous pré-
sentons dans ce qui suit l'analyse de stabilité des deux observateurs basée sur la théorie
de Lyapunov. Comme nous allons le voir ci-aprés, la dynamique de convergence des deux
observateurs est choisie arbitrairement contrairement à celle des deux observateurs pré-
cédents qui est imposée par l'estimateur.
4.3.6 Analyse de la stabilité des deux observateurs avec incerti-
tudes paramétriques
Dans cette section, nous présentons l'analyse de la stabilité des deux observateurs. De
plus, cette analyse est faite en prenant en compte les incertitudes paramétriques de la
machine asynchrone. Cette méthode d'analyse de stabilité avec incertitudes paramétriques
peut aussi s'appliquer pour les deux observateurs déﬁnis précédemment. Pour cela, nous
déﬁnissons les erreurs d'estimations comme suit :
e1 = X1 − Z1; e2 = X2 − Z2
Leur dynamiques sont données par :
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e˙1 = A1(u, y,X2)X1 + g1(u, y,X2, X1)− S−11 CT1 C1e1
− A1(u, y, Z2)Z1 − g1(u, y, Z2, Z1)
e˙2 = A2(u, y,X1)X2 − A2(u, y, Z1)Z2 − S−12 CT2 C2e2
ou de manière équivalente :
e˙1 = [A1(u, y, Z2)− S−11 CT1 C1]e1 + g1(u, y,X2, X1)− g1(u, y, Z2, Z1)
+ [A1(u, y,X2)− A1(u, y, Z2)]X1 (4.30)
e˙2 = [A2(u, y, Z1)− S−12 CT2 C2]e2 + [A2(u, y,X1)− A2(u, y, Z1)]X2. (4.31)
Maintenant, considérons les équations (4.30) et (4.31) avec des incertitudes sur les para-
mètres de la machine :
e˙1 = [A1(u, y, Z2)− S−11 CT1 C1]e1
+ g1(u, y,X2, X1) + ∆g1(u, y,X2, X1)− g1(u, y, Z2, Z1)
+ [A1(u, y,X2) + ∆A1(u, y,X2)− A1(u, y, Z2)]X1
e˙2 = [A2(u, y, Z1)− S−12 CT2 C2]e2
+ [A2(u, y,X1) + ∆A2(u, y,X2)− A2(u, y, Z1)]X2 +∆ϕ(u, y).
où ∆A1(u, y,X2), ∆A2(u, y,X2), ∆g1(u, y,X2, X1) et ∆ϕ(u, y) sont respectivement les
termes incertains de A1(u, y,X2), A2(u, y,X2), g1(u, y,X2, X1) et ϕ(u, y).
Hypothèse 10 On suppose que :
‖∆A1(u, y,X2)‖ ≤ ρ1
‖∆A2(u, y,X1)‖ ≤ ρ2
‖∆g1(u, y,X2, X1)‖ ≤ ρ3
‖∆ϕ(u, y)‖ ≤ ρ4
pour ρi > 0, i = 1, ..., 4.
Cette hypothèse est justiﬁée par le fait que les paramètres de la machine sont connus avec
une certaine précision et sont bornés et aussi par le fait que les états de la machine sont
bornés.
Pour établir la convergence des deux observateurs, nous donnons des conditions suﬃsantes
qui sont énoncées dans le résultat suivant :
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Pour établir la convergence des deux observateurs, nous donnons des conditions suﬃsantes
qui sont énoncées dans le résultat suivant :
Les valeurs de θ1 et θ2 sont choisies de manière à ce que les inégalités (4.32) et (4.33)
soient vériﬁées.
δ1 = (θ1 − (µ˜1 + µ˜2 + µ˜3)²) > 0, (4.32)
δ2 = (θ2 − (µ˜1 + µ˜2 + µ˜3)
²
) > 0 (4.33)
où µ˜1 = µ1√l1√l2 , µ˜2 =
µ2√
l1
√
l2
, µ˜3 =
µ3√
l1
√
l2
, avec µ1 = k1k2k3, µ2 = k1k4, µ3 = k5k6k7,
µ4 = 2(k1k3ρ1 + k1ρ3), µ5 = 2(k5k7ρ2 + k5ρ4). ² ∈]0, 1[.
Les paramètres k1, k2, k3 et l1, l2 sont des constantes positives.
Théorème 1 Si les hypothèses 8, 9 et 10 sont satisfaites, alors le système (4.28)-(4.29)
est un observateur exponentiel du système (4.26)-(4.27) pour θ1 et θ2 satisfaisant les
inégalités (4.32) et (4.33) respectivement.
Preuve du théorème 1.
Pour prouver la convergence des deux observateurs, considérons l'équation de Lyapunov
candidate :
V = V1 + V2
où :
V1 = e
T
1 S1e1, V2 = e
T
2 S2e2.
Pour prouver que V doit être une fonction de Lyapunov, nous calculons sa dérivée tem-
porelle :
V˙ = eT1
{
AT1 (u, y, Z2)S1 + S1A1(u, y, Z2 − 2CT1 C1
}
e1
+ 2eT1 S1 {A1(u, y,X2) + ∆A1(u, y,X2)− A1(u, y, Z2)}X1
+ 2eT1 S1 {g1(u, y,X1, X2) + ∆g1(u, y,X2, X1)− g1(u, y, Z1, Z2)}
+ eT2
{
AT2 (u, y, Z1)S2 + S2A2(u, y, Z1 − 2CT2 C2
}
e1
+ 2eT2 S2 {A2(u, y,X1) + ∆A2(u, y,X1)− A2(u, y, Z1)}X2
+ 2eT2 S2∆ϕ(u, y)
où encore :
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V˙ = eT1
{−θ1S1 − CT1 C1} e1
+ 2eT1 S1 {A1(u, y,X2)− A1(u, y, Z2) + ∆A1(u, y,X2)}X1
+ 2eT1 S1 {g1(u, y,X2, X1)− g1(u, y, Z2, Z1) + ∆g1(u, y,X2, X1)}
+ eT2
{−θ2S2 − CT2 C2} e1
+ 2eT2 S2 {A2(u, y,X1)− A2(u, y, Z1) + ∆A2(u, y,X1)}X2
+ 2eT2 S2∆ϕ(u, y)
On introduit les normes ; l'expression précédente devient :
V˙ ≤ −θ1eT1 S1e1
+ 2 ‖e1‖ ‖S1‖ ‖{A1(u, y,X2)− A1(u, y, Z2) + ∆A1(u, y,X2)}‖ ‖X1‖
+ 2 ‖e1‖ ‖S1‖ ‖{g1(u, y,X2, X1)− g1(u, y, Z2, Z1) + ∆g1(u, y,X2, X1)}‖
− θ2eT2 S2e2
+ 2 ‖e2‖ ‖S2‖ ‖{A2(u, y,X1)− A2(u, y, Z1) + ∆A2(u, y,X1)}‖ ‖X2‖
+ 2 ‖e2‖ ‖S2‖ ‖∆ϕ(u, y)‖ .
En tenant compte des hypothèses 9 et 10 :
‖S1‖ ≤ k1
‖{A1(u, y,X2)− A1(u, y, Z2)}‖ ≤ k2 ‖e2‖
‖X1‖ ≤ k3
‖{g1(u, y,X2, X1)− g1(u, y, Z2, Z1)}‖ ≤ k4 ‖e2‖
‖S2‖ ≤ k5
‖{A2(u, y,X1)− A2(u, y, Z1)}‖ ≤ k6 ‖e1‖
‖X2‖ ≤ k7
‖∆A1(u, y,X2)‖ ≤ ρ1
‖∆A2(u, y,X1)‖ ≤ ρ2
‖∆g1(u, y,X2, X1)‖ ≤ ρ3
‖∆ϕ(u, y)‖ ≤ ρ4
et en regroupant les termes communs de ‖e1‖ et ‖e2‖, on obtient :
V˙ ≤ −θ1eT1 S1e1 + 2µ1 ‖e1‖ ‖e2‖+ 2µ2 ‖e1‖ ‖e2‖
− θ2eT2 S2e2 + 2µ3 ‖e2‖ ‖e1‖
+ µ4 ‖e1‖+ µ5 ‖e2‖ (4.34)
Considérons maintenant que les inégalités suivantes soient vériﬁées :
l1(S1) ‖e1‖2 ≤ ‖e1‖2S1 ≤ l3(S1) ‖e1‖
2
l2(S2) ‖e2‖2 ≤ ‖e2‖2S2 ≤ l4(S2) ‖e2‖
2
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où
‖e1‖2S1 = eT1 S1e1, ‖e2‖
2
S2
= eT2 S2e2.
En écrivant l'expression de V˙ (4.34) en fonction de V1 et V2, il suit que :
V˙ ≤ −θ1V1 − θ2V2 + 2(µ˜1 + µ˜2 + µ˜3)
√
V1
√
V2
+ µ4 ‖e1‖+ µ5 ‖e2‖
où
µ˜1 =
µ1√
λmin(S1)
√
λmin(S2)
µ˜2 =
µ2√
λmin(S1)
√
λmin(S2)
µ˜3 =
µ3√
λmin(S1)
√
λmin(S2)
.
En utilisant l'inégalité suivante :
√
V1
√
V2 ≤ ²
2
V1 +
1
2²
V2,
∀² ∈]0, 1[, on obtient :
V˙ ≤ − θ1V1 + (µ˜1 + µ˜2 + µ˜3)²V1 + (µ˜1 + µ˜2 + µ˜3)
²
V2
− θ2V2 + µ4 ‖e1‖+ µ5 ‖e2‖ .
Par conséquent :
V˙ ≤ − (θ1 − (µ˜1 + µ˜2 + µ˜3)²)V1 − (θ2 − (µ˜1 + µ˜2 + µ˜3)
²
)V2
+ µ4 ‖e1‖+ µ5 ‖e2‖ .
Avec δ = min(δ1, δ2) et µ = max(µ4, µ5) où
δ1 = (θ1 − (µ˜1 + µ˜2 + µ˜3)²) > 0
et
δ2 = (θ2 − (µ˜1 + µ˜2 + µ˜3)
²
) > 0
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il suit que :
V˙ ≤ −δ(V1 + V2) + µ(
√
V1 +
√
V2)
≤ −δV + µ
√
V . (4.35)
Finalement, nous avons deux cas :
Les paramètres de la machine sont connus i.e µ = 0 :
Pour aﬃrmer que V˙ ≤ −δV (inégalité (4.35) avec µ = 0), il suﬃt de choisir θ1 et θ2 tels
que les inégalités (4.32) et (4.33) soient satisfaites. Alors V est une fonction de Lyapunov
et la convergence exponentielle de l'erreur d'estimation est ﬁxée arbitrairement par θ1 et
θ2 contrairement aux observateurs précédents où la convergence de l'erreur est régie par
celle imposée par les estimateurs.
Les paramètres de la machine varient i.e µ 6= 0 : (Khalil, 92)
L'inégalité (4.35) signiﬁe que :
V˙ ≤ −(1− ς)δV − ςδV + µ ‖e‖Sθ , 1 > ς > 0 (4.36)
ou bien
V˙ ≤ −(1− ς)δV, ∀ ‖e‖Sθ ≥
µ
ςδ
(4.37)
Pour avoir V˙ deﬁnie négative, il faut que l'erreur d'estimation (4.37) soit toujours supé-
rieure à µ
ςδ
. Ainsi l'erreur d'estimation dont la convergence est ﬁxée arbitrairement par
θ1 et θ2 est stable à condition qu'elle reste toujours supérieure à µςδ . δ est théoriquement
ajustable, on peut donc le régler de manière que l'erreur soit toujours supérieure à µ
ςδ
.
C'est donc la précision d'estimation obtenue par ces observateurs.
Dans la section suivante, nous allons présenter les résultats expérimentaux des trois tech-
niques d'observation.
4.4 Résultats expérimentaux
Les résultats expérimentaux des trois observateurs obtenus sur le benchmark "Observa-
teur sans capteur mécanique" sont présentés ci-dessous.
Le schéma Simulink utilisé sur la plate forme d'essai pour expérimenter les trois observa-
teurs est donné par la ﬁgure suivante :
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Fig. 4.1: Schéma Simulink de l'observateur utilisé sur la plate-forme de l'IRCCyN.
Le bloc "2 0bs. interconnectés" est le bloc de l'observateur qui utilise uniquement les
mesures de courants et de tensions dans le repère ﬁxe diphasé (α−β) pour estimer les va-
riables mécaniques (vitesse et couple de charge) et les variables magnétiques (ﬂux) (aprés
avoir utilisé la transformation de Concordia). Le bloc "Loi U/F" est une commande sca-
laire U/f classique qui est indépendante des mesures et des variables estimées. C'est ce
bloc qui sert à calculer la commande en tension (dans le repère ﬁxe triphasé (abc)). Cette
commande va imposer le suivi de trajectoire de la pulsation statorique (déﬁnie dans le
"Benchmark Observateur sans capteur") via son onduleur triphasé. En même temps le
suivi de trajectoire de la vitesse (déﬁnie dans le "Benchmark Observateur sans capteur")
est imposé à la machine asynchrone par un moteur synchrone (moteur de charge connecté
à la machine asynchrone) via un variateur industriel.
La période d'échantillonnage T est égale à 200µs.
Le bloc "2 Obs. interconnectés" est utilisé pour implanter les trois observateurs déﬁnis
auparavant. Dans le cas des deux observateurs à grand gain et cascade intercon-
nectés à l'estimateur, le bloc "Obs 2" est remplacé par un estimateur. Les
ﬁchiers Simulink des trois observateurs utilisés à la plate forme sont présentés en détails
dans l'annexe C. La machine asynchrone utilisée pour tester les trois observateurs est une
machine à rotor bobiné. Ses caractéristiques sont les suivantes : (web, 03)
Puissance nominale 1.5kW
Vitesse nominale 1430 tr/mn
Nombre de paires de pole 2
Tension simple 220 V
Intensité nominale 7.5 A
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Les paramètres identiﬁés "nominaux" de la machine asynchrone utilisés sont, pour un
montage étoile équivalent :
Rs 1.633Ω
Rr 0.93Ω
Ls 0.142H
Lr 0.076H
Msr 0.099H
J 0.0111Kg.m2
fv 0.0018Nm/rad/s
4.4.1 Résultats expérimentaux de l'observateur à grand gain in-
terconnecté à l'estimateur
Dans cette section sont présentés les résultats expérimentaux de l'observateur à grand
gain interconnecté à l'estimateur.
Le paramètre θ (c.f lemme 1) est choisi comme suit : θ = 45 pour satisfaire les conditions
de convergence (voir annexe B.2).
4.4.2 Essai avec les paramètres "nominaux"
Les ﬁgures 4.2 et 4.3 montrent les courbes de la vitesse et du couple de charge estimées
dans le cas "nominal".
Remarque 13 Nous considérons ici que les paramètres nominaux sont ceux que nous
avons identiﬁés, que nous distinguerons des paramètres théoriques. Contrairement à la si-
mulation, les paramètres expérimentaux dits "nominaux" ne correspondent pas exactement
avec les paramètres réels de la machine. Les conditions expérimentales sont légérement dif-
férentes des conditions d'identiﬁcation et l'identiﬁcation a une certaine incertitude dans
ses résultats. De plus les hypothèses simpliﬁcatrices (c.f Hypothèse 1) ne sont pas vériﬁées.
La vitesse estimée (Figure 4.2) est globalement bien reconstruite dans des conditions
d'observabilité. Par contre lorsque la machine est dans des conditions d'inobservabilités
(ou au voisinage), la vitesse estimée devient instable (Figure 4.2). Ce comportement est du
aux gains de l'observateur qui deviennent grands (voir annexe B.2) et par conséquent la
partie "correction de l'erreur de mesure" qui est fonction des gains de l'observateur devient
importante et insigniﬁante lorsque la machine est dans des conditions d'inobservabilité
(ou au voisinage). La conclusion est la même pour le couple de charge estimé (Figure
4.3). Pour éviter ce comportement, la solution que l'on propose est d'adapter les gains
de l'observateur à la propriété de l'observabilité de la machine, ce qui nous donne l'essai
suivant.
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Fig. 4.2: a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du temps (s).
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Fig. 4.3: a) Couple de charge mesuré, b) Couple de charge estimé, (N.m) en fonction du
temps (s).
4.4.3 Essai avec commutation de l'observateur en mode estima-
teur
Lorsque le moteur est proche des conditions inobservables, on commute l'observateur en
mode estimateur (sans gains de correction de l'erreur de mesure).
Méthode de commutation de l'observateur en mode estimateur :
Considérant le Jacobien d'observabilité de la machine déﬁnie dans le chapitre précédent
(c.f 3.27) qui est donnée par :
OJ =
∂
∂X
(O)
où O est l'ensemble de fonctions C∞ déﬁni par :
O =
(
isα isβ i˙sα i˙sβ i
(2)
sα i
(2)
sβ
)T
et :
X = (isα isβ φrα φrβ Ω Cres)
T
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Le déterminant D de cette matrice d'observabilité est donné à la ﬁgure 4.4. On peut
remarquer que ce déterminant tend vers zéro lorsque la machine est au voisinage des
conditions d'inobservabilité. Par conséquent, on multiplie les gains de l'observateur par la
fonction suivante : L = f(D,Dmin) déﬁnie comme suit :
- Si D > Dmin alors L = 1,
- Si D < Dmin alors L = DDmin ,
- Si D = 0 alors L = 0,
où Dmin est la plus petite valeur (critique) de D choisie comme point de commutation de
l'observateur au mode estimateur et tel que la machine soit dans des conditions d'obser-
vabilité.
- Quand D > Dmin (L = 1) la machine est dans des conditions d'observabilité et l'obser-
vateur fonctionne en mode observateur.
- Quand D < Dmin (L = D/Dmin) la machine est proche des conditions d'inobserva-
bilité et les gains de l'observateur diminuent doucement pour éviter les phénomènes de
transition de la commutation (Les gains de l'observateur sont multipliés par L = D/Dmin).
- Quand D = 0 (L = 0) la machine est dans des conditions d'inobservabilité et l'observa-
teur fonctionne en mode estimateur.
Remarque 14 Le déterminant D de la matrice d'observabilité OJ a une grande valeur
et n'est pas exact à cause du mauvais conditionnement de la matrice d'observabilité OJ :
le conditionnement de OJ (Cond(OJ) ' 107 alors que dans la fonction Matlab utilisée,
le conditionnement doit être inférieur à < 104. Par conséquent, nous avons normalisé ce
déterminant à sa valeur maximale comme il est montré la Figure 4.4.
Les résultats ainsi obtenus sont montrés dans les Figures 4.5 et 4.6. Dmin est choisi comme
suit : Dmin = 0.05. Le déterminant D et la fonction L sont donnés à la Figure 4.4. Nous
pouvons remarquer que lorsque la machine est au voisinage des conditions d'inobserva-
bilité, la vitesse estimée (Figure 4.5) est stable, il apparaît uniquement un petit écart
statique. La même conclusion est donnée pour le couple de charge estimé (Figure 4.6).
Notons que le comportement de la vitesse et du couple de charge estimés est le même
en mode observateur (dans des conditions d'observabilité) par rapport à l'essai précédent
(sans commutation de l'observateur en mode estimateur, voir Figures 4.2 et 4.3).
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Fig. 4.4: Déterminant D normalisé en fonction du temps (s).
4.4 Résultats expérimentaux 65
0 1 2 3 4 5 6 7 8 9
−20
−10
0
10
20
30
40
50
Temps(s)
ra
d/s
b 
a 
Fig. 4.5: a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du temps (s). Com-
mutation Observateur/Estimateur.
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Fig. 4.6: a) Couple de charge mesuré, b) Couple de charge estimé (N.m) en fonction du
temps (s). Commutation Observateur/Estimateur.
4.4.4 Analyse de la robustesse
Sur la plate-forme d'essai située à l'IRCCyN, il est diﬃcile de faire varier les paramètres
de la machine. Pour vériﬁer la robustesse, nous avons eﬀectué des variations paramé-
triques sur l'observateur par rapport aux valeurs identiﬁées. La comparaison est faite par
rapport à l'essai précédent (Essai avec commutation de l'observateur en mode estimateur).
Les Figures 4.7-4.8 et 4.9-4.10 montrent respectivement qu'une variation de +50% et
−50% sur la résistance rotorique engendre un écart statique sur la vitesse estimée (Fi-
gures 4.7 et 4.9) et sur le couple de charge estimé (Figures 4.8 et 4.10) dans des conditions
d'observabilité par rapport à l'essai précédent (Figures 4.5 et 4.6). La sensibilité de l'ob-
servateur est plus importante dans le cas de -50% de variation sur Rr. Cet écart statique
est ampliﬁé pour le couple de charge estimé (Figure 4.10) dans le cas de -50% de variation
sur Rr lorsque la machine est au voisinage des conditions d'inobservabilité par rapport à
l'essai précédent (Figure 4.6).
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Fig. 4.7: +50% sur Rr. a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du
temps (s).
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Fig. 4.8: +50% sur Rr. a) Couple de charge mesuré, b) Couple de charge estimé (N.m)
en fonction du temps (s).
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Fig. 4.9: -50% sur Rr. a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du temps
(s).
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Fig. 4.10: -50% sur Rr. a) Couple de charge mesuré, b) Couple de charge estimé (N.m)
en fonction du temps (s).
Les Figures 4.11-4.12 et 4.13-4.14 montrent respectivement qu'une variation de +15% et
de −40% sur la résistance statorique n'inﬂue peu ou pas les performances de l'observateur
dans les conditions d'observabilité au niveau de la vitesse estimée (Figures 4.11 et 4.13)
par rapport à l'essai précédent (Figure 4.5). La conclusion est diﬀérente pour le couple
de charge estimé (Figures 4.12 et 4.14) où un écart statique est apparu par rapport à
l'essai précédent (Figure 4.6). Dans les conditions inobservables, on peut remarquer que
dans le cas de +15% de variation sur Rs l'écart statique sur le couple de charge estimé
est ampliﬁé (Figure 4.12) tandis qu'il est diminué sur la vitesse estimée (Figure 4.11) par
rapport à l'essai précédent (Figure 4.6).
Remarque 15 Les performances de l'observateur sont acceptables dans les conditions
inobservables pour des variations de paramètres allant jusqu'à +15% et -40% sur la ré-
sistance statorique. Dans les conditions d'observabilité, les variations peuvent être supé-
rieures sans nuire à la robustesse de l'observateur.
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Fig. 4.11: +15% sur Rs. a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du
temps (s).
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Fig. 4.12: +15% sur Rs. a) Couple de charge mesuré, b) Couple de charge estimé (N.m)
en fonction du temps (s).
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Fig. 4.13: -40% sur Rs. a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du
temps (s).
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Fig. 4.14: -40% sur Rs. a) Couple de charge mesuré, b) Couple de charge estimé (N.m)
en fonction du temps (s).
Les Figures 4.15-4.16 et 4.17-4.18 montrent respectivement la sensibilité paramétrique
de l'observateur et de l'estimateur vis à vis de l'inductance rotorique et de l'inductance
statorique. On peut remarquer qu'une variation de +20% sur l'inductance rotorique inﬂue
peu sur les performances de l'observateur dans les conditions d'observabilité par rapport
à l'essai précédent (Figures 4.5 et 4.6). En revanche, lorsque la machine est au voisinage
des conditions d'inobservabilité, l'observateur fonctionnant en estimateur est sensible à
cette variation.
Le résultat est diﬀérent dans le cas de la variation de +20% sur l'inductance statorique.
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La vitesse et le couple de charge estimés (Figures 4.17 et 4.18) sont sensibles à cette
variation, il apparaît un écart statique par rapport à l'essai précédent dans les conditions
d'observabilité et inobservables (Figures 4.5 et 4.6).
0 1 2 3 4 5 6 7 8 9
−20
−10
0
10
20
30
40
50
Temps(s)
ra
d/s
b 
a 
Fig. 4.15: +20% sur Lr. a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du
temps (s).
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Fig. 4.16: +20% sur Lr. a) Couple de charge mesuré, b) Couple de charge estimé (N.m)
en fonction du temps (s).
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Fig. 4.17: +20% sur Ls. a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du
temps (s).
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Fig. 4.18: +20% sur Ls. a) Couple de charge mesuré, b) Couple de charge estimé (N.m)
en fonction du temps (s).
Dans la section suivante sont présentés les résultats expérimentaux de l'observateur cas-
cade interconnecté à l'estimateur.
4.4.5 Résultats expérimentaux de l'observateur cascade intercon-
necté à l'estimateur
Les résultats expérimentaux de l'observateur cascade obtenus sur le benchmark observa-
teur sont présentés ci-dessous.
Le schéma Simulink utilisé sur la plate forme d'essai pour expérimenter l'observateur cas-
cade interconnecté à un estimateur est le même que celui utilisé pour l'observateur à grand
gain interconnecté (voir 4.4). Dans le bloc Observateur Estimateur du schéma Simulink
(voir 4.4) est implanté l'observateur cascade.
Les paramètres θ, K1 et K2 sont choisis comme suit : θ = 500, K1 = 0.001 et K2 = 0.1
pour satisfaire les conditions de convergence (voir annexe B.2).
4.4.6 Essai avec les paramètres "nominaux"
Les Figures 4.19 et 4.20 montrent les courbes de la vitesse et du couple de charge estimées
dans le cas "nominal" (paramètres identiﬁés : Remarque 13).
Dans les conditions d'observabilité, la vitesse estimée (Figure 4.19) est reconstruite cor-
rectement. Cette vitesse estimée diverge (Figure 4.19) lorsque la machine est au voisinage
des conditions d'inobservabilité. Ce comportement est du aux gains de l'observateur qui
deviennent grands (voir Annexe B.2) et par conséquent la partie "correction de l'erreur
de mesure" qui est fonction des gains de l'observateur devient importante et insigniﬁante
lorsque la machine est au voisinage des conditions d'inobservabilité. La même conclusion
est donnée pour le couple de charge estimé (Figure 4.20). Une solution que l'on propose
pour éviter ce comportement est d'adapter les gains de l'observateur à la propriété de
l'observabilité de la machine.
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Fig. 4.19: a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du temps (s).
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Fig. 4.20: a) Couple de charge mesuré, b) Couple de charge estimé (N.m) en fonction du
temps (s).
4.4.7 Essai avec passage du mode observateur au mode estima-
teur
Lorsque le moteur est proche et dans des conditions inobservables, on "commute" l'ob-
servateur en mode estimateur (en réglant les gains en fonction de l'observabilité de la
machine). La méthode de commutation utilisée est la même que celle utilisée pour l'ob-
servateur à grand gain interconnecté (voir 4.4.3).Dmin est choisi comme suit :Dmin = 0.01.
Les résultats expérimentaux obtenus dans cet essai sont montrés dans les Figures 4.21
et 4.22. Nous remarquons que lorsque la machine est au voisinage des conditions d'in-
observabilité, la vitesse estimée (Figure 4.21) est stable, il apparaît uniquement un petit
écart statique. La même conclusion est donnée pour le couple de charge estimé (Figure
4.22). Evidemment, dans les conditions d'observabilité, les résultats de l'observateur sont
les mêmes que pour l'essai précédent (c.f. Figures 4.19 et 4.20).
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Fig. 4.21: a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du temps (s). Com-
mutation Observateur/Estimateur.
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Fig. 4.22: a) Couple de charge mesuré, b) Couple de charge estimé (N.m) en fonction du
temps (s). Commutation Observateur/Estimateur.
4.4.8 Analyse de la robustesse
Sur la plate-forme d'essai de l'IRCCyN, il est diﬃcile de faire varier les paramètres de la
machine. Pour vériﬁer la robustesse, nous avons eﬀectué des variations paramétriques sur
l'observateur par rapport aux valeurs identiﬁées. La comparaison est faite par rapport à
l'essai précédent (Essai avec passage de l'observateur en mode estimateur).
Variation de +50% et -50% sur Rr : les Figures 4.23-4.24 et 4.25-4.26 montrent
respectivement qu'une variation de +50% et -50% sur la résistance rotorique engendre un
écart statique sur la vitesse estimée (Figures 4.23 et 4.25) dans les conditions d'observa-
bilité par rapport à l'essai précédent (Figures 4.21 et 4.22) contrairement au couple de
charge estimé (Figures 4.24 et 4.26) qui reste insensible à ces variations. Lorsque la ma-
chine est au voisinage des conditions d'inobservabilité, l'écart statique est diminué pour
le couple de charge estimé dans le cas de +50% et -50% de variation sur Rr (Figures 4.24
et 4.26) par rapport à l'essai précédent (Figure 4.22).
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Fig. 4.23: +50% sur Rr. a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du
temps (s).
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Fig. 4.24: +50% sur Rr. a) Couple de charge mesuré, b) Couple de charge estimé (N.m)
en fonction du temps (s).
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Fig. 4.25: -50% sur Rr. a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du
temps (s).
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Fig. 4.26: -50% sur Rr. a) Couple de charge mesuré, b) Couple de charge estimé (N.m)
en fonction du temps (s).
Variation de +30% et -20% sur Rs : les Figures 4.27-4.28 et 4.29-4.30 montrent
respectivement qu'une variation de +30% et de -20% sur la résistance statorique n'inﬂue
peu ou pas les performances de l'observateur dans les conditions d'observabilité au niveau
de la vitesse estimée (Figures 4.27 et 4.29) par rapport à l'essai précédent (Figure 4.5).
La conclusion est diﬀérente pour le couple de charge estimé dans le cas d'une variation de
+30% sur Rs (Figure 4.28) où un écart statique est apparu par rapport à l'essai précédent
(Figure 4.22). Lorsque la machine est proche et dans les conditions inobservables, l'écart
statique sur le couple de charge estimé est ampliﬁé (Figure 4.30) dans le cas d'une variation
de -20% sur Rs tandis qu'il est diminué sur la vitesse estimée (Figure 4.29) par rapport à
l'essai précédent (Figure 4.22).
Remarque 16 Les performances de l'observateur sont acceptables dans les conditions
inobservables pour des variations de paramètres allant jusqu'à -20% et +30% sur la ré-
sistance statorique. Dans les conditions d'observabilité, les variations peuvent être supé-
rieures sans nuire à la robustesse de l'observateur.
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Fig. 4.27: +30% sur Rs. a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du
temps (s).
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Fig. 4.28: +30% sur Rs. a) Couple de charge mesuré, b) Couple de charge estimé (N.m)
en fonction du temps (s).
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Fig. 4.29: -20% sur Rs. a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du
temps (s).
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Fig. 4.30: -20% sur Rs. a) Couple de charge mesuré, b) Couple de charge estimé (N.m)
en fonction du temps (s).
Variation de +20% sur Lr et +20% sur Ls : les Figures 4.31-4.32 et 4.33-4.34
montrent respectivement la sensibilité paramétrique de l'observateur et de l'estimateur vis
à vis de l'inductance rotorique et de l'inductance statorique. On peut remarquer qu'une
variation de +20% sur l'inductance rotorique et de l'inductance statorique inﬂue de ma-
nière signiﬁcative sur les performances de l'observateur dans les conditions d'observabilité
et d'inobservabilité par rapport à l'essai précédent (Figures 4.21 et 4.22). La sensibilité
de l'observateur au niveau du couple de charge estimé (Figure 4.34) est plus signiﬁcative
dans le cas de la variation de +20% sur l'inductance statorique.
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Fig. 4.31: +20% sur Lr. a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du
temps (s).
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Fig. 4.32: +20% sur Lr. a) Couple de charge mesuré, b) Couple de charge estimé (N.m)
en fonction du temps (s).
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Fig. 4.33: +20% sur Ls. a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du
temps (s).
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Fig. 4.34: +20% sur Ls. a) Couple de charge mesuré, b) Couple de charge estimé (N.m)
en fonction du temps (s).
4.4.9 Comparaison avec les résultats de l'observateur à grand
gain interconnecté
En comparaison des résultats expérimentaux de l'observateur cascade avec ceux obtenus
avec l'observateur à grand gain interconnecté, nous remarquons que :
1. Dans le cas "nominal", les deux observateurs sans passage en mode estimateur ont un
comportement diﬀérent lorsque la machine est proche et dans les conditions inobservables.
L'observateur cascade diverge tandis que l'observateur à grand gain interconnecté a un
comportement oscillatoire.
2. En terme de robustesse :
- l'observateur cascade est plus robuste par rapport à l'observateur à grand gain inter-
connecté dans le cas d'une variation de +50% sur la résistance statorique. En revanche,
il l'est moins dans le cas d'une variation supérieure à -20% sur la résistance statorique.
- l'observateur cascade est moins robuste pour une variation de +20% sur l'inductance
rotorique comparativement à l'observateur à grand gain interconnecté qui est robuste à
cette variation.
Dans la section suivante, nous allons présenter les résultats expérimentaux des deux ob-
servateurs interconnectés.
4.4.10 Résultats expérimentaux des deux observateurs intercon-
nectés
Le schéma Simulink utilisé sur la plate-forme d'essai pour expérimenter les deux ob-
servateurs interconnectés est le même que celui utilisé pour l'observateur à grand gain
interconnecté à un estimateur (voir
∮
4.4) sauf que dans le bloc observateur de ce shéma
Simulink sont implantés les deux observateurs interconnectés. Les paramètres θ1 et θ2 (c.f
théorème) sont choisis comme suit : θ1 = 45, θ2 = 6000 pour satisfaire les conditions de
convergence (voir Annexe B.2).
4.4.11 Essai avec les paramètres identiﬁés "nominaux"
Les Figures 4.35 et 4.36 montrent les courbes de la vitesse et du couple de charge estimées
dans le cas nominal (paramètres identiﬁés : voir Remarque 13)
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La vitesse estimée (Figure 4.35) est globalement bien reconstruite dans les conditions
d'observabilité. Quand la machine est au voisinage des conditions d'inobservabilité, la vi-
tesse estimée devient instable (Figure 4.35). Comme c'est le cas pour l'observateur à grand
gain et cascade, ce comportement est du aux gains de l'observateur qui deviennent grands
(voir Annexe B.2) lorsque la machine est au voisinage des conditions d'inobservabilité.
La conclusion est la même pour le couple de charge estimé (Figure 4.36). La solution
pour éviter ce comportement est d'adapter les gains des observateurs à la propriété de
l'observabilité de la machine, ce qui donne les résultats de la section suivante pour le cas
nominal.
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Fig. 4.35: a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du temps (s).
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Fig. 4.36: a) Couple de charge mesuré, b) Couple de charge estimé (N.m) en fonction du
temps (s).
4.4.12 Essai avec passage des deux observateurs en mode estima-
teur
On adapte les gains des deux observateurs pour passer du mode observateur au mode esti-
mateur lorsque la machine asynchrone est proche des conditions inobservables en utilisant
la même méthode de commutation des gains que celle utilisée pour l'observateur à grand
gain interconnecté à un estimateur et que celle de l'observateur cascade interconnecté à
un estimateur.
Les résultats ainsi obtenus sont montrés dans les Figures 4.37 et 4.38. Nous pouvons
remarquer que lorsque la machine est au voisinage des conditions d'inobservabilité, la
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vitesse estimée (Figure 4.37) est stable, il apparaît uniquement un petit écart statique.
La même conclusion est donnée pour le couple de charge estimé (Figure 4.38). Notons
que le comportement de la vitesse et du couple de charge estimés est le même en mode
observateur (dans des conditions d'observabilité) par rapport à l'essai précédent (sans
commutation de l'observateur en mode estimateur, voir Figures 4.35 et 4.36).
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Fig. 4.37: a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du temps (s). Com-
mutation Observateur/Estimateur.
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Fig. 4.38: a) Couple de charge mesuré, b) Couple de charge estimé (N.m) en fonction du
temps (s). Commutation Observateur/Estimateur.
4.4.13 Analyse de la robustesse
Sur une plate-forme d'essai en général, il n'est pas possible de faire varier les paramètres
de la machine. Pour vériﬁer la robustesse, nous avons donc eﬀectué des variations paramé-
triques sur l'observateur par rapport aux valeurs identiﬁées. La comparaison est faite par
rapport à l'essai précédent (Essai avec commutation de l'observateur en mode estimateur).
Variation de +50% et -50% sur Rr : les résultats expérimentaux obtenus dans le cas
d'une variation de +50% et−50% sur Rr sont montrés respectivement par les Figures 4.39-
4.40 et 4.41-4.42. Nous remarquons qu'il apparaît un petit écart statique sur la vitesse
estimée (Figures 4.39 et 4.41) et sur le couple de charge estimé (Figures 4.40 et 4.42)
dans les conditions d'observabilité par rapport à l'essai précédent (Figures 4.37 et 4.38).
Lorsque la machine est au voisinage des conditions d'inobservabilité, l'écart statique est
ampliﬁé pour la vitesse estimée (Figure 4.41) dans le cas de -50% de variation sur Rr
contrairement pour le couple de charge estimé (Figure 4.41) où il est diminué par rapport
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à l'essai précédent (Figure 4.38). Les deux observateurs sont stables, ce qui vériﬁent bien
la stabilité attendue dans les conditions d'observabilité.
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Fig. 4.39: +50% sur Rr. a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du
temps (s).
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Fig. 4.40: +50% sur Rr. a) Couple de charge mesuré, b) Couple de charge estimé (N.m)
en fonction du temps (s).
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Fig. 4.41: -50% sur Rr. a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du
temps (s).
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Fig. 4.42: -50% sur Rr. a) Couple de charge mesuré, b) Couple de charge estimé (N.m)
en fonction du temps (s).
Variation de +30% et -50% sur Rs : les Figures 4.43-4.44 et 4.45-4.46 montrent
respectivement qu'une variation de +30% et de -50% sur la résistance statorique n'inﬂue
peu ou pas les performances de l'observateur dans les conditions d'observabilité au niveau
de la vitesse estimée (Figures 4.43, 4.45) par rapport à l'essai précédent (Figure 4.37). Dans
les conditions inobservables, on peut remarquer que dans le cas de -50% de variation sur
Rs l'écart statique sur la vitesse estimée est ampliﬁé (Figure 4.45) tandis qu'il est diminué
dans le cas de +30% (Figure 4.43) par rapport à l'essai précédent (Figure 4.38).
Remarque 17 Les performances de l'observateur sont acceptables dans les conditions
inobservables pour des variations de paramètres allant jusqu'à +30% sur la résistance
statorique. Dans les conditions d'observabilité, les variations peuvent être supérieures à
+30% sans nuire à la robustesse de l'observateur.
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Fig. 4.43: +30% sur Rs. a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du
temps (s).
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Fig. 4.44: +30% sur Rs. a) Couple de charge mesuré, b) Couple de charge estimé (N.m)
en fonction du temps (s).
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Fig. 4.45: -50% sur Rs. a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du
temps (s).
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Fig. 4.46: -50% sur Rs. a) Couple de charge mesuré, b) Couple de charge estimé (N.m)
en fonction du temps (s).
Variation de +20% sur Lr et +20% sur Ls : Les ﬁgures 4.47, 4.48 et 4.49, 4.50
montrent respectivement la sensibilité paramétrique des deux observateurs vis à vis de
l'inductance rotorique et de l'inductance statorique. Les deux observateurs sont pratique-
ment insensibles aux variations de +20% sur l'inductance rotorique et statorique dans les
conditions d'observabilité par rapport à l'essai précédent (Figures 4.37, 4.38). Lorsque la
machine est ou au voisinage des conditions d'inobservabilité, les observateurs fonctionnant
en estimateur sont légérement sensibles à ces variations.
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Fig. 4.47: +20% sur Lr. a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du
temps (s).
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Fig. 4.48: +20% sur Lr. a) Couple de charge mesuré, b) Couple de charge estimé (N.m)
en fonction du temps (s).
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Fig. 4.49: +20% sur Ls. a) Vitesse mesurée, b) Vitesse estimée (rad/s) en fonction du
temps (s).
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Fig. 4.50: +20% sur Ls. a) Couple de charge mesuré, b) Couple de charge estimé (N.m)
en fonction du temps (s).
Comparaison avec les résultats de l'observateur à grand gain et de l'observa-
teur cascade
En comparaison des résultats expérimentaux des deux observateurs interconnectés avec
ceux obtenus avec les observateurs à grand gain et cascade, nous remarquons que :
1. Vis à vis de la perte d'observabilité :
Dans le cas "nominal", l'observateur à grand gain a presque le même comportement que
les deux observateurs interconnectés lorsque la machine est proche et dans les conditions
inobservables. Les deux observateurs interconnectés ont un comportement un peu plus
oscillatoire que l'observateur à grand gain. Comparativement à l'observateur cascade, le
comportement est diﬀérent car ce dernier diverge lorsque la machine est proche et dans
les conditions inobservables.
2. En terme de robustesse :
- Les deux observateurs interconnectés sont plus robustes que les observateurs à grand
gain et cascade dans le cas d'une variation de +/-50% sur la résistance rotorique et aussi
pour une variation de +20% sur l'inductance statorique.
- Pour une variation de +30% sur la résistance statorique, l'observateur à grand gain n'est
pas robuste contrairement aux deux observateurs interconnectés et à l'observateur cas-
cade qui eux sont robustes. En revanche, l'observateur cascade n'est pas robuste dans le
cas d'une variation supérieure à -20% sur la résistance statorique tandis que l'observateur
à grand gain et les deux observateurs sont robustes à cette variation. De cette analyse
de robustesse, il apparaît clairement que les deux observateurs interconnectés sont plus
robustes que les observateurs à grand gain et cascade.
La comparaison entre les trois observateurs que nous avons proposés dans ce chapitre est
récapitulée dans le tableau 1 ci-dessous.
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Observateur cas-
cade
Observateur à
grand gain
2 Observateurs inter-
connectés
Conditions
d'observabilité
 Peu robuste à Rr
 Robuste à Rs
 Très peu robuste
à Ls et Lr
 Peu robuste à Rr
 Robuste à Rs
 Peu robuste à Lr
et Ls
 Robuste à Rr
 Robuste à Rs
 Très robuste à Lr
et Ls
Dans ou au
voisinage des
conditions d'in-
observabilité
avec gains
 Divergence bru-
tale dans le cas
"nominal"
 Comportement
oscillatoire dans
le cas "nominal"
 Comportement os-
cillatoire dans le
cas "nominal"
Dans ou au
voisinage des
conditions d'in-
observabilité
sans gains
 Robuste sur [-
20% +30%] sur
Rs
 Robuste sur [-
40% +15%] sur
Rs
 Robuste sur [-50%
+30%] sur Rs
Tableau 1 : Comparaison des résultats expérimentaux des trois observateurs proposés.
4.5 Conclusion
Ce chapitre a proposé, dans le cadre de l'observation sans capteur mécanique de la ma-
chine asynchrone, trois techniques de synthèse d'observateurs : observateur cascade inter-
connecté à un estimateur, observateur à grand gain interconnecté à un estimateur et deux
observateurs à grand gain interconnectés. Ces techniques d'observation permettent de re-
construire les variables mécaniques (vitesse et couple de charge) en utilisant comme seule
information les courants et les tensions statoriques de la machine asynchrone. Ces trois
techniques d'observation ont été testées et validées expérimentalement sur le "Benchmark
Observateur sans capteur mécanique" présenté au chapitre 3. Les résultats expérimentaux
obtenus ont montrés que ces trois techniques deviennent instables lorsque la machine est
au voisinage des conditions d'inobservabilité. Pour éviter ce comportement, nous avons
proposé une solution qui consiste à commuter les observateurs en mode estimateur en
adaptant les gains de ces observateurs à la propriété d'observabilité de la machine lorsque
celle-ci est proche et dans des conditions inobservables. Nous avons testés la robustesse
des trois techniques d'observation vis-à-vis des variations paramétriques de la machine.
Selon les résultats obtenus, la troisième technique d'observation des deux observateurs
interconnectés est plus robuste que les deux autres. Au cours du chapitre 5, nous l'asso-
cierons à une commande dans le but de réaliser une commande non linéaire robuste sans
capteur mécanique pour la machine asynchrone.
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Chapitre 5
Commande non linéaire sans capteur
mécanique pour la machine asynchrone
5.1 Introduction et Etat de l'art
Des commandes de rendement élevé pour la machine asynchrone peuvent être mises en
application au moyen de contrôleurs de vitesse/ﬂux qui se basent sur des concepts d'orien-
tation de champ (Blaschke, 72). L'algorithme de commande vectorielle orientée est une
commande sur les courants, les ﬂux et la vitesse mécanique. Des capteurs mécaniques
tels que les codeurs incrémentaux et les resolvers sont habituellement employés pour me-
surer la vitesse mécanique de la machine asynchrone. Ces capteurs de vitesse réduisent
la robustesse et la ﬁabilité d'entraînement de la machine asynchrone et augmentent son
coût ainsi que la complexité des montages. Par conséquent, durant cette dernière décen-
nie, les commandes sans capteur mécanique de la machine asynchrone (sans mesure de
vitesse), sont devenues un sujet important et un attrayant champ de la perspective indus-
trielle. Il existe de nombreux articles consacrés à ce sujet ((Peresada, 99), (Marino, 99),
(Feemster, 01), (Marino, 02), (Aurora, 04), (Khalil, 04), (Barambones, 04), (Marino, 04)).
Dans (Aurora, 04), deux observateurs de courants statoriques sont proposés pour estimer
le ﬂux rotorique de la machine. L'estimation de la vitesse mécanique ainsi qu'une esti-
mation de la constante de temps rotorique de la machine sont obtenus en étudiant la
stabilité d'une fonction de Lyapunov candidate. Ces estimations de vitesse et de ﬂux sont
ensuite insérées dans une commande en courant basée sur les modes glissants. Un ob-
servateur de vitesse doté d'une structure améliorant les performances en transitoire est
proposé dans (Feemster, 01). Cet observateur est ensuite incorporé dans un schéma de
commande vectorielle. La commande utilisée permet d'assurer le suivi de vitesse, de ﬂux
et de courant en assurant à chaque fois des dynamiques stables pour les erreurs d'esti-
mation de vitesse, de ﬂux et de courant. Une analyse de stabilité globale de l'ensemble
"Commande+Observateur" est donnée dans cet article. Dans (Marino, 04), un algorithme
de commande d'ordre deux incluant un observateur de vitesse et garantissant une stabilité
locale exponentielle et une stabilité globale asymptotique est proposé. Une structure de
régulateurs PI permettant d'asservir la vitesse et le ﬂux de la machine est proposée dans
(Khalil, 04). La vitesse est observée par un observateur à grand gain et insérée dans le
régulateur de vitesse. Dans ce papier la synthèse du régulateur de vitesse est faite sur
un modèle linéarisé autour d'un point d'équilibre. Dans (Peresada, 99), une commande
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de type backstepping basée sur le principe d'orientation du ﬂux est proposée. Cette com-
mande permet d'asservir le ﬂux et la vitesse de la machine. De plus, une estimation du
couple de charge et de l'angle du repère tournant (d-q) de la machine est obtenue en
étudiant une fonction de Lyapunov candidate. Ces estimations du couple de charge et de
l'angle du repère tournant sont incorporées ensuite dans le schéma de commande. Une
commande de type backstepping est aussi proposée dans (Marino, 99). Cette commande
est scindée en deux étapes. Une première étape permettant d'obtenir les courants stato-
riques de référence pour assurer le suivi en vitesse et en ﬂux en étudiant une fonction de
Lyapunov candidate. La deuxième étape consiste à calculer les estimations du couple de
charge et de la résistance rotorique et aussi à calculer la commande en tension de façon
à asservir les courants à leurs références (calculés dans la première étape). Ceci est réa-
lisé par l'intermédiaire de l'étude d'une fonction globale de Lyapunov candidate incluant
celle de la première étape. Dans (Raumer, 94), une commande permettant d'assurer un
suivi des sorties (vitesse et ﬂux) en introduisant une troisième sortie auxiliaire à contrôler
qui est proportionnelle au produit scalaire du courant et du ﬂux. De plus, un observa-
teur de ﬂux et de courant de type Luenberger est proposé dans cet article. L'observateur
est ensuite incorporé dans la commande. Une analyse de stabilité globale de l'ensemble
Commande+Observateur est donnée. Cette étude de stabilité en boucle fermée permet
d'obtenir les gains de l'observateur.
A notre connaissance, après examen des méthodes de commandes sans capteur méca-
nique proposées dans la littérature (sans être exhaustif), nous pouvons remarquer :
1. Ces méthodes de commandes sans capteur mécanique de la machine asynchrone ((Peresada,
99), (Marino, 99), (Feemster, 01), (Marino, 02), (Aurora, 04), (Khalil, 04), (Barambones,
04), (Marino, 04)) ont été souvent testées et évaluées à haute vitesse. Il n'existe pas dans
le domaine de la commande sans capteur mécanique de la machine asynchrone de tests
expérimentaux signiﬁcatifs incluant le fonctionnement à basse vitesse de la machine.
2. La plupart de ces méthodes utilisent, en plus des mesures des courants statoriques, soit
la mesure de la vitesse (voir (Peresada, 99), (Marino, 99)) ou bien la mesure du couple de
charge (voir (Feemster, 01), (Barambones, 04), (Marino, 04)).
3. Peu de travaux ont montré la convergence globale de l'ensemble Commande+Observateur
excepté ceux de (Feemster, 01) et (Marino, 04). Néanmoins, ces deux dernières méthodes
présentent un inconvénient majeur : le couple de charge est considéré comme étant une
variable connue (mesurée) (point 2). De plus, ces méthodes ont été testées et évaluées à
haute vitesse (point 1).
L'objectif de ce chapitre est de proposer une loi de commande non linéaire sans capteur
mécanique qui répond aux trois obstructions citées ci-dessus. La commande en question
est une commande vectorielle sans capteur mécanique basée sur les modes glissants. Elle
utilise comme observateur de vitesse les deux observateurs interconnectés présentés au
chapitre précédent. Dans un premier temps, nous présentons la conception détaillée de
la loi de commande que nous proposons et nous donnons une démonstration de conver-
gence de la loi de commande en utilisant la théorie de Lyapunov. Nous rappelons en-
suite l'observateur de vitesse associé à la commande pour réaliser une commande sans
capteur mécanique de la machine asynchrone. Une démonstration globale de l'ensemble
Commande+Observateur est donnée dans ce chapitre en utilisant la théorie de Lyapu-
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nov sous réserve de l'observabilité de la machine. A la ﬁn du chapitre, nous montrons
les résultats expérimentaux de cette commande associée à l'observateur obtenus sur le
"Benchmark Commande sans capteur mécanique" présenté au chapitre 3.
5.2 Commande vectorielle basée sur les modes glissants
(Ghanes, 05-5)
5.2.1 Principe de la commande
Nous allons présenter ici une commande vectorielle directe à modes glissants. C'est
une commande basée sur le principe du champ orienté (Blaschke, 72). Son objectif est
d'avoir le couple électromagnétique qui est proportionnel au courant statorique de la
machine (comme dans le cas d'une machine à courant continue à ﬂux constant) dans le
but de contrôler le couple électromagnétique et par conséquent la vitesse mécanique de la
machine. L'idée de base de la commande par modes glissants (Sabanovic, 81) est de forcer
l'état du système, via une commande discontinue à évoluer en temps ﬁni sur une surface
dite de glissement. Le principal inconvénient de ce type de commande est le phénomène
dit de chattering qui est caractérisé par des oscillations à haute fréquence autour de la
surface de glissement. Pour limiter ces eﬀets du chattering du à la commande discontinue,
nous proposons une commande en tension par modes glissants avec des régulateurs PI sur
les courants de référence. Les sorties de ces régulateurs seront les tensions de commande
de l'onduleur.
5.2.2 Conception de la commande vectorielle à modes glissants
Commande vectorielle
Cette méthode consiste à réécrire le modèle de la machine donné par (3.21) dans le repère
tournant (d-q) (3.22). Dans ces nouvelles coordonnées, on peut remarquer qu'en mainte-
nant le ﬂux rotorique de la machine constant, on obtient le couple électromagnétique et
par conséquent la vitesse mécanique qui est proportionnelle à la variable de commande
(courant statorique).
Soit le modèle de la machine asynchrone dans le repère tournant (d-q) (3.22) :

Ω˙
˙φrd
ρ˙
i˙sd
i˙sq
 =

mφrdisq − cΩ
−aφrd + aMsrisd
pΩ + aMsr
φrd
isq
−γisd + abφrd + pΩisq + aMsrφrd i2sq−γisq − bpΩφsd − pΩisd − aMsrφrd isdisq
+

0 0 − 1
J
0 0 0
0 0 0
m1 0 0
0 m1 0

usdusq
Tl
(5.1)
Dans ce repère, la composante du ﬂux rotorique φrq est nulle. Par conséquent, l'expression
du couple électromagnétique (5.2) est proportionnelle au produit des deux variables φrd
et isq :
Cem =
pMsr
Lr
φrdisq (5.2)
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D'autres part, les équations dynamiques des courants isd et isq sont non linéaires. Pour
remédier aux non linéarités de ces courants, on réalise une boucle de courant, aux dyna-
miques rapides (régulateurs PI), qui aura pour but de forcer les courants isd et isq à leurs
valeurs de référence i∗sd et i∗sq . La commande en tension s'écrivant alors :
usd = KIud
∫ t
0
(i∗sd − isd)dt +Kpud(i∗sd − isd). (5.3)
usq = KIuq
∫ t
0
(i∗sq − isq)dt +Kpuq(i∗sq − isq). (5.4)
Les régulateurs PI (5.3) et (5.4) imposent à isd et isq respectivement de suivre leurs
références i∗sd et i∗sq , les équations de la machine après ce premier bouclage sont :
(
Ω˙
˙φrd
)
=
(
mφrdi
∗
sq − cΩ− TlJ
−aφrd + aMsri∗sd
)
(5.5)
et
ρ˙ = pΩ + a
Msr
φrd
isq.
Les nouvelles entrées de commande du système (5.5) sont i∗sd et i∗sq .
Maintenant, en choisissant :
i∗sd = KIφrd
∫ t
0
(φ∗rd − φrd)(τ)dτ +Kpφrd (φ∗rd − φrd) +
1
aMsr
φ˙∗rd +
1
Msr
φ∗rd , (5.6)
pour forcer φrd a suivre sa référence φ∗rd, on assure que le ﬂux rotorique est établi dans
la machine alors que la vitesse de la machine est toujours nulle. Par conséquent, une fois
que la machine est ﬂuxée (φrd = φ∗rd = cste), l'expression du couple éléctromagnétique
(5.2) peut être simpliﬁé comme suit :
Cem = KT i
∗
sq . (5.7)
où KT est une constante du couple éléctromagnétique déﬁnie par : KT = pMsrLr φrd. Ceci
nous permet d'avoir la vitesse mécanique Ω qui est proportionnelle à l'entrée de com-
mande i∗sq .
Cependant, le contrôle de la vitesse sera eﬀectué par l'entrée de commande i∗sq . Ceci est
réalisé par la technique des modes glissants dans la suite.
Commande par modes glissants
Considérons l'équation mécanique de la machine asynchrone (5.5) :
Ω˙ + cΩ = hi∗sq (5.8)
avec h = KT
J
= mφrd.
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Hypothèse 11 Le couple de charge est vu comme une perturbation qui sera rejetée par
la commande vectorielle à modes glissants.
Considérons maintenant l'équation mécanique (5.8) avec des incertitudes telles que :
Ω˙(t) = −(c+∆c)Ω + (h +∆h)i∗sq (5.9)
où les termes ∆c, ∆g et ∆h représentent les incertitudes des termes c, g et h, respective-
ment.
Dans le but de concevoir une loi de commande permettant d'assurer le suivi en vitesse
pour la machine, on déﬁnit l'erreur de poursuite en vitesse :
eΩ(t) = Ω − Ω∗m (5.10)
où Ω∗m est la vitesse de référence.
En dérivant l'équation de l'erreur (5.10), on obtient :
e˙Ω(t) = Ω˙− Ω˙∗m
= −ceΩ + hi∗sq(t)− cΩ∗m − Ω˙∗m + d(t) (5.11)
où d(t) est le terme incertain donné par :
d(t) = −∆cΩ +∆hi∗sq(t) (5.12)
alors la conception des régulateurs de vitesse et de ﬂux de la machine est donnée par :
Conception du régulateur de vitesse : on déﬁnit la référence du courant de commande
i∗sq :
i∗sq(t) =
1
h
[u(Ω) + cΩ∗m + Ω˙
∗
m ] (5.13)
où la commande auxiliaire u est donnée par :
u(Ω) = keΩ − lS − βsgn(S ). (5.14)
où k, l, β sont des constantes qui seront déﬁnies dans la suite.
La variable de glissement est déﬁnie comme suit :
S(t) = eΩ −
∫ t
0
(k − c)eΩ(τ)dτ (5.15)
S(t) = eΩ − (k − c)
∫ t
0
eΩ(τ)dτ (5.16)
qui représente un régulateur PI en terme d'erreur d'estimation.
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Conception du régulateur de ﬂux : on déﬁnit la référence du courant de commande
i∗sd comme suit : (déﬁni en 5.6)
i∗sd(t) = KIφrd
∫ t
0
eφ(τ)dτ +Kpφrd(eφ) +
1
aMsr
φ˙∗rd +
1
Msr
φ∗rd, (5.17)
où l'erreur de poursuite du ﬂux est donnée par :
eφ(t) = φ
∗
rd − φrd (5.18)
Sa dérivée est donnée par :
e˙φ(t) = (−a+ aMsrKpφrd)eφ + aMsrKIφrd
∫ t
0
eφ(τ)dτ (5.19)
Considérant le changement de coordonnées suivant :
χ1 =
∫ t
0
eφ(τ)dτ, χ2 = eφ. (5.20)
La dérivée de l'erreur de poursuite du ﬂux (5.19) dans les nouvelles coordonnées est donnée
par :
χ˙ = A¯χ
avec
χ =
(
χ1
χ2
)
et A¯ =
(
0 1
α1 α2
)
où α1 = aMsrKIφrd et α2 = −a+ aMsrKpφrd .
Hypothèse 12 On considère que le terme incertain d(t) déﬁni par (5.12) est borné i.e.
il existe % > 0 constant tel que ‖d‖ < %.
Lemme 3 Si l'hypothèse 12 est satisfaite, alors la commande (5.13) et (5.17) du système
(5.5) est telle que la vitesse et le ﬂux convergent vers leurs valeurs désirées. De plus, les
erreurs de poursuites en vitesse et en ﬂux convergent exponentiellement vers zéro.
Preuve du lemme 3
Pour prouver la convergence des régulateurs de vitesse et de ﬂux, on considère la fonction
de Lyapunov candidate suivante :
Vc =
1
2
S(t)2 + χTPχ (5.21)
sa dérivée est donnée par :
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V˙c = S(t)S˙(t) + χ
T (PA¯+ A¯TP )χ
= S[e˙Ω − (k − c)e]− χTQχ
= S[(−ceΩ + u+ d)− (keΩ − ceΩ)]− χTQχ (5.22)
où PA¯+ A¯TP = −Q avec Q > 0, P > 0.
En remplaçant l'équation de la commande auxiliaire donnée par (5.14), la dérivée de la
fonction Vc (5.22) devient :
V˙c = S[d− βsgn(S)− lS]− χTQχ
= S[d− βsgn(S)]− lS2 − χTQχ
≤ ‖S‖ ‖d‖ − β ‖S‖ − lS2 − ηχTPχ
V˙c ≤ −(β − ‖d‖) ‖S‖ − lS2 − ηχTPχ
où η = λminQ
λmaxP
.
En choisissant β tel que β ≥ ‖d(t)‖, il suit que :
V˙c ≤ −lS2 − ηχTPχ = −2l(1
2
S2)− ηχTPχ
et en choisissant δc = min(2l, η), avec l > 0, alors :
V˙c ≤ −δcVc
Ce qui nous permet d'aﬃrmer que Vc est une fonction de Lyapunov et la convergence de
l'erreur d'estimation est régie par δc.
Toutes les trajectoires vont atteindre la surface S(t) = 0 dans un temps ﬁni et rester
sur cette surface. Ainsi, quand la surface de glissement est atteinte, on a S(t) = 0, alors,
l'équation (5.11) devient :
e˙Ω = (k − c)eΩ (5.23)
Donc, à partir de cet instant l'erreur de poursuite en vitesse eΩ converge exponentielle-
ment vers 0 selon le réglage du paramètre k pour (k − c) < 0.
Maintenant, nous allons présenter la démonstration de convergence de l'ensemble "Com-
mande+Observateur". Avant, nous rappelons brièvement l'observateur de vitesse (pré-
senté dans le chapitre 4) que nous avons associé à la commande vectorielle à modes glis-
sants pour réaliser une commande sans capteur mécanique pour la machine asynchrone.
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5.3 Observateurs interconnectés
L'observateur de vitesse et de ﬂux que nous avons associé à la commande vectorielle par
modes glissants est celui des deux observateurs à grand gain interconnectés ( voir section
4.3.5 au chapitre 4).
Les équations des deux observateurs sont données par ((4.28) et (4.29) au chapitre précé-
dent) :

Z˙1 = A1(u, y, Z2)Z1 + g1(u, y, Z2, Z1) + S
−1
1 C
T
1 (y1 − yˆ1)
S˙1 = −θ1S1 − AT1 (u, y, Z2)S1 − S1A1(u, y, Z2) + CT1 C1
yˆ1 = C1Z1
(5.24)

Z˙2 = A2(u, y, Z1)Z2 + ϕ(u, y) + S
−1
2 C
T
2 (y2 − yˆ2)
S˙2 = −θ2S2 − AT2 (u, y, Z1)S2 − S2A2(u, y, Z1) + CT2 C2
yˆ2 = C2Z2
(5.25)
où Z1 = col(z11, z12, z13) avec z11 = iˆsα, z12 = Ωˆ, z13 = Tˆl, Z2 = col(z21, z22, z23) avec
z21 = iˆsβ, z22 = φˆrα, z23 = φˆrβ.
S−11 C
T
1 et S−12 CT2 sont les gains des deux observateurs (5.24) et (5.25) respectivement.
A1(u, y, Z2) et A2(u, y, Z1) ainsi que le champ de vecteur g1(u, y, Z2, Z1) sont donnés par :
A1(u, y, Z2) =
 0 bpφˆrβ 00 0 − 1
J
0 0 0
 , A2(u, y, Z1) =
 −γ −bpΩˆ ab0 −a −pΩˆ
0 pΩˆ −a

g1(u, y, Z2, Z1) =
 −γiˆsα + abφˆrα +m1usαm(φˆrαiˆsβ − φˆrβ iˆsα)− cΩˆ
0
 .
Estimateurs de l'angle ρˆ et du ﬂux φˆrd :
Les estimations de la position angulaire du repère tournant ρˆ et de la norme du ﬂux
rotorique φˆrd sont données par :
φˆrd =
√
z222 + z
2
23 (5.26)
ρˆ = tan−1(
z23
z22
).
5.4 Analyse de stabilité du système bouclé : "Com-
mande+Observateur" :
Dans le but d'implanter la loi de commande précédente, il est nécessaire de connaître la
vitesse et le ﬂux rotorique de la machine. Cependant, la vitesse et le ﬂux ne sont pas me-
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surables. Pour surmonter cette diﬃculté, nous remplaçons dans les régulateurs de vitesse
et de ﬂux déﬁnis par (5.13) et (5.17) la mesure de la vitesse par son estimée donnée par
les deux observateurs interconnectés ((5.24)-(5.25)) et la mesure du ﬂux par son estimée
donnée par (5.26). Ainsi, on obtient :
Régulateur de vitesse :
i∗sq(t) =
1
h(φˆrd)
[u(Ωˆ) + cΩ∗m + Ω˙
∗
m ] (5.27)
où :
u(Ωˆ) = k(Ωˆ− Ω∗m)− l(Ωˆ− Ω∗m)
− βsgn[(Ωˆ− Ω∗m)− (k − c)
∫ t
0
(Ωˆ− Ω∗m)(τ)dτ ].
et h = mφˆrd.
Régulateur de ﬂux :
i∗sd(t) = KIφrd
∫ t
0
(φ∗rd − φˆrd)(τ)dτ +Kpφrd (φ∗rd − φˆrd) +
1
aMsr
φ˙∗rd +
1
Msr
φ∗rd . (5.28)
Remarque 18 On procèdera en deux étapes :
1) On ﬂuxe d'abord la machine par l'intermédiaire du régulateur de ﬂux (5.28). Pendant
ce temps de ﬂuxage de la machine, la vitesse de référence est nulle.
2) On applique ensuite la commande en vitesse.
Ainsi, le modèle de la machine à contrôler (5.5) en boucle fermée devient alors :
{
Ω˙ = mφrdi
∗
sq(Ωˆ , φˆrd)− cΩ − TlJ
φ˙rd = −aφrd + aMsri∗sd(φˆrd)
(5.29)
ou bien :
{
Ω˙ = mφrdi
∗
sq(Ω, φrd)− cΩ +mφrd[i∗sq(Ωˆ, φˆrd)− i∗sq(Ω, φrd)]
˙φrd = −aφrd + aMsri∗sd(φrd) + aMsr[i∗sd(φˆrd)− i∗sd(φrd)]
(5.30)
Les dynamiques des erreurs d'estimation de vitesse et de ﬂux (5.11) et (5.19) deviennent
alors :
e˙Ω(t) = Ω˙− Ω˙∗m
= −ceΩ + u(Ω) + d(t) +mφrd[i∗sq(Ωˆ, φˆrd)− i∗sq(Ω, φrd)] (5.31)
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e˙φ(t) = φ˙
∗
rd − φ˙rd
= (−a+ aMsrKpφrd)eφ + aMsrKIφrd
∫ t
0
eφ(τ)dτ (5.32)
+ aMsr[KIφrd
∫ t
0
²φ(τ)dτ +Kpφrd²φ]
où
²φ = φrd − φˆrd, (5.33)
et la dynamique de l'erreur de l'observateur de vitesse déﬁnie dans (4.30) et (4.31) au
chapitre 4 est :

²˙1 = [A1(u, y, Z2)− S−11 CT1 ]²1 + g1(u, y,X2, X1)− g1(u, y, Z2, Z1)
+ [A1(u, y,X2)− A1(u, y, Z2)]X1
²˙2 = [A2(u, y, Z1)− S−12 CT2 ]²2 + [A2(u, y,X1)− A2(u, y, Z1)]X2.
où la variable e est remplacée par la variable ².
Ces dynamiques des erreurs peuvent être écrites ensemble comme suit :

e˙Ω = ceΩ + u(Ω) + d(t) +mφrd[i
∗
sq(Ωˆ, φˆrd)− i∗sq(Ω, φrd)]
e˙φ = (−a+ aMsrKpφrd)eφ + aMsrKIφrd
∫ t
0
eφ(τ)dτ
+ aMsr[KIφrd
∫ t
0
²φ(τ)dτ +Kpφrd²φ]

²˙1 = [A1(u, y, Z2)− S−11 CT1 ]²1 + g1(u, y,X2, X1)
− g1(u, y, Z2, Z1) + [A1(u, y,X2)− A1(u, y, Z2)]X1
²˙2 = [A2(u, y, Z1)− S−12 CT2 ]²2 + [A2(u, y,X1)− A2(u, y, Z1)]X2.
(5.34)
ou bien, en remplaçant u(Ω) donnée par (5.14) ainsi que i∗sq(Ωˆ, φˆrd) et i∗sq(Ω, φrd) (5.13)
dans la dynamique de l'erreur de la vitesse, on obtient :

e˙Ω = (k − c)eΩ − lS − βsgn(S) + d(t)
+ mφrd[
1
mφˆrd
(u(Ωˆ) + cΩ∗m + Ω˙
∗
m)− 1mφrd (u(Ω) + cΩ∗m + Ω˙∗m)]
e˙φ = (−a+ aMsrKpφrd)eφ + aMsrKIφrd
∫ t
0
eφ(τ)dτ
+ aMsr[KIφrd
∫ t
0
²φ(τ)dτ +Kpφrd²φ]
(5.35)

²˙1 = [A1(u, y, Z2)− S−11 CT1 ]²1 + g1(u, y,X2, X1)
− g1(u, y, Z2, Z1) + [A1(u, y,X2)− A1(u, y, Z2)]X1
²˙2 = [A2(u, y, Z1)− S−12 CT2 ]²2 + [A2(u, y,X1)− A2(u, y, Z1)]X2.
(5.36)
De l'équation d'erreur du ﬂux (5.33), on a :
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φrd = ²φ + φˆrd,
alors les expressions des dynamiques des erreurs précédentes deviennent :

e˙Ω = (k − c)eΩ − lS − βsgn(S) + d(t) + [u(Ωˆ)− u(Ω)]
+
²φ
φˆrd
[u(Ωˆ) + cΩ∗m + Ω˙
∗
m]
e˙φ = (−a+ aMsrKpφrd)eφ + aMsrKIφrd
∫ t
0
eφ(τ)dτ
+ aMsr[KIφrd
∫ t
0
²φ(τ)dτ +Kpφrd²φ]
(5.37)

²˙1 = [A1(u, y, Z2)− S−11 CT1 ]²1 + g1(u, y,X2, X1)
− g1(u, y, Z2, Z1) + [A1(u, y,X2)− A1(u, y, Z2)]X1
²˙2 = [A2(u, y, Z1)− S−12 CT2 ]²2 + [A2(u, y,X1)− A2(u, y, Z1)]X2.
(5.38)
Maintenant, en calculant le terme ∆u(Ωˆ,Ω) = u(Ωˆ)− u(Ω), on obtient :
∆u(Ωˆ,Ω) = (k − l)(Ωˆ− Ω∗m) + l(k − c)
∫ t
0
(Ωˆ− Ω∗m)(τ)dτ − βsgn(Ωˆ)
− (k − l)(Ω− Ω∗m)− l(k − c)
∫ t
0
(Ω− Ω∗m)(τ)dτ + βsgn(Ω)
∆u(Ωˆ,Ω) = −(k − l)(Ω− Ωˆ)− l(k − c)
∫ t
0
(Ω− Ωˆ)(τ)dτ + βsgn(Ω)− βsgn(Ωˆ)
∆u(Ωˆ,Ω) = −(k − l)(²Ω)− l(k − c)
∫ t
0
(²Ω)(τ)dτ + β(sgn(Ω)− sgn(Ωˆ))
avec : ²Ω = Ω− Ωˆ.
Par conséquent, les dynamiques des erreurs d'estimation (5.37) et (5.38) deviennent :

e˙Ω = −ceΩ + ke− lS − βsgn(S) + d(t)− (k − l)(²Ω)
− l(k − c) ∫ t
0
(²Ω)(τ)dτ + β(sgn(Ω)− sgn(Ωˆ))
+
²φ
φˆrd
[u(Ωˆ) + cΩ∗m + Ω˙
∗
m]
e˙φ = (−a+ aMsrKpφrd)eφ + aMsrKIφrd
∫ t
0
eφ(τ)dτ
+ aMsr[KIφrd
∫ t
0
²φ(τ)dτ +Kpφrd²φ]
(5.39)
et la dynamique de l'erreur d'estimation de l'observateur est donnée par :

²˙1 = [A1(u, y, Z2)− S−11 CT1 ]²1 + g1(u, y,X2, X1)
− g1(u, y, Z2, Z1) + [A1(u, y,X2)− A1(u, y, Z2)]X1
²˙2 = [A2(u, y, Z1)− S−12 CT2 ]²2 + [A2(u, y,X1)− A2(u, y, Z1)]X2.
(5.40)
Maintenant, considérons le changement de variable suivant (déﬁni dans 5.20) :
(
χ1, χ2
)T
=
(∫ t
0
eφ(τ)dτ, eφ
)T (5.41)
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La dynamique de l'erreur d'estimation du ﬂux dans les nouvelles coordonnées est donnée
par :
χ˙1 = χ2
χ˙2 = aMsrKIφχ1 + (−a+ aMsrKpφrd)χ2 + Γ1(²φ)
où Γ1(²φ) = aMsr[Kpφrd²φ +KIφ
∫ t
0
²φ(τ)dτ ]
Le système d'erreur de poursuite (vitesse et ﬂux) est alors donné par :

e˙Ω = ke− ceΩ − lS − βsgn(S) + d(t)− (k − l)²Ω
+ Γ2(²Ω) + Γ3(²φ)
χ˙ = A¯χ+BΓ1(²φ)
où
Γ2(²Ω) = −l(k − c)
∫ t
0
²Ω(τ)dτ + β[sgn(Ω)− sgn(Ωˆ)]
Γ3(²φ) =
²φ
φˆrd
[u(Ωˆ) + cΩ∗m + Ω˙
∗
m]
et
A¯ =
(
0 1
aMsrKIφrd −a+ aMsrKpφrd
)
, B =
(
0
1
)
.
La dynamique de l'erreur de poursuite du système global "Commande+Observateur"
(5.39) + (5.40) devient :
{
e˙Ω = ke− ceΩ − lS − βsgn(S) + d(t)− (k − l)²Ω + Γ2(²Ω) + Γ3(²φ)
χ˙ = A¯χ+BΓ1(²φ)
(5.42)

²˙1 = [A1(u, y, Z2)− S−11 CT1 ]²1 + g1(u, y,X2, X1)
− g1(u, y, Z2, Z1) + [A1(u, y,X2)− A1(u, y, Z2)]X1
²˙2 = [A2(u, y, Z1)− S−12 CT2 ]²2 + [A2(u, y,X1)− A2(u, y, Z1)]X2.
Maintenant, considérons la fonction candidate de Lyapunov suivante :
V = Vo +
1
2
S(eΩ)
2 + χTPχ (5.43)
avec Vo = ²T1 S1²1+ ²T2 S2²2 qui est la fonction de Lyapunov associée à l'observateur déﬁnie
au chapitre 4 dans la section (4.3.6) où la variable e est remplacée par ².
La dérivée de V (5.43) avec le fait que V˙o ≤ −δVo (voir section 4.3.6 au chapitre 4), est
donnée par :
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V˙ ≤ −δVo − (β − ‖d‖) ‖S‖ − lS2
+ S[Γ2(²Ω) + Γ3(²φ)] + χ
T (PA¯+ A¯TP )χ+ 2χTPBΓ1(²φ)
ou bien :
V˙ ≤ −δ ‖²‖2Sθ − (β − ‖d‖) ‖S‖ − lS2 + 2k1 ‖S‖ ‖²‖Sθ
− χTQχ+ 2k2 ‖χ‖P ‖²‖Sθ
En choisissant β tel que β ≥ ‖d(t)‖, il suit que :
V˙ ≤ −lS2 + 2k1 ‖S‖ ‖²‖Sθ − η ‖χ‖
2
P
− δ ‖²‖2Sθ + 2k2 ‖χ‖P ‖²‖Sθ ,
et en utilisant les inégalités suivantes :
‖S‖ ‖²‖Sθ ≤
ξ1
2
‖S‖2 + 1
2ξ1
‖²‖2Sθ
‖²‖Sθ ‖χ‖P ≤
ξ2
2
‖χ‖2P +
1
2ξ2
‖²‖2Sθ ,
∀ξ1 et ξ2 ∈]0, 1[, on obtient :
V˙ ≤ −lS2 + ξ1S2 + k1
ξ1
‖²‖2Sθ − η ‖χ‖
2
P
+ ξ2 ‖χ‖2P +
k2
ξ2
‖²‖2Sθ − η ‖²‖
2
Sθ
− δ ‖²‖2Sθ
ou bien en regroupant les termes de S2, ‖²‖2Sθ et ‖χ‖
2
P , on obtient :
V˙ ≤ −(l − ξ1)S2 − (η − ξ2) ‖χ‖2P − (δ −
k1
ξ1
− k2
ξ2
) ‖²‖2Sθ .
Finalement, en prenant ϑ = min(ϑ1, ϑ2, ϑ3) où
ϑ1 = 2(l − ξ1), ϑ2 = (η − ξ2), ϑ3 = (δ − k1ξ1 − k2ξ2 )
l'expression de V˙ devient :
V˙ ≤ −ϑV.
Pour aﬃrmer que V˙ est déﬁnie négative, il suﬃt de choisir l, η et δ tels que ϑ1, ϑ2 et ϑ3
soient supérieurs à zéro. Alors V est une fonction de Lyapunov et la convergence expo-
nentielle de l'erreur d'estimation est ﬁxée arbitrairement par ϑ.
Dans la section suivante, nous allons présenter les résultats expérimentaux de la loi de
commande associée à l'observateur que nous avons proposés.
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5.5 Résultats expérimentaux
Les résultats expérimentaux de la commande vectorielle par modes glissants associée à
l'observateur de vitesse que nous avons proposés sont présentés ci-dessous. Ces résultats
ont été obtenus sur le benchmark "Commande sans capteur mécanique" présenté au cha-
pitre 4.
Le schéma Simulink utilisé sur la plate forme d'essai pour expérimenter cette loi de com-
mande associée à l'observateur est donné par la ﬁgure suivante :
Fig. 5.1: Schéma Simulink de la loi de commande associée à l'observateur utilisé sur la
plate-forme de l'IRCCyN.
Le bloc "2 Obs. interconn." est constitué des deux observateurs interconnectés que nous
avons proposés. Ce bloc utilise seulement la mesure des courants et tensions statoriques
dans le repère ﬁxe diphasé (α−β) pour estimer la vitesse, le ﬂux et l'angle du ﬂux. Le bloc
"Commande Vect. à Mode Glissant" contient la commande proposée. Ce bloc utilise les
estimées de la vitesse, du ﬂux et de l'angle du ﬂux données par le bloc "2 Obs. interconn."
et les mesures de courants aprés avoir utilisé les transformations de Park et de Concordia.
Ensuite ce bloc ("Commande Vect. à Mode Glissant") donne les entrées de commande
dans le repère triphasé ﬁxe (a,b,c) aprés avoir utilisé les transformations inverses de Park
et Concordia. Ces entrées de commande pilotent l'onduleur triphsé qui permet d'imposer
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le suivi de trajectoires (déﬁnies dans le "Benchmark Commande sans capteur") du ﬂux
et de la vitesse à la machine.
Le suivi de trajectoire (déﬁnie dans le "Benchmark Commande sans capteur") du couple
de charge est imposé à la machine asynchrone par un moteur synchrone (moteur de charge
connecté à la machine asynchrone) via un variateur industriel.
La période d'échantillonnage T est égale à 200µs.
Remarque 19 Nous assurons que le ﬂux rotorique est établi dans la machine de telle
manière que la machine soit bien ﬂuxée avant d'envoyer la consigne de vitesse.
La machine asynchrone utilisée pour tester la commande vectorielle par modes glissants
associée à l'observateur est une machine à cage. Ses caractéristiques sont les suivantes :
(web, 03)
Puissance nominale 1.5kW
Vitesse nominale 1430 tr/mn
Nombre de paires de pole 2
Tension simple 220 V
Intensité nominale 6.1 A
Les paramètres identiﬁés "nominaux" de la machine asynchrone utilisés sont, pour un
montage étoile équivalent :
Rs 1.47Ω
Rr 0.79Ω
Ls 0.105H
Lr 0.094H
Msr 0.094H
J 0.0077Kg.m2
fv 0.0029Nm/rad/s
Les paramètres β, k, l , θ1 et θ2 sont choisis comme suit : β = 0.5, k = −40, l = 2 θ1 = 1
et θ2 = 5000 pour satisfaire les conditions de convergence.
Pour les paramètres des régulateurs PI de courants et de ﬂux Kiud, Kpud, Kiuq, Kpuq,
Kiφ, Kpφ, sont choisis de la manière suivante : Kiud = 0.05, Kpud = 2, Kiuq = 0.05,
Kpuq = 2, Kiφ = 0.05, Kpφ = 0.5. La méthode de réglage de ces gains est donnée
en Annexe B.2.
Remarque 20 Lorsque la machine fonctionne au voisinage des conditions d'inobservabi-
lité (entre 7 et 9 sec), le couple de charge est appliqué à 24% de sa valeur nominale pour que
la pulsation de glissement ωg = ωs− pΩ ne dépasse pas une valeur limite ωg = RrLrMsr
Isq
φrd
,
qui correspond à la valeur maximale du courant statorique admissible dans la machine.
5.5.1 Essai avec les paramètres "nominaux"
Les Figures 5.2 et 5.5 montrent les résultats expérimentaux dans le cas dit "nominal"
(paramètres identiﬁés) de la commande associée à l'observateur en boucle fermée.
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Remarque 21 Nous considérons ici que les paramètres nominaux sont ceux que nous
avons identiﬁés, que nous distinguerons des paramètres théoriques. Contrairement à la si-
mulation, les paramètres expérimentaux dits "nominaux" ne correspondent pas exactement
avec les paramètres réels de la machine. Les conditions expérimentales sont légérement dif-
férentes des conditions d'identiﬁcation et l'identiﬁcation a une certaine incertitude dans
ses résultats. De plus les hypothèses simpliﬁcatrices (c.f Hypothèse 1) ne sont pas vériﬁées.
Nous pouvons remarquer que l'ensemble "commande + observateur" en boucle fermée
donne de bonnes performances :
i). En terme de suivi de trajectoire : la vitesse de la machine (FIG. 5.2.b) suit correc-
tement sa vitesse de référence (FIG. 5.2.a) même dans les conditions où la machine est
inobservable (entre 7 et 9 sec).
ii). En terme de rejet de perturbation : le couple est bien rejeté tant en basse vitesse
qu'en haute vitesse. Néanmoins, il existe un petit écart à basse vitesse quand on applique
le couple (FIG. 5.2 et FIG. 5.4 : entre 1.5 et 2.5 sec). Aussi la vitesse de la machine, à
haute vitesse, est un peu sensible au couple de charge à l'instant où celui-ci est appliqué
de nouveau (FIG. 5.2 et FIG. 5.3 à 5 sec). Ces décrochages sont un peu ampliﬁés lorsque
de nouveau le couple est appliqué (FIG. 5.2.b à partir de 5 sec) dans et autour des condi-
tions d'inobservabilité de la machine (entre 7 et 10 sec). Pour le ﬂux estimé de la machine
(FIG. 5.5.b), il est à remarquer que le suivi est globalement correct. Cependant, il existe
un petit dépassement au démarrage et des petits décrochages à basse vitesse et à haute
vitesse lorsque le couple est appliqué (FIG. 5.5.b : entre 1.5 et 2.5 sec et FIG. 5.5 : à
partir de 5 sec). Ces petits décrochages apparaissent aussi lorsque la machine est dans les
conditions d'inobservabilité (FIG. 5.5.b entre 7 et 9 sec)
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Fig. 5.2: Vitesse de référence (a), vitesse de la machine (b), (rad/s).
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Fig. 5.3: Vitesse de référence (a) et vitesse de la machine (b) zoomées à haute vitesse,
(rad/s).
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Fig. 5.4: Vitesse de référence (a) et vitesse de la machine (b) zoomées à basse vitesse,
(rad/s).
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Fig. 5.5: Flux de référence (a), ﬂux estimé (b), (Wb).
5.5.2 Analyse de la robustesse
Sur une plate-forme d'essai en général, il est diﬃcile de faire varier les paramètres de la
machine testée. Pour vériﬁer la robustesse, nous avons eﬀectué des variations paramé-
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triques sur l'observateur par rapport aux valeurs identiﬁées.
Variation de +50% et -50% sur Rs :
Les ﬁgures (FIG. 5.6, FIG. 5.7) et (FIG. 5.8, FIG. 5.9) montrent respectivement qu'une
variation de +50% sur la résistance statorique n'inﬂue peu ou pas les performances de
l'ensemble "Commande+Observateur" au niveau de la vitesse de la machine (FIG. 5.6)
par rapport au cas nominal (FIG. 5.2) tant à basse vitesse qu'à haute vitesse. Dans les
conditions d'inobservabilité de la machine (entre 7 et 9 sec), le suivi de vitesse (FIG. 5.6)
est nettement amélioré par rapport au cas nominal (FIG. 5.2). Pour le ﬂux estimé, on
peut remarquer que le suivi (FIG. 5.7) est meilleur que dans le cas nominal (FIG. 5.5).
Le petit dépassement au démarrage n'existe plus, le couple de charge inﬂue moins sur le
suivi du ﬂux tant à basse vitesse qu'à haute vitesse et l'écart statique est diminué dans les
conditions d'inobservabilité de la machine. Dans le cas d'une variation de −50% sur Rs,
nous remarquons que le suivi de vitesse (FIG. 5.8) est amélioré à basse vitesse, à haute
vitesse et dans les conditions inobservables par rapport au cas nominal (FIG. 5.2). Quand
au ﬂux estimé de la machine (FIG. 5.7), il est à noter que le dépassement au démarrage
est un peu ampliﬁé ainsi que l'écart statique dans les conditions d'inobservabilité par
rapport au cas nominal (FIG. 5.5). Par contre le suivi est meilleur à basse vitesse et à
haute vitesse.
0 1 2 3 4 5 6 7 8 9 10 11
−20
0
20
40
60
80
100
120
ra
d/s
    
    
   
Temps (s)
a 
b 
Fig. 5.6: +50% sur Rs : Vitesse de référence (a), vitesse de la machine (b), (rad/s).
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Fig. 5.7: +50% sur Rs : Flux de référence (a), ﬂux estimé (b), (Wb).
5.5 Résultats expérimentaux 105
0 1 2 3 4 5 6 7 8 9 10 11
−20
0
20
40
60
80
100
120
ra
d/s
    
    
   
Temps (s)
a 
b 
Fig. 5.8: -50% sur Rs : Vitesse de référence (a), vitesse de la machine (b), (rad/s).
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Fig. 5.9: -50% sur Rs : Flux de référence (a), ﬂux estimé (b), (Wb).
Remarque 22 Dans le cas d'une variation de -50% sur Rs, le couple de charge est ap-
pliqué jusqu'à 10% de sa valeur nominale.
Variation de +50% et -50% sur Rr :
Les Figures (FIG. 5.10, FIG. 5.11) et (FIG. 5.12, FIG. 5.13) montrent respectivement la
sensibilité paramétrique de la commande associée à l'observateur vis à vis de +50% et
−50% sur la résistance rotorique. On peut remarquer qu'une variation de +50% sur la
résistance rotorique améliore le rejet du couple à basse vitesse, à haute vitesse et diminue
l'écart statique dans les conditions d'inobservabilité de la machine pour le ﬂux estimé
(FIG. 5.11) par rapport au cas nominal (FIG. 5.5). Pour la vitesse de la machine (FIG.
5.10), le suivi de vitesse reste quasiment le même partout par rapport au cas nominal
(FIG. 5.2). La même conclusion est donnée pour la vitesse de la machine (FIG. 5.12) et
le ﬂux estimé (FIG. 5.13) dans le cas d'une variation de −50% sur la résistance rotorique.
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Fig. 5.10: +50% sur Rr : Vitesse de référence (a), vitesse de la machine (b), (rad/s).
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Fig. 5.11: +50% sur Rr : Flux de référence (a), ﬂux estimé (b), (Wb).
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Fig. 5.12: -50% sur Rr : Vitesse de référence (a), vitesse de la machine (b), (rad/s).
5.6 Conclusion 107
0 1 2 3 4 5 6 7 8 9 10 11
0
0.2
0.4
0.6
0.8
1
Temps (s)
W
b
b 
a 
Fig. 5.13: -50% sur Rr : Flux de référence (a), ﬂux estimé (b), (Wb).
5.6 Conclusion
Dans ce chapitre, nous avons proposé une loi de commande vectorielle par modes glis-
sants associée à un observateur de vitesse qui est constitué de deux observateurs intercon-
nectés présentés au chapitre 4. Une démonstration de convergence globale de l'ensemble
"Commande+Observateur" est donnée dans ce chapitre. Cette loi de commande associée
à l'observateur de vitesse a été testée et validée expérimentalement sur la plate-forme
d'essai située à l'IRCCyN en utilisant les trajectoires de référence du "Benchmark Com-
mande sans capteur mécanique". A notre connaissance, ces résultats sont les premiers
résultats expérimentaux signiﬁcatifs obtenus dans le domaine de la commande sans cap-
teur mécanique incluant le fonctionnement à basse vitesse de la machine. Les résultats
expérimentaux obtenus ont montrés de bonnes performances de la commande associée à
l'observateur dans trois conditions de fonctionnement : 1. Basse vitesse avec charge. 2.
Haute vitesse avec charge. 3. Cas où la machine est inobservable (à basses fréquences). Des
tests de robustesse signiﬁcatifs vis-à-vis des variations paramétriques sur l'observateur ont
été eﬀectués attestant de la qualité de la commande associée à l'observateur même dans
les conditions où la machine est inobservable.
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Chapitre 6
Conclusion générale
Notre travail a porté sur l'observation et la commande de la machine asynchrone sans
capteur mécanique.
Nous avons commencé par aborder dans le détail les problèmes d'observabilité auxquels
la machine asynchrone est confrontée. Nous avons vu que dans le cas où l'information
sur la vitesse mécanique est disponible, la machine asynchrone est localement observable.
Dans le cas où la mesure de la vitesse n'est pas disponible, l'observabilité de la machine
ne peut être établie en examinant seulement les mesures et leurs dérivées premières. Nous
avons approfondi l'étude en essayant de savoir si l'on pouvait retrouver l'observabilité de
la machine au moyen des mesures et de leurs dérivées d'ordres supérieurs. Le résultat
obtenu a montré que les dérivées d'ordres supérieurs des mesures de la machine n'ap-
portent aucune information sur l'observabilité de la machine. La machine asynchrone est
inobservable lorsqu'elle fonctionne à très basse vitesse en particulier lorsque la vitesse de
la machine est constante et la pulsation statorique est nulle. Cette étude de l'observabi-
lité de la machine nous a permis de déﬁnir deux benchmarks : "Benchmark Observateur
sans capteur mécanique" et "Benchmark Commande sans capteur mécanique". Ces deux
benchmarks ont été déﬁnis en collaboration avec le laboratoire IREENA dans le cadre
de l'action du groupe de travail inter GDR "Commande des Entraînements Electriques
CE2". Ils permettent respectivement de tester et d'évaluer les performances des observa-
teurs et des commandes de la machine asynchrone sans capteur mécanique avec la prise
en compte des problèmes d'observabilité de la machine lorsque celle-ci fonctionne à basse
vitesse.
La conception des techniques d'observation pour la machine asynchrone sans capteur mé-
canique à été la seconde problématique abordée. Notre objectif était ici de proposer trois
techniques de synthèse d'observateurs : observateur cascade interconnecté à un estima-
teur, observateur à grand gain interconnecté à un estimateur et deux observateurs à grand
gain interconnectés. Ces trois techniques ont été conçues pour reconstruire les variables
mécaniques (vitesse et couple de charge) de la machine asynchrone sans capteur méca-
nique en ayant comme information disponibles les courants et les tensions statoriques
de la machine. Une démonstration globale de convergence est donnée pour chaque cas.
Nous avons testé et validé expérimentalement ces trois observateurs sur le benchmark
"Observateur sans capteur mécanique". Les résultats que nous avons obtenus ont montré
que l'observateur à grand gain et les deux observateurs interconnectés ont un comporte-
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ment oscillatoire lorsque la machine est proche et dans les conditions inobservables alors
que l'observateur cascade diverge brutalement. Nous avons proposé une solution pour
éviter ces comportements en adaptant les gains des trois techniques d'observation à la
propriété d'observabilité de la machine. Enﬁn, nous soulignons les bonnes propriétés des
deux observateurs interconnectés vis-à-vis des variations paramétriques de la machine
comparativement aux deux autres techniques d'observation (observateur à grand gain et
observateur cascade).
Nous avons aussi abordé le problème de la commande sans capteur mécanique de la ma-
chine asynchrone. L'objectif que nous nous sommes ﬁxés ici était de proposer une loi
de commande non linéaire sans capteur mécanique (utilisant un observateur de vitesse)
avec le souci de prendre en compte les trois obstacles suivants : 1) ni mesure de vitesse
ni mesure de couple de charge, 2) le fonctionnement à basse vitesse de la machine, 3)
une démonstration de convergence globale de l'ensemble "Commande + Observateur".
La loi de commande sans capteur mécanique que nous avons proposé est une commande
vectorielle basée sur les modes glissants associée à un observateur de vitesse (les deux
observateurs interconnectés) avec une démonstration globale de stabilité de l'ensemble
"Commande+Observateur". Nous avons testé et validé expérimentalement cette loi de
commande associée à l'observateur sur le benchmark "Commande sans capteur méca-
nique". Les résultats obtenus avec des tests de robustesse signiﬁcatifs vis-à-vis des varia-
tions paramétriques de la machine ont montré la qualité de la loi de commande associée
à l'observateur tant en basse vitesse qu'en haute vitesse.
Au regard de l'ensemble des travaux eﬀectués, les suites envisageables à donner à ces
travaux sont : tout d'abord la démonstration formelle de la variable ou des variables de la
machine qui deviennent inobservables lorsque celle-ci est inobservable. Ensuite, il pourrait
être possible de proposer deux observateurs interconnectés pour lesquels, dans les condi-
tions inobservables, la structure soit adaptée à l'analyse formelle de l'observabilité.
Du point de vue de la commande, la conception de nouvelles méthodes de commande
robustes sans capteur mécanique reste un sujet ouvert pour obtenir de très bonnes per-
formances en basse fréquence.
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Annexe A
Synthèse d'observateurs avec entrées
persistantes
(Hammouri, 90), (Besançon, 96-1)
Cette annexe est extraite de (Ghanes, 05-3) sous sa forme originale (en anglais).
Let us consider a state-aﬃne controlled system of the following form
x˙ = A(v)x+B(v)
y = Cx
(A.1)
where x ∈ Rn; v ∈ Rm; y ∈ Rp with A : Rm →M(n,m);B : Rm →M(n, 1) continuous,
and C ∈ M(p, n), where M(k, l) denotes the space of k × l matrices with coeﬃcients in
R ; k (resp.l) is the number of rows (resp.columns). From now on, we will assume that
B(v) = 0 without loss of generality.
Notation : Let Φv(τ, t) denotes the transition matrix of (A.1) :
d
dt
Φv(τ, t) = A(v(τ))Φv(τ, t)
Φv(τ, t) = I
with the classical relation : Φv(t1, t2)Φv(t2, t3) = Φv(t1, t3).
We then deﬁne :
 The Observability Grammian :
Γ(t, T, v) =
t+T∫
t
ΦTv (τ, t)C
TCΦv(τ, t)dτ
 The Universality index :
γ(t, T, v) = min
i
(λi(Γ(t, T, v)))
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where the λi(M) stand for the eigenvalues of a given matrix M .
The input functions are assumed to be measurable and such that A(v) is bounded on the
set of admissible inputs of R+. We recall below some required results of input functions
ensuring the existence of an observer for (A.1).
Déﬁnition 13 Regular Persistence. A measurable bounded input v is said to be regularly
persistent for the state-aﬃne system (A.1) if there existe T > 0;α > 0 and t0 > 0 such
that γ(t, T, v) > α for every t ≥ t0.
Théorème 2 Kalman-like observer for state-aﬃne systems. Consider the system (A.1)
and assume that the input v is regularly persistent. Then the system :
˙ˆx(t) = A(v(t))xˆ(t)− S−1CT (Cxˆ(t)− y(t))
S˙(t) = −θS(t)− AT (v(t))S(t)− S(t)A(v(t)) + CTC (A.2)
with S(0) > 0 is an observer for (A.1) and ‖²(t)‖2 ≤ λe−θt where ²(t) = xˆ(t)− x(t) is the
estimation error, and λ depends on the initial error e(0), θ and v.
The proof can be found in (Hammouri, 90).
A further result based on regular persistence is also required :
Lemme 4 Assume that the input v is regularly persistent for (A.1), and consider the
following Lyapunov diﬀerential equation :
S˙(t) = −θS(t)− AT (v(t))S(t)− S(t)A(v(t)) + CTC
with S(0) > 0. Then : ∃θ0 > 0 such that for any symmetric positive deﬁnite matrix
S(0); ∀θ ≥ θ0
∃α¯ > 0, β¯ > 0, t0 > 0 : ∀t ≥ t0
α¯I ≤ S(t) ≤ β¯I
where I is the identity matrix.
The proof can be found in (Besançon, 96-1).
Annexe B
Réglage et comportement des gains des
observateurs et réglage des PI
Dans cette annexe, nous allons détailler la méthode qui a été utilisée pour régler les
gains des observateurs présentés dans le chapitre 4 ainsi que celle utilisée pour le réglage
des gains des régulateurs PI présentés dans le chapitre 5. Nous donnerons aussi une ex-
plication du comportement des gains des observateurs.
B.1 Réglage des gains des observateurs
Pour calculer les gains des observateurs, nous rappelons d'abord quelques préliminaires
mathématiques.
B.1.1 Normes d'un vecteur et d'une matrice
(Khalil, 92)
Soit l'espace euclidien <n de dimension n muni de tout les vecteurs x = (x1, x2..., xn)T
de dimension n, où x1, x2..., xn sont des nombres réels. Les vecteurs de <n peuvent être
additionnés en additionnant leurs composantes. Ils peuvent être multipliés par un scalaire
en multipliant chacune de leurs composantes par le scalaire.
Le produit intérieur de deux vecteurs x et y est donné par :
xTy =
n∑
i=1
xiyi.
La norme ‖x‖ d'un vecteur x est une fonction à valeurs réelles avec les propriétés suivantes :
- ‖x‖ ≥ 0 pour tout x ∈ Rn, avec ‖x‖ = 0 si et seulement si x = 0.
- ‖x+ y‖ ≤ ‖x‖+ ‖y‖, pour tout x, y ∈ Rn.
- ‖αx‖ = |α| ‖x‖, pour tout α ∈ R et x ∈ Rn.
Nous considérons la classe des p-normes, déﬁnie par :
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‖x‖p = (‖x1‖p + ...+ ‖xn‖p)
1
p , 1 ≤ p ≤ ∞
et
‖x‖∞ = maxi|xi|.
Les trois normes les plus utilisées sont : ‖x‖1, ‖x‖∞, et la norme euclidienne :
‖x‖2 = (‖x1‖2 + ...+ ‖xn‖2)
1
2 = (xTx)
1
2 .
Soit une matrice A de dimension m×n à éléments réels qui déﬁnit une application y = Ax
de Rn vers Rm. La norme p de A est déﬁnie par :
‖A‖p = sup
‖Ax‖p
‖x‖p
.
Pour p = 1, 2,∞, la norme de A est donnée par :
‖A‖1 = max
∑m
i=1 ‖aij‖, ‖A‖2 = [λmax(ATA)]
1
2 , ‖A‖∞ = maxj
∑n
j=1 |aij|.
λmax(A
TA) est la valeur propre maximale de ATA.
C'est la norme 2 que nous allons utiliser dans ce qui suit.
B.1.2 Observateurs interconnectés
Au chapitre 4, nous avons vu, dans la section "Analyse de stabilité des deux observateurs
interconnectés", que la condition sur les gains θ1 et θ2 pour assurer la stabilité des deux
observateurs interconnectés est :
δ1 = (θ1 − (µ˜1 + µ˜2 + µ˜3)²) > 0
et
δ2 = (θ2 − (µ˜1 + µ˜2 + µ˜3)
²
) > 0
avec
µ˜1 =
µ1√
λmin(S1)
√
λmin(S2)
µ˜2 =
µ2√
λmin(S1)
√
λmin(S2)
µ˜3 =
µ3√
λmin(S1)
√
λmin(S2)
² ∈]0, 1[.
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où µ1 = k1k2k7, µ2 = k1k4, µ3 = k5k6k7.
Calcul des constantes ki, i = 1, ..., 7 :
Nous rappelons ici les conditions sur les constantes ki, i = 1, ..., 7 qui sont données au
chapitre 3 :
‖S1‖ ≤ k1
‖{A1(u, y,X2)− A1(u, y, Z2)}‖ ≤ k2 ‖e2‖
‖X1‖ ≤ k3
‖{g1(u, y,X2, X1)− g1(u, y, Z2, Z1)}‖ ≤ k4 ‖e2‖
‖S2‖ ≤ k5
‖{A2(u, y,X1)− A2(u, y, Z1)}‖ ≤ k6 ‖e1‖
‖X2‖ ≤ k7
Calcul de k3 et k7 :
Pour calculer k3 et k7, il suﬃt de calculer la norme de chacun des vecteurs d'état X1 et
X2 évaluées à leurs valeurs maximales.
Par déﬁnition, la norme euclidienne de X1 (voir-ci-dessus) est donnée par :
‖X1‖ = sqrt(i2sα + Ω2 + T 2l ).
En évaluant la norme de X1 pour des valeurs maximales de isα, Ω et Tl, on déduit k3.
On a max(isα) = 15A, max(Ω) = 200rad/s et max(Tl) = 14N.m. Ceci nous permet donc
de déduire k3. Soit alors : k3 = 210.
On procède de la même manière pour k7 :
Le vecteur X2 = [isβ, φrα, φrβ]. On a max(isβ) = 15A, max(φrα) = 2Wb et max(φrβ) =
2Wb. Ceci nous permet de déduire k7. Soit alors : k7 = 15.
Calcul de k2 et k6 :
Pour calculer k2 et k6, il suﬃt de calculer les constantes de Lipschitz associées à A1(u, y,X2)
et A2(u, y,X1).
On a :
A1(u, y, Z2) =
 0 bpφrβ 00 0 − 1
J
0 0 0

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La norme du jacobien de A1(u, y,X2) évalué en X2 nous permet de déduire k2. Soit alors
k2 = bp.
On procède de la même manière pour k6 :
On a :
A2(u, y,X1) =
 −γ −bpΩ ab0 −a −pΩ
0 pΩ −a

La norme du jacobien de A2(u, y,X1) évalué en X1 nous permet de déduire k6. Soit alors
k6 = bp.
Calcul de k4 :
Pour calculer k4, il suﬃt de calculer la constante de Lipschitz associée à g1(u, y,X2, X1).
L'expression de g1 est donnée par :
g1(u, y,X2, X1) =
 −γisα + abφrα +m1usαm(φrαisβ − φrβisα)− cΩ
0

La norme du jacobien de g1(u, y,X2, X1) évalué en X2 et X1 nous permet de déduire k4.
Soit alors k4 = m. µ2 = k1k4.
Calcul de k1 et k5 :
Pour calculer k1 et k5, il suﬃt de calculer la borne supérieure de chacune des normes
‖S1‖ et ‖S2‖. Or, les dynamiques des fonctions S1 et S2 dépendent de θ1 et θ2. Ceci
nous a rendu diﬃcile le choix de k1 et k5. La seule information que l'on possède est que
λmin(S1) ≤ ‖S1‖ ≤ k1 et λmin(S2) ≤ ‖S2‖ ≤ k5.
On rappelle les conditions sur θ1 et θ2 :
θ1 > (µ˜1 + µ˜2 + µ˜3)²
et
θ2 >
(µ˜1 + µ˜2 + µ˜3)
²
.
En choisissant donc λmin(S1) > 0, λmin(S2) > 0, k1 > 0 et k5 > 0 avec k1 > λmin(S1)
et k5 > λmin(S2), on déduit : µ˜1 + µ˜2 + µ˜3 ' 10. Et en prenant ² = 0.01, on déduit les
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conditions sur θ1 et θ2 comme suit :
θ1 > 0.1,
et
θ2 > 1000.
B.1.3 Observateur à grand gain et observateur cascade
La même procédure que pour les deux observateurs interconnectés a été suivie pour dé-
terminer les gains de l'observateur à grand gain interconnecté à l'estimateur ainsi que
l'observateur cascade interconnecté à l'estimateur.
B.2 Comportements des gains dans les conditions d'in-
observabilité
Dans cette section, nous montrons et expliquons le comportement des gains des trois
observateurs présentés dans le chapitre 4 dans et au voisinage des conditions d'inobserva-
bilité.
B.2.1 Observateur à grand interconnecté à l'estimateur
Les Figures B.1, B.2 et B.5 montrent le comportement des gains de l'observateur à grand
gain interconnecté à l'estimateur. On peut remarquer que ces gains deviennent grands
dans et au voisinage des conditions d'inobservabilité de la machine.
Explication du comportement des gains
Nous avons vu au chapitre 4 que le gain de l'observateur à grand gain interconnecté à
l'estimateur est donné par : S−1 où S est la solution de l'équation de Lyapunov suivante :
S˙1 = −θ1S1 − AT1 (u, y, Z2)S1 − S1A1(u, y, Z2) + CT1 C1 (B.1)
avec A1(u, y, Z2) =
 0 bpφˆrβ 00 0 − 1
J
0 0 0
 et C1 = [1 0 0]. S = ST > 0.
L'équation (B.1) peut être réécrite de la manière suivante :
S˙11 = −θS11 + 1
S˙12 = −θS12 − bpφˆrβS11
S˙13 = −θS13 + 1JS12
S˙22 = −θS22 − 2bpφˆrβS12
S˙23 = −θS23 − bpφˆrβS13 + 1JS22
S˙33 = −θS33 + 2JS23
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Bien que θ soit supérieur à zéro, la solution de S11 ne tend jamais vers zéro. Par contre
les solutions de S12 et S22 tendent vers zéro quand la machine est dans les conditions
d'inobservabilité car la composante du ﬂux rotorique suivant l'axe β est égale ou trés
proche de zéro et reste égale à zéro (voir Figure B.4). Et par conséquent S12 tend vers
zéro. Ceci implique que S13 de tende vers zéro. Par conséquent S23 tend vers zéro et S33
aussi. En calculant le déterminant de S on trouve que : det(S) = S11(S22S33 − S223) +
2S12S13S23 − S212S33 − S213S22 égal à zéro et par conséquent le gain S−1 devient grand,
ce qui explique donc le comportement du gain dans les conditions d'inobservabilité de la
machine.
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Fig. B.1: Gain du courant statorique isα.
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Fig. B.2: Gain de la vitesse.
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Fig. B.3: Gain du couple de charge.
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Fig. B.4: Gain de la vitesse.
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Fig. B.5: φˆrβ (Wb) en fonction du temps..
B.2.2 Observateur cascade interconnecté à l'estimateur
La même conclusion est donnée pour l'observateur cascade interconnecté à l'estimateur
(Figures B.6 et B.7). Nous rappelons ici le gain de l'observateur cascade vu au chapitre
4 :
M(u, y, Z2) = Γ
−1(u, y, Z2)∆−1θ K
avec Γ−1(u, y, Z2) = f( 1φˆrβ ).
On peut remarquer que lorsque la machine est dans les conditions d'inobservabilité, la
composante du ﬂux rotorique suivant l'axe β est égale et reste à zéro et par conséquent
Γ−1 devient grand, ce qui explique donc le fait que le gain M(u, y, Z2) devient grand.
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Fig. B.6: Gain du courant statorique isα.
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Fig. B.7: Gain de la vitesse.
B.2.3 Observateurs interconnectés
Pour les gains des deux observateurs interconnectés, nous pouvons remarquer que seule-
ment les gains du premier observateur (partie mécanique) deviennent grands (Figures B.8,
B.9 et B.10). Les gains du second observateur sont faibles ( Figures B.11, B.12 et B.13).
La première partie (le premier observateur) est la même que celle de l'observateur à grand
interconnecté à l'estimateur. La même explication que précédemment est donc donnée
pour les gains de la première partie.
Pour la seconde partie, nous suivons la même démarche pour expliquer le comporte-
ment des gains. On peut remarquer que la matrice donnée au chapitre 4 : A2(u, y, Z1) = −γ −bpΩˆ ab0 −a −pΩˆ
0 pΩˆ −a
 dépend de la vitesse estimée. L'équation de Lyapunov donnée
par : S˙2 = −θ2S2 − AT2 (u, y, Z1)S2 − S2A2(u, y, Z1) + CT2 C2 dépend aussi de la vitesse
estimée. En calculant la solution de cette équation, il apparaît que les composantes solu-
tions de cette matrice ne tendent pas vers zéro quand la machine est dans les conditions
d'inobservabilité car la vitesse estimée donnée au chapitre 4 (c.f.
∮
4.4.11) n'est pas égale
à zéro, elle passe par zéro rapidement mais elle ne reste pas à zéro. Par conséquent le
déterminant de la matrice S2 n'est pas nul. Ce qui explique donc le fait que le gain S−12
n'est pas grand dans les conditions d'inobservabilité de la machine.
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Fig. B.8: Gain du courant statorique isα.
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Fig. B.9: Gain de la vitesse.
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Fig. B.10: Gain du couple de charge.
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Fig. B.11: Gain du courant statorique isβ.
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Fig. B.12: Gain de ﬂux rotorique φrα.
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Fig. B.13: Gain de ﬂux rotorique φrβ.
B.3 Réglage des régulateurs de courants et de ﬂux (PI)
B.3.1 Réglage des régulateurs de courants
Les équations dynamiques des courants (isd, isq) restent non-linéaires et couplées (5.1)
comme nous le montre les équations (B.2) reliant les tensions aux courants statoriques :(
i˙sd
i˙sq
)
=
( −γisd + abφrd + pΩisq + aMsrφrd i2sq−γisq − bpΩφsd − pΩisd − aMsrφrd isdisq
)
+
(
m1 0
0 m1
)(
usd
usq
)
(B.2)
Pour compenser ces couplages non-linéaires, il existe deux méthodes. La première consiste
à superposer à une régulation de courant linéaire, un découplage statique exact :
usd = u
”
sd − Esd
usq = u
”
sq − Esq
où Esd et Esq sont les termes non linéaires.
La seconde consiste à considérer les couplages comme des perturbations que le régulateur
linéaire de courant doit rejeter. Dans ce cas le découplage est asymptotique. En supposant
un découplage constant par morceaux, ce dernier sera rejeté si les régulateurs de courants
présentent un eﬀet intégral. C'est pour cette solution que nous avons opté aﬁn de simpliﬁer
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au maximum le degré de complexité des régulateurs de courants PI (proportionnel et
intégrale). C'est une structure qui utilise un ﬁltre de consigne.
usd =
Kiud
s
(i∗sd − isd) +Kpud(i∗sd − isd) (B.3)
usq =
Kiuq
s
(i∗sq − isq) +Kpuq(i∗sq − isq)
avec Kiud = KpudTiud et Kiuq =
Kpuq
Tiuq
.
En réécrivant les équations (B.2) sous la forme synthétique qui ne tient pas compte des
termes de couplage et en supposant les axes découplés, les transferts de boucle fermée
entre les courants et les tensions statoriques sont alors donnés par :
isd
usd
|bf = w
2
nd
s2 + 2ζndwnd + w2nd
isq
usq
|bf =
w2nq
s2 + 2ζnqwnq + w2nq
Ensuite, en s'imposant un amortissement unitaire aﬁn d'éviter des dépassements et en
s'imposant une bande passante FBPd pour la boucle de courant nous en déduisons les
gains du correcteur de l'axe d suivant les relations données par (B.4). On procèdera de la
même façon pour déterminer les gains du correcteur de l'axe q.{
ζnd = 1
wnd = 2piFBPd
⇒
{
Kpud =
2ζnd−γ
m1
Tiud =
2ζnd−γ
w2nd
(B.4)
En règle générale la fréquence de coupure est choisie nettement inférieure à la fréquence
de coupure des ﬁltres anti-repliement (Fe/2 demi-fréquence d'échantillonnage) ou à la
fréquence de hachage en l'absence de ﬁltres anti-repliement.
B.3.2 Réglage du régulateur de ﬂux
La même procédure que pour les régulateurs de courants (PI) a été suivie pour déter-
miner les gains du régulateur de ﬂux.
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Annexe C
Schémas de simulation des observateurs
et de la commande
C.1 Introduction
Le but de ces annexes est de fournir un descriptif des ﬁchiers Simulink qui ont été utilisés
d'une part pour les simulations et d'autre part pour la phase expérimentale. Les annexes
sont structurées suivant :
1- Les Observateurs sans capteur mécanique
(Répertoire sur le banc : Plate forme : observateurs_sans_capteur)
2- La Commande sans capteur mécanique
(Répertoire sur le banc : Plate forme : commande_ sans_capteur_malek).
C.2 Les Observateurs sans capteur mécanique
Il a été développé pour la machine asynchrone trois types d'observateurs qui sont tous
regroupés dans un ﬁchier Simulink (FIG. C.1 ). Ce Fichier montre en outre la structure des
entrées/sorties qui est identique pour les trois observateurs. Ces informations sont utiles
pour l'adaptation de l'observateur sur une commande sans capteur mécanique quelconque,
en particulier sur la commande que nous avons proposée au chapitre 5.
"Obs_gg_est" "Obs_cascade_est" "Obs_2_gg"
us_abc
is_abc
INI
om_o
us_abc
is_abc
INI
om_o
us_abc
is_abc
INI
om_o
Fig. C.1: Schéma simulink des 3 observateurs.
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Chaque observateur aurait pu être programmé à l'aide de S_Function, mais ce type de
fonction s'implante diﬃcilement en expérimentation et est coûteuse en temps de calcul.
C'est pour cela que l'on n'a pas opté pour cette solution.
C.2.1 Observateurs interconnectés
(Répertoire sur le banc : gg_2_exp ; ﬁchier simulink : se_2_gg_o.mdl)
La fenêtre principale des deux observateurs interconnectés (FIG. C.2) a pour rôle la mise
en forme des vecteurs d'entrées/sorties du bloc noyau des deux observateurs (FIG. C.4).
Isb
Isa
1
om_o
Concordia
Inverse
vabc2valvbe
5000
theta2
1
theta1
isc
Concordia
Inverse
Isabc2Iab
S2
det(S1)
adj(S1)C'_11
adj(S1)C'_21
Adj(S1)C'_31
Inv(S2)
S1
Det(S1)
adj11
adj21
adj31
Inv(S1)
phib_o
teta1
INI
S1
DS1
ua,ub
ia,ib
det(S1)
adj(S)C'_11
adj(S)C'_21
adj(S)C'_31
det(S2)
adj(S)C'_1
adj(S)C'_2
adj(S)C'_3
INI
phib_o
om_o
D(z)
theta2
om_o
INI
S2
D(S2)
3
INI
2
is_abc
1
us_abc
<isa>
<isb>
Fig. C.2: Fenêtre principale des deux observateurs interconnectés.
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Les deux observateurs sont écrits dans le repère ﬁxe diphasé α, β, ils reçoivent les tensions
et courants statoriques en triphasé abc, il est donc nécessaire d'eﬀectuer une transforma-
tion de Concordia 3-2 comme il est montré dans la ﬁgure suivante : (FIG. C.3)
f_incdia
2
V_beta
1
V_alpha
r3_s2*u[2]-r3_s2*u[3]
v_beta
u[1]-0.5*u[2]-0.5*u[3]
v_alpha
r2s3
r2s3
1
Vs_abc
ou
Is_abc
Fig. C.3: vs_abc2vs_alpha, beta ou Is_abc2Is_alpha, beta.
ua = u[7]
ub = u[8]
ia = u[9]
ib = u[10]
zia = u[1]
zW = u[2]
zTl = u[3]
zib = u[4]
zfa = u[5]
zfb = u[6]
det(S1) = u[11]
Adj(S)C'_11 = u[12]
Adj(S)C'_21 = u[13]
Adj(S)C'_31 = u[14]
det(S2) = u[15]
Adj(S)C'_11 = u[16]
Adj(S)C'_21 = u[17]
Adj(S)C'_31 = u[18]
4
Rho_o
3
phid_o
2
zw
1
zfb
1
s
zib
1
s
zia
1
s
zfa
1
s
zW
1
s
zTl
1
atan2(u(2),u(1))
rho_o
entrees
G6
G5
G4
G3
G2
G1
gains
sqrt(u[1]^2+u[2]^2)
Phid_o
isa
isb
phia
phib
om
Tl
L
L
f(u)
Dzib
f(u)
Dzia
f(u)
Dzfb
f(u)
Dzfa
f(u)
DzW
0
DzTl
em
1
s
11
INI
10
adj(S)C'_23
9
adj(S)C'_22
8
adj(S)C'_21
7
det(S2)
6
adj(S)C'_13
5
adj(S)C'_12
4
adj(S)C'_11
3
det(S1)
2
ia,ib
1
ua,ub
Fig. C.4: Bloc des deux observateurs interconnectés.
Les blocs dzia, dzW, etc sont des fonctions traduisant l'équation : ˙ˆx = f(xˆ, u)+G(y− yˆ).
G est donnée par le bloc "gains". Ce bloc est constitué des gains des deux observateurs
(S−11 C1) et (S−12 C2) multipliés respectivement par les écarts de mesure y1 − yˆ1 et y2 − yˆ2.
Les matrices (S1 et S1) sont calculées par les blocs "DS1" et "DS2" respectivement et
leurs inverse par les blocs "Inv1" et "Inv2" (voir FIG. C.2) dont les détails des diﬀérents
blocs sont montrés dans les ﬁgures (C.5) et (C.6), (C.7) et (C.8). Le bloc "L" dans la
ﬁgure C.2 représente la fonction qui nous permet de passer de l'observateur à l'estimateur
quand la machine est proche et dans les conditions inobservables.
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s11 = u[1]
s12 = u[2]
s13 = u[3]
s22 = u[4]
s23 = u[5]
s33 = u[6]
1
S1
1
s
s23
1
s
s22
1
s
s13
1
s
s12
1
s
s11
1
s
S33
f(u)
Ds33
f(u)
Ds23
f(u)
Ds22
f(u)
Ds13
f(u)
Ds12
f(u)
Ds11
3
INI
2
teta1
1
phib_o
Fig. C.5: Bloc de la matrice S1 .
s11 = u[1]
s12 = u[2]
s13 = u[3]
s22 = u[4]
s23 = u[5]
s33 = u[6]
1
S2
1
s
s23
1
s
s22
1
s
s13
1
s
s12
1
s
s11
1
s
S33
f(u)
Ds33
f(u)
Ds23
f(u)
Ds22
f(u)
Ds13
f(u)
Ds12
f(u)
Ds11
3
INI
2
om_o
1
theta2
Fig. C.6: Bloc de la matrice S2 .
Les blocs DS11, DS12, etc sont des fonctions traduisant l'équation : S˙1 = f(S1, A1, θ1, C1)
et S˙2 = f(S2, A2, θ2, C2).
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4
adj13
3
adj12
2
adj11
1
Det(S1)
f(u)
det(S1)
f(u)
Adj(S1)C'_2
f(u)
Adj(S1)C'_1
f(u)
Adj(S)C'_3
1
S1
Fig. C.7: Bloc de l'inverse de la matrice S1 .
4
Adj(S2)C'_32
3
adj(S2)C'_22
2
adj(S2)C'_12
1
det(S2)
f(u)
f(u)
f(u)
f(u)
1
S2
Fig. C.8: Bloc de l'inverse de la matrice S2.
Les blocs Adj(Si) représentent les termes cofacteurs de la matrice Si, i = 1, 2 et le bloc
Det(Si) est le déterminant de la matrice Si, i = 1, 2.
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C.2.2 Observateurs à grand gain et observateur cascade
(Répertoire sur le banc : gg_est_exp et cas_est_exp ; ﬁchiers Simulink : se_gg_o.mdl,
se_casc.mdl)
La même procédure que pour les deux observateurs interconnectés à été suivi pour mettre
sous schéma Simulink l'observateur à grand gain interconnecté à l'estimateur ainsi que
l'observateur cascade interconnecté à l'estimateur.
C.3 La Commande sans capteur mécanique
(Répertoire principal : commande_sans_capteur_malek ; répertoire secondaire :
se_com_vec_gliss ; ﬁchier Simulink : se_com_vec_gliss.mdl)
La fenêtre principale de la commande vectorielle à modes glissants que nous avons proposé
au chapitre 5 est donnée par la ﬁgure suivante : (FIG. C.9)
Références:
Flux
Vitesse
Commande_vectorielle_modes_glissants
Mesures:
Isalpha
Isbeta
Vitesse
Isb
Isc
Isa
phid_ref
om_ref
1
us_abc
n_cos_rho_es
sin_cos
rho_est
[rho_est]
ro_est
[rho_est]
rho_est
[phi_est]
phi_est
isc1
[iq_m]
iq_m
[id_m]
id_m
Ialpha
Ibeta
omega
est: ro
est: phi
estimateur
flux,ro
[sin_cos_rho_est]
cos_sin
rho_est
ud
sin et cos (ro)
uq
uabc(réf)
Vdq2Vabc2Vab
[phi_est]
Phi_est
Concordia
Inverse
Isabc2Iab
[iq_m]
Iq_m
[id_m]
Id_m
isalpha
isbeta
rho_est
sin et cos (rho)
Id
Iq
Iab2Idq
Om(ref)
e(t)
phid_ref
phid
e(phi)
ids(réf)
iqs(réf)
Controleur VSC
Id_r
Iq_r
Id
Iq
uds(réf)
uqs(réf)
  Id,q -->Vd,q 
5
  rho_o
4
  phi_o
3
  om_o
2
  is_abc
1
  Phi_ref,
  Om_ref
<vit>
Fig. C.9: Fenêtre principale de la commande vectorielle à modes glissants.
Pour mieux saisir le fonctionnement de la commande vectorielle à modes glissants, il est
préférable de s'intéresser aux diﬀérents blocs qui la composent.
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C.3.1 Le bloc Concordia inverse
Ce bloc permet de transformer les courants triphasées abc dans le répère diphasé ﬁxe α, β
(FIG. C.10).
Isabc2Iab
2
Ib
1
Ia
r3_s2
-r2s3
u[2]-u[3]
ib
u[1]-0.5*u[2]-0.5*u[3]
ia
M_is
3
isc
2
isb
1
isa
Fig. C.10: Concordia inverse.
C.3.2 Le bloc Iab2Idq
Le bloc "Iab2Idq" permet de transformer les mesures de courant du repère ﬁxe (α, β)
vers le repère tournant (d-q) (FIG. C.11) en utilisant (ρˆ) résultant de l'estimation de la
position du champ tournant φrd. Ces mesures de courant dans le repère tournant (d-q)
sont utilisés dans le bloc "Boucles de courants".
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Iab2Idq
3
Iq
2
Id
1
sin et cos (ro)
sin(u)
sin(ro)
-u[1]*u[3]+u[2]*u[4]
iq
u[2]*u[3]+u[1]*u[4]
id
cos(u)
cos(ro)
3
rho_est
2
isbeta
1
isalpha
Fig. C.11: Bloc du bloc Iab2Idq.
C.3.3 Le bloc Contrôleur MG_PI
Ce bloc réalise le calcul des deux courants de référence ids_ref et iqs_ref à partir des
consignes et des observations (FIG. C.12). Il est composé de deux contrôleurs. Un premier
contrôleur (Contrôleur : modes glissants) est le contrôleur à modes glissants qui permet
de calculer le courant de référence iqs_ref pour asservir la vitesse observée (donnée par
l'observateur C.2.1) à sa valeur de référence. Le noyau du contrôleur à modes glissants
est donné par le bloc "Reg_MG_vit". Ce bloc est détaillé dans la ﬁgure C.13. Le second
contrôleur (Contrôleur : structure PI) a une structure PI pour lequel sont rajoutés le ﬂux
estimé et sa dérivée. Il permet d'asservir le ﬂux à sa valeur de référence. Le noyau du
contrôleur à structure PI est donné par le bloc "Reg_PI_sat_ﬂux" dont le détail du bloc
est donné dans la ﬁgure C.14. Les blocs "SW" sont des switchs qui nous permettent de
passer du mode "commande avec capteur + le bloc 'estimateur de ﬂux, ro' " au mode
"commande sans capteur+ φˆrd(phid_o) et ρˆ(rho_o) donnés par l'observateur" aprés avoir
fait démarrer la machine avec le mode "commande avec capteur + bloc 'estimateur de
ﬂux, ro' ". ρˆ(rho_o) sera utilisé dans le bloc "Contrôleur MG_PI" pour l'asservir à sa
valeur de référence et ρˆ (rho_o) sera utilisé dans les blocs "Iab2Idq" et "Vdq2Vabc" pour
passer d'un repère ﬁxe à un repère tournant et inversement.
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Om(réf)
Controleur MG_PI
Reg_MG_vit
Reg_PI_sat_flux
2
iqs(réf)
1
ids(réf)
e(t) u(t)
Reg_PI_sat_flux
Product
a*u
Fcn1
1/(m*u)
Fcn
du/dt
du/dt
Derivative
c
5
e(phi)
4
phid
3
phid_ref
2
e(t)
1
Om_ref
Fig. C.12: Bloc du contrôleur MG_PI.
e(t)
S(t)
k
1
u(t)
2
l
-40
k
Sign
1
s
-40
h
0.5
Beta
1
e(t)
Fig. C.13: Bloc du contrôleur à modes glissants.
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PI_Phi->Idr
1
Idr
1
0.05s+1
tranfert Integral
idr
id_r
Memory
0.5
Kp
1
ecart_flux
Fig. C.14: Noyau du contrôleur à structure PI.
C.3.4 Boucles de courants
Le bloc "Boucles de courants" de la ﬁgure C.15 calcule les tensions de commande vds_ref
et vqs_ref dans le plan (d-q) à partir des références courants résultants de l'asservissement
de vitesse et de ﬂux du bloc "controleur MG_PI".
PI_Id -> ud
PI_Iq -> uq
2
Pi: uq
1
Pi: ud
vd
uq
1
0.05s+1
tranfert Integral1
1
0.05s+1
tranfert Integral
ec_iq_m
ec_id_m
ec_Iq
ec_Id
Som.1
Som.
Memory1
Memory
2
Kp_uq
2
Kp_ud
4
Iq
3
Id
2
Iq_r
1
Id_r
Fig. C.15: Bloc des boucles de courants.
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C.3.5 Le bloc uqd2uabc
Une fois les tensions de commande calculées dans le plan (d-q), il suﬃt de les transcrire
dans le repère triphasé suivant la matrice de Park en utilisant (ρˆ) résultant de l'estimation
de la position du champ tournant φd : c'est le rôle du bloc "Vqd2Vabc" (FIG. C.16).
Vdq2Vsabc
1
us_abc
-0.5*u[1]-r3_s2*u[2]
vsc
-0.5*u[1]+r3_s2*u[2]
vsb
u[1]
vsa
r2s3
k
u[2]*u[1]+u[3]*u[4]
f_Vb
u[3]*u[1]-u[2]*u[4]
f_Va
Mux
Mux
Mu
M_Vsabc
Mu
M_Vab
3
uq
2
sin et cos (ro)
1
ud
Fig. C.16: Bloc du bloc Vqd2Vabc.
