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1. Introduction 
Nonconvex programs which have either a nonconvex minimand 
and/or a nonconvex feasible region have been considered by most 
mathematical programmers as a hopelessly difficult area of re- 
search. There are, however, two exceptions where considerable 
effort to obtain a global optimum is under way. One is integer 
linear programming and the other is nonconvex quadratic program- 
ming. This paper addresses itself to a special class of noncon- 
vex quadratic program referred to as a 'bilinear program' in the 
literature. We will propose here a cutting plane algorithm to 
solve this class of problems. The algorithm is along the lines 
of [I71 and [I 91 but the major difference is in its exploitation 
of special structure. Though the algorithm is not guaranteed at 
this stage to converge to a global optimum, the preliminary re- 
sults are encouraging. 
In Section 2, we analyze the structure of the problem and 
develop an algorithm to obtain an E-locally maximum pair of basic 
feasible solutions. In Section 3, we will generate a cutting 
plane to eliminate the current pair of E-locally maximum basic 
feasible solutions. For these purposes, we extensively use the 
simplex algorithm. Section 4 gives an illustrative example and 
the results of numerical experimentations. Some of the important 
applications of bilinear programming can be found in references 
[Ill and [121. 
2. Definitions and a Locally Maximum Pair of Basic Feasible 
Solutions 
The bilinear program is a class of quadratic programs with 
the following structure: 
max $ (xl ,x2) = c;xl + c;x2 + x;cx2 
n m m. xn i i 1 i n xn 
whereci, x E R  , bi E R  , Ai E R  , i = 1,2 andC E R 1 2. i 
We will call this a bilinear program in 'standard' form. 
Note that a bilinear program is a direct extension of the 
t 
standard linear program: maxIc x l ~ x  = b, x > 01, in which we 
t 
consider c to be linearly constrained variables and maximize c x 
with respect to c and x simultaneously. Let us denote 
Theorem 2.1. If Xi, i = 1.2 are non-empty and bounded, then 
(2.1 ) has an optimal solution (x; * )  where x: is a basic feasi- lX2 
ble solution of the constraint equations defining Xi, i = 1,2. 
Proof. Let (GI ,G2) be an optimal solution, which clearly 
exists by assumption. Consider a linear program: 
A * 
max{$(xl,x2) Ixl E X1}, and let xl be its optimal basic solution. 
A 
Then $I (x;,f 2) - > $I (GI ,s2) since xl is a feasible solution to the 
linear program considered above. Next, consider another linear 
* program: max{$I(x;,x2) Ix2 E XZ}, and let x2 be its optimal basic 
* 
solution. Then by similar arguments as before, we have $(xl f X; 1 
* A * * A A 
> $I (xl ,x2) Thus we conclude that $ (xl ,x2) 2 $ (xl ,x2), which -
implies that (x;,x:) is a basic optimal solution of (2.1). I I 
Given a feasible basis Bi of Ail we will partition Ai as 
(Bi,Ni) assuming, without loss of generality, that the first mi 
columns of Ai are basic. Position x correspondingly: i 
x = (xiB,x ) .  Let us introduce here a 'canonical' representa- i iN 
tion of (2.1) relative to a pair of feasible bases (B1,B2). Pre- 
multiplying BI' to the constraint equation BixiB + N.x 
= bi 1 iN 
and suppressing the basic variables xiB, we get the following 
sys tem which i s  t o t a l l y  e q u i v a l e n t  t o  ( 2 . 1 ) :  
where 
For  f u t u r e  r e f e r e n c e ,  w e  w i l l  i n t r o d u c e  t h e  n o t a t i o n s  
and rewrite (2 .3 )  a s  f o l l o w s :  
t + Y ~ Q Y ~  
max @ ( Y ~ ~ Y ~ )  = d l y l  + d2Y2 
W e  w i l l  c a l l  (2 .4 )  a c a n o n i c a l  r e p r e s e n t a t i o n  of (2 .1)  r e l a t i v e  
t o  (B1 l B 2 )  and u s e  s t a n d a r d  form (2.1 ) and c a n o n i c a l  form (2 .4)  
i n t e r c h a n g e a b l y ,  whichever  i s  t h e  more c o n v e n i e n t  f o r  o u r  p resen-  
t a t i o n .  To e x p r e s s  t h e  dependence of  v e c t o r s  i n  (2 .4)  on t h e  
p a i r  of f e a s i b l e  b a s e s  ( B 1 , B 2 ) ,  w e  w i l l  o c c a s i o n a l l y  u s e  t h e  no- 
t a t i o n  d l ( B l r B 2 )  r etc .  
Theorem 2.2. The origin (yl , y2) = (0'0) of the canonical 
system (2.4) is 
(i) a Kuhn-Tucker point if di - < 0, i = 1,2; 
(ii) a local maximum if (a) and (b) hold: 
(a) di < 0, i = 1,2 
(b) either dli < 0 or d 2j < 0 if qij < 0; 
(iii) a global optimum di 5 0, i = 1,2 and Q - < 0. 
Proof. 
(i) It is straightforward to see that yl = 0, y2 = 0 
together with dual variables ul = 0, u2 = 0 satisfy the Kuhn- 
Tucker condition for (2.1 ) . 
'i (ii) Let yi E R , i = 1.2 be arbitrary nonnegative vectors. 
Let Ji = {j l q i j  < 0) and let E be positive scalar. Then 
because qij - < 0 when i J1 and j $ J2. Obviously, the last 
expression is equal to mo if J1 = @ and J2 = @ .  It is less than 
1 
@o for small enough E if J1 # @ or J2 # 4 since the linear term 
in E dominates the quadratic term.  his implies that 
$(EY~,EY~) 2 @o = $(0,0) for all yl 2 0, y2 2 0 and small enough 
E > 0. I I 
(iii) This is obviously true since $(y1,y2) 2 0, = $(0,0) 
> 0. for all Yl 1 0, Y2 -
The proof of Theorem 1 suggests to us a vertex following 
algorithm to be described below: 
Alaor i thm 1  (Mountain Climbinal 
S t e p  1 .  Obta in  a  p a i r  of  b a s i c  f e a s i b l e  s o l u t i o n s ,  
0 0 
x1 E X I ,  x2  E X 2 .  Let  k  = 0 .  
k k  S t e p  2 .  Given ( x 1 , x 2 ) ,  a  p a i r  of b a s i c  f e a s i b l e  s o l u t i o n s  
,- 
K 
of X1 and X 2 ,  s o l v e  a  subproblem: m a x ~ @ ( x l , x 2 ) / x l  E XI}. L e t  
k+l  and B1 X1 k+l  be  i t s  op t ima l  b a s i c  s o l u t i o n  and cor responding  
b a s i s .  
k+ 1  S t ep  3 .  Solve  a  subproblem: max{ @ (x l  ,x2  1 Ix2 E X2 1, and 
k+l  be  i t s  opt imal  b a s i c  s o l u t i o n  and cor responding  k+l  and B2 l e t  x2  
b a s i s .  
S t e p  4 .  Compute d l  (B!+' , B:+' ) , t h e  c o e f f i c i e n t s  o f  y l  i n  
t h e  c a n o n i c a l  r e p r e s e n t a t i o n  ( 2 . 4 )  r e l a t i v e  t o  ba se s  B 
* * k+l 1  I f  d l  (B!+~ , ) < 0 ,  t h e n  l e t  Bi = k+l  and xi be  t h e  b a s i c  Bi 
f e a s i b l e  s o l u t i o n s  a s s o c i a t e d  w i t h  B;, i = 1 ,2  and HALT. Other- 
w i s e  i n c r e a s e  k by 1  and go  t o  S t ep  2 .  
Note t h a t  t h e  subproblems t o  be  so lved  i n  S t e p s  2 and 3  a r e  
l i n e a r  programs. 
P r o p o s i t i o n  2 .3 .  I f  X1 and X 2  a r e  bounded, t h e n  Algori thm 
1  h a l t s  i n  f i n i t e l y  many s t e p s  g e n e r a t i n g  a  Kuhn-Tucker p o i n t .  
P roof .  I f  every  b a s i s  of X1 i s  n ~ n d e g e n e r a t e ~  t h e n  t h e  
v a l u e  of  o b j e c t i v e  f u n c t i o n  @ can  be i nc r ea sed  i n  S t e p  2 a s  l ong  
a s  t h e r e  i s  a  p o s i t i v e  component i n  d 1  ' Since  t h e  number of  
ba se s  of X1 i s  f i n i t e  and no p a i r  of ba se s  can  be  v i s i t e d  t w i c e  
because t h e  o b j e c t i v e  f u n c t i o n  i s  s t r i c t l y  i n c r e a s i n g  i n  each 
passage  of  S t e p  2 ,  t h e  a lgo r i t hm w i l l  e v e n t u a l l y  t e r m i n a t e  w i t h  
t h e  c o n d i t i o n  d l  (B!+~, B:+' ) - < 0 being s a t i s f i e d .  When X1 i s  
degene ra t e ,  t h e n  t h e r e  i s  a  chance of  i n f i n i t e  c y c l i n g  among 
c e r t a i n  p a i r s  of b a s i c  s o l u t i o n s .  W e  w i l l  show, however, t h a t  
t h i s  cannot  happen i n  t h e  above p rocess  i f  w e  employ an appro- 
p r i a t e  t i e  break ing  d e v i c e  i n  l i n e a r  programming. Suppose t h a t  
k+l k 0 ( x 1  t X 2 )  = max{O(xl.x2) k  Ixl E XI} : o p t i m a l  b a s i s  
k+l 
4 
where x  k+R = x k + l ,  f o r  t h e  f i r s t  t i m e  i n  t h e  c y c l e .  S i n c e  t h e  
v a l u e  of o b j e c t i v e  f u n c t i o n  4 i s  nondecreas ing  and 
w e  have t h a t  
It i s  o b v i o u s  t h a t  d 2  (B:" ,B:+' ) _< 0 by t h e  d e f i n i t i o n  o f  o p t i -  
m a l i t y  o f  B:+' . Suppose t h a t  t h e  j th component of d l  ( B  k+l k+l 1  tB2 ) 
i s  p o s i t i v e .  Then w e  c o u l d  have  i n t r o d u c e d  y i j  i n t o  t h e  b a s i s .  
However, s i n c e  t h e  o b j e c t i v e  f u n c t i o n  s h o u l d  n o t  i n c r e a s e ,  yi 
comes i n t o  t h e  b a s i s  a t  z e r o  l e v e l .  Hence t h e  v e c t o r  y remains  1  
zero. W e  c a n  e l i m i n a t e  t h e  p o s i t i v e  e lement  of d l ,  one  by o n e  
( u s i n g  t i e  b r e a k i n g  d e v i c e  f o r  t h e  d e g e n e r a t e  LP i f  n e c e s s a r y )  
w i t h  no a c t u a l  change i n  t h e  v a l u e  of  y l .  E v e n t u a l l y ,  w e  have 
d 2  5 0 w i t h  y1 = 0 and t h e  c o r r e s p o n d i n g  b a s i s  B ~ + ' .  R e f e r r i n g  1  
t o  t h e  s t a n d a r d  form, t h e  c o r r e s p o n d i n g  x  v a l u e  remains  un- 1 
-k+l k+l k+l  and hence  d 2  (B1 , B 2  ) 5 0, because  changed i .e . ,  s t a y s  a t  x l  
- k+l 
= X 
k+ 1 Bk+l i s  t h e  o p t i m a l  b a s i s  f o r  x l  = x k + l ,  and X l  2  1  , ' BY 
Theorem 2  ( i ) ,  t h e  s o l u t i o n  o b t a i n e d  i s  a  Kuhn-Tucker p o i n t .  1 I 
Let  u s  assume i n  t h e  f o l l o w i n g  t h a t  a  Kuhn-Tucker p o i n t  
h a s  been o b t a i n e d  and t h a t  a  c a n o n i c a l  r e p r e s e n t a t i o n  ( 2 . 4 )  
r e l a t i v e  t o  t h e  a s s o c i a t e d  p a i r  of b a s e s  h a s  been g i v e n .  
By Theorem 2  (iii), t h a t  p a i r  of basic f e a s i b l e  s o l u t i o n s  
i s  o p t i m a l  i f  Q - < 0. W e  w i l l  assume t h a t  t h i s  i s  n o t  t h e  c a s e  
and l e t  
K = { ( i , j )  l q i j  > 01 . 
L e t  u s  d e f i n e  f o r  (i, j )  E K ,  a f u n c t i o n  Q i j  : R: + R I  
P r o p o s i t i o n  2.4.  I f  $ i j ( o , o )  > 0  f o r  some E0 > 0, no > 0 ,  
t h e n  
O i j ( E I n )  > $(EO I no )  f o r  a l l  5 > &, n > qo 
Proof .  
q i j  ( E r n )  - $ - E o n O  = ( 5  - 5,) (a l i  + qijno) 1 3  
+ ( n  - no)  ( d Z j  + qijEo) 
+ q i j  ( 5  - Eo)  ( n  - no)  
> ( 5  - E 0 )  (-d n o  
- 2 j  
T h i s  p r o p o s i t i o n  s ta tes  t h a t  i f  t h e  o b j e c t i v e  f u n c t i o n  i n c r e a s e s  
i n  t h e  d i r e c t i o n s  of yl and y2 , t h e n  w e  c a n  i n c r e a s e  more i f  w e  
go  f u r t h e r  i n t o  t h i s  d i r e c t i o n .  
D e f i n i t i o n  2.1. Given a  b a s i c  f e a s i b l e  s o l u t i o n  xi E X i ,  
l e t  Ni(xi) b e  t h e  set  of  a d j a c e n t  b a s i c  f e a s i b l e  s o l u t i o n s  which 
can  b e  reached  from xi i n  one  p i v o t  s t e p .  
D e f i n i t i o n  2.2. L e t  E b e  a  nonnega t ive  s c a l a r .  A p a i r  of 
* * b a s i c  f e a s i b l e  s o l u t i o n s  ( x l  . x f )  , xi E Xi , i = 1  , 2  i s  c a l l e d  
a n  E - l o c a l l y  maximum p a i r  of b a s i c  f e a s i b l e  s o l u t i o n  i f  
* * * (ii) 0 (x l  ' x 2 )  > $ (x  , x 2 )  - E f o r  a l l  xi E Ni(x i ) ,  i = 1 , 2 .  
* Given a  Kuhn-Tucker p o i n t  (x l  , x ; ) ,  w e  w i l l  compute $ (x l  , x 2 )  
f o r  a l l  xi E Ni(x;). i = 1  , 2  f o r  which a  p o t e n t i a l  i n c r e a s e  of  
o b j e c t i v e  f u n c t i o n  $ i s  p o s s i b l e .  Given a  c a n o n i c a l  r e p r e s e n t a -  
- 
t i o n ,  it i s  s u f f i c i e n t  f o r  t h i s  purpose  t o  c a l c u l a t e  $ (Si,7jj) i j  
f o r  (i, j )  E K where ri and ;I. r e p r e s e n t  t h e  maximum l e v e l  of  
3 -
nonbas ic  v a r i a b l e s  x  and x  when t h e y  a r e  i n t r o d u c e d  i n t o  t h e  
1  j 2  j 
b a s e s  w i t h o u t  v i o l a t i n g  f e a s i b i l i t y .  
Algor i thm 2  (Augmented Mountain Climbing) 
S t e p  1 .  Apply Algor i thm 1  and l e t  x: E X i ,  i = 1.2  b e  t h e  
r e s u l t i n g  p a i r  o f  b a s i c  f e a s i b l e  s o l u t i o n s .  
S t e p  2. I f  (x; ,x:) i s  a n  E - l o c a l l y  maximum p a i r  o f  b a s i c  
f e a s i b l e  s o l u t i o n s ,  t h e n  IIALT. Otherwise ,  n-ove t o  t h e  a d j a c e n t  
p a i r  of  b a s i c  f e a s i b l e  s o l u t i o n s  (G1 , G 2 )  where 
and go t o  S t e p  1 .  
P r o p o s i t i o n  2.5.  I f  X1 and X 2  a r e  bounded and i f  E > 0, 
Algor i thm 2  h a l t s  i n  f i n i t e l y  many s t e p s  g e n e r a t i n g  a n  E - l o c a l l y  
maximum p a i r  o f  b a s i c  f e a s i b l e  s o l u t i o n s .  
P r o o f .  I t  f o l l o w s  immedia te ly  from t h e  f o l l o w i n g  f a c t s  
t h a t  : 
(i) s t e p  1 c o n v e r g e s  i n  f i n i t e l y  many s t e p s  (by 
P r o p o s i t i o n  2 . 3 ) ,  
(ii) whenever w e  p a s s  S t e p  2 ,  t h e  v a l u e  o f  t h e  o b j e c t i v e  
f u n c t i o n  i s  improved by a t  l e a s t  E ( >  O ) ,  
(iii) t h e r e  are o n l y  f i n i t e l y  many b a s i c  f e a s i b l e  s o l u t i o n s  
f o r  X1 and X 2 .  1 1 
3.  C u t t i n q  P l a n e s  
W e  w i l l  assume i n  t h i s  s e c t i o n  t h a t  a n  & - l o c a l l y  maximum 
p a i r  of  b a s i c  f e a s i b l e  s o l u t i o n s  h a s  been o b t a i n e d  and t h a t  a 
c a n o n i c a l  r e p r e s e n t a t i o n  r e l a t i v e  t o  t h i s  p a i r  of  b a s i c  f e a s i b l e  
* * 
s o l u t i o n  ( x l , x  ) h a s  been g i v e n .  S i n c e  w e  w i l l  r e f e r  h e r e  ax- 2 
c l u s i v e l y  t o  a c a n o n i c a l  r e p r e s e n t a t i o n ,  w e  w i l l  r e p r ~ d u c e  it 
f o r  f u t u r e  conven ience :  
where 
L e t  
i . e .  Yi (') i s  t h e  r a y  emanat ing  from yi = 0  i n  t h e  d i r e c t i o n  yie.  
Lemma 3.1 . L e t  
I f  Y 1  ( u )  > 0  f o r  some u  E Y:') , t h e n  Y1 ( v )  > Y, ( u )  f o r  a l l  
v  E Y1 s u c h  t h a t  v  > u. 
P r o o f .  L e t  u  = ( 0 ,  ..., 0,  u R ,  0 ,  ..., 0 ) .  F i r s t  n o t e  t h a t  
t 
u  > 0 ,  s i n c e  i f  u  = 0 ,  t h e n  Y1(u )  = max{d y  ly E y 2 }  = 0. R R 2 2  2  
L e t  v  = (0 ,  ..., 0 ,  v R ,  0 ,  ..., 0 )  where v R  2 u R .  Then f o r  a l l  
y2 E Y 2 ,  w e  h a v e  
The i n e q u a l i t y  f o l l o w s  from d 2  5 0.  Thus 
T h i s  l e m m a  shows t h a t  t h e  f u n c t i o n  Y 1  i s  a  s t r i c t l y  i n -  
(') beyond t h e  p o i n t  where Y f i r s t  c r e a s i n g  f u n c t i o n  o f  y l  o n  Y1 1  
becomes p o s i t i v e .  
F i g u r e  3.1. Shape of  t h e  f u n c t i o n  Y 1 .  
Let 4max b e  t h e  v a l u e  of  t h e  o b j e c t i v e  f u n c t i o n  a s s o c i a t e d  
w i t h  t h e  b e s t  f e a s i b l e  s o l u t i o n  ob t a ined  s o  f a r  by one method 
o r  ano the r  and l e t  u s  d e f i n e  9:, k = 1 , .  . . , e l  a s  fo l lows :  
9' = max 9 f o r  which 2 
(2  
m a x { ~ l ( ~ l ) J ~ l  Y1 t 0 5 y l L  - < 9 1  5 @rnaX + E  . 
(3 .5)  
1 Lemma 3 . 2 .  e k  > 0,  R = I , . . . ,  
P roof .  Le t  yl = ( 0 , .  . . , O r  y12,  0 , .  . . , 0 ) .  S i n c e  d l  5 0,  
d2 - < 0,  w e  have 
L e t t i n g  a = max {Iq j Y 2  Y 2  E Y2 2 0 ,  we know from t h e  above 
i n e q u a l i t y  t h a t  
Theorem 3 . 3 .  Let  
Then 
Proof.  Let 
i f  0' i s  f i n i t e  j 
where Bo > 0 i s  c o n s t a n t .  Then 
The r i g h t  hand t e r m  i n s i d e  t h e  l i m i t  i s  a  b i l i n e a r  program wi th  
bounded f e a s i b l e  r eg ion ,  and hence by Theorem 2.1, t h e r e  e x i s t s  
an op t imal  s o l u t i o n  among b a s i c  f e a s i b l e  s o l u t i o n s .  S ince  t h e  
b a s i c  f e a s i b l e  s o l u t i o n  f o r  t h e  systems of i n e q u a l i t i e s  d e f i n i n g  
- 1 - 1 A ( e  1 a r e  ( O . . . O )  and y: = ( O 1 . . . O  B e .  0 2 = l t . - t e l t  
w e  have 
max{*(yl . y2 )  lyl E A1 (81)  t ~ 2  Y2} 
R 
/ y 2  E y 2 i ,  max maxi* iyl  t y2 )  I Y ~  Y21] 
Y2 
However, s i n c e  d2  f 0 ,  
t 
max{+(oty2)1  y2  E y21 = m a x { d 2 ~ 2 ( ~ 2  E y21 + Oo 2 Oo 5 Omax + E  . 
Also,  
- 1  by t h e  d e f i n i t i o n  o f  9 %  (See (3 .5 )  and ( 3 . 7 )  ) . Hence 
2 l i m  max{$(y l fy2)  1y2 E y2}  5 Omax + E  . 
e + a  
0 
T h i s  theorem shows t h a t  t h e  v a l u e  o f  t h e  o b j e c t i v e  f u n c t i o n  
1  
O(yl , y 2 )  a s s o c i a t e d  w i t h  t h e  p o i n t s  y l  i n  t h e  r e g i o n  Yl  n A l  ( 9  
i s  n o t  g r e a t e r  t h a n  Omax + E r e g a r d l e s s  of  t h e  c h o i c e  of  y2  & Y2 
and hence t h i s  r e g i o n  Y1 n A1 ( 9 ' )  can  be  ignored  i n  t h e  succeed- 
i n g  p r oce s s  t o  o b t a i n  a n  €-optimal  s o l u t i o n .  The c u t  
is ,  t h e r e f o r e ,  a  ' v a l i d 1  c u t  i n  t h e  s e n s e  t h a t  it: 
(i) does  n o t  c o n t a i n  t h e  c u r r e n t  E - l o c a l l y  maximum p a i r  
of b a s i c  f e a s i b l e  s o l u t i o n s ;  
(ii) c o n t a i n s  a l l  t h e  c a n d i d a t e s  yl E Y1 f o r  which 
S i n c e  0 '  i s  dependen t  on t h e  f e a s i b l e  r e g i o n  Y 2 ,  w e  w i l l  occa-  
1  
s i o n a l l y  u s e  t h e  n o t a t i o n  9 ( Y 2 ) .  
S i n c e  t h e  problem i s  symmetric w i t h  r e s p e c t  t o  Y1 and Y 2 ,  
w e  c a n ,  i f  we l i k e ,  i n t e r c h a n g e  t h e  r o l e  of  Y1 and Y 2  t o  o b t a i n  
a n o t h e r  v a l i d  c u t t i n g  p l a n e  r e l a t i v e  t o  Y 2 :  
C u t t i n g  P l a n e  Algor i thm 
S t e p  0. S e t  R = 0 .  L e t  x Y = X i ,  i = 1.2.  
S t e p  1 .  Apply Algor i thm 2 (Augmented ~ o u n t a i n  Climbing 
R R Algor i thm) w i t h  a p a i r  of f e a s i b l e  r e g i o n s  X 1 , X 2 .  
S t e p  2 .  1  R 1 R Compute €I ( y 2 ) .  L e t  YF+' = Y (9  ( y 2 ) .  ~ f  
Y:+' = $ ,  s t o p .  Otherwise  proceed t o  t h e  n e x t  s t e p .  
S t e p  2 '  ( O p t i o n a l ) .  Compute 9  (Y1 '+ ' I .  L e t  R+ 1  
= + ,  s t o p .  Otherwise  proceed 
t o  t h e  n e x t  s t e p .  
S t e p  3 .  Add 1  t o  R .  Go t o  S t e p  1 .  
I t  i s  now e a s y  t o  p rove  t h e  f o l l o w i n g  theorem. 
Theorem 3 . 4 .  I f  t h e  c u t t i n g  p l a n e  a l g o r i t h m  d e f i n e d  above 
s t o p s  i n  S t e p  2  o r  2 ' ,  w i t h  e i t h e r  Y1 a+' o r  y2 becoming empty, 
t h e n  Omax and t h e  a s s o c i a t e d  p a i r  of  b a s i c  f e a s i b l e  s o l u t i o n s  
i s  a n  E-opt imal  s o l u t i o n  of t h e  b i l i n e a r  program. 
Proof .  Each c u t t i n g  p l a n e  added d o e s  n o t  e l i m i n a t e  any 
p o i n t  f o r  which t h e  o b j e c t i v e  f u n c t i o n  i s  g r e a t e r  t h a n  Omax + E.  
Hence i f  e i t h e r  Y1 o r  y2  R+2 becomes empty, w e  c a n  c o n c l u d e  t h a t  
According t o  o u r  c u t t i n g  p l a n e  a l g o r i t h m ,  t h e  number of 
c o n s t r a i n t s  i n c r e a s e s  by 1  whenever w e  p a s s  S t e p  2  o r  2 ' ,  t h e  
s i z e  of  subproblem becames b i g g e r  and t h e  c o n s t r a i n t s  a r e  a l s o  
more p rone  t o  degeneracy .  From t h i s  v i e w p o i n t ,  w e  want t o  add 
a  s m a l l e r  number o f  c u t t i n g  p l a n e s ,  p a r t i c u l a r l y  when t h e  o r i g i -  
n a l  c o n s t r a i n t s  have  a good s t r u c t u r e .  I n  s u c h  cases, w e  migh t  
a s  w e l l  o m i t  S t e p  2 ' ,  t a k i n g  Y2 a s  t h e  c o n s t r a i n t s  t h r o u g h o u t  
t h e  whole p r o c e s s .  
Another  r e q u i r e m e n t  f o r  t h e  c u t  i s  t h a t  it s h o u l d  b e  as 
d e e p  as  p o s s i b l e ,  i n  t h e  f o l l o w i n g  s e n s e .  
D e f i n i t i o n  3 . 1 .  L e t  8  = ( 8 . )  > 0 ,  r = ( r . )  > 0. Then t h e  
3 
c u t  1 y l  j / 8  2 1  i s  d e e p e r  t h a n  y l  j / r  - > 1  i f  8  - > r ,  w i t h  a t  
leas t  o n e  component w i t h  s t r i c t  i n e q u a l i t y .  
1 
Looking back  i n t o  t h e  d e f i n i t i o n  ( 3 . 5 )  of  9  ' , it i s  clear 
1  1  t h a t  9  (U)  1 9  (V)  when U  C V  C Rk2  and t h a t  t h e  c u t  a s s o c i a t e d  
1  
w i t h  ( U )  i s  d e e p e r  t h a n  9  ( V ) .  T h i s  o b s e r v a t i o n  l e a d s  t o  t h e  
f o l l o w i n g  p r o c e d u r e .  
I I t e r a t i v e  Improvement P r o c e d u r e .  L e t  HI ( 9  ( Y 2 )  ) and 
2  H 2 ( 9  ( Y 1 ) )  b e  a  p a i r  o f  v a l i d  c u t s  and l e t  Y; = y l \ A l  ( 8 '  ( Y 2 ) ) ,  
2  Y; = y2\h2 ( 8  (Y1 ) ) b e  t h e  sh runken  f e a s i b l e  r e g i o n s .  G e n e r a t e  
2  
c u t s  Hl ( 0 '  ( Y '  ) ) and H2 ( 9  ( Y ; )  ) which are  g e n e r a l l y  d e e p e r  t h a n  
1  2  2  H1 ( 0  ( Y 2 )  ) and H2 (8 (Y1 ) ) , r e s p e c t i v e l y .  I t e ra te  t h i s  p r o c e s s  
u n t i l  s u c c e s s i v e  c u t s  c o n v e r g e  w i t h i n  some t o l e r a n c e .  
T h i s  i t e r a t i v e  improvement scheme i s  v e r y  p o w e r f u l  when 
t h e  problem i s  symmetr ic  w i t h  r e s p e c t  t o  y l  and y 2 :  
I n  p a r t i c u l a r ,  max imiza t ion  o f  a convex q u a d r a t i c  f u n c t i o n  
s u b j e c t  t o  l i n e a r  c o n s t r a i n t s  
is  e q u i v a l e n t  t o  ( 3 . 8 )  and t h e  i t e r a t i v e  p r o c e s s  d e s c r i b e d  a b o v e  
works r emarkab ly  w e l l  f o r  t h i s  class  of  problems.  The d e t a i l s  
a b o u t  t h i s ,  t o g e t h e r  w i t h  t h e  compar ison  o f  o u r  c u t s  w i t h  t h e  
ones  p roposed  by Tu i  and R i t t e r ,  w i l l  b e  d i s c u s s e d  i n  f u l l  i n  
[ 1 1 1 .  
The f o l l o w i n g  theorem g i v e s  u s  a method t o  compute 8 
1 
u s i n g  t h e  d u a l  s implex  method. 
P r o o f .  L e t  
8, i s  t h e n  g i v e n  a s  t h e  maximum of  8 f o r  which g ( 8 )  5 $max 
- $0 
+ E.  I t  i s  n o t  d i f f i c u l t  t o  o b s e r v e  t h a t  
1 T h e r e f o r e ,  8, i s  t h e  maximum of  8 where q, .  = (qQ1 I , q Q e 2 )  
f o r  which 
The f e a s i b l e  r e g i o n  d e f i n i n g  g1 ( 0 )  i s ,  by assumpt ion ,  
bounded and non-empty, and by a r t  d u a l i t y  theorem 
Hence O R  i s  t h e  maximum of 0 f o r  which t h e  system 
i s  f e a s i b l e ,  i . e . ,  
T h i s  problem i s  a lways  f e a s i b l e ,  and a g a i n  u s i n g  a r t  d u a l i t y  
theorem, 
w i t h  t h e  u s u a l  u n d e r s t a n d i n g  t h a t  O R  = + a i f  t h e  c o n s t r a i n t  
se t  above i s  empty. I I 
t 
f 2 u  + 2 Omax - @ o + ~ '  
t 
-F2u - q R . O  < - d 2  I 
u > O  . 
- 
I 
Note t h a t  d 2  2 0  and @ - @o + E 2 0  and hence 
max 
( z ,  z0) = (0  , 0)  i s  a  d u a l  f e a s i b l e  s o l u t i o n .  Also  t h e  l i n e a r  
1  program d e f i n i n g  O R  i s  o n l y  one row d i f f e r e n t  f o r  d i f f e r e n t  L, 
s o  t h a t  t h e y  a r e  expec ted  t o  be  so lved  w i t h o u t  a n  e x c e s s i v e  
O R  = max 
amount of computa t ion .  S i n c e  t h e  v a l u e  of  t h e  o b j e c t i v e  f u n c t i o n  
0 
of  ( 3 . 9 )  approaches  i t s  minimal v a l u e  monoton ica l ly  from below, 
w e  can  s t o p  p i v o t i n g  i f  w e  l i k e  when t h e  v a l u e  of  t h e  o b j e c t i v e  
f u n c t i o n  becomes g r e a t e r  t h a n  some s p e c i f i e d  v a l u e .  The 
important thing to note is that if we pivot more, we get a 
deeper cut, in general. 
4. Numerical Examples 
Let us consider the following simple two dimensional 
example (illustrated in Figure 4.1 ) : 
maximize a (x 1tx2) = (-1.11 (I::)+ (1.0) (1::)
There are two locally maximum pairs of basic feasible solutions 
i.e., (P1,Q1) and P4,Q4), for which the value of the objective 
function is 10 and 13, respectively. We applied the algorithm 
omitting Step 2'. Two cuts generated at P1 and P4 are shown on 
2 the graph. In two steps, X1 = and the global optimum (P4,Q4) 
has been identified. 
We have coded the algorithm in FORTRAN IV for CYBER 74 at 
the Technische Hochschule, Vienna, and tested it for various 
problems of a size up to 10 x 22, 13 x 24; all of them were 
solved successfully. 
Yigure 4.1. A numerical exam~le. 
Problem 2 i s  taken from [20] and problem 9 from [ 2 ] .  
1 1  Q 1 3  a r e  t he  same problems having s i x  global  maxima with 
equal value. These a r e  i n  f a c t  g lobal  optima. The da ta  f o r  
t h i s  problem i s  given below: 
a 
Problem No. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
r 
Size of 
X1 
2 x 4  
3 x 6 
2 x 5 
6 x 11 
3 x 5  
5 x 8  
3 x 6  
7 x 11 
5 x 8  
9 x 19 
6 x 12 
6 x 12 
6 x 12 
10 x 22 
"max 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.05 
0.01 
0 .O 
0.05 
the Problem 
X2 
2 x 4 
3 x 6 
2 x 5  
6 x 11 
3 x 5  
5 x 8  
3 x 6  
7 x 11 
5 x 8 
9 x 19 
6 x 12 
6 x 12 
6 x 12 
13 x 24 
No. of 
Local Maxima 
Identified 
1 
1 
1 
1 
2 
1 
1 
1 
2 
2 
5 
6 
6 
3 
CPU time 
(set> 
\ 
- < 0.5 
I < 0.5 
- 
1 .O 
1 
0.6 
8.1 
I 
20.7 
This is the problem associated with the convex maximization 
problem 
Data for problem 14 was generated randomly. 
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