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Анотацiя: Розглядається проблема збору i аналiзу даних в реальному часi, що є
досить специфiчною i вiдзначається такими особливостями, як постiйне високе на-
вантаження на систему, необхiднiсть паралельного чи псевдопаралельного виконання
програмного коду.
Пропонується пiдхiд до збiльшення процесорного часу, що використовується на
корисну роботу при використаннi мiкропотокiв, на вiдмiну вiд послiдовного алгоритму,
який провокує простої через блокування роботи програми операцiями вводу-виводу.
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Вступ
Задача збору i аналiзу даних в реальному часi є досить специфiчною
i вiдзначається такими особливостями, як постiйне високе навантажен-
ня на систему, необхiднiсть паралельного чи псевдопаралельного вико-
нання програмного коду. Саме тому оптимiзацiя використання обчислю-
вальних ресурсiв для даної задачi є необхiдним кроком, на який потрiбно
звертати увагу.
Ще однiєю особливiстю такого класу задач є наявнiсть великої кiль-
костi операцiй вводу — виводу, якi, як вiдомо, блокують роботу програми,
тобто при виконаннi зчитування iнформацiї з датчика певного вузла ГВС
буде виконано блокування програми, аж поки данi не будуть отриманi.
Ситуацiя ускладнюється тим, що датчики можуть провокувати затрим-
ки в надсиланнi даних, наприклад, у зв’язку з поломками, чи взагалi
можуть вийти з ладу. Таким чином, ми не будемо отримувати реальних
даних про ГВС в кожен дискретний перiод часу, а матимемо “провали”.
Виходом з даної ситуацiї є створення програмного забезпечення з ви-
користанням технологiї багатопотоковостi. Потоки, втiм, використовують
спiльнi ресурси i накладають блокування на них, таким чином, що один
потiк не зможе отримати доступ до заблокованого iншим потоком ресур-
су. Ще одним недолiком потокiв є те, що при створеннi нового потоку для
цього потоку створюється новий стек пам’ятi, що значно обмежує кiль-
кiсть потокiв, якi можливо створити. Тому такий варiант вирiшення не
є повним, а лише частковим. Також велика кiлькiсть потокiв на мало
процесорних системах спричиняє “боротьбу” потокiв за ресурси, внаслi-
док чого з’являються значнi затримки в виконаннi програми.
Одним з варiантiв вирiшення проблеми є використання мiкропотокiв.
Мiкропотоки — фрагменти програмного коду, що використовуються
зазвичай разом з подiйно-орiєнтованою парадигмою програмування, якi
можуть виконуватись псевдопаралельно та використовуються з цiллю
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пiдвищення ефективностi використання ресурсiв мiкропроцесорних си-
стем. Навiдмiну вiд звичайних потокiв (потокiв виконання), при ство-
реннi мiкропотоку не вiдбувається створення нового стеку. Мiкропотоки,
також, застосовуються в програмних системах, що характеризуються ве-
ликими обчислювальними навантаженнями з великою кiлькiстю опе-
рацiй вводу/виводу даних.
Постановка задачi
Розглянемо ГВС з датчиками збору iнформацiї на її вузлах, що в ко-
жен визначений промiжок часу передають iнформацiю на модуль збо-
ру/аналiзу iнформацiї про стан цiєї ГВС.
Зображена на рис. 1 ГВС складається з шести оброблюючих ресурсiв,
до кожного з яких прикрiплений датчик, що отримує данi про стан ко-
жного модуля. В визначений перiод часу (наприклад, кожну мiлiсекунду)
датчик отримує iнформацiю з ГВМ та передає цю iнформацiю в модуль
збору та аналiзу iнформацiї про стан ГВС, використовуючи провiднi та
безпровiднi (резервнi та для пiдвищення надiйностi) канали зв’язку. Цей
модуль отримує iнформацiю, виконує обробку даних, журналювання (за-
пис даних в базу даних для подальшої статистичної обробки результатiв
спостережень) та вiзуалiзацiю.
Операцiї вводу виводу спричиняють блокування роботи програми аж
до того часу, доки данi з датчикiв не буду доступнi для зчитування. До
цього часу необхiдно надiслати запит на отримання даних i очiкувати
вiдповiдi вiд датичка. Цей час може використовуватись на виконання
корисної роботи. Наприклад, для аналiзу та вiзуалiзацiї даних, чи для
отримання даних з iнших датчикiв.
Традицiйний вихiд — використання багатопроцесорної системи та ба-
гатопотокового програмного забезпечення (ПЗ), але таке рiшення є досить
дорогим, тому розглянемо реалiзацiю ПЗ на базi мiкропотокiв на однопро-
цесорнiй системi, а також яким чином мiкропотоки дозволяють уникну-
ти простоїв в роботi системи, таким чином оптимiзуючи використання
обчислювальних ресурсiв.
Вмiстилищем даних спостереження за математичною моделлю може
бути звичайний текстовий чи бiнарний файл, а у випадку великих i
складних систем — база даних. Як i будь-яке iнше вмiстилище даних,
воно пiдтримує операцiї зчитування та запису даних. Якщо цi операцiї
виконуються дуже часто, велика кiлькiсть процесорного часу втрачає-
ться на те, щоб програма змогла отримати доступ до нього.
Для вiзуалiзацiї даних в ГВС на модулi збору та аналiзу даних кра-
ще за все використовувати web-додаток. Web-додатки також являються
клiєнт-серверними та можуть спричиняти блокування, саме тому при
створеннi web-додатку слiд використовувати мiкропотоки. Проблема ви-
бору технологiї для створення вiдповiдного web-додатку описана в [3].
Ситуацiя ускладнюється, коли вмiстилище даних знаходиться не на
тому ж комп’ютерi, що i компонент системи, який виконує розрахунки
для модельованої системи, а на iншому комп’ютерi в локальнiй мережi.
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Рис. 1 – Структурна схема дослiджуваної ГВС
При послiдовному виконаннi алгоритму моделюючий компонент пови-
нен чекати, доки стане можливим запис до вмiстилища (наприклад, по-
трiбно чекати, доки вiдкриється з’єднання).
Використання ресурсiв процесора при послiдовному
алгоритмi
Розглянемо дiаграму виконання програмного коду для випадку, коли
система реалiзована як послiдовний алгоритм.
Рис. 2 – Виконання програмного коду при послiдовному алгоритмi
На рис. 2 позначений процес виконання програмного коду за деякий
перiод часу у випадку, коли програмна система реалiзована як послi-
довний алгоритм. Кожен блок позначений двома символами. Перший —
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номер ГВМ, з яким ведеться робота (див. рис. 1), другий — операцiя (“З” —
запит на отримання iнформацiї з датчика, “О” - очiкування отримання
iнформацiї, “Ч” - зчитування iнформацiї). Вiдповiдно темними зображенi
блоки, що означають простої в роботi, свiтлими — блоки, пiд час яких
виконується корисна робота обчислювальної системи.
Щоб нагляднiше оцiнити втрати, що зазнає процесор, який застосову-
ється в модулi збору та аналiзу iнформацiї про стан ГВС, виконаємо моде-
лювання даної ситуацiї програмним способом. Дана система являє собою
клiєнт-серверний додаток, де клiєнтами виступають передавачi iнфор-
мацiї з оброблюючих ресурсiв. Система випадково моделює виведення з
ладу датчикiв вiдповiдно до їх коефiцiєнту надiйностi (тобто вiдношен-
ня часу, який датчик перебуває в несправностi до загального часу роботи
ГВС). Приймемо це значення за 95%, тобто 5% часу датчик не в змозi з
певних причин передавати iнформацiю на сервер.
Як бачимо на прикладi очiкування даних з третього ГВМ, програма
дуже довго простоює, доки датчик не готовий переслати данi в модуль
збору та аналiзу iнформацiї про стан ГВМ. Якщо датчик вийшов з ладу
— цей процес може затягнутись якзавгодно довго, або до того часу, який
встановлений як лiмiт очiкування. В будь-якому випадку програма за
цей перiод часу не виконує корисну роботу.
Рис. 3 – Гiстограма затрат часу на виконання рiзних типiв задач пiд час
моделювання збору iнформацiї про стан ГВС при послiдовному алгоритмi.
З рис. 3 бачимо, що близько 15% робочого часу процесора витрачається
на очiкування можливостi отримання даних з датчика, тобто корисну
роботу процесор виконує всього 85% свого робочого часу.
Використання ресурсiв процесора при використаннi
мiкропотокiв
Розглянемо дiаграму виконання програмного коду, коли система реа-
лiзована на базi мiкропотокiв (рис 3). В такому випадку програма являє
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собою безкiнечний цикл, що оперує з’єднаннями до датчикiв. Кожну iте-
рацiю виконується спроба зчитування iнформацiї з поточного датчика;
якщо ця можливiсть вiдсутня (датчик не готовий пересилати данi), то
переходимо до наступного, i т. д..
Рис. 4 – Виконання програмного коду при реалiзацiї алгоритмiв на базi
мiкропотокiв
На вiдмiну вiд представленого на рис. 2 послiдовного процесу викона-
ння, мiкропотоки не будуть очiкувати можливостi зчитування даних. Як
тiльки мiкропоток виявиться в ситуацiї, коли данi з датчика зчитати не-
можливо, вiн перейде до спроби зчитати данi з наступного датчика. Час,
який використовується на спробу даних є мiзерний вiдносно того, який
витрачається на очiкування можливостi зчитування, тому програма по-
стiйно виконує тiльки корисну роботу, окрiм ситуацiї, коли всi датчики
недоступнi. В такому випадку система просто буде опитувати кожен да-
тчик, аж поки той не матиме змоги передати данi.
Таким чином система не має простоїв, тобто в кожен момент часу вико-
нується програмний код, який може виконуватись, i як тiльки мiкропо-
ток починає простоювати (зчитування даних неможливе), то виконання
програми переключається на iнший мiкропоток.
Мiкропотоки дозволяють позбутися простоїв програми, тобто процесор-
ний час використовується практично повнiстю на виконання корисних
задач.
Наприклад, виконаємо моделювання процесу збору та аналiзу даних
з ГВС як у випадку з послiдовним алгоритммом (рис. 3), але з використа-
нням мiкропотокiв (рис. 5).
Вимiрювання показали, що близько близько 0.3% робочого часу про-
цесора витрачається на очiкування можливостi отримання даних з да-
тчика, тобто корисну роботу процесор виконує 99,7% свого робочого часу,
таким чином звiльнивши 14.7% часу роботи процесора для виконання
розрахункiв та зчитування даних.
Розглянемо два пiдходи до вирiшення задачi оптимiзацiї використан-
ня обчислювальних ресурсiв:
1. пiдвищення надiйностi каналiв передачi даних та датчикiв;
2. замiна послiдовного алгоритму виконання програми на алгоритм на
базi мiкропотокiв.
Перший спосiб має сильний недолiк – надто великi витрати на висо-
коякiсне обладнання, якi в бiльшостi випадкiв не компенсують вигра-
шу, що отримується. Виграш отримуємо тiльки на гнучких виробничих
дiлянках невеликою кiлькiстю оброблюючих ресурсiв при великосерiй-
ному виробництвi.
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Рис. 5 – Гiстограма затрат часу на виконання рiзних типiв задач пiд час
моделювання збору iнформацiї про стан ГВС при використаннi мiкропо-
токiв.
Розрахунок простоїв процесора
Розглянемо ГВС, що зображена на рис. 1. Дана ГВС складається з n
ГВМ, кожен з яким оснащений датчиком збору iнформацiї про стан ГВС.
Кожен датчик вiдправляє блок iнформацiї про стан ГВС з перiодом часу
(T ). Звiсно, що жодне обладнання, в тому числi i датчики може пiддава-
тись збоям в процесi роботи чи виходити з ладу. Для простоти обчислень
вiзьмемо коефiцiєнт надiйностi датчика рiвним 97% (K = 0, 97). Цiллю
розрахункiв є отримання коефiцiєнту корисної дiї (ККД) процесора (η), на
якому виконується ПЗ для збору/аналiзу iнформацiї про стан ГВС. Да-
ний коефiцiєнт будемо вираховувати як вiдношення часу корисної роботи





Час корисної роботи можна представити як рiзниця загального часу
роботи ГВС та часу простою процесора Tn :
TK = T3 − Tn (2)







Для отримання iнформацiї з кожного датчика модуль аналiзу iнфор-
мацiї про стан ГВС повинен мати термiн очiкування (у випадку послiдов-
ного алгоритму), по закiнченнi якого вiн повинен перейти до зчитування
iнформацiї з iншого датчика. Цей термiн обирається довiльно i є констан-
тою To. Спроба зчитати iнформацiю без очiкування є величиною дуже
малою порiвняно з iншими, що використовуються в данiй задачi, тому
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нею можна знехтувати. Час зчитування даних залежатиме вiд розмiру
блоку даних, що передається датчиком пiд час одного зчитування.
Окрiм зчитування iнформацiї модуль збору та аналiзу iнформацiї ви-
конує також перетворення i пiдготовку iнформацiї для вiзуалiзацiї та
збереження до вмiстилища даних для проведення подальшої статисти-
чної обробки. Використання процесорного часу на цi дiї є корисним часом.
Оскiльки, ми не можемо передбачити, чи почне зчитувати модуль ана-
лiзу iнформацiю з датчика саме в перiод його вiдмови, введемо коефiцiєнт
ймовiрностi зчитування даних з датчика в перiод його вiдмови (R).
В разi використання алгоритму з використанням мiкропотокiв, оскiль-
ки при вiдмовi датчика на передачу даних, час не буде витрачатись на
простої, а витратиться на зчитування iнформацiї з наступного дачтика,
коефiцiєнт корисної дiї буде таким, що максимально наближається до
одиницi, тобто η ≈ 1.
Розрахуємо час простою при послiдованому алгоритмi, додавши до
формули розрахунку коефiцiєнтR таким чином, щоб змоделювати ситуа-
цiю, коли чим бiльша ймовiрнiсть попасти в перiод вiдмови, тим бiльший
час простою.
Tn = n · (1−K) · T3 · R (4)
Пiдставивши формулу (4) в формулу (3) отримаємо наступний резуль-
тат:
η = 1− n · (1−K) · T3 ·R
T
= 1− n · (1−K) ·R (5)
Використаємо для тестових розрахункiв ГВС представлену на рис. 1.
Дана ГВС отримує iнформацiю з восьми датчикiв (6 на оброблюючих
вузлах та 2 на автоматизованих транспортних модулях). Приймемо кое-
фiцiєнт надiйностi датчикiв 97% i змоделюємо роботу системи протягом 1
год (3600 с). Виконаємо розрахунки при 2-х значеннях коефiцiєнта R, якi
є границями дiапазону допустимих значень для цiєї величини (0..1−K).
В такому випадку:
n = 8; K = 0.97; T3 = 3600; R1 = 0; R2 = 0.03
Розраховуємо коефiцiєнт корисної η:
η1 = 1− 8 · (1− 0.97) · 0 = 1 (6)
η2 = 1− 8 · (1− 0.97) · 0.03 = 0.9928 (7)
Проаналiзувавши отриманi результати, бачимо, що у випадку вико-
ристання послiдовного алгоритму за годину роботи ГВС 26 секунд проце-
сорного часу буде втрачено на простiй. У випадку з даною ГВС це не така
вже й велика величина, проте набагато бiльшi втрати можна здобути
на дещо бiльшiй ГВС. Так, наприклад, якщо ГВС для роботи викори-
стовує 100 датчикiв замiсть 8-ми, як було подано в розрахунках, ККД
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становитиме 91%, тобто процесор потратить бiльше 5-ти хвилин часу на
простої.
Висновки
Аналiзуючи дiаграми виконання програмного коду при двох описаних
пiдходах (рис. 2 i рис. 3) та розрахунки коефiцiєнту корисної дiї процесора
при рiзних алгоритмах, ми бачимо очевидне збiльшення кiлькостi проце-
сорного часу, що використовується на корисну роботу при використаннi
мiкропотокiв, на вiдмiну вiд послiдовного алгоритму, який провокує про-
стої через блокування роботи програми операцiями вводу-виводу.
Оскiльки, точно пiдрахувати час простою для ГВС неможливо, адже
цю величину через випадкову природу перiодiв виходу датчикiв з ла-
ду, можливо оцiнити тiльки статистично, бачимо, що для кожної ГВС
ККД роботи модуля збору/аналiзу даних про стан ГВС при послiдовному
алгоритмi буде вар’юватись в певному дiапазонi. При достатньо великiй
кiлькостi датчикiв процесор буде простоювати повнiстю.
Також поряд з пiдвищенням ефективностi використання обчислю-
вальних ресурсiв в процесiв роботи була виявлена ще одна перевага
мiкропотокiв — надiйнiсть та стабiльнiсть програмного забезпечення.
Оскiльки модуль збору та аналiзу iнформацiї повинен виконувати задачi
не тiльки зчитування та запису даних до вмiстилища iнформацiї, а та-
кож аналiз даних та вiзуалiзацiю даних. Цi додатковi задачi теж будуть
перериватись при послiдовному виконаннi. У випадку з мiкропотоками
— процесорний час буде повнiстю видiлятись i на всi задачi.
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