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1. INTRODUCTION 
The s tudy of difference equations represents a very important  field in mathemat ica l  research. 
Different mathemat ica l  models coupled with the basic theory of this type of equation can be found 
in the classical monograph by Goldberg [1] and in the more recent books by Lakshmikantham 
and Tr igiante [2} and Elaydi  [3]. Recently, Agarwal in [4] and Agarwal et al. in [5] studied the 
existence of solutions of several nonlinear boundary  value difference problems and obta ined some 
maximum principles for l inear equations. 
This paper  is devoted to the study of the ¢-Laplacian problem, which arises in the theory  of 
radial  solut ions for the p-Laplacian equation (¢(x) = I:rlp-2a;) on an annular domain (see [6]~ and 
references therein) and has been exhaust ively studied recently for differential equations (see, for 
instance, [7-9]). 
To be concise, in this paper we study existence results for the following difference problem, 
which we will refer to as (P): 
-A [C(Auk) ]  = f (k, Uk+l) , 
B I (~(0) ,u  ) = 0, 
B2( ,~, , , (N + 1)) = O. 
kc I~{O,  1 , . . . ,N -1} ,  (1.1) 
(1.2) 
(1.3) 
Here Axk = Xk+l - -  Xk  for all k > 0. Throughout  he paper,  we denote J = {0, . . .  ,N  + 1}. 
The three following condit ions are considered. 
(Ht)  f : I x R + R is a continuous function. 
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(H2)  c) : R , R is continuous, strictly increasing and 4)(R)  = R.  
(H3) B~ : R × R N+2 ~ R is a continuous function, nondecreasing in the second variable; 
B2 : R N+2 × R ----+ R is a continuous function, nonincreasing in the first variable. 
Obviously, these functional conditions include classical inear boundary conditions as, among 
others, the periodic conditions 
it(N) u(0) = c0, t@\' + 1) -u (1 )  = Cl, (1.4) 
(El (:v, 2) y(N) - :r co, B2(x, y) = -x (1 )  +y  - cl) and the separated ones 
P0 'it(0) - q0 A'it(0) = co, p, 'u(N + 1) ÷ ql Au(N)  = Cl, (1.5) 
with Po,Pl,qo,ql >- 0; P0 +q0 > 0 and Pl +q l  > 0. (Bl(X,y) = q0y(1) -  (P0 +q0)x+c0,  
~2(: t : ,V)  = (/)1 @ q l )  ~] -- ql :/;(2\r) -- Cl-) 
Other nonlinear boundary conditions, type 
"(()) E ' J '  (k), n (N  + 1) E "ll)'n'~: (/g)' Or0, J1 C J ,  ~,k, 'N,k C 1~, odd ,  (1 .6)  
a.Clo /,~& 
or  
.it(0) = max u(k), 'u(N + 1) - rain 'it(k), with J0, J1 C J, (1.7) 
/~' E JO k E .]1 
can be also considered. 
As far as we know, this problem has not been treated in the literature. It represents a dis- 
cretization approach tbr the widely studied (see [1(t] and references therein) @Laplacian prob- 
lem (cS(it'))' - .f(t,u(t)). When q6 is the identity, we have the classical centered problem 
A-'ua. = ./(/v, ua.+~), studied recently in different papers, in which Dirichlet conditions [11] or 
lmriodic ones [12,13] are considered. There, the authors obtain existence results in the presence 
of a lower solution n and an upper solution/3 such that (~ < ,3. 
In Section 2, we prove the existence of extremal solutions of problem (P) lying between a 
lower solution ct and an upper solution .3, such that c~ < 9. The exposed results improve the 
ones given in [11,12] when q) is the identity. Furthermore, the p-Laplacian case is also covered. 
Sc(:tion 3 is dew)ted to the study of comparison results when Dirichlet, Neumann, mixed, and 
periodic conditions are considered. These results pernfit us to assure the uniqueness of solutions of 
ln'obhml A&(Au~.) + :U'u.k+l - era. for all M > 0 and cr E R N, when such conditions are treated. 
In Section 4, we devek)p the monotone method for problem (P) under suitable conditions in 
function f. Finally, in Section 5, we prove the optimality, in some senses, of the obtained results. 
\Ve say that a ff R N+~ is a lower solution of problem (P) if the following inequalities hold: 
B~(~(0), (,) _> 0 >_ B,,(~,~,(N + 1)). 
..t ~ R N+2 is an upper solution of (P) if the reversed inequalities hold. 
2. EX ISTENCE OF  EXTREMAL SOLUTIONS 
Before introducing an existence result of solutions of problem (P), suppose that o' < ~ in ,J 
mM that hyl)otheses (Ht) (H3) are satisfied. Now we start with the construction of the modified 
l)r()blem. 
First, we define p(/v, x) = max{(~.(~'), rain{x,/3(/~:)}} for all k C {1, . . . ,  fV} and x ~ R. Thus, we 
consider the following modified problem, which we denote by (P*): 
-A[©(A.u~:)] = f (k ,p(k + 1,.ui~+1)), k < I, (2.1) 
i t (0) = ~ (it) - -  ])((), ',t(0) -- g 1(' it(0),  ~) ) ,  (2 .2)  
,,,(;,~ + 1) = B~( , )  i , (N  + 1, **(;,~ + 1) - B2(~,, i t (N + 1))). (2.3) 
For inoblem (P*), the following three lemmas rule. 
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LEMMA 2.1. / fu  is a solution of(P*), then u E [ct,/3]. 
PROOF. We shall only see that  c~(k) _< u(k) for every k E J .  Analogous arguments how that  
_< for all k e J. 
By definition of B{ and B~, using (2.2) and (2.3), we have that  c~(0) _< u(0) _< /~(0) and 
oe(N + 1) _< u(N + 1) </3(N  + 1). Now, let k0 E {1 , . . . ,N}  such that  
and 
g(ko) - u(ko) =max{(g  - u)(k)} > 0, 
tE J  - 
(c~-u)(k)<(c~-u)(ko), fo ra l l kE{ko+l , . . . ,N+l} .  
Consequently, A(c~ - u)(ko - 1) > 0 > A(a  - u)(ko) and 
-A  [¢ (AUko-1)] = f (k0 - 1, ct~.o) > -A  [¢ (Aozko_l) ] . 
Thus, we deduce that  
- -¢ (AUko) -~- ¢ (A?tko-1) ~ - -¢ (ACtko) ~- (~ (ACtko-t) ~ --(~ (AO~ko) -]- (~ (Auko-1), 
which implies that  Auko _< Aako and contradicts the previous conclusions. | 
LEMMA 2.2. If u is a solution of(P*), then Bl(u(O),u) = 0 = B2(u,u(N + 1)). 
PROOF. Supposing that  u(N + 1) - B2(u, u(N + 1)) < c~(N + 1), by definition of B~, we obtain 
u(N + 1) = c~(N + 1). 
Thus, using the monotone properties of B2 and Lemma 2.1, we conclude 
a(N + 1) > a(N + 1) - B2(u,oe(N + 1)) >_ ct(N + 1) - B2(c~, c~(N + 1)) _> c~(N + 1), 
reaching a contradiction. 
An analogous argument proves that  u(N + 1) + B2(u, u(N + 1)) </~(N + 1). Consequently, it
is clear that  condition (1.3) holds. In the same way, we prove that  (1.2) is verified. | 
Now we prove the existence of the modified problem as follows. 
LEMMA 2.3. Let a and/~ be a lower and an upper solution, respectively, for problem (P) such 
that ct <_ [3 in J. If hypotheses (H1)-(H3) are satisfied, then problem (1)*) has at least: one 
sol u tion. 
PROOF. Let T : R N+2 -+ ]~g+2 be defined as 
Tu( ]~)  = J~(%)  -- E ¢  -1  T u -- ~-~f(l,p(I + 1,ut+l))  , 
j=k  l=O 
k E or, (2.4) 
with % the unique solution of the following expression: 
j-1 I 
j~o¢ -1 r,.-Ef(l,p(l+l,Uz+l)) =B~(u)-B~(u). 
= l=0 
(2.5) 
First, we see that  operator T is well defined. For each v c R N+2, we consider the function 
gv : R , R such that  
gv(x)=E¢- I  x -E f ( l ,p ( l+ l ,V l+ l ) )  , 
j=0 /=0 
for all x E R. 
Clearly, for all v E ]I~ N+2 fixed, gv is a continuous and strictly increasing function in R. 
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Note that the continuity of f and the definition of p imply that there exists 2kl > 0 such that  
I f (k ,p (k+l ,uk+l ) ) l<_M,  fo ra l l kE I ,  andfora l lucR  N+2. (2.6) 
Since ¢-1  is increasing, we have, for each x c R and each u c R N+2, that  
x- M 
(2.7) j -1 
z+ M 
j 0  l=0 / 
Functions g+ are continuous, increasing, and since ¢(R) = R, g+(R) = R. By the previous 
inequalities, we have that gu(R) = R for all u E R N+2, and then for each u E R N+2, there exists a 
unique r,, satisfying ~ (T~) = B~ (u) -B~ (u), which is equivalent to the fact that (2.5) is uniquely 
solvable for each u E R N+2. 
Now call c(u)+ = (gm)- l (B~(u) - B~(u)). From (2.7), we deduce that 
c(u)+ <_ r~ <_ c(u)_, for all u c R N+2. 
And now, since B~(u) - B~(u) is bounded in R ~+2 and (g+) - I  are continuous in R, there exists 
L > 0 such that 
l~-~,l < L, for all u C R N+2. (2.8) 
Consequently, (2.6) and (2.8) show that operator T is bounded in R N+2. Hence, to verify 
that  T has a fixed point in N N+2, we nmst prove that it is continuous. 
Suppose u,~ ~ u in R N+2. Let T,~ correspond to u.,~ by (2.5) and ~-~, be associated to u; let us 
see that l im,~_~ 7:,~ = 7~. By construction of ~-~ and ~-~,, we have 
B,~('u,,) - B~(u,~) - B~(u) + B~(u) = E ~-1 r~ - E f (l,p (1 + 1,u~(1 + 1))) 
j =o z=o 
_ ¢-1 ~ _E f (1 ,p ( l+ l ,u ( l+ l ) ) )  . 
I=0 
The continuity of B1 and B~ imply that the first part of the previous equality tends to zero. 
Thus, from the continuity of p, we conclude 
l i~E0 -1 T~-Ef (1 ,p ( l+ l ,u~( l+ l ) ) )  =E¢ -1 75~-Ef (1 ,p ( l+1,u( l+ l ) )  ) . 
j =0 I=0 j=0 l=0 
Now', from (2.8), we have that {7:~} is a bounded sequence in R, and we conclude that, there ex- 
ists a subsequence {~-~: } converging to a real number 7 = lira sup{T**}. Thus, from the continuity 
of (/5 -1, p, and f ,  we have 
lira q5 -1%~k-E f (1 ,p ( l+ l ,u r~, ( l+ l ) ) )  
k---* oc /=0 
=¢-1  7_Ef (1 ,p ( l+ l ,u ( l+ l ) ) )  , fo ra l l jE{0  . . . .  ,N},  
l=0  
and then 
j~o4-1  T~ _E f ( l ,p ( l+ l ,u ( l+ l ) )  ) = ¢-1 ~/_ f ( l ,p ( l+ l ,u ( l+ l ) ) )  . 
= /=0 j =0  /=0 
Since ¢-1  is an increasing function, we conclude that 7-u = % 
Difference 0-Laplacian Problem 597 
Analogously, we verify that % = lim inf {T,~}. 
The continuity of f implies that 
lira Tu~(k)  = Tu(k ) ,  for all k C J, 
Tt --+ OO 
which is equivalent to say that T is a continuous oI)erator in R N+2. 
Now, the Brower fixed theorem implies that T has a fixed point in R N+2. It is not difficult to 
verify that u is a fixed point of T if and only if u is a solution of (P*). | 
Now we can prove the following existence result. 
TItEOREM 2.1. Let a and ,3 be a lower and an tipper solution, respectively, for problem (P) such 
that c~ </3 in J .  Assume that hypotheses (HI) (H,3) are satisfied. Then problem (P) has at least 
one solution u ~ [~,/3]. 
PROOF. The result holds as a consequence of the three previous lemmas. | 
Now, applying the well-known Perron method, we can improve this result to deduce the exis- 
tence of extremal solutions in [ct,/3] of problem (P). \~.~ follow the ideas developed in [8,10] for 
differential equations. First, we prove the following previous lemmas. 
LEMMA 2.4. Let [3 and [3 be two upper solutions of problem (P). Then, for all k c J ,  the function 
defined as/3(k) = ruin{~(k), l)(k)} is an upper solution of problem (P). 
PROOF. Suppose that/3(0) = ~(0) and [~(N + 1) = ,~(N + 1). Then, the monotonicity properties 
of functions 131 and /92 imply that 
Bl (~(0) ,~)  = ~1 (~(0) , /~)  _~ g I (~(0) ,~)  ~ 0 
and 
B2(/3,/3(N + 1)) = B2 (/3,/~(N + 1)) >_ B2 (/3, 2(N + 1)) _> 0. 
The other cases are analogous. 
Now, let k0 ~ I such that/3(k0+1) < ;)(k0+l). Thus, if/3(k0) >/}(k0) and ;~(k0+2) > ~(k0+2), 
we have that 
>_ -~b (/3(k0 + 2) - / ) (k0 + 1)) + © (~(k0 + 1) - /?(ko)) 
> f (ko, , (ko + 1)) 
= .f(~:o,/3(ko + 1)).  
Tile other cases hold analogously. | 
LEMMA 2.5. Let S = {'u c [c~,/3], u is a solution of (P)}, and for a11 k ~ J, we define ~*,u,~(k) =
min {u(k), u E S}. Then, for all e > O, there exists ?~ an upper solution of problem (P) such 
that umi,~(k) < i3,.(k) <_ Umi,~(k) + e for all k E d. 
PROOF. By definition of Umin, we have that for all ¢ > 0 and k E .J, there exists ut a solution 
of (P) such that uk(k) C [umi,(k'), umi,,(k) + e]. 
Defining 
9 (k) = ,',N+,(k)}, k J, 
and using Lemma 2.4, we conclude that/3~ is the upper solution we are looking for. | 
Now, we can prove the following existence of extremal solutions for problem (P). 
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THEOP~EM 2.2. Let ct and fl be a lower and an upper solution, respectively, for problem (P), 
such that c~ < ~ in J. Assume that hypotheses (H1)-(H3) are satisfied. Then problem (P) has 
extremal solutions in the sector [a, fl]. 
PROOF. Lemma 2.5 and Theorem 2.1 show that for all n E N and k c J ,  there exists ,t~ a solution 
of problem (P), such that ttmin(k) < "Un(k) < 'ttmin(k) -}- 1/7L It is clear that Umin  = lim,--+oo n~ 
in ,/, and then umh, is a solution of problem (P). By definition, it is the minimal solution in [a, fl]. 
Analogously to Lemmas 2.4 and 2.5, we can see that the nmximum of two lower solutions is also 
a lower solntiom and that for all e > 0, there exists a lower solution a~ such that Um~x(k) - e _< 
o~(k) < u ...... (k) for all k E .l, where u,m~x(k) = nmx{u(k), 'u ~ S}. 
Combining these two results, we deduce the existence of a maximal solution of problem (P) in 
the sector [a, fl]. 1 
3. COMPARISON RESULTS 
In this section, we obtain comparison results for equation (1.1) when Dirichlet (conditions (1.5) 
with q0 = ql = 0), Neumann (P0 - Pl = 0), mixed (P0 = ql = 0 or Pl = q0 = 0), or periodic 
boundary conditions are considered and function f is nonincreasing in the space variable. 
Thus, we suppose that the following inequality holds: 
A¢(Av,(k)) - f (k,  u(k + 1)) < -AgS(Av(k)) - f(k,  v(k + 1)), for all k E I. (3.1) 
PROPOSITION 3.1. Suppose that f(k,  .) is a nonincreasing function in R for all k E d. Then if 
~l, ~, c R N+2 are such that inequality (3.1) holds and 
~,(o) _< ~,(o) ~,~d ~(N + l) < ~,(X + 1), 
then 'u _< v in d. 
PROOF. Let k0 C {1 , . . . , ' \ ;}  such that u(h'0) - u(k0) = maxk~d{u(k) - v(k)} > 0 and u(k) - 
u(k) < u(ko) -v (ko)  for all k E {k0+l , . . . ,N+l} .  Consequently, A (v . -v ) (k0 -  1) _> 0 > 
A(u v)(k0), and then 
-A~,b (Au  (ko - 1)) + A6  (Av  (ko - 1)) _< f (ko - 1, 'u (ko)) - f (/% - 1, v (ko)) _< 0. 
On the other hand, 
0(Au(ko)) + q)(A'a(ko - 1)) + O(Av(ko)) - O(Av(ko - 1)) > 0(Av(ko)) - 05(Au(ko)) > 0, 
which is a contradiction. I 
PIIOPOS1TION 3.2. Suppose that f(k,  .) is a strictly decreasing function in IR for all k C Y and 
inequality (3.1) holds for 'u, v C R N+2 such that 
/x,~(0) >_ zxv(0) and Au(N) < exv(N). 
Then u _< v ill d. 
P~OOF. Suppose that u > v in J and u ~ u in d. The monotonicity properties imposed to f 
imply that 
By recurrence, using that An(0) > Av(0), we conclude that Au(k) > Av(k) for all k E {0 , . . . ,  N}. 
The fact that Au(N)  _< Av(N)  implies that Au(k) _< Av(k) for all k c {1 , . . . ,N  + 1}. Thus, 
we conclude that A.u. _= Av in d. Since f is strictly decreasing in the space variable, we attain a 
contradiction with inequality (3.1). 
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Consequently, there exists k 1 E J ,  such that u(kl)  < v(kl) .  Now, suppose u(0) > v(0) 
and let k0 E {1 , . . . ,  ]~1 -- ]}  such that  u(ko) - v(ko) = maxke{0 ..... k,}(u(k) - v(k)) > 0 and 
u(k) - v(k) < u(ko) - v(ko) for all k E {k0 + 1; . . .  ,k l} (note that  we can suppose that  k0 _> 1 
because A(u  - v)(0) _> 0). Consequently, A(u - v)(ko - 1) _> 0 > A(u - v)(ko), and we attain a 
contradict ion as in the proof of the previous result. 
Analogously, we obtain that  u(N + 1) _< v(N + 1), and the result is deduced fi'om Proposi- 
tion 3.1. II 
In the same way as these two previous results, we can deduce the following comparison result 
for the mixed problems. 
PROPOSITION 3.3. Suppose that f (k ,  .) is a strictly decreasing function in R for ali k E J .  Then 
i f  u, v E R N+2 are such that inequality (3.1) holds and 
A~(O) >>_ /X~(O) and ~(N + 1) <_ v(N + 1) 
or  
~(0) < v(0) and Lxu(N) < ~Xv(N), 
then u < v in d. 
Finally, we present the following max imum principle for the periodic problem. 
PROPOSITION 3.4. Suppose that f (k ,  .) is a strictly decreasing function in R for all k E J .  Then 
if  u, u E R N+2 are such that inequality (3.1) holds and 
u(O) - u (N)  < v(O) - v (m)  and u(1)-u(N+l)  >v(1) -v (N+l ) ,  
then u < v in J .  
PROOF. From the boundary conditions, we deduce that A(u -v ) (0 )  > A(u-  v ) (N) .  Therefore, 
if A (u  - v)(0) > 0 > A(u - v)(N) ,  Proposit ion 3.2 implies that  u _< v in J and the result is 
proved. 
On the contrary, if A(u-v ) (0 )  > A(u -v ) (N)  > O, we deduce the following chain of inequalities: 
(~ - v)(0) _< (~ - ~)(N)  _< (~ - v ) (N  + 1) < (~ - v)(1). 
Consequently, there exists k0 C {1 , . . . ,  N} such that U(ko)-V(ko)  = maxkc j{u(k ) -v (k )} .  Thus, 
A(u  -v ) (ko)  <_ 0 and, by Proposit ion 3.2, we conclude that  u _< v in {0, . . .  ,k0 + 1}. The choice 
of/% shows that  u _< v in J. 
The case 0 _> A(u - v)(0) > A(u  - v ) (N)  is treated in an analogous way. II 
REMARK 3.1. Note that  if we only impose in Proposit ions 3.2-3.4 to function f (k , . )  to be 
nonincreasing for all k E J ,  these results are not true in general. Consider, for instance, problem 
--AZuk = 0, for which every constant is a solution if Neumann, mixed, or periodic conditions are 
treated. 
As a corollary of these previous results, we obtain the following uniqueness theorem. 
THEOREM 3.1. For all iV[ > 0 and G E R N, problem 
-ZXO(ZXu(k)) + M u(k  + 1) = G(k), k ~ [, 
with Dirichlet (in this case with M > 0), Neumann, mixed, or periodic boundary conditions has 
a unique solution. 
PROOF. Since there exist 5'/1, M2 E R such that  2~I1 _< Gk _< 1l'/2 for all k E I ,  it is clear that  
c~ =_ g/[z/hl and /3 = ~I2/M are, respectively, a lower and an upper solution of the considered 
problems. Now, Theorem 2.1 warrants the existence of solution in the sector [ct, ill. 
The comparison results, exposed in this section, permit us to conclude the uniqueness of 
solution. II 
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4. MONOTONE ITERAT IVE  TECHNIQUE 
In this section, we construct wo monotone sequences that  converge to the extremal solutions 
of problem (P). For it, we must impose that  function f satisfies the following one-side Lipschitz 
condition. 
(H4) There exists ~4 > 0 for which 
f (k ,x)  - f (k ,y)  < M(y -  x) 
for a l l kE Iandak  <_x_<y</3k .  
Now, we present the main result of this section. 
THEOREM 4.1. Suppose that there exist ct <_ /3 lower and upper solutions of problem (P) and 
that conditions (H1)-(H4) hold. Then there exist two monotone sequences in R N+2, {a~} and 
{/3n} with ao = a and/30 =/3, which converge pointwise to the extremal solutions of problem (P) 
i~ [~, /3]. 
PROOF. Let r/E [a,/3] fixed. Consider the following problem: 
-A¢(Au(k ) )  = f(k, r](k + 1)) + M (r](k + 1) - u(k + 1)), 
~l(~t (0) ,  lt) = 0 = ~2(~,  ~t(X -1- 1)). (P,7) 
From condition (H4) and the definition of lower and upper solution, we deduce that  a and/3 are, 
respectively, a lower and an upper solution of problem (P,7)" Consequently, Theorem 2.2 assures 
that  problem (P,~) has extremal solutions in the sector [a,/3]. 
Now, let A -  : R N+2 ~ R N+2, such that  for all r l E [a,/3], A-rl is defined as the minimal 
solution of problem (P~) in the sector [a,/3]. 
Consider a < 7h _< rJ2 _< /3. Condition (H4) shows that  A-r]2 is an upper solution of prob- 
lem (Pro)- From Theorem 2.2 again, we deduce that  A-r]l <_ A-rl2. The sequence is defined as 
(t0 = c~ and c~n = A-c~_ l  for n _> 1. To get {/3,~}, we define/3o =/3  and/3~ = A+/3n_l, where 
for all r~ C [a, 3], A% 1 is defined as the maximal solution of problem (Pv) in the sector [a,/3]. | 
5. F INAL  REMARKS 
In this section, we study the, in some sense, optimality of the exposed results in the previous 
sections. First, we note that  if problem (P) is not centered, the existence result does not hold in 
general. To see this, we consider the following problem: 
_ /k2U(~)  = _9%(~)  -~- 0.1(~) ' ]¢ E I ;  u(0) = u(N) ,  u(1) = u(N + 1), (5.1) 
with oh(k) = 0 for all k 6 {0 , . . . ,N  - 2} and Crl(N - 1) = 1. 
Clearly, a -= 0 and /3 _= 1 are, respectively, a lower and an upper solution of problem (5.1). 
In [12], it is proved that  the unique solution of this problem is given by the expression 
~(k) = [ 
k-1 N--1 
y~ z(k - j - 1) ~(j) + ~ z(x + k - j - 1) ~(j), 
j=0 j=k  
k - - l -N  N-1  
E z (k - j - l -N)~r ( j )+  E z (k - j - l ) (7 ( j ) ,  
j=O j=k -N  
if k ~ I ,  
i f kE J \ I ,  
(5.2) 
where 
Z(k) -  )~1 - /~2 1 -  A1N 1 -  A 2 J '  
(5.3) 
A1 = 5/2 and A2 = -1 /2 .  
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Thus, u(0) = z(0) < 0, and we conclude that Theorem 2.1 does not hold when f depends 
on u(k) instead of u(k + 1). 
A similar comment is valid when f depends of u(k + 2). It suffÉces to consider the following 
problem for N _> 3: 
-A2~(k)  = -~(k  + 2) + ~2(k), k ~ I; ,40) = ~(X), ,,,(1) = ,,(X + 1), 
with az(0) = 1 and cr2(k ) = 0 tbr all k >_ 1. 
If ct _>/3, we cannot assure the existence of a solution of prol)lem (P) lying between/4 and a. 
This assertion is proved, considering the following problem: 
-A2u(k )  = 5~t(k + 1) + cr2(k), k c {0, 1,2}; it(0) = u(3), u(1) = u(4). 
This problem has a unique solution, see [12], given by the expression (5.2). Here A1 = ( -33 , /5 ) /2  
and A2 = ( -3 -  x/-5)/2 in (5.3) and u(1) = z(0) > 0. However, ~ - 0 and/4 _= -1  are, respectively, 
a lower and an upper solution. 
If the inequalities required in the boundary conditions atisfied by c~ or/3 are not verified, then 
we cannot assure the validity of the existence results for problem (P). To see this, we consider 
problem 
-A2u(k )  = -u (k  + 1), k c I; u(0) = 'u(N), u(1) = u(N  + 1). (5.4) 
In this case, /3 = 2 is an upper solution of this problem and c~(k) = 0 if k E {0 . . . .  ,N}  and 
(~(N + 1) = 1 satisfies that 
--A2Ct(]¢) ~ f (~,O~(~+ 1)), S l ( ( t (0 ) ,o~ ) =0,  /~2(oz, oz (N+ 1)) > 0, 
where Bl (x ,y )  = y (N)  - x and B2(z ,y )  = -z (1 )  + y. 
It is not difficult to prove that problem (5.4) has u - 0 as the unique solution, which is not 
lying in [c~,/4]. 
Note that this last example is also valid if we are looking for a problem such that functions ~1 
or B2 do not satisfy the monotonicity properties imposed in condition (H3). Note that  if in this 
case we define Ba as above and B2(x, y) = x(1) - y, we have that c~' and /3 are a pair of lower 
and upper solutions of problem (5.4), but there is no solution in the sector It,,/4]. 
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