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Abstract
We obtain upper bounds for the fourth and higher moments of
short exponential sums involving Fourier coefficients of holomorphic
cusp forms twisted by rational additive twists with small denomina-
tors.
1 Introduction
Let us consider a fixed holomorphic cusp form F for SL(2,Z) of weight κ ∈
Z+. Then it will have the usual Fourier expansion which we will normalize
so that
F (z) =
∞∑
n=1
a(n)n(κ−1)/2 e(nz)
for all z ∈ C with ℑz > 0. With this normalization Deligne’s estimate [2]
says that a(n)≪ d(n)≪ nε, for positive integers n, and the Rankin–Selberg
estimate [19, 21] says that, for M ∈ [1,∞[,∑
n≤M
|a(n)|2 = AM +O(M3/5),
where A is a positive real constant only depending on F .
It is of great interest to study exponential sums weighted by Fourier coef-
ficients. Wilton [25] proved essentially square root cancellation for long linear
sums and Jutila [16] removed the logarithm in Wilton’s estimate leading to
the best possible upper bound∑
n≤M
a(n) e(nα)≪M1/2,
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uniformly true for M ∈ [1,∞[ and α ∈ R. The case where α is a reduced
fraction h/k with a small denominator k is very interesting, and provides
an interesting analogue to the classical problems of studying the error terms
in the Dirichlet divisor problem or the circle problem, see e.g. [15]. Jutila
[15] proved the pointwise upper bound ≪ k2/3M1/3+ε. When M1/10 ≪ k ≪
M5/18, this has been improved to k1/4M3/8+ε in [12, 24], based on short sum
estimates from [6].
Jutila [15] also obtained a mean square result analogous to a twisted mean
square result for the divisor function in [14], which in turn was in the spirit
of earlier work of Crame´r [1] for the divisor problem without twists. Crudely
speaking, when k ≪M1/2−ε, the size of the sum is proportional to k1/2M1/4
on average. More precisely,
2M∫
M
∣∣∣∣∣
∑
n6x
a(n) e
(
n
h
k
)∣∣∣∣∣
2
dx = CF kM
3/2 +O(k2M1+ε) +O(k3/2M5/4+ε),
where CF is a positive real constant depending on F only. When k ≪M1/6−ε,
it was proved in [24] following [23] and especially [10] that the sum is of the
same average order of magnitude in the sense of fourth moments also:
2M∫
M
∣∣∣∣∣
∑
n6x
a(n) e
(
n
h
k
)∣∣∣∣∣
4
dx = C ′F k
2M2+O(k11/4M15/8+ε)+O(k13/6M23/12+ε),
where again C ′F is a positive real constant only depending on the underlying
cusp form.
We are interested here in the properties of the short linear sums∑
M≤n≤M+∆
a(n) e(nα),
where M ∈ [1,∞[, ∆ ∈ [1,M ] and α ∈ R. The best known upper bounds
for such sums are due to the first author and Karppinen [6] with a minor
improvement by Ja¨a¨saari and the second author [12]. We will specifically
study the case of a rational α with a small denominator. The study of these
short exponential sums is a natural analogue of short interval considerations
of error terms in classical analytic number theory. We note that estimates for
short sums can also sometimes be used to reduce smoothing error in other
arguments, as is done in [16, 3, 6, 24, 12].
Jutila [13] considered the mean square of the error term in the Dirichlet
divisor problem in short intervals. The method also applies to short sums of
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Fourier coefficients with ∆ ≪ M1/2, leading to square root cancellation on
average, see Ivic´ [9] and Wu and Zhai [26]. The second moment of short sums
of Fourier coefficients with rational additive twists was studied in [4, 24]. The
square root cancellation still holds on average as long as k ≪ ∆1/2−ε. More
precisely, when 1 ≤ ∆≪ M1/2 and k ≪ ∆1/2−ε, we have
2M∫
M
∣∣∣∣∣
∑
x≤n≤x+∆
a(n) e
(
n
h
k
)∣∣∣∣∣
2
dx≪M ∆.
The second moment of longer short sums was estimated in [5]. The moment
estimates give rise to the conjecture that
∑
M6n6M+∆
a(n) e
(
n
h
k
)
≪ min (∆1/2Mε, k1/2M1/4+ε) .
Ivic´ [9] considered the fourth moment of the error term in the Dirichlet
divisor problem in short intervals and obtained the expected upper bound
when the interval was not too short. Wu and Zhai [26] observed that the
same technique works for sums of Fourier coefficients. Our first goal here
is to consider the fourth moment of short exponential sums with rational
additive twists with small denominators in the spirit of [9]. Tanigawa and
Zhai [22] extracted a main term in the case of divisor function, but we do
not attempt this.
Our second goal is to estimate general higher moments through large
value estimates. This follows the consideration of large values of the error
term in the Dirichlet divisor problem in short intervals in [11] and the study
of higher moments of rationally additive twisted moments of long sums of
holomorphic cusp form coefficients in [24], which in turn followed similar
study for the moments of the error term in the Dirichlet divisor problem
in [8].
2 Notation
We use standard asymptotic notation. If f and g are complex-valued func-
tions defined on some set, say Ω, then we write f ≪ g to signify that
|f(x)| ≤ C |g(x)| for all x ∈ Ω for some implicit constant C ∈ R+. The
notation O(g) denotes a quantity that is ≪ g, and f ≍ g means that both
f ≪ g and g ≪ f . The letter ε denotes a positive real number, whose value
can be fixed to be arbitrarily small, and whose value can be different in differ-
ent instances in a proof. All implicit constants are allowed to depend on ε, on
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the implicit constants appearing in the assumptions of theorem statements,
and on anything that has been fixed. When necessary, we will use subscripts
≪α,β,..., Oα,β,..., etc. to indicate when implicit constants are allowed to depend
on objects α, β, . . .
The numbers a(1), a(2), . . . will always denote the Fourier coefficients of
a fixed holomorphic cusp form F of even weight κ ∈ Z+ for the full modular
group SL(2,Z). The Fourier coefficients are normalized so that the Fourier
expansion of the cusp form is
F (z) =
∞∑
n=1
a(n)n(κ−1)/2 e(nz)
for z ∈ C with ℑz > 0. All implicit constants are allowed to depend on F .
The function w(x) is a particular kind of smooth weight function, the
details of which are given in Definition 11 below. To be precise, all implicit
constants are allowed to depend on the L∞-norms of w and all its derivatives.
When splitting summation ranges dyadically, we will write∑
L≤N/2,
dyadic
. . . ,
when the summation over L is to be over the values N/2, N/4, N/8, . . . ,
where N is a positive real. These sums will always be finite because the
summands will vanish identically for small L. Analogous notation will also
be used for various subsums of dyadic sums.
When h ∈ Z and k ∈ Z+ are coprime, then h denotes an integer such
that hh ≡ 1 (mod k).
3 The Results
Let us fix a holomorphic cusp form F of an even weight κ ∈ Z+ for the full
modular group SL(2,Z). Then F has a Fourier expansion
F (z) =
∞∑
n=1
a(n)n(κ−1)/2 e(nz),
where, as usual, z ∈ C with ℑz > 0. Our main theorem on fourth moments
is as follows.
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Theorem 1. Let M ∈ [1,∞[, let ∆ ∈ [1,M ], and let h ∈ Z and k ∈ Z+ be
coprime. If k ≪M−1/2∆ and k ≪M1/4, then
2M∫
M
∣∣∣∣∣
∑
x≤n≤x+∆
a(n) e
(
n
h
k
)∣∣∣∣∣
4
dx≪ k2M2+ε.
If k ≫ M−1/2∆ and k ≪ M−1/4∆2/3, then we have
2M∫
M
∣∣∣∣∣
∑
x≤n≤x+∆
a(n) e
(
n
h
k
)∣∣∣∣∣
4
dx≪M1+ε∆2.
In the proof we shall mostly, but not entirely, argue analogously to the proof
of Theorem 4 in [9].
We wish to detect cancellation in higher moments of short exponential
sums. For this purpose, we will estimate the rarity of large values of short
exponential sums as follows.
Theorem 2. Let M,V ∈ [1,∞[, let ∆ ∈ [1,M ], let δ ∈ R+ be fixed, and
let h and k be coprime integers with 1 ≤ k ≤ M , and assume that kM2δ ≪
V ≪ kM1/2+δ. Let x1, x2, . . . , xR ∈ [M, 2M ], where R ∈ Z+, and assume
that |xi − xj | ≥ V for i, j ∈ {1, 2, . . . , R} with i 6= j. Fix an exponent pair
〈p, q〉 ∈ ]0, 1/2]× [1/2, 1]. If
∑
xi≤n≤xi+∆
a(n) e
(
n
h
k
)
≫ V
for each i ∈ {1, 2, . . . , R}, and k2/3∆2/3M−1/3+δ ≪ V ≪ ∆M δ, then
R≪ k2M1+7δ ∆2 V −5 + k2q/p∆2+2/pM1+q/p+δ(6+5/p+2q/p) V −2q/p−4−3/p.
Remark. Naturally, the sums in question are always ≪ ∆Mε and ≪ √M ,
so the condition V ≪ kM1/2+ε will certainly be satisfied in any reasonable
application of the result.
Theorem 3. Let M ∈ [1,∞[ and ∆ ∈ [1,M ], and let h and k be coprime
integers with 1 ≤ k ≤M . Let α, β, γ ∈ R be fixed so that
∑
x≤n≤x+∆
a(n) e
(
n
h
k
)
≪ kα∆β Mγ
for x ∈ [M, 2M ]. Let V0 ∈ [1,∞[ be a parameter such that k ≪ V0 ≪
kα∆β Mγ and V0 ≫ k2/3∆2/3M−1/3. Also, let A ∈ [2,∞[ be fixed and let
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〈p, q〉 ∈ ]0, 1/2]× [1/2, 1] be a fixed exponent pair. Then,
2M∫
M
∣∣∣∣∣
∑
x≤n≤x+∆
a(n) e
(
n
h
k
)∣∣∣∣∣
A
dx≪M1+ε V A0 + Φ +Ψ,
where
Φ =
{
k2M1+ε∆2 V A−40 if A ≤ 4, and
kαA−4α+2∆βA−4β+2MγA−4γ+1+ε if A ≥ 4,
and
Ψ =
{
k2q/p∆2+2/pM1+q/p+ε V
A−2q/p−3−3/p
0 if A ≤ 2q/p+ 3 + 3/p,
k2q/p∆2+2/pM1+q/p+ε
(
kα∆β Mγ
)A−2q/p−3−3/p
otherwise.
It is of course not immediately obvious what exactly this implies. Possible
interesting choices for 〈α, β, γ〉 are the estimate via absolute values 〈0, 1, ε〉
made possible by Deligne’s famous work [2], the estimate for short sums
〈0, 1/6, 1/3 + ε〉 due to [6, Theorem 5.5] which holds when ∆ ≪ M2/3 [12,
Theorem 3], the classical pointwise estimate 〈2/3, 0, 1/3 + ε〉 [15, Corollary
on p. 30], as well as the improved pointwise bound 〈1/4, 0, 3/8 + ε〉 which
holds for M1/10 ≪ k ≪ M1/4 [24, Theorem 1] as well as for M1/4 ≪ k ≪
M5/18 [12, Corollary 5].
Let us consider as an example large values of A and k with sums of length
∆ ≍M5/12. We obtain the following upper bound.
Theorem 4. Let M ∈ [1,∞[ and let ∆ ∈ [1,∞[ with ∆ ≍ M5/12. Further-
more, let A ∈ [11,∞[ be fixed, and let h and k be coprime integers with k
positive and assume that M1/9 ≪ k ≪M7/18. Then
2M∫
M
∣∣∣∣∣
∑
x≤n≤x+∆
a(n) e
(
n
h
k
)∣∣∣∣∣
A
dx≪ k2M11/6+29(A−4)/72+ε .
As another example, let us consider moments with A ≤ 11 and k = 1 of
sums of length ≪ M4/9. In the following theorem, some of the ranges are
treated using similar moment results for long sums from [24].
Theorem 5. Let M,∆ ∈ [1,∞[ with M1/5 ≪ ∆≪M4/9 and let A ∈ [4, 11]
6
be fixed. Then we have
2M∫
M
∣∣∣∣∣
∑
x≤n≤x+∆
a(n)
∣∣∣∣∣
A
dx
≪


MA/11+1+ε∆6A/11 when A ≤ 8 and ∆≪ M7/24,
MA/4+1+ε when A ≤ 8 and ∆≫ M7/24,
MA/11+1+ε∆6A/11 when A ≥ 8 and ∆≪ M4/9−11/(9A),
M (A+1)/3+ε when A ≥ 8 and ∆≫ M4/9−11/(9A).
4 Some useful theorems, lemmas and corollaries
4.1 The truncated Voronoi identity for cusp forms
As is to be expected, the proofs use a truncated Voronoi type identity for
cusp forms. The following is contained in Theorem 1.1 in [15].
Theorem 6. Let x ∈ [1,∞[ and N ∈ R+ with 1≪ N ≪ x, and let h and k
be coprime integers such that 1 ≤ k ≤ x. Then
∑
n≤x
a(n) e
(
n
h
k
)
=
k1/2 x1/4
π
√
2
∑
n≤N
a(n) e
(
−n h¯
k
)
n−3/4 cos
(
4π
√
nx
k
− π
4
)
+O(k x1/2+εN−1/2).
Strictly speaking, Theorem 1.1 in [15] assumes that N ≥ 1 instead of
N ≫ 1. However, if N ∈ [c, 1[, where c ∈ ]0, 1[ is fixed, then the identity
still holds as stated, for the left-hand side is ≪ x1/2 by the Wilton–Jutila
estimate, and the right-hand side reduces to the O-term O(k x1/2+ε).
4.2 Spacing of square roots
The truncated Voronoi identity leads to exponential sums involving cusp form
coefficients with square root phase factors. When expanding a fourth power
of such sums we obtain summation over quadruples 〈a, b, c, d〉. Individual
terms will have phase factors involving
√
a+
√
b−√c−√d, and so we will
need a result on the spacing of square roots. The following is contained in
Theorem 2 of [20].
Theorem 7. Let ω ∈ ]1,∞[ be fixed, let δ ∈ R+ and let L ≥ 2 be an integer.
Then the number of quadruples 〈a, b, c, d〉 of integers with a, b, c, d ∈ ]L, 2L],
and ∣∣a1/ω + b1/ω − c1/ω − d1/ω∣∣ < δ L1/ω ,
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is
≪ δ L4+ε + L2+ε.
We shall actually use the special case ω = 2 and δ = kMε−1/2 L−1/2 for some
M ∈ [1,∞[ and k ∈ Z+ with L≪M . It is convenient to observe that in fact
real values L ∈ [2,∞[ are admissible, for if L is not an integer, then we may
apply Theorem 7 with ⌊L⌋ and ⌈L⌉. The quadruples not covered by these
two cases must feature ⌊L⌋+1 and at least one of the two numbers 2 ⌈L⌉−1
and 2 ⌈L⌉, so that there are at most ≪ L2 such quadruples. Finally, when
L is smaller, say L ∈ [1/2, 2], then the number of quadruples is certainly
≪ L4 ≪ 1≪ L2. Thus we have access to the following corollary.
Corollary 8. Let M ∈ [1,∞[, L ∈ [1/2,∞[, ϑ ∈ R+ and k ∈ Z+. Then the
number of quadruples 〈a, b, c, d〉 of integers with a, b, c, d ∈ ]L, 2L] and∣∣√a+√b−√c−√d∣∣ < kMϑ−1/2
is
≪ L7/2+ε kMϑ−1/2 + L2+ε.
4.3 Plain exponential sums
Our large value estimate depends on estimating certain plain exponential
sums. We will do so by employing the machinery of exponent pairs. If
〈p, q〉 ∈ [0, 1/2]× [1/2, 1] is known to be an exponent pair, then∑
M≤n≤M+∆
e(A
√
n)≪ ApM q−p/2 + A−1M1/2,
for M ∈ [1,∞[, ∆ ∈ [1,M ], and A ∈ R+. A good reference for the theory of
exponent pairs is [7].
We also need the following result which allows us to separate Fourier co-
efficients from the exponential sums. It is a lemma of Bombieri, and appears
as Lemma 1.5 in [18].
Theorem 9. Let H be a complex Hilbert space with inner product 〈·|·〉 and
norm ‖·‖. Also, let ξ, ϕ1, ϕ2, . . . , ϕR ∈ H, where R ∈ Z+. Then
R∑
r=1
|〈ξ|ϕr〉|2 ≤ ‖ξ‖2 max
1≤r≤R
R∑
s=1
|〈ϕr|ϕs〉| .
We shall apply this theorem with H = CN for some N ∈ Z+ with the
usual inner product and norm, which for vectors z = 〈z1, . . . , zN〉 , w =
8
〈w1, . . . , wN〉 ∈ CN are given by
〈z|w〉 =
N∑
ℓ=1
zℓ wℓ and ‖z‖2 =
N∑
ℓ=1
|zℓ|2 .
4.4 Exponential integrals
We will need a lemma for estimating exponential integrals. The following is
Lemma 6 in [17].
Lemma 10. Let a, b ∈ R+ and a < b, let g ∈ C∞c (R+) with supp g ⊆ [a, b],
and let G0, G1 ∈ R+ be such that
g(ν)(x)≪ν G0G−ν1
for all x ∈ R+ for each nonnegative integer ν. Also, let f be a holomorphic
function defined in D ⊂ C, which consists of all points in the complex plane
with distance smaller than ρ ∈ R+ from the interval [a, b] of the real axis.
Assume that f is real-valued on [a, b] and let F1 ∈ R+ be such that
|f ′(z)| ≫ F1
for all z ∈ D. Then, for all positive integers P ,
b∫
a
g(x) e(f(x)) dx≪P G0 (G1 F1)−P
(
1 +
G1
ρ
)P
(b− a) .
We remark that, when f is holomorphic in {z ∈ C|ℜz > 0}, we may
choose ρ so that ρ ≍ a. In particular, in our applications of the lemma,
we have a ≍ b ≍ G1 and the factor (1 +G1/ρ)P is always ≪P 1.
In the proof of the fourth moment estimate, we will introduce to our
integrals a smooth weight function w. For definiteness, we define it here:
Definition 11. In the following, w will denote a function in C∞c (R+), de-
pending on M ∈ [1,∞[, taking values only from the interval [0, 1], and sat-
isfying suppw ⊆ [M/2, 5M/2], w ≡ 1 on [M, 2M ], and
w(ν)(x)≪ν M−ν
for all x ∈ R+, for every ν ∈ Z+ ∪ {0}.
The following lemma will be used to estimate several exponential inte-
grals:
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Lemma 12. Let n, k ∈ Z+, let ∆ ∈ R+, assume that n ≪ k2M ∆−2, and
write
S(n) = sin
(
2π
√
n
k
(√
x+∆−√x
))
.
Also, let M and w(x) be as in Definition 11. Then
∂ν
∂xν
(w(x)S(a)S(b)S(c)S(d))≪ν (abcd)
1/2∆4
k4M2+ν
for all a, b, c, d ∈ Z+ with max(a, b, c, d)≪ k2M ∆−2 and x ∈ R+, for every
ν ∈ Z+ ∪ {0}.
Proof. Since w(x) vanishes outside the interval [M/2, 5M/2], it is enough to
consider the case x ∈ [M/2, 5M/2]. Notice first that we have
∂ν
∂xν
(w(x)S(a)S(b)S(c)S(d)) =
∑
α1+α2+α3
+α4+α5=ν
ν!
α1!α2!α3!α4!α5!
·
(
∂α1
∂xα1
S(a)
)(
∂α2
∂xα2
S(b)
)(
∂α3
∂xα3
S(c)
)(
∂α4
∂xα4
S(d)
)(
∂α5
∂xα5
w(x)
)
,
where the summation is over quintuples 〈α1, α2, α3, α4, α5〉 of nonnegative
integers satisfying α1 + α2 + α3 + α4 + α5 = ν. Now
S(n) = sin
(
2π
√
n
k
(
√
x+∆−√x)
)
≪
√
n
k
(
√
x+∆−√x)≪
√
n∆
k
√
x
,
and when α ∈ Z+ ∪ {0}, we have
∂α
∂xα
S(n)≪α
√
n∆
k x(2α+1)/2
.
Putting everything together, we obtain
∂ν
∂xν
(w(x)S(a)S(b)S(c)S(d)) =
∑
α1+α2+α3
+α4+α5=ν
ν!
α1!α2!α3!α4!α5!
·
(
∂α1
∂xα1
S(a)
)(
∂α2
∂xα2
S(b)
)(
∂α3
∂xα3
S(c)
)(
∂α4
∂xα4
S(d)
)(
∂α5
∂xα5
w(x)
)
≪ν
∑
α1+α2+α3
+α4+α5=ν
√
a∆
k x(2α1+1)/2
·
√
b∆
k x(2α2+1)/2
·
√
c∆
k x(2α3+1)/2
·
√
d∆
k x(2α4+1)/2
· x−α5
≪ν (abcd)
1/2∆4
k4M2+ν
.
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Before embarking on the proofs of Theorems 1, 2 and 3, we introduce one
final lemma on the mean square of the kind of exponential sums which arise
from the truncated Voronoi identity.
Lemma 13. Let M ∈ [1,∞[, L ∈ [1/2,∞[ and T ∈ [0,∞[ with T ≪ M and
let h ∈ Z and k ∈ Z+ be coprime. Furthermore, let w(x) be a smooth weight
function as in Definition 11. Then we have
5M/2∫
M/2
w(x)
∣∣∣∣∣
∑
L<n≤2L
a(n)n−3/4 e
(
−n h
k
)
e
(
±2
√
n(x+ T )
k
)∣∣∣∣∣
2
dx
≪ M L−1/2 + Lε kM1/2+ε,
and if we further assume that L ≪ M1−ϑ k−2 for some fixed positive real
number ϑ that can be chosen to be arbitrarily small, then we have
5M/2∫
M/2
w(x)
∣∣∣∣∣
∑
L<n≤2L
a(n)n−3/4 e
(
−n h
k
)
e
(
±2
√
n(x+ T )
k
)∣∣∣∣∣
2
dx
≪M L−1/2.
Proof. Here we expand the square as |Σ|2 = ΣΣ and separate the diagonal
terms from the off-diagonal terms, leading to
5M/2∫
M/2
w(x)
∣∣∣∣∣
∑
L<n≤2L
a(n)n−3/4 e
(
−n h
k
)
e
(
±2
√
n(x+ T )
k
)∣∣∣∣∣
2
dx
≪
∑
L<n≤2L
|a(n)|2
n3/2
5M/2∫
M/2
w(x) dx
+
∑
L<m<n≤2L
|a(m) a(n)|
(mn)3/4
∣∣∣∣∣∣∣
5M/2∫
M/2
w(x) e
(
±2 (
√
m−√n)√x+ T
k
)
dx
∣∣∣∣∣∣∣ .
The diagonal terms contribute ≪ M L−1/2, and by Lemma 10, the off-
diagonal terms contribute, for arbitrary P ∈ Z+,
≪P
∑
L<m<n≤2L
|a(m) a(n)|
(mn)3/4
·
(
kM−1/2√
n−√m
)P
·M.
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When kM−1/2 |√n−√m|−1 ≪M−ε′ , for some constant ε′ ∈ R+, the bound
above can be made as small as desired by choosing P to be sufficiently large
(depending on ε′). Let us now choose ε′ ∈ ]0, ϑ/2[. The condition
k
M1/2 |√n−√m| ≪M
−ε′
holds when |n −m| ≫ kM−1/2+ε′√L. Therefore, when L ≪ M1−ϑ k−2, we
have
kM−1/2+ε
′
√
L≪ k1−1M−1/2+ε′+1/2−ϑ/2 = o(1),
and hence, when m 6= n and so |m− n| > 1, we have
k
M1/2 |√n−√m| ≪M
−ε′ ,
and thus, in particular, only the contribution from diagonal terms counts
when L≪M1−ϑ k−2.
Let us now estimate the contribution coming from the off-diagonal terms
for which |n−m| ≪ kM−1/2+ε′ √L, when L ≫ M1−ϑ k−2. For each value
of n, there are ≪ √LkM−1/2+ε′ values of m, and for all of these values, we
estimate the integral by absolute values. We thus obtain from the off-diagonal
terms
≪
∑
L<n≤2L
Lε−3/2
√
LkM−1/2+εM ≪ Lε kM1/2+ε′ .
4.5 Moments of long linear sums
The following is Theorem 2.3 from [24].
Theorem 14. Let M ∈ [1,∞[, let us fix an exponent pair 〈p, q〉 ∈ ]0, 1/2]×
[1/2, 1] satisfying q ≥ (p + 1)/2, and let h and k be coprime integers with
1 ≤ k ≪M1/2−ε. Furthermore, let α, β, γ, δ, A ∈ [0,∞[ be fixed exponents so
that ∑
n≤x
a(n) e
(
n
h
k
)
≪ kα xβ+ε
for x ∈ [1,∞[ and for k satisfying xγ ≪ k ≪ xδ. Then, for Mγ ≪ k ≪ M δ,
2M∫
M
∣∣∣∣∣
∑
n≤x
a(n) e
(
n
h
k
)∣∣∣∣∣
A
dx≪ kA/2MA/4+1 + Φ+Ψ,
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where
Φ =
{
kαA+2(1−α)MβA+(1−2β)+ε if A ≥ 2,
kA/2+1MA/4+1/2+ε if A ≤ 2,
and
Ψ =
{
kαA−α−α/p+(1−α)2q/pMβA+1−β−β/p+(1−2β)q/p+ε if A ≥ 1 + (1 + 2q) /p,
kA/2−1/2−1/(2p)+q/pMA/4+3/4−1/(4p)+q/(2p)+ε if A ≤ 1 + (1 + 2q) /p.
5 Proof of Theorem 1
We let ε0 ∈ R+ be arbitrary. Our goal is to prove an estimate ≪ M2+ε0 k2
or ≪ M1+ε0 ∆2. Some exponents in the proof will depend on the desired
final value of ε0. We assume throughout the proof that k ≪ M−1/2∆ and
k ≪M1/4, or that k ≫M−1/2∆ and k ≪M−1/4∆2/3.
We begin by applying the truncated Voronoi identity for cusp form coef-
ficients to get, for N ∈ R+ satisfying 1≪ N ≪M ,
2M∫
M
∣∣∣∣∣
∑
x≤n≤x+∆
a(n) e
(
n
h
k
)∣∣∣∣∣
4
dx
≪
2M∫
M
∣∣∣∣∣k1/2
∑
n≤N
a(n)n−3/4 e
(
−n h
k
)(
(x+∆)1/4 cos
(
4π
√
n(x+∆)
k
− π
4
)
−x1/4 cos
(
4π
√
nx
k
− π
4
))∣∣∣∣∣
4
dx+M3+εN−2 k4,
where we applied the elementary inequality |A+B|4 ≪ |A|4 + |B|4, which
holds uniformly for all A,B ∈ C.
Let us now choose N in the following way:
N =
{
M1/2 k, when k ≪ ∆M−1/2,
k2M ∆−1, otherwise.
Thus, when k ≪ ∆M−1/2, we have trivially N ≥ 1, and we have N ≪ M
since k ≪ M1/2. When k ≫ ∆M−1/2, we have again trivially N ≫ 1, and
we have N ≪M since k ≪ M−1/4∆2/3 ≪ ∆2/3−1/4 = ∆5/12 ≪ ∆1/2.
Hence the error from the error term of the truncated Voronoi identity
becomes
M3+εN−2 k4 ≪
{
M2+ε k2, when k ≪ ∆M−1/2,
M1+ε∆2, otherwise.
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Since the integrand is nonnegative, we may introduce the weight function
w(x) of Definition 11 to the integral involving the main terms from the trun-
cated Voronoi identity, and extend the region of integration to be over the
interval [M/2, 5M/2]:
2M∫
M
|. . .|4 dx≪
5M/2∫
M/2
w(x) |. . .|4 dx.
Next, we split the sum
∑
n dyadically into
∑
L≤N/2
∑
L<n≤2L, where L ranges
over the values N/2, N/4, N/8, . . . There will be ≪ 1 + logM such values
of interest, and so we may continue the estimations by applying Ho¨lder’s
inequality to get
≪ (1 + logM)3
∑
L≤N/2
dyadic
5M/2∫
M/2
w(x)
·
∣∣∣∣∣k1/2
∑
L<n≤2L
a(n)n−3/4 e
(
−n h
k
)(
(x+∆)1/4 cos(. . .)− x1/4 cos(. . .))
∣∣∣∣∣
4
dx,
where of course (1 + logM)3 ≪ Mε. The sum over L is split into three
parts: those terms with L large, the terms with L so small, that there is very
little oscillation, but there is cancellation in the main terms of the truncated
Voronoi identity, and the remaining terms in the middle:∑
L≤N/2
dyadic
=
∑
L≪Y
dyadic
+
∑
Y≪L≪X
dyadic
+
∑
X≪L≤N/2
dyadic
.
When k ≪ ∆M−1/2 we choose
Y = 1 and X =
√
M,
and certainly 1 ≪ Y ≪ X ≪ N . In particular, the first sum over L ≪ Y
will be empty.
When k ≫ ∆M−1/2, we choose
Y = k2M ∆−2 and X = min
(
∆4M−1 k−6, N
)
.
We will trivially have 1 ≪ Y ≪ N . Also, we always have Y ≪ ∆4M−1 k−6
since this is equivalent with k ≪ M−1/4∆3/4 and this holds since we have
k ≪ M−1/4∆2/3 ≪M−1/4∆3/4. When ∆≫M2/5 k8/5, we have X ≍ N and
the sum over L≫ X will be empty. The rest of the proof consists of working
through each of these cases separately.
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The high-frequency terms L≫ X. For these values of L, we may esti-
mate by the truncated Voronoi identity that for any x ∈ [M/2, 5M/2] and
each T ∈ {0,∆},
k1/2 (x+ T )1/4
∑
L<n≤2L
a(n)n−3/4 e
(
−n h
k
)
cos
(
4π
√
n
k
√
x+ T − π
4
)
= k1/2 (x+ T )1/4
∑
n≤2L
. . .− k1/2 (x+ T )1/4
∑
n≤L
. . .
= π
√
2
∑
n≤x+T
a(n) e
(
n
h
k
)
+O(kM1/2+ε L−1/2)
− π
√
2
∑
n≤x+T
a(n) e
(
n
h
k
)
−O(kM1/2+ε L−1/2)≪ kM1/2+ε L−1/2,
so that∣∣∣∣∣k1/2
∑
L<n≤2L
a(n)n−3/4 e
(
−n h
k
)(
(x+∆)1/4 cos(. . .)− x1/4 cos(. . .))
∣∣∣∣∣
2
≪ k2M1+ε L−1.
The contribution from the high-frequency terms involving
√
x+ T , where
T ∈ {0,∆}, can be estimated by
≪ k3M3/2+ε
∑
±
∑
X≪L≤N/2
dyadic
L−1
·
5M/2∫
M/2
w(x)
∣∣∣∣∣
∑
L<n≤2L
a(n)n−3/4 e
(
−n h
k
)
e
(
±2
√
n
k
√
x+ T
)∣∣∣∣∣
2
dx.
We may use Lemma 13 to bound the expression on the second line. The
contribution coming from this is ≪ M L−1/2 + Lε kM1/2+ε, and if L ≪
M1−ε0/2 k−2, then the contribution is ≪M L−1/2.
The contribution coming from the diagonal terms M L−1/2 is
≪ k3M3/2+ε
∑
X≪L≤N/2
dyadic
L−1M L−1/2 ≪ k3M5/2+εX−3/2.
When k ≪ ∆M−1/2, we have X = M1/2, and hence the contribution will be
≪ k3M5/2+εM−3/4 = k3M7/4+ε ≪ k2M2+ε,
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since k ≪ M1/4. When k ≫ ∆M−1/2, we have X ≍ N , in which case there
are no high-frequency terms to consider, or X = ∆4M−1 k−6. In the latter
case we obtain
≪ k3M5/2+εX−3/2 ≪ k3M5/2+ε(∆4M−1 k−6)−3/2
≪ k12M4+ε∆−6 ≪M1+ε∆2,
since k ≪ ∆2/3M−1/4.
Finally, let us compute the contribution of the term Lε kM1/2+ε. This
term exists only for L≫M1−ε0/2 k−2, and we thus obtain
≪ k3M3/2+ε
∑
M1−ε0/2 k−2≪L≤N/2
dyadic
Lε−1 kM1/2+ε
≪ k4M2+ε (M1−ε0/2 k−2)ε−1 ≪ M1+ε0/2+ε k6.
In the case k ≪ ∆M−1/2 this is ≪ k2M2+ε0 since k ≪ M1/4. In the
case k ≫ ∆M−1/2 this is ≪ M1+ε0 ∆2, provided that k ≪ ∆1/3. But this
holds since M−1/2∆ ≪ k ≪ M−1/4∆2/3, so that ∆ ≪ M3/4, and therefore
k ≪M−1/4∆2/3 ≪ ∆−1/3∆2/3 ≪ ∆1/3.
The low-frequency terms L ≪ Y . Let us recall first that these terms
need to be considered only in the case k ≫ ∆M−1/2 in which Y = k2M ∆−2.
For low-frequency terms we want to get the sums to partially cancel each
other, and therefore, we want to replace the factor (x+∆)1/4 by x1/4:
k1/2
∑
L<n≤2L
a(n)
n3/4
e
(
−n h
k
)(
(x+∆)1/4 − x1/4) cos
(
4π
√
n(x+∆)
k
− π
4
)
≪ k1/2 L1/4∆M−3/4 ≪ k1/2 (k2M ∆−2)1/4∆M−3/4 ≪ kM−1/2∆1/2.
Hence the total contribution coming from replacing (x+∆)1/4 by x1/4 is
≪M1+ε (kM−1/2∆1/2)4 ≪ k4M−1+ε∆2 ≪ ∆2M1+ε,
which holds since k ≪ M−1/4∆2/3 ≪ M2/3−1/4 = M5/12 ≪ M1/2. We may
now use the elementary trigonometric identity
cos
(
2ξ − π
4
)
− cos
(
2η − π
4
)
= 2 sin (ξ − η) cos
(
ξ + η +
π
4
)
,
which holds for any ξ, η ∈ R. Applying this with
ξ = 2π
√
n
k
√
x+∆ and η = 2π
√
n
k
√
x,
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the contribution from the terms with L≪ Y is
≪ k2M1+ε
∑
±
∑
L≪Y
dyadic
·
5M/2∫
M/2
w(x)
∣∣∣∣∣
∑
L<n≤2L
a(n)
n3/4
e
(
−n h
k
)
S(n) e
(
±
√
n
k
(
√
x+∆+
√
x )
)∣∣∣∣∣
4
dx
≪ k2M1+ε
∑
L≪Y
dyadic
∑
L<a≤2L
∑
L<b≤2L
∑
L<c≤2L
∑
L<d≤2L
∣∣∣a(a) a(b) a(c) a(d)∣∣∣
(abcd)3/4
·
∣∣∣∣∣∣∣
5M/2∫
M/2
w(x)S(a)S(b)S(c)S(d) e
(α
k
(
√
x+∆+
√
x )
)
dx
∣∣∣∣∣∣∣ .
where the factors S(n) are given by
S(n) = sin
(
2π
√
n
k
(
√
x+∆−√x)
)
,
the coefficient α is the square root expression
α =
√
a +
√
b−
√
c−
√
d,
and w is as in Definition 11.
Let us first consider the terms of
∑
a
∑
b
∑
c
∑
d with α ≫ Mε0/2−1/2 k.
Using Lemma 12, we have, for each ν ∈ Z+ ∪ {0},
dν
dxν
(w(x)S(a)S(b)S(c)S(d))≪ν (abcd)
1/2∆4
k4M2+ν
.
Therefore, in the terms under consideration, the integral
∫ 5M/2
M/2
. . .dx may
be estimated using Lemma 10 to be, for any P ∈ Z+,
≪P (abcd)
1/2∆4
k4M2
(
M αM−1/2 k−1
)−P
M ≪ (abcd)
1/2∆4
k4M2
M1−Pε0/2
≪ (abcd)1/2M1−Pε0/2.
Fixing P to be sufficiently large (depending on ε0), the contribution from the
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terms under consideration will be
≪ k2M1+ε
∑
L≪Y
dyadic
∑
a
∑
b
∑
c
∑
d
|a(a) a(b) a(c) a(d)|
(abcd)1/4
M1−Pε0/2
≪ k2M2+ε−Pε0/2
∑
L≪Y
dyadic
L3 ≪M6+ε−Pε0/2 ≪ 1.
Finally, by Corollary 8, the number of terms in the sum
∑
a
∑
b
∑
c
∑
d
with α≪ kMε0/2−1/2 is
≪ L7/2+ε kMε0/2−1/2 + L2+ε,
and so we conclude, estimating everything by absolute values, and sine factors
by sin x≪ x, that the rest of the low-frequency terms with L≪ Y contribute
≪ k2M1+ε
∑
L≪Y
dyadic
(
L7/2+ε kMε0/2−1/2 + L2+ε
)
Lε−3M
(
L1/2∆M−1/2 k−1
)4
≪ k2∆4Mε
∑
L≪Y
dyadic
(
L5/2+ε k−3Mε0/2−1/2 + L1+ε k−4
)
≪ ∆4Mε
((
k2M ∆−2
)5/2+ε
k−1Mε0/2−1/2 +
(
k2M ∆−2
)1+ε
k−2
)
≪ ∆−1M2+ε0/2+ε k4 +∆2M1+ε ≪M1+ε0 ∆2,
since k ≪ ∆2/3M−1/4 ≪ ∆3/4M−1/4.
The terms in the middle with Y ≪ L≪ X. The contribution from the
terms with Y ≪ L≪ X and involving √x+ T , where T ∈ {0,∆}, is
≪ k2M1+ε
∑
±
·
∑
Y≪L≪X
dyadic
5M/2∫
M/2
w(x)
∣∣∣∣∣
∑
L<n≤2L
a(n)n−3/4 e
(
−n h
k
± 2
√
n
k
√
x+ T
)∣∣∣∣∣
4
dx
≪ k2M1+ε
∑
Y≪L≪X
dyadic
∑
L<a≤2L
∑
L<b≤2L
∑
L<c≤2L
∑
L<d≤2L
∣∣a(a) a(b) a(c) a(d)∣∣
(abcd)3/4
·
∣∣∣∣∣∣∣
5M/2∫
M/2
w(x) e
(
2α
√
x+ T
k
)
dx
∣∣∣∣∣∣∣ ,
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where the coefficient α is again the square root expression
α =
√
a +
√
b−
√
c−
√
d.
In those terms of
∑
a
∑
b
∑
c
∑
d in which α≫ kMε0/2−1/2, we may esti-
mate the integral
∫ 5M/2
M/2
by Lemma 10 for any P ∈ Z+ by
≪P (M αk−1M−1/2)−P M ≪ M1−Pε0/2.
Thus, these terms contribute, taking P fixed and sufficiently large (depending
on ε0),
≪ k2M1+ε
∑
Y≪L≪X
dyadic
L1+εM1−Pε0/2 ≪ k2M2+ε−Pε0/2X1+ε ≪ 1.
Finally, the number of terms in
∑
a
∑
b
∑
c
∑
d in which α ≪ kMε0/2−1/2 is
by Corollary 8
≪ L7/2+ε kMε0/2−1/2 + L2+ε,
and so the contribution from these terms, estimating by absolute values, is
≪ k2M1+ε
∑
Y≪L≪X
dyadic
(
L7/2+ε kMε0/2−1/2 + L2+ε
)
Lε−3M
≪ k2M2+ε
∑
Y≪L≪X
dyadic
(
L1/2 kMε0/2−1/2 + L−1
)
.
The contribution from the second term L−1 is
≪
{
k2M2+ε if k ≪ ∆M−1/2
∆2M1+ε otherwise.
Let us now move to considering the first term. In the case k ≪ ∆M−1/2, we
have X =M1/2, and thus obtain
≪ k3M3/2+ε0/2+εX1/2 ≪ k3M3/2+ε0 M1/4 ≪ k3M7/4+ε0 ≪ k2M2+ε0 ,
since k ≪M1/4.
In the case k ≫ ∆M−1/2, we have X ≪ ∆4M−1 k−6, and hence, the
contribution is
≪ k3M3/2+ε0/2+εX1/2 ≪ k3M3/2+ε0(∆4M−1 k−6)1/2 ≪ ∆2M1+ε0 .
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6 Proof of Theorem 2
We begin by observing that we may assume M to be larger than a fixed large
constant, because when M ≪ 1, we also have k ≍ ∆ ≍ V ≍ 1 ≍ M and
the desired estimate for R reduces to R ≪ 1, which would hold as certainly
R≪ 1 +M/V ≪ 1 in this case. Also, in the following all implicit constants
are allowed to depend on δ and 〈p, q〉. We also make the simple observation
that we may assume that V ≪ √M for the sums in question cannot obtain
larger values by the Wilton–Jutila estimate.
Let x ∈ [M, 2M ], and let N ∈ R+ with 1≪ N ≪ M . We will choose N
later. The truncated Voronoi identity says that
∑
x≤n≤x+∆
a(n) e
(
n
h
k
)
=
k1/2
π
√
2
∑
n≤N
a(n)n−3/4 e
(
−n h
k
)
·
(
(x+∆)1/4 cos
(
4π
√
n(x+∆)
k
− π
4
)
− x1/4 cos
(
4π
√
nx
k
− π
4
))
+O(kM1/2+δ N−1/2).
If x happens to be an integer, then the term a(x) e(xh/k) is certainly ≪ xδ
by Deligne’s estimate, and this is certainly≪ kM1/2+δ N−1/2. Replacing the
factor (x+∆)1/4 by x1/4 causes the error
≪ k1/2
∑
n≤N
|a(n)|n−3/4∆M−3/4 ≪ k1/2N1/4∆M−3/4.
Also, the difference of the cosines may be replaced by a sine integral:
cos
(
4π
√
n(x+∆)
k
− π
4
)
− cos
(
4π
√
nx
k
− π
4
)
= −
x+∆∫
x
2π
√
n
k
√
t
sin
(
4π
√
nt
k
− π
4
)
dt.
Combining the facts above gives
∑
x≤n≤x+∆
a(n) e
(
n
h
k
)
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= −
√
2 k−1/2 x1/4
∑
n≤N
a(n)n−1/4 e
(
−n h
k
) x+∆∫
x
sin
(
4π
√
nt
k
− π
4
)
dt√
t
+O(k1/2N1/4∆M−3/4) +O(kM1/2+δ N−1/2).
We will split the interval [M, 2M ] into≪ 1+M/M0 closed subintervals of
length at most M0 ∈ R+ which we allow to have only endpoints in common.
We shall choose the precise value of M0 later. Also, we shall focus on one
of the subintervals, say J = [M, 2M ] ∩ [α, α+ Λ], where α ∈ [M, 2M ] and
Λ ∈ ]0,M0], which we assume to contain exactly R0 ∈ Z+ of the original
points x1, . . . , xR. Without loss of generality, we may assume these points
to be x1, . . . , xR0 , ordered so that x1 < x2 < . . . < xR0 . Once we have
estimated R0 from above as ≪ Υ, where Υ does not depend on J but only
on k, M , ∆, δ and V , we can estimate R from above by
R≪ Υ
(
1 +
M
M0
)
.
Of course, if the subinterval contains none of the original points, then it
trivially contains ≪ Υ points.
Let us consider the choice of N in the truncated Voronoi identity. Pro-
vided that
N ≪ M3 V 4∆−4 k−2 and N ≫ k2M1+2δ V −2,
where the former implicit constant needs to be sufficiently small and the
latter sufficiently large, the two error terms can be absorbed to the left-hand
side, which in turn is≫ V , and we get for each r ∈ {1, . . . , R0} the estimate
V ≪
∑
xr≤n≤xr+∆
a(n) e
(
n
h
k
)
≪ k−1/2M−1/4
xr+∆∫
xr
∣∣∣∣∣
∑
n≤N
a(n)n−1/4 e
(
−n h
k
)
sin
(
4π
√
nt
k
− π
4
)∣∣∣∣∣ dt.
We shall actually choose N to be as small as possible, namely N =
c k2M1+2δ V −2 with a fixed constant c ∈ R+, though dependent on δ, and
sufficiently large so that we can indeed absorb the term kM1/2+δ N−1/2
to the left-hand side. We will have N ≪ M3−δ V 4∆−4 k−2 since V ≫
k2/3∆2/3M−1/3+δ, and so N ≪ M3 V 4∆−4 k−2 with a very small implicit
constant, provided that M is sufficiently large. The requirement N ≪ M
is satisfied thanks to the condition V ≫ kM2δ. Similarly, the requirement
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N ≫ 1 is satisfied thanks to the condition V ≪ kM1/2+δ. Also, we point
out that, assuming that M is sufficiently large, we may assume that N ≥ 1
for if N < 1, then V ≫ kM1/2+δ , and we would have
kM1/2+δ ≪ V ≪
∑
x16n6x1+∆
a(n) e
(
n
h
k
)
≪M1/2,
which is not possible for large M .
Next we cover the interval J with consecutive semiclosed intervals
I1 = [α, α + V [ , I2 = [α + V, α + 2V [ , . . . , Iν = [α + (ν − 1)V, α + νV [ ,
where the number of intervals ν ∈ Z+ is chosen so that it satisfies simulta-
neously the conditions ν ≥ 2R0, ν > (M +∆) /V + 1 as well as ν ≪ M/V .
Let us temporarily simplify notation by writing
Σ(t) =
∑
n≤N
a(n)n−1/4 e
(
−n h
k
)
sin
(
4π
√
nt
k
− π
4
)
.
Let us consider integers
1 ≤ a1 < a2 < a3 < . . . < aR0 ≤ ν
such that
x1 ∈ Ia1 , x2 ∈ Ia2 , . . . , xR0 ∈ IaR0 ,
and let L = 1 + ⌈∆/V ⌉ so that
[xr, xr +∆] ⊆ Iar ∪ Iar+1 ∪ . . . ∪ Iar+L,
for each r ∈ {1, 2, . . . , R0}. Furthermore, let t1 ∈ I1, t2 ∈ I2, . . . , tν ∈ Iν be
points such that
|Σ(tℓ)| = max
t∈Iℓ
|Σ(t)|
for each ℓ ∈ {1, 2, . . . , ν}. Now we may continue by estimating
V ≪ k−1/2M−1/4
ar+L∑
ℓ=ar
∫
Iℓ
|Σ(t)| dt≪ k−1/2M−1/4
ar+L∑
ℓ=ar
V |Σ(tℓ)| .
Next, let us pick odd indices
1 ≤ v1 < v2 < . . . < vR0 ≤ ν
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and even indices
2 ≤ w1 < w2 < . . . < wR0 ≤ ν
so that the absolute values |Σ(tvℓ)| for ℓ ∈ {1, 2, . . . , R0} are the R0 largest,
counting multiplicities, among
|Σ(t1)| , |Σ(t3)| , |Σ(t5)| , . . . ,
and similarly, so that the absolute values |Σ(twℓ)| are the R0 largest, counting
multiplicities, among
|Σ(t2)| , |Σ(t4)| , |Σ(t6)| , . . .
Then we may continue our estimations by
R0 ≪ k−1/2M−1/4
R0∑
r=1
ar+L∑
ℓ=ar
|Σ(tℓ)|
≪ k−1/2M δ−1/4∆V −1
R0∑
ℓ=1
|Σ(tvℓ)|+ k−1/2M δ−1/4∆V −1
R0∑
ℓ=1
|Σ(twℓ)| ,
where the last estimate follows straightforwardly from the fact that the sums
over ℓ intersect by at most L+1 terms and L+1≪M δ ∆V −1 thanks to the
condition V ≪ ∆M δ. Without loss of generality and to simplify notation, we
may assume that the term involving vℓ is larger, and we therefore can strike
out here the terms involving wℓ, at the price of an extra constant factor 2.
Now, by the Cauchy–Schwarz inequality,
R0 ≪ k−1/2M δ−1/4∆V −1
√
R0
√√√√ R0∑
ℓ=1
|Σ(tvℓ)|2,
so that
R0 ≪ k−1M2δ−1/2∆2 V −2
R0∑
ℓ=1
|Σ(tvℓ)|2 .
We split the sum Σ(·) dyadically, and write sin in terms of e(± . . .). Then
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we continue by applying Bombieri’s lemma, and estimating logM ≪M δ,
R0 ≪ k−1M2δ−1/2 ∆
2
V 2
R0∑
r=1
∣∣∣∣∣
∑
n≤N
a(n)
n1/4
e
(
−n h
k
)
sin
(
4π
√
ntvr
k
− π
4
)∣∣∣∣∣
2
≪ k−1M3δ−1/2 ∆
2
V 2
∑
±
∑
r≤R0
∑
U≤N/2
dyadic
∣∣∣∣∣
∑
U<n≤2U
a(n)
n1/4
e
(
−n h
k
)
e
(
±2
√
ntvr
k
)∣∣∣∣∣
2
≪ k−1M4δ−1/2 ∆
2
V 2
∑
±
max
U≤N/2
∑
r≤R0
∣∣∣∣∣
∑
U<n≤2U
a(n)
n1/4
e
(
−n h
k
)
e
(
±2
√
ntvr
k
)∣∣∣∣∣
2
≪ k−1M4δ−1/2 ∆
2
V 2
max
U≤N/2
U1/2max
r≤R0
R0∑
s=1
∣∣∣∣∣
∑
U<n≤2U
e
(
2
√
n (
√
tvr −
√
tvs)
k
)∣∣∣∣∣ .
The terms with s = r are easily seen to contribute
≪ k−1M4δ−1/2∆2 V −2N3/2 ≪ k2M1+7δ ∆2 V −5.
To estimate the remaining terms, those with s 6= r, we first observe that
∣∣√tvr −√tvs∣∣ ≍
tvr∫
tvs
dt√
t
≍ |tvr − tvs |
M1/2
≪ M0
M1/2
,
and so we may use the theory of exponent pairs to estimate∑
U<n≤2U
e
(
2
√
n (
√
tvr −
√
tvs)
k
)
≪ k−p ∣∣√tvr −√tvs∣∣p U q−p/2 + k U1/2|√tvr −√tvs |
≪ k−pMp0 M−p/2 U q−p/2 +
k U1/2M1/2
|tvr − tvs |
.
Thus, the remaining terms contribute, estimating again logM ≪ M δ and
remembering that q ≥ 1/2 ≥ p so that 1/2 + q − p/2 > 0,
≪ k−1M4δ−1/2∆2 V −2
· max
U≤N/2
U1/2
(
R0 k
−pMp0 M
−p/2 U q−p/2 +max
r≤R0
∑
s 6=r
k U1/2M1/2
|tvr − tvs |
)
≪ k−1M4δ−1/2∆2 V −2N q+1/2−p/2R0 k−pMp0 M−p/2
+ k−1M5δ−1/2 ∆2 V −2N kM1/2 V −1
≪ R0 · k2q−2p∆2Mp0 M q−p+δ(5+2q−p) V p−2q−3 + k2M1+7δ ∆2 V −5.
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We shall choose M0 to be as large as possible so that the first term on the
right-hand side will be≪ R0 with a small implicit constant and can therefore
be absorbed to the left-hand side. That is, we shall choose
M0 ≍ k2−2q/p∆−2/pM1−q/p+δ(1−2q/p−5/p) V 2q/p−1+3/p.
Thus, we have estimated R0 as
≪ k2M1+7δ ∆2 V −5.
The total estimate for R is therefore
R≪ k2M1+7δ ∆2 V −5
(
1 +
M
M0
)
≪ k2M1+7δ ∆2 V −5
+ k2M1+7δ ∆2 V −5M k2q/p−2∆2/pM−1+q/p+δ(5/p+2q/p−1) V −2q/p+1−3/p
≪ k2M1+7δ ∆2 V −5 + k2q/p∆2+2/pM1+q/p+δ(6+5/p+2q/p) V −2q/p−4−3/p.
7 Proof of Theorem 3
To estimate the integral
2M∫
M
∣∣∣∣∣
∑
x≤n≤x+∆
a(n) e
(
n
h
k
)∣∣∣∣∣
A
dx,
we estimate it separately in the regions where the integrand is ≤ (M2δ V0)A
and ≥ (M2δ V0)A, where δ ∈ R+ is small and fixed. The former values
contribute ≪ M1+2δA V A0 . To estimate the contribution from the latter val-
ues, we split the remaining value range dyadically into intervals of the shape
[V, 2V ] with V ∈ [V0M2δ,∞[. If necessary, we extend the last interval, los-
ing at most a constant factor in the estimations. The number of subintervals
is ≪ logM ≪ Mε. For each value interval, we choose a maximal number of
points x1, . . . , xR(V ) from the interval [M, 2M ] so that∣∣∣∣∣
∑
xr≤n≤xr+∆
a(n) e
(
n
h
k
)∣∣∣∣∣ ∈ [V, 2V ]
for each r ∈ {1, . . . , R(V )} and that |xr − xs| ≥ V for all r, s ∈ {1, . . . , R(V )}
with r 6= s. We recall that we certainly have R(V ) = 0 if V ≫ √M or
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V ≫ ∆M δ or V ≫ kα∆β Mγ+2δ. Now the contribution from the large
values of the integrand is bounded by
≪A
∑
V
V · R(V ) V A,
where the summation over V is dyadic. Using Theorem 2, this is
≪δ
∑
V
(
k2M1+7δ ∆2 V −5
+k2q/p∆2+2/pM1+q/p+δ(6+5/p+2q/p) V −2q/p−4−3/p
)
V A+1.
In each term V is estimated from below by V0 or from above by k
α∆β Mγ+2δ,
depending on whether the final exponent of V is negative or positive. Upon
letting δ have smaller and smaller values, the first term in the parentheses
gives rise to Φ and the second to Ψ.
8 Proof of Theorem 4
Proof of Theorem 4. We choose p = q = 1/2. By Theorem 5.5 in [6]
∑
x≤n≤x+∆
a(n) e
(
n
h
k
)
≪ ∆1/6M1/3+ε ≪M5/(12·6) M1/3+ε ≪ M29/72+ε.
Notice that when k ≫M1/9, this bound is superior to k1/4M3/8+ε from [24].
Hence using Theorem 3, we obtain, for any V0 ∈ [1,∞[ with k ≪ V0 ≪M29/72
and V0 ≫ k2/3∆2/3M−1/3, that
2M∫
M
∣∣∣∣∣
∑
x≤n≤x+∆
a(n) e
(
n
h
k
)∣∣∣∣∣
A
dx
≪M1+ε V A0 + k2M11/6+29(A−4)/72+ε + k2M9/2+29(A−11)/72+ε .
The term V0 does not appear anywhere else except in the main term, so we
can choose it to be as small as possible, namely k. For this choice, we also
have V0 ≫ k2/3M−1/18 = k2/3∆2/3M−1/3. The contribution of the main
term is kAM1+ε. The three terms satisfy
k2M11/6+29(A−4)/72+ε ≫ k2M9/2+29(A−11)/72+ε ,
and
k2M11/6+29(A−4)/72+ε ≫ kAM1+ε,
and we get the claimed bound.
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9 Proof of Theorem 5
Proof of Theorem 5. We will first apply Theorem 14 with the exponent pair
p = 4/18 and q = 11/18 and the parameters α = γ = δ = 0, k = 1
and β = 1/3. Now the main term becomes MA/4+1. The term Φ becomes
M (A+1)/3+ε and the term Ψ becomes MA/4+1+ε. Since (A + 1) /3 < A/4 + 1
exactly when A < 8, we have now derived
2M∫
M
∣∣∣∣∣
∑
x≤n≤x+∆
a(n)
∣∣∣∣∣
A
dx≪
{
MA/4+1+ε when A ≤ 8,
M (A+1)/3+ε when A ≥ 8.
We will now apply Theorem 3 with exponent pair p = q = 1/2. By the
trivial estimate and by the estimate for a long sum, we know that∑
x≤n≤x+∆
a(n)≪ min (∆Mε,M1/3+ε) .
Using these bounds we obtain
2M∫
M
∣∣∣∣∣
∑
x≤n≤x+∆
a(n)
∣∣∣∣∣
A
dx
≪
{
M1+ε V A0 +∆
A−2M1+ε +∆6M2+ε V A−110 when ∆≪M1/3,
M1+ε V A0 +∆
2M (A−1)/3+ε +∆6M2+ε V A−110 when ∆≫M1/3.
Let us now choose V0 so that the first and the last term are the same (up
to an epsilon):
M V A0 = ∆
6M2 V A−110 ,
which is equivalent with V0 = ∆
6/11M1/11. Clearly, this choice satisfies
V0 ≫ 1 = k and is easily seen to satisfy V0 ≫ ∆2/3M−1/3. It also satisfies
V0 ≪ ∆Mε and V0 ≪ M1/3+ε since M1/5 ≪ ∆ ≪ M4/9. The estimate
becomes now
2M∫
M
∣∣∣∣∣
∑
x≤n≤x+∆
a(n)
∣∣∣∣∣
A
dx
≪
{
M1+A/11+ε∆6A/11 +∆A−2M1+ε when ∆≪M1/3,
∆2M (A−1)/3+ε +M1+A/11+ε∆6A/11 when ∆≫M1/3.
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When ∆≪M1/3, we have ∆5A/11−2 ≪MA/11 and henceMA/11∆6A/11 ≫
∆A−2. Thus, M1+A/11+ε∆6A/11 ≫ ∆A−2M1+ε.
When ∆ ≫ M1/3, we have ∆ ≫ M1/3 ≫ M (4A−22)/(9A−33), so that
∆2M (A−1)/3+ε ≪ ∆6A/11M1+A/11+ε. We have now derived
2M∫
M
∣∣∣∣∣
∑
x≤n≤x+∆
a(n)
∣∣∣∣∣
A
dx≪M1+A/11+ε∆6A/11.
Finally, the proof is completed by comparing the above bounds separately in
the cases A ≥ 8 and A ≤ 8.
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