Abstract. The unit ball random geometric graph G = G d p (λ, n) has as its vertices n points distributed independently and uniformly in the unit ball in R d , with two vertices adjacent if and only if their p -distance is at most λ. Like its cousin the Erdős-Rényi random graph, G has a connectivity threshold: an asymptotic value for λ in terms of n, above which G is connected and below which G is disconnected. In the connected zone we determine upper and lower bounds for the graph diameter of G. Specifically, almost always,
When d = 1, G is known as a random interval graph. (Note that the value of p is immaterial when d = 1.) Random interval graphs have been studied extensively in the literature; the asymptotic distributions for the number of isolated vertices and the number of connected components were determined precisely by Godehardt and Jaworski [7] . The random Euclidean unit disk graph G 2 2 (λ, n) was studied by Jia and the first and third authors [6] .
In the present article we focus on the case d ≥ 2 and p ∈ [1, ∞]; we also comment along the way on the special case d = 1. We are interested in the asymptotic behavior of the connectivity and graph diameter of G as n → ∞ and λ → 0. In fact, G has a connectivity threshold: roughly speaking, an expression for λ as a function of n, above which G is connected and below which G is disconnected. (This behavior is ubiquitous in the theory of the Erdős-Rényi random graph model; see [2] . ) We are interested primarily in the combinatorial graph diameter of G, diam(G), above the connectivity threshold. Our results include
• a lower bound for diam(G) (Proposition 7 of Section 4);
• an "absolute" upper bound diam(G) < K /λ, where K is a constant depending only on d (Theorem 8 of Section 5); and • an asymptotically tight upper bound within a factor of the form (1 + o(1)) of the lower bound, the proof of which builds on the absolute upper bound (Theorem 10 of Section 6).
Definitions and Notation.
As mentioned above, the main object of our study is the random geometric graph G = G d p (λ, n), where d ≥ 1 is the dimension of the ambient unit ball B, p ∈ [1, ∞] describes the metric, λ > 0 is the p -distance determining adjacency, and n is the number of vertices. We will generally avoid repeating the constraints on the parameters.
The graph distance d G (x, y) between two vertices x, y ∈ V n is defined to be the length of the shortest path between x and y in G, or ∞ if there is no such path. The graph diameter of G is defined to be diam(G) := max{d G (x, y): x, y ∈ V n }. This graph-theoretic quantity is not to be confused with the p -diameter of a set X ⊆ R d , defined as diam p (X ) := sup{ x − y p : x, y ∈ X }. The p -ball of radius r centered at x ∈ R d is defined as 
The boundary ∂ X of X is its closure minus its interior (in the usual topology on R d ), and its volume vol(X ) is its Lebesgue measure.
We make frequent use of the quantity
where is the usual gamma function (see, e.g., [11] ). The calculation of α d p , along with the proofs of several other useful facts about p -geometry, may be found in the Appendix at the end of the article.
We say that the random graph G has a property P almost always, or a.a., if lim n→∞ Pr G has property P = 1.
), we mean, respectively, lim n→∞ f (n)/g(n) = 0 and lim sup n→∞ f (n)/g(n) ≤ c, for some absolute nonnegative constant c.
Connectivity Thresholds. In order for
to have finite diameter, it must be connected. Therefore, we seek a connectivity threshold-a lower bound on λ so that G is almost always connected. When d = 1, all p -metrics are identical. For this case we now quote parts of Theorems 10 and 12 of [7] , to which we refer the reader for their precise determination of the asymptotic Poisson distributions of the number of isolated vertices and the number of connected components. THEOREM 1 [7] .
, where c is a constant. Then
In particular, by replacing c in Theorem 1 with a nonnegative sequence γ (n) → ∞, almost always G 1 p (λ 1 (n), n) has no isolated vertices and G 1 p (λ 2 (n), n) is connected. The case d = 1 is exceptional in that the thresholds for having isolated vertices and for connectivity are separated.
For d ≥ 2, we use the fact that the connectivity threshold coincides with the threshold for the disappearance of isolated vertices, which follows from two theorems of Penrose. First we compute the threshold for isolated vertices, which is easier to calculate.
, and let α = α d p be the constant of (1) . Suppose γ (n) is a nonnegative sequence such that lim n→∞ γ (n) → ∞, and that (1)) as x → 0 and the binomial expansion, we have
The first term is o(n
, and so
The second term is o (1) , and so Pr[
; that is, almost always, G has no isolated vertices.
The number of isolated vertices below the threshold is easy to compute in certain special cases. [9] ). For our purposes, it suffices to concentrate on the values of λ for which G has no isolated vertices.
For d ≥ 2 and p ∈ (1, ∞], the connectivity threshold for the unit-cube random geometric graph coincides with the threshold for lacking isolated vertices. We quote Penrose's Theorem 1.1 of [8] after some supporting definitions. Define the unit cube
When k = 0, Theorem 3 asserts that as λ increases (forcing more edges into the graph), almost always H becomes connected simultaneously as the last isolated vertex disappears. In the proof of Theorem 3 in [8] , Penrose shows that the limiting probability distributions for ρ(H ; κ ≥ k + 1) and ρ(H ; δ ≥ k + 1) are the same. The proof requires only a series of geometric and probabilistic arguments that hold in the unit ball as well as in the unit cube (see, in particular, Sections 2 and 5 of [8] ), so we have as an immediate corollary the following: We now consider the case that d ≥ 2 and p = 1. Here Theorem 3 does not apply. However, we can appeal to two general results about the behavior of a random geometric graph in an p -metric space whose boundary is a compact
For such a graph, Theorem 7.2 of [9] provides a threshold for the disappearance of isolated vertices, and Theorem 13.7 provides a threshold for connectivity. Applying these results to G, with the thresholds for G defined as in (2a) and (2b), we obtain the following fact: (1), and let k ≥ 0 be an integer. Then, almost always,
We now collect the above results to present the connectivity thresholds that we will use in the rest of the paper.
Assertion (i) follows from combining Proposition 2 with Corollary 4, and assertion (ii) is implied by Proposition 5. (When p > 1 and d ≥ 2, the lower bound in (ii) is implied by the stronger bound in (i).) Assertion (iii) is implied by Theorem 1 and its accompanying remarks. 
A Lower
then, almost always,
PROOF. Let ±a be a pair of antipodes of the unit ball B, chosen as in Figure 4 , and let ±C be the spherical cap formed by slicing B with hyperplanes at distance h from ±a respectively, perpendicular to the line joining a and −a. Let A be the event that at least one of the two caps ±C contains no vertex of V n . Then Note that for all d ≥ 1, h can be chosen to satisfy both (3) and lim n→∞ h/λ = 0. Also, if the limit in (3) is a nonnegative constant, then lim n→∞ Pr[A] > 0; that is, vertices are not guaranteed in both caps. For the case p = 2, Proposition 7 can be strengthened by identifying a collection of mutually disjoint antipodal pairs of caps of height h and showing that, almost always, both caps in at least one pair contain a vertex. Such a collection corresponds to an antipodally symmetric spherical code (see [4] ).
The Absolute Upper Bound.
In this section we prove that when G is connected, the graph distance d G (x, y) between two vertices x, y ∈ V n is at most K x − y p /λ, where K > 0 is a constant independent of n and p, but dependent on d. As a consequence, diam(G) ≤ K diam p (B)/λ. This will not be strong enough to meet (asymptotically) the lower bound in Proposition 7, but does guarantee a short path between any pair of vertices. This fact will be used repeatedly in the proof of the tight upper bound in Theorem 10 of Section 6. It is sufficient to prove the following Theorem 
The proof is based on Proposition 9 below. For any two vertices x, y ∈ V n , let
Thus T x,y is a "lozenge"-shaped region. Let A n (k) be the event that there exist two vertices x, y ∈ V n such that (i) at least one point is inside B Suppose A n (k) occurs for a pair of vertices x, y; without loss of generality, suppose
Step 1. First we construct a connected subset P ⊆ T x,y such that is simply connected, so it is unicoherent [9, Lemma 9.1]; by definition of unicoherence, since T x,y is the union of closed connected sets S, T ⊆ T x,y , then P 1 := S ∩ T is connected. Since x ∈ T , y ∈ S, and P 1 separates x and y, any path in T x,y from x to y must pass through P 1 . In particular, P 1 intersects the line segment joining x and y. Let u be one of the intersection points.
Next, we show that there is a point w on ∂ T x,y such that d p (P 1 , w) ≤ λ/2, and derive from this that diam 2 (P 1 ) ≥ (k − √ d/2)λ provided that the 2 -distance between u and w is at least kλ (see Figure 1 for an illustration). To achieve this, we must avoid the case that w lies in the boundary of B. To this end, let C 1 = ∂B ∩ T x,y , and let C 2 = ∂ T x,y \C 1 . If Fig. 1 . The frontier P 1 must intersect the line segment between vertices x, y ∈ V n at some point u and must also satisfy d p (P 1 , w) ≤ λ/2 for some point w on the boundary ∂ T x,y \∂B.
, then C 2 must be a subset either of S or of T ; without loss of generality, assume S. Then y is disconnected from x in G, which happens with probability tending to zero by Theorem 6. Hence, almost always,
, by definition of P 1 as the intersection of S and T .
As constructed, P 1 may be too close to the boundary of B so that some cube Q z intersecting P 1 might not lie entirely inside B. To overcome this, we let P be obtained from P 1 by moving every point toward O by λ/4 under the transformation x → x − (λ/4)(x/ x 2 ). Then P is connected, and diam 2 
is P satisfies conditions (i)-(iii).
Step 2. We now show that when k is large enough, the probability
tends to zero. Let ω be the set of points z ∈ L d such that Q z ∩ P = ∅. Since P is connected, ω is a * -connected subset of L d ; that is, the union of the corresponding set of cubes is (topologically) connected (see Figure 2 ). For each z ∈ ω, we have Q z ∩ P = ∅ and ε ≤ 1/(4d 1/ p ); hence Q z ⊆ B d p (P, λ/4). By considering the 2 -diameter of P, we see that ω contains at least 4
We show that the probability of such an event is o(1). 
where c is a constant and α = α d p is the constant of (1). To justify inequality (4), when n is sufficiently large, we have 3 
ln n/(dα vol(B)). The order bound in (5) is immediate by geometric series, and the resulting quantity is o(1) provided
. By comparing the volume of the p -balls of radius λ/2 with the volume of T x,y , we obtain 
Applying this observation with z = x, we can find a point
. By the preceding argument we can first travel from x to x 1 in K d 2 (x, x 1 )/λ steps, and then from x 1 to y in K d 2 (x 1 , y)/λ steps. The total length of the path is no more than K (d 2 (x, y) + 2d 2 (x, x 1 ) )/λ. Theorem 8 follows from the fact that d 2 
We briefly discuss the case that d = 1, so that B is the interval [−1, 1] ⊂ R. Suppose that λ = λ(n) is sufficiently large so that Theorem 6 guarantees that, almost always, G 1 p (λ, n) is connected. For any two vertices x, y, the shortest path between them clearly consists of a strictly increasing set of vertices 
The proof uses the geometric ingredients of pins and pincushions. A pin consists of a collection of evenly spaced, overlapping p -balls whose centers lie on a diameter of the Euclidean unit d-ball B. By making suitable choices for the geometry, we can ensure that each intersection of consecutive balls contains a vertex in V n , so that the pin provides a "highway" through G. Having done this, we construct a pincushion so that every point of B is reasonably close to an p -ball in one of its constituent pins. The following definitions are illustrated in Figure 3 .
where 
Then, for all x, y ∈ B with x − y 2 = r ,
In particular,
. By the triangle inequality,
which, together with (17), implies that z
. The bound on ξ is then a simple application of (14).
For the remainder of this section, we work with the pincushion U defined by
Let τ U = τ U (n) be the number of empty petals along the pin U ∈ U, and define
We first calculate an upper bound on τ .
LEMMA 15. With the assumptions of Theorem 10, and the parameters σ, r, ρ as just defined, almost always,
PROOF. Denote the right-hand side of the desired inequality by T . By linearity of expectation,
where U * is chosen so as to maximize Pr[τ U ≥ T ]. Let X i be the indicator random variable of the event that the ith petal of U * is empty, and let X = i X i . Now U * contains at most 2/r petals, so by linearity of expectation,
where the covariance cov(
Combining (8), (9) , and (10) gives
By Chebyshev's inequality (see [1] ) and the bounds for E[X ] and var [X ] in (8) and (11),
. Therefore, substituting this last bound into (7) gives (1) , which implies the desired result.
We can now prove the main result of this section.
PROOF OF THEOREM 10. Let x, y ∈ V n . We will find vertices x 1 and y 1 near x and y, respectively, belonging to petals of the pincushion U. From each of x 1 , y 1 , we walk along the appropriate pin to points x 2 , y 2 near the origin and belonging to petals on the same pin as x 1 and y 1 , respectively. We will then use Theorem 8 to construct a path from x 2 to y 2 , as well as any "detours" needed in case there are missing edges in the paths along the pins. Without loss of generality, we may assume that
)r. (12) The justification for this is deferred until the end of the proof.
Let R x be the (possibly empty) petal nearest to x, and let U x be the pin containing R x . When n is sufficiently large, the distance from x to R x is at most dπ/2σ . By definition of τ , there is another vertex x 1 ∈ V n , which also lies in a petal on U x , but is closer to the origin, so that x − x 1 2 ≤ dπ/2σ + r (τ + 1). Repeat these constructions for y to obtain an analogous vertex y 1 . Then
and, by Theorem 8,
By definition of τ , there is a vertex x 2 that belongs to a petal R x 2 on U x (indeed, lying on the same side of O along U x ) with R x 2 ⊆ B d 2 (O, r (τ + 3/2)). In the worst case, all empty petals in U x occur nonconsecutively between x 1 and x 2 , so for n large enough, we have
The same construction goes through if we replace the xs with ys. Moreover, x 2 − y 2 2 ≤ (2τ + 3)r , so the shortest path in G between x 2 and y 2 satisfies
Concatenating all the above paths, we find that
By the definitions of r and ρ given in (6b) and (6c), and the bounds on ξ and τ (Lemmas 14 and 15), it follows that ξ vol(B)
≥ λ d ln ln n ln n ≥ ln ln n n , where the second inequality follows from the assumption that λ is above the threshold for connectivity in Theorem 6. Therefore τ ≤ 2σ evenly spaced parallel pins. We can still bound τ by o(ρ)/λ, but now any two vertices x and y are close to the same pin, on which a short path from x to y is found. We refer the reader to [5] for details. 
