This article sets out to clarify the contribution of syntactic properties and subject weight for variation between verb-subject and subject-verb order in a database of fourteenthand fifteenth-century prose. It sets out the syntactic structures which are assumed, and investigates the impact on ordering of a set of factors, using established quantitative methodologies. A series of conclusions includes the continuing distinct status of initial then, the systematic importance of clause-final position, the different impacts of subject length in different contexts, and the presence of a definiteness effect for the late placement of a subject after a nonfinite unaccusative.
Introduction
English has lost the general V2 order of Germanic which was present in Old English, but it shows 'residual V2' with auxiliaries in interrogatives, after initial negatives, and in some other restricted contexts (see Nevalainen, 1997 for developments after negatives). It also retains inverted orders elsewhere with verbs (and verb groups) under specific conditions, where inversions perform pragmatic functions and typically show a strong contextual appropriacy. In some cases inversion is obligatory, in others it is optional.
(1) (a) At issue is Section 1401(a) of the Controlled Substances Act. With success wealth would come.
they involve a dialectal component (Kroch & Taylor, 1997; Kroch, Taylor & Ringe, 2001) , and this requires a more extended discussion than there is space for here (see Warner, in prep. a) . I shall not attempt to provide an analysis of the separate contribution of information structuring. Given Wasow's (2002) discussion of the interrelationship between grammatical weight and information structuring, it is clear that the best initial treatment of the impact of these factors will involve looking at clause constituents in terms of their weight, though I will also consider definiteness, partly because of its importance for the ordering of subjects of unaccusative verbs. Further work (along the lines of Prince, 1992; Birner & Ward, 1998) on the relative newness of constituents and the discourse properties of constructions will be postponed until later. This approach has the advantage of simplicity, economy of time, and transparency.
Database
The database which underlies this study was collected from 32 prose sources belonging to the fourteenth and fifteenth centuries, broadly instructional or narrative in genre, but including some personal letters. The sources are listed at the end of this article.
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The aim in the first instance was to put together a database which would illuminate the dialectal distribution of V2 with pronoun subjects, but (as just noted) that is another topic. For each text I collected about 120 declarative main clause instances with an initial element liable to occur with inversion, where there was enough text for this, as is not always the case. This yielded a corpus of 3,804 examples of contexts which contain or lack inversion. I omitted verse to reduce the range of variation. Examples where inversion is not variable were omitted, so questions were not included. Subjunctives (of wish, desire, etc.), as in (2a), and imperatives were also omitted, since they clearly conditioned inversion, and would have needed a separate investigation if sufficient data to consider them properly was to be collected. Adverbial clauses or appositive material, as in (2b-d), were not counted as initial elements, since they are typically followed by an intonation break in today's English, and it is not clear that they are straightforwardly part of the following clause in the required sense. Both Boekken (1998) and Jacobsson (1951) note that adverbial clauses are uncommon with inversion. In the interests of economy, clauses introduced by most epistemic adverbials, as in (2e), were also omitted, since previous work (like that by Breivik & Swan, 1994; Boekken, 1998) had shown the occurrence of inversion to be extremely low with such adverbs. Also omitted was parenthetical seide he/he seide (etc.) in reported direct speech, as a potentially distinct phenomenon. The data were coded for a range of properties, and investigated using GoldVarb (Rand and Sankoff, 1990) . (Baekken, 1998: 60) 1000 1200 1500 1600 1700 80% 60% 20% 18.5% 8.5%
(2) (a) For-þi do we as þe apostle vs redis 4 therefore do we as the apostle us advises 'Therefore let us do as the apostle advises us' (Arundel 135.28) (b) First or þou ga to mete: þou sal morne first before you go to food you shall sorrow 'First, before you go to eat, you shall sorrow' (Arundel 150.19) (c) And when þis was done, Leire biganne forto make miche sorwe and when this was done Lear began to make great sorrow 'and when this was done, [King] Lear began to sorrow greatly' (Brut 18.17) (d) And in this wordes: Zyf I myght suffyr mare, I walde suffyr mare, I sawe sothly and in these words if I could suffer more I would suffer more I saw truly that Zif he myght dye ... that if he could die 'And in these words, "If I could suffer more, I would suffer more", I saw truly that if he was able to die ...' (Juliana 57.24) (e) and perawnter the defaute may be in thaym that hase thair saules for to kepe and perhaps the fault may be in them that have their souls (for) to keep and thaym sulde teche and them should teach 'and perhaps the fault may be in those who have responsibility for their souls and ought to teach them' (Gaytrick 30) 3 General view of inversion in the database
Overall the finite verb precedes the subject (including personal pronoun subjects) in roughly 40 percent of main clause instances where there is some clause-initial nonsubject element, and individual texts show a wide range of variation. Both facts are consistent with English being mid-change, where the change is the overall loss of V2. This fits neatly enough with what we know about the preceding and following periods. Boekken (1998: 60) presents overall percentage figures for inversion drawn from her results and from Kohonen's (1978) and these are given in table 1. A figure of some 40 percent for 1400 fits reasonably enough into this sequence. Results also compare well with those of Jacobsson (1951) . He gives figures for inversions after a subset of connective adverbials (then, now, there, here, so, yet, therefore) in his prose database. His overall total for the period 1370-1500 is 44 percent (Jacobsson, 1951: 96) ; the corresponding overall figure for these adverbials in my database is 42 percent. 4 In this and subsequent examples, the subject and the finite verb relevant to consideration are underlined.
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Examples with a nonsubject introductory element are given in (3). In (3a) the subject precedes the finite verb, in (3b) the subject follows the finite verb directly, and in (3c) the subject follows the finite verb and a nonfinite verb or a complement intervenes (the subject in such cases often being clause final). I shall call these three types 'uninverted', 'inverted', and 'late subject'.
5 A wide range of introductory elements occurred: objects, prepositional phrase complements, adjuncts of various types, both prepositional and adverbial, and complement infinitives and clauses. 4 Syntactic analysis of V2
It is useful to start from an idealization of the situation which held in Old English, essentially following Haeberli (2001 Haeberli ( , 2002a Haeberli ( , 2002b , developing earlier work by van Kemenade (1987) , Pintzuk (1993 Pintzuk ( , 1999 and others. In this idealized view, a finite verb in 'second' position may occur in one of two positions in clause structure: high (in C) or low (in AgrS or T, but here I will follow Haeberli in presuming that this position is AgrS). After an initial nonsubject interrogative wh-phrase or an initial negative ne, a finite verb in second position is high and it precedes both nominal and pronominal subjects. Similarly, in the case of þa, þonne 'then', the finite verb is almost invariably high, and in this position it precedes both nominal and pronominal subjects. The same holds to a lesser extent of nu 'now' (Koopman, 1998) , and perhaps of some other adverbs. Pintzuk, 1999: 138) After other introductory elements, however, there is a typical contrast between pronominal and nominal subjects, in that a personal pronoun subject precedes the verb, while a nominal subject commonly follows it. The typical situation is that in (5).
(5) (a) oelc yfel he moeg don each evil he can do 'He can do each evil' (WHom 4.62; Pintzuk, 1999: 86) (b) And egeslice spoec Gregorius be ðam and sternly spoke Gregorius about that 'And Gregorius spoke sternly about that' (Wulfstan 202.46; Haeberli, 2002b: 245) Recent analysts of Old English have argued that this points to the existence of two subject positions in distinct projections; see Haeberli (2001 Haeberli ( , 2002a Haeberli ( , 2002b , Hulk & van Kemenade (1997) , van Kemenade (1999 , Fischer et al. (2000) , Cardinaletti and Roberts (2002) , van Bergen (2003) , and for early Middle English, Kroch & Taylor (1997) . Personal pronouns occur in the higher position (here taken to be SpecAgrS), and precede the finite verb in AgrS, while other nominal subjects are lower, in SpecT, and follow the verb in AgrS. The construction types are illustrated below, with the inversion after þa of (4b) shown in (6), and the contrasting possibilities of (5) shown in (7) and (8). The information is also given schematically in table 2. This situation has been shown by Kroch & Taylor (1997) to continue into early Middle English, and it is also reflected in a contrast between the two types of context in my database c.1400. This, and the historical development, can be seen from the figures of tables 3 and 4. In Old English, þa, þonne 'then' had high inversion with both nominal and pronominal subjects. In my Middle English database then maintains a distinctive position, having a similar level of inversion with nominal and personal pronoun subjects, and is most clearly joined in this by the adverbs now and thus. In this article I will call these three items 'the then group'. The maintenance of this distinctive distribution is plain from the contrast of table 3. Table 4 puts this into historical context, presenting also comparative figures from Old and early Middle English, which show that the rate of inversion after then has dropped substantially compared with Old English and early Middle English, and that in other contexts the rate of inversion of nominal subjects has dropped to much the same level, but that of pronominal subjects has risen, while remaining distinctly lower than that of nominal subjects.
6 So the contrast between construction types found in Old English is still mirrored here, though there is considerable blurring of the earlier distinctions.
Koopman and Haeberli both point out that in Old English there are quite a large number of exceptions to inversion of a nominal subject after a fronted element which is not an 'operator' (þa, þonne, etc.). Haeberli cites (9) among other examples. occur in either the higher or lower position, motivating occurrence in the lower position as the consequence of the presence of an empty expletive subject in the higher position (Haeberli, 2002a (Haeberli, , 2002b . When this pronominal has been selected from the lexicon, it occupies the higher position preceding the finite verb, the full nominal subject occurs in the lower position following the verb, and there is inversion in surface order. Haeberli further argues that the decline of V2 in this latter clause type is due to the loss of the expletive subject (which parallels the loss of expletive subjects elsewhere). Haeberli's analyses of these positions are summarized in table 5. To this general view, based initially in the facts of Old English, we need to add an account of the decline of inversion after members of the then group in later Middle English, of the rise of inversion of pronouns elsewhere, and some account of sentences in which the subject follows the finite verb, but does not do so directly, that is, of my 'late subject' type. I have allowed for the decline of inversion after then group adverbs in Middle English by supposing that the verb does not always raise to C in these contexts, and for the extension of inversion before pronominal subjects elsewhere by supposing (with Haeberli) that there is wider use of V to C movement in other contexts in Middle English. In late subject types, where nonfinite verb forms or other complements intervene between finite verb and a following subject, it seems likely that we have to do with two possible subject positions. One of these is essentially an underlying object position, occurring directly after a passive participle, as in (10a) below, or a nonfinite unaccusative verb, as in (10e). Here unaccusative constructions are taken to be those that have no deep subject, but contain an underlying phrase in object position which is normally realized as a surface subject, following Perlmutter (1978) , Burzio (1986) , and Belletti (1988) . The late subject construction is found when this phrase remains in its underlying postverbal position, so that the surface subject stays within VP. This requires some mechanism for assigning a distinct case to the subject (as proposed by Belletti, 1988) , or checking subject case in situ (as suggested by van , following Hulk & van Kemenade, 1993 . A second possibility for late subjects is that the subject occurs at the right edge of the clause, after nonfinite verbal forms, and other verbal complements, in a position which would involve adjunction to VP, and postposing, in some analyses; see (10g) below in particular for an example. Whatever the best analyses of such late positions, it is clear that they cannot simply be collapsed with examples in which the subject is in a higher functional projection of VP, and that some separate account must be given. Thus we seem to have an initial setup which includes the distinctions of table 6. The finite verb can be high or low after any introducer, but the then group is followed by a high verb roughly half the time, while other contexts are followed by a low verb most of the time, at least in southern dialects. Northern dialects differ in showing more general V to C (Kroch & Taylor, 1997; and see Warner, in prep. a) . This grammatical setup raises an important question for analysis: how should the data be grouped for interpretation? What is the most pertinent set of comparisons here? It seems that 'late subject' clauses have properties distinct from the other clause types, both in syntax (the subject remains in VP) and in terms of information structuring. This implies that one relevant comparison will be that between late subject clauses, on the one hand, and uninverted and inverted clauses taken together, on the other. Then in comparing inverted and uninverted clauses it seems appropriate to set aside the group of late subject clauses, since they do not clearly belong with either partner in this opposition. The difference between clauses introduced by the then group and by other elements also needs to be respected, and the data of these distinct clause types may also need to be separated for meaningful comparisons to be drawn.
Late subject clauses
Most of the late subject clauses contain a verbal group, typically with a passive participle (as in 10a, b, c) or an unaccusative verb (as in 10d, e), that is a verb (typically of motion or change of state: come, go, die, fall, etc.) whose surface subject is usually analysed at a more abstract level as a verbal object (as noted above; see Warner, in prep. b for a careful attempt to establish the identity of unaccusatives in late Middle English). Finite unaccusatives also occur, as in (10f), and there are other possibilities too, as in (10g, h, i). (10) The incidence of this clause type was compared with that of inverted and uninverted clauses taken together, for the reasons just given. In the case of examples like (11) there In the table, factor groups which are not significant have no coefficient in the final column.
8 is a derivational ambiguity: the finite verb has been raised into AgrS, but the nominal subject could in principle be in SpecTP, or in VP (either in its original position or perhaps adjoined to VP in the late postposed position). But if we restrict the comparison to clauses containing an auxiliary with an infinitive or participle, we allow for a threeway contrast between inverted, uninverted, and late subject types, as illustrated in (12), and avoid the possible problem that the inverted and late subject types may overlap in their derivational properties. This has the effect of basing the comparison on the most numerous set of combinations showing late subject order. for therof will grow much profit to the body 'for from that will grow much profit to the body' (Secretum Secretorum 52.35)
The dependent variable in table 7 is whether or not the subject is 'late', occurring after the verbal group, or earlier in the clause. The comparison was necessarily restricted to nominal subjects, since the late subject is never a personal pronoun in my database.
The table gives the percentage of instances for each factor which have the subject above VP (showing inverted or uninverted order) or within VP (showing late subject order), so that the figures for each line total to 100 percent. The coefficients in the final column of the table are estimates calculated by GoldVarb, commonly referred to as 'factor weights'. The 'input' weight of the first line generally corresponds roughly to the level of the overall probability of occurrence of the dependent variable (here being 0.9 as against the 80 percent found in the first column of figures). For each of the subsequent groups of factors, the weights give an estimate of the relative level of the probability of occurrence of the dependent variable for each factor within a group, in abstraction from the contribution of factors in other groups, and the overall input weight. The straightforward percentages of the preceding columns do not (of course) abstract away from the effect of the input weight. Nor do they abstract away from the effect of factors within other factor groups, but may be influenced by the presence of larger or smaller proportions of examples which show the effect of other factors. Hence the difference between individual factor weights and the percentages which correspond to them, which are those of the first column of figures. What is most interesting here about the level of analysis represented by the factor weights is the 'range' for each factor group which is given below its set of coefficients. This is simply the difference between the highest and lowest factor in each group (which is conventionally multiplied by 100, to give a number between 1 and 99). This provides an indication of the relative strength of that factor group: the stronger the factor group, the wider the range.
9 It is immediately clear that the late subject construction is not infrequent with auxiliary combinations, occurring in 20 percent of instances, though it is less common than either of the other orders (for inverted order the figure is 36 percent, for uninverted order, 44 percent). But perhaps the most immediately striking property of this construction is its high incidence with passive participles and unaccusative verbs with an auxiliary. Such combinations favour the late subject, especially when that subject is indefinite (see the section of the table headed Properties of verb and subject). 10 This particular combination has the late subject construction in 46 percent of instances. When there is a definite subject, a passive participle or unaccusative verb with an auxiliary occurs with the late subject construction in 18 percent of instances. In stark contrast, combinations of auxiliary with a verb which is not unaccusative disfavour the late subject, which occurs in only 2 percent of instances. Thus we have here two strong preferences. The first is that an unaccusative verb or passive participle strongly favours the late subject construction, where other verb types disfavour it. The contrast is not unexpected from a grammatical point of view, given that passives and unaccusatives have been so commonly analysed with the subject in an underlying postverbal position. The distribution strongly implies that the subject remains within the VP, in its original postverbal position, in a majority of instances. But there are examples which do not involve an unaccusative verb, see (10i) and (without auxiliary) (10g, h). Here such an account is not straightforward, and attachment to the right of VP may be a better analysis. This may also be the appropriate analysis for instances like (10c) where major constituents intervene between the unaccusative verb and its subject.
The second strong preference is that an indefinite subject favours the construction. This preference is, however, restricted to unaccusative verbs and passive participles; it is not shown by subjects occurring with other types of verb. If the subject may indeed remain in its original postverbal position, then a strong preference for the construction shown by indefinite subjects is what one would reasonably expect, given Belletti's (1988) analysis of Italian unaccusatives (and her more general consideration of the 'definiteness effect'). Belletti claims that unaccusatives (including passive participles) may have the effect of licensing a postverbal indefinite subject in their deep 'object' position, but that definite subjects cannot remain in this position, though they may occur adjoined to VP. The situation in Middle English as just reviewed shows a strong quantitative parallel, and in many cases definite subjects could be analysed as showing attachment at the right of VP.
11 But whether or not the grammar of Middle English had as sharp a 'definiteness distinction' as claimed for Italian by Belletti, there is further strong distinctive distributional evidence here that the subject often remains within the VP, in its original postverbal position, after a nonfinite unaccusative or a passive participle.
Whatever the syntactic analysis of late subjects, it is clear that they provide distinctive possibilities for the information structuring of the clause and that the differential incidence of the late subject construction with definite and indefinite subjects reflects this. Thus the syntactic property of unaccusatives, that they permit indefinite subjects to remain after the verb, supports a pattern of usage whereby the combination unaccusative+indefinite is predominant with late subjects. Note that there is an interesting contrast with the inversion of subjects in final contexts, discussed below.
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The grammatical weight of the subject is also relevant, in line with what Quirk et al. dub 'The Principle of End Weight' 'the tendency to reserve the final position for the more complex parts of a clause or sentence' (Quirk et al., 1972: 14.8) , and see Quirk et al. (1985: 18.9, 18.43) and Wasow (2002: 3 and passim) for more general formulations. A straightforward measure of grammatical weight is length in words, and that is the measure adopted here. Wasow (2002) discusses this measure and measures of complexity based on counts of nodes, following Hawkins (1994) . He concludes ultimately that 'counting nodes may be a more sensitive measure of weight than length ' (2002: 32) , though this result did not hold for all corpora investigated (2002: 40-1). But he notes that for some corpora counts based on length in words are 'statistically indistinguishable' from measures based on counting nodes (2002: 32, 1997: 93) , and concludes that 'weight can be measured reasonably well by counting words, nodes, or phrasal nodes ' (2002: 32) . It seems clear that the added sophistication of a node-based count would add little if anything to results for Middle English. An alternative might be to consider phonological properties, such as a count of length in syllables rather than words (as noted by Green, 2004) . 13 But there are problems of practicality and transparency here, since it is not possible reliably to retrieve the pronunciation of final -e in the authorial language which seems likely to underlie many instances of nominal inversion. So measuring weight by counting words seems to be the best procedure. It is interesting to see that the late subject construction is favoured with longer subjects, disfavoured with shorter subjects (see the section of table 7, headed Properties of verb and subject); where the subject is 7 or more words in length, it is late in 53 percent of instances; where it is 1, 2, or 3 words long, it is late in only 12 percent of cases. The two parameters, length and definiteness, are both significant. This means that we have here an instance where grammatical weight and definiteness each makes a contribution to the occurrence of one construction or the other.
14 Wasow (2002) noted that it was generally difficult to distinguish the related parameters (weight and givenness) in Present-day English, but found instances where both were significant. To conclude this part of the discussion: the late subject construction is strongly favoured with subjects which are weighty or which (being indefinites) are likely to contain new information; strongly 12 Birner & Ward (1998: 83) note that 'an entity that is brand-new within the discourse is typically represented by an indefinite NP', but in an investigation of constructions with argument reversal (which includes examples of the late subject construction) they find that definite and indefinite subjects are equally common after the verb in a collection of Present-day English data (1988: 181) . This result looks initially very different from the ME result presented here, but since definite subjects are more than twice as common as indefinite subjects with unaccusatives in my database, the resulting split of late subjects between definites and indefinites (52.6 vs 47.4 percent) is in fact almost the same as Birner & Ward's (51.4 vs 48.6 percent). 13 Wasow considers the property of having more than one phonological phrase, but only in the context of Heavy NP shift (2002: 16f ). 14 There is an interaction between verb type and definiteness, hence the structure of the initial factor group of table 7. A separate regression restricted to unaccusatives shows that definiteness and length are both significant.
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MIDDLE ENGLISH 97 disfavoured with shorter subjects which are lighter or which (being definites) are likely to contain old information, and the parameters length and definiteness each make a contribution to the occurrence of one construction type or the other. The next three contrasts involve properties of the initial element (see the sections of table 7 headed Properties of introductory element). When this element is subcategorized for, that is, when it has clearly moved, then the late subject construction is favoured, occurring in 37 percent of instances rather than the overall 20 percent. The length of this initial element is, however, not a significant factor: a traditional claim has been that a long introducer is inimical to inversion (Boekken, 1998: 414-15; Jacobsson, 1951) ; but this is not shown for late subjects. More striking, however, is the irrelevance of introduction by the then group. This inversion context has special properties in Old English, as noted above, and these clearly continue into Middle English. When one of these words is initial, inversion of a nominal subject across a modal or an auxiliary is more frequent. But table 7 shows that there is no overall effect for late placement of the subject: it is apparently dispreferred, but the effect is far from significant. This means that members of this group are not distinguished overall from other introductory contexts in their effect on late placement of the subject. This is unsurprising given that the special property of this group involves the movement of V. If the subject remains in VP, the importance of higher and lower positions of V for inversion is neutralized (recall the discussion of section 4 above, but see Warner, in prep. b, for further analysis). Finally, it is clear that the difference across time is small: see the last section of table 7, headed Date, which gives the contrast between figures before and after 1400. This difference is indeed far from significant, and the situation is apparently a relatively stable one.
Inverted and uninverted clauses
Now we will turn to the distinction between inverted and uninverted types, where nothing intervenes between verb and subject in the inverted cases. 15 These will be considered in opposition to each other, omitting instances of the late subject construction, in accordance with the discussion above. Discussion is restricted to nominal subjects, because the distribution of pronominal subjects differs across dialects (Kroch & Taylor, 1997; Warner, in prep. a) .
The cases need, however, to be subdivided into two groups. First we have examples like (13) where either the inverted subject or the verb is final in its clause. Examples here have no following complements or adverbial material, but may precede a conjoined clause, as in (13d). We might reasonably suppose that final position has some importance for weightier constituents, in accordance with the 'Principle of End Weight', ultimately for reasons connected with sentence processing, and the introduction of new or focused information. Some final subjects clearly introduce new information, as in (13c), or in (13b), which means roughly: 'there are three things that preserve purity 98 ANTHONY WARNER ...'; for others, Birner's characterization of moving from more given to less given seems appropriate, as in (13e). The implication is that these cases might differ in their properties from clauses of the second type, illustrated in (14), where a phrasal complement follows the subject and verb. It is important therefore to distinguish these types of inversion. For convenience, this second type will be called an 'internal context' for inversion. It is restricted to examples with a following phrasal complement, and does not include examples with a following finite complement clause or reported direct speech, because of the possibility that such complements represent a fresh information unit. The first type, where inverted instances are subject final, and uninverted instances are verb final, so that inversion either takes place or fails clause-finally, will be referred to as a 'final context' for inversion. The contrast is restricted to instances which contain a finite full verb, omitting examples with a modal or auxiliary plus nonfinite, since they do not occur in the type with subject final. (13) One immediate difference is that with the verb BE inversion is categorical with nominals when it makes the subject final. For this reason, I have omitted examples with BE from the results for the 'final' context; also examples with SAY and SPEAK, which are likewise categorical for inversion with nominal subjects. Restoring these two contexts would give similar overall results.
These two types show some interesting differences, and the results of two separate GoldVarb runs are given in table 8. Here the dependent variable is whether the subject and verb are inverted or uninverted, and the percentages give the amount of inversion for each factor. Immediately striking is the huge disparity in inversion rates between the two contexts: 24 vs 84 percent.
One parameter shows a similar effect across all three word order types (see the first factor group under the heading Properties of introductory element in tables 7 and 8). It is whether the introductory element is subcategorized or is some type of adjunct, where a subcategorized initial element promotes internal inversion, final inversion and the late subject construction. In the case of subcategorized elements we can be confident that the initial position results from movement (in theories that have movement), and may hypothesize that the fronted element occurs in a position which might otherwise have been occupied by the subject, whereas initial adjuncts may also occupy other positions. Hence the higher rate of inversion after subcategorized elements.
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16 Note the related observations for English of various periods that complements introduce more inversion than adjuncts, or that NPs introduce more inversion than PPs, or that incidence of inversion depends on the class or the individual identity of an initial adverb, in, e.g. Jacobsson (1951) , Kohonen (1978) , Koopman (1988) , Swan (1988) , Kroch & Taylor (1997) , Boekken (1998) . In the heading to this table, S = subject and V = finite verb. In the table, factor groups which are not significant are not assigned a coefficient, except for the first group under Properties of introductory element (whether or not the initial element is subcategorized for), which is close to significance.
Final contexts
There are three other ways in which inversion in a final context is like the late subject construction. Firstly, a longer subject has a stronger tendency to be inverted than a shorter one: where a long subject is one of 4 or more words, inversion in a final context is very high at 97 percent, against only 74 percent when the subject is of 1-3 words (see Properties of the verb and subject in table 8). In fact, for subjects of 5 or more words in length, inversion here is categorical. The placement of a late subject showed a similar preference, though at a lower percentage rate. In both cases final position shows the effect of the 'Principle of End Weight' in favouring weightier subjects. In two further cases (found under Properties of introductory element in tables 7 and 8) what final and late subjects share is the lack of an effect. In neither case is there any apparent effect of the length of the introductory element, despite the traditional statement that length is inimical to inversion (this will be further discussed below). And in neither case is there any apparent effect when the introductory element is a member of the then group. For late subjects, this seems appropriate, as noted above. But for final contexts, which may involve movement of V, the result is rather puzzling, and on the face of it, one would have expected a higher incidence of inversion after the then group. But perhaps the result here is essentially a reflection of the small number of instances for this factor. In the case of late subjects there was an interesting interplay of factors involving unaccusative verbs and a definiteness effect, which I accounted for in part by following the suggestion that the subject could remain within the VP after an unaccusative verb. We should perhaps then expect to see some similar effect in final contexts. But although unaccusatives have overall a little more inversion than other verbs, the effect is not at all significant, and the distribution of definite and indefinite subjects gives the suggestion little support (see Properties of the verb and subject in table 8). There are, I think, two ways of understanding this. One is to take seriously Birner & Ward's observation for present-day inversions (in which they included a wider class than I consider here, adding passives with an agentive by-phrase to the list since they invert underlying object and subject). They note (1998: 181) that both definite and indefinite subjects can supply 'discourse-new' information and may therefore equally well occur finally when the order of arguments is reversed. If we adopt this general position and assume that it may be relevant to Middle English, then we can see that the final context is behaving pretty much as expected, but that late subjects are unusual, in typically requiring an unaccusative as their warrant. This would mean that we see the effect of a grammatical filter on discourse requirements. The second consideration is that inversion in a final context may be derived with the verb in AgrS and the subject in SpecTP. This is presumably the unmarked option. If we suppose that it is the most frequently selected option, any definiteness effect dependent on the retention of a subject within VP after an unaccusative would be very difficult to observe. Indeed, if we pursue this line of thinking, we might reasonably suppose that the best place to find a clear effect would be in clauses with longer (weightier) subjects, since it was such subjects which were most likely to remain in VP in the late subject construction. But then in trying to interpret the situation we face the difficulty that inversion in final contexts is in fact categorical in my database with subjects of 5 or more words, as noted above. With such subjects there is no contrast between inverted and uninverted order and no way of seeing what other factors may have been involved. A reasonable suggestion might be that unaccusatives could indeed have favoured the retention of a long and indefinite subject within VP, but that regrettably the most relevant data show categorical inversion, so the effect cannot be seen.
Internal contexts
Internal contexts are distinct from final contexts and the late subject construction in two major respects. 17 The effects of the then group differ radically between the two contexts in table 8. In an 'internal' context an introductory member of the then group promotes inversion, with 35 percent inverted, vs 20 percent in other contexts. This is a reflection of the Old English situation with high inversion after þa, þonne, etc., and points to this group's retention of its distinct status. Beyond this we find a very interesting reversal of the effects of the length of the subject. In final contexts and late subject constructions longer subjects are more liable to invert. But in internal contexts the effect is reversed, and there is more inversion with shorter subjects.
There is also a striking effect of transitivity: we see a major contrast between transitive verbs with a following object, which have low inversion (15 percent), and other verbs (overall 32 percent). This contrast is highly significant, and I will return to it in section 7. This is in sharp contrast with final contexts, where although transitives show an overall lower rate of inversion than other categories of verbs, this is far from significant. Unaccusative verbs, however, show no significant effect in internal contexts: they simply have the same level of inversion as other verbs outside the transitive group. In principle, if unaccusatives may motivate the retention of a subject within the VP, one might expect to see some higher incidence of internal inversion with unaccusatives, and some impact of a definiteness effect. The first of these effects is, however, apparently absent, and evidence for the second is very weak. But the kinds of consideration relevant in final contexts also hold here. We might suggest that inversions with the overt subject in SpecTP would be the unmarked and most frequent option, and that evidence for the special properties of unaccusatives would be found only among longer subjects. But here, as above, the configuration of the data is not kind to us. There is indeed a weak preponderance of inversions with indefinite subjects over definite subjects with unaccusative verbs. But the crucial fact is that longer subjects here are virtually never indefinite, while there is a good supply of long definite subjects. As a result the most important contrast is not available. The question: 'Do unaccusatives with long indefinite subjects have a higher rate of inversion than unaccusatives with long definite subjects?' cannot be clearly answered because of a lack of sufficient data for long indefinite subjects. Altogether then, there are clear distributional differences between inversion in internal and final contexts, which seem likely to reflect differences of use and function between these types of inversion, and there are also some interesting parallels between inversion in final contexts and the occurrence of the late subject construction. In table 9 I give a short summary of the major similarities and differences between these contexts for the reader's convenience. It is also worth noting that inversion in internal and inversion in final contexts concur in showing a decline across time (see Date in table 8), in contrast to the stability of the late subject construction. This is consistent with a proportion of the inversions in internal and final contexts sharing abstract structural identities which are subject to the same changes.
7 The general distribution of nominal subjects The discussion above was based on a subset of contexts for the sake of comparison, since the same items could potentially occur in inverted or uninverted constructions in either context. But the findings for internal contexts hold more generally, across a wider set of data, including auxiliaries with their subordinate infinitives, and verbs with complement clauses. The data are given in table 10.
The results shown in table 10 parallel those of table 8, as might be expected. The same factor groups are significant, and percentages of occurrence show the same ranking. In the first factor group under Properties of verb and subject, verbs have been grouped into broad classes based on surface contexts which are distinct from one another in their level of inversion. Transitives with a following nominal or pronominal object have the lowest rate of inversion. Verbs with other phrasal complements (including copula BE) invert twice as frequently. Auxiliaries are modals, BE used to form the passive or perfect, perfect HAVE and two instances of DO+infinitive. These have a high overall rate of inversion, exceeded only by the combination verb+clause. The overall percentage of inversion is higher here than in table 8 because of the inclusion of auxiliaries, which have a higher rate of inversion. Readers may note that there seems to be a rather large percentage difference between long and short introducers: how can it be that this does not translate into a significant difference, and does it none the less mean something? Recall the suggestion that long introducers are adverse to inversion (Boekken, 1998: 414-15; Jacobsson, 1951) . Three points can be made here. Firstly, the table concerns only nominal subjects. Where the subject is a personal pronoun, there is indeed a substantial and systematic effect of the length of the introductory element on the likelihood of inversion. Secondly, I have not treated adverbial clauses as initial contexts; if they were so treated, they would imply a length effect, since they are uncommon with inversion (Boekken, 1998: 216ff.) . Thirdly, the short contexts of table 10 include the then group (then, now, thus) . If these are simply treated as short contexts, this also implies a length effect. But they are grammatically distinct in late Middle English because of their behaviour with pronouns (see table 3 above), and this implies that they motivate inversion by virtue of some special property. So they are not merely short contexts on a par with other short contexts, and their distinctness is corroborated by the significance of the factor group which opposes members of the then group to other contexts. Without the contribution of then group contexts, the percentage difference between long and short introducers becomes 28 vs 34 percent, which helps us to see why the length effect is not significant. But a lack of significance here does not necessarily mean that there is no effect: it may simply mean that the effect is a weak one. Outside my final contexts, and setting aside the then group, there is a steady tendency for short introducers to show more inversion, which is most marked with auxiliaries, weak with late subjects, and generally absent with other verbs in internal contexts. This appears to be a real but relatively weak effect.
The preference for a short subject is interesting in view of the apparent relevance of weight to inversion in the final type, where longer nominal subjects show more inversion. In internal positions, this is reversed: shorter nominal subjects show more inversion. If final contexts show a 'weight effect' then internal contexts show an 'anti-weight effect'. This may represent an effect of language processing, whether it involves parsing or production; since the inverted subject intervenes between the finite verb and its complements, a shorter subject permits the more rapid transition to the complement in the verb+subject+complement sequence, giving an earlier resolution of the structure and imposing less load on short-term memory (see here, e.g., Hawkins' (1994) theory of 'Early Immediate Constituents'). The distinctive position of transitives with a following object, in showing the smallest overall rate of inversion, could also follow from processing considerations, since the sequence V+subject would in principle be open to initial misinterpretation as V+object. It seems reasonable to assume that this was a possibility at least by the second half of the fourteenth century (cf. Fries, 1940) . A particular testable prediction follows from this suggestion. Since personal pronouns retain marking for case as nominals do not, transitives with a following object should show a smaller tendency to avoid inversion when they have personal pronoun subjects than when they have nominal subjects. How can we see this, given that the ordering of pronouns (as of nominals) may depend on various principles, possibly including the relative information content or weight of subject and verb? What we need is a comparison within an appropriate group of verbs followed by their complements. There will be different overall proportions of inversion with nominal and pronominal subjects, but if transitives with a following object avoid an inverted nominal subject more than they avoid an inverted pronominal subject, this should show up as a skewing of the figures. This is indeed exactly what we see in table 11, which shows figures for internal contexts, omitting then-group contexts, verbs taking a clausal complement or reported direct speech, BE, and clauses containing auxiliaries (which have a higher level of inversion with pronouns). Overall there is more inversion with nominal subjects than with pronominal subjects, as discussed above (19 vs 9 percent). This is very clear where the following complement is not an object (32 vs 8 percent). But where the following complement is an object, the difference between nominal and pronominal subjects disappears. Transitives with a following object show the same level of inversion as other verbs when the subject is a pronoun, but show a dramatically lower level when the subject is a nominal. This does not, of course, prove that this is the result of processing factors, but it does supply that position with some quite serious support.
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There may be a parallel of a kind to this in final contexts. I noted above that transitives had lower inversion than other categories of verb, but that this was far from significant (the overall percentages were 79 versus 85 percent). It is interesting, however, that there is a rather strong contrast in rates of inversion after a subcategorized, fronted element between transitives and other verbs. Transitives with a fronted object show 82 percent inversion; other verbs with a fronted, subcategorized element show 98 percent inversion. Moreover, this difference is significant. There is a rather obvious possible reason for the status of transitives: the syntactic ambiguity of the sequence NP Vf NP (SVO or OVS) alongside NP NP Vf. By the date of my corpus in main clauses outside verse this latter can only be OSV for objects which (as in the cases involved here) are neither negative nor quantified (Foster & van der Wurff, 1995; van der Wurff, 1999) . But the suggestion that inversion after a fronted nominal object was constrained for processing reasons seems quite a plausible one. I do not, of course, mean to suggest that most examples will actually have been ambiguous in context; merely that the syntactic contribution to processing will not have been straightforward.
