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Abstract 
An automatic quadrature scheme is presented for approximating integrals of functions that are analytic in the interval 
of integration but contain pole (or poles) of order 2, i.e., a double pole on the real axis or a complex conjugate pair of 
double poles, near the interval of integration. The present scheme is based on product integration rules of interpolatory 
type, using function values of the abscissae only in the interval of integration. The integral is approximated and evaluated 
by using recurrence relations and some extrapolation method after the smooth part of the integrand is expanded in terms 
of the Chebyshev polynomials. The fast Fourier transform (FFT) technique is used to generate fficiently the sequence of 
the finite Chebyshev series expansions until an approximation of the integral satisfying the required tolerance is obtained 
with an adequate stimate of the error. Numerical examples are included to illustrate the performance of the method. 
Keywords: Automatic quadrature; Nearly singular functions; Chebyshev polynomial; Extrapolation method; W-transfor- 
mation; FFT 
AMS classification: 65D30; 65D32 
I. Introduction 
This paper is a sequel of our previous paper [12] where Hasegawa nd Torii (henceforth abbre- 
viated as HT) propose an automatic quadrature for approximating the integral 
I ( f ;K)  =- f(x)K(x)dx, (1.1) 
1 
where f(x) is assumed to be a given smooth function on [-1, 1] and K(x) is a nearly singular 
function. In particular, they construct quadrature formulae of interpolatory t pe for the weight func- 
tion K(x) having a single pole on the real axis near the interval of integration [-1, 1] or a complex 
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conjugate pair of poles, i.e., K is of the form 
Kl (x )= l / (x -c )  or K2(x)=l/(x2+62), - l~<x~<l,  (1.2) 
where [61<<1 and c is outside but very close to [-1,  1]. To avoid the loss of significant figures they 
write c=6 + 1 (6>0)  or c=6 - 1 (6<0).  If [6[ is close to zero, the weights Kl(x) and Kz(x) 
given in (1.2) are badly behaved functions on the interval [ -1,  1]. 
Although the numerical integration of and automatic quadrature for integrals having several types 
of typical singular kernel functions are treated by many authors, see, e.g. [4], it appears that no 
automatic quadrature other than the HT scheme [12] exists for the integrals of nearly singular 
functions like the above integrals. For some other references treating the integrals of nearly singular 
functions or function having weak singularities, see [1, 7, 16-18, 21, 22, 25]. 
The purpose of this paper is to develop an automatic method for approximating integrals (1.1) 
involving the kemel function K~(x) or K~(x) having a pole (or poles) of order 2 instead of 
order 1: specifically, KZ(x) and KZ(x) are given by 
K~(x) = 1/(x - c) 2, Kz2(X) =- 1/(x 2 + 62) 2, -1  ~<x~< 1, (1.3) 
respectively. This type of integrals is harder to treat because the kernels KZ(x) ( i=  1,2) be- 
have more badly than K/(x) in (1.2), although each Km(x) (i,m= 1,2) has no singularity in the 
interval of integration. The present scheme consists of quadrature rules based on the abscissae in 
the interval of integration and requires no function value(s) at the pole c (poles -I-i6) located outside 
the interval of integration. On the other hand, when [c[ < 1, the integrals I(f;K1) and I ( f ;K  2) are 
Cauchy principal-value integrals and Hadamard finite-part integrals, respectively, for which the use 
of the function value and the derivative at c is crucial to construct quadrature rules with numerical 
stability [10, 13]. 
The present automatic quadrature scheme is an extension with some modifications of the HT 
scheme [12], which is partly based on the Clenshaw and Curtis (abbreviated as CC) method [3] 
for the integral I ( f ;  K = 1 ) (1.1). The CC method is an interpolatory integration rule consisting of 
approximating the function f (x) by a sum of Chebyshev polynomials of the first kind Tk(x): 
N 
pU(X)= Z"  NTtgxh ak kt J, --I~<x~<I, (1.4) 
k=0 
interpolating f (x) at the N + 1 abscissae cos(xj/N) (O<.j<.N). In (1.4) the double prime denotes 
the summation where the first and last terms are halved. The use of PN given by (1.4) instead of f 
in the integral (1.1) yields an approximation QN(f;K) 
QN(f;K) -- pN(x)g(x)dx=I(px;K). (1.5) 
1 
If f (x) is a smooth function, the sequence {PN} converges rapidly to f as N increases, so that 
we can get the approximation QN(f;K)=I(pu;K) rapidly convergent to the integral I ( f ;K) .  It is 
U in (1.4) are efficiently computed by using the fast Fourier transform known that the coefficients ak 
(FFT), see [2, 9, 15]. 
While for K= 1 it is easy to evaluate QN(f; 1)=I(px; 1), which is the case of the CC method, 
when K=K~, ( re=l ,2 )  the approximation QN(f;K~)=I(pN;K~) requires some elaborate 
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evaluations. In the HT scheme, in order to evaluate the approximate integrals QN(f; K~) with i = 1,2, 
they write, respectively, 
N-- i  i--1 
pN(X)= Zi Ki(x)-l ~-~' b~i)Tk(x) + ~'c(ki)TN_k(X), i= 1,2, (1.6) 
k=0 k=0 
where the prime denotes the summation whose first term is halved. Then using (1.6) in (1.5) and 
noting (2.10) below yield the quadrature rules Qu(f;Ki) 
N/2-1 ]~(i) 1 
, +zgi)f TN(x)Ki(x)dx, i= 1,2, (1.7) QN(f;Ki)-~2i+lZ 1 -4k2  1 
k=0 
where here and henceforth we assume that N is even (note that y l  1 TN_l(x)K2(x)dx = 0 because 
the integrand is an odd function). 
This paper is organized as follows. More details of the HT scheme is reviewed in Section 2, 
where it is shown that the coefficients b~ i) in (1.6) satisfy three-term recurrence relations. Further, 
an algorithm is given to compute stably all the coefficients in (1.6) from the solution of a linear 
system of equations having a tridiagonal coefficient matrix, derived from the recurrence relation. 
On the other hand, the integrals fl_ l TN(x)Ki(x)dx (i = 1,2), in (1.7) are efficiently evaluated partly 
by using an extrapolation method of Richardson type [20]. In a similar but a bit complicated way, in 
Section 3 we derive and evaluate the quadrature rules QN(f;Ki 2) for the integrals I ( f ;K,?) ,  i = 1,2. 
In Section 4 we discuss error estimates for the approximations QN(f;Ki z) for the function f(x) 
that is analytic in an ellipse in the complex plane. It is found that when Icl (>1) is close to unity, 
the estimated error for QN ( f;  K 2 ) is O(ln(]c I - 1 )) (see 4.10)), which is much smaller in magnitude 
than the value of QN(f;K~), i.e., O((Ic I -- 1)-1), see (3.7). This fact might actually enable us to 
obtain the approximation QN(f;K~) satisfying a requested absolute accuracy as well as relative 
accuracy when lel 1. For K~(x) with 161 close to zero, on the other hand, we might have to 
content ourselves with the approximation QN(f;K~) with a requested relative accuracy, since the 
error estimate (4.14) for the integral QN(f;K 2) is o(161-1) whereas QN(f;K2)=O(]6[-3), see 
(3.6) and (3.12). 
Numerical examples are given in Section 5. 
2. Evaluating the approximations QN ( f; Ki) 
In this section we review some results of the HT scheme [12] for evaluating the approximations 
QN(f;Ki) (i----1,2) given by (1.7). To evaluate the quadrature rules QN(f;Ki) it is required to 
{bzk } and the integrals f l  1TN(x)Ki(x)dx ( i - -1,2).  We begin with the compute the coefficients ~i)
computation of the coefficients b~ ) ( i=  1,2) in (1.6). 
2.1. Computation of the coefficients b~ 1) for KI(X) 
Using the relation 
2xTk(x)---- Tk+l(x) + Tk_,(x), k = 1,2 . . . . .  (2.1) 
342 T. Hasegawal Journal of Computational and Applied Mathematics 87 (1997) 339-357 
and comparing the coefficients of both sides in (1.6), we have the three-term recurrence relation 
- -  - -  ~(1)  zg 1) = aN~2, (2.2) /~(1) 2cb (1) +bO)_l=a ~ (k=0,1 ,  . . ,N  1), UN_ , + Uk+ 1 
where we have assumed b°~ = b{ 1) and u Nh(1)= 0 for convenience. 
We can stably compute the values b~ l) by solving the linear system given by (2.2). Let b= 
a(1) denote a N x N-tridiagonal matrix t~'0rh(1),u1/~(1)," • • ,VN-l-lh(1) "IT, a(1):[aN/2,aN,. . .  , aN_ l ]  T and let-*N-x 
such that ao)= _ A~I/)= - 2c ( i=  1,. ,N 1), "i,i+l--~'i+l,i-- "~0,0 C, . .  - -  A (1)  - -A (1)  - -  1 ( i=0, . .  ,N - 2). Then the 
coefficients b~ 1) in (1.6) are obtained from the solution of the linear equations ~'N-1A(O b = a (1) without 
/~(1) obtained pivoting, because "'N-~a(1) is a diagonally dominant matrix when le[ > 1. The use of 'u-~ 
above in the last relation of (2.2) gives the value of the coefficient "r~ ). 
2.2. Computation of the coefficients b(2) for KE(X) 
Using the relation (2.1) twice yields 
4x2Tk(x) = Tk+2(x) + 2Tk(x) + Tk_a(X), k>~2. (2.3) 
Applying (2.3) to the fight in (1.6) and comparing the coefficients of the both sides, we have, 
defining ~ : 1 + 262 
b(2) (2) N (k = 0, 1, . . ,N  - 2), k+2 + 2 ~ b k + b(2_) 2= a k 
b(2) z~2) aN_l, /~(2) ~(2) ftN/,.) 
N--3 -~ "~- t"N-2 "-~ ~0 = ~N/~, 
(2.4) 
where we have defined b~:b~ 2), b~=b~ 1) and b}2)=O (i>>.N- 1), for convenience. Similar to 
a(2) t , -  a(2) to obtain the previous subsection, we can stably solve the linear system of equations .iN/2_ 1 . . -  
the coefficients b~ ) (k=0,  1 , . . . ,N /2 -  1), required for the quadrature rule (1.7), where we define 
b = rh(2) /,(2) /,(2) 1T ,,(2) _ D,N/9 ~N ,,TN 1T ~,,a let A(2) denote a (N/2) x (N/2)-tridiagonal LU0 ,u2  , ' ' ' ,VN- -2 J  , ~ - -  k~0 /~,~2 , ' ' ' , t *N- -2 J  t~l~t "*N/2--1 
- -  A (2)  - -A (2)  = 1 ( i=O, .  ,N /2  - 2) .  matrix such that a(2) = ~, A}])= 2~ (i = 1, . ,N/2 1), and ~*i,i+l - '*i+la ~x0,0 , . . . .  
2.3. Use of an extrapolation to compute  f l  1 TN(x)Ki(x)dx 
We show that the use of an extrapolation technique due to Levin and Sidi [20] is helpful to 
evaluate the integrals f_l 1 TN(x)Ki(x)dx ( i - -1 ,2)  in (1.7). We begin with the evaluation of the 
integral f l  1 TN(X) / (X -  C )dx ,  for which the following relation, derived from a generating function 
for Chebyshev polynomials [23, p. 41], plays an important role: 
1 _ -4  
K l (X)~-  oc_~ ~ y~'~'T,(x) ,  Ixl~<l, e~[ -1 ,1 ] ,  (2.5) 
X - -  C O~ n=O 
where we set c=(0~ + 0~-1)/2 and choose 0~=cq-x/-c 5 - 1 so that I~1<1, i.e. 
{ 1/(c + v / - J -  1) i f c=6+ 1>1, 
= (2.6) 
c+v/~ - 1 if c=6-  1< - 1. 
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Here we collect some other relations [23, p. 5] on Chebyshev polynomials useful in the sequel 
of this paper, particularly in proving the following Theorem 2.1 [12]. The relation 
2T,(x)T,n(X)= T,+m(X) + TIn-ml(X ), n>/0, m>~0, 
gives 
oo  oo  
2Tm(x) ~'~"Tn(x)= ~ ~lnlrl.+ml(x)= 
n=O ~=- -oo  
~-~ o~l"-mlTN(x). 
n=- -O0 
Further we have, with 3k, l denoting Kronecker's delta, 
2f r .,(x)dx = (1 - 6"-I)TLn+II(X)" l  (1 - 3.,1) TIn-lL(x)n_l 
f { 2 / (1-n2)  i fn iseven '  
Tlnl(X ) dx = 
1 0 otherwise. 
(2.7) 
(2.8) 
- -  + C, (2 .9 )  
(2.10) 
Theorem 2.1. Let N be an even integer and let ~ be defined by (2.6). Further let ck(~,N ) and 
~k(~t,N) be defined by 
oo  2~Z o~2n N/2--1 2 ~2n+, (1-q- 0~ 
n=oN_2n_  1 -  Z.=o N---2n--1 o~Nln \~- - ]  =dp(~,N), (2.11) 
2~ ~ -- _ _  n71 .=o 2n+l  +u e .=o 
respectively. Then we have 
f /  Tu(x) dx = q~(a,N) - od -N tp(o~,N). 
lX--C 
- -  - -  ¢(oc, N) ,  (2 .12)  
(2.13) 
Remark 1. Some significant digits might be lost in the computation of ln{(1 +a)/(1-ct)} in tk(a,N) 
and ¢(ct, N) defined by (2.11) and (2.12), respectively, if Icl is very close to unity. To avoid this 
difficulty, it is helpful to use the expression 
21n( l+e]=ln(C+l )=[ ln{6/ (c -1 )}  i f  6<0,  
\ l -~ J  \ c - l /  [ ln{(c+l ) /6}  i f6>O. 
(2.14) 
Remark 2. Another numerical difficulty may happen in the computation of ~b(~,N) (2.12) when 
[~1 -N is large. Let M=[-Nlogl0ct],  then more than M significant digits might be lost in the 
subtraction in the right-hand side of (2.12). The reason can be simply seen as follows. Since for 
every even N >1 2 
o~ 2" ~ cz 2" 1 1 [ 1 + ~'~ 
0~< < 2n~ 1 -2--~ n~,~-Z-~- ~) '.=o 2n q5 N + 1 .=o 
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it follows that 
O<~9(a,N)/[(I/a) In{(1 + a)/(1 - a)}] <a  N ~ 10 -M. 
Suppose that we want to evaluate ~(a,N) as accurately as possible, say, to within the accuracy 
at most by one digit worse than the roundoff error level of the computer. If la[ -N ~<s, where s is 
a small number such as s - -10 at most, then ~b(a,N) can be evaluated in the numerically stable 
manner from the right-hand side of (2.12). However, when the condition [a[ -N ~<s is not satisfied, 
which may happen when la[ is not very close to 1, the computation of the center of (2.12) becomes 
very susceptible to the loss of significance as shown in Remark 2 above. In this case we may 
choose to work directly with the infinite series ~n~0 a2n/( 2n + 1 + N); see (2.12). This is achieved 
by employing the d-transformation f Levin and Sidi [20] by picking m = 1 for this transformation. 
With this value of m, the transformation can be implemented by the W-algorithm of Sidi [24]. In 
our computations we use the computer program given in Ford and Sidi [6] by letting m-- 1 there 
and setting the integer parameter INCR in this program so that the required infinite sum is computed 
to very high accuracy. In particular, the value of INCR is taken to satisfy aINCR ~ 0.66, where the 
constant 0.66 is empirically determined. 
Now we proceed to the evaluation of f_l 1 TN(X)/(x2+ 62)dx, for which we need the following 
lemma that is easily established from the relation (2.5). 
Lemma 2.2. Let 161 - fl-1)/2 and choose f l= 161 - v~+ 1. Then we have 
1 1 1 • 4 
-- ~.~-- -- ~ £' (--j~2)nr2n(X ). (2.15) 
X2"}- 62 161 x-il61 161(H+f l -1)  n:0 
Theorem 2.3. Let N be an even integer and let fl be defined in Lemma 2.2. Then we have 
f_ 
' TN(X) 1 { 17/2--1 (__fl2)n 
xx2+azdx=~ 2,8 ~ N~n~ 1 
oo (-/82)" + (_fl2)N/2tan-1 1 } 
2 f l~N+2n+l  ~ . (2.16) 
n=0 
From numerical experiments it is observed that the W-algorithm due to Sidi [24] (we set INCR = 1, 
i.e., Levin-transformation [19]) can make the alternating series, the second term of the right in (2.16) 
converge so quickly that at most 20 terms are sufficient o achieve the accuracy of the roundoff 
error in the double precision for any positive N and Jill < 1. 
3. Quadrature rules for the integrals I( f ;K  2) 
We now construct quadrature rules for the integral I ( f ;K i  2) ( i=  1,2). To this end we write 
N-1 ~k=0 'b(kOTk(x) in (1.6) in the following way: 
N-i N-2i i--I 
" (i) b~')Tk(x) = 2; K~(x) -~ ~ ' d~°Tk(x) + ~_, zi+,TN_~_,(x), 
k=0 k=0 k=0 
i=1 ,2  (3.1) 
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and it follows from (1.6) and (3.1) that 
N--2i i - I  
pu(x)= 4*K,(x) -2 ~ ' d~OTk(x) + ~'~{2iKi(x)- lg l i )+kTN- i_k(X)  + "c~i)TN_k(X)}. 
k=0 k=0 
(3.2) 
By using pN(X) above in I(pN;K 2) ( i=  1,2) (1.5) and noting (2.10) one can obtain the quadrature 
• K 2 rules QN( f ,  i ), 
/1 
N/2--i d{2k ) 21- 2 i z} i) TN-i(x)Ki(x) dx QN(f;K2)=22i+l ~' l -4k  2 -1 
k=O 
1 
+ z~i) /_ TN(x)Ki2(x)dx, i=1 ,2  
1 
(3.3) 
(note that f~  Tu_3(x)Kz(x) dx = f~-i TN- I (X )  K2(X)  dx  = 0 because the integrands are odd functions). 
It remains in (3.3) to evaluate the coefficients t'fd(i)tzkJ, and the integrals f_l I TN_i(x)Ki(x)dx, 
f l  1 TN(x)K~(x)dx ( i=  1,2). We begin with the evaluation of-fa(1)a- and -~a{2)~ (t*2k J I.~2k J .  
3.1. Computation of the coefficients A{I) and ,~(2) ~k t k 
It is easily seen from (2.1), (2.3) and (3.1) that the coefficients dk (1) and d2(~ satisfy recurrence 
relations imilar to (2.2) and (2.4), respectively. This means that one can stably compute the values 
dk O) and dz(~ ), respectively, by solving a linear system of equations. 
Let d = [do°), d(1), .- •, dO)N-2j]T, b(1) = I.'-'0[in(l)/'g/~, t"l h(1), . . . ,  UN--2Jln(l) 1T and let ~*N--2aO) denote the (N - 1) × (N - 
1)-tridiagonal matrix defined in Section 2.1. Then the coefficients d~ 1) in (3.2) are obtained from 
the solution of the linear equations "'u-2a(1) d = b o) without pivoting. The use of both d~u~_)2 obtained 
above and ~'N-1in°) in Section 2.1 gives the value of the coefficient z~ 1) = e'N-1in(1) __ d(l_)2. 
A(2) d = b ~2) to obtain the coef- Similarly, we can stably solve the linear system of equations "'N/2-2 
ficients (k=0,  1,...,N/2- 2), where we define b(Z)=[b~o2)/Z,b~2),..., 
b(2) 1Y and let A (2) denote the (N /2 -  1)× (N/2 - 1)-tridiagonal matrix defined in Section 2.2. N--4J "'N/2--2 
The use of both dN~2)4 obtained above and b~)_2 in Section 2.2 gives the value of the coefficient 
,.C~2) =/ . , (2)  _ ,4(2) 
'aN--2 ~N--4" 
3.2. Evaluatin9 the inteorals f~-i TN_i(x)Ki(x)dx 
Theorem 3.1. Let N be an even integer and let ~ be defined by (2.6). Further let ~(~,N) and 
~(~,N) be defined by (2.11) and (2.12), respectively. Then we have 
f_ !~b(e,N) ~ (3.4) 1 TN_I(X___..._~ ) dx = - 0~2-N~(~'N)  + 1 - N" 
1 X- -C  (X 
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Proof. From (2.5), (2.8) and (2.10) it follows that 
;2 1 x - c 1TInt(x)dx 
n~- -o0  
oo 
Z /l~--OO 
O~[2n-N+l] _ al2n-N+3[ 
2n+ 1 
°° (  a2n a2n ~ 
=a(1-a2)~-'~.=0 N+2n+l  +2nq-3- -N]"  
The relation (3.4) follows from (2.11), (2.12) and (3.5) above. [] 
The following theorem is easily established from (2.16). 
(3.5) 
Theorem 3.2. Let N be an even integer and let fl be defined in Lemma 2.2. Then we have 
ix  2+6 2 dx -T~ - .=o N-2n- I  + 283 N + 2n + 1 
n=O 
1 1} 4 
[32 (--flz)g/2 tan-l -~l - N -  I" (3.6) 
3.3. Evaluating the integrals f l  1 TN(X)Ki2(x)dx 
Theorem 3.3. Let N be an even integer and let a be defined by (2.6). Further let ¢(a,N) and 
¢t(a,N) be defined by (2.11) and (2.12), respectively. Then we have 
f l Tu(x) 2N al_ N 2 , (x-- ~-~2 dx-  --{¢(a,N)a_a_, + O(a,N)} ÷ cZ----- ~. (3.7) 
Proof. Since c=(a  + a-l)/2 and 
/_ l  38> 
1 (X='~ 2 dx =dcc , x---c \da]  ~ , x - c 
it follows from (2.13) that 
l__ TN(X) 2a d 
a (x Z c--) 2 dx -  - -a  - a -I da (¢(a,N) - a'-g~k(a,N)}. (3.9) 
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From (2.11) and (2.12) we have, respectively, 
dq~(~,N) -2  N 
do~ - 1 - ~ + -~b(~,N), 
d{~l-uf(~,N)} -2  N 
d~ - 1 - a 2 ~ N~b(~'N)" 
Using (3.10) and (3.11) in (3.9) we can easily verify (3.7). [] 
(3.10) 
(3.11) 
Theorem 3.4. Let N be an even inteoer and let 3 be defined in Lemma 2.2. Then we have 
f ~ Tu(x) 1 (X 2 ~- 62) 2 [1/_ { 1 1TN(X ) 1 N (-32)" dx=~ 1x2 + 62 dX + l + 6---------5 + ~ fl U ~ ~n -- 1 
O0 1 2N/2  l 1 ~1 (-32)" + ~(-fl ) tan- ~-~ 
+fl~-~ N +2n + 1 JJ n=0 
(3.12) 
Proof. Since 161 = (3 -  fl-l)/2 we have dl6l/dfl=(1 + 3-2)/2 and 
-1 d f' TN(x) 
15l(1 + f1-2) dfl J -1X2- [  - 62 dX" 
f~ Tu(x) -1 d f l  TN(x) dx -  
1 ( x2 -~ 62) 2 dx-  216-- ] dlOI 1 x 2 + 62 
It follows from (2.16) and (3.13) that 
S~ TN(x) 1117_1TN(X) (_fl2)Ni2 
1 (X 2 -~ 62) 2 dx --- ~ 1 X 2 ~- 62 dx + 2(1 + 62) 
1 { U~l (2n+l ) ( - f l2 )  n 
1 + f1-2 2 ~r---~n_-- ~ 
n=O 
_2~(2n+1)(-32)" + (_32)N/2tan_l 1 
.=0 N+2n+l  ]-~ " 
The verification of (3.12) consists of using in (3.14) 
(3.13) 
(3.14) 
N• __ N/2--1 1 (2n + 1)(-32) n (__f12)N/2 1 ( -32)  u ,=o N- -2n- - -1  -- 1 +f12 +N ~,=o N- - -~n~ 1' (3.15) 
~(2n+ 1)(-f12)" 1 ~ (_f12). 
,=o N+2n+ 1 - 1 +fl-------5 N ,=oN+2n+ 1 (3.16) 
andf l+f l - l=-2x / l+62 . [] 
Note that the first and fourth terms in the right of (3.12) are given by (2.16) and evaluated by 
using the W-algorithm due to Sidi, respectively, as is shown in Section 2.3. 
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4. Error estimates 
Here we describe rror estimates for the quadrature rules Qu(f;Ki 2) =I(pN;Ki 2) (i = 1,2) based 
on the polynomial pN(X) interpolating f(x) at cos(nj/N) (O<<,j<<,N), the zeros of a polynomial 
0)N+l(t ) defined by 
OJN+l ( t )  = TN+I(t) -- TN-I(t) = 2( t  2 - 1 )UN-I(t), (4.1) 
where Uk(t) is the Chebyshev polynomial of the second kind defined by Uk(t) = sin(k + 1)0/sin 0, 
t = cos 0. We shall use the notation that for N>>I, a(N)~b(N) means that l imu~ a(N)/b(N) = 1. 
Let ep denote the ellipse in the complex plane z=x+iy  with foci ( -1 ,0) ,  (1,0) and semimajor 
axis a = (p + p-1)/2 and semiminor axis b = (p - p-1)/2 for a constant p> 1. Assume that f(z) is 
single-valued and analytic inside and on ep. Then, the error of pN(X) can be expressed in terms of 
a contour integral [5, 10], which is also expanded in a Chebyshev series [14]: 
OO 
1 ~ CON+I(x)f(z) dz = (.DN+I(X) ~! vkN(f)Tk(x). 
f(x) - pN(X) = ~ (Z --X)(DN+I(Z ) k=0 (4.2) 
In (4.2) the coefficients VkN(f) are given by 
1 ~ ~Jk(z)f(z)dz k>~O. (4.3) 
vkU(f) = 7Z2- ~ (.0N+I (Z) ' 
The Chebyshev function of the second kind Lrk(z) is defined by 
1 Tk(t) d t 
°k(z)= f, (z 27 i-t2 
rt 2re 
- 1 w k - (w - w -1)w k' (4.4) 
where w=z + v /~ - 1 and Iw] > 1 for z £ [ -1 ,  1] (Gautschi and Varga [8] and Hasegawa et 
al. [14]). Using (4.2) in (1.1) and (1.5) yields the error for the approximate integral QN(f;K): 
I ( f  ; K) - Qu(f ; K) = I ( f  - PN; K) ~- ~ 'VkN(f)f2N(K), 
k=0 
(4.5) 
where 12N(K) is defined by 
1 
~~?ff (K) = f K(X)(DN+I(X)Tk(X ) dx. (4 .6 )  
1 
The estimation of the error in (4.5) requires a bound for f2ff(K) as well as one for Vk(f). 
Suppose that f(z) is a meromorphic function which has M simple poles at the points z,, (m = 
1,2, . . . ,M) outsides ep with residues Resf(zm). Then, performing the contour integral of (4.3) 
yields 
M 
2 ~-~Resf(zm)~Jk(Zm)/OoN+a(Z,,), k>~O. (4.7) v~N ( f ) = - -~ 
m=l 
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Now, noting that Tk(z ) = (w k + w-k)~2 for complex z = (w ÷ w-l)~2 q~ [--1, 1] where Iwl > 1, we 
have from (4.1) OgN+I(Z)= V /~-  I(W N --w--N), which is combined with (4.4) to yield 
0k(z) re 1 
(DN+I (Z)  Z 2 - -  1 W k (W u -- w- -N)"  
The most dominant erm in the right of (4.7) is obtained for the poles zj for which 
Izj + X//~j 2 - 11 = min  IZm + v/Z2m -- 11 --  r > 1. (4 .8 )  
l <<.m~M 
If we assume that there is only one such zj, we have VkN( f )  ~ VoN(f)wf k for sufficiently large N, 
where wy =z j  + qz  2 - 1. 
N o f  pN(X) .  Elliott [5] Next, we wish to estimate I VoN(f)[ in terms of the available coefficients ak
gives 
u= 2 ~ TN_k(z)f(z) dz, O<.k<.N. 
ak ~ Jep (DN+ 1(Z) 
Performing the contour integral and comparing the result with (4.7) gives the relations [VoN[ ~ lag[ 
r/(r 2 - 1) and laff[ ~rlak~+l[ for sufficiently large N. This fact and (4.5) yield a bound for the 
approximate integral QN( f ; K ), 
O<3 
IS(f ;K) - QN(f ;K)I <~ ~-~' I-O~V(K)l I vkN(f)l 
k=O 
laN 1 iVoN(/)l~,r-klf2~V(g)l ~ N r r [O k (K)I. 
k=0 = 
(4.9) 
Now, we proceed to get bounds for f2~V(K 2) (i = 1,2). 
Lemma 4.1. Let K~(x) be defined by (1.3) and further let f2ff(K) be defined by (4.6). Then we 
have N 2 O k (K 1 ) bounded by 
ION(K?)I<~4N{ ~ln(c+kc- 1"~1) -2}. 
Proof. From (1.3), (4.1) and (4.6) we have 
iQ2'(/#)l = S'_ 2(x - dx S'- 1 (x---c-~ ~<2N , (x ~2 dx. 
(4.10) 
In the inequality above we have used the relations iUN-I(X)i <~N and iTN(X)i ~<1. Lemma 4.1 is 
easily verified by evaluating the integral above with [cl > 1. [] 
For KZ(x) = l / (x  2 ÷ 62) 2 we have the following lemma. 
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Lemma 4.2. Let Kz2(X) be defined by (1.3) and further let Off(K) be defined by (4.6). Assume N 
is a positive even integer, then O~(K~) is bounded by 
1 3}, (4.11) ]fa~V(K~)' ~< 2N'k { ( ]~--~ + 313]) tan-1 ]6] 
if k is odd and vanishes otherwise. 
Proof. It follows from (1.3), (4.1) and (4.6) that 
u 2 [ '  2(x z - I)UN-I(X)Tk(x) 
Qk (K~) = J-1 -(~- ~ ~ dx. (4.12) 
It is sufficient to consider the case where k is odd, because ~(K~)  vanishes if k is even since then 
the integrand is an odd function. Since ]UN-I(X)/X] = ]sinNO/(cosOsinO)] = 2]sinNO/sin20]<~N, 
and [T~(x)/x] = ]cos kO/cos O] <<.k for odd k, where 0 = cos-ix, we have from (4.12) 
=-fl 1 x2(1 - x 2) lalV(K )l <~ 2Nk ~-~-~_ ;5~ dx" 
The verification of (4.1 I) consists of evaluating the integral above. [] 
Using the relations (4.10) and (4.11 ) in (4.9) we have the error estimates EN(f; K~) for QN(f; K~) 
(i = 1,2). 
Theorem 4.3. Let EN(f ;K 2) be error estimates for the approximations QN(f ;K 2) to the integrals 
I ( f ;K~) (i = 1,2), i.e., the riohtmost hand of (4.9) is bounded by 
(lagl/2)4rN [c ln(C + 1~ _ 2} 
Eu( f ;X2) -  - -~---~ [ \ c -  1/ ' (4.13) 
if K=K~, and 
(]aN,/2)2r2N{(1 ) 1 } 
Eu(f ;K~)= (--~ ip /-~ + 316[ tan -1 la ~ -- 3 , (4.14) 
if K = K~, respectively. 
Proof. We can easily verify that the right-hand side of (4.9) for K =K12 is bounded by Eu(f;K~) 
given by (4.13) if we use (4.10) and the relations x-"°¢ ,,,-k = (r + 1)/{2(r - 1)}. Similarly the Z-ak=0"  
right-hand side of (4.9) for K=K~ is seen to be bounded by EN(f;K~) given by (4.14) if we use 
(4.11 ) and the relations 
oo 
X-" kr-k _ r( r2 + 1) 
k=lZ-~ (r 2 -- 1 )2' 
(/,=odd) 
(r2+ 1)/(r+ 1)2<1 and 1/(r+ 1)<0.5. [] 
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Remark. The constant r may be estimated from the asymptotic behavior of {a~} [14]. 
Incidentally, an automatic quadrature of nonadaptive type is generally constructed from the se- 
quence of the approximations {QN} converging to the integral I ( f ;K) ,  until a stopping criterion is 
satisfied. It is an usual and simple way to double the degree N of pu(x) (1.4) for generating the 
sequence {QN(f;K)} (1.5), see [2, 9]. In order to make an automatic quadrature fficient, how- 
ever, it is advantageous to have more chances of checking the stopping criterion than doubling N. 
To this end, as is shown in [15] we may generate the sequence of {PN}, increasing the degree N 
more slowly as follows: 
N=6,8 ,10 , . . . ,3x2n ,4×2" ,5×2" , . . . ,  (n=1,2 ,3  .... ) 
and by using the FFT; see also [11] for the application of the FFT to the problem of product-type 
integration. 
5. Numerical examples 
Examples in this section were computed on the SONY NEWS 5000 in double precision; the 
machine precision is 2.22... x 10 -16. 
With the required relative accuracies er = 10 -6  and 10 -1°, we compute the following integrals 
having a parameter a: 
/~ (a 2 - x2)-l/2 
(m) I1((/ 'c)= 1 [x-~- ~ dx, a= 1.1, 1.05, 1.025, 
f /  exp{-a(1 +x)}  
(B)  Iz(a,c) = 1 ( -~c~ dx, a = 4, 8, 16, 
' (X + a2) -1 
(C) I3(a,c)= 1, 1 1 1 (x -c )  2 dx, a= 4, 16, 
f f  cos(2rtax) 
(D) I4(a,c)= 1 ~-~_--~-~ dx, a=4.5 ,  8.5, 16.5, 
f 
x 1 - -  a 2 1 
(E) Is(a,c) . . . .  -1 1 -2ax+aZ(x - -c )  2dx' (a+a-1)/2 1 5 -1 , 5 -2 , 5 -3 , 
where -c -  1 ---- 10 -1, 10 -5 and 10 -9 ,  and 
_1 (a 2 _ X2)-1/2 
(F) I6(a'c)~- 1 -'~2 ~- -~ dx, a: -1 .1,  1.05, 1.025, 
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Table 1 
Performance o f  the present method for the integrals fx 1 f ( t ) / ( t -  c) 2 dt, c = -1  -6 ,  where (A)  f ( t )=  (a 2 - t2 )  -1/2, (B) 
f ( t )  = e -~(l+t), (C) f ( t )  -- (a 2 + t2) -1. The numbers  N o f  function evaluations required to satisfy the requested relative 
tolerance 8r = 10 -6 are listed in the fifth co lumn with the actual relative error achieved in the sixth colunm, while N 
and the error for the tolerance er = 10 -1° are given in the seventh and eighth columns, respectively. Exact values o f  the 
integrals are listed in the fourth co lumn 
8r = 10 -6  er = 10 -1° 
f ( t )  a 5 Integral N Error N Error 
10 -1 1.505740656751043 X 10 41 4 X 10 -11 65 7 
1.1 10 -5 2.181289283180484 X 105 33 1X 10 -9 49 3 
10 -9 2.182178717704514 X 109 9 1X 10 -8 33 4 
10 - I  1.842978821234325 X 10 65 3 X 10 -13 81 1 
A 1.05 10 -5 3.121072647527385 x 105 41 1 x 10 -8 65 5 
10 -9 3.123474716923005 X 109 11 3 X 10 -8 41 4 
10 -1 2.167931747169278 X 10 81 1X 10 -11 129 8 
1.025 10 -5 4.438120614539560 X 105 65 3 X 10 -9 97 7 
10 -9 4.444443003871053 X 105 17 4 X 10 -8 65 1 
10 -1 5.808672355134583 17 5 X 10 -13  21 6 
4 10 -5 9.996180063323365 x 104 13 6 x 10 -1° 17 6 
10 -9 9.999999249609586 x 108 9 6 x 10 -11 13 1 
10 -1 4.470036814712063 21 8 x 10 -12 25 7 
B 8 10 -5 9.992914354565287 x 104 17 4 x 10 -1° 21 7 
10 -9 9.999998554671290 x 108 9 3 x 10 -9 17 9 
10 -1 3.160192395209152 33 1 × 10 -15 33 1 
16 10 -5 9.986936660318560 x 104 21 6 x 10 -9 33 6 
10 -9 9.999997220246112 × 108 9 4 x 10 -8 21 2 
10 - I  5.748333498339000 21 3 x 10 -1° 33 2 
1 10 -5 5.000535299189617 X 104 17 2 X 10 -9 33 6 
10 -9 5.000000099582060 × 108 9 3 × 10 -1° 17 5 
10 -1 1.913718297181912 × 10 81 2 x 10 -12 129 7 
1 C ~ 10 -5 9.414583694699466 × 104 65 3 × 10 -9 97 4 
10 -9 9.411765150961007 × 108 25 3 × 10 -8 65 2 
10 -1 5.189768752500300 × 10 321 5 × 10 -14  513 7 
± 10 -5 9.968033944580072 X 10 4 257 9 X 10 -9  513 6 16 
10 -9 9.961090371400672 × 108 129 3 × 10 -8 257 2 
X 10 -16 
X 10 -12 
× 10 -13 
× 10 -14 
X 10 -12 
X 10 -12 
× 10 -16 
× 10 -12 
X 10 -12 
X 10 -16 
X 10 -14 
X 10 -13 
x 10 -15 
X 10 -13 
X 10 -14 
x 10 -15 
X 10 -14 
X 10 -12 
X 10 -16 
X 10 - /4 
X 10 -13 
X 10 -16 
X 10 -12 
X 10 -12 
X 10 -16 
X 10 -12 
X 10 -11 
f l  exp{-a(1 +x)} (G) I 7 (a ,c )= 1 (X  2 -~- 62)2  dx, a = 4, 8, 16, 
l (x2 + a2) -1 
(H) I8(a,c)  = 52)2 dx, a = l, 1 1 4 ~ 16 ~ 1 (X2  "] -
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Table 2 
Performance of  the present method for the integrals fl_l f ( t ) / ( t -  c)2dt,  c = -1  -6 ,  where (D) f ( t )=  cos(2nat) and 
(E) f(t)  = (1 - a2)/(1 - 2at + a z) = 0.5(a -1 - a)/{(a + a -1 )/2 - x} 
~r = 10 -6 8r = 10 -1° 









10 -1 -1.340055961397798 65 6 × 10 -15 65 6 x 10 -15 
10 -5 -9.995565517215904 × 104 49 1 x 10 -1° 65 3 × 10 -13 
10 -9 --9.999999555864820 X 108 9 5 × 10 -7 49 2 X 10 -13 
10 -1 --5.338275966995347 X 10 -1 81 4 × 10 -12 97 3 × 10 -14 
10 -5 --9.991633526761123 X 104 81 5 × 10 -12 97 6 × 10 -13 
10 -9 --9.999999161083232 × 108 21 7 × 10 -7 81 5 × 10 -13 
10 -1 -1.693099155556084 x 10 -1 161 4 × 10 -14 161 4 × 10 -14 
10 -5 -9.983793560131652 × 104 129 3 × 10 -9 161 2 × 10 -12 
10 -9 --9.999998371516807 × 108 9 3 X 10 -7 129 1 × 10 -12 
10 -1 3.429124153434850 33 4 × 10 -11 49 7 × 10 -16 
10 -5 3.015284811877368 × 10 4 21 3 × 10 -8 41 2 X 10 -13 
10 -9 3.015113475537226 × 108 9 5 × 10 -9 25 2 × 10 -12 
10 -1 1.706439018008710 65 6 × 10 -12 129 3 × 10 -16 
10 -5 1.400376989999835 X 104 49 7 X 10 -8 8l 5 X 10 -12 
10 -9 1.400280100040788 × 108 17 4 X 10 -8 49 3 × 10 -11 
10 -1 8.170565891066697 x 10 -1 161 2 × 10 -13 257 2 × 10 -15 
10 -5 6.312438404846261 × 103 129 5 × 10 -9 193 7 × 10 -12 
10 -9 6.311944109367690 × 107 33 2 × 10 -7 129 5 × 10 -12 
f l  cos(2nax) 
(I) I9(a,c) = 1 ( x2  -'[- 62)2  dx, a = 4.5, 8.5, 16.5, 
~ 1 - a 2 1 
(J) Ilo(a, c) = 1 1 - -2axe-  a 2 (x 2 + 62) 2 dx, (a + a-~)/2 - 1 = 5 -~, 5 -2, 5 -3, 
where 6 = 10 -1, 10 -3 and 10 -5. The computed results for the problems (A) - (C)  are listed in 
Table 1, while in Table 2 the results for (D) and (E) are listed. Table 3 and Table 4 list the results 
for (F) - (H) ,  and the ones for (I) and (J), respectively. 
Let fl = x /~ - 1 and ~ = a 2 --  C 2. Then the exact values of  the integrals (A ) - (E )  are as follows: { a -c if >0 2fl ~(  \c+l J  +lnaz+c+x/~fl J 
I i (a ,c ) -  ~(c2 1) + ( 
- -  c - -  a 2 c + a 2 ] 
~/-£~ ~sin_ 1 c lal(c- 1) + s in -1  [a / (c~- l ) J  5 if ~<0,  
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Table 3 
Performance o f  the present method for the integrals f l l f ( t ) / ( t2+ ~2)2dt ,  where (F) f ( t )=(a  2 -  t2)  -1/2, (G)  
f ( t )=e  -a(l+O, (H) f ( t )=  (a2+ t2) - l .  The numbers  N o f  function evaluations required to satisfy the requested rel- 
ative tolerance er = 10 -6 are listed in the fifth co lumn with the actual relative error achieved in the sixth column, while 
the N and the error for the tolerance e, = 10 -1° are given in the seventh and eighth columns,  respectively 
e,- = 10 -6 e,. = 10 -1° 
f ( t )  a 6 Integral N Error N Error 
10 -1 1.433130912658375 × 103 41 1 × 10 -1° 65 2 × 10 -15 
1.1 10 -3 1.427997250132989 × 109 25 5 × 10 - l °  49 4 × 10 -14 
10 -5 1.427996660781638 × 1015 9 2 × 10 -11 33 4 x 10 -15 
10 -1 1.502109632689201 × 103 65 6 X 10 -13 81 1 X 10 -14 
F 1.05 10 -3 1.495997179619719 × 109 33 6 × 10 - i °  65 8 × 10 -14 
10 -5 1.495996501777268 × 1015 9 6 × 10 -11 41 1 × 10 -14 
10 -1 1.539216629124491 x 103 81 2 × 10 - l l  129 2 x I0 - i s  
1.025 10 -3 1.532484950167466 x 109 49 1 × 10 -9 97 2 x 10 -13 
10 - s  1.532484221336243 x 1015 13 1 x 10 -1° 65 3 × 10 -14 
10 -1 3.11542134123934 × 101 13 5 × 10 -11 21 4 × 10 -15 
4 10 -3 2.87703686180220 × 107 13 5 × 10 -11 21 3 × 10 -15 
10 -5 2.87701383123416 × 1013 9 2 x 10 -12 17 7 x 10 -16 
10 -1 9.37125940795070 x 10 -1 25 9 × 10 -12 33 3 × 10 -14 
G 8 10 -3 5.26960598651910 × l0 s 21 5 × 10 -12 25 7 × 10 - I s  
10 -5 5.26943465372720 × 1011 17 2 × 10 -13 21 5 × 10 -14 
10 -1 8.48397517893481 × 10 -2 33 2 × 10 -11 41 4 × 10 -13 
16 10 -3 1.76879182959815 × 102 33 1 × 10 -1° 41 1 × 10 - l °  
10 -5 1.76769841433607 × 10 a 33 6 x 10 -11 33 6 x 10 -11 
10 -1 1.557580290155714 × 103 21 1 × 10 -9 33 9 × 10 -15 
1 10 -3 1.570794758897993 × 109 13 9 × 10 -1° 25 5 × 10 -14 
10 -5 1.570796326637817 × 1015 9 1 × 10 -12 17 2 × 10 -15 
10 -1 2.308071130202115 × 104 81 8 × 10 -11 129 1 × 10 -15 
1 41 2 x 10 -8 81 1 × 10 -12 H ~ 10 -3 2.513234230226706 × 101° 
10 -5 2.513274118850913 × 1016 9 9 × 10 -1° 49 6 × 10 -13 
10 -1 2.498398745797143 x 105 257 1 × 10 -13 513 3 × 10 -15 
± 10 -3 4.020241327424449 × 1011 129 1 × 10 -6 321 2 × 10 -11 16 
10 -5 4.021238493684154 x 1017 11 2 x 10 -8 161 3 x l0 -11 
e -2a  1 
12(a,c) -- - -  
c -1  c+l  
I1 I 3 (a ,c )  - -  c2 + a------~ 2 c 2 - 1 la[ 
a e -a(l+c) [E l ( -a  - ac )  - E l (a  -- ac)] ,  
c {,n(c 1)2c c - tan-1 , 
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Table 4 
Performance o f  the present method for the integrals f l  I f ( t ) / ( t  2 + •2)2 dt, where (I) f ( t )  = cos(2r~at) and (J) f ( t )  = 
(1 -- a2)/(1 -- 2at + a 2) = 0.5(a -1 -- a)/{(a + a -1 )/2 -- x]. 
•r = 10 -6 gr = 10 -1°  



























3.55713420849426 × 102 65 3 × 10 -15 65 3 × 10 -15 
1.5701801603597 × 109 49 2 x 10 -12 65 4 × 10 -14 
1.57079626401902 x 1015 9 4 x 10 -8 49 7 × 10 -15 
4.77355921263655 × 101 81 3 x 10 -1° 97 2 × 10 -14  
1.56863431017620 × 109 81 1 x 10 -13 81 1 × 10 -13 
1.57079610285429 × 1015 21 1 × 10 -7 81 3 × 10 -14 
5.62199508883509 × 10 -1 161 1 × 10 -12 161 1 × 10 -12 
1.562916231288 × 109 129 3 × 10 -1° 161 2 × 10 -13 
1.57079548323222 × 1015 9 5 × 10 -7 129 6 × 10 -15 
8.738361705151589 × 102 33 7 × 10 -11 49 2 x 10 -14 
8.682909422834857 × 108 21 2 × 101° 41 2 × 10 -14 
8.682903397348221 x 10 TM 9 1 × 10 -n  25 6 × 10 -15 
4.355974897952976 × 102 81 4 × 10 -12 129 3 × 10 -14 
4.314515354620106 × 108 49 9 × 10 -1 81 2 × 10 -13 
4.314511363331114 x 1014 21 6 × 10 -11 65 3 × 10 -14 
1.997373505269332 x 102 161 2 × 10 -12 257 1 × 10 -14 
1.975088775259749 × 108 129 2 × 10 -1° 193 7 × 10 -13 
1.975086828129003 × 10 TM 49 3 × 10 -1° 129 1 x 10 -13 
I4(a,c)  -- 
2 cos(2rca) 
2rm [cos(2r~ac){si(2xa(1 - c))  + si(2xa(1 + c))} 
C 2 -  1 
+ sin(27tac){ci(2rca(1 - c) )  - ci(2na(1 + c))}], 
2(1-a2) I 1 a / ln (C - l~  (~+aa))] 
I s (a ,c ) -  1 -2ac+a 2 c--Ufl-1 + 1 -2ac+a 2 [ \c~---1,1 -21n 
where El(Z)= f~t- le - tdt  is the exponential integral and s i (x)=- f~s intdt / t  and c i (x)= 
- f~  cos tdt/t are sine and cosine integrals, respectively. On the other hand, the exact values of the 
integrals (F), (H), and (J) are as follows: 
1 ~ fl a z + 26 z 
I6(a,c) - ~2(a 2 + ~2) ~ 1 + ~ + I,~]v~ + ~2 __ tan-~\  161fl ,] ' 
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, [1  1{a2_3 2 12 l}] I8(a'C)--a2- 82 82(1 +62)  + a2 - 8 ~ 83 tan- l~  +- tan- l -a   for 1a1¢181, 
ilo(a,c) 1--a~ I l+a  2 (l+a2)(7+8a262) 1 16a 3 1 
Y 32( 1 + 62) ~- Y 63 tan-1 ~ + - -7  ln(1 - a 2) , 
where we set 7 = 1 + 2a 2 + a 4 + 4a262. 
It appears that there is no other automatic quadrature scheme to compare with the present method. 
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