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coeﬃcients, which found successful applications for work with
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two identities were proved. One of the identities was proved in
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domains of special form. Theorem 2 was proved with application
of the coeﬃcients method, it is a generalization of the results of
Shelkovick and Zeilberger in the case of z1 + · · · + zn = 1.
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1. Introduction
At the end of the 1970’s, G.P. Egorychev developed a method of coeﬃcients, which found successful
applications for work with combinatorial sums [2–5].
In [6] the authors proved an integral representation for holomorphic functions for bounded linearly
convex domains D ⊂ Cn with piecewise regular boundary. The boundary of this domain is a union of
faces of different dimensions, and a holomorphic function is represented by the sum of the integrals
over these faces.
Searching for approaches to generalization of the results of [6], we reviewed several examples [7,8],
the domains in C2 and C3 and thus obtained different identities.
This article shows the way the method of coeﬃcients proves one of the identities (Theorem 1, [8]).
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results [9,10] in the case of z1 + · · · + zn = 1.
Theorem 1. For α j ∈ C; s j ∈ Z+ , j = 1,2,3, the following identity is valid
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If α1 + α2 + α3 = 1, then (1) is equivalent to the identity
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Theorem 2. If the complex parameters z1, . . . , zn satisfy the relation
z1 + · · · + zn = 1, (2)
then for any values s1, . . . , sn = 0,1,2, . . . the following identity is valid
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s2∑
j2=0
· · ·
sn∑
jn=0
(
s1 +∑i =1 ji
s1, j2, . . . , jn
)
z j22 · · · z jnn + · · ·
+ zsn+1n
s1∑
j1=0
· · ·
sn−1∑
jn−1=0
(
sn +∑i =n ji
sn, j1, . . . , jn−1
)
z j11 · · · z jn−1n−1 = 1. (3)
2. Proof of the auxiliary lemmas
Lemma 1. The following integral representation is valid
s3∑
k=0
(
s1 + s2 + k + 1
k
)
αk = resz (1− z
−s3−1)(1− αz)−s1−s2−2
(z − 1)
= resz −z
−s3−1(1− αz)−s1−s2−2
(z − 1) . (4)
Proof. We have directly
resz
z−s3−1(1− αz)−s1−s2−2
1− z
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(( ∞∑
k=0
αk
(
s1 + s2 + k + 1
k
)
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)( ∞∑
k=0
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)
z−s3−1
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= resz
( ∞∑
n=0
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(
n∑
k=0
αk
(
s1 + s2 + k + 1
k
))
z−s3−1
)
=
s3∑
k=0
(
s1 + s2 + k + 1
k
)
αk.
On the other side
s3∑
k=0
(
s1 + s2 + k + 1
k
)
αk =
s3∑
k=0
resz
{
(1− αz)−s1−s2−2z−k−1}
= resz(1− αz)−s1−s2−2 (1− z
−s3−1)
z − 1 . 
We consider (1). It is easy to see that due to the symmetry of similar terms in the sum this
identity can be represented in the form:
(
S(s1, s2, s3;α1,α2,α3) + S(s2, s1, s3;α2,α1,α3) + S(s3, s1, s2;α3,α1,α2)
)
− (T (s2, s3, s1;α2,α3,α1) + T (s1, s3, s2;α1,α3,α2) + T (s1, s2, s3;α1,α2,α3))
+ R(s1, s2, s3;α1,α2,α3) = 1, (5)
where
S(s1, s2, s3;α1,α2,α3) = (1− α2 − α3)s1+1
s2∑ s3∑ (s1 + k + l)!
s1!k!l! α
k
2α
l
3, (6)k=0 l=0
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s1!s2! (1− α3)
s1+s2+2
s3∑
k=0
(
s1 + s2 + k + 1
k
)
αk3
×
s2∑
m=0
(−1)m
s1 +m + 1
(
s2
m
)((
1− α2
1− α3
)s1+m+1
−
(
α1
1− α3
)s1+m+1)
,
(7)
R(s1, s2, s3;α1,α2,α3) = (s1 + s2 + s3 + 2)!
s1!s2!s3!
1−α2−α3∫
α1
1−α3−x∫
α2
xs1 ys2(1− x− y)s3 dx∧ dy. (8)
Let us designate:
S1 = S1(s,α) = S(s1, s2, s3;α1,α2,α3),
S2 = S2(s,α) = S(s2, s1, s3;α2,α1,α3),
S3 = S3(s,α) = S(s3, s1, s2;α32,α1,α2).
By a direct veriﬁcation it is easy to verify the validity of the following formulas.
Lemma 2. The following identities are valid
S1 = (1− α2 − α3)resz1,z2,z3
(1− (1− α2 − α3)z1 − α2z2 − α3z3)−1
zs1+11 z
s2+1
2 z
s3+1
3 (1− z2)(1− z3)
, (9)
S2 = (1− α1 − α3)resz1,z2,z3
(1− α1z1 − (1− α1 − α3)z2 − α3z3)−1
zs1+11 z
s2+1
2 z
s3+1
3 (1− z1)(1− z3)
, (10)
S3 = (1− α1 − α2)resz1,z2,z3
(1− α1z1 − α2z2 − (1− α1 − α2)z3)−1
zs1+11 z
s2+1
2 z
s3+1
3 (1− z1)(1− z2)
. (11)
Proof. The integral representation for S1 is
S1 = (1− α2 − α3)s1+1
s2∑
j2=0
s3∑
j3=0
(s1 + (s2 − j2) + (s3 − j3))!
s1!(s2 − j2)!(s3 − j3)! α
(s2− j2)
2 α
(s3− j3)
3
= (1− α2 − α3)resz1,z2,z3
s2∑
j2=0
s3∑
j3=0
(1− (1− α2 − α3)z1 − α2z2 − α3z3)−1
zs1+11 z
s2− j2+1
2 z
s3− j3+1
3
= (1− α2 − α3)resz1,z2,z3
[
(1− (1− α2 − α3)z1 − α2z2 − α3z3)−1
zs1+11 z
s2+1
2 z
s3+1
3
∞∑
j2=0
z j22
∞∑
j3=0
z j33
]
= (1− α2 − α3)resz1,z2,z3
(1− (1− α2 − α3)z1 − α2z2 − α3z3)−1
zs1+11 z
s2+1
2 z
s3+1
3 (1− z2)(1− z3)
. (12)
The integral representation for S2, S3 we ﬁnd analogously. 
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Si = Si(u,α) = Si(u1,u2,u3;α1,α2,α3) :=
∞∑
s1,s2,s3=0
Si(s,α)u
s1
1 u
s2
2 u
s3
3 , i = 1,2,3.
Lemma 3. 3 The following relations are valid
S1 = (1− α2 − α3)
(1− u2) · (1− u3) · (1− (1− α2 − α3)u1 − α2u2 − α3u3) , (13)
S2 = (1− α1 − α3)
(1− u1) · (1− u3) · (1− α1u1 − (1− α1 − α3)u2 − α3u3) , (14)
S3 = (1− α1 − α2)
(1− u1) · (1− u2) · (1− α1u1 − α2u2 − (1− α1 − α2)u3) . (15)
Proof. We ﬁnd the generating function for S1 using the formula (12)
S1 = S1(u,α) :=
∞∑
s1,s2,s3=0
S1(s,α)u
s1
1 u
s2
2 u
s3
3
=
∞∑
s1,s2,s3=0
(1− α2 − α3)resz1,z2,z3
(1− (1− α2 − α3)z1 − α2z2 − α3z3)−1
zs1+11 z
s2+1
2 z
s3+1
3 (1− z2)(1− z3)
us11 u
s2
2 u
s3
3
(the rule of substitution zi = ui)
= (1− α2 − α3)
(1− u2) · (1− u3) · (1− (1− α2 − α3)u1 − α2u2 − α3u3) .
Similarly we ﬁnd S2,S3. 
Let us designate:
T1 = T1(s,α) = T (s2, s3, s1;α2,α3,α1),
T2 = T2(s,α) = T (s1, s3, s2;α1,α3,α2),
T3 = T3(s,α) = T (s1, s2, s3;α1,α2,α3).
In the article [1] it was proved, that
T (s1, s2, s3;α1,α2,α3) = T (s2, s1, s3;α2,α1,α3).
By a direct veriﬁcation it is easy to verify the validity of the following formulas.
Lemma 4. Integral representations for Ti , i = 1,2,3, are as follows
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s2!s3! ·
{
(1− α1 − α3)s2+1
1∫
0
ts2
(
1− α1 − t(1− α1 − α3)
)s3 dt
− αs2+12
1∫
0
ts2(1− α1 − α2t)s3 dt
}
· (1− α1) · resz1(1− α1z1)−s2−s3−2
z−s1−11
1− z1 ,
T2 = (s1 + s3 + 1)!
s1!s3! ·
{
(1− α2 − α3)s1+1
1∫
0
ts1
(
1− α2 − t(1− α2 − α3)
)s3 dt
− αs1+11
1∫
0
ts1(1− α2 − α1t)s3 dt
}
· (1− α2) · resz2(1− α2z2)−s1−s3−2
z−s2−12
1− z2 ,
T3 = (s1 + s2 + 1)!
s1!s2! ·
{
(1− α2 − α3)s1+1
1∫
0
ts1
(
1− α3 − t(1− α2 − α3)
)s2 dt
− αs1+11
1∫
0
ts1(1− α3 − α1t)s2 dt
}
· (1− α3) · resz3(1− α3z3)−s1−s2−2
z−s3−13
1− z3 .
Proof.
T1 = (s2 + s3 + 1)!
s2!s3!
s3∑
m=0
(−1)m(s3m)
s2 +m + 1
(
(1− α1 − α3)s2+m+1(1− α1)s3−m
− αs2+m+12 (1− α1)s3−m
)
(1− α1)
s1∑
k=0
(
s2 + s3 + k + 1
k
)
αk1
= (s2 + s3 + 1)!
s2!s3!
{ 1∫
0
s3∑
m=0
(
s3
m
)
(−1)mts2+m(1− α1 − α3)s2+1+m(1− α1)s3−m dt
−
1∫
0
s3∑
m=0
(
s3
m
)
(−1)mαs2+1+m2 ts2+m(1− α1)s3−m dt
}
× (1− α1) · resz1(1− α1z1)−s2−s3−2
z−s1−11
1− z1
= (s2 + s3 + 1)!
s2!s3! ·
{
(1− α1 − α3)s2+1
1∫
0
ts2
(
1− α1 − t(1− α1 − α3)
)s3 dt
− αs2+12
1∫
0
ts2(1− α1 − α2t)s3 dt
}
· (1− α1) · resz1(1− α1z1)−s2−s3−2
z−s1−11
1− z1 .
Analogously we ﬁnd T2, T3. 
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Ti = Ti(u,α) :=
∞∑
s1,s2,s3=0
Ti(s,α)u
s1
1 u
s2
2 u
s3
3 , i = 1,2,3.
Lemma 5. The following identities are valid
T1 = (1− α1) · (1− α1 − α2 − α3)
(1− u1) · (1− α1u1 − (1− α1 − α3)u2 − α3u3) · (1− α1u1 − α2u2 − u3(1− α1 − α2)) ,
T2 = (1− α2) · (1− α1 − α2 − α3)
(1− u2) · (1− (1− α2 − α3)u1 − α2u2 − α3u3) · (1− α1u1 − α2u2 − (1− α1 − α2)u3) ,
T3 = (1− α3) · (1− α1 − α2 − α3)
(1− u3) · (1− (1− α1 − α2)u1 − α2u2 − α3u3) · (1− α1u1 − (1− α1 − α3)u2 − α3u3) .
Proof. The generating function for T1 is
T1 =
∞∑
s1,s2,s3=0
T1(s,α)u
s1
1 u
s2
2 u
s3
3
= (1− α1)
∞∑
s1,s2,s3=0
(s2 + s3 + 1)!
s2!s3! resz1
[
(1− α1z1)−s2−s3−2 z
−s1−1
1
1− z1
]
×
1∫
0
{
(1− α1 − α3)s2+1ts2
(
1− α1 − t(1− α1 − α3)
)s3
− αs2+12 ts2(1− α1 − α2t)s3
}
dt · us11 us22 us33
by the rule of substitution
= (1− α1)
∞∑
s2,s3=0
(s2 + s3 + 1)!
s2!s3! ·
(1− α1u1)−s2−s3−2
1− u1
×
1∫
0
{
(1− α1 − α3)s2+1ts2
(
1− α1 − t(1− α1 − α3)
)s3 − αs2+12 ts2(1− α1 − α2t)s3}dt · us22 us33
= (1− α1)
(1− u1)(1− α1u1)2
∞∑
s2,s3=0
resz2,z3
(1− z2 − z3)−2
zs2+12 z
s3+1
3
· u
s2
2 u
s3
3
(1− α1u1)s2(1− α1u1)s3
×
1∫
0
{
(1− α1 − α3)s2+1ts2
(
1− α1 − t(1− α1 − α3)
)s3 − αs2+12 ts2(1− α1 − α2t)s3}dt
= (1− α1)(1− α1 − α3)
(1− u1)(1− α1u1)2
1∫ (
1− u2t(1− α1 − α3)
(1− α1u1) −
u3(1− α1 − t(1− α1 − α3))
(1− α1u1)
)−2
dt0
M.N. Davletshin et al. / Advances in Applied Mathematics 48 (2012) 446–456 453− (1− α1)α2
(1− u1)(1− α1u1)2
1∫
0
(
1− u2α2t
(1− α1u1) −
u3(1− α1 − α2t)
(1− α1u1)
)−2
dt
= (1− α1)
(1− u1)
(1− α1 − α2 − α3)
(1− α1u1 − α2u2 − u3(1− α1 − α2))(1− α1u1 − (1− α1 − α3)u2 − α3u3) . (16)
Similarly we ﬁnd T2,T3. 
Let us designate:
R = R(s,α) = R(s1, s2, s3;α1,α2,α3).
Let us designate the generating function
R = R(u,α) = R(u1,u2,u3;α1,α2,α3) :=
∞∑
s1,s2,s3=0
R(s,α)us11 u
s2
2 u
s3
3 .
Lemma 6. The following identities are valid
R = 2 ·
1−α2−α3∫
α1
1−α3−x∫
α2
rest1,t2,t3
(1− t1 − t2 − t3)−3
ts1+11 t
s2+1
2 t
s3+1
3
xs1 ys2(1− x− y)s3 dxdy,
R = 1
(1− u1(1− α2 − α3) − α2u2 − α3u3)
× (α1 + α2 + α3 − 1)
2
(1− α1u1 − u2(1− α1 − α3) − α3u3)(1− α1u1 − α2u2 − u3(1− α1 − α2)) .
Proof. We ﬁnd an integral representation for R
R = R(s1,α) := (s1 + s2 + s3 + 2)!
s1!s2!s3!
1−α2−α3∫
α1
1−α3−x∫
α2
xs1 ys2(1− x− y)s3 dxdy
= 2
1−α2−α3∫
α1
1−α3−x∫
α2
rest1,t2,t3
(1− t1 − t2 − t3)−3
ts1+11 t
s2+1
2 t
s3+1
3
xs1 ys2(1− x− y)s3 dxdy.
Generating function for R is
R = R(u1,α) :=
∞∑
s1,s2,s3=0
R(s,α)us11 u
s2
2 u
s3
3
= 2 ·
1−α2−α3∫
α
1−α3−x∫
α
rest1,t2,t3
∞∑
s1,s2,s3=0
xs1 ys2(1− x− y)s3us11 us22 us33
(1− t1 − t2 − t3)3ts1+11 ts2+12 ts3+13
dxdy1 2
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1−α2−α3∫
α1
1−α3−x∫
α2
dxdy
(1− xu1 − yu2 − (1− x− y)u3)3
= −1
(u3 − u2)
1−α2−α3∫
α1
1
(1− u3 + x(u3 − u1) + y(u3 − u2))2
∣∣∣∣
1−α3−x
α2
dx
= 1
(1− u1(1− α2 − α3) − α2u2 − α3u3)(1− α1u1 − u2(1− α1 − α3) − α3u3)
× (α1 + α2 + α3 − 1)
2
(1− α1u1 − α2u2 − u3(1− α1 − α2)) .  (17)
Lemma 7. The following formula is valid
(
S1 + S2 + S3 − (T1 + T2 + T3) + R
)
(u,α) = 1
(1− u1)(1− u2)(1− u3) . (18)
Proof. Using computer algebra (CAS or Maple) we obtain the proof. 
3. Proof of Theorem 1
Proof. Using the generating function (18) we get
(
3∑
i=1
Si −
3∑
j=1
T j + R
)
(s,α)
= resu1u2u3
(
3∑
i=1
Si −
3∑
j=1
T j + R
)
(u,α)
= resu1u2u3
u−s1−11 u
−s2−1
2 u
−s3−1
3
(1− u1)(1− u2)(1− u3)
= resu1u2u3
(
1+
∞∑
j1=1
u j11
)(
1+
∞∑
j2=1
u j32
)(
1+
∞∑
j3=1
u j33
)
u−s1−11 u
−s2−1
2 u
−s3−1
3 = 1. 
4. Proof of Theorem 2
Let us designate:
P1(s, z) = P1(s1, . . . , sn, ; z1, . . . , zn) = zs1+11
s2∑
j2=0
· · ·
sn∑
jn=0
(
s1 +∑i =1 ji
s1, j2, . . . , jn
)
z j22 · · · · · z jnn , . . . ,
Pn(s, z) = Pn(s1, . . . , sn, ; z1, . . . , zn) = zsn+1n
s1∑
j1=0
· · ·
sn−1∑
jn−1=0
(
s1 +∑i =n ji
sn, j1, . . . , jn−1
)
z j11 · · · · · z jn−1n−1 ,
P (s, z) = P1(s, z) + · · · + Pn(s, z).
Let us designate the generating functions
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∞∑
s1,...,sn=0
Pk(s, z)u
s1
1 · · · · · usnn , k = 1, . . . ,n,
P(u, z) = P(u1, . . . ,un; z1, . . . , zn) :=
n∑
k=0
Pk(u, z).
Proof. We ﬁnd an integral representation for each term on the left hand side of (3). For example,
P1(s, z) := zs1+11
s2∑
j2=0
· · ·
sn∑
jn=0
(
s1 +∑i =1 ji
s1, j2, . . . , jn
)
z j22 · · · z jnn
= zs1+11
s2∑
j2=0
· · ·
sn∑
jn=0
(
s1 +∑i =1(si − ji)
s1, s2 − j2, . . . , sn − jn
)
zs2− j22 · · · zsn− jnn
= z1
∞∑
j2=0
· · ·
∞∑
jn=0
resx1...xn
(1−∑i zixi)−1
xs1+11 x
s2− j2+1
2 . . . x
sn− jn+1
n
(summation over the indices j2, . . . , jn by the formula of sum of a geometric progression)
= z1resx1...xn
1
1−∑i zixi ·
1
(1− x2) · · · · · (1− xn) ·
1
xs1+11 · · · · · xsn+1n
= z1resx1...xn
1− x1
1−∑i zixi
∏
i
(1− xi)−1 ×
∏
i
x−si−1i . (19)
Then
P1(u, z) :=
∑
si0
P1(s, z)u
s1
1 . . .u
sn
n
= z1
∑
si0
resx1...xn
1− x1
1−∑i zixi
∏
i
(1− xi)−1 ×
∏
i
x−si−1i u
si
i
(summation over the indices s1, . . . , sn: the rule of substitution, replace x1 = u1, . . . , xn = un)
= z1(1− u1)
1−∑i ziui
∏
i
(1− ui)−1. (20)
Thus
P(u, z) = {z1(1− u1) + · · · + zn(1− un)}
1−∑i ziui
∏
i
(1− ui)−1
=
∑
i zi −
∑
i ziui
1−∑i ui zi
∏
(1− ui)−1i
456 M.N. Davletshin et al. / Advances in Applied Mathematics 48 (2012) 446–456(considering (2))
= 1−
∑
i ziui
1−∑i ziui
∏
i
(1− ui)−1 =
∏
i
(1− ui)−1. (21)
Thus,
P (s, z) := resu1...unP(u, z)u−s1−11 . . .u−sn−1n = resu1...un
∏
i
(1− ui)−1u−si−11
= resu1...un
(
1+
∞∑
j1=1
u j11
)
. . .
(
1+
∞∑
jn=1
u jnn
)∏
i
u−si−11 = 1. 
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