Abstract-In this paper, we elaborate on the ergodic sum rate of multiple-input multiple-output (MIMO) Nakagami-fading channels with linear minimum mean square error (MMSE) receivers. For dual transmit antenna configurations, we present new, closed-form upper bounds on the ergodic sum rate of MMSE receivers. Moreover, we derive exact expressions for the two key parameters dictating the sum rate behavior in the low signal to noise ratio (SNR) regime, i.e., minimum energy per information bit to reliably convey any positive rate and the wideband slope. Our analytical results demonstrate the sub-optimality of linear MMSE receivers and provide useful insights into the impact of model parameters (e.g. number of antennas, fading parameters).
I. INTRODUCTION
The seminal discovery of [1] , which suggested that deploying multiple antennas at both the transmitter and receiver can significantly increase the spectral efficiency of communication systems, has triggered enormous interest in understanding the capacity limits of MIMO systems in various practical propagation environments. In particular, the effects of antenna correlation, line-of-sight, frequency selectivity and keyhole phenomenon on the capacity of MIMO systems have been well studied among others (see for example [2] - [4] and references therein). The common characteristic of the above mentioned works is that they all assume the use of optimal nonlinear maximum likelihood (ML) receivers. While ML receivers achieve optimal performance, they also incur the highest implementation complexity. For this reason, low complexity linear receivers, such as minimum mean square error (MMSE) receivers, have also received a considerable amount of interest. In this context, [5] proposed a generic analytic framework for analyzing the ergodic sum rate of MIMO Rayleigh and Rician fading channels with MMSE receivers.
At the same time, it is well-known that the Nakagamidistribution represents a more general fading model, which encompasses Rayleigh fading as a special case and can accurately approximate the Rician fading model [6] . Despite its practical importance, there have been no works studying the ergodic sum rate of MIMO Nakagami-fading channels with linear MMSE receivers, due to the difficulty in analytically evaluating the MIMO eigenstatistics. Motivated by this, we hereafter study the ergodic sum rate of MIMO Nakagamifading channels with MMSE receivers.
In the following, we derive new, closed-form upper bounds on the ergodic sum rate of MIMO Nakagami-fading channels with two transmit antennas and ≥ 2 receive antennas for MMSE receivers. In the low SNR regime, we obtain tractable closed-form expressions for the two key performance measures dictating the ergodic sum rate of the system, i.e., the minimum normalized energy per information bit required to convey any positive rate reliably and the wideband slope. We then analyze the impact of the fading severity parameter on the ergodic sum rate of the system, and provide a sum rate performance comparison between linear MMSE receivers and optimal ML receivers. It is worth mentioning that all the presented expressions can be very easily evaluated and, more importantly, yield useful physical insights into the factors that affect the sum rate performance of linear MMSE receivers.
The remaining of the paper is organized as follows: Section II introduces the MIMO system model. Section III examines the ergodic sum rate of MMSE receivers. Section V concludes the paper and summarizes the key findings.
Notation: We use upper and lower case boldface to denote matrices and vectors. The expectation of a random variable (RV) is given by E {⋅}. The symbols (⋅) † represents the Hermitian transpose of a matrix, while the matrix determinant is denoted by det(⋅), and the matrix inverse will be denoted by (⋅) −1 . Finally, tr(⋅) stands for the trace of a matrix. The symbol . . → denotes almost sure convergence.
II. MIMO SYSTEM MODEL AND LINEAR RECEIVERS
We consider a MIMO system with transmit and ≥ receive antennas. Assuming no channel state information at the transmitter, the available average power, , is distributed uniformly amongst all data streams. Hence, the input-output relationship is given by
where y ∈ ℂ ×1 is the received signal vector, s ∈ ℂ ×1 is the vector containing the transmitted symbols which are drawn from a unit-power constellation, while the complex zero-mean noise has covariance E
[ nn ] = 0 I , where 0 is the noise power. The entries of the MIMO channel matrix H ∈ ℂ × are independent and identically distributed random variables with uniformly distributed phase in [0, 2 ), while their amplitudes = |ℎ , | follows a Nakagami-distribution
where Γ(⋅) is the well-known Gamma function [7, Eq. (8.310 .1)] and Ω = E{ 2 } is the average power. Then, the squared Nakagami-envelope is gamma distributed as 2 ∼ Gamma( , Ω/ ). As was previously mentioned, in this paper we are particularly interested in the performance analysis of linear MMSE receivers. Omitting explicit details, the post-processing SNR at the -th receiver output ( = 1, . . . , ) is given by [8] mmse ≜ 1
where = / 0 is the average SNR and [⋅] , returns theth diagonal element of a matrix. Then, assuming independent decoding at the receiver, the achievable ergodic sum rate for both receivers can be expressed as
We note that, in general, a direct evaluation of (4) is difficult due to the lack of analytical closed-form expressions for the probability density function (p.d.f.) of mmse .
III. MMSE RECEIVERS
In this section, we study the ergodic sum rate of the MIMO Nakagami-fading channels with MMSE receivers. We first present an upper bound for the ergodic sum rate of × 2 systems at arbitrary SNRs and then look into the low SNR regime where we examine the sum rate performance of arbitrary × systems.
A. Sum Rate Upper Bounds
In general, an exact analysis of the ergodic sum rate of MIMO Nakagami-fading channels with MMSE receivers for arbitrary number of antennas is very difficult. Hence, we focus on the practically important case of dual-antenna systems, i.e., × 2 MIMO Nakagami-fading channels, with ≥ 2. Please note that these configurations are likely to be used in many future practical systems (e.g. hand-held devices), thanks to their small size and low implementation cost. We can now present the following key result:
Proposition 1: The ergodic sum rate of × 2 MIMO Nakagami-fading channels with MMSE receivers is upper bounded by
where (⋅) is the generalized hypergeometric function with , non-negative integers [7, Eq. (9.14.1)].
Proof: Due to space constraints, the proof is relegated in an extended journal version of this paper [9] .
Note that Proposition 1 applies for arbitrary fading parameter . For the special case of being an integer, Proposition 1 reduces to
where
is the exponential integral function of order , for = 0, 1, 2, . . . , and Re( ) > 0.
Moreover, it can be easily shown that due to the law of large numbers, which states that
→ ΩI , the upper bound becomes exact for large and fixed :
The above result indicates that increasing provides a logarithmic sum rate gain. This result is consistent with those reported in [10] .
Corollary 1: In the high SNR regime, the sum rate upper bound reduces to
where ( 
where we have used the integral identity [7, Eq. (4.352.1)]. Further noticing that the dominant term in the first item of (5) is the one for = 2, we can obtain the desired result after some simple algebraic manipulations. As we can observe, there is a scaling of 2 multiplying the first term in (7), which indicates that the sum rate of MIMO Nakagamichannels with MMSE receivers still scales linearly with the minimum number of antennas in the high SNR regime. This is in line with the associated results on optimal ML receivers [2] . Figure 1 examines the tightness of the proposed upper bound given in Proposition 1. For our simulation purposes, we have set = 2 and = 2. As we can readily observe, the proposed upper bound is in general quite tight, especially for low to medium SNR values. As anticipated, the tightness of the upper bound improves when becomes larger and in the limit of large , the bound becomes exact. Furthermore, it is evident that the sum rate scales linearly with , and increasing provides a logarithmic array gain.
B. Low SNR Analysis
We now look into the low SNR regime, and provide a detailed sum rate characterization of MIMO Nakagami- fading channels with MMSE receivers. We first recall that, as it was explicitly demonstrated in [11] , the low SNR capacity of MIMO systems can be more accurately captured via the normalized transmit energy per information bit / 0 rather than via the per-symbol SNR. This capacity representation, also adopted in [12] among others, reads as
where 0 min and 0 are the two key parameters dictating the low SNR behavior, corresponding to the minimum normalized energy per information bit required to convey any positive rate reliably and the wideband slope, respectively. Following [11] , these two figures of merit are defined as
whereṘ(⋅),R(⋅) denote the first and second-order derivatives of the sum rate (4) over the SNR , respectively. Before presenting our main results, we recall the following expressions that hold for MIMO Nakagami-fading channels with optimal receivers:
Lemma 1 ([13]):
For × MIMO Nakagami-fading channels with optimal receivers, the minimum energy per information bit to reliably convey any positive rate and the wideband slope are respectively given by
With these definitions in hand, we can now present the following novel result:
Proposition 2: For × MIMO Nakagami-fading channels with MMSE receivers, the minimum energy per information bit to reliably convey any positive rate and the wideband slope are respectively given by
Proof: See Appendix A.
Interestingly, the minimum required 0 is independent of the Nakagami-factor and number of transmit antennas. The impact of the former parameter can be assessed only via the wideband slope, which is an increasing function of . Moreover, it is easily seen that has a noticeable impact on mmse 0 for small number of antennas, while its impact is significantly reduced for higher number of antennas. In fact, we can trivially upper ( → ∞) and lower ( = 0.5) bound mmse 0 as follows:
We note that for Rayleigh fading conditions (i.e. = 1), (13) (11) with (13), we can easily infer that the MMSE receiver is optimal in terms of 0 min
. On the other hand, the sub-optimality of the MMSE receiver is reflected via a reduced 0 . This can be clearly observed in Fig. 2 , which illustrates the low SNR sum rate of optimal and MMSE receivers for different MIMO configurations. Moreover, we see that the relative difference between the sum rate curves increases for larger MIMO configurations. This implies that when the number of transmit antennas increases, MMSE receivers perform poorly due to the increased number of interfering streams. In particular, we have that opt 0 mmse 0
The above ratio is decreasing in and increasing in , thereby demonstrating the improved interference cancellation capability of MMSE receivers for a high number of receive antennas . In addition, for fixed and , (16) can be bounded as follows:
The lower bound in (17) is attained only when = 1. This is anticipated, since MMSE receivers become optimal for a single transmit antenna [8] . The upper bound in (17) is obtained when → ∞, which indicates the inherently poor performance of the MMSE receiver when the number of transmit antennas exceeds the number of receive antennas. Note that similar conclusions were also drawn in [5] . 
IV. CONCLUSION
This paper has investigated the achievable sum rate of MIMO Nakagami-fading channels with linear MMSE receivers. New, closed-form upper bounds were obtained for the achievable sum rate of dual transmit antenna configurations. Moreover, exact expressions for the minimum energy per information bit to reliably convey any positive rate and wideband slope were deduced. The presented results explicitly indicate that the sum rate loss due to the MMSE receivers is caused by a reduction in the wideband slope.
APPENDIX A PROOF OF PROPOSITION 2
The proof starts by following the generic methodology of [5] . On this basis, recalling the following key matrix property
where A is the ( , )-th minor of matrix A, we can re-express (4) as follows
where H is H with the -th column removed. Starting from (19), we apply the following properties for the derivatives of determinants ln det(I + A) 
which giveṘ
andR
The desired results can be obtained after evaluating the involved expectations in (22), (23) with the aid of the results from [13, Theorem 2] , and simplifying.
