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Abstract
Among all the ways one might define f (A) for a square complex matrix A and a given
function f : C → C, the notion of a primary matrix function is perhaps the most useful and
natural. Using only basic conceptual properties of primary matrix functions, we consider
whether f (A) can have rank one, and whether, for a given B, there is a unique A such that
f (A) = B.
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1. Introduction
Among all the ways one might define f (A) for a square complex matrix A and
a given function f : C → C, the notion of a primary matrix function is perhaps the
most useful. It is a natural extension by continuity from the case in which f is a
polynomial and A is diagonalizable.
Using only basic conceptual properties of primary matrix functions, one can
address many interesting questions. Two that have arisen recently as special cases
are:
• When is there a polynomial p such that rankp(A) = 1?
• For a given B, is there a unique A such that f (A) = B?
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2. Basic facts about primary matrix functions
For a polynomial function f (t) = amtm + · · · + a1t + a0 and any square com-
plex matrix A, f (A) ≡ amAm + · · · + a1A+ a0I . If A is diagonalizable and A =
SS−1 for a nonsingular S and a diagonal  = diag(λ1, . . . , λn), then
f (A)= amAm + · · · + a1A+ a0I
= am(SS−1)m + · · · + a1(SS−1)+ a0(SIS−1)
= S(amm + · · · + a1+ a0I )S−1 = Sf ()S−1
= S


f (λ1) 0 0
0
.
.
. 0
0 0 f (λn)

 S−1.
Consequently, for any function f whose domain includes the spectrum of a diagonal-
izable matrix A, it is natural to define
f (A) = Sf ()S−1 ≡ S


f (λ1) 0 0
0
.
.
. 0
0 0 f (λn)

 S−1. (1)
Since there may be more than one similarity that diagonalizes A, it may not be evi-
dent from (1) that f (A) is well defined. If A = SS−1 = TT −1, then (T −1S) =
(T −1S), so  commutes with T −1S. There is always a polynomial p(t) (the Lag-
range interpolation polynomial, for example) such that p(λi) = f (λi) for each i =
1, . . . , n, so f () = p() is a polynomial in and hence it must also commute with
T −1S. This means that (T −1S)f () = f ()(T −1S), so Sf ()S−1 = Tf ()T −1,
and f (A) as defined in (1) is independent of the choice of the diagonalizing matrix.
Any n-by-n complex matrix may be approximated arbitrarily closely (entrywise)
by a diagonalizable matrix, so we might hope to use (1) to define f (A) by continuity
for non-diagonalizable matrices. This can indeed be done, and in only one way. Use
the Jordan Canonical Form to write
A = S


Jn1 (λ1) 0 0
0
.
.
. 0
0 0 Jnd (λd)

 S−1 (2)
in terms of the basic k-by-k Jordan blocks
Jk(λ) ≡


λ 1 0 0
λ
.
.
. 0
.
.
. 1
λ


with eigenvalue λ. In (2), d is the maximum number of linearly independent eigen-
vectors of A, and the geometric multiplicity of each λi enumerated is 1; for some
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i /= j it is of course possible that λi = λj . Column 1 of S is a (right) eigenvector
of A corresponding to the eigenvalue λ1, and the complex conjugate of row n1 of
S−1 is a left eigenvector of A corresponding to λ1; there is a similar statement about
columns of S and rows of S−1 for each of the d blocks in the Jordan Canonical Form
of A.
We now define the primary matrix function f (A) to be
f (A) = S


f
(
Jn1 (λ1)
)
0 0
0
.
.
. 0
0 0 f
(
Jnd (λd)
)

 S−1, (3)
in which each block f (Jk(λ)) is an upper triangular Toeplitz matrix with the entries
f (λ), f ′(λ), f ′′(λ)/2!, f ′′′(λ)/3!, . . . , f (k−1)(λ)/(k − 1)! in the first row. Thus,
f (Jk(λ)) ≡


f (λ) f ′(λ) · · · 1
(k−1)!f
(k−1) (λ)
f (λ)
.
.
.
...
.
.
. f ′(λ)
f (λ)

 .
If complex blocks of size greater than 1 appear in the Jordan Canonical Form of A,
we insist that f be analytic in an open set (not necessarily connected) that contains
the spectrum of A; weaker hypotheses suffice if some or all of the eigenvalues are
real [2, Section 6.2]. Just as in the diagonalizable case, f (A) is well defined by (3).
Several basic facts about the primary matrix function f (A) are now readily ap-
prehended:
• The Jordan Canonical Form of f (A) is completely determined by the eigenvalues
of A, their corresponding block sizes in the Jordan Canonical Form of A, and the
values of f and certain of its derivatives at the eigenvalues of A; it suffices to know
the derivatives of f at λ only up to one less than the multiplicity of λ in the minimal
polynomial of A.
• If k = 1, or if k > 1 and f ′(λ) /= 0, then the Jordan Canonical Form of f (Jk(λ))
is Jk(f (λ)).
• If k > 1, and if f ′(λ) = 0, then the Jordan Canonical Form of f (Jk(λ)) consists
of two or more blocks of size smaller than k, each with eigenvalue f (λ).
• If k = 1, f (Jk(λ)) has rank 1 if and only if f (λ) /= 0; if k > 1, f (Jk(λ)) has
rank 1 if and only if f (λ) = f ′(λ) = f ′′(λ) = · · · = f (k−2)(λ) = 0 and
f (k−1)(λ) /= 0.
• f (SAS−1) = Sf (A)S−1 for any nonsingular S.
• f (A) = p(A) for any polynomial p(t) such that p(j)(λi) = f (j)(λi) for each
j = 1, . . . , ni − 1 and each i = 1, . . . , d .
• f (A) commutes with any matrix that commutes with A.
For a systematic exposition of primary matrix functions, see [2, Chapter 6].
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3. When is rankf (A) = 1?
An n-by-n matrix A whose entries are only 0 and 1 is a tournament matrix if
A+ AT = J − I, (4)
where J = eeT and e is the n-vector whose entries are all ones. A tournament matrix
is regular if all its row sums are the same, that is, Ae = λe; this can happen only
if n is odd and λ = (n− 1)/2. It is known that a tournament matrix A is regular if
and only if there is a polynomial p(t) such that p(A) = J . A standard proof of this
fact [1, pp. 145–146] relies on the Perron–Frobenius Theorem for matrices with real
non-negative entries.
If a matrix A has the Jordan Canonical Form (2), then rank f (A)= rank f (Jn1(λ1))+ · · · + rank f (Jnd (λd)), so rank f (A) = 1 if and only if exactly one of the ranks
in this sum is 1 and all the rest of them are zero. Suppose rank f (Jnk (λk)) = 1. If A
has any other Jordan block with eigenvalue λk and size at least nk , then the rank of
the corresponding block in f (A) would be at least 1 and rank f (A) would be greater
than 1. Among the blocks associated with the eigenvalue λk the block Jnk (λk) is
therefore the only one of largest size.
Conversely, for any eigenvalue λk of A whose associated Jordan blocks include
exactly one of largest size nk , let p(t) be any polynomial such that p(λk) = p′(λk) =
· · · = p(nk−2)(λk) = 0, p(nk−1)(λk) /= 0, and, for each eigenvalue λi /= λk , p(λi) =
p′(λi) = · · · = p(ni−1)(λi) = 0. Then p annihilates all the Jordan blocks in A ex-
cept one, which it takes into an nk-by-nk block with exactly one nonzero entry
in the (1, nk) position. Inspection of (3) tells us that the rank one matrix f (A) is
a nonzero scalar multiple of the outer product of a column of S that is a (right)
λk-eigenvector of A and a row of S−1 that is the conjugate of a left λk-eigenvec-
tor of A. Since the minimal polynomial of A is the monic polynomial of least degree
that annihilates all of the Jordan blocks of A, the polynomial hλk (t) ≡ qA(t)/(t − λk)
is always a monic polynomial of least degree that meets all of the foregoing require-
ments and hence takes A into a rank one matrix. This polynomial is the analog in the
general context of the Hoffman polynomial of a regular connected graph [1, p. 147].
We summarize what we have learned in the following theorem.
Theorem 1. Let A be a given n-by-n complex matrix with minimal polynomial
qA(t). The following are equivalent:
(a) For some eigenvalue λ of A, the Jordan Canonical Form of A contains exactly
one block of largest size corresponding to λ.
(b) There is a polynomial p(t) such that rankp(A) = 1.
(c) There is a polynomial p(t) and an eigenvalue λ of A such that rankp(A) = 1
and p(A)A = Ap(A) = λp(A).
(d) There is a polynomial p(t), an eigenvalue λ of A, and nonzero vectors x and y
such that p(A) = xy∗, Ax = λx and y∗A = λy∗.
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(e) For some eigenvalue λ of A, the polynomial hλ(t) ≡ qA(t)/(t − λ) satisfies
rankhλ(A) = 1.
Our discussion makes it clear that if a given eigenvalue λ of A satisfies condi-
tion (a) in Theorem 1, then for that same λ there is a polynomial p(t) that satis-
fies the three conditions (b)–(d); one can take p(t) to be a scalar multiple of the
explicit polynomial hλ(t) in (e). Of course, any geometrically simple eigenvalue
satisfies condition (a), in which case we have the additional information that the
associated left and right eigenvectors are not orthogonal if and only if λ is algebra-
ically simple; they are dependent if and only if λ is an algebraically simple normal
eigenvalue.
The Hermitian part of an n-by-n tournament matrix A is
H(A) = 12 (A+ AT) = 12 (J − I ),
so the eigenvalues of H(A) are −1/2, . . . ,−1/2, (n− 1)/2. Thus, the real part of
every eigenvalue of A lies between −1/2 and (n− 1)/2 [2, Section 1.2].
Now suppose that A is a regular tournament matrix. Then λn = (n− 1)/2 is an
eigenvalue of A, and since all the diagonal entries of A are zero, we have the inequal-
ity
0 = trA = Re trA = n− 1
2
+
n−1∑
i=1
Re λi 
n− 1
2
+ (n− 1)
(
−1
2
)
= 0.
Thus, n− 1 of the eigenvalues of A lie on the line Re z = −1/2, so λn = (n− 1)/2
is an algebraically simple eigenvalue. Since e is both a left and right eigenvector
associated with this eigenvalue, Theorem 1 ensures that there is a polynomial p(t)
such that p(A) = eeT = J . Since A commutes with J, the defining identity (4) en-
sures that A commutes with AT, so A is normal. However, this is already evident
from the fact that every eigenvalue of A lies on the boundary of the field of values,
so every eigenvalue is a normal eigenvalue [2, Corollary 1.6.9].
The point to be emphasized about a tournament matrix A is that the fundamen-
tal reason there is a polynomial p such that f (A) = eeT when A is regular is that
λ = (n− 1)/2 is an algebraically simple normal eigenvalue with associated eigen-
vector e.
4. Unique solution of f (X) = B
There is a useful theorem about uniqueness of solutions of certain primary matrix
function equations f (X) = B. A setS in the complex plane is said to be symmetric
with respect to the real axis if z¯ ∈S whenever z ∈S. A complex-valued function f
on a set S ⊂ C that is symmetric with respect to the real axis is said to be typically
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real if f (z¯) = f (z) for all z ∈S; in particular, f (x) must be real whenever x ∈S
is real.
Theorem 2. Let D ⊂ C be an open set, let D be a subset of D, and let n be a
positive integer. Let f be a complex analytic function on D such that f ′(z) /= 0 for
all z ∈ D. Suppose that f is one-to-one onD, and let B be any given n-by-n complex
matrix with spectrum in f (D). Then
(a) There is a unique n-by-n complex matrix A with spectrum inD such that f (A) =
B, and there is a polynomial p(t) such that A = p(B).
(b) The unique A with spectrum inD such that f (A) = B commutes with any matrix
that commutes with B, and it is upper triangular whenever B is.
(c) Suppose that f (D) is symmetric with respect to the real axis and that f−1 is typ-
ically real on f (D). Then the unique A with spectrum inD such that f (A) = B
is real if B is real.
Proof. The hypotheses ensure not only that f ′(z) /= 0 for all z ∈ D, but also that f
has an analytic inverse onf (D). The matrixA ≡ f−1(B) is a primary matrix function
of B, f (A) = f (f−1(B)) = B, and there is a polynomial p(t) such that A = p(B).
Suppose f (C) = B for some C with spectrum in D. Because f ′(z) /= 0 for all
z ∈ D, the Jordan Canonical Form of f (Jk(z)) is Jk(f (z)) for every k and every
z ∈ D; the sets of block sizes in the Jordan Canonical Forms of A and B, and of C
and B, are therefore the same. Since f is one-to-one on D, the sets of Jordan blocks
(not just their sizes) of A and C are the same. Thus, A and C have the same Jordan Ca-
nonical Form, so they are similar and there is a nonsingular S such that C = SAS−1.
Then B = f (C) = f (SAS−1) = Sf (A)S−1 = SBS−1, so S commutes with B. But
A is a polynomial in B, so S commutes with A and C = SAS−1 = A.
The assertions in (b) are immediate consequences of the fact that A is a polynomial
in B.
The hypotheses of assertion (c) ensure that A is a polynomial in B with real co-
efficients. One choice for such a polynomial is the Lagrange–Hermite polynomial
g(t) that interpolates the values of the typically real function f−1and certain of its
derivatives on the spectrum of B. The polynomial g(t) is a sum of polynomials,
each of which is contributed by a largest Jordan block of B corresponding to each
distinct eigenvalue. If λ is a real eigenvalue of B, then the part of g(t) contributed
by a largest Jordan block of B with eigenvalue λ involves only real data and has real
coefficients. If λ is a non-real eigenvalue of B, then so is λ¯, and each Jordan block of
B corresponding to λ is paired with a Jordan block of the same size corresponding to
λ¯. The part of g(t) contributed by a largest Jordan block of B with eigenvalue λ has
coefficients that are complex conjugates of the coefficients of the part contributed
by a largest λ¯-block (because the blocks are the same size and f is typically real), so
their sum is a polynomial with real coefficients. Thus, g(t) has real coefficients, and
A = g(B) is real. 
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Another way to pursue the assertion in Theorem 2 (c) is to use Schwerdtfeger’s
formula for f−1(B), which is easily seen to be real when B is real and f is typically
real; see [2, Eq. (6.2.41b)].
To evaluate f−1(B) in Theorem 2 it suffices to know only the eigenvalues of
B. From the values of the derivatives of f−1 up to order n− 1 at each eigenvalue,
one can construct an explicit polynomial p such that p(B) = f−1(B). A suitable
polynomial of possibly lower degree can be constructed if one knows either the char-
acteristic polynomial of B or its minimal polynomial. For details, see [2, Section
6.2].
Example 1. Matrix square roots are a topic of enduring interest, and Theorem 2
gives powerful information about them. Consider the typically real entire analytic
function f (z) = z2, whose derivative is nonzero everywhere except at z = 0. We
take D = C \ {0} and consider any set D ⊂ D on which f is one-to-one. For any B
with spectrum in f (D) we are then assured that there is a unique A with spectrum in
D such that A2 = B. Since A is a polynomial in B, it is upper triangular if B is, and it
commutes with any matrix that commutes with B. If f (D) is symmetric with respect
to the real axis, and if f−1 is typically real on f (D), then A is real if B is real.
A convenient choice of domain is the open right half-plane D = {z : Re z > 0}.
Our theorem ensures that for any B with spectrum in f (D) = C \ (−∞, 0], there
is a unique A with spectrum in D such that A2 = B. Since f−1 is typically real on
C \ (−∞, 0], which is symmetric with respect to the real axis, A must be real if B
is. Of course, A must be upper triangular if B is since it is a polynomial in B. The
open right half-plane is the setting for [3], which focuses on algorithms that can be
applied to upper triangular matrices. It is not clear how the approach in [3] could be
extended to all domains D for which Theorem 2 ensures that uniqueness holds, or
why it must produce a square root A that commutes with any matrix that commutes
with B.
Now considerD = {z : Re z > 0} ∪ {z : Im z > 0 and Re z = 0}. For any nonsin-
gular B, Theorem 2 ensures that there is a unique A with spectrum in D such that
A2 = B. Although A is a polynomial in B, and hence is upper triangular if B is, it
need not be real if B is; f−1 is not real on the negative real axis, so it is not typically
real on f (D). However, A is real if B is real and has no eigenvalues in (−∞, 0].
Finally, to illustrate thatD can take unfamiliar forms, letS be the complement in
C of the graph of the function y = sin x, for x ∈ (−∞, 0], and let arg z be the con-
tinuous choice of the argument function onS that is zero when z is real and positive.
Consider D = {|z|1/2ei arg z/2 : z = |z|ei arg z ∈S}. Then Theorem 2 ensures that for
any B with spectrum in S there is a unique A whose spectrum is in D and A2 = B;
although A is a polynomial in B, it need not be real if B is.
Example 2. Matrix exponentials and logarithms are familiar primary matrix func-
tions. In order to apply Theorem 2 to f (z) = ez, we may take D = C and consider
the domain D = {z ∈ C : −i < Im z  i}. For any nonsingular B there is then a
unique A with spectrum in D such that eA = B; moreover, A is a polynomial in B.
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For the domain D1 ≡ {z ∈ C : −i < Im z < i}, we see that f−1 is typically real
on f (D1) = C \ (−∞, 0], which is symmetric with respect to the real axis. Thus, if
B is real and has no eigenvalues in (−∞, 0], then the unique A with spectrum in D1
such that eA = B must be real.
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