This paper may be regarded as a sequel to our earlier paper [19] , where we give an elementary and self-contained proof of a very general form of the Hopf theorem on order-preserving linear operators in partially ordered vector spaces (reproduced here as Theorem 11).
Preliminary definitions and results
We begin with some definitions. These ideas are discussed at greater length in [19] .
Definition 11. A non-empty subset 0 of a real vector space V is called a wedge if it is closed under addition and non-negative scalar multiplication; that is, if for all x, yeC and real numbers A, fi ^ 0, Ax+fiye C. If a wedge C has the additional property that the only vector x for which both xeC and -xeC is the zero vector, then C is called a cone (with vertex at 0). A cone C induces an order relation on V by the rule x ^ y if y -xeC. IfxeC and y e V, x is said to dominate y if there exist real numbers a and /? such that ax ^ y ^ fix.
If x dominates y and y dominates x (equivalently, if ax ^ y ^ /?# for some a, /? > 0) then x and y are called comparable, written x ~ y or, if we wish to emphasise the cone inducing the order relation, x ~ c y.
If x dominates y and x 4= 0, define
m(y/x) = sup {a e U: ax ^ y), (o(y/x) =M(y/x)-m(y/x),
and if x is comparable to y, let
M(x/y) d(x, y) = log m(x/y)'
The quantity w(y/x) is called the oscillation of y over x; d is called the Hilbert projective metric. We make the additional convention that rf(0,0) = 0andw(0/0) = 0.
The cone C is called almost Archimedean if whenever xeC and yeV are such that for all e > 0, -ex ^ y ^ ex it follows that y = 0. This is equivalent (see Jameson [25] ) to the property that C intersects every two-dimensional subspace F of V in a set whose relative closure in F is a cone.
The reader may easily verify the following elementary properties of w and d, or refer to [19] for the proofs of these and other results:
M(y/x;K u ) =M(y/x;G); m(y/x;K u ) = m(y/x;C).

In particular, we have d(x,y;K u ) =d(x,y;C); w(y/x;K u ) = w(y/x;C).
If G is a cone in a real normed linear space E and ueC, we shall call the component P u normal if sup{||a;||: 0 ^ x ^ u} < oo.
This is easily seen to be independent of the choice of u; that is, if P u = P v (equivalently, if u ~ c v) then the sets {||a;||: 0 ^ x ^ u} and {||x||: 0 < x ^ v} are either both bounded or both unbounded. The cone C is called normal if there exists a constant y such that for all x,yeC with 0 ^ x ^ y we have \\x\\ ^ y ||y \\. It may be shown that if C is a closed cone in a Banach space and all its components are normal, then C itself is normal. These concepts are discussed for general topological vector spaces in Schaefer [40, chapter 3, section 5] .
A wedge C in E is called reproducing if
E={x-y:x,yeC}
or total if E is the closure of {x -y: x,yeG'}.
As usual, E* denotes the Banach space of continuous, real-valued linear maps from E to IR. If C is a cone or wedge, its dual C* is defined by C* = {heE*:h(x) ^ 0 for all xeC}.
It is known (see Krasnosel'skii [26, chapter 1] or Deimling [14, chapter 19] ) that if C is a closed cone in a Banach space then C is normal if and only if C* is reproducing, and C is reproducing if and only if C* is normal.
Definition 1-3. If ueC, where C is a closed cone in a Banach space E, we define a normed linear space E u by E u = {xeE: there exists a ^ 0 with -au ^ x ^ aw}. 
We now give some preparatory definitions and the statement of the Birkhoff-Hopf Theorem itself. This result is proved in [19] , which also includes some notes on the history of the theorem and many further references to the literature. The Hahn-Banach theorem implies that C* is sufficient for C. Obviously, viewing C as a subset of X** by the usual embedding, C is a sufficient set for C*.
The following simple lemma is a more careful statement of formulae in [42] . where equations (13) and (18) However, by applying Lemma 1 5 to the map A *: Y* -> X* and using as the sufficient set S the image of C in X** under the canonical embedding, we see that
2. Applications to spectral theory Before stating our first theorem, we recall a variant of the contraction mapping principle. Suppose that (2,p) is a complete metric space and t h a t / : £-»£ is a map. Assume that there is an integer m ^ 1 and a constant c < 1 with for all x,ye"L. T h e n / has a unique fixed point x o e£. Moreover, if x e S and j is a positive integer with j = pm + r for integers p^0 , 0 < r < m then so P(x) converges to x 0 at a geometric rate. 
Then L has a unique eigenvector veP u with \\v\\ = 1 and Lv = Xv for some A > 0, and for any xeP u limd(Ux,v;C) = 0.
In fact, if we define so c < 1, and if j = mp + r, where p ^ 0 is an integer and 0 ^ r < m, then
Proof. K u is a cone, and our hypotheses imply that L(P U ) £ P u and L(K U ) £ K u . By using Lemma 1-1, we see that This theorem implies that L has a unique, normalized eigenvector v in P u . However, even in the matrix case, the assumptions made are not strong enough to imply that the eigenvalue A corresponding to v is equal to the spectral radius of L (consider a diagonal matrix with distinct positive entries on the diagonal). We now begin to place stronger assumptions on L, so as to force A = r(L) and to obtain information about the spectral clearance q(L) of L. 
Theorem 2-1 now implies thatL has a unique normalized eigenvalue v in P u and since L m (C) £ K u , any eigenvector of L in C with a positive eigenvalue must be in P u . Thus, v is the only normalized eigenvector of L in C with a positive eigenvalue.
Estimates (2) and (3) in Theorem 2-1 now follow immediately from Theorem 21 and equation (4) .
The earliest version of this central result is due to Birkhoff [5, theorem 3] . In our terminology, Birkhoff s theorem states that a strongly positive linear map L of finite projective diameter on a Banach lattice has a unique normalized positive eigenvector v, and that if x is any non-zero, non-negative vector then L n x/\\L n x\\ converges geometrically to v. Hopf [22, 23] established a similar result for integral operators with non-negative kernels satisfying a cross-ratio condition equivalent to the operator having finite projective diameter (this condition is disussed in [19] ). The estimates for the speed of convergence in both of these papers are weaker than those presented here. The existence and uniqueness of a positive eigenvector for an operator of finite projective diameter in a normal cone is obtained in [42] , but the authors do not discuss the convergence of the sequence of iterates. Bushell [9] establishes the existence and uniqueness of positive eigenvectors of operators of finite projective diameter in a number of special cases, including U n , cones of positive definite matrices and cones of non-negative continuous functions. More recently, theorem 2-5-1 in [18] is a very similar result, but has somewhat stronger hypotheses and weaker convergence estimates.
Theorem 2-2 immediately yields a result about positive eigenvectors of the Banach space adjoint L* of L. We label this result a proposition since we shall soon be able to give a much sharper version. 
We shall also need a lemma which is part of the ' folklore' of elementary spectral theory. Proof. It suffices to prove the equations above. By symmetry, we may restrict attention to the first equation, so we assume that zI x -TS is a bijection on X and that 2 4= 0. To verify the first equation, it suffices to show that
I y = (zly-ST) [z~lIy + zx S{zI x -TS)-1 T] = [z'Hy + z^Stf* -TS)' 1 T] (zly-ST).
However, the above equation follows by simple algebraic manipulation, such as the observation that (zly-STKz^S) = (zl S)(zI x -TS).
Lemma 21 of course implies that r(ST) = r(TS).
We shall use it in the following situation. Let X and Fbe Banach spaces with F c J and let T = i, the inclusion map of Y into X, which is not assumed to be continuous. We suppose that S is a linear map from X to Y and that L 1 = TS and Aj = ST are continuous. Lemma 2-1 then implies that cr(A 1 )\{0} and cr(2y 1 )\{0} are equal and that r(Aj) = r(L x ).
In order to state our next theorem, we also need the idea of the essential spectrum a e (L) and the radius of the essential spectrum r e (L), where L.X-^-X is a bounded linear map of a complex Banach space X to itself. We shall only recall a few facts here and refer the reader to [29] and [30] 
for more details. The set o~e(L) is a closed subset of a(L) and z-L is of Fredholm index zero for all z$a e (L).
There are several possible definitions of o~e(L) and these are, in general, inequivalent. If we use F. E. Browder's definition (see [29, 30] is called the algebraic multiplicity of z and that z is called an algebraically simple eigenvalue of L if its algebraic multiplicity is equal to one.) THEOREM (5):
) and if / is an analytic map defined on some open neighbourhood of cr(L), then f(<r e (L)) = {/(z): zea e (L)} = a e (f(L)).
If we define a seminorm
2-3. Let C be a closed, normal, reproducing cone in a Banach space E and letL: E^-Ebea bounded linear operator withL(C)
£
\\{L*Yf\\
If a seminorm N v is defined on E v by N v (x) = o)(x/v;C) and if for any continuous linear operator A: E V ->E V we define N V (A) by N V (A) = inf{/* Js 0: N v (Ax) ^ /iN v (x) for all xeEJ, then we have the following estimate for the spectral clearance ofL defined in equation
Finally, ^ ^ q(L) < 1. On the other hand, the spectral mapping theorem implies that
so we obtain that for all j ^ m,
(<r(L)Y\{0) = (<r(A)Y\{0).
This implies that r(L) = r(A) and q(L) = q(A).
Because heO*, it is easy to show that h defines a continuous linear functional on E,,. If we define 
S. P. EVESON AND R. D. NUSSBAUM These equations imply that r(L | W) = r(A | W v ).
We already know that r(A | W v ) < A = r(L), so (A-L) \W is a, bijection on W. Now suppose that xeE, the complexification of E, and (A-L) } (x) = 0 for some j ^ 1. We can write x = w + av where weW, the complexification of W, and a e C . It follows that 0 = (A-L) } w and since (A-L) \ W is one-one, w = 0 and x = av. Thus, A has algebraic multiplicity 1.
It remains to prove (7) . If j ^ m, define A : X^-X bŷ 
v . h(v)
Because A differs from & by a compact linear map, we have
We have already seen that <r(A\
which yields equation (7).
Remark 2-2. Assume that C is a closed total cone in a Banach space E and that L: E->E is a bounded linear operator with L(C) £ C and r e (L) < r(L).
Then it is proved in [31] It is less clear what should be the analogue of (6) in this generality. If aea(L) and r e (L) < \a\, then it is known that a is an eigenvalue of L. A simple argument shows that^i
Using this fact we conclude that
Returning now to the case of a closed, normal, reproducing cone in a Banach space, Equation (6) may be sharpened. We shall prove that
and also establish a variety of closely related results. Note that (6) and (8) apply even though L may not be compact and cr(L) may contain elements which are not eigenvalues.
We begin by recalling a classical calculus lemma which is often used in deriving the formula for the spectral radius of a linear operator. 
If E l = E 2 and C 1 = C 2 , so A : C 1 ->C 1 , we also have
;'-oo If E x = ^ and (7 X = C 2 , applications of (9) imply that for all positive integers TO and n we have 
S. P . E V E S O N AND R. D. N U S S B A U M
It is now a simple calculus exercise, which we leave to the reader, to prove that
Remark 2-3. This proposition, if rewritten in terms of ^(i), is a generalization of Theorem 2 in [28] . From our point of view it is a simple consequence of Theorem 1-1, but the authors of [28] were unaware of this theorem.
In order to prove Equation (8) 
Now for
and
Proof. The argument given in the proof of Theorem 2-3 proves (12). To prove (11) we can assume that A = 1, since all the quantities in (11) are unchanged if L is replaced by A^L.
It is immediate that for any
To prove the reverse inequality, let R > 0 and notice that for any x dominated by v there exists t > 0 such that It follows from Lemma 2-2 that the two limits mentioned both exist and that 
It now follows that (
Taking the limit as j -»• oo we see that
The opposite inequality is obvious, so the lemma is proved.
In our final lemma, we need to relate A(U) to k v R (U). Proof. If we apply Lemma 2-3 to & we obtain
If we now use Lemma 2-4 we find that
Applying (12) to U gives so the first equality in the above proposition is easy. The remaining assertions follow directly from Lemma 2-5 and Proposition 2-2. Proof. This follows immediately from Theorem 2-3 and Proposition 2-3. Theorem 2-3 and Corollary 2-1 generalize results in [28] , [27] and [42] . However, our real theme is that all the results of this section follow without great difficulty from Theorem 1-1.
With the aid of Theorem 2-3 and Corollary 2-1 one can obtain estimates for q(L) which are of interest even in the case of non-negative matrices. To prove equality when 6 is continuous, note first that we can assume y > 0, since equality is obvious for y = 0. Since 6 is continuous, the essential supremum in the formula for y can be replaced by a supremum and we can select y^y, y ; -> 0 and points (s lt ,s 2j )eSxS with
} =\ \k(s w t)-k(s 2j ,t)\fi(dt).
Let 
