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EQUIVARIANT COBORDISM FOR TORUS ACTIONS
AMALENDU KRISHNA
Abstract. We study the equivariant cobordism groups for the action of a split
torus T on varieties over a field k of characteristic zero. We show that for T
acting on a variety X , there is an isomorphism ΩT
∗
(X) ⊗Ω∗(BT ) L
∼=
−→ Ω∗(X).
As applications, we show that for a connected linear algebraic group G acting
on a k-variety X , the forgetful map ΩG
∗
(X)→ Ω∗(X) is surjective with rational
coefficients. As a consequence, we describe the rational algebraic cobordism ring
of algebraic groups and flag varieties.
We prove a structure theorem for the equivariant cobordism of smooth pro-
jective varieties with torus action. Using this, we prove various localization the-
orems and a form of Bott residue formula for such varieties. As an application,
we show that the equivariant cobordism of a smooth variety X with torus action
is generated by the invariant cobordism cycles in Ω∗(X) as Ω
∗(BT )-module.
1. Introduction
Let k be a field of characteristic zero and let G be a linear algebraic group over
k. The equivariant algebraic cobordism groups for smooth varieties were defined
by Deshpande in [12]. They were subsequently developed into a complete theory
of equivariant cobordism for all k-schemes in [26]. This theory is based on the
analogous construction of the equivariant Chow groups by Totaro [42] and Edidin-
Graham [14]. In [26], we established all the basic properties of the equivariant
cobordism which are known for the non-equivariant cobordism theory of Levine
and Morel [33]. In this paper, we continue the study of these cobordism groups
with special focus on the case when the underlying group is a torus.
It was shown in [26, Theorem 8.7] that with rational coefficients, the equivariant
cobordism of a k-variety X with the action of a connected linear algebraic group G
is simply the subgroup of invariants inside the equivariant cobordism for the action
of a maximal torus of G under the action of the Weyl group. This reduces most of
the computations of equivariant cobordism to the case when the underlying group
is a torus. Our aim in this paper is to study this special case in more detail and
derive some important consequences for the action of arbitrary connected groups.
These results are applied in [27] to describe the non-equivariant cobordism rings
of principal and flag bundles. The results of this paper are also used in [28] to
compute the algebraic cobordism of toric varieties. Some more applications will
appear in [22]. We now describe some of the main results of this paper.
In this paper, a scheme will mean a quasi-projective k-scheme and all G-actions
will be assumed to be linear. Let T be a split torus and let S(T ) denote the
cobordism ring Ω∗T (k) of the classifying space of T . If X is a scheme with T -action,
we show in Theorem 3.4 that the forgetful map from the equivariant cobordism to
the ordinary cobordism group of X induces an isomorphism
rTX : Ω
T
∗ (X)⊗S(T ) L
∼=
−→ Ω∗(X),
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which is a ring isomorphism if X is smooth. This result for the equivariant Chow
groups was earlier proven by Brion in [7, Corollary 2.3].
Using Theorem 3.4 and the results of Calmes-Petrov-Zainoulline [9], we give a
explicit geometric description of the algebraic cobordism ring of flag varieties with
rational coefficients. In particular, we show in Theorem 8.1 that if G is a connected
reductive group and B is a Borel subgroup containing a split maximal torus T ,
then with rational coefficients, there is an L-algebra isomorphism
(1.1) S(T )⊗S(G)L
∼=
−→ Ω∗(G/B),
where S(G) = Ω∗(BG). This can be interpreted as the uncompleted version of
the results of [9]. In case of G = GLn, this yields an explicit formula for the ring
Ω∗(G/B) as the quotient of the standard polynomial ring L[x1, · · · , xn] by the ideal
generated by the homogeneous symmetric polynomials of strictly positive degree.
This latter result for GLn recovers the theorem of Hornbostel and Kiritchenko [20]
by a simpler method. We remark that the result of Hornbostel and Kiritchenko
is stronger in the sense that they prove it with the integral coefficients. We also
obtain similar description for Ω∗(G) that generalizes the results of Yagita [46].
As an application of Theorems 3.4 and 8.1, we show that if G is a connected
linear algebraic group acting on a scheme X , then the forgetful map
rGX : Ω
G
∗ (X)→ Ω∗(X)
is surjective with rational coefficients. This generalizes the analogous results for the
K-groups and Chow groups by Graham [18] and Brion [7] to algebraic cobordism.
In our next result, we give a structure theorem (cf. Theorem 4.7) for the equi-
variant cobordism of smooth projective varieties with torus action. The main point
of this theorem is that for such a variety X , the equivariant cobordism of X is very
closely related to the non-equivariant cobordism of the fixed point loci in X . The
main ingredients in the proof are the self-intersection formula for the equivariant
cobordism in Proposition 3.1 and a decomposition theorem of Bialynicki-Birula for
such varieties.
As an application of Theorem 4.7, we show that if a split torus T acts on a
smooth variety X , then the equivariant cobordism group ΩT∗ (X) is generated by
the T -invariant cobordism cycles in Ω∗(X) as S(T )-module. For equivariant Chow
groups, this was earlier proven by Brion in [7, Theorem 2.1]. The result of Brion can
also be deduced from corresponding result for cobordism and [26, Proposition 7.1].
In [7], Brion proves the localization formulae for the equivariant Chow groups for
torus action on smooth projective varieties. These formulae describe the equivari-
ant Chow groups of a smooth projective variety X with T -action in terms of the
equivariant Chow groups of the fixed point locus XT . Since ΩT∗ (X
T ) is relatively
simpler to compute, these formulae yield a way of computing the equivariant Chow
groups of X . In the final set of results in this paper, we prove these localization
formulae for the equivariant cobordism. Our results generalize all the analogous
results of Brion to the case of cobordism. These results are expected to be the
foundational step in the computation of the cobordism groups of spherical vari-
eties. Using the above result, we aim to compute the cobordism ring of certain
spherical varieties in [22].
2. Recollection of equivariant cobordism
Since we shall be concerned with the study of schemes with group actions and
the associated quotient schemes, and since such quotients often require the original
scheme to be quasi-projective, we shall assume throughout this paper that all
schemes over k are quasi-projective.
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In this section, we briefly recall the definition of equivariant algebraic cobordism
and some of its main properties from [26]. Since most of the results of [26] will
be repeatedly used in this text, we summarize them here for reader’s convenience.
For the definition and all details about the algebraic cobordism used in this paper,
we refer the reader the work of Levine and Morel [33].
Notations. We shall denote the category of quasi-projective k-schemes by Vk. By
a scheme, we shall mean an object of Vk. The category of smooth quasi-projective
schemes will be denoted by VSk . If G is a linear algebraic group over k, we shall de-
note the category of quasi-projective k-schemes with a G-action and G-equivariant
maps by VG. The associated category of smooth G-schemes will be denoted by V
S
G.
All G-actions in this paper will be assumed to be linear. Recall that this means
that all G-schemes are assumed to admit G-equivariant ample line bundles. This
assumption is always satisfied for normal schemes (cf. [39, Theorem 2.5], [40, 5.7]).
Recall that the Lazard ring L is a polynomial ring over Z on infinite but
countably many variables and is given by the quotient of the polynomial ring
Z[Aij |(i, j) ∈ N2] by the relations, which uniquely define the universal formal group
law FL of rank one on L. Recall that a cobordism cycle over a k-scheme X is a
family α = [Y
f
−→ X,L1, · · · , Lr], where Y is a smooth scheme, the map f is projec-
tive, and Li’s are line bundles on Y . Here, one allows the set of line bundles to be
empty. The degree of such a cobordism cycle is defined to be deg(α) = dimk(Y )−r
and its codimension is defined to be dim(X)−deg(α). If Z∗(X) is the free abelian
group generated by the cobordism cycles of the above type with Y irreducible,
then Z∗(X) is graded by the degree of cycles. The algebraic cobordism group of
X is defined as
Ω∗(X) =
Z∗(X)
R∗(X)
,
where R∗(X) is the graded subgroup generated by relations which are determined
by the dimension and the section axioms and the above formal group law. If X is
equi-dimensional, we set Ωi(X) = Ωdim(X)−i(X) and grade Ω
∗(X) by codimension
of the cobordism cycles. It was shown by Levine and Pandharipande [34] that the
cobordism group Ω∗(X) can also be defined as the quotient
Ω∗(X) =
Z ′∗(X)
R′∗(X)
,
where Z ′∗(X) is the free abelian group on cobordism cycles [Y
f
−→ X ] with Y smooth
and irreducible and f projective. The graded subgroup R′∗(X) is generated by
cycles satisfying the relation of double point degeneration.
Let X be a k-scheme of dimension d. For j ∈ Z, let Zj be the set of all closed
subschemes Z ⊂ X such that dimk(Z) ≤ j (we assume dim(∅) = −∞). The set
Zj is then ordered by the inclusion. For i ≥ 0, we set
Ωi(Zj) = lim−→
Z∈Zj
Ωi(Z) and Ω∗(Zj) =
⊕
i≥0
Ωi(Zj).
It is immediate that Ω∗(Zj) is a graded L∗-module and there is a graded L∗-linear
map Ω∗(Zj)→ Ω∗(X). We define FjΩ∗(X) to be the image of the natural L∗-linear
map Ω∗(Zj) → Ω∗(X). In other words, FjΩ∗(X) is the image of all Ω∗(W ) →
Ω∗(X), where W → X is a projective map such that dim(Image(W )) ≤ j. One
checks at once that there is a canonical niveau filtration
(2.1) 0 = F−1Ω∗(X) ⊆ F0Ω∗(X) ⊆ · · · ⊆ Fd−1Ω∗(X) ⊆ FdΩ∗(X) = Ω∗(X).
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2.1. Equivariant cobordism. In this text, G will denote a linear algebraic group
of dimension g over k. All representations of G will be finite dimensional. Recall
form [26] that for any integer j ≥ 0, a good pair (Vj , Uj) corresponding to j for the
G-action is a pair consisting of a G-representation Vj and an open subset Uj ⊂ Vj
such that the codimension of the complement is at least j and G acts freely on Uj
with quotient Uj/G a quasi-projective scheme. It is known that such good pairs
always exist.
Let X be a k-scheme of dimension d with a G-action. For j ≥ 0, let (Vj, Uj) be
an l-dimensional good pair corresponding to j. For i ∈ Z, if we set
(2.2) ΩGi (X)j =
Ωi+l−g
(
X
G
× Uj
)
Fd+l−g−jΩi+l−g
(
X
G
× Uj
) ,
then it is known that ΩGi (X)j is independent of the choice of the good pair (Vj, Uj).
Moreover, there is a natural surjective map ΩGi (X)j′ ։ Ω
G
i (X)j for j
′ ≥ j ≥ 0.
Definition 2.1. Let X be a k-scheme of dimension d with a G-action. For any
i ∈ Z, we define the equivariant algebraic cobordism of X to be
ΩGi (X) = lim←−
j
ΩGi (X)j .
The reader should note from the above definition that unlike the ordinary cobor-
dism, the equivariant algebraic cobordism ΩGi (X) can be non-zero for any i ∈ Z.
We set
ΩG∗ (X) =
⊕
i∈Z
ΩGi (X).
If X is an equi-dimensional k-scheme with G-action, we let ΩiG(X) = Ω
G
d−i(X)
and Ω∗G(X) = ⊕
i∈Z
ΩiG(X). It is known that if G is trivial, then the G-equivariant
cobordism reduces to the ordinary one.
Remark 2.2. It is easy to check from the above definition of the niveau filtration
that if X is a smooth and irreducible k-scheme of dimension d, then FjΩi(X) =
F d−jΩd−i(X), where F •Ω∗(X) is the coniveau filtration used in [12]. Furthermore,
one also checks in this case that if G acts on X , then
(2.3) ΩiG(X) = lim←−
j
Ωi
(
X
G
× Uj
)
F jΩi
(
X
G
× Uj
) ,
where (Vj, Uj) is a good pair corresponding to any j ≥ 0. Thus the above definition
of the equivariant cobordism coincides with that of [12] for smooth schemes.
For equi-dimensional schemes, we shall write the (equivariant) cobordism groups
cohomologically. The G-equivariant cobordism group Ω∗(k) of the ground field k
is denoted by Ω∗(BG) and is called the cobordism of the classifying space of G.
We shall often write it as S(G).
The following important result shows that if we suitably choose a sequence
of good pairs {(Vj, Uj)}j≥0, then the above equivariant cobordism group can be
computed without taking quotients by the niveau filtration. This is often very
helpful in computing the equivariant cobordism groups.
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Theorem 2.3. (cf. [26, Theorem 6.1]) Let {(Vj, Uj)}j≥0 be a sequence of lj-
dimensional good pairs such that
(i) Vj+1 = Vj ⊕Wj as representations of G with dim(Wj) > 0 and
(ii) Uj ⊕Wj ⊂ Uj+1 as G-invariant open subsets.
Then for any scheme X as above and any i ∈ Z,
ΩGi (X)
∼=
−→ lim
←−
j
Ωi+lj−g
(
X
G
× Uj
)
.
Moreover, such a sequence {(Vj, Uj)}j≥0 of good pairs always exists.
2.2. Change of groups. If H ⊂ G is a closed subgroup of dimension h, then any
lj-dimensional good pair (Vj , Uj) for G-action is also a good pair for the induced
H-action. Moreover, for any X ∈ VG of dimension d, X
H
× Uj → X
G
× Uj is an
e´tale locally trivial G/H-fibration and hence a smooth map (cf. [4, Theorem 6.8])
of relative dimension g − h. Taking the inverse limit of corresponding pull-back
maps on the cobordism groups, this induces the restriction map
(2.4) rGH,X : Ω
G
∗ (X)→ Ω
H
∗ (X).
Taking H = {1}, we get the forgetful map
(2.5) rGX : Ω
G
∗ (X)→ Ω∗(X)
from the equivariant to the non-equivariant cobordism. Since rGH,X is obtained as
a pull-back under the smooth map, it commutes with any projective push-forward
and smooth pull-back (cf. Theorem 2.5).
The equivariant cobordism for the action of a group G is related with the equi-
variant cobordism for the action of the various subgroups of G by the following.
Proposition 2.4 (Morita Isomorphism). Let H ⊂ G be a closed subgroup and let
X ∈ VH . Then there is a canonical isomorphism
(2.6) ΩG∗
(
G
H
× X
)
∼=
−→ ΩH∗ (X).
2.3. Fundamental class of cobordism cycles. Let X ∈ VG and let Y
f
−→ X be
a morphism in VG such that Y is smooth of dimension d and f is projective. For
any j ≥ 0 and any l-dimensional good pair (Vj, Uj), [YG
fG−→ XG] is an ordinary
cobordism cycle of dimension d+ l−g by [loc.cit., Lemma 5.3] and hence defines an
element αj ∈ Ω
G
d (X)j . Moreover, it is evident that the image of αj′ is αj for j
′ ≥ j.
Hence we get a unique element α ∈ ΩGd (X), called the G-equivariant fundamental
class of the cobordism cycle [Y
f
−→ X ]. We also see from this more generally that
if [Y
f
−→ X,L1, · · · , Lr] is as above with each Li a G-equivariant line bundle on
Y , then this defines a unique class in ΩGd−r(X). It is interesting question to ask
under what conditions on the group G, the equivariant cobordism group ΩG∗ (X)
is generated by the fundamental classes of G-equivariant cobordism cycles on X .
We shall show in this text that this is indeed true for a torus action on smooth
varieties.
6 AMALENDU KRISHNA
2.4. Basic properties. The following result summarizes the basic properties of
the equivariant cobordism.
Theorem 2.5. (cf. [26, Theorems 5.1, 5.4]) The equivariant algebraic cobordism
satisfies the following properties.
(i) Functoriality : The assignment X 7→ Ω∗(X) is covariant for projective maps
and contravariant for smooth maps in VG. It is also contravariant for l.c.i. mor-
phisms in VG. Moreover, for a fiber diagram
X ′
g′
//
f ′

X
f

Y ′ g
// Y
in VG with f projective and g smooth, one has g
∗◦f∗ = f
′
∗◦g
′∗ : ΩG∗ (X)→ Ω
G
∗ (Y
′).
(ii) Localization : For a G-scheme X and a closed G-invariant subscheme Z ⊂ X
with complement U , there is an exact sequence
ΩG∗ (Z)→ Ω
G
∗ (X)→ Ω
G
∗ (U)→ 0.
(iii) Homotopy : If f : E → X is a G-equivariant vector bundle, then f ∗ :
ΩG∗ (X)
∼=
−→ ΩG∗ (E).
(iv) Chern classes : For any G-equivariant vector bundle E
f
−→ X of rank r, there
are equivariant Chern class operators cGm(E) : Ω
G
∗ (X) → Ω
G
∗−m(X) for 0 ≤ m ≤ r
with cG0 (E) = 1. These Chern classes have same functoriality properties as in the
non-equivariant case. Moreover, they satisfy the Whitney sum formula.
(v) Free action : If G acts freely on X with quotient Y , then ΩG∗ (X)
∼=
−→ Ω∗(Y ).
(vi) Exterior Product : There is a natural product map
ΩGi (X)⊗Z Ω
G
i′ (X
′)→ ΩGi+i′(X ×X
′).
In particular, ΩG∗ (k) is a graded algebra and Ω
G
∗ (X) is a graded Ω
G
∗ (k)-module for
every X ∈ VG. For X smooth, the pull-back via the diagonal X →֒ X × X turns
Ω∗G(X) into an S(G)-algebra.
(vii) Projection formula : For a projective map f : X ′ → X in VSG, one has for
x ∈ ΩG∗ (X) and x
′ ∈ ΩG∗ (X
′), the formula : f∗ (x
′ · f ∗(x)) = f∗(x
′) · x.
2.5. Formal group law. We recall from [26] that the first Chern class of the
tensor product of two equivariant line bundles satisfies the formal group law of the
ordinary cobordism. That is, for L1, L2 ∈ Pic
G(X), one has
(2.7)
cG1 (L1 ⊗ L2) = c
G
1 (L1) + c
G
1 (L2) + c
G
1 (L1)c
G
1 (L2)
∑
i,j≥1
ai,j
(
cG1 (L1)
)i−1 (
cG1 (L2)
)j−1
,
where F (u, v) = u + v + uv
∑
i,j≥1
ai,ju
i−1vj−1, ai,j ∈ L1−i−j is the universal formal
group law on L. We shall often write cG1 (L1 ⊗ L2) = c
G
1 (L1)+F c
G
1 (L2).
IfX is smooth, the commutative sub-L-algebra (under composition) of EndL (Ω∗G(X))
generated by the Chern classes of the vector bundles is canonically identified with
a sub-L-algebra of the cobordism ring Ω∗G(X) via the identification c
G
i (E) 7→
c˜Gi (E) = c
G
i (E)
(
[X
id
−→ X ]
)
. We shall denote this image also by cGi (E) or, by
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cGi if the underlying vector bundle is understood. The formal group law of the
algebraic cobordism then gives a map of pointed sets
(2.8) PicG(X)→ Ω1G(X), L 7→ c
G
1 (L)
such that cG1 (L1⊗L1) = c
G
1 (L1)+F c
G
1 (L2). It is known that even though c
G
1 (L) is not
nilpotent in Ω∗G(X) for L ∈ Pic
G(X) (unlike in the ordinary case), cG1 (L1)+F c
G
1 (L2)
is a well defined element of Ω1G(X). In this paper, we shall view the (equivariant)
Chern classes as elements of the (equivariant) cobordism ring of a smooth variety
in the above sense. In the rest of this paper, the sum x+F y for x, y ∈ Ω
1
G(X) will
denote the element F (x, y) ∈ Ω1G(X), the addition according to the formal group
law.
2.6. Cobordism ring of classifying spaces. Let R be a Noetherian ring and let
A = ⊕
j∈Z
Aj be a Z-graded R-algebra with R ⊂ A0. Recall that the graded power
series ring S(n) = ⊕
i∈Z
Si is a graded ring such that Si is the set of formal power
series of the form f(t) =
∑
m(t)∈C
am(t)m(t) such that am(t) is a homogeneous element
of A of degree |am(t)| and |am(t)|+ |m(t)| = i. Here, C is the set of all monomials
in t = (t1, · · · , tn) and |m(t)| = i1 + · · ·+ in if m(t) = t
i1
1 · · · t
in
n . We call |m(t)| to
be the degree of the monomial m(t).
We shall often write the above graded power series ring as A[[t]]gr to distinguish
it from the usual formal power series ring. Notice that if A is only non-negatively
graded, then S(n) is nothing but the standard polynomial ring A[t1, · · · , tn] over
A. It is also easy to see that S(n) is indeed a graded ring which is a subring of the
formal power series ring A[[t1, · · · , tn]]. The following result summarizes some basic
properties of these rings. The proof is straightforward and is left as an exercise.
Lemma 2.6. (i) There are inclusions of rings A[t1, · · · , tn] ⊂ S
(n) ⊂ A[[t1, · · · , tn]],
where the first is an inclusion of graded rings.
(ii) These inclusions are analytic isomorphisms with respect to the t-adic topology.
In particular, the induced maps of the associated graded rings
A[t1, · · · , tn]→ Gr(t)S
n → Gr(t)A[[t1, · · · , tn]]
are isomorphisms.
(iii) S(n−1)[[ti]]gr
∼=
−→ S(n).
(iv) S
(n)
(ti1 ,··· ,tir )
∼=
−→ S(n−r) for any n ≥ r ≥ 1, where S(0) = A.
(v) The sequence {t1, · · · , tn} is a regular sequence in S
(n).
(vi) If A = R[x1, x2, · · · ] is a polynomial ring with |xi| < 0 and lim
i→∞
|xi| = −∞,
then S(n)
∼=
−→ lim←−
i
R[x1, · · · , xi][[t]]gr.
Since we shall mostly be dealing with the graded power series ring in this text,
we make the convention of writing A[[t]]gr as A[[t]], while the standard formal
power series ring will be written as Â[[t]].
It is known [26, Proposition 6.5] that if T is a split torus of rank n and if
{χ1, · · · , χn} is a chosen basis of the character group T̂ , then there is a canonical
isomorphism of graded rings
(2.9) L[[t1, · · · , tn]]
∼=
−→ Ω∗(BT ), ti 7→ c
T
1 (Lχi).
8 AMALENDU KRISHNA
Here, Lχ is the T -equivariant line bundle on Spec(k) corresponding to the character
χ of T . One also has isomorphisms
(2.10) Ω∗(BGLn)
∼=
−→ L[[γ1, · · · , γn]] and Ω
∗(BSLn)
∼=
−→ L[[γ2, · · · , γn]]
of graded L-algebras, where γi’s are the elementary symmetric polynomials in
t1, · · · , tn that occur in Ω
∗(BT ).
We finally recall the following result of [26] that will be useful for us.
Theorem 2.7. (cf. [26, Theorem 8.7]) Let G be a connected linear algebraic group
and let L be a Levi subgroup of G with a split maximal torus T . Let W denote the
Weyl group of L with respect to T . Then for any X ∈ VG, the natural map
(2.11) ΩG∗ (X)→
(
ΩT∗ (X)
)W
is an isomorphism.
3. The forgetful map
In this section, we study the forgetful map
rGX : Ω
G
∗ (X)→ Ω∗(X)
of (2.5) from the equivariant to the non-equivariant cobordism when G is a split
torus. It was shown by Brion in [7, Corollary 2.3] (see also [25, Corollary 1.4])
that the natural map CHG∗ (X)⊗S(G)Z → CH∗(X) is an isomorphism. Our aim
in this section is to prove an analogous result for the algebraic cobordism. We do
this by using a technique which appears to be simpler than the one Brion used
for studying the Chow groups. For the rest of this paper, we shall denote the
cobordism ring S(T ) = Ω∗T (k) of the classifying space of a split torus T simply by
S. Let IT ⊂ S be the augmentation ideal so that S/IT
∼=
−→ L. We first prove the
following very useful self-intersection formula for the equivariant cobordism.
Proposition 3.1 (Self-intersection formula). Let G be a linear algebraic group and
let Y
f
−→ X be a regular G-equivariant embedding in VG of pure codimension d and
let NY/X denote the equivariant normal bundle of Y inside X. Then one has for
every y ∈ ΩG∗ (Y ), f
∗ ◦ f∗(y) = c
G
d (NY/X)(y).
Proof. First we prove this for the non-equivariant algebraic cobordism. But this
is a direct consequence of the construction of the refined pull-back map and the
excess intersection formula for algebraic cobordism in [33, Section 6]. One simply
has to use Lemma 6.6.2 and Theorem 6.6.9 of loc. cit. and follow exactly the same
argument as in the proof of the self-intersection formula for Chow groups in [17,
Theorem 6.2].
To prove the equivariant version, let j ≥ 0 and let (Vj, Uj) be a good pair. Then
YG
f
→֒XG is a regular closed embedding. Writing the normal bundle NY/X simply by
N , we see that NG is the normal bundle of YG inside XG and c
G
d (N) is induced by
cd(NG). The non-equivariant self-intersection formula yields f
∗
◦ f ∗ = cd(NG)(−)
on Ω∗(YG). Moreover, the maps f
∗
and f ∗ descend to a compatible system of maps
(cf. [26, Theorem 5.4])
ΩG∗ (Y )j
f
∗−→ ΩG∗ (X)j+d, Ω
G
∗ (X)j+d
f
∗
−→ ΩG∗−d(Y )j+d,
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whose composite with the natural surjection ΩG∗−d(Y )j+d ։ Ω
G
∗−d(Y )j (cf. [26,
Lemma 4.3]) gives a map of inverse systems {ΩG∗ (Y )j}
f
∗
◦f
∗−−−→ {ΩG∗−d(Y )j}.
The equivariant Chern class cGd (N) is induced by taking the inverse limit of maps
cGd,j(NG) : {Ω
G
∗ (Y )j} → {Ω
G
∗−d(Y )j}. Since f
∗
◦ f ∗ = c
G
d,j(NG)(−) for each j ≥ 0
by the non-equivariant case proven above, we conclude that f ∗ ◦ f∗ = c
G
d (N)(−)
on the equivariant cobordism. 
Corollary 3.2. Let G be a linear algebraic group acting on a k-variety X and let
p : L → X be a G-equivariant line bundle. Let f : X → L be the zero-section
embedding. Then f ∗ ◦ p∗ = Id and f ∗ ◦ f∗ = c
G
1 (L).
Proof. Since p is an equivariant line bundle, the homotopy invariance property of
Theorem 2.5 implies the first isomorphism. The second isomorphism is a direct
consequence of Proposition 3.1. 
Lemma 3.3. Let G be a connected linear algebraic group acting on a k-variety X.
Then all irreducible components of X are G-invariant and the map⊕
1≤i≤r
ΩG∗ (Xi)→ Ω
G
∗ (X)
is surjective, where {X1, · · · , Xr} is the set of irreducible components of X.
Proof. Since G is connected and hence irreducible, it is clear that all components
of X are G-invariant. We now prove the surjectivity assertion. By an induction
on the number of irreducible components, it suffices to consider the case when
X = X1 ∪X2, where each Xi is a G-invariant closed (not necessarily irreducible)
subscheme. Set Y = X1 ∩ X2. It is then clear that Y is a G-invariant closed
subscheme of X . By Theorem 2.5 (ii), we get a commutative diagram
(3.1) ΩG∗ (Y )
//

ΩG∗ (X1)
//

ΩG∗ (X1 − Y )
// 0
ΩG∗ (X2)
// ΩG∗ (X)
// ΩG∗ (X −X2)
// 0
with exact rows. It follows from the diagram chase that the map ΩG∗ (X1) ⊕
ΩG∗ (X2)→ Ω
G
∗ (X) is surjective. 
Theorem 3.4. Let T be a split torus acting on a k-variety X. Then the forgetful
map rTX induces an isomorphism
rTX : Ω
T
∗ (X)⊗S L
∼=
−→ Ω∗(X).
If X is smooth, this is an L-algebra isomorphism.
Proof. We have already seen that rTX is an L-algebra homomorphism ifX is smooth.
So we only need to show that it descends to the desired isomorphism for any
X ∈ VT .
Let n be the rank of T and let {χ1, · · · , χn} be a chosen basis of the character
groupM of T . We denote the coordinates of the affine space Ank by x = (x1, · · · , xn)
and define a linear action of T on An by
(3.2) t · x = y = (y1, · · · , yn), where yi = χi(t)xi ∀ i.
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LetHi ⊂ An be the hyperplane {xi = 0} for 1 ≤ i ≤ n. Then eachHi is T -invariant
and
(3.3) T ∼= An −
(
n
∪
i=1
Hi
)
= An −H (say).
Note that since {χ1, · · · , χn} is a basis and since the action of χi(t) is multiplication
by ti if t = (t1, · · · , tn) is a coordinate of T , we see that under the identification
in (3.3), the restriction of the above action of T on An to the open subset T is by
simply the left (and hence right) multiplication.
The localization sequence of Theorem 2.5 (ii) gives an exact sequence
(3.4) ΩT∗ (X ×H)→ Ω
T
∗ (X × A
n)→ ΩT∗ (X × T )→ 0,
where T acts on X × An via the diagonal action. Using Proposition 2.4 and
Lemma 3.3, this reduces to an exact sequence
(3.5)
⊕
1≤i≤n
ΩT∗ (X ×Hi)
∑
ji
∗−−→ ΩT∗ (X × A
n)→ Ω∗(X)→ 0,
where ji : Hi → An is the inclusion. By the equivariant homotopy invariance, we
can identify ΩT∗ (X ×Hi) by Ω
T
∗ (X) via the projection
(3.6) Hi
ji
//
pi ##H
HH
HH
HH
HH
An
p

Spec(k)
and similarly identify ΩT∗ (X×A
n) by ΩT∗ (X) via p
∗. Since T acts on An coordinate-
wise, we can also equivariantly identify An as Hi × A1 and then by the homotopy
invariance, we have isomorphisms ΩT∗ (X×A
n) ∼= ΩT∗ (X×A
1×Hi) ∼= Ω
T
∗ (X×A
1).
Under the identifications ΩT∗ (X)
∼=
→
p∗i
ΩT∗ (X×Hi) and Ω
T
∗ (X×A
1) ∼= ΩT∗ (X×A
n),
the map ΩT∗ (X ×Hi)
ji
∗−→ ΩT∗ (X × A
n) is the composite
(3.7) ΩT∗ (X)
j∗
−→ ΩT∗ (X × A
1)
j∗
−→ ΩT∗ (X),
where j : Spec(k)→ A1 is the zero-section embedding. In particular, we can apply
Corollary 3.2 to identify the map ji∗ as the map Ω
T
∗ (X)
cT1 (Lχi )−−−−→ ΩT∗ (X). Hence, the
first map of (3.5) is identified as the map
(3.8)
(
ΩT∗ (X)
)⊕n ∑ cT1 (Lχi )−−−−−−→ ΩT∗ (X)
(a1, · · · , an) 7→
n∑
i=1
cT1 (Lχi) · ai.
Since each Lχi is a T -equivariant line bundle on Spec(k), the above map is same
as
S⊕n ⊗S Ω
T
∗ (X)
Φ⊗id
−−−→ S ⊗S Ω
T
∗ (X),
where S = Ω∗T (k) = L[[x1, · · · , xn]] and Φ : S
⊕n → S is given as in (3.8).
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Now, the map cT1 (Lχi) on S is given by the multiplication by xi for 1 ≤ i ≤ n.
In particular, we see that [S⊕n
Φ
−→ S] is the complex (K1
Φ
−→ K0), where
K• = K•(S
xi−→ S) = (Kn → · · · → K1
Φ
−→ K0)
is the Koszul complex associated to the sequence (x1, · · · , xn) in S. Hence, by
comparing this with (3.5) and (3.8), we conclude that (3.5) is the exact sequence
(3.9) K1 ⊗S Ω
T
∗ (X)→ K0 ⊗S Ω
T
∗ (X)→ Ω∗(X)→ 0.
On the other hand, (x1, · · · , xn) is a regular sequence in S by Lemma 2.6. This
in turn implies using [35, Theorem 16.5] that K• is a resolution of L as S-module.
In particular, the sequence
K1 ⊗S Ω
T
∗ (X)→ K0 ⊗S Ω
T
∗ (X)→ L⊗S Ω
T
∗ (X)→ 0
is exact. The proof of the theorem follows by comparing this exact sequence
with (3.9). 
Remark 3.5. We expect the assertion of Theorem 3.4 to hold for all linear al-
gebraic groups with rational coefficients. Although, we are unable to prove this
generalization, we shall show a weaker version later in this paper. We shall also
show the isomorphism ΩG∗ (X)⊗S(G) L
∼=
−→ Ω∗(X) when X is the flag variety G/B
(cf. Theorem 8.1).
4. Structure theorems for torus action
In this section, we prove some structure theorems for the equivariant cobordism
of smooth projective varieties with torus action. To state our first result of this
kind, recall that for homomorphisms Ai
fi
−→ B, i = 1, 2 of abelian groups, A1×
B
A2
denotes the fiber product {(a1, a2)|f1(a1) = f2(a2)}.
Proposition 4.1. Let T be a split torus and let Y →֒ X be a T -equivariant closed
embedding of smooth varieties of codimension d ≥ 0. Assume that cGd
(
NY/X
)
is a
non-zero divisor in the cobordism ring Ω∗T (Y ). Let Y
i
→֒ X and U
j
→֒ X be the
inclusion maps, where U is the complement of Y in X. Then:
(i) The localization sequence
0→ Ω∗T (Y )
i∗−→ Ω∗T (X)
j∗
−→ Ω∗T (U)→ 0
is exact.
(ii) The restriction ring homomorphisms
Ω∗T (X)
(i∗,j∗)
−→ Ω∗T (Y )× Ω
∗
T (U)
give an isomorphism of rings
Ω∗T (X)
∼=
−→ Ω∗T (Y ) ×
Ω˜∗
T
(Y )
Ω∗T (U),
where Ω˜∗T (Y ) = Ω
∗
T (Y )/
(
cTd
(
NY/X
))
, and the maps
Ω∗T (Y )→ Ω˜
∗
T (Y ), Ω
∗
T (U)→ Ω˜
∗
T (Y )
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are respectively, the natural surjection and the map
Ω∗T (U) =
Ω∗T (X)
i∗ (Ω∗T (Y ))
i∗
−→
Ω∗T (Y )
cTd
(
NY/X
) = Ω˜∗T (Y ),
which is well-defined by Proposition 3.1.
Proof. Since all the statements are obvious for d = 0, we assume that d ≥ 1.
In view of Theorem 2.5 (ii), we only need to show that i∗ is injective to prove
the first assertion. But this follows from Proposition 3.1 and the assumption
that cTd (NY/X) is a non-zero divisor in the ring Ω
∗
T (Y ). Since i
∗ and j∗ are ring
homomorphisms, the proof of the second part follows directly from the first part
and [43, Lemma 4.4]. 
4.1. The motivic cobordism theory. Before we prove our other results of this
section, we recall the theory of motivic algebraic cobordism MGL∗,∗ introduced
by Voevodsky in [45]. This is a bi-graded ring cohomology theory in the category
of smooth schemes over k. Levine has recently shown in [30] that MGL∗,∗ ex-
tends uniquely to a bi-graded oriented Borel-Moore homology theory MGL′∗,∗ on
the category of all schemes over k. This homology theory has exterior products,
homotopy invariance, localization exact sequence and Mayer-Vietoris among other
properties (cf. [loc. cit., Section 3]). Moreover, the universality of Levine-Morel
cobordism theory implies that there is a unique map
ϑ : Ω∗ → MGL
′
2∗,∗
of oriented Borel-Moore homology theories. Our motivation for studying the mo-
tivic cobordism theory in this text comes from the following result of Levine.
Theorem 4.2 ([31]). For any X ∈ Vk, the map ϑX is an isomorphism.
Proposition 4.3. Let X be a k-scheme with a filtration by closed subschemes
(4.1) ∅ = X−1 ⊂ X0 ⊂ · · · ⊂ Xn = X
and maps φm : Um = (Xm \ Xm−1) → Zm for 0 ≤ m ≤ n which are all vector
bundles. Assume moreover that each Zm is smooth and projective. Let MGL
′ be
the Motivic Borel-Moore cobordism theory. Then there is a canonical isomorphism
n⊕
m=0
MGL′∗,∗ (Zm)
∼=
−→MGL′∗,∗ (X) .
Proof. We prove it by induction on n. For n = 0, the map X = X0
φ0
−→ Z0
is a vector bundle over a smooth scheme and hence the lemma follows from the
homotopy invariance of the MGL-theory. We now assume by induction that 1 ≤
m ≤ n and
(4.2)
m−1⊕
j=0
MGL′∗,∗ (Zj)
∼=
−→MGL′∗,∗ (Xm−1) .
Let im−1 : Xm−1 →֒ Xm and jm : Um = (Xm \ Xm−1) →֒ Xm be the closed and
open embeddings. We consider the localization exact sequence for MGL′ (cf. [30,
Page 35]).
(4.3) · · · → MGL′∗,∗ (Xm−1)
i(m−1)∗
−−−−→MGL′∗,∗ (Xm)
j∗m−→MGL′∗,∗ (Um)→ · · · .
Using (4.2), it suffices now to construct a canonical splitting of the smooth pull-
back j∗m in order to prove the lemma.
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Let Vm ⊂ Um×Zm be the graph of the projection Um
φm
−−→ Zm and let V m denote
the closure of Vm in Xm×Zm. Let Ym → V m be a resolution of singularities. Since
Vm is smooth, we see that Vm
jm
→֒ Ym as an open subset. We consider the composite
maps
pm : Vm →֒ Um × Zm → Um, qm : Vm →֒ Um × Zm → Zm and
pm : Ym → Xm × Zm → Xm, qm : Ym → Xm × Zm → Zm.
Note that pm is a projective morphism since Zm is projective. The map qm is
smooth and pm is an isomorphism.
We consider the diagram
(4.4) MGL′∗,∗ (Zm)
q∗m
//
φ∗m ∼=

MGL′∗,∗ (Ym)
pm∗

MGL′∗,∗ (Um) MGL
′
∗,∗ (Xm).j∗m
oo
Since each Zm is smooth by our assumption, the map φ
∗
m is an isomorphism
by the homotopy invariance of the MGL-theory. The map q∗m is the pull-back
MGL′∗,∗ (Zm)
∼= MGL∗,∗ (Zm) → MGL
∗,∗ (Ym) ∼= MGL
′
∗,∗ (Ym) between the Vo-
evodsky’s motivic cobordism of smooth varieties. It suffices to show that this dia-
gram commutes. For, the map pm∗ ◦ q
∗
m ◦ φ
∗
m
−1 will then give the desired splitting
of the map j∗m.
We now consider the following commutative diagram.
Xm Um
jm
oo
Ym
pm
OO
qm ""E
EE
EE
EE
E
Vm
pm
OO
qm

jm
oo Um
id
bbDDDDDDDD
(φm,id)
oo
φm||zz
zz
zz
zz
Zm.
Since the top left square is Cartesian and jm is an open immersion, we have j
∗
m ◦
pm∗ = pm∗ ◦ j
∗
m by the functoriality property of the pull-back ofMGL
′-theory with
respect to an open immersion. Now, using the fact that (φm, id) is an isomorphism,
we get
j∗m ◦ pm∗ ◦ q
∗
m = pm∗ ◦ j
∗
m ◦ q
∗
m = pm∗ ◦ q
∗
m
= pm∗ ◦ (φm, id)∗ ◦ (φm, id)
∗ ◦ q∗m = id∗ ◦ φ
∗
m
= φ∗m.
This proves the commutativity of (4.4) and hence the proposition. 
Lemma 4.4. Let Y
f
−→ X be a morphism of smooth k-varieties of relative codi-
mension d. Then the map f ∗ : Ωp(X) → Ωp−d(Y ) preserves the niveau filtration
(cf. (2.1)).
Proof. We need to show that f ∗ (FqΩp(X)) ⊂ Fq−dΩp−d(Y ). We can factor f as
Y
i
−→ U
j
−→ PnX
pi
−→ X , where i and j are respectively closed and open immersions,
and π is the usual projection. One has then f ∗ = i∗◦j∗◦π∗ (cf. [33, 5.1.3]). Since π
is the smooth projection and j is an open immersion, it is clear from the definition
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of the cobordism (cf. [24, Theorem 2.3]) that j∗ ◦ π∗ (FqΩp(X)) ⊂ Fq+nΩp+n(U).
Since d = codimU(Y )−n, we need to prove the lemma when f is a closed immersion.
So let α = [W
g
−→ X ] be a cobordism cycle whereW is an irreducible and smooth
variety and g is projective. By [32, Lemma 7.1], we can assume that g is transverse
to f . In particular, W ′ =W ×X Y is smooth and there is a Cartesian square
(4.5) W ′
f ′
//
g′

W
g

Y
f
// X
in VSk , where the horizontal arrows are closed immersions and the vertical arrows
are projective. We then have
f ∗(α) = f ∗ ◦ g∗(IdW ) = g
′
∗ ◦ f
′∗(IdW ) = g
′
∗(IdW ′),
where the second equality follows from the transversality condition (cf. [33, 5.1.3]).
Since f and f ′ have same codimension, the lemma follows. 
4.2. Equivariant cobordism of filtrable varieties. We recall from [7, Sec-
tion 3] that a k-variety X with an action of a split torus T is called filtrable
if the fixed point locus XT is smooth and projective, and there is a numbering
XT =
n∐
m=0
Zm of the connected components of the fixed point locus, a filtration of
X by T -invariant closed subschemes
(4.6) ∅ = X−1 ⊂ X0 ⊂ · · · ⊂ Xn = X
and maps φm : Um = (Xm \ Xm−1) → Zm for 0 ≤ m ≤ n which are all T -
equivariant vector bundles. The following celebrated theorem of Bialynicki-Birula
[1] (generalized to the case of non-algebraically closed fields by Hesselink [19])
will be crucial for understanding the equivariant cobordism of smooth projective
varieties.
Theorem 4.5 (Bialynicki-Birula, Hesselink). Let X be a smooth projective variety
with an action of T . Then X is filtrable.
This is roughly proven by choosing a generic one parameter subgroup λ ⊂ T
such that Xλ = XT and taking the various strata of the filtration to be the locally
closed T -invariant subsets of the form
X+(Z, λ) = {x ∈ X| lim
t→0
λ(t) · x ∈ Z},
where Z is a connected component of XT . Note that the above limit exists since
X is projective. The fiber of the equivariant vector bundle X+(Z, λ) → Z is the
positive eigenspace T+z X for the T -action on the tangent space of X at any point
z ∈ Z.
Lemma 4.6. Let X be a filtrable variety with an action of a split torus T as above.
Then for every 0 ≤ m ≤ n, there is a canonical split exact sequence
(4.7) 0→ ΩT∗ (Xm−1)
i(m−1)∗
−−−−→ ΩT∗ (Xm)
j∗m−→ ΩT∗ (Um)→ 0.
Proof. Let r be the rank of T and for each j ≥ 1, let (Vj, Uj) be the good pair
for the T -action corresponding to j as chosen in the proof of Lemma 6.1. Notice
in particular that Uj/T ∼=
(
Pj−1k
)r
. For any scheme Y with T -action, we set
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Y j = Y
T
× Uj for every j. Given the T -equivariant filtration as in (4.6), it is easy
to see that for each j, there is an associated system of filtrations
(4.8) ∅ = (X−1)
j ⊂ (X0)
j ⊂ · · · ⊂ (Xn)
j = Xj
and maps φm : (Um)
j = (Xm)
j \ (Xm−1)
j → (Zm)
j for 0 ≤ m ≤ n which are all
vector bundles. Observe also that as T acts trivially on each Zm, we have that
(Zm)
j ∼= Zm × (Uj/T ) ∼= Zm ×
(
Pj−1k
)r
. Since Zm is smooth and projective, this
in turn implies that (Zm)
j is a smooth projective variety. We conclude that the
filtration (4.8) of Xj satisfies all the conditions of Proposition 4.3. In particular,
we get split exact sequences
0→MGL′∗,∗
(
(Xm−1)
j
)
→ MGL′∗,∗
(
(Xm)
j
)
→MGL′∗,∗
(
(Um)
j
)
→ 0.
Applying Theorem 4.2, we get for each 0 ≤ m ≤ n, i ∈ Z and j ≥ 1, the canonical
split exact sequence
0→ Ωi
(
(Xm−1)
j
) i(m−1)∗
−−−−→ Ωi
(
(Xm)
j
) j∗m−→ Ωi ((Um)j)→ 0.
By [26, Theorem 3.4], this sequence remains exact at each level of the niveau
filtration. We now claim that the inverse (j∗m)
−1 also preserves this filtration. By
the construction of the inverse of j∗m in diagram (4.4), we only need to show that
pm∗ and q
∗
m preserve the niveau filtration. This holds for pm∗ by [26, Lemma 3.3]
and so is the case for q∗m by Lemma 4.4. This proves the claim. We conclude that
there are canonical split exact sequences
0→ Ωi (Xm−1)j
i(m−1)∗
−−−−→ Ωi (Xm)j
j∗m−→ Ωi (Um)j → 0.
Taking the inverse limit over j, we get the desired split exact sequence (4.7). 
The following is the main result about the equivariant cobordism for the torus
action on smooth filtrable varieties.
Theorem 4.7. Let T be a split torus of rank r acting on a filtrable variety X and
let i : XT =
n∐
m=0
Zm →֒ X be the inclusion of the fixed point locus. Then there is a
canonical isomorphism
n⊕
m=0
ΩT∗ (Zm)
∼=
−→ ΩT∗ (X).
of S-modules. In particular, there is a canonical isomorphism
(4.9) ΩT∗ (X)
∼=
−→ Ω∗(X)[[t1, · · · , tr]]
of S-modules.
Proof. By inducting on n, it follows from Lemma 4.6 that there are canonical
isomorphisms
n⊕
m=0
ΩT∗ (Zm)
∼=
−→ ΩT∗ (X) and
n⊕
m=0
Ω∗(Zm)
∼=
−→ Ω∗(X)
of S-modules. The second assertion now follows from these two isomorphisms and
Lemma 6.1 since T acts trivially on XT . 
Recall from Subsection 2.3 that if Y → X is a T -equivariant projective morphism
of k-schemes with T -action such that Y is smooth, then [Y → X ] defines unique
elements in ΩT∗X) and Ω∗(X), called the fundamental classes of [Y → X ].
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Corollary 4.8. Let T be a split torus of rank r acting on a filtrable variety X such
that XT is the finite set of smooth closed points {x0, · · · , xn}. For 0 ≤ m ≤ n,
let fm : X˜m → Xm be a T -equivariant resolution of singularities and let x˜m be the
fundamental class of the T -invariant cobordism cycle [X˜m → X ] in Ω
T
∗ (X). Then
ΩT∗ (X) is a free S-module with a basis {x˜0, · · · , x˜n}. In particular, Ω∗(X) is a free
L-module with a basis {x˜0, · · · , x˜n}.
Proof. It follows by inductively applying Lemma 4.6 that {x˜0, · · · , x˜n} spans Ω
T
∗ (X)
as S-module. We show its linear independence by the induction on the length of
the filtration. There is nothing to prove for n = 0 and so we assume that n ≥ 1.
Let i(n−1) : Xn−1 → Xn be the inclusion map. Notice that for 0 ≤ m ≤ n− 1, x˜m
defines a unique class x˜′m in Ω
T
∗ (Xn−1) and x˜m = i(n−1)∗(x˜
′
m).
Since Un is an affine space, it follows from Lemma 4.6 that
n∑
m=0
amx˜m = 0 implies
that anj
∗
n(x˜n) = 0. Since j
∗
n(x˜n) = 1, we conclude that an = 0. It follows again
from Lemma 4.6 that
n−1∑
m=0
amx˜
′
m = 0 in Ω
T
∗ (Xn−1) and hence am = 0 for each m
by induction. This proves the first assertion of the corollary. The second assertion
follows from the first and Theorem 3.4. 
4.3. Case of toric varieties. Let X = X(∆) be a smooth projective toric variety
associated to a fan ∆ in N = Hom(Gm, T ). Then the fixed point locus XT is the
disjoint union of the closed orbits Oσ, where σ runs over the set of r-dimensional
cones in ∆. Since X is projective and any orbit is affine, we see that σ is a maximal
cone if and only if Oσ is a closed point and hence a fixed point. In other words,
XT =
∏
σ∈∆max
Oσ = {x0, · · · , xn}. Note also that all these closed points are in fact
k-rational. For any σ ∈ ∆, let V (σ) denote the closure of the orbit Oσ in X .
It follows from Theorem 4.7 that Ω∗T (X) is a free S-module of rank |∆max| = n+1.
Moreover, it follows from Corollary 4.8 that a basis of this free module is given
by {x˜0, · · · , x˜n}, where x˜m is the fundamental class of the T -invariant cobordism
cycle [Xm → X ].
If we now fix an ordering {σ0, · · · , σn} of ∆max and let τm ⊂ σm be the cone
which is the intersection of σm with all those σj such that j ≥ m and which
intersect σm in dimension r−1, then we can choose the ordering of ∆max such that
τi ⊂ σj only if i ≤ j.
In this case, Xm is same as V (τn−m) for 0 ≤ m ≤ n, which is itself a smooth toric
variety. Let [V (τi)] denote the fundamental class of [V (τi)→ X ]. We conclude the
following.
Corollary 4.9. Let X = X(∆) be as above.
(i) Ω∗T (X) is free S-module with basis {[V (τ0)], · · · , [V (τn)]}.
(ii) Ω∗(X) is free L-module with basis {[V (τ0)], · · · , [V (τn)]}.
(iii) There is an MGL∗,∗(k)-linear isomorphism MGL∗,∗(X) ∼= (MGL∗,∗(k))
n+1.
Proof. We have already shown (i) above and (ii) follows from (i) and Theorem 3.4.
The last part follows from Proposition 4.3. 
4.4. Case of flag varieties. Let G be a connected reductive group with a split
maximal torus T and let B be a Borel subgroup of G containing T . Let X =
G/B be the associated flag variety of the left cosets of B in G. Then the left
multiplication of G on itself induces a natural G-action on X . In particular, X is
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a smooth projective T -variety and hence filtrable. The Bruhat decomposition of
G implies that XT =
∐
w∈W
wB, where W is the Weyl group of G with respect to
T . Notice here that the coset wB makes sense even though w is not an element of
G. We can choose an ordering {w0, · · · , wn} of the elements of W such that Xm
is the union of the Schubert varieties Xwi with i ≤ m. For each w ∈ W , there is
canonical B-equivariant resolution of singularities fw : X˜w → Xw which is defined
by inducting on the length of w with X0 being the closed point associated to the
identity element of W . The varieties X˜w are called the Bott-Samelson varieties
associated to X . We refer to [8, Subsection 2.2] for a very nice exposition of
these facts. We shall call the fundamental classes [X˜w → X ] in Ω
∗
T (X) as the
Bott-Samelson cobordism classes.
It is known that these Bott-Samelson classes are not invariants of the associated
Schubert variety Xw and they depend on a reduced decomposition of w ∈ W in
terms of the simple roots (cf. [5]). We fix a choice {X˜w|w ∈ W} of the Bott-
Samelson varieties. As an immediate consequence of Corollary 4.8, we obtain
the following. It was earlier shown in [20, Proposition 3.1] that the ordinary
cobordism group Ω∗(X) is a free L-module. We shall use the following to compute
the cobordism ring of G/B later in this paper.
Corollary 4.10. Let X = G/B be as above. Then Ω∗T (X) is a free S-module
with a basis given by the Bott-Samelson classes. The similar conclusion holds for
Ω∗(X).
As another consequence of Theorem 4.7, we obtain the following generalization
of Brion’s result [7, Theorem 2.1] for smooth schemes.
Theorem 4.11. Let T be a split torus acting on a smooth k-variety X. Then
the S-module Ω∗T (X) is generated by the fundamental classes of the T -invariant
cobordism cycles in Ω∗(X).
Proof. Since we are in characteristic zero, we can use the canonical resolution of
singularities to get a T -equivariant open embedding j : X →֒ Y , where Y is a
smooth and projective T -variety. Since the restriction map Ω∗T (Y )
j∗
−→ Ω∗T (X) is
S-linear and surjective by Theorem 2.5 (ii), it suffices to prove the theorem when
X is projective. In this case, the assertion is proved exactly like the proofs of
Theorems 4.5 and 4.7 using an induction on the length of the filtration. 
Remark 4.12. In [7, Theorem 2.1], Brion also describes the relations which ex-
plicitly describe the T -equivariant Chow groups in terms of the invariant cycles.
It will be interesting to know what are the analogous relations for cobordism. We
shall come back to this problem in a subsequent work.
Example 4.13. As an illustration of the above structure theorems, we deduce the
formula for the equivariant cobordism ring of the projective line where Gm acts
with weight χ. We can write P1k = A
1
0 ∪ A
1
∞ as union of Gm-invariant affine lines
where the first (resp. second) affine line is the complement of∞ (resp. 0). We get
pull-back maps Ω∗Gm(P
1)
i∗0−→ Ω∗Gm(A
1
0)
∼=
−→ Ω∗Gm({0})
∼= S(Gm). We similarly have
the pull-back map i∗∞. It follows from Lemma 4.6 that there is there is a short
exact sequence of ring homomorphisms
0 // Ω∗Gm(P
1)
(i∗0,i
∗
∞
)
// Ω∗Gm(A
1
0)× Ω
∗
Gm(A
1
∞)
j∗0−j
∗
∞
// Ω∗Gm(Gm)
// 0.
18 AMALENDU KRISHNA
Identifying the last term with Ω∗(k) ∼= L and S(Gm) with L[[t]], we have a short
exact sequence of ring homomorphisms
(4.10) 0 // Ω∗Gm(P
1)
(i∗0,i
∗
∞
)
// L[[t]]× L[[t]]
j∗0−j
∗
∞
// L // 0.
It follows from this exact sequence and Lemma 5.4 that there is a ring isomorphism
(4.11)
L[[x, y]]
(xy)
∼=
−→ Ω∗Gm(P
1)
where the images of the variables are the fundamental classes of 0 and ∞. This
gives the Stanley-Reisner presentation for the equivariant cobordism of the projec-
tive line.
5. Localization for torus action: First steps
The localization theorems are the most powerful tools in the study of the equi-
variant cohomology of smooth varieties with torus action. They provide simple
formulae to describe the relation between the equivariant cobordism ring of a
smooth projective variety and that of the fixed point locus for the action of a
torus. The localization theorems for the equivariant Chow groups and their im-
portant applications are considered in [7]. Our goal in the rest of this paper is
to prove such results for the equivariant cobordism. These results will be used in
[22] to compute the equivariant and the non-equivariant cobordism rings of certain
spherical varieties. More applications of these results appear in [28]. Below, we
prove some algebraic results that we need for the localization theorems.
Let R be a commutative Noetherian ring and let A = ⊕
j∈Z
Aj be a commutative
graded R-algebra with R ⊂ A0. Let S
(n) = ⊕
i∈Z
Si be the graded power series ring
A[[t]] := A[[t1, · · · , tn]] (cf. Section 2). Recall that Si is the set of formal power
series of the form f(t) =
∑
m(t)∈C
am(t)m(t) such that am(t) is a homogeneous element
in A and |am(t)|+ |m(t)| = i. Here, C is the set of all monomials in t = (t1, · · · , tn)
and |m(t)| = i1 + · · · + in if m(t) = t
i1
1 · · · t
in
n . Notice that S
(n−1)[[ti]] ∼= S
(n) and
S(n)/(ti) ∼= S
(n−1).
Recall from [33] that a formal (commutative) group law over A is a power series
F (u, v) ∈ A[[u, v]] such that
(i) F (u, 0) = F (0, u) = u ∈ A[[u]]
(ii) F (u, v) = F (v, u)
(iii) F (u, F (v, w)) = F (F (u, v), w)
(iv) there exists (unique) ρ(u) ∈ A[[u]] such that F (u, ρ(u)) = 0.
We write F (u, v) as u +F v. We shall denote ρ(u) by [−1]Fu. Inductively, we
have [n]Fu = [n − 1]Fu +F u if n ≥ 1 and [n]Fu = [−n]F ρ(u) if n ≤ 0. The sum
m∑
i=1
[ni]Fui will mean [n1]Fu1 +F · · ·+F [nm]Fum for ni ∈ Z. It is known that such
a power series is of the form
(5.1) F (u, v) = (u+ v) + uv
(∑
i,j≥1
ai,ju
i−1vj−1
)
∈ A[[u, v]], where ai,j ∈ A1−i−j .
Notice that F (u, v) is a homogeneous element of degree one in the graded power
series ring A[[u, v]] if u, v are homogeneous elements of degree one. It follows from
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the above conditions that ρ(u) = −u + u2
∑
j≥0
bju
j. We conclude that for a set
{u1, · · · , um} of homogeneous elements of degree one, one has
(5.2)
m∑
i=1
[ni]Fui =
m∑
i=1
niui +
∑
|m(u)|≥2
am(u)m(u)
is also homogeneous and of degree one. For the rest of this text, our ring A will be
a graded L-algebra and F (u, v) will be the formal group law on A induced from
that of the universal formal group law FL on L. We recall the following inverse
function theorem for a power series ring.
Lemma 5.1. Let A be any commutative ring and let {f1, · · · , fn} be a set of power
series in the formal power series ring Â[[t]] such that ((∂fi
∂tj
))(0) ∈ GLn(A). Then
the A-algebra homomorphism
φ : Â[[t]]→ Â[[t]], φ(tj) = fj
is an isomorphism.
Proof. Cf. [15, Exercise 7.25]. 
Lemma 5.2. Let A and S(n) be as above such that no non-zero element of R is a
zero divisor in A. Let f =
n∑
i=1
[mi]F ti be a non-zero homogeneous element of degree
one in S(n). Let g(f) = f r + αr−1f
r−1 + · · ·+ α1f + α0 ∈ S
(n) be such that each
αj is homogeneous of degree r − j in A and is nilpotent. Then g(f) is a non-zero
divisor in S(n).
Proof. Since S(n) is a subring of the formal power series ring Â[[t]], it suffices to
show that g(f) is a non-zero divisor in Â[[t]]. We can thus assume that S(n) is the
formal power series ring.
We prove the lemma by induction on n. We first assume that n = 1, in which
case S(1) = Â[[t]] and f = [m]F t = mt + t
2f ′(t) with m 6= 0 by (5.2).
It follows from our assumption that every non-zero element of R is a non-zero
divisor in S(1). Since the map S(1) → S(1)[m−1] is then an injective map of rings, it
suffices to show that g(f) is not a zero divisor in S(1)[m−1]. That is, we can assume
that m = 1. It follows then from Lemma 5.1 that there is an A-automorphism
of S(1) which takes f to t. Thus we can assume that f = t and g(f) = g(t) =
tr + αr−1t
r−1 + · · ·+ α1t+ α0.
Now, let g′(t) =
∞∑
j=0
ajt
j be a power series in S. Then,
g(t)g′(t) = 0 ⇒
∞∑
j=0
(aj−r + aj−r+1αr−1 + · · ·+ aj−1α1 + ajα0) t
j = 0
⇒ aj = −
r−1∑
i=0
aj+r−iαi ∀ j ≥ 0. (∗)
Applying (∗) recursively, we see that each aj can be expressed as an A-linear
combination of monomials in αi’s of arbitrarily large degree in A. Since each αi is
of positive degree and nilpotent, we must have aj = 0 for j ≥ 0.
To prove the general case, suppose the lemma is proven when the number of
variables is strictly less than n with n ≥ 2. Suppose g′(t) ∈ S is such that
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g(f)g′(t) = 0. If g′(t) is not zero, we remove those terms am(t)m(t) from its
expression for which am(t) = 0. In particular, we get that none of the coefficients
of g′(t) is zero. We show that this leads to a contradiction.
Set m0(t) = t1t2 · · · tn and write g
′(t) = (m0(t))
p h(t) such that h(t) is not
divisible by m0(t). Then, there is a term am′(t)m
′(t) of h(t) which is not divisible
by at least one ti. By permutation, we can assume it is not divisible by tn. If
mi = 0 for 1 ≤ i ≤ n − 1, then f is of the form f = [mn]F tn = mntn + t
2
n
∑
j≥0
bjt
j
n
with mn 6= 0 by (5.2). Hence, we are in the situation of the above one variable case
with A replaced by A[[t1, · · · , tn−1]]. So we assume that mi 6= 0 for some i 6= n.
Since m0(t) is a non-zero divisor in S, we must have g(f)h(t) = 0. Let h(t)
be the image of a power series h(t) under the quotient map S(n) ։ S(n−1). Then
we get g(f) h(t) = 0 in S(n−1). By our choice, the term am′(t)m
′(t) still survives
in S(n−1). On the other hand, as g(t) is of the same form as g(t), the induction
implies that h(t) must be zero. In particular, we must have am′(t) = 0. Since the
coefficients of h(t) are same as those of g′(t), we arrive at a contradiction. 
The following is a variant of Lemma 5.2 and is proved in the similar way.
Lemma 5.3. Let A and S(n) be as above such that no non-zero element of R is a
zero divisor in A. Let f =
n∑
i=1
[mi]F ti be a non-zero homogeneous element of degree
one in S(n). Let v ∈ A be a homogeneous element of degree one which is nilpotent.
Then F (f, v) is a non-zero divisor in S(n).
Proof. The proof is exactly along the same lines as that of Lemma 5.2. We give
the main steps. We can assume as before that S(n) is the formal power series
ring. It follows from (5.1) that F (f, v) is of the form f + v (1 + fF ′(f, v)), where
1+fF ′(f, v) is an invertible element. In particular, we can write F (f, v) = uf +v,
where u =
(
1− fF ′ + f 2F ′2 − · · ·
)
is an invertible element in S(n). As before,
we prove by induction on n. In case of n = 1, we can write S(1) = A[[t]] and
f = mt + t2f ′(t). We can further assume that m = 1. In particular, we get
uf = t+ t2f ′′(t). It follows from Lemma 5.1 that there an A-automorphism of S(1)
which takes uf to t. This reduces to showing that t + v is a non-zero divisor in
S(1), which is shown in Lemma 5.2.
Now suppose the result holds for all m ≤ n − 1 with n ≥ 2. If mi = 0 for
1 ≤ i ≤ n− 1, then f = [mn]F tn with mn 6= 0 and hence we are in the situation of
one variable case. So we can assume that mi 6= 0 for some i 6= n. Since the image
f of f under the natural surjection S(n) ։ S(n−1) is of the same form as that of
f and f 6= 0, we argue as in the proof of Lemma 5.2 to conclude that F (f, v) is a
non-zero divisor in S(n). 
Lemma 5.4. Let T be split torus of rank n and let {χ1, · · · , χs} be set of characters
of T such that for j 6= j′, the set {χj, χj′} is a part of a basis of T̂ . Let γj =(
cT1 (Lχj)
)dj with dj ≥ 0. Then
(γ1 · · · γs) =
s⋂
j=1
(γj)
as ideals in S(T ).
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Proof. By ignoring those j ≥ 1 such that dj = 0, we can assume that dj ≥ 1 for all
j. Using a simple induction, it suffices to show that for j 6= j′, the relation γj|qγj′
implies that γj|q. So we can assume that s = 2. By assumption, we can extend
{χ1, χ2} to a basis {χ1, · · · , χn} of T̂ . In particular, we can identify S(T ) with the
graded power series ring L[[t1, · · · , tn]] such that tj = cT1 (Lχj ) (cf. (2.9)). We can
thus write γj = t
dj
j for j = 1, 2.
We now write S(T ) as A[[t1]] where A = L[[t2, · · · , tn]] (cf. Lemma 2.6) and
suppose that pγ2 = qγ1 in S(T ). We can write p = sγ1+r, where r is a polynomial
in t1 with coefficients in A of degree less than d1.
We now claim that q − sγ2 = 0, which will finish the proof of the lemma. Set
g(t1) = q − sγ2 =
∑
j≥0
ajt
j
1. This yields g(t1)γ1 =
∞∑
j=0
ajt
d1+j
1 . Since g(t1)γ1 = rγ2 is
of degree less than d1 in t1, we see that aj = 0 for all j ≥ 0. 
6. Chern classes of equivariant bundles
We now apply the above algebraic results to deduce some consequences for the
Chern classes of the equivariant vector bundles on smooth varieties with a torus
action. We need the following description of the equivariant cobordism for the
trivial action of a torus which follows essentially from the definitions. Recall that
for a split torus T of rank n, S = L[[t1, · · · , tn]] denotes the cobordism ring of the
classifying space of T .
Lemma 6.1. Let T be a split torus of rank n acting trivially on a smooth variety X
of dimension d and let {χ1, · · · , χn} be a chosen basis of T̂ . Then the assignment
ti 7→ c
T
1 (Lχi) induces an isomorphism of graded rings
(6.1) Ω∗(X)[[t1, · · · , tn]]
∼=
−→ Ω∗T (X).
Proof. This is a direct application of the projective bundle formula in the non-
equivariant cobordism and is similar to the calculation of Ω∗T (k) (cf. [26, Exam-
ple 6.4]). We give the sketch.
The chosen basis {χ1, · · · , χn} of T̂ equivalently yields a decomposition T =
T1 × · · · × Tn with each Ti isomorphic to Gm such that χi is a generator of T̂i.
Let Lχ be the one-dimensional representation of T , where T acts via χ. For any
j ≥ 1, we take the good pair (Vj, Uj) such that Vj =
n∏
i=1
L⊕jχi , Uj =
n∏
i=1
(
L⊕jχi \ {0}
)
and T acts on Vj by (t1, · · · , tn)(x1, · · · , xn) = (χ1(t1)(x1), · · · , χn(tn)(xn)). Since
T acts trivially on X , it is easy to see that X
T
× Uj ∼= X × (X1 × · · · ×Xn) with
each Xi isomorphic to P
j−1
k . Moreover, the T -line bundle Lχi gives the line bundle
Lχi
Ti
×
(
L⊕jχi \ {0}
)
→ Xi which is O(±1). Letting ζi be the first Chern class of this
line bundle, it follows from the projective bundle formula for the non-equivariant
cobordism and Theorem 2.3 that
ΩiT (X) =
∏
p1,··· ,pn≥0
Ω
i−(
n∑
i=1
pi)
(X)ζp11 · · · ζ
pn
n ,
which is isomorphic to the set of formal power series in {ζ1, · · · , ζn} of degree i
with coefficients in Ω∗(X). The desired isomorphism of (6.1) is easily deduced
from this. 
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Let T be a split torus of rank n and let {χ1, · · · , χn} be a chosen basis of the
character groupM = T̂ . We have then seen that there is a graded ring isomorphism
S = Ω∗T (k)
∼= L[[t1, · · · , tn]], where tj = cT1 (Lχj ) for 1 ≤ j ≤ n. It follows from (2.7)
and the formula cT1 (L1 ⊗ L2) = c
T
1 (L1) +F c
T
1 (L2) that c
T
1 (Lχmj ) = mtj + t
2
j
∑
i≥0
ait
i
j .
In particular, we have for a character χ =
n∏
j=1
χm
j
j ,
(6.2) cT1 (Lχ) =
n∑
j=1
[mj]F tj =
n∑
j=1
mjtj +
∑
|m(t)|≥2
am(t)m(t).
Let S(T )[M−1] denote the ring obtained by inverting all non-zero linear forms
n∑
j=1
mjtj in S(T ). Then S(T )[M
−1] is also a graded ring and letting f =
n∑
j=1
mjtj
in (6.2), we can write
(6.3) cT1 (Lχ) = f
1 + f−1 ∑
|m(t)|≥2
am(t)m(t)
 .
in S(T )[M−1]. Notice then that the term inside the parenthesis is a homogeneous
element of degree zero in S(T )[M−1] which is invertible. We conclude in particular
that cT1 (Lχ) is an invertible element of S(T )[M
−1]. For a smooth k-scheme X with
an action of a split torus T , we shall write Ω∗T (X)⊗S S[M
−1] as Ω∗T (X)[M
−1].
Lemma 6.2 (Splitting Principle). Let T be a split torus of rank n acting trivially
on a smooth scheme X and let {E1, · · · , Es} be a finite collection of vector bundles
on X. Then there is a smooth morphism p : Y → X which is a composition of
affine and projective bundle morphisms such that
(i) p∗(Ei) is a direct sum of line bundles for 1 ≤ i ≤ s,
(ii) the pull-back map p∗ : Ω∗T (X)→ Ω
∗
T (Y ) is split injective, where T acts trivially
on Y , and
(iii) the map
Ω∗
T
(X)
(cTi (E))
→
Ω∗
T
(Y )
(p∗(cTi (E)))
is split injective for any T -equivariant vector
bundle E on X and any i ≥ 0.
Proof. If E = E1 is a single vector bundle onX , then it is shown in [36, Lemma 3.24]
that there are maps X2
p2
−→ X1
p1
−→ X such that p1 is the natural projection X1 =
P(E)→ X and p2 is an affine bundle map. Furthermore, (p1 ◦ p2)∗(E) = E ′ ⊕E ′′,
where E ′ is a line bundle. By repeating this process finitely many times, we see
that there is a smooth map p : Y → X which is composition of projective and
affine bundle morphisms and such that the condition (i) of the lemma holds on Y .
Letting T act trivially on all the intermediate schemes mapping to X , we see
that all the intermediate maps are T -equivariant. Since an affine bundle keeps the
(equivariant) cobordism rings invariant, we only need to show (ii) and (iii) when
p : Y → X is a projective bundle morphism.
So let Y = P(V )
p
−→ X be a such a projective bundle of relative dimension r
and let ζ ∈ Ω1(Y ) be the first Chern class of the tautological bundle OY (−1) on
Y . Then ζ = cT1 (OY (−1)⊗ Lχ0), where χ0 is the trivial character of T . It also
follows from Lemma 6.1 that p∗ is the natural map of the graded power series rings
p∗ : Ω∗(X)[[t1, · · · , tn]] → Ω
∗(Y )[[t1, · · · , tn]]. Moreover, the projective bundle
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formula for the ordinary cobordism and the projection formula for the equivariant
cobordism (cf. Theorem 2.5 (vii)) imply that
(6.4) p∗ (ζ
r · p∗(x)) = x · p∗(ζ
r) = x
for any x ∈ Ω∗T (X). This immediately implies the condition (ii) of the lemma.
To prove the final assertion, we first deduce from the standard properties of the
Chern classes that p∗
(
cTi (E)
)
= cTi (p
∗(E)) for any T -equivariant vector bundle
E on X . Setting x = cTi (E) ∈ Ω
∗
T (X) and y = c
T
i (p
∗(E)), we conclude that p∗
induces the map
p∗ :
Ω∗T (X)
(x)
→
Ω∗T (Y )
(y)
.
Let q∗ : Ω
∗
T (Y )→ Ω
∗
T (X) be the map q(z) = p∗ (ζ
r · z). Then q∗ is clearly Ω
∗
T (X)-
linear. Moreover, it follows from the projection formula and (6.4) that q∗ induces
maps
Ω∗T (X)
(x)
p∗
−→
Ω∗T (Y )
(y)
q∗
−→
Ω∗T (X)
(x)
such that the composite is identity. This completes the proof of the lemma. 
Notation: All results in the rest of this paper will be proven with the rational
coefficients. In order to simplify our notations, an abelian group A from now on
will actually mean the Q-vector space A ⊗Z Q, and an inverse limit of abelian
groups will mean the limit of the associated Q-vector spaces. In particular, all
cohomology groups will be considered with the rational coefficients and ΩGi (X) =
lim←−
j
ΩGi (X)j , where each Ω
G
i (X)j at jth level is the non-equivariant cobordism
group with rational coefficients.
Lemma 6.3. Let T be a split torus of rank n acting trivially on a smooth variety
X and let E be a T -equivariant vector bundle of rank d on X which is a direct sum
of line bundles. Assume that in the eigenspace decomposition of E with respect to
T , the submodule corresponding to the trivial character is zero. Then cTd (E) is a
non-zero divisor in Ω∗T (X) and is invertible in Ω
∗
T [M
−1].
Proof. To prove the first assertion, it suffices to show by Lemma 6.1 that cTd (E) is
a non-zero divisor in Ω∗(X)[[t1, · · · , tn]]. As in the proof of Lemma 5.2, it suffices
to show that cTd (E) is a non-zero divisor in the formal power series ring
̂Ω∗(X)[[t]],
where t = (t1, · · · , tn).
Let q : X → Spec(k) be the structure map. Since T acts on X trivially, E has
a unique direct sum decomposition
E =
m
⊕
i=1
Ei ⊗ q
∗(Lχi),
where each Ei is an ordinary vector bundle on X and Lχi is the line bundle in
PicT (k) corresponding to a character χi of T . Since rank(E) = d, the Whitney
sum formula (cf. Theorem 2.5, [33, Proposition 4.1.15]) yields
cTd (E) =
m∏
i=1
cTdi (Ei ⊗ q
∗ (Lχi)) .
We can thus assume that E = Eχ⊗ q
∗(Lχ), where χ is not a trivial character by
our assumption. Since Pic(BT ) ∼= Qn and since χ is not trivial, we can extend χ to
a basis of Qn. We can now use (6.2) and Lemma 5.1 to assume that cT1 (Lχ) = t1.
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We can also write E =
s
⊕
i=1
Li, where each Li is a line bundle on X . The Whitney
sum formula again implies that
(6.5)
cTd (E ⊗ Lχ) = c
T
d
(
s
⊕
i=1
(Li ⊗ Lχ)
)
=
s∏
i=1
cT1 (Li ⊗ Lχ)
=
s∏
i=1
F (t1, c1(Li)) ,
where F (u, v) is the universal formal group law on L. Since c1(L) ∈ Ω1(X) and
since Ω>dim(X)(X) = 0, we see that c1(Li) is nilpotent in Ω
∗(X). In fact, this
implies that cj(E) is nilpotent in Ω
∗(X) for all vector bundles E on X and for all
j ≥ 1. We now apply Lemma 5.3 with R = Q and A = Ω∗(X) to conclude that
cTd (E ⊗ Lχ) is a non-zero divisor in
̂Ω∗(X)[[t]].
To prove the invertibility of cTd (E) in Ω
∗
T [M
−1], we can again use the above
reductions to assume that E = L ⊗ Lχ where χ is not a trivial character of T .
In this case, F (f, v) is of the form f + v (1 + fF ′(f, v)), where 1 + fF ′(f, v) is an
invertible element of degree zero. In particular, we can write F (f, v) = uf + v,
where u =
(
1− fF ′ + f 2F ′2 − · · ·
)
is an invertible element of degree zero in S(n).
In particular, v is nilpotent. We have seen in (6.3) that f is invertible in S[M−1].
Since u is invertible in Ω∗T (X) and v is nilpotent, it follows that uf +v is invertible
in Ω∗T [M
−1]. 
Lemma 6.4. Let T be a split torus of rank n acting trivially on a smooth variety
X. Let χ be a non-trivial character of T and let E =
⊕
(Eq ⊗ Lχq), where each Eq
is either zero or a direct sum of line bundles on X. Assume that d = rank(E) ≥ 1.
Then cTd (E) is of the form
cTd (E) = u
(
xd + γd−1x
d−1 + · · ·+ γ1x+ γ0
)
,
with x = cT1 (Lχ) such that
(i) u is an invertible and homogeneous element of degree zero in Ω∗T (X), and
(ii) γi = uiγ
′
i, where ui is an invertible and homogeneous element of degree zero
in Ω∗T (X) and γ
′
i is a product of the first Chern classes of line bundles on X.
In particular, each γi is a nilpotent homogeneous element of Ω
∗
T (X).
Proof. By Lemma 6.1, Ω∗T (X) is a graded power series ring Ω
∗(X)[[t1, · · · , tn]].
Setting Eq =
dq
⊕
i=1
Lq,i, vq,i = c1(Lq,i) and xq = c
T
1 (Lχq), we can write
(6.6) cTdq (Eq ⊗ Lχq) =
dq∏
i=1
F (xq, vq,i) =
s∏
i=1
uq,i(xq + vq,i),
where uq,i is an invertible homogeneous element of degree zero in Ω
∗
T (X). Using
the formula xq = [q]Fx = qx+ x
2
∑
i≥0
aix
i, we can write xq = qx(1 + xgq(x)), where
1 + xgq(x) is a homogeneous element of degree zero in S(T ) which is invertible.
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Setting uq = q(1 + xgq(x)), we obtain
(6.7) cTdq (Eq ⊗ Lχq) =
dq∏
i=1
uq,i(uqx+ vq,i).
The desired form of cTd (E) follows immediately from this and the Whitney sum
formula. 
Corollary 6.5. Let T be a split torus of rank n acting trivially on a smooth variety
X and let E be a T -equivariant vector bundle of rank d on X. Assume that in the
eigenspace decomposition of E with respect to T , the submodule corresponding to
the trivial character is zero. Then cTd (E) is a non-zero divisor in Ω
∗
T (X) and is
invertible in Ω∗T [M
−1].
Proof. This follows immediately from Lemmas 6.2 and 6.3. 
7. Localization theorems
We now prove our following localization theorems for the equivariant cobordism
of smooth filtrable varieties with torus action.
Theorem 7.1. Let X be a smooth and filtrable variety with the action of a split
torus T of rank n. Let i : XT →֒ X be the inclusion of the fixed point locus. Then
the S-algebra map
i∗ : Ω∗T (X)→ Ω
∗
T (X
T )
is injective and is an isomorphism over S[M−1].
Proof. Consider the filtration of X as in (4.6). It follows from the description of
this filtration that the tangent space Tx(Z0) is the weight zero subspace Tx(X)0
of the tangent space Tx(X). Moreover, the bundle X0 → Z0 corresponds to the
positive weight space Tx(X)+ (cf. [7, Theorem 3.1]). It follows from this that in
the eigenspace decomposition of the T -equivariant vector bundle φ0 : X0 → Z0,
the submodule corresponding to the trivial character is zero. We conclude from
Corollary 6.5 that the top Chern class of the normal bundle of Z0 in X a non-zero
divisor in Ω∗T (Z0). Since X0
φ0
−→ Z0 is a T -equivariant vector bundle, it follows from
the homotopy invariance that c0 := c
T
d0
(
NX0/X)
)
is a non-zero divisor in Ω∗T (X0).
In particular, we conclude from Proposition 4.1 that the sequence
(7.1) 0→ Ω∗T (X0)
i∗−→ Ω∗T (X)
j∗
−→ Ω∗T (U0)→ 0
is exact and there is a ring isomorphism
(7.2) Ω∗T (X)
∼=
−→ Ω∗T (X0) ×
˜Ω∗
T
(X0)
Ω∗T (U0),
where Ω˜∗T (X0) = Ω
∗
T (X0)/(c0). In other words, there is a short exact sequence
(7.3) 0→ Ω∗T (X)
(i∗,j∗)
−−−→ Ω∗T (X0)× Ω
∗
T (U0)→
Ω∗T (X0)
(c0)
→ 0.
Furthermore, c0 is invertible in Ω
∗
T (X0)[M
−1] by Corollary 6.5. The proof of the
theorem follows immediately from (7.3) and an induction argument once we observe
that U0 is itself a smooth and filtrable variety with smaller number of strata than
in X . 
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Corollary 7.2. Let X be a smooth and projective variety with the action of a split
torus T of rank n. Let i : XT →֒ X be the inclusion of the fixed point locus. Then
the S-algebra map
i∗ : Ω∗T (X)→ Ω
∗
T (X
T )
is injective and is an isomorphism over S[M−1].
Proof. This follows immediately from Theorems 4.5 and 7.1. 
Corollary 7.3 (Localization formula). Let X be a smooth and projective variety
with an action of a split torus T of rank n. Then the push-forward map
ΩT∗ (X
T )
iT
∗−→ ΩT∗ (X)
is an isomorphism of S-modules over S[M−1].
In particular, one has for any α ∈ Ω∗T (X)[M
−1],
α =
∑
F
iF ∗
i∗F (α)
cTdF (FFX)
,
where the sum is over the components F of XT and dF is the codimension of F in
X.
Proof. This follows immediately from Corollary 7.2 and Proposition 3.1. 
Remark 7.4. The analogous result for the T -equivariant Chow groups was proven
by Edidin and Graham [13] and also by Brion [7]. Edidin and Graham prove their
result for Chow groups also for singular varieties by a different method.
Let E1, · · · , Es be a set of T -equivariant vector bundles on an n-dimensional
smooth projective variety X . Let p(x11, · · · , x
1
s, · · · , x
n
1 , · · · , x
n
s ) be a polynomial
of weighted degree n, where xij has weighted degree i. Let p(E1, · · · , Es) denote
the polynomial in the Chern classes of E1, · · · , Es obtained by setting x
i
j = ci(Ej).
Let qX : X → Spec(k) be the structure map. Since X is projective, there is a
push-forward map deg = qX∗ : Ω0(X) → Ω0(k)
∼= Q. As an immediate conse-
quence of the above localization formula, we get the following Bott residue for-
mula for the algebraic cobordism which computes the degree of the cobordism
cycle deg (p(E1, · · · , Es) ∩ [X ]) in terms of the restriction of Ei on X
T .
Corollary 7.5 (Bott residue for cobordism). Let E1, · · · , , Es be a set of T -
equivariant vector bundles on an n-dimensional smooth projective variety X as
above. Then
deg (p(E1, · · · , Es) ∩ [X ]) =
∑
F
qF ∗
(
pT (E|F ) ∩ [F ]T
cTdF (NFX)
)
.
Proof. This is a direct consequence of Corollary 7.3 and can be proved exactly
in the same way as the proof of the analogous result for Chow groups in [13,
Theorem 3]. We skip the details. 
7.1. Description of the image of i∗. The following result for equivariant Chow
groups was proven by Brion in [7, Theorem 3.3].
Theorem 7.6. Let X be a smooth filtrable variety where a split torus T of rank
n acts with finitely many isolated fixed points. Let i : XT → X be the inclusion of
the fixed point locus. Then the image of i∗ : Ω∗T (X)→ Ω
∗
T (X
T ) is the intersection
of the images of the restriction maps
i∗T ′ : Ω
∗
T (X
T ′)→ Ω∗T (X
T )
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where T ′ runs over all subtori of codimension one in T .
Proof. This follows from the results of the previous sections and by following the
strategy of Brion. We give the main steps. We prove by induction over the number
of strata. If X is the unique stratum, it is a T -equivariant vector bundle over XT ,
in which case both the maps i∗ and i∗T ′ are surjective by homotopy invariance. In
the general case, let X0 ⊂ X be a closed stratum and let U0 be its complement.
Then U0 is a filtrable smooth variety with smaller number of strata where T acts
with isolated fixed points. We have seen in the proof of Theorem 7.1 that there
are exact sequences
(7.4) 0→ Ω∗T (X0)
i0∗−→ Ω∗T (X)
j∗0−→ Ω∗T (U0)→ 0
(7.5) 0→ Ω∗T (X)
(i∗0 ,j
∗
0 )−−−→ Ω∗T (X0)× Ω
∗
T (U0)→
Ω∗T (X0)
(c0)
→ 0
where c0 = c
T
d0
(
NX0/X
)
is the top Chern class of the normal bundle of X0 in X .
Moreover, we have i∗0 ◦ i0∗ = c0.
We identify Ω∗T (X0) with Ω
∗
T (Z0) which in turn is identified with Ω
∗(Z0)[[t1, · · · , tn]]
by Lemma 6.1. In particular, we can evaluate c0 by identifying its class in Ω
∗
T (Z0)
under the pull-back via the zero-section. Under this identification, we can write
NX0/X as
NX0/X =
s
⊕
j=1
Ej
where each Ej is obtained by grouping together Eχ and Eχ′ when the characters χ
and χ′ are multiples of a common primitive character of T . In particular, we can
write Ej = ⊕(Eq ⊗ Lχq
j
), where χj is a primitive character. We then have
(7.6) c0 =
s∏
j=1
cTdj (Ej) =
s∏
j=1
cχj .
Using (7.4), (7.5) and (7.6) and following the argument in [7, Theorem 3.3], we
only need to show that
(7.7) (c0) =
s⋂
j=1
(
cTdj (Ej)
)
as ideals in Ω∗(Z0)[[t1, · · · , tn]].
Since all vector bundles on Z0 are trivial, it follows from Lemma 6.4 that
cTdj (Ej) = uj
(
cT1 (Lχj )
)dj where uj is invertible in Ω∗T (Z0) ∼= S. Since {χ1, · · · , χs}
is pairwise non-proportional and since we are working with the rational coefficients,
setting γj =
(
cT1 (Lχj )
)dj , it follows from Lemma 5.4 that
(γ1 · · · γs) =
s⋂
j=1
(γj) .
Since each uj is a unit in Ω
∗
T (Z0), the equality of (7.7) now follows. This completes
the proof of the theorem. 
Remark 7.7. The analogue of Theorem 7.6 for the Chow groups was proven
by Brion without any condition on the nature of the fixed point locus. At this
moment, the author is not confident that the result for cobordism might hold in
such generality because of the complicated nature of the associated formal group
law. However, the above theorem covers most of the situations that occur in
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practice. In particular, this is applicable for toric varieties, all flag varieties and
all symmetric varieties of minimal rank. These are the cases which have been of
main interest of enumerative geometry in recent past.
The analogue of the following result for the equivariant Chow groups was proven
by Brion in [7, Theorem 3.4].
Theorem 7.8. Let X be a smooth filtrable variety where a split torus T acts with
finitely many fixed points x1, · · ·xm and with finitely many invariant curves. Then
the image of
i∗ : Ω∗T (X)→ Ω
∗
T (X
T )
is the set of all (f1, · · · , fm) ∈ S
m such that fi ≡ fj (mod χ) whenever xi and xj
lie in an invariant irreducible curve C and the kernel of the T -action on C is the
kernel of the character χ.
Proof. This is an easy consequence of Theorem 7.6, as shown by Brion for the
equivariant Chow groups. Notice that Ω∗T (X
T ) is identified with Sm by Lemma 6.1.
Let π be a non-trivial character of T . Then the space XKer(pi) is at most one-
dimensional by our assumption, and is smooth.
In particular, it is a disjoint union of points and smooth connected curves. If C is
such a curve and contains a unique fixed point x, then i∗x : Ω
∗
T (C)→ Ω
∗
T ({x}) = S
is an isomorphism. Otherwise, C must be isomorphic to the projective line with
fixed points x and y. It follows from Example 4.13 (see the exact sequence (4.10))
that the image of
i∗C : Ω
∗
T (C)→ Ω
∗
T (C
T )
is of the desired form. Since every codimension one subtorus in T is the kernel of
a non-trivial character, the main result now follows from Theorem 7.6. 
Remark 7.9. We remark here that the localization theorems and the Bott residue
formula for the equivariant Chow groups can be recovered from the above results
for the equivariant cobordism and [26, Proposition 7.1].
8. Cobordism ring of flag varieties
Let G be a connected reductive group with a split maximal torus T of rank n and
let B be a Borel subgroup of G containing T . Let X = G/B be the associated flag
variety of the left cosets of B in G. We have shown in Corollary 4.10 that Ω∗T (X)
is a free S(T )-module on the classes of the Bott-Samelson varieties. The similar
conclusion holds for the non-equivariant cobordism of X as well. The Schubert
calculus for the non-equivariant algebraic cobordism has been studied recently by
Calmes, Petrov and Zainoulline in [9] (see also [20]). Using this, Calmes-Petrov-
Zainoulline have obtained a description of the cobordism ring Ω∗(X).
Theorem 8.1 below can be viewed as the uncompleted version of the result of [9]
and gives a more geometric expression of Ω∗(X) in terms of the cobordism ring of
the classifying space of the maximal torus T . This formula is a direct analogue of
a similar result of Demazure [10] for the Chow ring of X . Theorem 8.1 is used in
[27] to describe the algebraic cobordism of flag bundles.
Consider the forgetful map Ω∗G(X)
rGX−→ Ω∗(X). Using Proposition 2.4, we can
identify Ω∗G(X) = Ω
∗
G(G/B) with Ω
∗
B(k)
∼= S(T ). Thus rGX is same as the map
S(T )
rG
X−→ Ω∗(X).
Theorem 8.1. The ring homomorphism rGX descends to an isomorphism of L-
algebras
(8.1) cX : S(T )⊗S(G) L→ Ω
∗(X).
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In particular, if G = GLn(k), then Ω
∗(G/B) is isomorphic to the quotient of the
standard polynomial ring L[t1, · · · , tn] by the ideal I generated by the homogeneous
symmetric polynomials of strictly positive degree.
Proof. We first prove the isomorphism of cX . The forgetful map S(T ) = Ω
∗
G(X)→
Ω∗(X) can be geometrically described as follows. Let Lχ be the T -equivariant line
bundle on Spec(k) corresponding to the character χ of T . This uniquely defines
a line bundle Lχ
B
× G → G/B = X on X . We denote this line bundle by Lχ,X .
The formal group law for the Chern classes in S(T ) and Ω∗(X) implies that the
assignment χ 7→ Lχ,X induces an L-algebra homomorphism
(8.2) S(T )→ Ω∗(X), cT1 (Lχ) 7→ c1 (Lχ,X)
and it is easy to see from the definition of rGX in (2.5) and the identification
Ω∗G(X)
∼=
−→ S(T ) that this map descends to the map cX above.
We identify S(T ) with the graded power series ring L[[t1, · · · , tn]] and let IT be
the augmentation ideal (t1, · · · , tn). Taking the IT -adic completions, we get the
map Ŝ(T ) = L̂[[t]]
ĉX−→ Ω̂∗(X).
We claim that cX is surjective. To prove this, let N denote the cokernel of the
map S(T )→ Ω∗(X) and consider the exact sequence of S(T )-modules
(8.3) 0→ M → Ω∗(X)→ N → 0,
where M = Image (S(T )→ Ω∗(X)). Using the subspace topology on M given by
the descending chain of submodules {InTΩ
∗(X)∩M}n≥0, we get an exact sequence
of completions
(8.4) 0→ M̂ → Ω̂∗(X)→ N̂ → 0
by [35, Theorem 8.1].
Since cX(ti) = c1(Lti,X) ∈ Ω
1(X) and since Ω>dim(X)(X) = 0, we see that cX(ti)
is nilpotent for all i. In particular, Ω∗(X) is IT -adically complete and hence so is
N . In particular, the exact sequence (8.4) is same as
(8.5) 0→ M̂ → Ω∗(X)→ N → 0.
On the other hand, the map Ŝ(T ) → Ω∗(X) is surjective by [9, Corollary 13.6].
Since the IT -adic topology on M is finer than the subspace topology, we have
natural maps Ŝ(T ) → M̂IS → M̂ → Ω
∗(X) = Ω̂∗(X). We conclude that the first
arrow in (8.5) is surjective and hence N = 0, which proves the surjectivity of cX .
Since S(T ) is a subring of Ŝ(T ), it follows from [9, Corollary 13.7] that the
kernel of the map S(T ) → Ω∗(X) is generated by (IT )
W , where W is the Weyl
group of G with respect to T . On the other hand, the commutative diagram of
exact sequences
0 // IG //

S(G) //

L // 0
0 // IT // S(T ) // L // 0,
the exactness of the functor ofW -invariance on the category of Q[W ]-modules and
Theorem 2.7 together imply that IG = (IT )
W . In particular, we get exact sequence
IG ⊗S(G) S(T )→ S(T )→ Ω
∗(X)→ 0
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which completes the proof of the main part of the theorem.
If G = GLn(k), then we can choose T to be the set of all diagonal matrices
which is clearly split and W is just the symmetric group Sn which acts on S(T ) =
L[[t1, · · · , tn]] by permuting the variables. In particular, S(G) is the graded power
series subring of S generated by the elementary symmetric polynomials. It is easy
to see from this that S ⊗S(G) L has the desired form. 
Remark 8.2. For G = GLn(k), the cobordism ring of G/B in the above explicit
form has been recently computed by Hornbostel and Kiritchenko [20] with integer
coefficients. They achieve this using the approach of Schubert calculus.
As an easy consequence of Theorems 2.5, 3.4 and 8.1, one gets the following
description of the rational cobordism ring of connected reductive groups.
Corollary 8.3. For a connected and split linear algebraic group G, the natural
ring homomorphism
L→ Ω∗(G)
is an isomorphism.
Proof. Let Gu be the unipotent radical of G and let L ⊂ G be a Levi subgroup
(which exists because we are in characteristic zero). Since G→ L is principal Gu
bundle and since Gu is a split unipotent group (again because of characteristic
zero), the homotopy invariance implies that Ω∗(L)
∼=
−→ Ω∗(G). So we can assume
that G is a connected and split reductive group.
We choose a split maximal torus T of G of rank n and let {χ1, · · · , χn} be a
basis of the character group of T . By Theorem 3.4, there is an isomorphism of
rings Ω∗T (G) ⊗S(T ) L
∼=
−→ Ω∗(G). On the other hand, it follows from Theorem 2.5
(v) that Ω∗T (G)
∼= Ω∗(G/T ) ∼= Ω∗(G/B). In particular, we get
Ω∗(G) ∼=
Ω∗T (G)
(t1,··· ,tn)
∼=
Ω∗(G/B)
(t1,··· ,tn)
∼=
S(T )⊗S(G)L
(t1,··· ,tn)
∼= L,
where the third isomorphism follows from Theorem 8.1. 
Remark 8.4. For a complex connected Lie groupG such that its maximal compact
subgroup is simply connected, Ω∗(G) has been computed with integer coefficients
by Yagita [46] using non-equivariant techniques.
It is known (cf. [18, Theorem 1.1], [7, Corollary 2.3]) that the forgetful map
from the equivariant K0 (resp. Chow groups) to the ordinary K0 (resp. Chow
groups) is surjective with the rational coefficients. As another application of above
results, we obtain a similar result for the cobordism.
Theorem 8.5. Let G be a connected linear algebraic group acting on a k-scheme
X of dimension d. Then the forgetful map rGX : Ω
G
∗ (X) → Ω∗(X) descends to an
L-linear map ΩG∗ (X)⊗S(G) L→ Ω∗(X) and is surjective with rational coefficients.
Proof. By [26, Proposition 8.2], we can assume that G is reductive with a maximal
torus T . There is a finite field extension k →֒ l such that Tl is split. We then have
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a commutative diagram
(8.6) ΩGl∗ (Xl)
piG
∗
//

ΩG∗ (X)

Ω∗(Xl) pi∗
// Ω∗(X).
The map π∗ ◦ π
∗ is multiplication by [l : k] by [33, Lemma 2.3.5]. In particular,
the bottom horizontal map is surjective with rational coefficients. Hence, we can
assume that T is a split torus. Let W denote the Weyl group of G with respect to
T . The commutative diagram
IG ⊗S(G) Ω
G
∗ (X)
//

ΩG∗ (X)
//

Ω∗(X)

IT ⊗S(T ) Ω
T
∗ (X)
// ΩT∗ (X)
// Ω∗(X)
and Theorem 3.4 imply that rGX descends to the map Ω
G
∗ (X) ⊗S(G) L
rG
X−→ Ω∗(X)
which is a ring homomorphism if X is smooth.
To show its surjectivity, we use Theorem 2.7 to get
ΩG∗ (X)⊗S(G) L ∼=
(
ΩT∗ (X)
)W
⊗S(G) L ∼=
(
ΩT∗ (X)⊗S(G) L
)W
.
On the other hand, we have
ΩT∗ (X)⊗S(G) L ∼= Ω
T
∗ (X)⊗S(T )
(
S(T )⊗S(G) L
)
։ ΩT∗ (X)⊗S(T ) L ∼= Ω∗(X),
where the last isomorphism follows from Theorem 3.4. The exactness of the
functor of taking the W -invariance on the category of Q[W ]-modules implies
that
(
ΩT∗ (X)⊗S(G) L
)W
։ (Ω∗(X))
W = Ω∗(X). This proves the surjectivity
ΩG∗ (X)։ Ω
G
∗ (X)⊗S(G) L։ Ω∗(X). 
Acknowledgments. Some of the results in Section 7 of this paper were inspired by
the discussion with Michel Brion at the Institute Fourier, Universite´ de Grenoble
in June, 2010. The author takes this opportunity to thank Brion for invitation
and financial support during the visit.
References
[1] A. Bialynicki-Birula, Some theorems on actions of algebraic groups, Ann. Math., (2), 98,
(1973), 480-497.
[2] S. Bloch, Algebraic cycles and higher K-theory , Advances in Math., 61, (1986), 267-304.
[3] S. Bloch, A. Ogus, Gersten’s conjecture and the homology of schemes, Ann. Sci. E´cole Norm.
Sup., (4), 7, (1975), 181-201
[4] A. Borel, Linear Algebraic groups, Second edition, GTM 8, Springer-Verlag, (1991).
[5] P. Bressler, S. Evens, Schubert calculus in complex cobordism, Trans. Amer. Math. Soc.,
331, (1992), no. 2, 799-813.
[6] M. Brion, Equivariant cohomology and equivariant intersection theory , Representation the-
ory and algebraic geometry, NATO ASI series, C514, Kluwer Academic Publishers, (1997).
[7] M. Brion, Equivariant Chow groups for torus actions, Transform. Groups, 2, (1997), no. 3,
225-267.
[8] M. Brion, Lectures on the geometry of flag varieties, Topics in cohomological studies of
algebraic varieties, Trends in Math., Birkha¨user, Basel, (2005), 33-85.
32 AMALENDU KRISHNA
[9] B. Calmes, V. Petrov, K. Zainoulline, Invariants, torsion indices and oriented cohomology
of complete flags, MathArxiv, math.AG/0905.1341 (2009).
[10] M. Demazure, Invariants symme´triques entiers des groupes de Weyl et torsion, Invent. Math.,
21, (1973), 53-61.
[11] M. Demazure, A. Grothendieck, Sche´mas en Groupes, Lecture Notes in Math., 153, (1970),
Springer-Verlag.
[12] D. Deshpande, Algebraic Cobordism of Classifying Spaces, MathArxiv, mathAG/0907.4437,
(2009).
[13] D. Edidin, W. Graham, Localization in equivariant intersection theory and the Bott residue
formula, Amer. J. Math., 120, (1998), no. 3, 619-636.
[14] D. Edidin, W. Graham, Equivariant intersection theory , Invent. Math., 131, (1998), 595-
634.
[15] D. Eisenbud, Commutative Algebra with a view towards algebraic geometry , Graduate text
in Mathematics, 150, Springer, (1994).
[16] J. Fogarty, F. Kirwan, D. Mumford, Geometric Invariant Theory , 3rd Edition, Springer-
Verlag, (1994).
[17] W. Fulton, Intersection Theory , 2nd edition, Springer-Verlag, (1998).
[18] W. Graham, The forgetful map in rational K-theory , Pacific J. Math., 236, (2008), no. 1,
45-55.
[19] W. Hesselink, Concentration under actions of algebraic groups, In: Paul Dubreil and Marie-
Paule Malliavin Algebra Seminar, 33rd Year (Paris), Lect. Notes Math., 867, (1980), 55-89.
[20] J. Hornbostel, V. Kiritchenko, Schubert calculus for algebraic cobordism, MathArxiv.,
mathAG/09033936.
[21] R. Joshua, Algebraic K-theory and higher Chow groups of linear varieties, Math. Proc.
Cambridge Philos. Soc., 130, (2001), no. 1, 37-60.
[22] V. Kiritchenko, A. Krishna, Cobordism rings of certain spherical varieties, In preparation.
[23] B. Kock, Chow motif and higher Chow theory of G/P , Manuscripta Math., 70, (1991), no.
4, 363-372.
[24] A. Krishna, Riemann-Roch for equivariant K-theory , MathArxiv, mathAG/0906.1696,
(2009).
[25] A. Krishna, Equivariant K-theory and higher Chow groups of smooth varieties, MathArxiv,
math.AG/0906.3109, (2009).
[26] A. Krishna, Equivariant cobordism of schemes, MathArxiv, mathAG/1006.3176v2, (2010).
[27] A. Krishna, Cobordism of flag bundles, MathArxiv, mathAG/1007.1083, (2010).
[28] A. Krishna, V. Uma, Cobordism of toric varieties, In preparation.
[29] P. Landweber, Elements of infinite filtration in complex cobordism, Math. Scand., 30, (1972),
223-226.
[30] M. Levine, Oriented cohomology, Borel-Moore homology, and algebraic cobordism, Special
volume in honor of Melvin Hochster. Michigan Math. J., 57, (2008).
[31] M. Levine, Comparison of cobordism theories, J. Algebra, 322, (2009), no. 9, 3291-3317.
[32] M. Levine, F. Morel, Algebraic cobordism I , Preprint, www.math.uiuc.edu/K-theory/0547,
(2002).
[33] M. Levine, F. Morel, Algebraic cobordism, Springer Monographs in Mathematics. Springer,
Berlin, (2007).
[34] M. Levine, R. Pandharipande, Algebraic cobordism revisited, Invent. Math., 176, (2009),
no. 1, 63-130.
[35] H. Matsumura, Commutative ring theory , Cambridge studies in advanced mathematics, 8,
Cambridge university press.
[36] I. Panin, Oriented cohomology theories of algebraic varieties, K-Theory, 30, (2003), 265-314.
[37] D. Quillen, Elementary proofs of some results of cobordism theory using Steenrod operations,
Advances in Math., 7, (1971), 29-56.
[38] T. Springer, Linear algebraic groups, Second edition, Progress in Math., 9, (1998),
Birkhauser.
[39] H. Sumihiro, Equivariant completion II , J. Math. Kyoto, 15, (1975), 573-605.
EQUIVARIANT COBORDISM FOR TORUS ACTIONS 33
[40] R. Thomason, Equivariant algebraic vs. topological K-homology Atiyah-Segal-style, Duke
Math. J., 56, (1988), 589-636.
[41] B. Totaro, Torsion algebraic cycles and complex cobordism, J. Amer. Math. Soc., 10, (1997),
no. 2, 467-493.
[42] B. Totaro, The Chow ring of a classifying space, Algebraic K-theory (Seattle, WA, 1997),
Proc. Sympos. Pure Math., Amer. Math. Soc., 67, (1999), 249-281.
[43] G. Vezzosi, A. Vistoli, Higher algebraicK-theory for actions of diagonalizable groups, Invent.
Math., 153, (2003), no. 1, 1-44.
[44] A. Vishik, N. Yagita, Algebraic cobordisms of a Pfister quadric, J. Lond. Math. Soc., (2),
76 (2007), no. 3, 586-604.
[45] V. Voevodsky, A1-homotopy theory , Proceedings of the International Congress of Mathe-
maticians, 1, (Berlin, 1998), Doc. Math., (1998), 579-604.
[46] N. Yagita, Algebraic cobordism of simply connected Lie groups, Math. Proc. Cambridge
Philos. Soc., 139, (2005), no. 2, 243-260.
School of Mathematics, Tata Institute of Fundamental Research, Homi Bhabha
Road, Colaba, Mumbai, India
E-mail address : amal@math.tifr.res.in
