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PERIODIC FOURTH-ORDER CUBIC NLS: LOCAL WELL-POSEDNESS AND
NON-SQUEEZING PROPERTY
CHULKWANG KWAK
Abstract. In this paper, we consider the cubic fourth-order nonlinear Schro¨dinger equation (4NLS)
under the periodic boundary condition. We prove two results. One is the local well-posedness in
Hs(T) with −1/3 ≤ s < 0 for the Cauchy problem of the Wick ordered 4NLS. The other one is the
non-squeezing property for the flow map of 4NLS in the symplectic phase space L2(T). To prove
the former we used the ideas introduced in [36] and [27], and to prove the latter we used the ideas
in [8].
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1. Introduction
In this paper, we consider the following one-dimensional cubic fourth-order Schro¨dinger equation
(4NLS) with the periodic boundary condition:i∂tu+ ∂4xu = µ|u|2u,u(0, x) = u0(x) ∈ Hs(T), (t, x) ∈ R× T, (1.1)
where µ = ±11, T = R/(2πZ) and u is a complex-valued function. The equation (1.1) is known
as the biharmonic NLS and for its physical backgrounds see [18, 19] and the references therein. As
2010 Mathematics Subject Classification. 35Q55,70H15.
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1Here ±1 does not affect our analysis, so we only consider the case when µ = 1.
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a physical model, the equation (1.1) has many symmetries. The first one is the scaling invariance
(although not strict): if u is a solution to (1.1), uλ is also a solution to (1.1) on the stretched torus
Tλ = R/(2πλ
−1Z), where
uλ(t, x) = λ
2u(λ4t, λx), λ > 0.
Moreover, ‖u0,λ‖H˙s(Tλ) = λs+3/2 ‖u0‖H˙s(T), which shows the scaling critical exponent sc = −3/2. The
equation (1.1) also admits important conservation laws, such as mass and Hamiltonian conservation
laws: if u is a smooth solution to (1.1) then
M [u(t)] =
∫
T
|u|2 dx =M [u0] (1.2)
and
H [u(t)] =
1
2
∫
T
|∂2xu|2 dx −
µ
4
∫
T
|u|4 dx = H [u0]. (1.3)
The fourth-order NLS has been extensively studied. See [10, 1, 13, 14, 15, 35, 31, 32, 33] and
references therein for results of Cauchy problems on Rn, n ≥ 1. Global well-posedness of (1.1) in L2
and non-existence below L2 were proved in Appendix A in [28] where the quasi-invariant measure for
(1.1) was studied. This well-/ill-posedness result is analogue to the classical cubic NLS (∂4x replaced by
−∂2x in (1.1)). The well-posedness was obtained via Bourgain’s space method [2] and the ill-posedness
was based on the study of wick ordered equations as in [12].
1.1. Wick ordered fourth-order cubic NLS. For the global solution u ∈ C(R;L2(T)) to the
equation (1.1), we consider the gauge transformation G defined by
v = G[u](t) := e2it
∮
|u(t,x)|2 dxu(t), (1.4)
where ∮
f dx :=
1
2π
∫
T
f dx.
It is noticed that the gauge transformation G defined in (1.4) depends only on u0 because of the mass
conservation, as long as u0 ∈ L2(T). Besides, (1.4) reduces the equation (1.1) to the following Wick
ordered cubic fourth-order NLS (4WNLS):i∂tv + ∂4xv =
(|v|2 − 2 ∮ |v|2 dx) v,
v(0, x) = v0(x),
(t, x) ∈ R× T. (1.5)
Compared to (1.1), the equation (1.5) contains fewer resonant terms (see Section 2). Moreover, in L2
or Hs with s ≥ 0 the gauge transformation G is well defined and invertible, and thus one can freely
transfer the results between the two equations.
The key ideas in [12] which were later employed in [28] are: below L2 the equation (1.5) behaves
better than (1.1) while G is not defined. One can combine the good behaviour of (1.5) and the
bad property of G to show some strong ill-posedness for (1.1) below L2. To show the non-existence,
one only needs the existence for the wick ordered equation (1.5) below L2. However, we can prove
well-posedness below L2. The following is the primary result in this paper.
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Theorem 1.1. Let −1/3 ≤ s < 0 and R > 0. For any u0 ∈ BR = {f ∈ Hs(T) : ‖f‖Hs ≤ R}, there
exist T = T (R) > 0 and a unique solution to (1.5) on [−T, T ] satisfying2
u ∈ C([−T, T ];Hs(T)) ∩ Y s, 12T .
Moreover, the solution map u0 7→ u is continuous from BR to C([−T, T ];Hs(T)).
In the proof of Theorem 1.1, we follow the ideas in [36] and [27]. In these works, low-regularity
well-posedness for periodic mKdV was proved by using a new Xs,b-type space associated to the initial
data and some energy-type estimates. This idea has been also applied to the well-posedness of NLS
with the third order dispersion by Miyaji and Tsutsumi [25]. We would like to point two different
views in this paper out from the previous works. The main task in this part is to control the resonant
terms ∣∣|û(n)|2 − |û0(n)|2∣∣ (1.6)
for a priori bound of a single solution, and∣∣|û(n)|2 − |v̂(n)|2∣∣ (1.7)
for the uniqueness part (see Section 2, (3.13) and (3.47)). In previous works [36, 27, 25], authors
control the ℓ1-norm of (1.6), while we control the ℓ∞-norm of (1.6). We realized the advantage from
the gap between ℓ∞-norm and the ℓ1-norm, and it enabled us to cover the end point regularity (see
Remark 3.6). This way seems to be applicable to [36, 27] and [25] for covering the endpoint regularity
s = 1/3 and s = −1/6, respectively. The idea can be also seen in [26] where the unconditional well-
posedness of modified KdV is shown for s ≥ 1/3. Moreover, we perceived that it is nontrivial to apply
the estimation of (1.6) to the estimation of (1.7). Indeed, in view of the proof of Proposition 3.4, the
Hs energy estimate of a single solution is necessary to control the contribution of the boundary term
arising in the normal form reduction method. However, in the estimate of (1.7), not only a single
solution but also the difference of two solutions appear in the contribution of the boundary term,
while one cannot obtain the Hs-energy estimate of the difference of two solutions for s ≥ −1/3. We
took a trick to resolve this nontrivial issue, and hence we closed the estimate of (1.7). See Remark
3.5, the proof of Proposition 3.8 and Lemma 3.9 for the details.
Remark 1.2. The fourth-order cubic NLS (1.1) was already known to be ill-posed in Hs for s < 0
in the sense of the failure of uniform continuity of solution map by following the argument in Burq-
Ge´rard-Tzvetkov [4] and Christ-Colliander-Tao [5] (see Lemma 6.16 in [28]). Moreover, in view of
Remark 1.4 in [9] (or by simple calculation), we can know that the example chosen in [28] for the
focusing (or defocusing) 4NLS (1.1) is exactly the solution to the defocusing (or focusing) 4WNLS
(1.5). Hence, Lemma 6.16 in [28] exactly shows the failure of uniform continuity of the solution map
of (1.5) below L2(T).
Recently, we learned some results concerning well-posedness of (1.5). Oh and Wang [30] proved
the global existence in Hs, s > −9/20 by using the short time Fourier restriction norm method,
and showed the enhanced uniqueness in Hs, s > −1/3 by using the infinite iteration of normal form
2The solution space Y
s, 1
2
T
is defined in Section 2 .
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reductions. Also Oh, Tzvetkov and Wang [29] proved almost surely global well-posedness in Hs,
s < −1/2.
1.2. Non-squeezing property of NLS. The non-squeezing phenomena is an important property
of the Hamiltonian system. It states that one cannot embed a ball into a cylinder via a symplectic
map unless the radius of the ball is less than or equal to the radius of the cylinder although the
symplectic map is area-preserving. The finite-dimensional non-squeezing theorem was established by
Gromov [11]. The extension to the infinite-dimensional setting was initiated by Kuksin [23] for certain
equations, whose flow maps consist of linear and compact smooth operators. Thereafter, the study on
the symplectic property of the flow map, which has non-compact nonlinearity, was extended by several
researchers. Bourgain [3] presented the non-squeezing analysis for the 1-dimensional cubic NLS on
the symplectic phase space L2(T), and Colliander, Keel, Staffilani, Takaoka and Tao [8] showed the
non-squeezing property for the KdV equation on H−
1
2 (T). Recently, the non-squeezing properties
were proved for many other equations, such as the BBM equation on H
1
2 (T) by Roume´goux [34], the
Klein-Gordon equation on H 12 (T3) = H 12 (T3) ×H− 12 (T3) by Mendelson [24], the coupled KdV-type
system without the Miura transform on H−
1
2 (T) ×H− 12 (T) by Hong and Kwon [17] and the higher-
order KdV equation with the nonlinearity of the form u∂xu on H
− 1
2 (T) by Hong and the author [16].
Very recently, Killp, Visan and Zhang [21, 22] introduced the first symplectic non-squeezing result for
a Hamiltonian PDE in infinite volume, in particular, the cubic NLS on L2(R2) and L2(R).
The second result in this paper is the non-squeezing property of (1.1). The equation (1.1) can be
written as the Hamiltonian form
u˙(t) = i∇uH [u]
on the phase space L2(T) with the symplectic form ω0 defined by
ω0(u, v) = −Im
∫
T
uv¯dx.
The flow map Φ(t) of (1.1), particularly, is symplectomorphism on L2(T). We prove
Theorem 1.3. Let 0 < r < R, u∗ ∈ L2(T), n0 ∈ Z, z ∈ C and T > 0. Then there exists a global
L2-solution u (:= Φ(t)u0) to (1.1) such that
‖u0 − u∗‖L2 ≤ R
and
|Fx[Φ(T )u0](n0)− z| > r,
where Fx and Φ are the spatial Fourier transform and the flow map of (1.1), respectively.
In order to prove Theorem 1.3, our main task is to prove the approximation of a truncated flow to
the original flow. Following Bourgain’s approach, we consider the truncated equation:{
i∂tu+ ∂
4
xu = P≤N
(
µ|u|2u) , (t, x) ∈ R× T,
u(x, 0) = u0(x), u0 ∈ P≤NL2(T),
(1.8)
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where P≤N is the Fourier projection operator for the spatial frequency defined as follows: for each
dyadic number N ,
P̂Nu(n) := 1N≤|n|<2N(n)û(n),
P̂≤Nu(n) := 1|n|≤N(n)û(n),
P̂≥Nu(n) := 1|n|≥N(n)û(n),
(1.9)
where 1Ω is a characteristic function on Ω. The equation (1.8) is a finite-dimensional Hamiltonian
equation with Hamiltonian (1.3) in P≤NL
2. Thus, the flow map of (1.8) denoted by ΦN (t) is a finite
dimensional symplectic map, so we can apply Gromov’s theorem directly to this map (see Lemma
4.1). Then by showing the low frequency approximation in the strong L2-topology (see Proposition
4.2), we can obtain the non-squeezing property of (1.1).
Organization of paper. The rest of the paper is organized as follows: In Section 2, we summarize
some notations and define function spaces. We also provide proofs of some important lemmas, which
are used to prove both Theorems 1.1 and 1.3. In Section 3, we mainly prove the local well-posedness of
the Wick ordered fourth-order NLS (1.5) below L2(T). Finally, we prove the non-squeezing property
of (1.1) in the symplectic phase space L2(T) in Section 4.
Acknowledgments. The author would like to appreciate Prof. Zihua Guo for helpful discussion
and encouragement. Also, the author thank Prof. Tadahiro Oh for pointing out an unclear portion in
the proof of Proposition 3.5. C. Kwak is supported by FONDECYT de Postdoctorado 2017 Proyecto
No. 3170067.
2. Preliminaries
For x, y ∈ R+, x . y denotes x ≤ Cy for some C > 0 and x ∼ y means x . y and y . x.
Also, x ≪ y denotes x ≤ cy for a small positive constant c. Let a1, a2, a3 ∈ R+. The quantities
amax ≥ amed ≥ amin can be defined to be the maximum, median and minimum values of a1, a2, a3,
respectively.
For f ∈ S ′(R× T) we denote by f˜ or F(f) the Fourier transform of f with respect to both spatial
and time variables,
f˜(τ, n) =
1
2π
∫
R
∫ 2π
0
e−ixne−itτf(t, x) dxdt.
Moreover, we use Fx (or ̂ ) and Ft to denote the Fourier transform with respect to space and time
variables, respectively.
We first observe the Fourier coefficient of (1.1) in terms of the spatial variable at the frequency n
as follows:
∂tû(n)− in4û(n) = −i
∑
n1−n2+n3=n
û(n1)û(n2)û(n3). (2.1)
From the cubic resonant relation in the nonlinear term, we have (see Lemma 3.1 in [28] for the proof)
H := H(n1, n2, n3) = n
4
1 − n42 + n43 − (n1 − n2 + n3)4
= (n1 − n2)(n2 − n3)
(
n21 + n
2
2 + n
2
3 + (n1 − n2 + n3)2 + 2(n1 + n3)2
) (2.2)
6 C. KWAK
and we can know that non-trivial resonances appear only when n1 = n2 or n2 = n3. Thus, we can
rewrite (2.1) by
∂tû(n)− in4û(n) = i|û(n)|2û(n)− 2i ‖u‖2L2 û(n)− i
∑
Nn
û(n1)û(n2)û(n3),
where Nn is the cubic non-resonant set of frequencies at the frequency n
Nn = {(n1, n2, n3) ∈ Z3 : n1 − n2 + n3 = n, (n1 − n2)(n2 − n3) 6= 0}.
Similarly, the equation (1.5) (in terms of u instead of v) can be rewritten as
∂tû(n)− in4û(n) = i|û(n)|2û(n)− i
∑
Nn
û(n1)û(n2)û(n3). (2.3)
Then we see the only resonant term in (2.3) is i|û(n)|2û(n) while the worst resonant term−2i ‖u‖2L2 û(n)
is removed by Gauge transform (1.4). We define
NR(u, v, w)(n) := F−1x [iû(n)v̂(n)ŵ(n)− 2i(
∑
n1∈Z
û(n1)v̂(n1))ŵ(n)] (2.4)
and
NNR(u, v, w)(n) := F−1x [−i
∑
Nn
û(n1)v̂(n2)ŵ(n3)]. (2.5)
We simply write NR(u) and NNR(u) for NR(u, u, u) and NNR(u, u, u), respectively.
In [36, 27] in the context of modified KdV equation, the authors modified the linear propagator by
choosing the first approximation evolution operator with the oscillation factor eitn|û(0,n)|
2
in order to
weaken the nonlinear perturbation in|û(n)|2û(n). In this paper, we use the same ideas as in [36, 27]
to weaken the resonant term
i|û(n)|2û(n). (2.6)
Precisely, in order to remove the non-trivial resonant term (2.6), one needs to use the evolution
operator V(t) as
V(t)u := 1√
2π
∑
n∈Z
ei(nx+tn
4+
∫ t
0
|û(s,n)|2 ds)û(n).
However, it is quite difficult to treat the nonlinear oscillation factor ei
∫
t
0
|û(s,n)|2 ds. Hence by choosing
the first approximation of V(t)
W(t)u := 1√
2π
∑
n∈Z
ei(nx+tn
4+t|û0(n)|
2)û(n),
one can reduce (2.3) to
∂tû(n)− iµ(n)û(n) = i(|û(n)|2 − |û0(n)|2)û(n)− i
∑
Nn
û(n1)û(n2)û(n3), (2.7)
where
µ(n) = n4 + |û0(n)|2. (2.8)
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The key observation as in [36] is that the term (|û(n)|2 − |û0(n)|2)û(n) has smoothing effects (see
Corollary 3.7). Indeed, from the equation (2.7), this term equals to
2iIm
[∫ t
0
∑
Nn
û(s, n1)û(s, n2)û(s, n3)û(s, n) ds
]
û(n).
The smoothing effect is due to the highly non-resonant structure.
Remark 2.1. In view of (2.2), we know that H is roughly bounded below by max(n21, n
2
2, n
2
3, n
2) over
the non-resonant set Nn. Moreover, if u0 ∈ Hs for −1 < s < 0 then |û0(n)|2 is bounded above by n2.
Hence the dominant factor of G (the resonance function for (2.7), see (3.4) below) is H and we have
all the same estimates if we ignore |û0(n)|2.
We now define the standard Xs,b space,
Xs,b = {v ∈ S ′(R× R) : v(t, x) = v(t, x+ 2π), ‖v‖Xs,b <∞},
with ‖v‖2Xs,b =
∑
n∈Z
∫
R
〈n〉2s〈τ − n4〉2b|v˜(τ, n)|2 dτ,
where 〈·〉 = (1 + | · |2) 12 . The Xs,b space was first introduced in its current form by Bourgain [2] and
further developed by Kenig, Ponce and Vega [20] and Tao [37].
In view of (2.7), we modify the Xs,b space corresponding to the linear operator µ(−i∂x) and we
denote by Y s,b: For s, b ∈ R,
Y s,b = {v ∈ S ′(R× R) : v(t, x) = v(t, x+ 2π), ‖v‖Y s,b <∞},
‖v‖2Y s,b =
∑
n∈Z
∫
R
〈n〉2s〈τ − µ(n)〉2b|v˜(τ, n)|2 dτ, (2.9)
where µ(n) is defined as in (2.8). Note that the function space Y s,b is dependent on a given initial
data. For T > 0, we define the standard time restriction function space of (2.9)
Y s,bT = {v ∈ D′((−T, T )× T) : ‖v‖Y s,bT <∞},
equipped with the norm
‖v‖Y s,bT = inf{‖w‖Y s,b : w ∈ Y
s,b, w = v on (−T, T )}.
Moreover, in order to investigate the non-squeezing property of (1.1), we define the standard
solution space Zs,
1
2 , s ≥ 0, for the periodic problem as follows:
Zs,
1
2 = {v ∈ S ′(R× R) : v(t, x) = v(t, x+ 2π), ‖v‖
Zs,
1
2
<∞},
with ‖v‖
Zs,
1
2
:= ‖v‖
Xs,
1
2
+ ‖〈n〉sv˜‖ℓ2nL1τ .
We also need the norm for the nonlinear term, which corresponds to Zs,
1
2 -norm
‖v‖
Zs,−
1
2
:= ‖v‖
Xs,−
1
2
+
∥∥∥∥ 〈n〉s〈τ − n4〉 v˜
∥∥∥∥
ℓ2nL
1
τ
.
The following estimates are well-known (see [2, 20, 6, 7, 8] and references therein) facts:
• (Embedding property) ‖u‖CtHs . ‖u‖Zs, 12 .
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• (Linear estimate) ‖u‖
Zs,
1
2
. ‖u0‖Hs +
∥∥|u|2u∥∥
Zs,−
1
2
.
The following lemma is the L4t,x Strichartz estimate in the periodic setting. It was first introduced
and proved by Bourgain [2] in order to show the local and global well-posedness of periodic NLS and
(generalized) KdV equations. Moreover, the argument and proof are further improved by Tao [37, 38].
Lemma 2.2 (L4 Strichartz estimate). Let s > −1/2 and assume that u0 ∈ Hs(T). Then, for b > 5/16,
we have
‖f‖L4(R×T) . ‖f‖Y 0,b , (2.10)
where Y 0,b is defined as in (2.9) and the implicit constant depends only on ‖u0‖Hs , s and b.
Proof. We follow the argument in [36, 20]. For a given η > 0, since u0 ∈ Hs(T), we can find a positive
integer N = N(‖u0‖Hs , s) such that
|n|−1|û0(n)|2 ≤ |n|−1−2s|n|2s|û0(n)|2 < η when |n| ≥ N. (2.11)
From the fact that ‖f‖4L4 =
∥∥|f |2∥∥2
L2
, it is enough to bound L2 norm of |f |2. We split f into two
parts as follows:
f = fhigh + flow, f̂high(n) = 0 for |n| < N and f̂low(n) = 0 for |n| ≥ N.
Since |f |2 = |fhigh|2 + fhighflow + fhighflow + |flow|2 and ‖fg‖L2 =
∥∥fg∥∥
L2
, it suffices to estimate
the L2 norms of |fhigh|2, fhighflow and |flow|2 terms. We only estimate L2 norm of |fhigh|2, since the
other terms can be easily controlled.3 In this case, we may assume that
f˜(τ, n) = 0, for τ ∈ R, |n| < N.
By Plancherel’s theorem, we get
∥∥|f |2∥∥2
L2
.
∑
n∈Z
∫
R
∣∣∣∣∣∑
n1∈Z
∫
R
f˜(τ − τ1, n− n1)f˜(τ1, n1) dτ1
∣∣∣∣∣
2
dτ
=
∫
R
∣∣∣∣∣∑
n1∈Z
∫
R
f˜(τ − τ1,−n1)f˜(τ1, n1) dτ1
∣∣∣∣∣
2
dτ
+
∑
n6=0
∫
R
∣∣∣∣∣∑
n1∈Z
∫
R
f˜(τ − τ1, n− n1)f˜(τ1, n1) dτ1
∣∣∣∣∣
2
dτ
= I + II.
For the term I, since∣∣∣ ∫
R
f˜(τ − τ1,−n1)f˜(τ1, n1) dτ1
∣∣∣
.
( ∫
R
〈τ − τ1 − µ(−n1)〉−2b〈τ1 + µ(n1)〉−2b dτ1
) 1
2
×
(∫
R
〈τ − τ1 − µ(−n1)〉2b|f˜(τ − τ1,−n1)|2〈τ1 + µ(n1)〉2bf˜(τ1, n1)|2 dτ1
) 1
2
3In view of (2.14) below, we can easily show M <∞ when one of or both |n1| and |n− n1| are bounded.
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and ∫
R
〈τ − τ1 − µ(−n1)〉−2b〈τ1 + µ(n1)〉−2b dτ1 <∞
whenever b > 1/4, we get by the Minkowski inequality and the Cauchy-Schwarz inequality that
I .
∫
R
∣∣∣∣∣∑
n1∈Z
( ∫
R
〈τ − τ1 − µ(−n1)〉2b|f˜(τ − τ1,−n1)|2〈τ1 + µ(n1)〉2bf˜(τ1, n1)|2 dτ1
) 1
2
∣∣∣∣∣
2
dτ
.
∣∣∣∣∣∑
n1∈Z
(∫
R2
〈τ − τ1 − µ(−n1)〉2b|f˜(τ − τ1,−n1)|2〈τ1 + µ(n1)〉2bf˜(τ1, n1)|2 dτdτ1
) 1
2
∣∣∣∣∣
2
. ‖f‖4Y 0,b .
For the term II, from the fact that
‖fg‖L2 =
∥∥fg∥∥
L2
= ‖fg‖L2 =
∥∥fg∥∥
L2
,
we may assume further that n1 ≥ N,n− n1 ≥ N in the summation of the integrand. As the term I,
we have
II .
∑
n6=0
∫
R
[( ∑
n1∈Z
∫
R
〈τ − τ1 − µ(n− n1)〉−2b〈τ1 + µ(n1)〉−2b dτ1
) 1
2
×
( ∑
n1∈Z
∫
R
〈τ − τ1 − µ(n− n1)〉2b|f˜(τ − τ1, n− n1)|2〈τ1 + µ(n1)〉2bf˜(τ1, n1)|2 dτ1
) 1
2
]2
dτ
.M ‖f‖4Y 0,b ,
where
M = sup
(τ,n)∈R×Z\{0}
( ∑
n1≥N
n−n1≥N
∫
R
〈τ − τ1 − µ(n− n1)〉−2b〈τ1 + µ(n1)〉−2b dτ1
) 1
2
. (2.12)
Hence, it suffices to show M <∞ whenever b > 5/16.
By a simple calculation ∫
R
〈a〉−α〈b − a〉−α da . 〈b〉1−2α
for 1/2 < α < 1, we have
(2.12) . sup
(τ,n)∈R×Z\{0}
( ∑
n1≥N
n−n1≥N
〈τ − µ(n− n1) + µ(n1)〉1−4b
) 1
2
. (2.13)
Fix (τ, n) ∈ R × Z \ {0}. We first investigate the terms inside the brackets on the right-hand side of
(2.13). A simple calculation yields
τ − µ(n− n1) + µ(n1) = τ − [(n− n1)4 + |û0(n− n1)|2] + n41 + |û0(n1)|2
= 4n
(
n31 −
3
2
nn21 + n
2n1 +
1
4n
(τ − n4)
)
+A,
where
A = −|û0(n− n1)|2 + |û0(n1)|2.
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Let F (n1) := n
3
1 − 32nn21 + n2n1 + 14n (τ − n4). Since
∂n1F (n1) = 3n
2
1 − 3n1n+ n2 = (
√
3n1 −
√
3
2
n)2 +
1
4
n2 >
1
4
n2,
then we know there is only one real root of F (n1) = 0 denoted by γ and
|{n1 : |F (n1)| . 1}| ≤ 10.
We may assume |F (n1)| ≫ 1 and factorize F (n1) as
F (n1) = (n1 − γ)(n21 + c1n1 + c2), n21 + c1n1 + c2 6= 0 for all n1 ∈ Z.
From (2.11) under the assumption n1, n− n1 > N , we get
|A| ≤ |û(n1)|2 + |û(n− n1)|2 < n1η + (n− n1)η = nη
which implies by choosing η > 0 small enough that
|nF (n1)| ≫ |A|
and thus get
RHS of (2.13) . sup
(τ,n)∈R×Z\{0}
( ∑
n≥n1≥N
(|n1|〈n1 − γ〉〈n21 + c1n1 + c2〉)1−4b
) 1
2
. sup
(τ,n)∈R×Z\{0}
[( ∑
n≥n1≥N
〈n1〉4(1−4b)
) 1
4
×
( ∑
n≥n1≥N
〈n1 − γ〉4(1−4b)
) 1
4
×
( ∑
n≥n1≥N
〈n21 + c1n1 + c2〉2(1−4b)
) 1
2
]
<∞,
(2.14)
since 4(1− 4b) < −1. Therefore, it completes the proof of Lemma 2.2. 
Lemma 2.3 (Sobolev embedding). Let 2 ≤ p < ∞ and f be a smooth function on R× T. Then for
b ≥ 12 − 1p , we have
‖f‖Lpt (Hsx) . ‖f‖Y s,b . (2.15)
Similarly we have
‖f‖Lpt (Hsx) . ‖f‖Xs,b . (2.16)
Proof. We only prove (2.15) and the proof follows directly from the Sobolev embedding in terms of t.
Indeed, for S(t)f(t, x) = F−1x [eitµ(n)f̂(t, n)], since ‖S(−t)f‖Hsx = ‖f‖Hsx , we have
‖f‖Lpt (Hsx) =
∥∥∥‖S(−t)f‖Hsx∥∥∥Lpt .
∥∥∥‖S(−t)f‖Hsx∥∥∥Hbt = ‖f‖Y s,b .

FOURTH-ORDER CUBIC NLS 11
The last two lemmas in this section are the main ingredients to show the non-squeezing property
of (1.1). Particularly, the factor N
− 1
2
+
max in the first lemma below facilitates that the truncated flow
map approximates to the original flow map in L2(T).
Lemma 2.4 (Trilinear estimate in Z0,
1
2 ). Let Nj, j = 1, 2, 3, 4 be dyadic numbers. Let uj = PNju
and |nj| ∼ Nj, j = 1, 2, 3. Then, we have
‖PN4NNR(u1, u2, u3)‖X0,− 12 . N
− 1
2
+
max ‖u1‖
X0,
1
2
‖u2‖
X0,
1
2
‖u3‖
X0,
1
2
, (2.17)
and ∥∥〈τ4 − n44〉−1F [PN4NNR(u1, u2, u3)]∥∥ℓ2n4L1τ4 . N− 12+max ‖u1‖X0, 12 ‖u2‖X0, 12 ‖u3‖X0, 12 , (2.18)
where PN is defined as in (1.9).
Proof. We first estimate (2.17). Let λj = τj − n4j , j = 1, 2, 3, 4. From the definition of Xs,b norm and
the duality, it suffices to show for (2.17) that∣∣∣∣∣ ∑
n4,Nn4
∫
τ1−τ2+τ3=τ4
N
1
2
−ǫ
max∏4
j=1〈λj〉
1
2
u˜1(τ1, n1)u˜2(τ2, n2)u˜3(τ3, n3)u˜4(τ4,n4) dτ1dτ2dτ3
∣∣∣∣∣
.
3∏
j=1
‖uj‖L2t,x ,
(2.19)
where u4 = PN4u with ‖u‖L2t,x ≤ 1 and 0 < ǫ < 1/2.
Without loss of generality we may assume that |λ1| ≤ |λ2| ≤ |λ3| ≤ |λ4|.4 Then, we know from (2.2)
that |λ4| & |n1 − n2|(n∗)2, for n∗ = max(|n1|, |n2|, |n3|, |n4|). Let f˜j(τj , nj) = 〈τj − n4j〉−
1
2 |u˜j(τj , nj)|
for j = 1, 2, 3, g˜4(τ4, n4) = |w˜4(τ4, n4)| and n′ = n1−n2. Then the left-hand side of (2.19) is bounded
by ∫
R
∑
n2,n3
n′ 6=0
1
|n′|1+ǫ f̂1(t, n
′ − n2)f̂2(t, n2)f̂3(t, n3)ĝ4(−t, n′ + n3) dt.
We focus on the integrand with respect to the spatial frequencies. We observe the following calculation∑
n2,n3
n′ 6=0
1
|n′|1+ǫ ĝ1(n
′ − n2)ĝ2(n2)ĝ3(n3)ĝ4(n′ + n3)
.
∑
n′ 6=0
1
|n′|1+ǫFx[g1F
−1
x [ĝ2]](n
′)Fx[g3g4](−n′)
.
∥∥∥Fx[g1F−1x [ĝ2]]∥∥∥
ℓ∞n
‖Fx[g3g4]‖ℓ∞n .
4∏
j=1
‖gj‖L2x .
(2.20)
4In view of the proof, changing the order of modulations does not affect our proof.
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The second inequality holds since 1|n′|1+ǫ is summable over n
′ 6= 0. Then, by using (2.20) and the
Sobolev embedding (2.16), we obtain
LHS of (2.19) .
∫
R
F1(t)F2(t)F3(t)G4(t) dt .
3∏
j=1
‖Fj‖L6t ‖G4‖L2t
.
3∏
j=1
‖fj‖
X0,
1
3
‖w4‖L2t,x .
3∏
j=1
‖uj‖
X0,−
1
6
,
(2.21)
where Fj(t) = ‖fj(t)‖L2x , j = 1, 2, 3 and G4(t) = ‖w(t)‖L2x .
Now we prove (2.18). Similarly as before, it suffices to show that∥∥∥∥∥ ∑
n4,Nn4
|ni|∼Ni
∫
τ1−τ2+τ3=τ4
N
1
2
−ǫ
max
〈λ4〉
∏3
j=1〈λj〉
1
2
u˜1(τ1, n1)u˜2(τ2, n2)u˜3(τ3, n3) dτ1dτ2
∥∥∥∥∥
ℓ2n4L
1
τ4
.
3∏
j=1
‖uj‖L2t,x ,
(2.22)
where 0 < ǫ < 1/2. Without loss of generality we may assume (by the same reason as before) that
|λ1| ≥ |λ2| ≥ |λ3|, and we estimate the left-hand side of (2.22) by dividing into two cases: |λ1| ≥ |λ4|
and |λ1| ≤ |λ4|.
For the case when |λ1| ≥ |λ4|, since 〈λ4〉− 23 is L2τ4-integrable, we use the Cauchy-Schwarz inequality
with respect to τ4, |λ1| & |n1 − n2|(n∗)2 and the duality to dominate the left-hand side of (2.22) by∫
R
∑
n1,n2,n3
n1−n2 6=0
1
|n1 − n2|1+ǫ f̂1(t, n1)f̂2(t, n2)f̂3(t, n3)ĝ4(−t, n4) dt, (2.23)
where f˜1(τ1, n1) = |u˜1(τ1, n1)|, f˜j(τj , nj) = 〈τj − n4j〉−
1
2 |u˜j(τj , nj)|, j = 2, 3 and g˜4(τ4, n4) = 〈τ4 −
n44〉−
1
3 |w˜4(τ4, n4)| with ‖w4‖L2t,x ≤ 1.
Similarly as in (2.20) and (2.21), we can have
(2.23) .
∫
R
F1(t)F2(t)F3(t)G4(t) dt . ‖F1‖L2t
3∏
j=2
‖Fj‖L6t ‖G4‖L6t
. ‖u1‖L2t,x
3∏
j=2
‖fj‖
X0,
1
3
‖g4‖
X0,
1
3
. ‖u1‖X0,0
3∏
j=2
‖uj‖
X0,−
1
6
,
where Fj(t) = ‖fj(t)‖L2x , j = 1, 2, 3 and G4(t) = ‖g4(t)‖L2x .
For the case when |λ4| ≥ |λ1|, since ǫ > 0, we can choose δ, γ > 0 small enough such that γ > δ
and 2δ + γ < ǫ. Then, since 〈λ4〉− 12−δ is L2τ4-integrable, we use the Cauchy-Schwarz inequality with
respect to τ4, |λ4| & |n1 − n2|(n∗)2 and the duality to dominate the left-hand side of (2.22) by∫
R
∑
n1,n2,n3
n1−n2 6=0
1
|n1 − n2|1+γ−δN ǫ−2δ−γmax
f̂1(t, n1)f̂2(t, n2)f̂3(t, n3)ĝ4(−t, n4) dt, (2.24)
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where f˜j(τj , nj) = 〈τj − n4j〉−
1
2 |u˜j(τj , nj)|, j = 1, 2, 3 and g˜4(τ4, n4) = |w˜4(τ4, n4)| with ‖w4‖L2t,x ≤ 1.
Since 1
Nǫ−2δ−γmax
≤ 1 and γ − δ > 0, by using similar arguments in (2.20) and (2.21), we obtain
(2.24) .
∫
R
F1(t)F2(t)F3(t)G4(t) dt .
3∏
j=1
‖Fj‖L6t ‖G4‖L2t
.
3∏
j=2
‖fj‖
X0,
1
3
‖w4‖L2t,x .
3∏
j=1
‖uj‖
X0,−
1
6
,
where Fj(t) = ‖fj(t)‖L2x , j = 1, 2, 3 and G4(t) = ‖w4(t)‖L2x . Therefore, we complete the proof. 
Lemma 2.5. Let s ≥ 0. Then we have
‖NR(u, v, w)‖
Zs,−
1
2
. ‖u‖
Zs,
1
2
‖v‖
Zs,
1
2
‖w‖
Zs,
1
2
. (2.25)
Proof. We first estimate the Xs,b portion. For the term û(n)v̂(n)ŵ(n), since∥∥∥〈n〉sû(n)v̂(n)ŵ(n)∥∥∥
ℓ2n
. ‖u‖Hs ‖v‖Hs ‖w‖Hs , (2.26)
we have from the Sobolev embedding (2.16) that∥∥∥F−1x [û(n)v̂(n)ŵ(n)]∥∥∥
Xs,−
1
2
.
∥∥∥F−1x [〈n〉sû(n)v̂(n)ŵ(n)]∥∥∥
X0,0
. ‖‖u(t)‖Hs ‖v‖Hs ‖w‖Hs‖L2t
. ‖u‖L6t (Hs) ‖v‖L6t (Hs) ‖w‖L6t (Hs)
. ‖u‖
Xs,
1
2
‖w‖
Xs,
1
2
‖w‖
Xs,
1
2
.
(2.27)
For the term
(∑
n1
û(n1)v̂(n1)
)
ŵ(n), since the following also holds∥∥∥∥∥〈n〉s(∑
n1
û(n1)v̂(n1)
)
ŵ(n)
∥∥∥∥∥
ℓ2n
. ‖u‖Hs ‖v‖Hs ‖w‖Hs , (2.28)
we have similarly as before that∥∥∥∥∥F−1x [(∑
n1
û(n1)v̂(n1)
)
ŵ(n)
]∥∥∥∥∥
Xs,−
1
2
.
∥∥∥∥∥F−1x [〈n〉s(∑
n1
û(n1)v̂(n1)
)
ŵ(n)
]∥∥∥∥∥
X0,0
. ‖‖u(t)‖Hs ‖v‖Hs ‖w‖Hs‖L2t
. ‖u‖L6t (Hs) ‖v‖L6t (Hs) ‖w‖L6t (Hs)
. ‖u‖
Xs,
1
2
‖w‖
Xs,
1
2
‖w‖
Xs,
1
2
.
(2.29)
Now we estimate the ℓ2nL
1
τ portion. By using (2.26) and (2.28), we have similarly as before that∥∥∥〈τ − n4〉−1Ft[〈s〉sû(n)v̂(n)ŵ(n)]∥∥∥
ℓ2nL
1
τ
.
∥∥∥Ft[〈s〉sû(n)v̂(n)ŵ(n)]∥∥∥
ℓ2nL
2
τ
. ‖‖u(t)‖Hs ‖v(t)‖Hs ‖w(t)‖Hs‖L2t
. ‖u‖L6t (Hs) ‖v‖L6t (Hs) ‖w‖L6t (Hs)
. ‖u‖
Xs,
1
2
‖w‖
Xs,
1
2
‖w‖
Xs,
1
2
(2.30)
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and∥∥∥∥∥〈τ − n4〉−1Ft[〈s〉s(∑
n1
û(n1)v̂(n1)
)
ŵ(n)
]∥∥∥∥∥
ℓ2nL
1
τ
.
∥∥∥∥∥Ft[〈s〉s(∑
n1
û(n1)v̂(n1)
)
ŵ(n)
]∥∥∥∥∥
ℓ2nL
2
τ
. ‖‖u(t)‖Hs ‖v(t)‖Hs ‖w(t)‖Hs‖L2t
. ‖u‖L6t (Hs) ‖v‖L6t (Hs) ‖w‖L6t (Hs)
. ‖u‖
Xs,
1
2
‖w‖
Xs,
1
2
‖w‖
Xs,
1
2
.
(2.31)
By gathering (2.27), (2.29), (2.30) and (2.31), we complete the proof of (2.25). 
3. Local well-posedness of 4WNLS below L2(T)
In this section we prove Theorem 1.1. First we recall the equation for 4WNLS in terms of the
Fourier coefficients:
∂tû(n)− iµ(n)û(n) =i(|û(n)|2 − |û0(n)|2)û(n)− i
∑
Nn
û(n1)û(n2)û(n3), ∀ n ∈ Z, (3.1)
:=Î(u)(n) + ÎI(u)(n),
with µ(n) given by (2.8).
3.1. Existence. Following the strategy explained in the introduction, we will use Y s,1/2 to study the
equation (3.1). The standard Xs,b analysis gives
‖u‖
Y
s,1/2
T
. ‖u0‖Hs + ‖I(u)‖L2THs + ‖II(u)‖Y s,−1/2+ǫT (3.2)
for ǫ > 0. The second term II(u) is non-resonant and thus easy to handle. Indeed, we have
Proposition 3.1. Let −1/2 < s < 0, 0 < T ≤ 1, t ∈ [−T, T ] and u0 ∈ C∞(T). Suppose that u is
a complex-valued smooth solution to (3.1) on [−T, T ] and u ∈ Y s,1/2T . Then for δ = (s+ 1/2)/3, the
following estimate holds:
‖II(u)‖
Y
s,−1/2+δ
T
. ‖u‖3
Y
s,1/2
T
.
Proof. From the duality argument in addition to the Plancherel theorem, we know
‖II(u)‖
Y s,−
1
2
+δ = sup
‖h‖
Y
0, 1
2
−δ
≤1
∣∣∣∣∣∑
n∈Z
〈n〉s
∫ T
0
∑
Nn
û(t, n1)û(t, n2)û(t, n3)ĥ(t, n) dt
∣∣∣∣∣
= sup
‖h‖
Y
s, 1
2
−δ
≤1
∣∣∣∣∣∑
n∈Z
〈n〉2s
∫ T
0
û(t, n1)û(t, n2)û(t, n3)ĥ(t, n) dt ds
∣∣∣∣∣.
Hence, it suffices to show∑
n∈Z
∣∣∣∣∣〈n〉2sIm
[∫ t
0
∑
Nn
û(s, n1)û(s, n2)û(s, n3)ĥ(s, n) ds
]∣∣∣∣∣ . ‖u‖3Y s, 12T ‖h‖Y s, 12−δT . (3.3)
We first note from the identities
n1 − n2 + n3 = n and τ1 − τ2 + τ3 = τ
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that
G := (τ1 − µ(n1))− (τ2 − µ(n2)) + (τ3 − µ(n3))− (τ − µ(n))
= (n1 − n2)(n2 − n3)
(
n21 + n
2
2 + n
2
3 + (n1 − n2 + n3)2 + 2(n1 + n3)2
)
+
(|û0(n1)|2 − |û0(n2)|2 + |û0(n3)|2 − |û0(n)|2)
(3.4)
and
max {|τ − µ(n)|, |τj − µ(nj)| : j = 1, 2, 3} & |G|. (3.5)
Let n∗ = max(|n1|, |n2|, |n3|, |n|). Then, from (3.4) in addition to Remark 2.1, we know
|G| & |n1 − n2||n2 − n3|(n∗)2. (3.6)
We can show (3.3) by dividing several cases as follows:
• high × high × high ⇒ high,
• high × high × high ⇒ low,
• high × high × low ⇒ high,
• high × high × low ⇒ low,
• high × low × low ⇒ high.
We may assume from (3.5) and(3.6) that |τ − µ(n)| & |n1 − n2||n2 − n3|(n∗)2 without loss of
generality.5 We also assume that |τ1 − µ(n1)| is the second maximum modulation.6 Let f˜1(τ1, n1) =
〈τ1 − µ(n1)〉ǫ〈n1〉s|u˜(τ1, n1)|, f̂2(n2) = 〈n2〉s|û(n2)|, f˜3(τ3, n3) = 〈τ3 − µ(n3)〉−ǫ〈n3〉s|u˜(τ3, n3)| and
g˜(τ, n) = 〈τ − µ(n)〉1/2−δ〈n〉s|h˜(τ, n)| for 0 < ǫ≪ 1. Then, the left-hand side of (3.3) is reduced by∫ t
0
∑
n,Nn
〈n〉s〈n1〉−s〈n2〉−s〈n3〉−s
(|n1 − n2||n2 − n3|(n∗)2)1/2−δ f̂1(n1)f̂2(n2)f̂3(n3)ĝ(n) ds. (3.7)
Let denote the multiplier in the summand of (3.7) by
m(n1, n2, n3, n) :=
〈n〉s〈n1〉−s〈n2〉−s〈n3〉−s
(|n1 − n2||n2 − n3|(n∗)2)1/2−δ .
Then, since 1 ≤ |n1 − n2|, |n2 − n3| ≤ n∗, the multiplier m(n1, n2, n3, n) is roughly reduced as follows
in each case provided above:
• high × high × high ⇒ high
m(n1, n2, n3, n) .
1
|n1 − n2| 32+2s−3δ
,
• high × high × high ⇒ low
m(n1, n2, n3, n) .
1
|n1 − n2|2+3s−4δ ,
• other cases
m(n1, n2, n3, n) .
1
|n1 − n2|2+2s−4δ .
5In other cases, it is enough to switch roles of ĥ(n) and one of û(n1), û(n2) and û(n3).
6In view of (3.8) below, the choice of the second modulation does not affect our analysis. Thus, we do not further
consider the case when one of |τ2 − µ(n2)| and |τ3 − µ(n3)| is the second maximum modulation.
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We note that for fixed −1/2 < s < 0, we easily see that
s− δ > −1
2
and s−
(s+ 1/2
2
)
> −1/2,
where δ = (s+1/2)/3. Since 3/2+ 2s− 3δ < 2+ 3s− 4δ < 2+ 2s− 4δ for −1/2 < s < 0, it is enough
to consider
m(n1, n2, n3, n) .
1
|n1 − n2| 32+2s−3δ
.
Then, we have from L4 Strichartz estimate (2.10) and the embedding theorem (Y s,b →֒ CtHs, b > 1/2)
that
LHS of (3.3) .
∫ t
0
∑
n,Nn
1
|n1 − n2|3/2+2s−3δ f̂1(n1)f̂2(n2)f̂3(n3)ĝ(n) ds
≤
∫ t
0
∑
n′ 6=0
1
|n′|3/2+2s−3δ f̂1f2(n
′)f̂3g(−n′) ds
. ‖f1‖L4t,x ‖f2‖L4t,x ‖f3‖L∞t L2x ‖g‖L2t,x
. ‖u‖3
Y s,
1
2
‖h‖
Y s,
1
2
−δ ,
(3.8)
for 0 < ǫ < 1/4. The third inequality in (3.8) holds thanks to
3/2 + 2s− 3δ = 3/2 + 2
(
s− s+ 1/2
2
)
> 1/2.

Remark 3.2. By the same proof above, we can actually prove: for s > −1/2
‖II(u)‖
Z
s,−1/2
T
. ‖u‖3
Z
s,1/2
T
.
Thus the equation (1.5), if with only non-resonant term, is locally well-posed in Hs for s > −1/2.
As an immediate result of Proposition 3.1, we have the following corollary:
Corollary 3.3. Let −1/2 < s < 0, 0 < T ≤ 1, t ∈ [−T, T ] and u0 ∈ C∞(T). Suppose that u is a
complex-valued smooth solution to (3.1) on [−T, T ] and u ∈ Y s,1/2T . Then u satisfies∑
n∈Z
〈n〉2s|û(t, n)|2 . ‖u0‖2Hs + ‖u‖4
Y
s, 1
2
T
. (3.9)
Proof. From (3.1), we have
∂t|û(t, n)|2 = −2Im
[∑
Nn
û(t, n1)û(t, n2)û(t, n3)û(t, n)
]
. (3.10)
Then, multiplying 〈n〉2s and taking the summation and the integration with respect to x and t,
respectively, to the both side of (3.10) in addition to Proposition 3.1 yield that∑
n∈Z
〈n〉2s∣∣|û(t, n)|2 − |û0(n)|2∣∣ = 2∑
n∈Z
∣∣∣∣∣〈n〉2sIm
[ ∫ t
0
∑
Nn
û(s, n1)û(s, n2)û(s, n3)û(s, n) ds
]∣∣∣∣∣
. ‖u‖4
Y
s, 1
2
T
.
(3.11)

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From Proposition 3.1 and Remark 3.2, we know the enemy to prevent low-regularity well-posedness
is the resonant term I(u). For I(u), we have
‖I(u)‖L2THs .
(
sup
t,n
∣∣|û(n)|2 − |û0(n)|2∣∣) ‖u‖Y s,1/2T . (3.12)
The following proposition is the important ingredient to control the term I, in particular
sup
n
∣∣|û(n)|2 − |û0(n)|2∣∣ , (3.13)
and with this, we can show the existence of a solution to (3.1) below L2(T):
Proposition 3.4. Let −1/3 ≤ s < 0, 0 < T ≤ 1, t ∈ [−T, T ] and u0 ∈ C∞(T). Suppose that u is
a complex-valued smooth solution to (3.1) on [−T, T ] and u ∈ Y s,1/2T . Then the following estimate
holds:
sup
n∈Z
∣∣∣∣∣Im
[∫ t
0
∑
Nn
û(s, n1)û(s, n2)û(s, n3)û(s, n) ds
]∣∣∣∣∣
. ‖u0‖4Hs +
( ‖u0‖2Hs + ‖u‖4
Y
s, 1
2
T
)2
+ ‖u‖4
Y
s, 1
2
T
+ ‖u‖6
Y
s, 1
2
T
.
(3.14)
Proof. Let us define the projection operator as follows: For N = 2Z≥0 , let
I1 = [−1, 1] and IN = [−2N,−N/2]∪ [N/2, 2N ], N ≥ 2. (3.15)
We define PN by
Fx[PNf ](n) = χIN (n)f˜(n),
where χE is the characteristic function on E. We use the convention
P≤N =
∑
M≤N
PM , P>N =
∑
M>N
PM .
Then, the left-hand side of (3.14) bounded by
sup
N≥1
∑
n∈IN
∣∣∣∣∣Im
[∫ t
0
∑
Nn
û(s, n1)û(s, n2)û(s, n3)û(s, n) ds
]∣∣∣∣∣. (3.16)
For fixed N , we further decompose u in the integrand above into the following three pieces:
u = ulow + umed + uhigh,
where umed = PNu, ulow = P≤Nu − umed and uhigh = P≥Nu − umed. Then, (3.16) can be divided
into several cases.
Case I. (high × high × high ⇒ high) It suffices to control the following term
sup
N≥1
∑
n∈IN
∣∣∣∣∣Im
[∫ t
0
∑
Nn
ûmed(s, n1)ûmed(s, n2)ûmed(s, n3)û(s, n) ds
]∣∣∣∣∣. (3.17)
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From the following observation
∂t
(
e−itn
4
û(n)
)
= e−itn
4 (
∂tû(n)− in4û(n)
)
= e−itn
4
(
i|û(n)|2û(n)− i
∑
Nn
û(n1)û(n2)û(n3)
)
,
we can apply the integration by parts with respect to the time variable s to get
∫ t
0
∑
Nn
û(s, n1)û(s, n2)û(s, n3)û(s, n) ds
=
∫ t
0
∑
Nn
e−is(n
4
1−n
4
2+n
4
3−n
4)
(
e−isn
4
1 û(s, n1)
)(
e−isn
4
2 û(s, n2)
)(
e−isn
4
3 û(s, n3)
)(
e−isn4 û(s, n)
)
ds
=
∑
Nn
1
iH
(
û(t, n1)û(t, n2)û(t, n3)û(t, n)− û0(n1)û0(n2)û0(n3)û0(n)
)
−
∫ t
0
∑
Nn
eis(n
4
1−n
4
2+n
3
3−n
4)
iH
· d
ds
[(
e−isn
4
1 û(s, n1)
)(
e−isn
4
2 û(s, n2)
)(
e−isn
4
3 û(s, n3)
)(
e−isn4 û(s, n)
)]
ds,
where H is defined as in (2.2). (3.17) is reduced as follows:
(3.17)
≤ sup
N≥1
∑
n∈IN
∣∣∣∣∣∑
Nn
1
H
(
ûmed(t, n1)ûmed(t, n2)ûmed(t, n3)û(t, n)− û0,med(n1)û0,med(n2)û0,med(n3)û0(n)
)∣∣∣∣∣
+ sup
N≥1
∑
n∈IN
∣∣∣∣∣
∫ t
0
∑
Nn
eis(n
4
1−n
4
2+n
3
3−n
4)
H
× d
ds
[(
e−isn
4
1 ûmed(s, n1)
)(
e−isn
4
2 ûmed(s, n2)
)(
e−isn
4
3 ûmed(s, n3)
)(
e−isn4 û(s, n)
)]
ds
∣∣∣∣∣
=: I + II.
For I, it is enough to consider
sup
N≥1
∑
n∈IN
∣∣∣∣∣∣
∑
Nn4
1
H
f̂1,med(n1)f̂2,med(n2)f̂3,med(n2)f̂4,med(n4)
∣∣∣∣∣∣ (3.18)
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Let ĝi(n) = 〈n〉s|f̂i,med(n)|, i = 1, 3, ĝi(n) = 〈n〉s|f̂ i,med(−n)|, i = 2, 4. Since |H | & |(n1 − n2)(n2 −
n3)|n24 and |n4| ∼ N , we have
(3.18) . sup
N≥1
N−(2+4s)
∑
n4,Nn4
1
|n1 − n2| ĝ1(n1)ĝ2(−n2)ĝ3(n3)ĝ4(−n4)
≤ sup
N≥1
N−(2+4s)
∑
n1,n4,n′ 6=0
1
|n′| ĝ1(n1)ĝ2(n
′ − n1)ĝ3(n4 − n′)ĝ4(−n4)
= sup
N≥1
N−(2+4s)
∑
0<|n′|≤N
1
|n′| ĝ1g2(n
′)ĝ3g4(−n′)
. sup
N≥1
N−(2+4s) logN ‖ĝ1g2‖ℓ∞ ‖ĝ3g4‖ℓ∞
.
4∏
j=1
‖fj‖Hs ,
(3.19)
whenever 2 + 4s > 0⇒ −1/2 < s < 0. Hence, from (3.9), we obtain
I . ‖u0‖4Hs + ‖u(t)‖4Hs . ‖u0‖4Hs +
( ‖u0‖2Hs + ‖u‖4
Y
s, 1
2
T
)2
,
whenever −1/2 < s < 0.
Remark 3.5. This procedure cannot be directly applied for the uniqueness part, since we do not
have (3.9) for the difference of two solutions. However, we use a trick in (3.19) to get the resonance
estimate for the difference of two solutions. See Proposition 3.8 below.
For II, we consider the case when the time derivative is taken in the n1-frequency mode. Then, II
is rewritten as
sup
N≥1
∑
n∈IN
∣∣∣∣∣∣
∫ t
0
∑
Nn
1
H
|ûmed(n1)|2ûmed(n1)− PN ∑
Nn1
û(n11)û(n12)û(n13)
 ûmed(n2)ûmed(n3)û(n) ds
∣∣∣∣∣∣
=: II1 + II2.
(3.20)
We remark that the estimate does not depend on the choice of functions in which the time derivative
is taken, and hence it is enough to consider only this case above.
For the part II1, we recall the resonant relation associated to µ(n)
G := (τ1 − µ(n1))− (τ2 − µ(n2)) + (τ3 − µ(n3))− (τ − µ(n))
= (n1 − n2)(n2 − n3)
(
n21 + n
2
2 + n
2
3 + (n1 − n2 + n3)2 + 2(n1 + n3)2
)
+
(|û0(n1)|2 − |û0(n2)|2 + |û0(n3)|2 − |û0(n)|2)
(3.21)
and the support property
max {|τ − µ(n)|, |τj − µ(nj)| : j = 1, 2, 3} & |G|.
Similarly as the estimate of I, we first consider
sup
N≥1
∑
n∈IN ,Nn
∣∣∣∣ 1H |ûmed(n1)|2ûmed(n1)ûmed(n2)ûmed(n3)û(n)
∣∣∣∣ . (3.22)
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We assume that |τ − µ(n)| & |G|. Let us define
ĝ(n) = 〈n〉sûmed(n) and h˜(n) = 〈τ − µ(n)〉 12 〈n〉su˜(τ, n).
Since |ûmed(n1)|2 ≤ ‖u‖2Hs , the similar argument as in (3.19) yields
(3.22) . ‖u‖2Hs sup
N≥1
N−(3+6s)
∑
n′ 6=0
1
|n′|3/2 ĝg(n
′)ĝh(−n′)
. ‖u‖2Hs sup
N≥1
N−(3+6s)
∥∥∥ĝg∥∥∥
ℓ∞
∥∥∥ĝh∥∥∥
ℓ∞
. ‖u‖5Hs
∥∥∥F−1[〈τ − µ(n)〉1/2〈n〉sû(n)]∥∥∥
L2x
(3.23)
whenever 3 + 6s ≥ 0⇒ −1/2 ≤ s < 0. By the Sobolev embedding property (Lemma 2.3), we finally
have
II1 . ‖u‖5L10t Hs
∥∥∥F−1[〈τ − µ(n)〉1/2〈n〉sû(n)]∥∥∥
L2t,x
. ‖u‖6
Y s,
1
2
.
We can see that the choice of the maximum modulation does not affect (3.23), and thus we do not
need to dear with the other cases.
For the part II2, we further decompose û(n1,i) into ûlow(n1,i), ûmed(n1,i) and ûhigh(n1,i), i = 1, 2, 3.
Then, II2 can be treated by dividing û(n11)û(n12)û(n13) into the following cases:
ûmed(n11)ûmed(n12)ûmed(n13), (Case A)
ûmed(n11)ûlow(n12)ûlow(n13) (⇔ ûlow(n11)ûlow(n12)ûmed(n13)), (Case B-1)
ûlow(n11)ûmed(n12)ûlow(n13), (Case B-2)
ûmed(n11)ûhigh(n12)ûhigh(n13) (⇔ ûhigh(n11)ûmed(n12)ûhigh(n13)), (Case B-3)
ûhigh(n11)ûmed(n12)ûhigh(n13), (Case B-4)
ûlow(n11)ûhigh(n12)ûhigh(n13) (⇔ ûhigh(n11)ûhigh(n12)ûlow(n13)), (Case B-5)
ûhigh(n11)ûlow(n12)ûhigh(n13), (Case B-6)
ûmed(n11)ûmed(n12)ûlow(n13) (⇔ ûlow(n11)ûmed(n12)ûmed(n13)), (Case C-1)
ûmed(n11)ûlow(n12)ûmed(n13), (Case C-2)
ûhigh(n11)ûhigh(n12)ûhigh(n13). (Case C-3)
Case A In this case, since all frequencies are comparable, we may not use the maximum modulation
effect in view of the new resonant function defined below (3.24): From the identities
n11 − n12 + n13 − n2 + n3 = n
and
τ11 − τ12 + τ13 − τ2 + τ3 = τ,
we know
3∑
j=1
(−1)j−1(τ1j − µ(n1j))− (τ2 − µ(n2)) + τ3 − µ(n3) = τ − µ(n)− G˜,
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where G˜ is defined as
G˜ := (τ11 − µ(n11))− (τ12 − µ(n12)) + (τ13 − µ(n13))− (τ2 − µ(n2)) + (τ3 − µ(n3))− (τ − µ(n))
= (n1 − n2)(n2 − n3)
(
n21 + n
2
2 + n
2
3 + n
2 + 2(n1 + n3)
2
)
+ (n11 − n12)(n12 − n13)
(
n211 + n
2
12 + n
2
13 + n
2
1 + 2(n11 + n13)
2
)
+
(|û0(n11)|2 − |û0(n12)|2 + |û0(n13)|2 − |û0(n2)|2 + |û0(n3)|2 − |û0(n)|2) .
(3.24)
Note that
Lmax := max(|τ − µ(n)|, |τi − µ(ni)|; i = 2, 3, |τ1j − µ(n1j)|; j = 1, 2, 3) & |G˜|. (3.25)
We assume Lmax = |τ − µ(n)|. Let us define
ĝ(n) = 〈n〉sûmed(n),
h˜(n) = 〈τ − µ(n)〉−ǫ〈n〉su˜med(n)
and
f˜(n) = 〈τ − µ(n)〉2ǫ〈n〉su˜med(n),
where ǫ > 0 will be chosen later. Since
〈τ − µ(n)〉−2ǫ ≤ 〈τ2 − µ(n2)〉−ǫ〈τ11 − µ(n11)〉−ǫ
and |H | & |n1 − n2||n2 − n3|N2, by performing the change of variables
n′ = n12 − n13
n′′ = n3 − n = n2 − n1
⇒ n11 = n11, n12 = n12, n13 = n12 − n
′,
n2 = n11 − n′ + n′′, n3 = n3, n = n3 − n′′,
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we have
sup
N≥1
∑
n∈IN
∑
Nn
1
H
PN [
∑
Nn1
ûmed(n11)ûmed(n12)ûmed(n13)]ûmed(n2)ûmed(n3)û(n)
. sup
N≥1
N−2−6s
∑
n∈IN
∑
Nn
∑
Nn1
1
|n1 − n2||n2 − n3| ĥ(n11)ĝ(n12)ĝ(n13)ĥ(n2)ĝ(n3)f̂(n)
= sup
N≥1
N−2−6s
∑
n11,n12,n3,n
′
|n11−n
′+n′′−n3|6=0
0<|n′′|≤N
1
|n′′||n11 − n′ + n′′ − n3|
× ĥ(n11)ĝ(n12)ĝ(n12 − n′)ĥ(n11 − n′ + n′′)ĝ(n3)f̂(n3 − n′′)
. sup
N≥1
N−2−6s
∑
0<|n′′|≤N
∑
n3,n11,n
′
|n11−n
′+n′′−n3|6=0
1
|n′′||n11 − n′ + n′′ − n3|
× ĥ(n11)ĝg(−n′)ĥ(n11 − n′ + n′′)ĝ(n3)f̂(n3 − n′′)
. sup
N≥1
N−2−6s
∑
0<|n′′|≤N
∑
n3,n11
1
|n′′|
[( ∑
n′
|n11−n
′+n′′−n3|6=0
1
|n11 − n′ + n′′ − n3|2
)1/2
×
(∑
n′
|ĥ(n11)ĝg(−n′)ĥ(n11 − n′ + n′′)ĝ(n3)f̂(n3 − n′′)|2
)1/2]
. sup
N≥1
N−2−6s
∑
0<|n′′|≤N
∑
n3
1
|n′′| |ĝ(n3)f̂(n3 − n
′′)|
×
[(∑
n11
|ĥ(n11)|2
)1/2( ∑
n11,n′
|ĝg(−n′)ĥ(n11 − n′ + n′′)|2
)1/2]
. sup
N≥1
N−2−6s ‖h‖2L2 ‖gg‖L2
[ ∑
0<|n′′|≤N
(∑
n3
1
|n′′| |ĝ(n3)f̂(n3 − n
′′)|
)2]1/2
. sup
N≥1
N−2−6s ‖h‖2L2 ‖gg‖L2
∥∥∥F−1x [|ĝ|]F−1x [|f̂ |]∥∥∥
L2
. ‖g‖2L4
∥∥F−1x [|ĝ|]∥∥L4 ∥∥∥F−1x [|f̂ |]∥∥∥L4 ‖h‖2L2 ,
(3.26)
whenever−1/3 ≤ s < 0. Hence L4 Strichartz estimate (Lemma 2.2) and Sobolev embedding (Y s, 12+ →֒
L∞Hs) guarantee
II2 . ‖g‖2L4t,x
∥∥F−1x [|ĝ|]∥∥L4t,x ∥∥∥F−1x [|f̂ |]∥∥∥L4t,x ‖h‖2L∞L2 . ‖u‖6Y s, 12 , (3.27)
by choosing 0 < ǫ < 3/32.
In view of (3.26), we can see that the same result follows (3.26) without any modification, if
one of |τ12 − µ(n13)|, |τ12 − µ(n13)| and |τ3 − µ(n3)| is Lmax. Besides, one can get the same result
by slightly modifying the change of variables, if one of the rest modulations is Lmax. Indeed, if
|τ11−µ(n11)| = Lmax, we change the variable n′ = n12−n11 instead of n′ = n12−n13. Then, ûmed(n11)
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and ûmed(n13) switch their roles in (3.26), and hence we (3.27). Lastly, if |τ2 − µ(n2)| = Lmax, by
using the change of variable n′′ = n3 − n2 = n− n1 instead of n′′ = n3 − n = n2 − n1, we can switch
the roles of ûmed(n2) and û(n), and hence (3.27) follows (3.26). We would like to note that not the
smoothing effect of the maximum modulation, but the spare room of modulations between L4 and
Y s,
1
2 allows us to use this argument.
Remark 3.6. Once we choose ℓ1-norm in (3.13) instead of ℓ∞-norm, supN≥1 should be replaced by∑
N≥1 in (3.26), which implies (3.27) holds for s > −1/3. Hence it can be known that the choice of
ℓ∞-norm in (3.13) prevents the logarithmic divergence at the end point regularity s = −1/3.
On the other hand, this non-resonant contribution of the time derivative is the worst in the sense
that the smoothing effect breaks down for s < −1/3. The reason follows exactly Remark 3.2 in [27].
Now we consider the cases B and C. Let denote max(|n11|, |n12|, |n13|) by n∗. From (3.24) and
(3.25), we know that
Lmax & |n11 − n12||n12 − n13|(n∗)2.
Case B-1 It suffices to consider
sup
N≥1
∑
n∈IN
∑
Nn
1
H
PN [
∑
Nn1
ûmed(n11)ûlow(n12)ûlow(n13)]ûmed(n2)ûmed(n3)û(n). (3.28)
We assume that |τ − µ(n)| = Lmax. Let us define
ĝ(n) = 〈n〉sû(n)
and
f˜(n) = 〈τ − µ(n)〉 12 〈n〉su˜(τ, n).
Since 〈n1,j〉−s . N−s, j = 1, 2, 3, |H | & |n1 − n2||n2 − n3|N2,
L
− 1
2
max . (|n11 − n12||n12 − n13|N2)− 12
and 0 < |n12 − n13| ≤ N , the similar argument as (3.26) gives us that
(3.28) . sup
N≥1
N−3−6s
∑
n∈IN
∑
Nn
1
|n1 − n2||n2 − n3|
× PN [
∑
Nn1
1
|n12 − n13|1/2 ĝ(n11)ĝ(n12)ĝ(n13)]ĝ(n2)ĝ(n3)f̂(n)
. sup
N≥1
N−3−6s
∑
0<|n′′|≤N
∑
n3
1
|n′′| |ĝ(n3)f̂(n
′′ − n3)|
×
[(∑
n11
|ĝ(n11)|2
)1/2( ∑
n11
0<|n′|≤N
1
|n′| |ĝg(−n
′)ĝ(n11 − n′ + n′′)|2
)1/2]
. sup
N≥1
N−3−6s(logN)
3
2 ‖f‖L2 ‖g‖3L2 ‖gg‖L1
. ‖g‖5L2 ‖f‖L2 ,
(3.29)
24 C. KWAK
for −1/2 < s < 0. Hence, by Sobolev embedding, we have
II2 . ‖g‖5L10t L2x ‖f‖L2t,x . ‖u‖
6
Y s,
1
2
.
We remark in view of (3.29) that we can obtain the same result without any modification, when
|τ − µ(n)| 6= Lmax.
Case B-2 For the integrand
sup
N≥1
∑
n∈IN
∑
Nn
1
H
PN [
∑
Nn1
ûlow(n11)ûmed(n12)ûlow(n13)]ûmed(n2)ûmed(n3)û(n),
the same argument in Case B-1 can be directly applied, so we have the same result.
Case B-3 We consider the following integrand:
sup
N≥1
∑
n∈IN
∑
Nn
1
H
PN [
∑
Nn1
ûmed(n11)ûhigh(n12)ûhigh(n13)]ûmed(n2)ûmed(n3)û(n). (3.30)
Given −1/2 < s < 0, let ǫ := (3 + 6s)/12. Since
L
− 1
2
max ≤ |n11 − n12|− 12−ǫ|n12 − n13|− 12−ǫ(n∗)−1+2ǫ
and
〈n11〉−s〈n12〉−s〈n13〉−s(n∗)−1+2ǫ ≤ N−1−3s+2ǫ,
we have similarly as in (3.26) that
(3.30) . sup
N≥1
N−3−6s+2ǫ
∑
n∈IN
∑
Nn
1
|n1 − n2||n2 − n3|
× PN [
∑
Nn1
1
|n12 − n13|1/2+ǫ ĝ(n11)ĝ(n12)ĝ(n13)]ĝ(n2)ĝ(n3)f̂(n)
. sup
N≥1
N−3−6s+2ǫ
∑
0<|n′′|≤N
∑
n3
1
|n′′| |ĝ(n3)f̂(n
′′ − n3)|
×
[(∑
n11
|ĝ(n11)|2
)1/2( ∑
n11
n′ 6=0
1
|n′|1+2ǫ |ĝg(−n
′)ĝ(n11 − n′ + n′′)|2
)1/2]
. sup
N≥1
N−3−6s+2ǫ(logN) ‖f‖L2 ‖g‖3L2 ‖gg‖L1
. ‖g‖5L2 ‖f‖L2 ,
which implies
II2 . ‖g‖5L10t L2x ‖f‖L2t,x . ‖u‖
6
Y s,
1
2
.
The cases B-4, B-5, B-6 can be treated exactly same as Case B-3 Moreover, the cases C-1 and
C-2 can be treated by the same argument as in Case B-1, so we omit the details.
Case C-3 We consider the following integrand:
sup
N≥1
∑
n∈IN
∑
Nn
1
H
PN [
∑
Nn1
ûhigh(n11)ûhigh(n12)ûhigh(n13)]ûmed(n2)ûmed(n3)û(n). (3.31)
FOURTH-ORDER CUBIC NLS 25
In this case, we know that
L
− 1
2
max ≤ |n11 − n12|− 12−ǫ|n12 − n13|− 12−ǫ(n∗)−1+2ǫ and |n11 − n12|, |n12 − n13| ∼ n∗ & N,
for −1/2 < s < 0 and ǫ := (3 + 6s)/4. Since
〈n11〉−s〈n12〉−s〈n13〉−s(n∗)−3/2+ǫ ≤ N−3/2−3s+2ǫ,
similarly as Case B-3, we have
(3.31) . sup
N≥1
N−7/2−6s+ǫ
∑
n∈IN
∑
Nn
1
|n1 − n2||n2 − n3|
× PN [
∑
Nn1
1
|n12 − n13|1/2+ǫ ĝ(n11)ĝ(n12)ĝ(n13)]ĝ(n2)ĝ(n3)f̂(n)
. sup
N≥1
N−7/2−6s+ǫ
∑
0<|n′′|≤N
∑
n3
1
|n′′| |ĝ(n3)f̂(n
′′ − n3)|
×
[(∑
n11
|ĝ(n11)|2
)1/2( ∑
n11
|n′|&N
1
|n′|1+2ǫ |ĝg(−n
′)ĝ(n11 − n′ + n′′)|2
)1/2]
. sup
N≥1
N−7/2−6s(logN) ‖f‖L2 ‖g‖3L2 ‖gg‖L1
. ‖g‖5L2 ‖f‖L2 ,
which implies
II2 . ‖g‖5L10t L2x ‖f‖L2t,x . ‖u‖
6
Y s,
1
2
.
Therefore, we have
(3.17) . ‖u0‖4Hs +
( ‖u0‖2Hs + ‖u‖4
Y
s, 1
2
T
)2
+ ‖u‖6
Y s,
1
2
for −1/3 ≤ s < 0.
Case II. We deal with the interactions of two high frequencies and two low frequencies.
Case II-a. (high × low × low ⇒ high7) It suffices to estimate
sup
N≥1
∑
n∈IN
∣∣∣∣∣Im
[ ∫ t
0
∑
Nn
ûmed(s, n1)ûlow(s, n2)ûlow(s, n3)û(s, n) ds
]∣∣∣∣∣. (3.32)
From (3.21) in addition to Remark 2.1, we know
|G| & |n2 − n3|n3. (3.33)
We first assume |τ −µ(n)| & |n2−n3|n3. Given −3/8 < s < 0, we choose ǫ := (3/2+4s)/8 > 0. Since
〈τ − µ(n)〉− 12 ≤ |G|− 12+ǫ〈τ1 − µ(n1)〉−ǫ . |n2 − n3|1/2|n|− 32+4ǫ〈τ1 − µ(n1)〉−ǫ,
7low × low × high ⇒ high case can be estimated by the same argument due to the symmetry.
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for f˜1(τ1, n1) = 〈τ1−µ(n1)〉−ǫ〈n1〉s|u˜med(τ1, n1)|, f̂2(n2) = 〈n2〉s|ûlow(n2)|, f˜3(τ3, n3) = 〈n3〉s|u˜low(τ3, n3)|
and g˜(τ, n) = 〈τ − µ(n)〉1/2〈n〉s|u˜(τ, n)|, we have
(3.32) . sup
N≥1
N−(3/2+4s−4ǫ)
∫ t
0
∑
n∈IN ,Nn
1
|n2 − n3|1/2 f̂1(n1)f̂2(n2)f̂3(n3)ĝ(n) ds
≤ sup
N≥1
N−(3/2+4s−4ǫ)
∑
0<|n′|≤N
1
|n′|1/2 f̂1g(n
′)f̂2f3(−n′) ds
. sup
N≥1
N−(3/2+4s−4ǫ) logN ‖f2‖L4t,x ‖f3‖L4t,x ‖f1‖L∞t L2 ‖g‖L2t,x
. ‖u‖4
Y s,
1
2
.
(3.34)
In view of (3.34), we can see that (3.34) is not affected by the choice of the maximum modulation,
and hence the assumption |τ − µ(n)| & |n2 − n3|n3 is enough without loss of generality.
Case II-b. (low × high × low ⇒ high) The estimation of (3.32) for the integrand
ûlow(s, n1)ûmed(s, n2)ûlow(s, n3)û(s, n)
also follows (3.34).
Case II-c. (low × high × high ⇒ low8) In this case, we need to consider the following integrands
ûlow(s, n1)ûhigh(s, n2)ûhigh(s, n3)û(s, n)
and
ûmed(s, n1)ûhigh(s, n2)ûhigh(s, n3)û(s, n).
Since
〈τ − µ(n)〉− 12 ≤ |G|− 12+ǫ〈τ1 − µ(n1)〉−ǫ . |n2 − n3|1/2|n2|− 32+4ǫ〈τ1 − µ(n1)〉−ǫ
and
|n2|− 32−4s+4ǫ . N− 32−4s+4ǫ
for −3/8 < s < 0, (3.34) for both integrands still holds.
Case II-d. (high × low × high ⇒ low) The estimation of (3.32) for integrands
ûhigh(s, n1)ûlow(s, n2)ûhigh(s, n3)û(s, n)
and
ûhigh(s, n1)ûmed(s, n2)ûhigh(s, n3)û(s, n)
can be obtained by similar way as in (3.34), since
〈τ − µ(n)〉− 12 ≤ |G|− 12+ǫ〈τ1 − µ(n1)〉−ǫ . |n2 − n3|1/2|n3|− 32+4ǫ〈τ1 − µ(n1)〉−ǫ
and
|n3|− 32−4s+4ǫ . N− 32−4s+4ǫ
for −3/8 < s < 0.
8high × high × low ⇒ low case can be estimated by the same argument due to the symmetry.
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Case III. (high × high × low ⇒ high9) Under this frequency relation, since one can always get
the condition (3.33), we hence obtain the same result as in Case II.
By gathering the results in Case I, II and III, we can complete the proof of (3.14). 
As an immediate result, we have the following corollary:
Corollary 3.7. Let −1/3 ≤ s < 0, 0 < T ≤ 1, t ∈ [−T, T ] and u0 ∈ C∞(T). Suppose that u is
a complex-valued smooth solution to (3.1) on [−T, T ] and u ∈ Y s,1/2T . Then the following estimate
holds:
sup
n∈Z
∣∣∣|û(t, n)|2 − |û0(n)|2∣∣∣ . ‖u0‖4Hs + ( ‖u0‖2Hs + ‖u‖4
Y
s, 1
2
T
)2
+ ‖u‖4
Y
s, 1
2
T
+ ‖u‖6
Y
s, 1
2
T
.
Going back to (3.2), we have from Proposition 3.1 and Corollary 3.7 that10
‖u‖
Y
s, 1
2
T
≤ C
[
‖u0‖Hs + T γ
{
‖u0‖4Hs + ‖u‖2
Y
s, 1
2
T
+
( ‖u0‖2Hs + ‖u‖4
Y
s, 1
2
T
)2
+ ‖u‖4
Y
s, 1
2
T
+ ‖u‖6
Y
s, 1
2
T
}
‖u‖
Y
s, 1
2
T
] (3.35)
for − 13 ≤ s < 0.
We fix − 13 ≤ s < 0 and let T be a positive constant with T ≤ 1 to be determined later. For given
u0 ∈ Hs(T), we consider a sequence {u0,j} of C∞(T) functions such that u0,j → u0 in Hs as j →∞.
If we regard u0,j as initial data, we have global smooth solutions to (1.5). We denote these solutions
by uj. Then, uj satisfy the following integral equation
ûj(t, n) = e
itµj(n)û0,j(n)
+ i
∫ t
0
ei(t−s)µj(n)(|ûj(s, n)|2 − |û0,j(n)|2)ûj(s, n) ds
− i
∫ t
0
ei(t−s)µj(n)
∑
Nn
ûj(n1)ûj(n2)ûj(n3) ds
where µj(n) = n
4 + |û0,j(n)|2. We denote by ‖·‖Y s,bT,j the Y
s,b
T norm associated to µj .
From (3.35), we also obtain for uj that
‖uj‖
Y
s, 1
2
T,j
≤ C
[
‖u0,j‖Hs + T γ
{
‖u0,j‖4Hs + ‖uj‖2Y s, 12T,j
+
( ‖u0,j‖2Hs + ‖uj‖4Y s, 12T,j )2
+ ‖uj‖4
Y
s, 1
2
T,j
+ ‖uj‖6
Y
s, 1
2
T,j
}
‖uj‖
Y
s, 1
2
T,j
]
.
(3.36)
Since u0,j → u0 in Hs as j →∞, we choose K > 0 such that
‖u0,j‖Hs , ‖u0‖Hs ≤ K for all j ≥ 1. (3.37)
9low × high × high ⇒ high case can be estimated by the same argument due to the symmetry. Moreover, we can
also treat high × high × high ⇒ low case due to the same reason in Case II-c and Case II-d.
10In view of the proof of Proposition 3.1 and (3.12), we can extract T θ from each estimate.
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Let
Xj(T ) = ‖uj‖
Y
s, 1
2
T,j
(T > 0), Xj(0) := lim
t→0+
Xj(t).
Then, from (3.36), we have
Xj(T ) ≤ C
[
K + T γ
{
K4 +Xj(T )
2 +
(
K2 +Xj(T )
4
)2
+Xj(T )
4 +Xj(T )
6
}
Xj(T )
]
for all j ≥ 1. Since Xj(t) is continuous with respect to t for smooth solutions uj, by the continuity
argument, we can choose 0 < T ≪ 1 such that
Xj(t) ≤ L (3.38)
for some L = L(K) > 0 and for 0 ≤ t ≤ T . In view of the procedure, we can know that the choice of
T is independent on j, but dependent on s,K.
Now we define the projection operator P≤k for a positive integer k by
P≤kf =
1√
2π
∑
|n|≤k
f̂(n)einx.
Let uj,k = P≤kuj . Then uj,k satisfies
∂tûj,k(n)− iµj(n)ûj,k(n) =
∑
|n|≤k
[
i(|ûj(n)|2 − |û0,j(n)|2)ûj(n)− i
∑
Nn
ûj(n1)ûj(n2)ûj(n3)
]
with the initial data uj,k(0) = P≤ku0,j.
From (3.38), we have
‖uj,k‖
Y
s, 1
2
T,j
≤ ‖uj‖
Y
s, 1
2
T,j
≤ L (3.39)
for all j, k ≥ 1.
Let ǫ > 0 be given. In view of the proof of Proposition 3.4 in addition to (3.37) and (3.39), we
know ∑
n∈IN
∣∣∣|ûj(n)|2 − |û0,j(n)|2∣∣∣ . C(K,L)N−δ
for some δ ≥ 0, and where IN is defined as in (3.15) for all N ∈ 2Z≥0 . Hence we obtain
‖(I − P≤k)uj‖2CTHs .
∑
|n|≥k
〈n〉2s|û0,j|2 +
∑
N>k
N2s
∑
n∈IN
∣∣∣|ûj(n)|2 − |û0,j(n)|2∣∣∣
≤ C(‖(I − P≤k)u0,j‖2Hs + k2sC(K,L)),
(3.40)
where I is the identity operator. On the other hand, since u0,j → u0 in Hs as j → ∞, there exists
N0 > 0 such that ‖u0 − u0,j‖Hs < ǫ/(4C) holds, whenever j > N0. We fix N0 > 0. For each 1 ≤
j ≤ N0, there exist Mj > 0, j = 1, · · · , N0 such that ‖(I − P≤k)u0,j‖Hs < ǫ/(2C) holds for k > Mj ,
1 ≤ j ≤ N0. Moreover, there exists M0 > 0 such that k > M0 implies ‖(I − P≤k)u0‖Hs < ǫ/(4C) and
k2sC(K,L) < ǫ/(2C). Since
‖(I − P≤k)u0,j‖Hs ≤ ‖u0,j − u0‖Hs + ‖(I − P≤k)u0‖Hs ,
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we can choose M := max(M0,Mj : 1 ≤ j ≤ N0) such that k > M implies ‖(I − P≤k)u0,j‖Hs → 0 for
all j ≥ 1. Thus, from (3.40), we have
‖(I − P≤k)uj‖Hs < ǫ (3.41)
for k > M and all j ≥ 1.
Besides, Arzela`-Ascoli’s theorem and the diagonal argument yield that for each N ≥ 1, there exists
a subsequence {uj′,j′} ⊂ {uj,k} (we denote uj′,j′ by uj′) such that {P≤Nuj′} is a convergent sequence
in C([0, T ];Hs(T)), i.e.
‖P≤N (uj′ − uk′)‖C([−T,T ];Hs) → 0, j′, k′ →∞. (3.42)
Thus, by the 3ǫ-argument with (3.41) and (3.42), there exists a solution u to (3.1) on [−T, T ] satisfying
u ∈ C([−T, T ];Hs) ∩ Y s, 12T , ‖u‖
Y
s, 1
2
T
≤ L, ‖uj′ − u‖C([−T,T ];Hs) → 0 (j′ →∞). (3.43)
3.2. Uniqueness. Now we consider the difference of two solutions to (3.1) for the uniqueness part.
Let u and v be solutions to (3.1) with same initial data, i.e. u0 = v0, and let w = u−v with w(0) = 0.
Then, w satisfies
∂tŵ(n) + iµ(n)ŵ(n) = i(|û(n)|2 − |û0(n)2|)ŵ(n) + i(|û(n)|2 − |v̂(n)|2)v̂(n)
− i
∑
Nn
[
ŵ(n1)û(n2)û(n3) + v̂(n1)ŵ(n2)û(n3) + v̂(n1)v̂(n2)ŵ(n3)
]
=: Î(u,w)(n) + ̂II(u, v)(n) + ̂III(u, v, w)(n),
where µ(n) = n4 + |û0(n)|2. Then, the standard Xs,b analysis gives
‖w‖
Y
s,1/2
T
. ‖I(u,w)‖L2THs + ‖II(u, v)‖L2THs + ‖III(u, v, w)‖Y s,−1/2+ǫT
for ǫ > 0. For I(u,w) and III(u, v, w), we can use the same argument as in the existence part, in
particular, the estimates of I(u) and II(u) in the right-hand side of (3.2), to obtain
‖I(u,w)‖L2THs . T
α
(
sup
t∈[−T,T ]
sup
n∈Z
∣∣|û(t, n)|2 − |û0(n)|2∣∣) ‖w‖
Y
s, 1
2
T
. Tα
(
‖u0‖4Hs +
( ‖u0‖2Hs + ‖u‖4
Y
s, 1
2
T
)2
+ ‖u‖4
Y
s, 1
2
T
+ ‖u‖6
Y
s, 1
2
T
)
‖w‖
Y
s, 1
2
T
. TαC1(K,L) ‖w‖
Y
s, 1
2
T
(3.44)
for some α > 0, and
‖III(u, v, w)‖
Y
s,− 1
2
+δ
T
. T γ
( ‖u‖2
Y
s, 1
2
T
+ ‖u‖
Y
s, 1
2
T
‖v‖
Y
s, 1
2
T
+ ‖v‖2
Y
s, 1
2
T
) ‖w‖
Y
s, 1
2
T
. T γC3(L) ‖w‖
Y
s, 1
2
T
(3.45)
for some γ > 0, respectively, under the conditions (3.37) and (3.43).
For the term II(u, v), similarly as the estimate of I in the right-hand side of (3.2), we have
‖II(u, v)‖L2THs . T
β
(
sup
t∈[−T,T ]
sup
n∈Z
∣∣|û(t, n)|2 − |v̂(t, n)|2∣∣) ‖v‖
Y
s, 1
2
T,j
(3.46)
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for some β > 0. As seen in (3.46), the most important point of the uniqueness is how to estimate
sup
n∈Z
∣∣∣|û(n)|2 − |v̂(n)|2∣∣∣ (3.47)
in Y s,
1
2 space. In fact, since the symmetry of equation is broken in (3.47), we cannot directly apply
Proposition 3.4 to the difference of two solutions. However, thanks to the highly non-resonant effect
from nonlinear interactions, we can overcome the lack of the symmetry in the uniqueness part. The
following Proposition provides a rigorous solution to this issue:
Proposition 3.8. Let −1/3 ≤ s < 0, 0 < T ≤ 1, t ∈ [−T, T ] and u0 ∈ C∞(T). Suppose that u and
v are complex-valued smooth solutions to (3.1) on [−T, T ] with u0 = v0 and u, v ∈ Y s,1/2T . Then the
following estimate holds:
sup
n∈Z
∣∣∣∣∣Im
[∫ t
0
∑
Nn
v̂(n1)ŵ(n2)û(n3)û(n) ds
]∣∣∣∣∣ ≤ C(‖u0‖Hs , ‖v0‖Hs , ‖u‖Y s, 12T , ‖v‖Y s, 12T ) ‖w‖Y s, 12T .
(3.48)
Before proving Proposition 3.8, we first show the following Lemma, which is the key supplement to
cover the lack of the symmetry:
Lemma 3.9. Let −1/3 ≤ s < 0, 0 < T ≤ 1, t ∈ [−T, T ] and u0 ∈ C∞(T). Suppose that u and v are
complex-valued smooth solutions to (3.1) on [−T, T ] with u0 = v0 and u, v ∈ Y s,1/2T . Let w = u − v.
Then the following estimate holds:
‖w(t)‖2
H−
2
3
. (‖u‖2
Y
s, 1
2
T
+ 2 ‖u‖
Y
s, 1
2
T
‖v‖
Y
s, 1
2
T
+ ‖v‖2
Y
s, 1
2
T
) ‖w‖2
Y
s, 1
2
T
. (3.49)
Proof. From (3.1), direct computation gives
∂tŵ(n)− in4ŵ(n) = i
(
|û(n)|2û(n)− |v̂(n)|2v̂(n)
)
− i
∑
Nn
{
ŵ(n1)û(n2)û(n3) + v̂(n1)ŵ(n2)û(n3) + v̂(n1)v̂(n2)ŵ(n3)
}
,
(3.50)
which implies
∂t|ŵ(n)|2 = 2Im
[
v̂(n)ŵ(n)û(n)ŵ(n)
]
− 2Im
[∑
Nn
[
ŵ(n1)û(n2)û(n3) + v̂(n1)ŵ(n2)û(n3) + v̂(n1)v̂(n2)ŵ(n3)
]
ŵ(n)
]
=: A(t, n) +B(t, n).
(3.51)
Since ∑
n∈Z
〈n〉− 43 v̂(n)ŵ(n)û(n)ŵ(n) . ‖u(t)‖
H−
1
3
‖v(t)‖
H−
1
3
‖w(t)‖2
H−
1
3
,
by the Ho¨lder inequality and Lemma 2.3, we have∫ t
0
∑
n∈Z
〈n〉− 43A(s, n) ds . ‖u‖
L4tH
− 1
3
‖v‖
L4tH
− 1
3
‖w‖2
L4tH
− 1
3
. ‖u‖
Y
− 1
3
, 1
4
T
‖v‖
Y
− 1
3
, 1
4
T
‖w‖2
Y
− 1
3
, 1
4
T
.
(3.52)
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Moreover, we can apply Proposition 3.1 directly for B(t, n) to obtain that∫ t
0
∑
n∈Z
〈n〉− 43B(s, n) ds . (‖u‖2
Y
− 1
3
, 1
2
T
+ ‖u‖
Y
− 1
3
, 1
2
T
‖v‖
Y
− 1
3
, 1
2
T
+ ‖v‖2
Y
− 1
3
, 1
2
T
) ‖w‖2
Y
− 1
3
, 1
2
T
. (3.53)
InTogether with (3.52) and (3.53) in (3.51), we have (3.49). 
Now we are ready to prove Proposition 3.8.
Proof of Proposition 3.8. The proof is almost similar as the proof of Proposition 3.4, while only the
case I is slightly different. Hence it suffices to prove the case when |n1| ∼ |n2| ∼ |n3| ∼ |n|. We can
rewrite (3.48) as follows:
sup
n∈Z
∣∣∣∣∣Im
∫ t
0
∑
Nn
v̂(s, n1)ŵ(s, n2)û(s, n3)û(s, n) ds
∣∣∣∣∣
= sup
n∈Z
∣∣∣∣∣Im
∫ t
0
∑
Nn
e−is(n
4
1−n
4
2+n
4
3−n
4)
(
e−isn
4
1 v̂(s, n1)
)(
e−isn
4
2ŵ(s, n2)
)(
e−isn
4
3 û(s, n3)
)(
e−isn4 û(s, n)
)
ds
∣∣∣∣∣.
(3.54)
By the integration by parts with respect to the time variable s, the right-hand side of (3.54), under
the frequency relations with the same manner (3.16), can be dominated by11
sup
N≥1
∑
n∈IN
∣∣∣∣∣∑
Nn
1
iH
v̂med(t, n1)ŵmed(t, n2)ûmed(t, n3)û(t, n)
∣∣∣∣∣
+ sup
N≥1
∑
n∈IN
∣∣∣∣∣
∫ t
0
∑
Nn
eis(n
4
1−n
4
2+n
3
3−n
4)
iH
× d
ds
[(
e−isn
4
1 v̂med(s, n1)
)(
e−isn
4
2ŵmed(s, n2)
)(
e−isn
4
3 ûmed(s, n3)
)(
e−isn4 û(s, n)
)]
ds
∣∣∣∣∣
:= I˜ + I˜I
where H is defined as in (2.2).
We first consider the term I˜. In view of (3.19), the term I˜ can be bounded by
‖v(t)‖Hs ‖u(t)‖2Hs ‖w(t)‖Hs ,
for −1/2 < s. However, due to the lack of the symmetry of the equation (3.50), we cannot control
‖w(t)‖Hs in Y s,
1
2 . Thus we use a trick in the estimate (3.19) to control I˜. For 0 < ǫ, let
ĝ1(n1) = 〈n1〉− 13 |v̂(n1)|, ĝ2(n2) = 〈n2〉−1+ǫ|ŵ(−n2)|;
ĝ3(n3) = 〈n3〉− 13 |û(n3)|, ĝ4(n) = 〈n〉− 13 |û(−n)|.
Then, from the fact that
1
|n1 − n2||n|2 ≤
1
|n1 − n2| |n1n3n|
−1/3|n2|−1+ǫN−ǫ,
11The boundary term at s = 0 cannot be appeared, since w(0, x) = 0 in this case.
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we obtain
I˜ . sup
N≥1
N−ǫ
∑
n,Nn
1
|n1 − n2| ĝ1(n1)ĝ2(−n2)ĝ3(n3)ĝ4(−n)
≤ sup
N≥1
N−ǫ
∑
n1,n,n′ 6=0
1
|n′| ĝ1(n1)ĝ2(n
′ − n1)ĝ3(n− n′)ĝ4(−n)
= sup
N≥1
N−ǫ
∑
0<|n′|≤N
1
|n′| ĝ1g2(n
′)ĝ3g4(−n′)
. sup
N≥1
N−ǫ logN ‖ĝ1g2‖ℓ∞ ‖ĝ3g4‖ℓ∞
. ‖v(t)‖
H−
1
3
‖u(t)‖2
H−
1
3
‖w(t)‖H−1+ǫ .
We choose 0 < ǫ ≤ 13 to satisfy ‖w(t)‖H−1+ǫ . ‖w(t)‖H− 23 . By Corollary 3.3 for ‖v(t)‖H− 13 and
‖u(t)‖
H−
1
3
and Lemma 3.9 for ‖w(t)‖H−1+ǫ , we obtain
I˜ . C(‖u0‖Hs , ‖v0‖Hs , ‖u‖
Y
s, 1
2
T
, ‖v‖
Y
s, 1
2
T
) ‖w‖
Y
s, 1
2
T
. (3.55)
Now we consider the term I˜I. The estimate of I˜I can be obtained by using the same way as the
estimate of II in Case I in the proof of Proposition 3.4. Indeed, if we take the time derivative at the
solution u or v, I˜I can be reduced similarly as (3.20). Otherwise, from the following observation
∂t
(
e−itn
4
ŵ(n)
)
= e−itn
4 (
∂tŵ(n)− in4ŵ(n)
)
= e−itn
4
(
i
{
ŵ(n)û(n)û(n) + v̂(n)ŵ(n)û(n) + v̂(n)v̂(n)ŵ(n)
}
− i
∑
Nn
{
ŵ(n1)û(n2)û(n3) + v̂(n1)ŵ(n2)û(n3) + v̂(n1)v̂(n2)ŵ(n3)
})
,
we can still apply the same argument as the estimate of (3.20). Hence, we have
I˜I . C(‖u0‖Hs , ‖v0‖Hs , ‖u‖
Y
s, 1
2
T
, ‖v‖
Y
s, 1
2
T
) ‖w‖
Y
s, 1
2
T
. (3.56)
Together with (3.55) and (3.56), we complete the proof of Proposition 3.8. 
As an immediate consequence of Proposition 3.8, we have the following corollary:
Corollary 3.10. Let −1/3 ≤ s < 0, 0 < T ≤ 1, t ∈ [−T, T ] and u0 ∈ C∞(T). Suppose that u and
v are complex-valued smooth solutions to (3.1) on [−T, T ] with u0 = v0 and u, v ∈ Y s,1/2T . Then the
following estimate holds:
sup
n∈Z
∣∣∣|û(n)|2 − |v̂(n)|2∣∣∣ ≤ C(‖u0‖Hs , ‖v0‖Hs , ‖u‖
Y
s, 1
2
T
, ‖v‖
Y
s, 1
2
T
) ‖w‖
Y
s, 1
2
T
. (3.57)
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Proof. We observe from (3.11) that
sup
n∈Z
∣∣|û(n)|2 − |v̂(n)|2∣∣
= sup
n∈Z
∣∣∣∣∣2Im
[∫ t
0
∑
Nn
{
ŵ(n1)û(n2)û(n3)û(n) + v̂(n1)ŵ(n2)û(n3)û(n)
+ v̂(n1)v̂(n2)ŵ(n3)û(n) + v̂(n1)v̂(n2)v̂(n3)ŵ(n)
}
ds
]∣∣∣∣∣.
(3.58)
Proposition 3.8 can be directly applied to not only the second term, but also the other terms in the
right-hand side of (3.58), while the dependence of the constant C is slightly different. Hence we obtain
(3.57). 
Hence, by Corollary 3.10 with (3.37) and (3.43), we obtain
‖II(u, v)‖L2THs . T
β
(
sup
t∈[−T,T ]
sup
n∈Z
∣∣|û(t, n)|2 − |v̂(n)|2∣∣) ‖v‖
Y
s, 1
2
T,j
. T βC2(K,L) ‖w‖
Y
s, 1
2
T
.
(3.59)
Thus, by gathering (3.44), (3.45) and (3.59), we can choose T ′ > 0 small enough to have
‖w‖
Y
s, 1
2
T ′
≤ c ‖w‖
Y
s, 1
2
T ′
,
for some 0 < c < 1, which implies w ≡ 0 on [−T ′, T ′]. By repeating this procedure, we can obtain the
uniqueness of the solution on [−T, T ].
3.3. Continuity of the flow map. The continuous dependence of the solution with respect to the
initial data can be shown by the same way to show the existence part. Only different thing is that
we do not need to extract a subsequence in the limiting process due to the uniqueness part. We omit
the details and thus we complete the proof of Theorem 1.1.
4. Symplectic Non-squeezing
In this section, we prove the non-squeezing property of (1.1). We follow the argument in Colliander,
Keel, Staffilani, Takaoka and Tao [8] in the context of KdV flow. We first state the finite dimensional
non-squeezing property of (1.8) as an application of Gromov’s non-squeezing theorem.
Lemma 4.1. Let N ≥ 1, 0 < r < R, u∗ ∈ P≤NL2(T), 0 < |n0| ≤ N , z ∈ C and T > 0. Let
ΦN (t) : P≤NL
2(T)→ P≤NL2(T) be the flow map to (1.8). Then
ΦN (T )(BNR (u∗)) 6⊆ CNn0,r(z),
where BNR (u∗) and C
N
n0,r(z) are finite dimensional restriction of a ball and a cylinder defined as follows:
BNR (u∗) := {u ∈ P≤NL2(T) : ‖u− u∗‖L2 ≤ R},
CNn,r(z) := {u ∈ P≤NL2(T) : |û(n)− z| ≤ r}.
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The main task in this section is to show that Lemma 4.1 still holds true when N → ∞. To do
this, it is enough to show the following proposition, which makes hold that the flow map of (1.8)
approximates to the original flow map of (1.1) in the strong L2-topology.
Proposition 4.2. Let T > 0 and N ≫ 1. Let u0 ∈ L2 with frequency support |n| ≤ N . Then we have
sup
|t|≤T
∥∥P≤N1/2(Φ(t)u0 − ΦN (t)u0)∥∥L2 ≤ C(T, ‖u0‖L2 )N−σ
for some σ > 0.
Proposition 4.2 is deduced by the following two lemmas:
Lemma 4.3. Let N ′ ≥ 1 be fixed. Let u0, u0 ∈ L2(T) with P≤N ′u0 = P≤N ′u0 12. Then, if T ′ > 0 is
sufficiently small depending on ‖u0‖L2(T) and
∥∥u0∥∥L2(T), we have
sup
|t|≤T ′
∥∥∥P
≤N ′−(N ′)
1
2
(Φ(t)u0 − Φ(t)u0)
∥∥∥
L2
≤ C
(
T, ‖u0‖L2 ,
∥∥u0∥∥L2 )N ′−σ
for some σ > 0.
Lemma 4.4. Let N ′ ≥ 1 be fixed. Let u0 ∈ L2 with frequency support |n| ≤ N ′. Then, if T ′ > 0 is
sufficiently small depending on ‖u0‖L2(T), we have
sup
|t|≤T ′
∥∥∥P≤(N ′)1/2(Φ(t)u0 − ΦN ′(t)u0)∥∥∥
L2
≤ C
(
T ′, ‖u0‖L2
)
N ′−σ
for some σ > 0.
Remark 4.5. We note in Lemma 4.3 that the low frequencies are stable on the flow Φ for high
frequency perturbations of data, and in Lemma 4.4 that ΦN approximates to Φ at low frequencies.
Remark 4.6. To deduce Proposition 4.2, once we have Lemmas 4.3 and 4.4, by dividing the whole
time interval [−T, T ] into a finite number M = M(T ′, ‖u0‖L2 ,
∥∥u0∥∥L2 , s) of time intervals13, we can
show that Proposition 4.2 holds on each interval iteratively, and hence so on the whole interval [−T, T ].
We first prove Lemma 4.3. We consider the following equation for the simplicity.
ut − i∂4xu = N (u, u, u), (4.1)
where N (u, v, w) = µiuvw. We also use notations NR and NNR defined as in (2.4) and (2.5), respec-
tively.
Proof of Lemma 4.3. Let u and u be solutions to (4.1) on the interval [−T ′, T ′]. From the local
well-posedness theory, we have the local estimates
‖u‖
Z0,
1
2
+ ‖u‖
Z0,
1
2
≤ C, (4.2)
by choosing the sufficiently small time T ′ depending on the L2-norms of u0 and u0.
12Similarly as the argument in Bourgain’s work [3], the high frequency perturbation condition can be replaced by
‖u0‖L2(T) =
∥∥u0
∥∥
L2(T)
thanks to the mass conservation law (1.2).
13Here T ′ = T ′(‖u0‖L2 ,
∥∥u0
∥∥
L2
) > 0 is obtained from the standard local theory in L2, and T ′ in Lemmas 4.3 and
4.4 would suffice to be smaller than this T ′.
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We split the solutions u and u into the two portions using the following argument: Let M ∈[
N ′ − (N ′) 12 , N ′
]
be an integer. We separate u as
u = ulo + uhi,
where
ulo := P≤Mu, uhi := (1 − P≤M )u.
From (4.2), we have
‖ulo‖
Z0,
1
2
, ‖uhi‖
Z0,
1
2
≤ C. (4.3)
We also split u and obtain the similar result as (4.3) for u. We apply P≤M to (4.1) to see that ulo
obeys the equation
(∂t + ∂
3
x)ulo = P≤MNR(u, u, u) + P≤MNNR(u, u, u). (4.4)
In order to control the right-hand side of (4.4), we first define the error terms to be any quantity
with Z0,−
1
2 -norm of O((N ′)−σ) in NNR(u, u, u). Thanks to the N−
1
2
+
max factor in trilinear estimates
(2.17) and (2.18), all terms except for P≤MNNR(ulo, ulo, ulo) in P≤MNNR(u, u, u) are error terms.
Thus, we conclude that ulo obeys the equation
(∂t − i∂4x)ulo = P≤MNR(u, u, u) + P≤MNNR(ulo, ulo, ulo) + error term. (4.5)
In the same manner, the function ulo also obeys the same equation (with slightly different error terms)
(∂t − i∂4x)ulo = P≤MNR(u, u, u) + P≤MNNR(ulo, ulo, ulo) + error term. (4.6)
Now we consider P≤MNR(u, u, u)− P≤MNR(u, u, u). From the L2-conservation law and a simple
calculation, we know that
P≤MNR(u, u, u)− P≤MNR(u, u, u)
=
i√
2π
∑
|n|≤M
einx
(
(û(n)− û(n))|û(n)|2 + û(n)(û(n)− û(n))û(n) + |û(n)|2(û(n)− û(n))
)
− 2i√
2π
∑
|n|≤M
einx(‖u0‖2L2 −
∥∥u0∥∥2L2)(û(n)− û(n)),
and this in addition to (2.25) and (4.3) implies
‖P≤MNR(u, u, u)− P≤MNR(u, u, u)‖
Z0,−
1
2
≤ C′ ∥∥ulo − ulo∥∥
Z0,
1
2
,
where C′ depends on T ′, ‖u0‖L2 ,
∥∥u0∥∥L2 , ‖ulo‖Z0, 12 , and ∥∥ulo∥∥Z0, 12 .
Hence, since ulo(0) = ulo(0), we have from the standard local well-posedness theory in addition to
a suitable small T ′ and (4.3) that ∥∥ulo − ulo∥∥
Zs,
1
2
. (N ′)
−σ
,
which implies Lemma 4.3 by Zs,
1
2 ⊂ CtHs. 
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The proof of Lemma 4.4 is quite similar as the proof of Lemma 4.3. The key in the proof of Lemma
4.3 is to construct (4.5) and (4.6). Due to the fact that P≤NP≤2N = P≤N , we need to obtain
(∂t − i∂4x)ulo = P≤MNR(u, u, u) + P≤MNNR(ulo, ulo, ulo) + error term
and
(∂t − i∂4x)vlo = P≤MNR(v, v, v) + P≤MNNR(vlo, vlo, vlo) + error term.
However, the similar argument in the proof of Lemma 4.3 can be applied here, so we omit the detailed
proof of Lemma 4.4. Hence, Lemmas 4.3 and 4.4 in addition to Remark 4.6 implies Proposition 4.2.
The following is an immediate corollary of Proposition 4.2:
Corollary 4.7. Let n0 ∈ Z, T > 0, A > 0 and 0 < ε ≪ 1. Then there exists a frequency N0 =
N0(n0, T, ε, A) > |n0| such that ∣∣F [Φ(T )u0 − ΦN(T )u0](n0)∣∣≪ ε
for all N ≫ N0 and all u0 ∈ BNA (0) ⊂ P≤NL2(T).
Now we are ready to prove Theorem 1.3.
Proof of Theorem 1.3. For given r, R > 0 with 0 < r < R, we choose 0 < ε < R−r2 . We also
choose A > 0 such that the ball B∞A (0) contains the ball B
∞
R (u∗). Since u∗ ∈ L2, we can choose
N > N0(T, ε, n0, A)≫ 1 such that
‖(1− P≤N )u∗‖L2 ≤ ε. (4.7)
Since our choice of ε still satisfies r + ε < R − ε, we apply Lemma 4.1 to find initial data u0,N ∈
P≤NL
2(T) satisfying
‖u0,N − P≤Nu∗‖L2 ≤ R− ε (4.8)
and ∣∣Fx[ΦN (T )u0,N ](n0)− z∣∣ > r + ε. (4.9)
From (4.7) and (4.8), the triangle inequality yields
‖u0,N − u∗‖L2 ≤ R.
For u0 := u0,N , we can conclude from the triangle inequality, (4.9) and Corollary 4.7 that
|Fx[Φ(T )u0](n0)− z|
≥ ∣∣Fx[ΦN (T )u0,N ](n0)− z∣∣− ∣∣Fx[Φ(T )u0](n0)−Fx[ΦN (T )u0](n0)∣∣
>r + ε− ε = r,
which completes the proof. 
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