This paper examines the probability structure of the 2005 Science Citation Index (SCI) and Social Sciences Citation Index (SSCI) Journal Citation Reports (JCR) by analyzing the Impact Factor distributions of their journals. The distribution of the SCI journals corresponded with a distribution generally modeled by the negative binomial distribution, whereas the SSCI distribution fit the Poisson distribution modeling random, rare events. Both Impact Factor distributions were positively skewed-the SCI much more so than the SSCI-indicating excess variance. One of the causes of this excess variance was that the journals highest in the Impact Factor in both JCRs tended to class in subject categories well funded by the National Institutes of Health. The main reason for the SCI Impact Factor distribution being more skewed than the SSCI one was that review journals defining disciplinary paradigms play a much more important role in the sciences than in the social sciences.
Introduction
In this article, the distributional differences of the impact factor in the sciences versus the social sciences are analyzed. The impact factor is one the key measures of the Science Citation Index (SCI) and Social Sciences Citation Index (SSCI) Journal Citation Reports (JCR) produced annually by Thomson Scientific's Institute for Scientific Information (ISI). Briefly defined, the impact factor is an estimate of the current mean citation rate of the articles published in the journals covered by the citation indexes. Both the citation indexes and the JCRs were created by Eugene Garfield.
One of the main purposes of this article is to prepare the ground for further research. Due to differences between scientific and scholarly disciplines, it is generally recognized that citation analyses should be performed on sets of journals well-defined by subject. However, such disciplinary analyses can be greatly aided by global analyses of the SCI and SSCI JCRs for two basic reasons. First, mapping the overall impact factor probability structure of the JCRs would be helpful in determining the relative position of a given discipline in that structure. Here, it was found that the subject fields of the JCRs are probabilistically heterogeneous with the overall probabilistic structures of the JCRs heavily affected by the higher probabilities of the biomedical and behavioral sciences. Second, it was thought useful to establish whether there are any benchmark differences distinguishing the sciences from the social sciences in respect to the distribution of the impact factor. Such benchmark differences, if found, would be useful for analytical and classificatory purposes in analyses of the impact factor patterns in individual disciplines. As will be seen, on a global basis, the sciences and social sciences were found to have impact factor distributional patterns that differ markedly from each other due to the greater importance of review journals in the sciences than in the social sciences. An important function of review articles is to codify knowledge and define disciplinary paradigms. In general, the sciences are judged to have higher paradigm consensus than the social sciences, and therefore the relative impact factors of review journals can be considered a gauge for judging whether a discipline's journal literature is conforming to the science or the social science model. The behavioral sciences were utilized to investigate this, and the analysis found that certain SSCI subject categories in psychology appear to adhere to the science model of dominant review journals.
The frequency distributions of the impact factor are tested in this article against the theoretical discrete probability distributions that lie at the basis of modern inferential, parametric statistics. Bensman (2000) has provided an historical justification for the utilization of these distributions. Modern parametric statistics were primarily developed in Britain as part of the biometric revolution stemming from Darwin's theory of evolution, and two of the best codifications of these statistics are Elliott (1977) and Snedecor and Cochran The JCR, thus, divides articles into "citable" and "noncitable." It should also be noted that the JCR also counts research and review articles separately. The Online JCR Help sets the following criteria for defining a published item as a review article: (a) it cites more than 100 references, (b) it appears in a review publication or a review section of a journal, (c) the word review or overview appears in its title, and (d) the abstract states that it is a review or survey.
Of the two citation measures of interest in this article, the impact factor has been the one most widely utilized in the evaluation of journals, scientists, scientific programs, etc. This has caused it to be highly controversial, attracting the attention of the major academic (Monastersky, 2005) , financial (Begley, 2006) , and scientific (Adam, 2002) news media. Here, the impact factor has been described as error-ridden, manipulated, abused, and distorting the course of scientific research. The impact factor began to be developed in its present form by Garfield and Sher (1963) , who rejected absolute citation counts like total cites as too influenced by journal size and "not much more sophisticated than ranking the importance of a journal by the quantity of articles published." They then stated: "The first step in obtaining a more meaningful measure of importance is to divide the number of times a journal is cited by the number of articles that journal has published" (p. 200). Bensman (2007a, pp. 118, 117-122) has shown that Garfield was heavily influenced in his development of the impact factor by the work of Martyn and Gilchrist (1968) , who in a study of British scientific journals pioneered the technique of controlling for journal age-or temporal size-by restricting the citation counts to the 2-year backfile preceding the evaluation year and for journal physical size by dividing number of citations by the number of citable items. Garfield (1972a Garfield ( , 1972b Garfield ( , 1976b ultimately came to incorporate both these techniques into his construction of the impact factor, and his reasons for this are still clearly visible in the following justification of the impact factor set forth in the online JCR Help:
The impact factor mitigates the importance of absolute citation frequencies. It tends to discount the advantage of large journals over small journals because large journals produce a larger body of citable literature. For the same reason, it tends to discount the advantage of frequently issued journals over less frequently issued ones and of older journals over newer ones. Because the journal impact factor offsets the advantages size and age, it is a valuable tool for journal evaluation.
The online JCR Help specifies that "only original research and review articles are used in impact factor calculations." These types of articles comprise the denominator of the impact factor, and both types classify as citable. The division of published items into citable and noncitable comprises the Achilles' heel of the impact factor, and it appeared early in the measure's development. Thus, Martyn and Gilchrist (1968) stated: "What constitutes a citable item is a nice point, and we proceeded on an ad hoc basis, arguing that we were more interested for correction purposes in preserving the ratios between journal sizes than in achieving a pure and absolute accuracy based on a set of complex (but ultimately subjective) rules" (p. 5). Garfield (1972a, pp. 478-479, n. 28) himself initially thought that such a distinction could not be made. The type of discrepancies, which can arise, was graphically demonstrated by Joseph and Hoey (1999) , editors of CMAJ: Canadian Medical Association Journal.
Hand-counting what they considered citable items published by CMAJ in 1997, they arrived at 175 instead of the 303 reported by the JCR. Garfield (1972a Garfield ( , 1972b Garfield ( , 1976a utilized the impact factor in his early analyses of the structure of the scientific journal system, making a number of discoveries about this measure and the system that still hold basically true today. First, whereas large research journals dominate the upper stratum of total cites rankings, small review journals dominate impact factor rankings, indicating that review articles have a higher mean citation rate than research articles. Second, most scientific articles, including those in the most prestigious journals, have an extremely low mean citation rate. One indication of this was the small ratio of the number of references processed each year for the SCI to the number of different items cited by those references, which in the 1960s was consistently around 1.7 (Garfield, 1972a, pp. 474-475 and p. 478, n. 19) . Garfield (1973, p. 5) was surprised by this finding and dubbed this ratio " Garfield's constant" (1976b) . Basing himself on this ratio and binomial theory, Bensman (2007b, p. 27 ) estimated that Garfield's constant of 2.15 for 1993 equated to a probability of 0.0003 of a scientific article being cited that year. And, third, the distribution of scientific journals by the impact factor is highly and positively skewed with the vast bulk of the SCI JCR journals restricted to the extremely short range below Garfield's constant for the given year. Garfield (2000, p. 10; 2005, p. 5) pointed out that one consequence of this situation was that ISI decided to calculate the impact factor to three decimal places for the JCRs to avoid the inevitably numerous ties that would result in listing many journals alphabetically under this measure despite his own opinion that the measure is accurate only to one decimal place.
The purpose of this article is to determine whether there are any distributional differences of journals over the impact factor between the sciences and the social sciences by analyzing the probabilistic structures of the 2005 SCI and SSCI JCRs on this measure. For this purpose, all the titles of 2005 SCI and SSCI JCRs were downloaded into an Excel spreadsheet. Title changes were not taken into account. For the SCI JCR the initial title count was 6,088, but 42 did not have recorded impact factors and were eliminated. It was decided to eliminate the title Lecture Notes in Computer Science as anomalous and distortional. Its 18,886 2005 articles were three times higher than the title next highest on this count, and inspection of the title's Web site revealed these articles to be a peculiar documentary mix. Bibliographic analysis of title revealed that the Library of Congress did not consider the title a serial but a monographic series. These facts were reported to Thomson Scientific, which removed it from JCR coverage as "an ostrich egg in a hummingbird nest" together with its subseries Lecture Notes in Artificial Intelligence (Marie McVeigh, personal communications, May 1, 18, and 23, 2007) . Of the 6,045 titles remaining, 201 did not have article data, and these titles were excluded from calculations involving article counts. These titles were classified in the SCI JCR into 171 subject categories.
In respect to the 2005 SSCI JCR, 1,747 titles were initially downloaded, of which 2 did not have impact factors and were eliminated. The title highest in article count in the 2005 SSCI JCR was also an anomalous one, being once again far above on this measure than the other titles. It was Forbes, a popular business magazine, whose articles are in no way comparable to those of The American Economic Review. It was not excluded, but its inclusion in the JCR demonstrates the difficulty of defining a citable source. There were 47 titles without article data, which were excluded from calculations involving article counts. The SSCI JCR titles were classified into 54 subject categories.
Probabilistic and Statistical Conceptualization of the Impact Factor
Statisticians classify variables and distributions as either continuous or discrete. In the former, the variable can assume any value, whereas in the latter, only limited gradations are possible. However, the distinction between continuous and discrete is somewhat ambiguous, and statisticians sometimes adopt a cavalier attitude toward it. Thus, Snedecor and Cochran (1989) write: "Actually, all quantitative data are discrete as recorded, since we round for simplicity, e.g., height to the nearest inch, temperature to nearest °F, age to the last birthday" (p. 17). The authoritative Encyclopedia of Statistical Sciences (Kotz & Johnson, 1982) states the matter thus:
By far the most commonly used discrete distributions are those for which the x j 's are the nonnegative integers. They are used in models for "count data," which include variables representing the results of counts (of defective items, apples on a tree, etc.). However, it is not necessary that the variable takes only integer values (an observed proportion is a simple counterexample); it can even take an infinity of values in any finite interval and still have a discrete distribution. (p. 387) From this perspective it can be seen that total cites and articles are classic discrete variables, but it is possible to classify the impact factor as a discrete variable, which rises in increments of a thousandth. Garfield himself rounded it to the nearest tenth in his utilization of the measure.
In his classic textbook, Fisher (1925) declared: "The normal distribution is the most important of the continuous distributions; but among the discontinuous distributions the Poisson Series of the first importance" (p. 57). Coleman (1964) made the Poisson distribution the centerpiece of his seminal work on the application of quantitative models in sociology because it arises from a process particularly suited for social phenomena and therefore "constitutes a rational model whose assumptions can mirror our assumptions about actual phenomena" (p. 291). The Poisson distribution arises from a process whereby events occur infrequently and randomly over time and space in such a way that for each division of time or space the probability of its containing events is proportional to the size of the division. Here, space will be defined in terms of articles and subject categories. In a landmark paper on deviations from the Poisson, the noted statistician "Student" (1919) defined the conditions necessary for this distribution. These conditions may be summarized as follows: (a) the probability of two occurrences in the same division must be, if not equal, then small; (b) there must be probabilistic homogeneity in the sense that each division must have the same probability of occurrence; and (c) there must be no contagion in the sense that the occurrence of an event in a division must not affect the probability of further occurrences. The Poisson distribution has one parameter, lambda (l), which can be defined as average number of occurrences per division of time or space. Under the conditions of the Poisson, lambda equals both the arithmetic mean and variance of the distribution, and, in Excel notation, the Poisson distribution is, thus, characterized by the following identity:
This distribution is important as a model of true randomness.
The impact factor may be conceptualized in terms of the Poisson process. It is possible to define it as a function of a number of Poisson variables. The first variable is the number of items published by a given journal over a 2 JCR-year period and judged citable; the second is the number of citations to this 2-year backfile of the journal in the succeeding JCR year, and the impact factor itself may be defined as an estimate of the Poisson lambda or mean number citations per citable item of the journal during the impact factor's JCR year. The matter is further complicated by the JCRs being constructed on the basis of calendar year samples. It is possible to conceive of other 12-month sampling periods. The JCR counts thus may theoretically be considered only estimates of the true rates of occurrence accurate within certain confidence limits. Pearson and Hartley (1966, 80-83, 136-137, and 227) as well as Beyer (1968, pp. 238-239) contain tables and equations for calculating the confidence limits of observed Poisson variables. For example, the 95% confidence interval for an observed count of 50 citations ranges from 37 to 66 citations. Bensman (2007b, pp. 57-58) demonstrated the potential effects of Poisson confidence limits upon impact factor calculations with a sample of 120 chemistry journals. This article will test the distributions of the journals in the 2005 SCI and SSCI JCRs by the impact factor against the Poisson. In his landmark paper on the Poisson, "Student" (1919) identified the two basic deviations from the Poisson. The first is the binomial, which is characterized by a variance that is significantly less than the mean. It occurs under the same conditions as the Poisson-probabilistic homogeneity and independence of events or absence of contagion-, but the probability of occurrence is higher. In addition, the binomial process differs from the Poisson process by being based not upon the occurrence of events over continuums of time and space but upon drawing samples of size s containing proportions of successes and failures from the population. Snedecor and Cochran (1989, pp. 117-119) show that the binomial tends to approximate the continuous normal distribution as sample size s increases, with the required s being smallest when the population proportion of successes or probability p equals 0.5. The other basic deviation from the Poisson identified by "Student" (1919) is the negative binomial distribution (NBD), which arises when the two basic conditions required for the Poisson-probabilistic homogeneity of the divisions and lack of contagion-are not met. One of its defining characteristics is that its variance is significantly greater than the mean. Two stochastic models lead to the NBD. The first is a compound Poisson model of probabilistic heterogeneity developed by Greenwood and Yule (1920) on the basis of industrial accidents among British female munitions workers during World War I. By this model, the events are occurring within divisions of time and space that have differing probabilities of occurrence. The other stochastic model leading to the NBD is a contagious one formulated by Eggenberger and Pólya (1984) in a 1923 paper analyzing the number of deaths from smallpox in Switzerland in the period 1877 -1900 . Feller (1943 proved that the Greenwood-Yule model of probabilistic heterogeneity and the Eggenberger-Pólya model of contagion both result in the NBD.
The test for the Poisson, which will be utilized in this article, is the chi-squared ( 2 ) index of dispersion test originally created by Fisher (1925, pp. 60-64 ). Fisher's test was further developed by Cochran (1954, pp. 421-422) , who placed it within the system of null and alternative hypothesis testing that is the standard method in statistics today. Elliott (1977, pp. 40-44) gives a full explanation of the test in its final form. It begins with the calculation of the variance-tomean ratio or index of dispersion (I) thus in Excel notation:
Since a defining characteristic of the Poisson is that the variance equals the mean, I is actually a comparison of sample variance to Poisson theoretical variance and should equal 1 or unity, if the data are following this distribution. The index of dispersion often departs from unity, and the significance of these departures is assessed through a chi-squared test, in which chi-squared is calculated in the following manner:
where n is the number of observations in the sample. For large samples (n Ͼ 31), the standard normal deviate (d)-zero mean and standard deviation of 1-can be calculated in the following manner:
where v is degrees of freedom and equals n Ϫ 1. If d is less than the absolute value of 1.96, then the null hypothesis of the Poisson is accepted at the significance level of 0.05. However, if d is less than Ϫ1.96, the alternative of "a regular distribution" (VAR Ͻ AVERAGE) is accepted, and, if d is greater than ϩ1.96, the alternative hypothesis of a "contagious distribution" (VAR Ͼ AVERAGE) is accepted. According to Elliott (1977, pp. 46 and 50-51) , the positive binomial distribution is the approximate mathematical model for a regular distribution, whereas the negative binomial distribution is the most useful mathematical model for the diverse patterns of contagious distributions. Thus, Elliott's two alternative hypotheses conform to the two deviations from the Poisson originally identified by "Student" (1919) in his landmark article.
Probabilistic Structures of the Impact Factor Distributions in the 2005 SCI and SSCI JCRs
The first step in the investigation of the probabilistic structures of the impact factor distributions in the 2005 SCI and SSCI JCRs was to estimate the overall probability of the impact factor for their respective journals. Snedecor and Cochran (1989, pp. 30-31) note that populations consisting of two classes (success-failure, yes-no, cite-no cite) are extremely common, and they define probability p as the proportion of successes in the population. They further state that if samples of a given size s are continually drawn from the population, the arithmetic mean will equal s times p. Probability p is one of the parameters of the binomial distribution, which is based upon the repeated drawing of samples of size s from a population. However, there is a major problem with citation counts in this. While it is possible to count the number of times an article has been cited, for example, it is not possible to count the number of times this article has not been cited. Grieg-Smith (1983, pp. 57-58) and Elliott (1977, p. 17) suggest handling this difficulty by a method, which will now be demonstrated with SCI JCR impact factor. One first hypothesizes or determines the maximum possible number of successes for any given member of the set. On the basis of the definition of Aristotle (1984) that "a probability is that which happens usually but not always" (p. 2236), the assumption will be made that the highest possible impact factor a 2005 SCI JCR title could achieve was that of the title actually highest on the measure that year. This title was CA-A Cancer Journal for Clinicians with an impact factor of 49.794, and its impact factor can now serve as a surrogate for the size s-49,794 thousandths in integer terms-of the binomial samples to be drawn from the journal population. According to this conceptualization, the SCI JCR titles each represent such a sample, and their number n-6,045-constitutes the number of these samples. Multiplying s by n yields the total impact factor possible-301,004.730, which is divided into the actual aggregate impact factor of all the 2005 SCI JCR titles-10,622.777-yielding 0.04 as an estimate of the impact factor probability p of the 2005 SCI JCR. This process was repeated for the 2005 SSCI JCR, which had 1,745 titles and where Archives of General Psychiatry was highest on the impact factor at 12.642. The impact factor p of the SSCI JCR was estimated to be 0.08 or about two times higher than that of the SCI JCR. CA and Archives of General Psychiatry determine the impact factor range of their respective JCRs, and it is seen that the SCI JCR has a much longer range than the SSCI JCR-49.794 to 12.642. For comparative purposes, these impact factor ranges were divided into 20ths-or segments comprising 5% of the range-and the JCR titles were distributed across these segments. The results are shown in Tables 1-2 and graphed with histograms in Figures 1-2 . Two types of statistical tests were conducted to explore the characteristics of the frequency distributions of the journals across the impact factor. These tests are summarized in the bottom part of Tables 1-2. The first type was tests of symmetry, and the standard of comparison was the normal distribution, which is perfectly symmetrical and all measures of central tendency-mean, median, and mode-equal each other. Of this type, one was to calculate the ratio of the mean JCR impact factor to the median JCR impact factor, which should equal one under conditions of the normal distribution. However, in both the SCI and SSCI JCRs the ratio was above one-1.68 for the SCI JCR and 1.41 for the SSCI JCR-indicating a mean greater than the median, which is a sign of a positively skewed distribution. The coefficient of skewness was then calculated to compare how positively skewed were the SCI and SSCI impact factor distributions. According to Snedecor and Cochran (1989, pp. 78-79 and 487) , if the sample comes from a normal population, the coefficient of skewness is normally distributed with a mean of zero and a standard deviation of SQRT(6 ր n). The test revealed that the SCI JCR impact factor distribution is much more positively skewedcoefficient of 6.91, which is 219.24 times greater than the standard normal deviation-than the SSCI JCR impact factor distribution-coefficient of 3.87, which is 65.96 times greater than the standard normal deviation. However, of greatest interest and portent were the results of the chi-squared index of dispersion test of the impact factor distributions for the Poisson. For the SCI JCR, the variance-to-mean ratio was 4.04 with a standard normal deviate of 111.03, thereby rejecting the null hypothesis of the Poisson and indicating a distribution of the negative binomial type. The results of this test were much different in respect to the SSCI JCR impact factor distribution. Here, the variance-to-mean ratio was only 1.06 and the standard normal deviate was 1.86, which is too low to reject the null hypothesis of the Poisson though coming close to such a rejection. The highly skewed nature of the SSCI JCR impact factor distribution is compatible with the hypothesis of the Poisson, for Snedecor and Cochran (1989, p. 131) show that the Poisson can be markedly skewed in a positive manner. The conclusion to be drawn is that the distribution of journals over the impact factor is much more random in the SSCI JCR than in the SCI JCR.
Inspection of Tables 1-2 and Figures 1-2 reveals important differences in the distributions of journals by the impact factor between the SCI and SSCI JCRs. The vast bulk of the SCI JCR journals-82.00%-are highly concentrated in the bottom 20th of the impact factor range, whereas the vast bulk of the SSCI journals are more uniformly distributed across the three lowest 20ths of the impact factor range-respectively, 45.50%, 30.72%, and 12.44% totaling 88.65%. This difference can be considered a function of the higher impact factor probability of the SSCI JCR titles over the SCI JCR titles. The almost total concentration of the SCI JCR titles in the bottom 20th of the impact factor range serves as corroboration of one of the key findings made by Garfield (1972a Garfield ( , 1972b Garfield ( , 1973 Garfield ( , p. 5, 1976a ) during his initial explorations of the citation structure of the scientific journal system with the impact factor, i.e., that most scientific articles, including those in the most prestigious journals, have an extremely low mean citation rate. Employment of the chi-squared index of dispersion test revealed that the journals in the bottom 20th of the SCI JCR impact factor range followed the binomial distribution, indicating the probabilistic homogeneity of these titles. It should be noted that, at this extremely low level of probability, the binomial and Poisson distributions tend to be equivalent. One consequence of this extreme compaction of so many titles into such a constricted range is an extraordinary number of titles tied with one or more other titles despite the calculation of the impact factor to three decimal places. All of these ties occurred in the bottom three 20ths of the SCI JCR impact range, and, in ascending order, the percentage of tied titles within these 20ths were the following: 86.02%, 33.21%, and 6.11%. Of the 6,045 SCI JCR titles, 4,535 or 75.02% were involved in ties. The SSCI JCR had a somewhat lower but still high rate of titles tied on the impact factor. These ties were also concentrated in the lower 20ths of the impact factor range but in a somewhat more dispersed form, being distributed across bottom six 20ths of the impact factor range. Of the 1,745 SSCI JCR titles, 1,051 or 60.23% were involved in ties, and, in ascending order, the percentage of tied titles in the bottom six 20ths of the impact factor range were as follows: 76.95%, 65.11%, 29.49 %, 17.44%, 19.23%, and 8.33%. These figures make doubtful the utilization of the impact factor for evaluative purposes at the lower end of this measure's range.
Sources of Variance
The journal impact factor distributions were positively skewed in both the SCI and SSCI 2005 JCRs, manifesting high levels of variance. Even though the null hypothesis of the Poisson was not rejected in favor of the alternative hypothesis of a NBD-type distribution, the standard normal deviate came close to such a rejection. This section will be dedicated to exploring the sources of the variance in the impact factor distributions by examining those journals located in the top fifteen 20ths or upper 75% of the impact factor range. There were 64 SCI journals and 60 SSCI journals in this part of the range. Table 3 reveals some important similarities and differences between the SCI and SSCI impact factor distributions by showing the proportions of the JCR aggregates of the three measures of interest in this articleimpact factor, total cites, and 2005 articles-accounted for by these high-impact journals. First, the distributions are For the SCI JCR, there was a total of 6,045 titles in the impact factor/ total citations set but only 5,844 titles in the 2005 articles set, whereas for the SSCI JCR there was a total of 1,745 titles in the impact factor/total cites set but only 1,698 titles in the 2005 articles set. similar in that these journals accounted for a higher proportion of the impact factor and total cites aggregates than their proportion of titles. Thus, the 64 SCI high-impact titles were 1.06% of the JCR titles but accounted for 12.33% of the aggregate JCR impact factor (a ratio of 11.6:1 ratio) and 9.94% of the aggregate JCR total cites (9.4:1), whereas the 60 SSCI high-impact titles represented 3.44% of the JCR titles but were responsible for 16.61% of the aggregate JCR impact factor (4.8:1) and 25.75% of the aggregate JCR total cites (7.5:1). However, in terms of 2005 articles, the 64 SCI highimpact titles were 1.10% of the JCR titles and contained 1.09% of the JCR aggregate 2005 articles (1:1), whereas the 60 SSCI high-impact titles represented 3.53% of the JCR titles but 7.30% of the JCR aggregate 2005 articles (2.1:1). The differing relative sizes between the SCI and SSCI high-impact titles is indicative of an important difference in their characteristics that will become clear later in this article.
Two facets of the high-impact journals will be analyzed. First, there will be analyzed their distribution over the JCR subject categories in which they were classified. Second, they will be analyzed in terms of their functional role, i.e., whether they are primarily research or review journals. Throughout the analysis, comparisons will be made in terms of medians and not arithmetic means. With skewed distributions such as the ones under discussion, the median is a better measure of central tendency, because it is less affected by extreme values than mean, a better estimate of the modal value, and therefore more representative of the population (Moroney, 1956, pp. 34-55) . The case of Seglen (1992 Seglen ( , 1997 against using the impact factor for evaluating journals and scientists is based upon this characteristic of the mean. In his view, the impact factor is an estimate of mean citation rate, and because all scientometric measures are highly skewed, it is therefore not representative of the citation rate of articles in either a journal or a scientist's oeuvre.
Variance and Subject Category
The journals of the SCI 2005 JCR are classed into 171 subject categories, whereas the journals of the SSCI 2005 JCR are classed into 54 subject categories. These categories are not crisp or mutually exclusive sets. Both the sciences and social sciences are highly interdisciplinary, and many journals are classed into two or more subject categories. The interdisciplinarity extends across JCR boundaries. For example, psychiatry is a subject category in both the 2005 SCI and SSCI JCRs, and we find it interesting that the title highest in impact factor in the SSCI JCR-Archives of Psychiatryranked 64th in impact factor in the SCI JCR. The JCRs provide a number of statistical measures for each subject category, including aggregate number of total cites, 2005 articles, and journals. There are two subject category measures for the impact factor: (a) the median impact factor of the journals in the category and (b) the aggregate impact factor, which the online JCR Help states "is calculated the same way as the impact factor for a journal, but it takes into account the number of citations to all journals in the category and the number of articles from all journals in the category." The distributional characteristics of the subject category measures were investigated. For the subject category measures most related to the variables under discussion in this article, the SCI JCR ranges and medians were as follows: median impact factor-range 0.318 to 2.667, median-1.030; total cites-range 684 to 2,207,432, median-103,862; and 2005 articles-range 330 to 47,485, median-5,570. The SSCI JCR had the equivalent ranges and medians: median impact factor-range 0.320 to 1.741, median-0.751; total citesrange 1,598 to 231,229, median-23,419.5; and 2005 articles-range-243 to 7,691, median-1,309. However, of most interest were the results of the chi-squared index of dispersion tests of the following subject category measures: median impact factor, Aggregate impact factor, total cites, 2005 articles, and number of journals. For the SCI JCR the test rejected the null hypothesis of the Poisson in favor of the alternative hypothesis of a NBD-type of distribution, indicating considerable probabilistic heterogeneity of the subject categories. The results were the same for the SSCI JCR subject category measures except in two cases-both the median impact factor and the aggregate impact factor resulted in acceptance of the alternative hypothesis of the positive binomial with its connotation of probabilistic homogeneity, corroborating the previous findings in respect to the distribution of journals by the impact factor in the social sciences. Table 4 shows the distribution of the 64 high-impact SCI titles by JCR subject category. These 64 titles classed 84 times in 32 or 18.7% of the 171 subject categories. The reason for the excess of classifications over titles was that certain titles classed simultaneously in two more subject categories. Table 4 ranks the subject categories in descending order by the number of times the titles classed in them and, for analytical purposes, separates out from the full set of 32 subject categories a subset of eight categories, in which the titles classed four or more times. This subset is designated the "frequent subset." The high-impact full set and frequent subset are then compared to the JCR universe of 171 subject categories in terms of the median impact factor and total cites of the journals. For this comparison, median ranks and values are utilized.
The full set of 32 subject categories, into which the 64 high-impact SCI titles classed, tended to have higher median impact factors and total cites than the JCR universe of subject categories. In terms of ranks, the median of the median impact factor was 34.5 compared to 85.5 for the JCR universe (ratio 0.4 : 1), and the median total cites rank was 18.5 compared to JCR category median of 86 (0.2 : 1). Comparing values, the full category set had a median of 1.659 for median impact factor compared to a JCR category median of 1.030 (1.6 : 1) and a median of 452,324.5 total cites compared to a JCR median of 103.862.0 (4.4 : 1). These differences became exaggerated, when the full category set was restricted to the frequent subset. This subset comprised eight categories or 4.7% of the 171 JCR categories but accounted for 44 or 52.4% of the classifications of the high-impact titles. The frequent subset had a median rank of 7.5 in median impact factor compared to the JCR category median of Categories are ranked in descending order by the number of times journals are classed in them. Those categories, in which journals are classified four times or more, are separated out for analytical purposes and designated the high IF journals frequent subset. a Fourteen subject categories were involve in ties on median journal impact factor, causing the JCR category median rank on this measure of 85.5 and the oncology rank of 5.5. 85.5 (0.1 : 1) and a median rank of 6.5 in total cites compared to the JCR category median of 86 (0.1 :1). In terms of values, the frequent subset had a median of 2.343 for the median impact factor, which was 2.3 times higher the JCR category median, and a median of 710,987.0 total cites, which was 6.8 times greater than the JCR category median.
Close examination of the eight frequent subject categories reveals them to be facets of what may be termed "biomedicine." There, thus, seems to be in operation in the probabilistic structure of the impact factor in the SCI JCR the same force that Graham and Diamond (1997, pp. 74-83 and 201-211) found in respect to the development of American research universities after World War II. Graham and Diamond called this force "the multiplier effect of medical schools," and they trace it to the meteoric rise of National Institutes of Health (NIH) research funding "provided by the perennial generosity of Congress toward the NIH" (p. 75). Graham and Diamond show how NIH funding profoundly changed the research structure of American universities. This hypothesis appears corroborated, when both the full set and the frequent subset are compared to the JCR category universe in terms of size. The JCR category medians for number of journals was 43 and for 2005 articles 5,570. The respective medians for the full set were 87.5 and 13,354 but for the frequent subset 138.5 and 19,958.5. Table 5 summarizes the distribution of the 60 highimpact SSCI titles by JCR subject category. It is structured in the same way as Table 4 showing the distribution of the 64 high-impact SCI titles by JCR subject category. In reference to the full set of subject categories in which the high-impact SSCI titles classed, the social sciences exhibited the same interdisciplinary character as the sciences in that some of the 60 high-impact SSCI titles classed in two or more categories, resulting in the 60 titles classing 70 times in 21 of the 54 (38.9%) JCR subject categories. However, close inspection of these subject categories reveals a heavy concentration in the behavioral sciences with 9 of the 21 categories relating to psychiatry, psychology, and psychoanalysis. These categories fall within the purview of the National Institute of Mental Health, and some of this concentration is probably another manifestation of Graham and Diamond's medical multiplier effect. This effect also probably contributed to the appearance among the categories of Gerontology (National Institute on Aging), Health Policy & Services, Public, Environmental, & Occupational Health (National Institute of Environmental Health Sciences), and Substance Abuse (National Institute on Alcohol Abuse and Alcoholism, National Institute on Drug Abuse). Corroboration of this hypothesis is that one of the two high-impact Information Science & Library Science titles was the Journal of the American Medical Informatics Association (NIH Center for Information Technology). As a result, we do not find it surprising that the full set of 21 JCR subject categories in which the 60 high-impact SSCI titles classed had a greater probability of being cited than the other JCR subject categories. In terms of ranks, the median of the median impact factor was 12.0 compared to 27.75 for the JCR universe (ratio 0.4:1), and the median total cites rank was 11.0 compared to JCR category median of 27.5 (0.4:1) . Comparing values, the full category set had a median of 0.906 for median impact factor compared to a JCR category median of 0.720 (1.3:1) and a median of 54,738.0 total cites compared to a JCR median of 23,419.5 (2.3:1). Once again, the probabilities of being cited dramatically rises, when the full set is restricted to the frequent subset of categories, in which the high-impact SSCI titles classed 4 or more times. The frequent subset comprised 6 or 11.1% of the 54 JCR categories but accounted for 45 or 64.3% of the 70 classifications of the high-impact SSCI journals. Five of the frequent categories were subclasses of the behavioral sciences. The frequent subset had a median rank of 6.0 for median impact factor compared to the JCR category median of 27.75 (0.2 : 1) and a median rank of 4.5 in total cites compared to the JCR category median of 27.5 (0.2 :1). In terms of values, the frequent subset had a median of 1.141 for the median impact factor, which was 1.6 times higher than the JCR category median, and a median of 125.972.0 total cites, which was 5.4 times greater than the JCR category median. The frequent subset of JCR categories also tended to be much larger than all the other JCR categories with a median of 80 journals per category compared to a JCR category median of 38 and a median of 3,703.5 articles in 2005 compared to a JCR category median of 1,309.
Variance and Journal Function
The two most important functions of scientific literature are to report original research and to review this research to assess its validity and form it into syntheses. Of these two functions, it was the review one that most affected Garfield's development of the citation indexing of science. Early in his career, Garfield was heavily influenced by the writings of J.D. Bernal and the proceedings of the 1948 Royal Society Scientific Information Conference at which Bernal played a significant role. In his seminal book, The Social Function of Science, Bernal (1940, pp. 297-298) advocated that in each branch of science the responsible bodies ensure that qualified authors periodically review the literature to summarize what they deem to be the chief discoveries and improvements in their fields. This proposal was endorsed by the Royal Society Scientific Information Conference, which adopted a recommendation recognizing the need for more "critical and constructive reviews" and stating that "senior scientists should regard the provision of reviews as an important ancillary to the pursuit of new knowledge" (Royal Society, 1948, p. 201) . Garfield (1970 Garfield ( , 1978 reports that one his early mentors, Chauncey Leake-a polymath, who served as president of the American Association for the Advancement of Science-admonished him to study review articles and try to understand why they were so important in science. In an oral history Garfield (1987, pp. 13-14) stated that he created the citation indexing of science by combining the structure of the review article with the method of the legal citator. Throughout his career, Garfield stressed the importance of the review articles, once comparing them to "an important opinion rendered by the chief justice of the Supreme Court" (Garfield 1987b, p. 5) . The fact that Garfield found that review journals in the sciences generally have a higher impact factor or mean citation rate per article than other types of journals serves as validation of his view of the significance of the review article. From this perspective, the review article can be seen as theoretically related to the concept of the scientific "paradigm," which The Oxford English Dictionary Online (2007) defines in the following manner: "A conceptual or methodological model underlying the theories and practices of a science or discipline at a particular time; (hence) a generally accepted world view." Kuhn (1970) was the first to use the word in this sense in his landmark book, The Structure of Scientific Revolutions, in which he defined "paradigms" as "past scientific achievements. . .that some particular scientific community acknowledges for a time as supplying the foundation for its further practice" (p. 10). Therefore, the more important the role the review article plays in a given discipline, the more focused this discipline is upon the development of consensual paradigms.
Tables 6 and 7 summarize the findings on the categorization and statistical characteristics of the high-impact titles in terms of the review function versus the research function. Note. Categories are ranked in descending order by the number of times journals are classed in them. Those categories, in which journals are classified four times or more, are separated out for analytical purposes and designated the high IF journals frequent subset. a Four subject categories were involved in ties on median journal impact factor, causing the JCR median rank on this measure of 27.75 as well as the rank of 28.5 for law and 9.5 for public, environmental, and occupational health. Table 6 does this for the 64 SCI high-impact titles, whereas Table 7 does this for the 60 SSCI high-impact titles; but both tables are structured in the same way. The first section of each table deals with the full set of high-impact titles, and the similarities and differences are revealing. It is immediately visible that the review function plays a much more important role in the higher impact of the SCI titles than of the SSCI ones. Thus, of the 2005 Articles published by these high-impact titles, 24.25% of the 64 SCI high-impact titles were designated review articles, whereas only 10.61% of the 60 SSCI high-impact titles received the same designation. This difference becomes even more stark in terms of median percent review articles per high-impact title-74.83% for the 64 SCI high-impact titles and 6.89% for the 60 SSCI high-impact titles. Given Garfield's findings on the generally higher impact factors of review journals, we were therefore not surprised to learn that the 64 SCI high-impact titles had a higher ratio of median impact factor to the JCR median (15.85 : 1) than did 60 SSCI high-impact titles (5.79 : 1). However, the 64 SCI high-impact titles and the 60 SSCI high-impact titles had similar ratios of total cites to the JCR median-13.80 : 1 for the SCI titles and 13.60 : 1 for the SSCI titles. Of great interest is the relative size of the high-impact titles to the other JCR titles. The ratios of median 2005 articles to the JCR median were 1.05 : 1 for the 64 SCI highimpact titles but 1.56 : 1 for the 60 SSCI high-impact titles. Because review journals are generally smaller than research journals, these differing ratios are indicative that the review function is playing a more important role in the higher impact of the SCI titles than of the SSCI titles.
The next section of Tables 6 and 7 summarizes the findings in respect to the subsets of review titles in the high-impact sets. To identify this subset, a journal was defined as a review journal, if 50% or more of its 2005 articles had been categorized as review articles. The results were again indicative that the review function was more influential in the higher impact of the SCI titles than of the SSCI titles. Of the 64 SCI high-impact titles, 36 or 56.25% were defined as review journals with 91.65% of their 2005 articles being review ones, whereas of the 60 SSCI high-impact titles, only 10 or 16.67% were categorized as review journals with 83.83% of their 2005 articles being designated as review ones. The SCI and SSCI review journals were similar in that both had higher median impact factors than the JCR medians (16.62 : 1 and 9.79 : 1) and higher median total cites than the Note. Titles were categorized as review journals if 50% or more of their articles were designated as review articles. Note. Titles were categorized as review journals if 50% or more of their articles were designated as review articles.
JCR medians (8.59 : 1 and 10.04 :1), but both had lower median 2005 articles than the JCR medians (0.41 : 1 and 0.76 : 1).
In the third and last section of Tables 6 and 7 the results of the analysis of the research journal subset are presented. Of the 64 SCI high-impact titles, 28 or 43.75% were research journals with only 8.48% of their 2005 articles designated review articles, whereas of the 60 SSCI titles, 50 or 83.33% were research journals with only 6.11% of their 2005 articles categorized as review ones. Like the high-impact review titles, the SCI and SSCI high-impact research journals statistically resembled each other. Both research subsets had higher ratios of median impact factors compared to the JCR median (15.05 : 1 for the SCI titles and 5.67 : 1 for the SSCI titles) and higher ratios of total cites to the JCR median (35.53 : 1 for the SCI titles and 15.63 : 1 for the SSCI titles). The main difference between the review subset and the research subset is that, in both the SCI and SSCI cases, the highimpact research titles tended to be larger than the other JCR titles. Thus, the SCI high-impact research journal subset had a median 2005 articles 2.41 times greater than the JCR median, and the SSCI high-impact research journal subset had a median 2005 articles 2.10 times greater than the JCR median. This is suggestive that whereas the higher impact of the high-impact review subsets was due to the importance of the review function, the higher impact of the high-impact research subsets was somehow related to journal size.
The Anomalous Position of the Behavioral Sciences
The behavioral sciences are covered in both the SCI and SSCI JCRs. In 2005, the SCI JCR had the following 2 of its 171 subject categories dedicated to the behavioral sciences (category journals number in parentheses): psychiatry (94) and psychology (60). On the other hand, the 2005 SSCI JCR devoted the following 11 of its 54 subject categories to the behavioral sciences (category journals number in parentheses): psychiatry (77); psychology, applied (49); psychology, biological (15); psychology, clinical (83); psychology, developmental (52); psychology, educational (38); psychology, experimental (68) ; psychology, mathematical (10); psychology, multidisciplinary (101); psychology, psychoanalysis (12); and psychology, social (46). The behavioral sciences thus lie directly athwart the borderline between the sciences and social sciences. It has been pointed out above (p. 19) that the title highest in impact factor in the SSCI JCR-Archives of Psychiatry-ranked 64th in impact factor in the SCI JCR.
This anomalous treatment of the behavioral sciences is not unique to the JCRs. Such treatment is also visible in the two standard library classification systems. For its part, the Dewey Decimal Classification (DDC) classes psychology together with philosophy in 100 and psychiatry in technology (600) as a subclass of medicine & health (610). Psychoanalysis is treated as a subclass of psychology. The Library of Congress Classification (LLC) treats the behavioral sciences in a similar way. Thus, the LLC places psychology in B together with philosophy and religion but psychiatry in R (medicine). However, in contrast to the DDC, the LLC makes psychoanalysis a subclass of psychiatry. The treatment of psychology by the DDC and LCC is reflective of the view of this discipline in the late 19th and early 20th centuries. According to Scott (1998, p. 63) , in the DDC, whose first edition appeared in 1876, psychology was originally called "mental faculties," which was completely separate from physical considerations and consisted of what the mind does, such as think and feel. Therefore, its placement with philosophy appeared quite logical. The same type of thinking influenced the LLC whose schedules for psychology were first published in 1910 (Chan, 1999, p. 164) .
The anomalous character of the behavioral sciences is also evident in the evolution of the classification of psychology in the major evaluations of the quality of researchdoctorate programs in the United States. The first such evaluation was done by Cattell (1910) , who, according to Reingold (1971) is noted for being the first person in the world to have the title "professor of psychology" (University of Pennsylvania, 1888) and developed the psychology program at Columbia University from 1891 to 1917. Cattell was heavily influenced by work of Auguste Comte on the hierarchy of sciences (Sokal, 1995, p. 70) , and under this influence, he divided science into 12 basic disciplines, of which onenot surprisingly-was psychology. Such a treatment of psychology stands in sharp contrast to that of the contemporaneous library classification systems. Cattell's classification of psychology as a science was maintained by the 1964 evaluation of U.S. research-doctorate programs (Cartter, 1966) , which placed it within the rubric "biological sciences." However, the 1969 rating of U.S. research-doctorate programs (Roose & Andersen, 1970) re-classed psychology from the "biological sciences" to the "social sciences." This classification of psychology was maintained by the 1981 assessment of U.S. research-doctorate programs (Jones, Lindzey, & Coggeshall, 1982) , but the name of the subject category was changed to "social & behavioral sciences," indicating that there was something different about psychology from the other social sciences. The 1993 evaluation of U.S. research-doctorate programs (Goldberger, Maher, & Flattau, 1995) classified psychology within the same rubric, and this policy is being continued by the assessment under way today (National Academies U.S., 2006).
It is evident from the above that there have been difficulties in deciding whether to classify the behavioral sciences in the sciences or the social sciences. The two standard library classifications even treat psychology as being more related to the humanities. Due to the findings of this article, one possible classificatory consideration to be taken into account in dealing with the behavioral sciences is the pattern of the journal literature of a given discipline-particularly whether this discipline is adhering to the science model of dominant review journals playing a major role in the development of consensual paradigms. The 10 review journals among the 60 SSCI JCR titles highest in impact factor provide an opportunity to explore this possibility. Of these 10 review journals, 7 were also covered by the SCI JCR, and 8 classed in the behavioral sciences of which 6 were among and 0.28 for the SSCI), whereas total cites has rather good correlations with 2005 articles (0.70 for the SCI and 0.56 for the SSCI). We do not find this surprising because the impact factor is a measure specifically designed to control for physical size, whereas total cites are partially a function of physical size. What we do find surprising and significant are the high correlations of the impact factor with total cites (0.68 for the SCI and 0.74 for SSCI). An analysis of the extreme outliers was undertaken to understand better what was happening. In both SCI and SSCI cases, the primary outliers were small review journals. Thus, of the 25 SCI extreme outliers, 13 were review journals, and of 13 SSCI extreme outliers, 6 were review journals. These results are in line with the finding by Bensman (2007b, pp. 49-55 ) with a set of 120 chemistry journals that the more carefully the set was defined in terms of function by restricting it to research journals through exclusion of the review journals, the more the impact factor and total cites approximated each other as measures of journal importance. The high Pearson correlations between the impact factor and total cites in the 2005 JCRs were corroborated with the Spearman rank-order correlation by Loet Leydesdorff (personal communication, June 2, 2007) , who obtained coefficients of 0.71 for the SCI measures and 0.76 for the SSCI measures-both significant at 0.01 level.
The above findings indicate that when a journal set is clearly defined by research function by excluding small review journals, the older, larger, and more prestigious the journals, the higher their current mean citation rates tend to be. These findings confirm what Garfield found empirically. In a study of 1,000 papers most highly cited over the preceding decade, Garfield (1973) discovered not only that 200 journals accounted for all of them but also that merely 15 journals those also covered by the SCI JCR. The distribution of these eight high-impact behavioral science review journals over SSCI subject categories was as follows: psychology, biological-1; psychology, clinical-2; psychology, developmental-1; psychology, experimental-1; and psychology, multidisciplinary-3. Of the two behavioral science review journals not also covered by the SCI JCR, one was in psychology, clinical, and the other was in psychology, developmental. From this, it can be deduced that at least certain fields in psychology are adhering to the science model of dominant review journals and that this adherence accounting for a good proportion of the variance and positive skew of the SSCI JCR impact factor distribution.
Relationship of the Impact Factor to Total Cites and 2005 Articles
The final step in the analysis was to investigate the relationship of the impact factor to total cites and 2005 articles. Both total cites and 2005 articles are measures of journal size. The number of 2005 articles can be considered a pure measure of the current physical size of a journal. However, for its part, the total cites measure represents a complex amalgam of current and past physical size, the past temporal size in terms of the age and concomitant length of the backfile, as well as the as the quality or prestige of the journal. This author (Bensman, 1996; Bensman, 2007b; Bensman, 2007c; Bensman and Wilder, 1998) has consistently found total cites to be a better surrogate than the impact factor for the library use and expert ratings of journals. He has also discovered total citations to the publications of the faculty of scientific research-doctorate programs to be more highly correlated with the peer ratings of these programs than mean citation rate per faculty member.
To investigate the relationship of the impact factor to total cites and 2005 articles, the Pearson product-moment correlation coefficient r was utilized. The Pearson r requires both variables to be normally distributed, and accordingly there were performed the transformations recommended by Elliott (1977, p. 33) . Those variables, which tested to be of the negative binomial type-all the SCI measures as well as SSCI total cites and 2005 articles-were subjected to the natural logarithmic transformation. The SSCI impact factors had been found to follow the Poisson distribution, and therefore the square root transformation was employed. These transformations caused the distributions to approximate closely the normal distribution in terms of the mean-to-median ratio and variance. They also made the distributions much more symmetrical by considerably reducing the positive skewness, although some excess positive skewness remained. We find it interesting enough that in both SCI and SSCI cases, the impact factor distributions remained more positively skewed than the others despite the different transformations employed. Tables 8 and 9 present the results of the Pearson r correlation analysis. In both SCI and SSCI cases, the impact factor has a low correlation with 2005 articles (0.27 for the SCI probabilistic homogeneity and independence of events in that the occurrence of an event does not affect the probability of its further occurrence. The latter condition is the stochastic process known in statistics as "contagion," and it is the model for cumulative advantage or a success-breeds-success mechanism known as the Matthew Effect. The Poisson arises from the binomial as the probability of occurrence becomes very small, and it is the model for random, rare events. In contrast, distributions of the NBD type arise when there is probabilistic heterogeneity and contagion is operative, and their primary characteristic is a variance far greater than the variance of either the Poisson or the binomial.
The chi-squared tests indicated that the distribution of journals by the impact factor conformed to a contagious distribution of the NBD type in the SCI JCR but to the Poisson in the SSCI JCR. However, the SSCI test came close to rejecting the Poisson in favor of a distribution of the NBD type-a standard normal deviate of 1.86 instead of the 1.96 or above required for rejection. Both the SCI and SSCI distributions were positively skewed-the SCI distribution much more so than the SSCI one. All these are signs of excessive variance. To discover the causes of this excessive variance, the journals highest in the impact factor and causing the bulk of the variance-64 SCI titles and 60 SSCI titleswere closely examined in respect to the subject categories in which they were classed and whether they were research or review journals. In respect to subject categories, both SCI and SSCI high-impact titles tended to class in fields where research is well-funded by the NIH. These fields tended to be bigger in numbers of journals and articles, causing both to have a higher probability of being cited. It thus seems that the probabilistic structures of both JCRs are heavily influenced by the biomedical multiplier effect that so influenced the development of American research universities after World War II due to ample NIH research funding. In respect to the research versus review function, it was found that review journals were much more predominant among the high-impact SCI journals than the SSCI ones. Review articles tend have much higher citation rates than research articles, and one reason for this is their role in defining the consensual paradigms that govern a given discipline. The review function appears to be much more important in the journal literature of the sciences than of the social sciences, and this accounts for the much higher variance and skewness of the SCI impact factor distribution in comparison to the SSCI one. It should be pointed out that the review function may be performed in the social sciences by the monograph instead of the review journal, and this may account for such journals as Contemporary Sociology and the Journal of Economic Literature where the book review is the predominant feature. There is evidence that the Journal of Economic Literature plays a role in paradigm development because it was among the 10 SSCI review journals highest on the impact factor.
In respect to the relationship of the impact factor to total cites and 2005 articles, the most important finding was that in both SCI and SSCI JCRs there were remarkably high
