The demand for high quality and speed in graphical representations of 3D scenes is continuously increasing. An important aspect of visual realism is real-time processing of transparent objects. In order to provide a realistic solution to be considered for future graphics cards, proposed extensions to the hardware need to be small. In this paper, we propose two new hardware oriented proposals for computing order independent transparency for any number of layers. The first proposal is based on the precomputation of the contribution factor of each element to the final colour of the pixel. This permits the evaluation of the transparent objects without requiring their previous sorting. The second proposal is based on the utilization of a pre-sorting stage so that the transparent objects are organized in a back to front order. In both proposals, time requirements are reduced with respect to previous solutions.
INTRODUCTION
The support for transparent effects in current graphics cards is rather simplistic and limited. Increasing the visual realism in scenes with high depth complexity is demanded in realtime applications. However, rendering transparent objects properly into a scene usually requires sorting, because blending in arbitrary order can produce serious artifacts. Orderindependent transparency implies an architectural challenge because this cannot be properly solved using the traditional rendering architecture.
The Z buffer algorithm does not process the transparent surfaces correctly [1, 2] . The A-buffer software algorithm solves this problem by storing a list of fragments per pixel [3] and compositing them following a back-to-front order. Multipass algorithms have also been proposed [4, 5] which process the transparent layers sequentially. Two depth buffers are used concurrently to determine the farthest unprocessed transparent surface for each pixel. Although the transparent contribution to the final colour is correctly computed, transparent surfaces need to be buffered by the application. Depth peeling technique [6] does not require the scene to be rendered in a sorted order, at the cost of multiplying the number of rendering passes. The F-buffer [7] is an extension hardware architecture that solves the transparency problem by storing and accessing fragments in a stream. The most difficult issue associated with F-buffer is the problem of buffer overflow, so some hardware and/or software method must be provided to deal with this issue. In [8] , the Z 3 algorithm for low-cost hardware antialiasing and orderindependent transparency is presented, but it only renders a fixed number of transparent levels correctly.
Low cost hardware addressing the problem of orderindependent transparency was recently proposed in [9] . Here, the A-buffer algorithm was implemented into hardware by including an additional storage system (R-buffer (RB)) to store the fragments associated with each pixel. This proposal was also used for a new architecture for interactive unstructured volume rendering [10] , and in [11] , where an additional delay stream between the vertex and pixel processing units has been proposed.
In this paper, we present two new algorithms that reduce the time requirements of the previous proposals. The first algorithm is based on the precomputation of the contribution of each fragment to the final colour of the pixel. The second algorithm is based on a pre-sorting stage, where the fragments are initially sorted from back-to-front. In summary, keeping in mind only conservative hardware modifications, we have developed two new proposals, both allow the computation of order-independent transparency for any number of layers, but reduce the time requirements of previous solutions.
BLENDING TRANSPARENT OBJECTS
In this section, we briefly outline the operations to be performed for blending transparent objects and the generic problems of implementing this algorithm on current graphic systems. A more detailed analysis can be found in [12] . This summary also introduces the notation employed throughout the paper.
To compose the colour of the different object fragments associated to a given pixel, an RGB colour and a Z buffer depth value are associated to each pixel on the screen. Each object has an associated alpha value (α ∈ [0.0, 1.0]) defining its degree of transparency, ranging from fully transparent (0.0) to fully opaque (1.0).
To render a not-opaque object on top of an existing scene, each pixel covered by it should update its colour. To obtain the final colour c of the pixel, the transparent object is blended with the original pixel colour. This involves the following operation:
where c s is the colour of the transparent object, α s is the object's alpha and c d is the pixel colour before blending. The blending equation [Equation (1)] is order-dependent, that is, rendering transparent objects into a scene requires their previous sorting. This means that the opaque objects should be rendered first. Next, the not-occluded transparent objects are rendered following a back-to-front order. To clarify, let us consider the example of Figure 1 . In this example seven elements cover a pixel during rasterization, five of them are transparent (T 2 , T 3 , T 5 , T 6 and T 7 ) and two opaque (O 1 and O 4 ). Note that the camera is located on the left side and that the subindices indicate the sequential ordering in which the elements are received by the graphics card. The final colour is given by the contribution of the closest opaque element (O 4 ) and the blending of the sorted transparent elements on top: first T 7 , second T 5 , third T 3 and finally T 6 .
The available hardware resources in graphics cards together with the necessity of real-time applications make the correct sorting of the objects a difficult architectural and scheduling problem to solve. In the following we present two new proposals. For reasons of clarity, the presentation of the algorithms (next two sections) is focused on the operations to be performed for all fragments corresponding to a given pixel.
In both cases the objective was to reduce the time requirements of previous solutions, but with only minor modifications to the general structure of current graphics cards. We consider that only one comparison, one multiplication and two additions can be performed per cycle. The first proposal does not require the complete sorting of all objects. The second proposal is based on an optimized pre-sorting stage. Both hardware oriented algorithms should be considered as good alternative options for their implementation in future graphics cards.
HARDWARE ORIENTED ALGORITHM BASED ON WEIGHT FACTORS COMPUTATIONS
In this section, we propose a hardware oriented proposal for processing the transparencies without requiring their previous sorting. The algorithm that we propose is based on the analysis of Equation (1) . Breaking the recursivity of this equation allows the development of a new framework based on the computation of the accumulative products of the transparency factors (1 − α). Let us consider a system of n+1 elements E i (i = 0, . . . , n), being n of them transparent and the other is an opaque element behind them. The final colour of the pixel c can be computed as [see Equation (1) 
where c i is the colour of the transparent element i, α i is the element's alpha and w i represents the contribution (weight factor) of the transparent element i to the final colour of the pixel. This factor w i is given by the accumulative contribution of all transparent elements j on top of the element i (Z j < Z i ). That is:
with
The key idea of the algorithm we propose and which enables the reduction of passes is that the (1 − α j ) terms for transparent surfaces in front of the closest opaque object are multiplicative. To determine the blending weight of any surface the product of the (1 − α j ) terms for the surfaces in front of it has to be computed. This can be performed in any order and not just in a back-to-front sorted order as in previous algorithms. To clarify let us consider the example of Figure 1 where a set of five elements contribute to the final colour of the pixel; four are transparent elements (T 6 , T 3 , T 5 and T 7 ) and one is opaque (O 4 ). The final colour is computed as:
Note that the contribution of each not-occluded element to the final colour of the pixel is weighted by the product of the (1−α j ) values of all transparent elements on top. For example, the weight factor to be applied to the element T 5 is (1−α 6 )(1−α 3 ), as Z 6 and Z 3 are smaller than Z 5 .
Our proposal calculates effectively order-independent transparency through the direct computation of the accumulative contribution of the transparent elements, that is, the weight factors (WF). The solution we propose is schematically presented in Figure 2 . First of all, the objects are rasterized into fragments in arbitrary order (Phase 1). In this stage, the closest opaque fragment is placed into the frame buffer and the transparent fragments into another buffer called M buffer . In the next stage (Phase 2), the transparent fragments behind the closest opaque are eliminated. In the last stage (Phase 3), each fragment is compared with all those following in the M buffer in order to compute the WF and the blending of the fragment is performed according to Equation (2) .
The algorithm based on WF computations is outlined in Figure 3 . There are basically three stages: setup (lines 1-6), the removal of the occluded transparent fragments (lines 7-10) and the computation of the WF together with processing of the final colour of the pixel (lines 11-18). Note that the structure of this algorithm and its sequential nature is directly associated to the reduced number of hardware resources available.
During the setup stage the closest opaque object is selected and some transparent fragments behind it are eliminated. The n + 1 elements are processed sequentially as they are received (from E 0 to E n ), which determines the structure of the algorithm. To determine the closest opaque object, the Z buffer stores the Z coordinate of the currently closest opaque object that is already processed. To do this, the Z i coordinates of all elements are sequentially compared with the current Z buffer (line 3). When element E i is closer, it has to be considered for the following stages (lines [4] [5] . In this case, if the element is transparent, it is stored in the M buffer list (line 4) and its weight factor w i is initialized to c i * α i . Note that with this method, we directly compute the weighted colour instead of the weight factor. This way, the multiplication by the fragment colour is performed in advance, avoiding additional cycles that would be required otherwise. If element E i is opaque, it is considered to be the new closest opaque element and the Z buffer is updated.
Some transparent elements were visible when compared to the front-most opaque element at the time they were processed, but a nearer opaque element may be processed subsequently and would obscure them. That is, due to the nature of the algorithm, some transparent elements are stored in the M buffer list on the basis of a comparison with the currently closest opaque element at the time they are processed. Then, all elements in the M buffer have to be analysed (line 7-10) and eliminated, if they are behind the opaque element (line 8). Otherwise, the colour of the pixel, c, is updated (line 9).
To compute the WF of all transparent elements (lines 11-15), each element is compared with all those following in the M buffer list. Specifically, the WF are updated taking into account the relative position of the elements (lines 13 and 14). Once the element E i is compared/processed with all the remaining elements in the M buffer , its weight factor w i is 
fully computed. Hence, the contribution of E i to the pixel is calculated (line 16).
To clarify, let us apply the algorithm to the example in Figure 1 . Table 1 shows the processing steps to be performed (from top to bottom). In the first column the elements involved are indicated. In the second and third column, the comparison and the consequent operations to be performed are shown. Note that the comparisons among two Z values, Z i and Z j , are indicated with an operator C(Z i , Z j ). The fourth column shows the element associated to the Z buffer . In the last column the elements stored in the M buffer are listed.
As we can see in the example, all transparent elements are included in the M buffer and the closest opaque object is O 4 , after the setup phase. Note that the element T 2 was included because, in the moment it was processed, the current opaque element was O 1 . This problem is detected in the second phase and the element is eliminated. The remaining transparent elements are also tested against O 4 and the colour of the pixel c is updated.
In Phase 3, as was explained before, the first element in the M buffer , T 3 , is compared with the following elements in M buffer , i.e. T 5 , T 6 and T 7 . The comparison is performed in pairs where the factor corresponding to the farther transparent element is updated with the alpha value of the closest. When T 3 is compared/processed with the last element of the list, T 7 , its weight factor is completed and the contribution of T 3 to the colour of the pixel can be applied. This procedure is repeated until all elements are processed.
This algorithm permits the computation of the final colour of the pixel without requiring a previous sorting of the transparent elements. This is achieved with the computation of the WF associated to each element. In all steps the only hardware required is a comparator, two adders and a multiplier.
HARDWARE ORIENTED PROPOSAL BASED ON A PRE-SORTING STAGE
In this section, we propose a different algorithm based on the utilization of a hardware pre-sorting stage (PS). The objective of the proposal is the reduction of the time requirements of previous proposals by means of including an initial fragment sorting stage. The solution we propose is schematically presented in Figure 4 . In this algorithm based on a pre-sorting (PS), the WF stage (Phase 3) of the WF algorithm is substituted by two steps; a pre-sorting (Phase 3.1) stage in which the transparent fragments are sorted and a blending stage (Phase 3.2), where the final colour of the pixel is calculated according to Equation (1). Phase 1 and Phase 2 in the PS algorithm are the same as in the WF algorithm.
The key idea of our new algorithm is the utilization of a PS. This pre-sorting is based on a simple premise: the transitive property of the relation of distance. This is summarized in the following relation:
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In the following, we present the data sorting proposed, which is based on this property. For reasons of clarity let us assume that the number of transparent fragments n is a power of two. The sorting algorithm implies a sequence of stages. In the first stage, groups of 2 0 elements are considered, where each pair of groups is combined onto a unique sorted group with 2 1 elements. In the second stage, groups with 2 1 elements are combined in pairs so that groups with 2 2 elements are obtained. In general, in stage i, each pair of groups with 2 i elements are combined into a group with 2 i+1 elements. That is, log 2 n sorting stages are required for n fragments.
The sorting algorithm is outlined in Figure 5 . The notation we employ is based on the utilization of a set of 2D matrices to represent the data flow. This set is formed by log 2 n matrices {M i , 1 ≤ i ≤ log 2 n}. The matrix M i has n/2 i−1 rows with 2 i−1 data elements in each row. Given a sorting stage i, matrix M i represents the partially sorted data until this step. The following sorting stage combines each pair of consecutive rows of the matrix into one, so that matrix M i+1 is obtained. For sorting and combining two rows of the matrix, we employ the sorting property previously mentioned:
Therefore, M i j,k does not have to be compared with the following elements of the row j + 1.
Returning to the algorithm in Figure 5 , log 2 n stages are required for the sorting of n fragments (line 1). In each stage, a pair of groups with 2 i−1 elements are combined into a group with 2 i elements, which implies n/2 i combinations per stage (lines 2-19). Each element M i 2j −1,l of a group is compared with an element M i 2j,m of the following group, and the farthest element is detected and stored into the new group in M i+1 (lines 5-10). This is repeated until all elements of one of the two groups are processed. Once one of the groups is fully processed, the remaining elements of the other group are already sorted and can be directly stored in M i+1 (lines 11-16). To clarify, let us apply the algorithm to the example in Figure 1 . Table 2 shows the states of the completed algorithm with all three phases. After Phase 2 there are four transparent fragments in the M buffer , {T 3 , T 5 , T 6 , T 7 }. In the PS, the third column of the table was split into three columns in order to show three 2D matrices used to represent the data flow. The different rows of the matrices are indicated with / and each step is separated in a line. In the first step, the elements of the M buffer are stored in M 1 . Then, two sorting operations are performed, T 3 with T 5 and T 6 with T 7 . The result of the comparisons is stored in M 2 . In the second step, the two groups to be analysed are {T 5 , T 3 } and {T 7 , T 6 }. T 3 and T 6 are compared, then T 6 is selected and stored in M 3 . It is important to note that T 6 does not have to be compared with T 5 . Afterwards, the following fragments to be compared are T 3 and T 7 and T 3 is selected, and so on. In the last step, the elements are also included in the M buffer .
In the final phase the colour is computed sequentially with the contribution of all sorted elements. 
ANALYSIS OF THE HARDWARE AND TIMING REQUIREMENTS
In this section we present the results of the evaluation of the algorithms we propose in terms of the time and hardware requirements. The RB proposal [9] is employed as a reference for comparison because it is a recent hardware oriented proposal based on a conservative extension of current graphics cards.
In the following and to enable a comparison, we will focus the presentation on the processing of fragments corresponding to an unique pixel. To clarify the explanation, let us assume that D fragments are analysed and that finally only n+1 are composed, that is, one opaque fragment and n transparent elements on top of it. On the other hand, we suppose N pixels with N = p × p.
Both algorithms process fragments corresponding to a given pixel in an independent way. This suggests that fragments belonging to a single pixel are stored sequentially in the M buffer . Although the fragments are produced by the rasterizer in random order, different efficient storage schemes can be used for storing the fragments in an organized way. As an example of possible storage scheme, the fragments memory can be organized in sections of D avg words (see Figure 6 ) where D avg is the average number of fragments per pixel. Then, pixel i has assigned the storage section i, with capacity for D avg fragments. For a system with N pixels, N storage sections would be required.
This basic solution limits the number of fragments assigned per pixel to D avg . To extend the storage capabilities, more than one storage section can be dynamically assigned to a given pixel with the inclusion of a pointer memory, as is indicated in Figure 6 . The information stored per section permits to identify if one section was sufficient (by storing for example a NULL pointer) or if the following fragments were stored in another section (by storing the section index). If more than D avg fragments are assigned to pixel i, the first D avg fragments are stored in section i of the fragments memory, the following set of fragments would be stored in another section j (j ≥ N ) of the fragments memory, and so on. The pointer would indicate that section i continues in section j .
Both algorithms, as will be shown in the following sections, reduce the time requirements per pixel with respect to previous proposals. This is at the cost of including an organized storage scheme in contrast with the traditional random storage. Next to the theoretical comparison, we will present numeric results of the comparison of the WF/PS algorithms with the RB algorithm in Section 5.4.
R-Buffer proposal
In this section, we outline the time requirements of the RB proposal. An extended analysis can be found in [9] .
The algorithm is subdivided into three phases. In the first phase, the setup is performed in which the fragments are sequentially processed and stored if they are in front of the current opaque object. In the second phase, all stored fragments are analysed and eliminated if they are behind the selected opaque object. Additionally, the Z value of the transparent element immediately in front of the opaque object is determined and stored as the NZ (next Z) value. The third phase is an iterative process; all transparent elements are analysed and their Z values are compared with the NZ value. The objective is the identification of the fragment that corresponds to the NZ value to be processed. At the same time of these operations, the next Z value is determined for preparing the following stage of the algorithm. This phase is repeated until all fragments are eliminated and composed.
With respect to the time requirements, we can estimate the number of cycles per phase. The first and second phases require D and n cycles respectively. The number of cycles of phase 3 is fixed and determined by the number of fragments in the RB and those that are still not composed. This way, as this phase has to be executed n times, the total number of cycles is n−1 i=0 n − i = [n(n + 1)]/2. Then, the number of cycles of the RB proposal is given by:
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WF Algorithm
We analyse the number of cycles for each stage of the WF algorithm (see Section 3). Phase 1 requires D cycles, Phase 2 requires n cycles and Phase 3 requires
cycles. Then, the number of cycles of the weight factor proposal is given by:
Comparing this with the number of cycles associated with RB algorithm [Equation (7)]:
Therefore, our WF algorithm requires less cycles than the RB algorithm.
PS algorithm
The PS algorithm (see Section 4) requires D cycles for Phase 1, n cycles for Phase 2 and n cycles for Phase 3.2. Phase 3.1 has to be executed log 2 n times, so the number of cycles is n· log 2 n. Then, the number of cycles of our proposed PS algorithm is given by
Comparing this with the number of cycles associated with the RB algorithm:
This proposal requires additional hardware for implementing the PS. This can be performed by a simple system of FIFO queues as indicated in Appendix A. 
Analysis of results
In the following we analyse the time and hardware requirements of the proposals through numerical examples.
In Figure 7 , we summarize the timing comparison between the RB algorithm and the new proposals. Specifically, the number of cycles for different numbers of fragments per pixel, D, is depicted. As we can see in the figure, time requirements are reduced in the new proposals. Note that the benefits of the new proposals increase for larger number n of transparent fragments. This number can be very high for complex interpenetrating transparent objects as for example, in unstructured volume rendering where hundreds of layers can be associated with some pixels [13] .
In the following, we include the results obtained with three of the scenes employed in our tests: Teatime (see Figure 8a) , Boeing (see Figure 8b ) and Brain (see Figure 8c) . Similar results were obtained with other scenes we employed for testing the proposal. Figures 9a-c were obtained with the WF algorithm. Images obtained with the RB and PS approaches are identical to the WF proposal.
In Table 3 the results for the three scenes with 512 × 512 pixels are provided. For each image, the first column includes the average number of transparencies per pixel,n, and the second column shows the maximum number of transparencies per pixel, n max . In Table 4 the average number of cycles per pixel for RB, WF and PS algorithms for the three different scenes are indicated. Our proposals reduce the number of cycles ∼14.5% for these tests with a small number of layers (see Table 3 ). Performance increases with the number of layers for both algorithms. For a larger number of layers, PS performs better, while WF is superior for a smaller number of layers. With respect to the storage requirements, the RB storage scheme, implies a random memory for storing the fragments, while our solutions implies an organized scheme based of storage sections for D avg fragments. This directly implies larger requirements for our solutions. However, the utilization of sections of limited size (D avg words) permits a reasonable storage requirements for our solutions.
Another advantage of our new proposals is the achieved reduction of the memory bandwidth. This is due to the fact that the new proposals can be formulated in terms of normal depth comparisons, whereas the R-buffer requires a simultaneous comparison against two depth values.
In summary, both novel algorithms reduce the time and memory bandwidth requirements of previous hardware proposals. In both cases, these benefits can be achieved with only minor modifications of the previous implementations. Therefore, this makes these algorithms interesting candidates for a hardware implementation in future graphics cards.
CONCLUSIONS
In this paper we have presented two new hardware oriented algorithms for the rendering of not-sorted transparent layers. Both algorithms have been designed to be mapped onto current graphics architectures by including only minor modifications/extensions of their current structure.
The first proposal we presented is based on the computation of the weight factor contribution of each fragment. These factors can be computed without requiring the previous sorting of the fragments. As result, the fragments can be sequentially stored and processed and the data management is very simple.
The second algorithm proposed is based on the utilization of an initial sorting stage of the fragments. Once the fragments are stored, the final colour can be directly composed resulting with very low time requirements.
Both algorithms permit a reduction of the time requirements of previous proposals. Moreover, in both cases the algorithms have been designed to be integrated into current graphics architectures with only a few extensions required to the hardware. As a result, we consider that these proposals are interesting candidates for consideration in future graphics cards.
APPENDIX A. PROJECTION OF THE PS ONTO HARDWARE
In this appendix, we present the mapping of the pre-sorting stage (PS) onto hardware. All fragments are sequentially stored in the memory and the sorting is performed through the correct address management. Specifically, the sorting is mapped onto hardware as a reordering of addresses. This reordering can be implemented using FIFO queues.
A reordering system is composed of two input and two output FIFO queues each of n/2 storage elements. Note that each element stores the memory address of a fragment. In each sorting stage, the input elements are sorted in the output FIFO queues. These queues are considered as input queues for the next sorting stage.
As we discussed in Section 4, log 2 n sorting stages are required for n elements. The size of the groups depends on the sorting stage. As the same system of FIFO queues is employed in the different sorting stages, the interpretation of the FIFO cells changes from stage to stage.
As an example, the FIFO structure for eight elements is depicted in Figure 10 . The eight memory addresses, associated with eight fragments, are stored in two FIFO queues of four positions. The information stored in the first two cells is employed to address the fragments memory where the Z value of the two fragments is stored. The two values are compared and the farther fragment is detected. The corresponding address is selected in the comparator/selector and is sent to the output queues. Specifically, this information is introduced in the left cell of one of the two FIFO queues with the corresponding shift control.
The input FIFO shift depends on the sorting stage (group size) and on the result of the previous comparisons. The output FIFO shift depends on the sorting stage. Both dependences are detailed below.
The shift control for the input queues is outlined in Figure 11 . The different log 2 (n/2) stages are executed (line 1) and in each stage all the n elements are sequentially processed (line 3). The 2 stage elements of the two groups are sequentially compared until all elements in one of the two groups are processed (lines 4-7). The comparison is performed in pairs, where we call Z 0 to the Z coordinate of the element in the right cell of the first queue and Z 1 the corresponding element in the second queue. The farthest fragment is detected and sent to the output queues. The corresponding input queue is shifted (lines 5 and 6). Once one of the groups is fully processed, the remaining elements of the other queue are also shifted (lines 8 and 9). This process is repeated for all elements in the input queues in each stage.
The shift control for the output queues is outlined in Figure 12 . The different log 2 (n/2) stages are processed (line 1) and in each stage all the n elements are sequentially stored (line 5). The sorted groups, with 2 stage+1 elements, are alternatively stored in FIFO 0 and FIFO 1 (line 6 and 7) with the last stage (line 4) as the only exception, where all n sorted elements are obtained. In this case the first n/2 elements are stored in the FIFO 0 and next n/2 elements in FIFO 1.
