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Let R be aK-algebra acting densely onVD, whereK is a commutative
ring with unity and V is a right vector space over a division K-
algebra D. Let f (X1, . . . , Xt) be an arbitrary and ﬁxed polynomial
over K in noncommuting indeterminates X1, . . . , Xt with constant
term 0 such that μR /= 0 for some μ ∈ K occurring in the coef-
ﬁcients of f (X1, . . . , Xt). It is proved that a right ideal ρ of R is
generated by an idempotent of ﬁnite rank if and only if the rank
of f (x1, . . . , xt) is bounded above by a same natural number for
all x1, . . . , xt ∈ ρ . In this case, the rank of the idempotent that
generates ρ is also explicitly given. The results are then applied
to considering the triangularization of ρ and the irreducibility of
f (ρ), where f (ρ) denotes the additive subgroup of R generated by
the elements f (x1, . . . , xt) for x1, . . . , xt ∈ ρ .
© 2009 Elsevier Inc. All rights reserved.
1. Results
Throughout, rings are always associative but do not necessarily have a unity. Let R be a ring acting
densely on VD, where V is a right vector space over a division ring D. That is, for any ﬁnitely many
D-independent vectors v1, . . . , vn ∈ V and any vectors w1, . . . ,wn ∈ V , there exists r ∈ R such that
rvi = wi for i = 1, . . . , n. The ring R is clearly a prime ring, i.e., given a, b ∈ R, aRb = 0 implies that
either a = 0 or b = 0. We let soc(R) denote the socle of the ring R, which is deﬁned as the sum of
all minimal right ideals of R. Since R is a prime ring, soc(R) is also equal to the sum of all minimal
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left ideals of R. For r ∈ R, the rank of r, denoted by rank(r), is deﬁned as the dimension of (rV)D. It is
well-known that soc(R) = {r ∈ R|rank(r) < ∞}. Our study was motivated by the following results:
(1) Let S be a prime ring with extended centroid C. Then a right ideal ρ of S is a PI-ring iff S is a GPI-
ring and ρC = e(SC) for some idempotent e ∈ soc(SC) (see [10, Proposition] or [11, Corollary
1.4]).
(2) Let ρ be a nonzero right ideal of the endomorphism ring S :=End(VD). Then ρ = e S for some
idempotent e ∈ S of rank 1 iff the rank of xy − yx is at most 1 for all x, y ∈ ρ (see [14, Theorem
1.6]).
(3) Let X be a real or complex locally convex vector space and let Lc(X ) denote the algebra of all
continuous functions on X . Then a nonzero right ideal ρ of Lc(X ) is generated by an element
of rank 1 iff the rank of xy − yx is at most 1 for all x, y ∈ ρ (see [15, Theorem 1.6]).
We refer the readers to the books [1,8] for GPI-rings, the extended centroid C and PI-algebras. In
(1), by [13, Theorem 3], SC is always a prime ring with nonzero socle and so SC acts densely on (SCe)Δ,
where e ∈ soc(SC) is aminimal idempotent andwhereΔ:=eSCe is a central division C-algebra. In (3),
for x ∈ X and a continuous functional f on X , if x ⊗ f denotes the map X  y → f (y)x, then x ⊗ f ∈
Lc(X ). We claim that the algebra Lc(X ) acts densely on X . Indeed, if {x1, . . . , xn} is an independent
subset of X and if {y1, . . . , yn} is a set of arbitrary n elements in X , then by [17, Theorem II.4.2], there
is an independent subset {fi|i = 1, . . . , n} of continuous linear functionals on X satisfying fi(xj) = δij
for 1 i, j n, where δij denotes the Kronecker notation. If let h:=y1 ⊗ f1 + · · · + yn ⊗ fn ∈ Lc(X ),
then h(xi) = ∑nj=1 fj(xi)yj = yi for i = 1, . . . , n. This proves that Lc(X ) acts densely on X .
In general, R is a prime ring with a minimal right ideal if and only if R acts densely on VD and R
contains a nonzero element of ﬁnite rank. Thus, we are motivated by the results above to study the
right ideals generated by an element of ﬁnite rank. Aswewill see later, this enjoys the connectionwith
triangularization and irreducibility of such right ideals. Fromnowon,we always assume the following:
Let R be a K-algebra acting densely on VD, a right vector space over a division K-algebra D, where K is
a commutative ring with unity. Let f (X1, . . . , Xt) be a ﬁxed nonzero polynomial over K in noncommuting
indeterminates X1, . . . , Xt with constant term 0 such that μR /= 0 for some μ ∈ K occurring in the
coefﬁcients of f (X1, . . . , Xt). We let C denote the extended centroid of R.
It is easy to prove that C is equal to the center of the division algebra D. In what follows, by a
one-sided ideal I of Rwe always assume that I is a unitary K-module. For a, b ∈ R, let [a, b] = ab − ba.
Given two additive subgroups A, B of R, [A, B] denotes the additive subgroup of R generated by the set
{[a, b]|a ∈ A, b ∈ B}.Moreover,we let f (A)denote the additive subgroupofR generatedby all elements
of the form f (x1, . . . , xt) for x1, . . . , xt ∈ A. A polynomial f (X1, . . . , Xt) is called central-valued on R
if f (x1, . . . , xt) ∈ Z(R), the center of R, for all x1, . . . , xt ∈ R. The polynomial f (X1, . . . , Xt) is called a
polynomial identity for R if f (x1, . . . , xt) = 0 for all x1, . . . , xt ∈ R and is called a central polynomial for
R if it is central-valued on R but f (a1, . . . , at) /= 0 for some a1, . . . , at ∈ R.
We begin with a characterization of right ideals generated by an idempotent of ﬁnite rank.
Theorem 1.1. A right ideal ρ of R is generated by an idempotent of ﬁnite rank iff the rank of f (x1, . . . , xt)
is bounded above by a same natural number for all x1, . . . , xt ∈ ρ.
The next theorem provides information of the rank of the idempotent that generates ρ . We say that
a polynomial f (X1, . . . , Xt) takes a unit in R if f (x1, . . . , xt) is a unit in R for some x1, . . . , xt ∈ R.
Theorem 1.2. Suppose that ρ is a right ideal of R satisfying the following:
(1) Max{rank (f (x1, . . . , xt)) |x1, . . . , xt ∈ ρ} = k 0, and
(2) f (X1, . . . , Xt) takes a unit inMk+1(D).
Then ρ = eR for some idempotent e ∈ R of rank k.
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Theorem 1.2 has the following two consequences:
Theorem 1.3. Let k and m be positive integers and let 0 /= β ∈ K. Then a right ideal ρ of R is generated
by an idempotent of rank k iff
Max {rank ((xy + βyx)m) |x, y ∈ ρ} = k.
Theorem 1.4. Let D be an inﬁnite division algebra over K. Suppose that ρ is a right ideal of R such
that Max{rank (f (x1, . . . , xt)) |x1, . . . , xt ∈ ρ} = k 0. If f (X1, . . . , Xt) is not a polynomial identity for
Mk+1(D), then ρ = eR for some idempotent e ∈ R of rank k.
The following example shows that the inﬁnity assumption on D is essential to Theorem 1.4.
Example 1.5. Let F be a ﬁnite ﬁeld and let k 2 be a positive integer. By [4, Theorem], there exists a
polynomial f (X1, . . . , Xt) with coefﬁcients in F such that
{f (x1, . . . , xt)|x1, . . . , xt ∈ Mk(F)} = {x ∈ Mk(F)|xk = 0}.
Then f (X1, . . . , Xt)has constant term0,Max{rank (f (x1, . . . , xt)) |x1, . . . , xt ∈ Mk(F)} is equal to k − 1
and f (X1, . . . , Xt) is not a polynomial identity for Mk(F). Clearly, Mk(F) cannot be generated by an
idempotent of rank k − 1.
We notice that the polynomial f (X1, . . . , Xt) in Example 1.5 cannot be multilinear by [12, Theorem
4]. Motivated by Theorem 1.4 and Example 1.5, we raise the following:
Question 1.6. Let K be a commutative ring with unity and let D be a division algebra over K . If
f (X1, . . . , Xt) is a multilinear polynomial over K , which is not a polynomial identity for Mk(D), then
does f (X1, . . . , Xt) take a unit in Mk(D)?
The answer is afﬁrmative if D is inﬁnite by Theorem 2.4 below. Thus the question is reduced to the
case where D is a ﬁnite ﬁeld.
Let S be a subset of R. A subspace W of V is called an invariant subspace of S if sW ⊆ W for all
s ∈ S. The subspaces V and {0} are two trivial invariant subspaces. The subset S of R is called reducible
if either S = {0} or S has a nontrivial invariant subspace; otherwise, S is called irreducible. It is clear
that a subset S of R is irreducible iff the subring of R generated by S is irreducible.
The following theorem answers when f (ρ) is irreducible for a right ideal ρ of R.
Theorem 1.7. Suppose that f (X1, . . . , Xt) is not central-valued on R. Then the following are equivalent for
a right ideal ρ of R:
(1) ρ is irreducible.
(2) ρV = V , where ρV denotes the subspace of V generated by all vectors bv for b ∈ ρ and v ∈ V .
(3) ρ acts densely on VD.
(4) f (ρ) is irreducible.
A subset S of R is called simultaneously triangularizable or simply triangularizable if there exists a
chain of S-invariant subspaces of VD which is indeed amaximal chain of subspaces of VD. In particular,
when VD is countably dimensional, S is triangularizable if and only if there exists a chain of subspaces
of VD : V0 ⊆ V1 ⊆ V2 ⊆ · · · such that V = ⋃∞i=0 Vi, dim (Vi)D = i and Vi is S-invariant for all i =
0, 1, 2, . . . The following gives a generalization of [15, Theorem 1.6].
Theorem 1.8. Let ρ be a right ideal of R. Suppose that [f (X1, . . . , Xt), Xt+1]Xt+2 is not a polynomial
identity for ρ and RD. Consider the following conditions:
(1) ρ is triangularizable.
(2) ρ is generated by an idempotent of rank 1.
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(3) Max {rank ([x, y]) |x, y ∈ ρ} = 1.
(4) Max {rank ([f (x1, . . . , xt), f (y1, . . . , yt)]) |x1, . . . , xt , y1, . . . , yt ∈ ρ} = 1.
Then (1) ⇐⇒ (2) ⇐⇒ (3) and (2) ⇒ (4) hold. In addition, if either D is inﬁnite or the polynomial
f (X1, . . . , Xt) is multilinear, then (4) ⇒ (2) holds.
Remark. In Theorem 1.8, we assume that [f (X1, . . . , Xt), Xt+1]Xt+2 is not a polynomial identity for
ρ . We notice that [f (X1, . . . , Xt), Xt+1]Xt+2 is a polynomial identity for the right ideal ρ iff ρ = eR
for some idempotent e ∈ R such that f (X1, . . . , Xt) is central-valued on eRe. Indeed, the implication
“⇐” is obvious. We next prove the implication “⇒”. In this case, ρ is itself a PI-ring. In view of [10,
Proposition], there exists an idempotent e ∈ soc(RC) such thatρC = eRC. Since soc(R) = soc(RC) (see
[1, Theorem 4.3.6]), it follows that e ∈ soc(R) and ρC ⊆ soc(R). Thus ρ = eR. Clearly, f (X1, . . . , Xt) is
central-valued on eRe.
2. Proofs and consequences
We begin with a basic observation.
Lemma 2.1. Let ρ be a right ideal of R. Suppose that b ∈ ρ has rank > k 1. If dim VD  2k, then there
exists a subspace W of VD of dimension k and w ∈ R such that W ∩ bwW = 0 and dim (bwW)D = k.
Proof. Suppose thatdim VD  2k. Since rank(b) > k, thereexistsa subspaceN ofVD such thatdim ND =
k = dim (bN)D. But since dim VD  2k, we can choose a subspace W of V such that W ∩ bN = 0 and
dimWD = k. Since R acts densely on VD, we have wW = N for some w ∈ R. So W ∩ bwW = 0, as
asserted. 
We now turn to the proof of Theorem 1.1. A polynomial f (X1, . . . , Xt) is called blended in Xi if Xi
occurs in every monomial occurring in f (X1, . . . , Xt), and f (X1, . . . , Xt) is blended if it is blended in
every Xi occurring in f (X1, . . . , Xt) (see [8, pp. 15–17]).
Proof of Theorem 1.1. The implication “⇒” is clear. We prove the implication “⇐”. Suppose that
the rank of f (x1, . . . , xt) is at most k for all x1, . . . , xt ∈ ρ , where k is a ﬁxed natural number.
Wecanassume that f (X1, . . . , Xt) is blended. In fact, if f (X1, . . . , Xt) is not blended inX1, thenwecan
use f (0, X2, . . . , Xt) to replace f (X1, . . . , Xt). Note that rank(a + b) rank(a) + rank(b) for a, b ∈ R.
Applying ﬁnitely many difference operators (see [8, p. 16]) to the polynomial f (X1, . . . , Xt), we may
assume from the start that f (X1, . . . , Xt) is multilinear. In this case, the integer kwill become large and
it depends on the height of the polynomial f (X1, . . . , Xt) (see [8, p. 15]). Write
f (X1, . . . , Xt) = β1X1X2 · · · Xt +
∑
1 /= σ∈Sym(t)
βσXσ(1)Xσ(2) · · · Xσ(t), (2.1)
where Sym(t) denotes the permutation group on the set {1, 2, . . . , t} and where all βσ ∈ K . Without
loss of generality,we assume thatβ1R /= 0 and t > 1. If dim VD = n, then R∼=Mn(D). In this case, it is
well-known that the right idealρ is generated by an idempotent. Sowe can assume that dim VD = ∞.
Suppose on the contrary that the ranks of elements in ρ are not bounded above. Fix two positive
integers s,  greater than both k + 1 and t. Choose an element b ∈ ρ such that rank(b) > (s + 1). By
Lemma 2.1, there exists a subspaceW of VD of dimension (s + 1) andw ∈ R such thatW ∩ bwW = 0
and dim (bwW)D = (s + 1). Let a:=bw ∈ ρ . We list the (s + 1) independent vectors inW
v01, v02, . . . , v0; v11, v12, . . . , v1; . . . ; vs1, vs2, . . . , vs
such that the set
{vij|i = 0, . . . , s; j = 1, . . . , } ∪ {avij|i = 0, . . . , s; j = 1, . . . , }
isD-independent. By the density of R in End (VD) and the fact that s > t, we choose xt , xt−1, . . . , x1 ∈ R
such that
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xtv0j = v1j , and xiv0j = 0 for j = 1, . . . ,  and for i /= t,
xt−1(av1j) = v2j , and xi(av1j) = 0 for j = 1, . . . ,  and for i /= t − 1,
etc. In general, we have
xt−p(avpj) = vp+1j , and xi(avpj) = 0 for j = 1, . . . ,  and for i /= t − p,
where 1 p t − 1. Then
β1ax1ax2 · · · axtv0j = β1vtj for j = 1, . . . , 
and, for σ /= 1,
βσ axσ(1)axσ(2) · · · axσ(t)v0j = 0 for j = 1, . . . , .
Thus
f (ax1, . . . , axt)v0j = β1vtj for j = 1, . . . , .
So rank(f (ax1, . . . , axt))  > k, a contradiction.
Thus the set {rank(x)|x ∈ ρ} is bounded above. Letm be the maximal number of this set, saym =
rank(z) for some z ∈ ρ . Since zR ⊆ soc(R) and soc(R) is a regular ring (see [6, Lemma1]), zR = eR ⊆ ρ
for some idempotent e ∈ ρ . So ρ = eR ⊕ ρ′ for some right ideal ρ′ of R. If ρ′ /= 0, then ρ′ contains
an element of rank 1 and hence ρ has an element of rank m + 1, a contradiction. Thus ρ′ = 0 and
hence ρ = eR, as asserted. 
By an analogous argument, we have the left ideal version of Theorem 1.1.
Theorem 2.2. A left ideal λ of R is generated by an idempotent of ﬁnite rank iff the rank of f (x1, . . . , xt) is
bounded above by a same natural number for all x1, . . . , xt ∈ λ.
Let S be a subset of R. The coimage of S in VD is deﬁned as the quotient space V/ker(S), where
ker(S):={v ∈ V |sv = 0 for all s ∈ S}. The codimensionof the subset S is thendeﬁnedas thedimension
of V/ker(S) over D. We also use the notation coim(S):=V/ker(S). As a consequence of Theorem 2.2,
we have the following generalization of [15, Theorem 1.2].
Corollary 2.3. A left idealλ of R is generated by an idempotent of ﬁnite rank iff the subset {f (x1, . . . , xt)|x1,
. . . , xt ∈ λ} has ﬁnite codimension.
Proof. We set Sf :={f (x1, . . . , xt)|x1, . . . , xt ∈ λ}.
“⇒”: Write λ = Re, where e = e2 ∈ R and rank(e) < ∞. Clearly, we have ker(λ) = ker(e) =
(1 − e)V . Thus ker(Sf ) ⊇ (1 − e)V and so
dim
(
V/ker(Sf )
)
D
 dim (e V)D < ∞,
as asserted.
“⇐”: Suppose that dim (V/ker(Sf ))D = k < ∞. Then there exist k elements v1, . . . , vk ∈ V such
that
V = v1D + · · · + vkD + ker(Sf ).
In particular, the rank of f (x1, . . . , xt) is at most k for all x1, . . . , xt ∈ λ. In view of Theorem 2.2, the left
ideal λ of R is generated by an idempotent of ﬁnite rank. 
Proof of Theorem1.2. In view of Theorem1.1, there exists an idempotent e ∈ R of ﬁnite rank such that
ρ = eR. Set s :=rank(e). Clearly, we have s k. Suppose on the contrary that s > k. Then there exists
an idempotent e1 ∈ ρ of rank k + 1. Thus e1Re1 ∼=Mk+1(D), because e1Re1 acts densely on (e1V)D.
By assumption, the exist x1, . . . , xt ∈ R such that f (e1x1e1, . . . , e1xte1) is a unit in e1Re1. In partic-
ular, rank(f (e1x1, . . . , e1xt)) k + 1, a contradiction. So s = k, proving the theorem. 
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Proof of Theorem 1.3. In view of Theorem 1.2, it sufﬁces to show that there exist a, b ∈ Mk+1(D) such
that (ab + βba)m is a unit of Mk+1(D). If β /= −1, then it is true by taking a = 1 = b. So, suppose
that β = −1. If k + 1 is even, we choose a, b ∈ Mk+1(D) such that
[a, b] =
k+1∑
i=1
(−1)i+1eii.
Suppose that k + 1 is odd. If charR /= 2, then we choose a, b ∈ Mk+1(D) such that
[a, b] = 2e11 − e22 − e33 +
k+1∑
i=4
(−1)ieii.
Finally, we assume that k + 1 is odd and charR = 2. Then we choose a, b ∈ R such that
[a, b] = e11 + e12 + e21 +
k+1∑
i=3
eii.
Clearly, at any case, [a, b]m is a unit of Mk+1(D). 
To prove Theorem 1.4 we recall some notion about generic matrices (see [16]). Suppose that F is
an inﬁnite ﬁeld and t, n 2. Let F{X1, . . . , Xt} be the free algebra in noncommuting indeterminates
X1, . . . , Xt over F . Let F{Y1, . . . , Yt} be the F-subalgebra of Mn(L) generated by Y1, . . . , Yt , where
Y :=(x()ij ) denotes the n × n genericmatrix for  = 1, . . . , t, andwhere L denotes the ﬁeld generated
by F and these commuting indeterminates x
()
ij for 1 i, j n and 1  t. Then the F-algebra map
Φ: F{X1, . . . , Xt} → F{Y1, . . . , Yt} ⊆ Mn(L), (2.2)
deﬁned by X → Y for  = 1, . . . , t, possesses the following properties:
(1) ker(Φ) consists of the polynomials in F{X1, . . . , Xt}, which are polynomial identities of Mn(F).
(2) F{Y1, . . . , Yt} is a PI-domain, whose center consists of the images of all central polynomials of
Mn(F) under Φ .
(3) UD(F; n), the central closure of F{Y1, . . . , Yt}, is a central division algebra of dimensionn2 over its
center. Moreover, every element in UD(F; n) is of the form g(Y1, . . . , Yt)h(Y1, . . . , Yt)−1, where
g(X1, . . . , Xt), h(X1, . . . , Xt) ∈ F{X1, . . . , Xt} with h(X1, . . . , Xt) a central polynomial for Mn(F).
Theorem 2.4. Let D be an inﬁnite division ring with center E. Suppose that f (X1, . . . , Xt) ∈ E{X1, . . . , Xt}
is not a polynomial identity forMn(D). Then f (X1, . . . , Xt) takes a unit inMn(D).
Proof. The theorem is clearly true if t = 1. Assume that t > 1. If f (X1, . . . , Xt) is not a polynomial
identity for D, then f (d1, . . . , dt) = β /= 0 for some di,β ∈ D. Thus f (d1In, . . . , dtIn) = βIn is a unit
in Mn(D), where In is the identity matrix of Mn(D).
Thus we assume that f (X1, . . . , Xt) is a polynomial identity for D. By the Kaplansky–Amitsur The-
orem [8, p. 17], D is ﬁnite-dimensional over E. In particular, E is an inﬁnite ﬁeld since D is inﬁnite. Let
F be a maximal subﬁeld of D. Then
Mn(D) ⊗E F ∼=Mm(F), (2.3)
wherem = n√[D: E]. Since f (X1, . . . , Xt) is not a polynomial identity for Mn(D), f (X1, . . . , Xt) is not a
polynomial identity for Mm(F). Under the map Φ in (2.2), f (Y1, . . . , Yt) is nonzero in UD(F;m). Thus
there exist
g(X1, . . . , Xt), h(X1, . . . , Xt) ∈ F{X1, . . . , Xt}
with h(X1, . . . , Xt) a central polynomial for Mm(F) such that
f (Y1, . . . , Yt)g(Y1, . . . , Yt)h(Y1, . . . , Yt)
−1 = 1
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in F{Y1, . . . , Yt}. That is,
f1(X1, . . . , Xt):= f (X1, . . . , Xt)g(X1, . . . , Xt) − h(X1, . . . , Xt)
is a polynomial identity forMm(F). Since E is an inﬁnite ﬁeld, it follows from (2.3) that f1(X1, . . . , Xt) is a
polynomial identity forMn(D) and h(X1, . . . , Xt) is a central polynomial forMn(D). Choose b1, . . . , bt ∈
Mn(D) such that 0 /= h(b1, . . . , bt) ∈ E. Then
0 = f1(b1, . . . , bt) = f (b1, . . . , bt)g(b1, . . . , bt) − h(b1, . . . , bt)
and so
f (b1, . . . , bt)g(b1, . . . , bt) = h(b1, . . . , bt) ∈ E \ {0}.
This implies that f (b1, . . . , bt) is a unit in Mn(D), as asserted. 
Proof of Theorem 1.4. Since f (X1, . . . , Xt) is not a polynomial identity for Mk+1(D), it follows from
Theorem 2.4 that f (X1, . . . , Xt) takes a unit in Mk+1(D). By Theorem 1.2, ρ = eR for some idempotent
e ∈ R of rank k. 
To prove Theorems 1.7 and 1.8, we need the following two results. Let Z2 denote the ring of integers
modulo 2.
Theorem 2.5 [3, Theorem p. 98] and [2, Theorem 2]. Let R be a prime ring with extended centroid
C and I a nonzero ideal of R. Suppose that f (X1, . . . , Xt) is a polynomial over C , which is not central-
valued on RC. Then [M, R] ⊆ f (I) for some nonzero ideal M of R, except when R∼=M2(Z2) with f (R) ={0, e12 + e21, 1 + e12, 1 + e21} or f (R) = {0, 1, e11 + e12 + e21, e22 + e12 + e21},where the eij’s denote
the usual matrix units.
Let S be a prime ring with extended centroid F . For simplicity, a right ideal ρ of S is called a PI right
ideal if ρ itself is a PI-ring. Also, ρ is a non-PI right ideal if ρ is not a PI-ring. We let S(T) denote the
left annihilator of T in S. That is, S(T):={x ∈ S|xT = 0}.
Theorem 2.6 [2, Theorem 1]. Let R be a centrally closed prime C-algebra, ρ a nonzero right ideal of R and
f (X1, . . . , Xt) a nonzero polynomial over C. If ρ is a PI right ideal of R such that ρ = ρC, then there exists
an idempotent e in the socle of R such that ρ = eR. If in addition f (ρ) /= 0, then eR(1 − e) ⊆ f (ρ).
Proof of Theorem 1.7. “(1) ⇒ (2)”: Because of ρV /= 0 and ρ(ρV) ⊆ ρV , ρ being irreducible
clearly implies ρV = V .
“(2) ⇒ (3)”: Assume that ρV = V . In this case, V is a faithful irreducible left ρ-module. Clearly,
ρV is faithful. For the irreducibility of ρV , let W be a nonzero submodule of ρV . Choose a nonzero
w ∈ W . Since R acts densely on VD, Rw = V follows. Thus,
V = ρV = ρ(Rw) = (ρR)w ⊆ ρw ⊆ W ,
implyingW = V . This proves that V is an irreducible leftρ-module.We next claim that End (ρV) = D.
Since End (RV) = D and End (RV) ⊆ End (ρV), it sufﬁces to prove that End (ρV) ⊆ End (RV). Indeed,
if δ ∈ End (ρV), r ∈ R, a ∈ ρ and v ∈ V , then
(arv)δ = a((rv)δ) and ((ar)v)δ = ar(vδ)
and so a ((rv)δ − r(vδ)) = 0. Thus ρ ((rv)δ − r(vδ)) = 0; this clearly implies (rv)δ = r(vδ). So δ ∈
End (RV). This proves our claim. By the Density Theorem, ρ acts densely on VD.
The implications “(3) ⇒ (1)” and “(4) ⇒ (1)” are clear.
Finally, we prove the implication “(1) ⇒ (4)”. Suppose that the right ideal ρ is irreducible. Since
(1) ⇐⇒ (3), ρ acts densely on VD. In particular, R(ρ) = 0.
Case 1:dim VD = ∞. By [5, Theorem1], the subset {f (x1, . . . , xt)|x1, . . . , xt ∈ R} acts densely onVD
and so does {f (x1, . . . , xt)|x1, . . . , xt ∈ ρ}, asρ acts densely on VD. This implies that f (ρ) is irreducible.
Case 2:dim VD = n < ∞. In this case,wehaveR∼=Mn(D), a simple Artinian algebra. So every right
ideal of R is generated by an idempotent. Thus, ρ = eR for some idempotent e ∈ R. Since R(ρ) = 0,
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e = 1 and so ρ = R. Since f (X1, . . . , Xt) is not central-valued on R, it follows from Theorem 2.5 that[R, R] ⊆ f (R) unless either R∼=M2(Z2) and f (R) = {0, e12 + e21, 1 + e12, 1 + e21} or R∼=M2(Z2) and
f (R) = {0, 1, e11 + e12 + e21, e22 + e12 + e21}. By a direct computation, it is easily proved that f (R) is
irreducible for the exceptional cases.
Thus we assume that [R, R] ⊆ f (R). Let W be a nonzero subspace invariant under f (R). Then
[R, R]W ⊆ W and so [R, R]W ⊆ W , where [R, R] denotes the subring of R generated by [R, R]. Note that
[R, R] /= 0. It follows from the corollary of [7, Theorem 1.5] that [R, R] = R. So V = RW = [R, R]W ⊆
W . This proves the theorem. 
We have an analogous result for left ideals. We only give its statement omitting the proof.
Theorem 2.7. Suppose that f (X1, . . . , Xt) is not central-valued on R. Then the following are equivalent for
a left ideal λ of R :
(1) λ is irreducible.
(2) ker(λ) = 0.
(3) λ acts densely on VD.
(4) f (λ) is irreducible.
ProofofTheorem1.8. “(1) ⇒ (2)”: LetC beamaximal chainof subspacesofV eachofwhich is invari-
ant under the right idealρ . Let 0+ denote the subspace
⋂
0 /=U∈C U.We clearly have dim (0+)D  1.We
claim that 0+ = ρV . Let a ∈ ρ , 0 /= v ∈ V and 0 /= U ∈ C. Choose a nonzero u ∈ U. By the density
of R in End(VD), there exists h ∈ R such that hu = v. Then av = (ah)u ∈ ρU ⊆ U. This proves that
ρV = 0+ and so dim (ρV)D = 1. Thus, by Theorem 1.1, ρ is generated by an idempotent of rank 1.
“(2) ⇒ (3)”: Since ρ is generated by an idempotent e of rank 1, rank ([x, y]) 1 for x, y ∈ ρ .
Suppose on the contrary that [x, y] = 0 for x, y ∈ ρ . Then ρ = eR = eRe. Since R is a prime ring, it
follows that R = eR = ρ . So R is commutative. Being a primitive ring, R is a ﬁeld and so R∼=D, a
contradiction. Thus Max {rank ([x, y]) |x, y ∈ ρ} = 1, as asserted.
“(3) ⇒ (1)”: By Theorem 1.3, ρ is generated by an idempotent of rank 1, this clearly implies that
ρ is triangularizable.
“(2) ⇒ (4)”: Write ρ = eR for some idempotent e ∈ R of rank 1. Clearly, we have
Max {rank ([f (x1, . . . , xt), f (y1, . . . , yt)]) |x1, . . . , xt , y1, . . . , yt ∈ ρ} 1. We prove that the equality
holds. Otherwise, we have
[f (x1, . . . , xt), f (y1, . . . , yt)] = 0 (2.4)
for all x1, . . . , xt , y1, . . . , yt ∈ ρ . By [1, Theorem 4.3.6], soc(R) = soc(RC) and so, by the minimality of
the right ideal ρ in R,
ρ = eR = e soc(R) = e soc(RC) = e soc(RC)C = eRC.
That is, ρ = ρC. By (2.4), ρ is a PI-ring. Since f (X1, . . . , Xt) is not a polynomial identity for ρ , in view of
Theorem2.6wehave eRC(1 − e) ⊆ f (ρ). Lety1, . . . , yt ∈ ρ . By (2.4)wehave [eR(1 − e), f (y1, . . . , yt)]= 0, implying that f (y1, . . . , yt)eR(1 − e) = 0. Suppose ﬁrst that e /= 1. The primeness of R implies
that f (y1, . . . , yt)e = 0. Thus f (X1, . . . , Xt) is a polynomial identity for eRe, a contradiction. In the case
e = 1, we have ρ = R = eRe and so R is a division ring. That is, R∼=D, a contradiction.
WenowassumethateitherD is inﬁniteor f (X1, . . . , Xt) ismultilinear and thenprove the implication
“(4) ⇒ (2)”. In view of Theorem1.1,ρ = eR for some idempotent e ∈ R of ﬁnite rank, say k 1. Then
eRe∼=Mk(D). Suppose on the contrary that k > 1.
Case 1: D is inﬁnite. If [f (X1, . . . , Xt), f (Y1, . . . , Yt)] is not a polynomial identity for Mk(D), then, by
Theorem 2.4, [f (X1, . . . , Xt), f (Y1, . . . , Yt)] takes a unit inMk(D). This implies that rank ([f (x1, . . . , xt),
f (y1, . . . , yt)]) k > 1 for some x1, . . . , xt , y1, . . . , yt ∈ ρ , a contradiction.
So [f (X1, . . . , Xt), f (Y1, . . . , Yt)] is a polynomial identity for Mk(D). By assumption, f (X1, . . . , Xt) is
not central-valued on eRe∼=Mk(D). In view of Theorem 2.5, [eRe, eRe] ⊆ f (eRe) and so
[[eRe, eRe], [eRe, eRe]] = 0. Since eRe is not a ﬁeld, it follows from [7, Theorem 1.8] that char R = 2
and dim (RC)C = 4. This implies that ρ = R∼=M2(C). Then rank ([f (x1, . . . , xt), f (y1, . . . , yt)]) = 0
for all x1, . . . , xt , y1, . . . , yt ∈ ρ , a contradiction.
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Case 2: f (X1, . . . , Xt) is multilinear. By Case 1, we may assume that D is a ﬁnite ﬁeld. Since eRe∼=
Mk(D), we identify the two algebras. By assumption, f (X1, . . . , Xt) is not central-valued on eRe. Because
of [9, Lemma, p. 1080] and [12, Lemma 2], there exist b1, . . . , bt ∈ Mk(D) such that f (b1, . . . , bt) = eij
for some distinct i, j. Set c :=(1 + eji)b(1 + eji)−1 for 1  t. We compute
[f (b1, . . . , bt), f (c1, . . . , ct)] = [eij , (1 + eji)eij(1 + eji)−1] = −eii + ejj + 2eij.
Thus rank ([f (b1, . . . , bt), f (c1, . . . , ct)]) = 2, a contradiction. So k = 1 follows. 
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