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Abstract
Local search has been widely used in combinatorial optimization (Local Search in Combina-
torial Optimization, Wiley, New York, 1997), however, in the case of multicriteria optimization
almost no results are known concerning the ability of local search algorithms to generate “good”
solutions with performance guarantee. In this paper, we introduce such an approach for the clas-
sical traveling salesman problem (TSP) problem (Proc. STOC’00, 2000, pp. 126–133). We show
that it is possible to get in linear time, a 32 -approximate Pareto curve using an original local
search procedure based on the 2-opt neighborhood, for the bicriteria TSP(1,2) problem where
every edge is associated to a couple of distances which are either 1 or 2 (Math. Oper. Res.
18 (1) (1993) 1).
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The traveling salesman problem (TSP) is one of the most popular problems in com-
binatorial optimization [1,14]. Given a complete graph where the edges are associated
with a positive distance, we search for a cycle visiting each vertex of the graph ex-
actly once and minimizing the total distance. It is well known that the TSP problem is
NP-hard and it cannot be approximated within a bounded approximation ratio, unless
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P=NP. However, for the metric TSP (i.e. when the distances satisfy the triangle in-
equality), ChristoMdes proposed an algorithm with performance ratio 32 [3]. For more
than 25 years, many researchers attempted to improve this bound but with no success.
Papadimitriou and Yannakakis [15] studied a more restrictive version of the metric
TSP, the case where all distances are either one or two, and they achieved a 76 approx-
imation algorithm. This problem, known as the TSP(1; 2) problem, remains NP-hard,
it is in fact this version of TSP that was shown NP-complete in the original reduc-
tion of Karp [9]. The TSP(1; 2) problem is a generalization of the hamiltonian cycle
problem since we are asking for the tour of the graph that contains the fewest possible
non-edges (edges of weight 2). More recently, Monnot et al. [11,13] obtained results
for the TSP(1; 2) with respect to the di6erential approximation ratio.
In this paper, we consider the bicriteria TSP(1; 2) problem which is a special case
of the multicriteria TSP problem [6] in which every edge is associated to a couple
of distances which are either 1 or 2, i.e. each edge can take a value from the set
{(1; 1); (1; 2); (2; 1); (2; 2)}. As an application consider two undirected graphs G1 and G2
on the same set V of n vertices. Does there exists a hamiltonian cycle which is common
for both graphs? This problem can be formulated as a special case of the bicriteria
traveling salesman problem we consider. Indeed, for G=G1 or G2 let 	G([i; j])= 1 if
there is an edge between vertices i and j in graph G and let 	G([i; j])= 0 otherwise.
We form a bicriteria TSP instance in a complete graph in the following way: consider
any couple of vertices {i; j}∈V 2, we set the cost of edge [i; j] to be c([i; j])= (2 −
	G1 ([i; j]); 2−	G2 ([i; j])). Then there exists a hamiltonian cycle common for both graphs
if and only if there exists a solution for the bicriteria TSP achieving a cost (n; n).
Here, we study the optimization version of this bicriteria TSP in which we look for a
common “hamiltonian cycle” using the fewest possible non-edges in each graph, i.e.
we are seeking a hamiltonian cycle in the complete graph of the TSP(1; 2) instance
minimizing the cost of both coordinates. A solution of our problem is evaluated with
respect to two diQerent optimality criteria (see [5] for a recent book on multicriteria
optimization). Here, we are interested in the trade-oQ between the diQerent objective
functions which is captured by the set of all possible solutions which are not dominated
by other solutions (the so-called Pareto curve). Since the monocriterion TSP(1; 2)
problem is NP-hard, determining whether a point belongs to the Pareto curve is NP-
hard. Papadimitriou and Yannakakis [16] considered an approximate version of the
Pareto curve, the so-called (1 + ”)-approximate Pareto curve. Informally, an (1 + ”)-
Pareto curve is a set of solutions that dominates all other solutions approximately
(within a factor 1 + ”) in all the objectives. In other words, for every other solution,
the considered set contains a solution that is as good approximately (within a factor
1 + ”) in all objectives.
We propose a bicriteria local search procedure using the 2-opt neighborhood [4]
which Mnds a 32 -approximate Pareto curve (notice that a 2-approximate Pareto curve
can be trivially constructed, just consider any tour). Interestingly, Khanna et al. [10]
have shown that a local search algorithm using the 2-opt neighborhood achieves a 32
performance ratio, for the monocriterion TSP(1; 2) problem. We furthermore show that
the gap between the cost of a local optimum produced by our local search procedure
when compared to a solution of the exact Pareto curve is 32 , and thus our result is
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Fig. 1. The 2-opt move.
tight. Up to the best of our knowledge, no results were known about the ability of
local search algorithms to provide good (from the approximation—with performance
guarantee—point of view) solutions in the area of multicriteria optimization.
1.1. De:nitions
Given an instance of a multicriteria minimization problem, with ¿1 objective func-
tions Gi; i=1; : : : ; , its Pareto curve P is the set of all -vectors (cost vectors) such
that for each v=(v1; : : : ; v)∈P,
1. there exists a feasible solution s such that Gi(s)= vi for all i, and
2. there is no other feasible solution s′ such that Gi(s′)6vi for all i, with a strict
inequality for some i.
For the ease of presentation, we will sometimes use P to denote a set of solutions which
achieve these values. (If there is more than one solution with the same vi values, P
contains one of them.) Since for the problem we consider computing the (exact) Pareto
curve is infeasible in polynomial time, we consider an approximation. Given ”¿0, an
(1 + ”)-approximate Pareto curve, denoted P(1+”), is a set of cost vectors of feasible
solutions such that for every feasible solution s of the problem there is a solution s′
with cost vector from P(1+”) such that Gi(s′)6(1 + ”)Gi(s) for all i=1; : : : ; .
2. Bicriteria local search
We consider the bicriteria TSP(1; 2) with n cities. For an edge e, we shall note
c(e)∈{(1; 1); (1; 2); (2; 1); (2; 2)} its cost, and c(e)= (c1(e); c2(e)). The objective is to
Mnd a tour T (set of edges) minimizing G1(T )=
∑
e∈T c1(e) and G2(T )=
∑
e∈T c2(e).
In the following we develop a local search based procedure in order to Mnd a
3
2 -approximate Pareto curve for this bicriteria problem.
We shall use the well known 2-opt neighborhood for the traveling salesman problem
[8]. Given a tour T , its neighborhood N(T ), is the set of all the tours which can be
obtained from T by removing two non-adjacent edges from T (a= [x; y] and b= [u; v]
in Fig. 1) and inserting two new edges (c= [y; v] and d= [x; u] in Fig. 1) in order to
obtain a new tour.
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Fig. 2. Non-represented edges have a weight (2; 2).
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Fig. 3. Non-represented edges have a weight (2; 2). Tour aebicdfghj is a local optimum with respect to ≺n
and its weight is (16; 10).
In the bicriteria setting there is a diTculty to deMne properly what is a local optimum.
The natural preference relation over the set of tours, denoted ≺n, is deMned as
follows:
Denition 1. Let T and T ′ be two tours. One has T ′≺n T iQ
• G1(T ′)6G1(T ) and G2(T ′)¡G2(T ), or
• G1(T ′)¡G1(T ) and G2(T ′)6G2(T ).
If we consider this natural preference relation in order to deMne the notion of local
optimum i.e. if we say that a tour T is a local optimum tour with respect to the 2-opt
neighborhood whenever there does not exist a tour T ′ ∈N(T ) such that T ′≺n T , then
there exist instances for which a local optimum tour gives a performance guarantee
strictly worse than 32 for one criterion.
Indeed, in Fig. 2, the exact Pareto curve of the depicted instance contains only
the tour abcdefghij of weight (10; 10). Thus, a 32 -approximate Pareto curve of the
instance should contain a single tour of weight strictly less than 16 for both criteria.
Tour aebicdfghj (see Fig. 3) is a local optimum with respect to ≺n and its weight is
(16; 10). To see that aebicdfghj is a local optimal tour, observe that only three 2-opt
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Fig. 4. Non-represented edges have a weight (2; 2). Tour adjigfecbh is a local optimum with respect to ≺n
and its weight is (10; 16).
moves could improve it:
1. Replace two edges of weight (2; 1) by two new edges of weight (1; 1).
2. Replace two edges of weight (2; 1) by two news edges, of weights respectively
(1; 1) and (2; 1).
3. Replace two edges of weights, respectively (1; 1) and (2; 1) by two news edges of
weight (1; 1).
Since those three cases do not occur, the tour aebicdfghj is a local optimum with respect
to ≺n. Thus, using local optima with respect to ≺n is not appropriate to compute a
3
2 -approximate Pareto curve for the considered problem (see also Fig. 4).
A classical way to tackle with multicriteria optimization problems is to assume
an order between the diQerent objectives. However, even if lexicographic preference
relations are considered, the graph of Fig. 2 is also a counter example. In the bicriteria
framework, a lexicographic preference relation sorts the objectives such that one of
them is considered before the other. Such a preference relation which Mrst considers
the Mrst coordinate and after the second one could be deMned as follows:
Denition 2. Let T and T ′ be two tours. One has T ′≺1;2 T iQ
• G1(T ′)¡G1(T ), or
• G1(T ′)=G1(T ) and G2(T ′)¡G2(T ).
A symmetric preference relation should be deMned as follows:
Denition 3. Let T and T ′ be two tours. One has T ′≺2;1 T iQ
• G2(T ′)¡G2(T ), or
• G2(T ′)=G2(T ) and G1(T ′)¡G1(T ).
Thus, one can show that a set {s≺1; 2 ; s≺2; 1} of two tours, respectively, local optima
with respect to ≺1;2 and ≺2;1 does not constitute a 32 -approximate Pareto curve. Tours
abcdefghij and aebicdfghj are, respectively, local optima with respect to ≺1;2 and ≺2;1.
Therefore, a local search procedure using lexicographic preference relations can fail at
computing a 32 -approximate Pareto curve for the bicriteria TSP(1; 2).
Hence, we introduce the following partial preference relations among the set of two
edges.
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Fig. 5. The two preference relations ≺1 and ≺2. (a) The preference relation ≺1; (b) the preference
relation ≺2.
These preference relations, denoted by ≺1 and ≺2, are depicted in Fig. 5. Notice
that we deMne them in a diQerent way from ≺n, considering the fact that we deal with
2-opt moves which are exchanges of couples of edges. The set of the ten possible
couples of cost vectors of the edges has been partitioned into three sets S1; S2 and S3,
and for any s1 ∈ S1, s2 ∈ S2, s3 ∈ S3, we have s1≺1 s2, s1≺1 s3 and s2≺1 s3. Intuitively,
preference relation ≺1 (resp. ≺2) means: pairs with at least one (1; 1)-weighted edge
in front of all others, and among the rest, pairs with at least one (1; 2)-weighted edge
(resp. (2; 1)-weighted edge) in front.
Denition 4. We say that the tour T is a local optimum tour with respect to the
2-opt neighborhood and the preference relation ≺1 if there does not exist a tour
T ′ ∈N(T ), obtained from T by removing edges a; b and inserting edges c; d, such
that {c; d}≺1 {a; b}.
A similar deMnition holds for the preference relation ≺2.
We consider the following procedure:
Bicriteria Local Search (BLS):
1. Let s1 be a 2-opt local optimum tour with the preference relation ≺1.
2. Let s2 be a 2-opt local optimum tour with the preference relation ≺2.
3. If s1≺n s2 output {s1}, if s2≺n s1 output {s2}, otherwise output {s1; s2}.
To obtain a local optimum we start from an arbitrary initial solution, and we perform
2-opt moves until the current tour cannot be improved by a 2-opt move using the
preference relation.
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Fig. 6. The local optimal tour T (arbitrarily oriented).
Notice that the proposed 2-opt neighborhood local search procedure does not collapse
to the traditional 2-opt neighborhood local search when applied to the monocriterion
special case TSP with c1(e)= c2(e) for all edges e. In this case our BLS algorithm
does not replace a pair of edges with weights (1; 1) and (2; 2) by a pair of edges with
weights (1; 1) and (1; 1), even if this move improves the quality of the tour. However
allowing such moves does not improve the performance guarantee as the example in
Fig. 9 shows.
In the next section, we prove the next two theorems.
Theorem 1. The set of solution(s) returned by the bicriteria local search (BLS)
procedure is a 32 -approximate Pareto curve for the multicriteria TSP(1; 2) problem.
Moreover, this bound is asymptotically sharp.
Theorem 2. The number of 2-opt moves performed by BLS is O(n).
3. Analysis of BLS
The idea of the proof of Theorem 1 is based (as in [10]) on the comparison of the
number of the diQerent types of cost vectors in the obtained local optimum solution(s)
with the corresponding numbers in any other feasible solution (including the optimal
one). In the following we assume that T is any 2-opt local optimal tour with respect
to the preference relation ≺1. The tour O is any Mxed tour. Let us denote by x (resp.
y; z and t) the number of (1; 1) (resp. (1; 2), (2; 1) and (2; 2)) edges in tour T . We
denote with a prime the same quantities for the tour O.
Lemma 1. With the preference relation ≺1 one has x¿x′=2.
Proof. Let UO (resp. UT ) be the set of (1; 1) edges in the tour O (resp. local optimum
tour T ). We deMne a function f :UO→UT in the following way. Let e be an edge
in UO. If e∈UT then f(e)= e. Otherwise, let e′ and e′′ the two edges adjacent with
e in the tour T as depicted in Fig. 6 (we assume an arbitrary orientation of T and
consider that the only edges adjacent to e are e′ and e′′, but not e4 and e5). Let e′′′
be the edge forming a cycle of length 4 with e, e′ and e′′ (see Fig. 6). We claim that
there is at least one edge among e′ and e′′ with a weight (1; 1) and deMne f(e) to be
one of those edges (possibly chosen arbitrarily). Otherwise, we have {e; e′′′}∈ S1 and
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Fig. 8. f(e1) =f(e2) = e′ with e1; e2 ∈O and e′ ∈ T .
{e′; e′′}∈ S2 ∪ S3 (see Fig. 5), contradicting the fact that T is a local optimum with
respect to the preference relation ≺1.
Now observe that for a given edge e′ ∈UT , there can be at most two edges e∈UO
such that f(e)= e′ (because of the way we deMned adjacent edges to e). Such a case
occurs in Figs. 7 and 8.
Therefore, we have |UT |¿|UO|=2.
Lemma 2. With the preference relation ≺1 one has x + y¿(x′ + y′)=2.
Proof. Let UO (resp. UT ) be the set of (1; 1) and (1; 2) edges in the tour O (resp. local
optimum tour T ). We deMne a function f :UO→UT in the following way. Let e be an
edge in UO. If e∈UT then f(e)= e. Otherwise let e′ and e′′ the two edges adjacent
with e in the tour T as depicted in Fig. 6 (we assume an arbitrary orientation of T )
and let e′′′ be the edge forming a cycle of length 4 with e, e′ and e′′ (see Fig. 6). We
claim that there is at least one edge among e′ and e′′ with a weight (1; 1) or (1; 2) and
deMne f(e) to be one of those edges (possibly chosen arbitrarily). Otherwise, we have
{e; e′′′}∈ S1 and {e′; e′′}∈ S2 ∪ S3 (see Fig. 5), contradicting the fact that the tour T
is a local optimum with respect to the preference relation ≺1.
Now observe that for a given edge e′ ∈UT , there can be at most two edges
e∈UO such that f(e)= e′. Such a case occurs in Figs. 7 and 8. Therefore, we have
|UT |¿|UO|=2.
Proposition 1. If the tour O has a cost (X; X+") with X a positive integer (n6X62n)
and n¿"¿0, then the solution T achieves a performance guarantee of 32 relatively
to the solution O for both criteria.
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Proof. Let (C1O; C
2
O) be the cost of the tour O and (C
1
T ; C
2
T ) be the cost of the tour T .
We have C1T =2n− x − y, C1O =2n− x′ − y′ and C2T =2n− x − z, C2O =2n− x′ − z′.
Let us consider the Mrst coordinate. We want to show that C1T =C
1
O =(2n−x−y)=(2n−
x′−y′)6 32 . Using Lemma 2 we get (2n−x−y)=(2n−x′−y′)6(2n−(x′=2)−(y′=2))=
(2n− x′ − y′). Now we have
2n− (x′=2)− (y′=2)
2n− x′ − y′ 6
3
2
⇔ 4n− x′ − y′ 6 6n− 3x′ − 3y′
⇔ 2x′ + 2y′ 6 2n;
⇔ x′ + y′ 6 n;
which is true since x′ + y′ + z′ + t′= n and z′; t′¿0.
We consider now the second coordinate. Since the tour O has a cost (X; X + "), it
means that C2O =C
1
O + " and therefore z
′=y′ − ". We have
2n− x − z
2n− x′ − z′ 6
3
2
⇔ 4n− 2x − 2z 6 6n− 3x′ − 3z′;
⇔ 3x′ − 2x + 3z′ − 2z 6 2n;
⇔ 3x′ − 2x + 3y′ − 3"− 2z 6 2(x′ + y′ + z′ + t′);
⇔ x′ − 2x − y′ − "− 2z 6 2t′;
which is true since x′ − 2x60 by Lemma 1.
We assume now that T is any 2-opt local optimal tour with respect to the preference
relation ≺2. The tour O is any Mxed tour. In a similar way than in the case of Lemma 2
we can prove:
Lemma 3. With the preference relation ≺2 one has x¿x′=2 and x + z¿(x′ + z′)=2.
Proof. The proof of Lemma 3 is symmetric to the ones of Lemmas 1 and 2.
Proposition 2. If the tour O has a cost (X + "; X ) with n6X62n and "¿0, then
the solution T achieves a performance guarantee of 32 relatively to the solution O for
both the criteria.
Proof. The proof of Proposition 2 is symmetric to the one of Proposition 1, using
Lemma 3 instead of Lemma 2.
Now, we are ready to prove Theorems 1 and 2.
Proof of Theorem 1. Let s be an arbitrary tour. If s has a cost (X; X + "), "¿0, then
using Proposition 1 the solution s1 32 -approximately dominates the solution s. Otherwise,
s has a cost (X + "; X ), "¿0, and using Proposition 2 the solution s2 32 -approximately
dominates the solution s.
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Fig. 9. The edges represented have a weight (1; 1), whereas non-represented edges have a weight (2; 2).
To see that this bound is asymptotically sharp consider the instance depicted in
Fig. 9. The tour s1s2 · · · s2ns1 is a local optimum with respect to ≺1 and ≺2, and it has
a weight n× (1; 1) + n× (2; 2)= (3n; 3n), whereas the optimal tour
s1s3s2ns4s2n−1 · · · sn−1sn+4snsn+3sn+1sn+2s2s1
has a weight (2n− 1)× (1; 1) + (2; 2)= (2n+ 1; 2n+ 1).
Proof of Theorem 2. Let T be a tour. Let F1(T )= 3x+y with x (resp. y) the number
of (1; 1) edges (resp. (1; 2) edges) of T . We assume that one 2-opt move, with respect
to ≺1, transforms T to T ′. Then it is easy to see that one has F1(T ′)¿F1(T ) + 1
for any such 2-opt move. Indeed, each 2-opt move with respect to ≺1 increases either
the number of (1; 2) without decreasing the number of (1; 1)s, or increases the num-
ber of (1; 1) edges by decreasing the number of (1; 2) edges by at most two. Since
06F1(T )63(x+ y)63n and F1(T )∈N, a local search which uses ≺1 converges to a
local optimum solution in less than 3n steps.
One can use the same proof with ≺2, just assume that F2(T )= 3x + z with x
(resp. z) the number of (1; 1) edges (resp. (2; 1) edges) of a tour T .
4. Concluding remarks
In this paper we proposed a bicriteria local search procedure based on the standard
2-opt neighborhood which allowed to get a 32 -approximate Pareto curve for the bicriteria
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TSP(1; 2). Our results can be extended to the TSP(a; a+	) with a∈R+∗ and 06	6a.
In that case we obtain an (1 + (	=2a))-approximate Pareto curve. Since Chandra
et al. [2] have shown that for the TSP satisfying the triangle inequality, the worst-
case performance ratio of 2-opt (resp. k-opt) local search is at most 4
√
n and at least
1
4
√
n (resp. 14 n
1=2k), our constant approximation result cannot be extended for the met-
ric case. It would be however interesting to establish lower and upper bounds for this
more general case.
In [12], the authors prove that the classical 2-opt algorithm is an 12 diQerential
approximation for MIN TSP and MAX TSP. Thus, using Theorem 3.2 of [11], one
can deduce that the 2-opt algorithm is also a 32 -approximation for MIN TSP[a; 2a], for
any a¿0, where TSP[a; b] denotes the restriction of TSP on graphs where edges have
weights in the set {a; a+ 1; : : : ; b− 1; b}. This result can be extended to TSP[a; a+ 	]
with a¿0 and 06	6a. In this case, one can obtain a (1 + 	=2a)-approximation.
Our results can also be applied to the bicriteria version of the MAX TSP(1; 2)
problem. In this problem, the objective is the maximization of the length of the tour.
For the monocriterion case the best approximation algorithm known has a performance
ratio of 78 [11,13] (the previously known approximation algorithms had a performance
ratio of 34 [17], and Hassin and Rubinstein obtained a
7
8 randomized approximation
algorithm for the metric MAX TSP [7]). We can obtain for the bicriteria case a
2
3 -approximate Pareto curve in the following way. The idea is to modify the instance
by replacing each edge (2; 2) by an edge (1; 1), each edge (1; 1) by and edge (2; 2),
and each edge (1; 2) by an edge (2; 1) and vice versa. It can be shown that obtaining a
3
2 -approximate Pareto curve for the bicriteria MIN TSP(1; 2) on this modiMed instance
yields a 23 -approximate Pareto curve for the bicriteria MAX TSP(1; 2) on the original
instance. This is equivalent to say that we work on the original instance, but using
modiMed preference relations ≺′1 and ≺′2 obtained from ≺1 and ≺2 by replacing each
edge (2; 2) by an edge (1; 1), each edge (1; 2) by an edge (2; 1), and vice versa.
A consequence of the analysis of BLS is that a weak version of the classical 2-opt
algorithm is still a 32 -approximation for the monocriterion TSP(1; 2). Indeed, there is
no need to exchange couples of edges of total weight 3 (one 1-edge and one 2-edge)
with new ones of total weight 2 (two 1-edges). To see that, consider a local search
with ≺1 (resp. ≺2) on a graph where each edge has a Mxed weight (1 or 2) on the
second (resp. Mrst) criterion.
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