The ground-state properties of two-dimensional liquid 4 He at zero temperature are studied by means of a quadratic diffusion Monte Carlo method.
I. INTRODUCTION
In recent years a great deal of interest has been devoted in the literature to the study of quantum boson liquids in restricted geometries.
1−15 From a theoretical point of view thin films of liquid 4 He adsorbed on different solid substrates have been studied using variational techniques, based on the hypernetted-chain/Euler-Lagrange (HNC/EL) theory, 1−3 Density
Functional theories (DFT), 4−6 and also Monte Carlo techniques. 12, 13 According to these investigations, liquid 4 He films display different behaviours depending on the strength of the substrate potential.
In the case of weak-binding and long-range potentials, such as some alkali metal substrates, the helium film does not exhibit at all two-dimensional characteristics. By adding 4 He atoms to the substrate surface, three-dimensional clusters form and helium uniformly covers the surface only for coverages many atoms thick (prewetting transition). For some substrates a stable coverage is found only for infinitely thick films (wetting transition).
More interesting, from the point of view of the role of dimensionality, is the case of substrates with deep and narrow potential wells for which the degree of freedom perpendicular to the surface is practically "frozen out" and low-coverage films are stabilized at the surface forming two-dimensional (2D) systems. To this category belong graphite, solid H 2 on glass and some alkali metal substrates like Li and Mg. On these substrates the growth of the first liquid layers is predicted to proceed via layering transitions: 1, 3, 4 by increasing the surface coverage single atomic monolayers develop and become stable one on the top of the other.
This prediction has been confirmed experimentally for helium on graphite by heat capacity 8 and third sound measurements.
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Variational calculations of ground-state and dynamic properties of single 4 He monolayers at zero temperature reveal a striking 2D behaviour over a wide range of coverages. A condition which can be relevant for theories aiming to describe 4 He films is that they possess the correct limiting behaviour of homogeneous three-dimensional and twodimensional systems. Homogeneous three dimensional (3D) 4 He is a well studied system both experimentally and theoretically. In the case of homogeneous 2D 
II. COMPUTATIONAL METHOD
The aim of Diffusion Monte Carlo algorithms is to solve the time dependent Schrödinger equation of a system of N particles in imaginary time
where R = (r 1 , ..., r N ) is the configuration vector for the positions of the N particles and t is measured in units ofh. In Eq. (1) the HamiltonianĤ has the usual form
and E is a parameter representing an energy shift. Provided the initial wavefunction Ψ(R, t = 0) has a nonzero overlap with the ground state Φ 0 (R), the solution of Eq.
(1) gives exactly the ground state wavefunction in the asymptotic limit of large times:
When numerically integrating Eq. (1) importance sampling techniques are employed to guide quickly the solution towards the ground state. To this aim the Schrödinger equation (1) is rewritten for the function
where ψ T (R) is a time independent trial function. One gets
Eq. (4) has the form of a classical diffusion equation for the distribution function f (R, t).
The first term describes the diffusive process with diffusion constant D =h 2 /2m. The second term contains the drift force
which drives the system towards the region in configuration space where the trial function ψ T (R) is relevant. The third term in Eq. (4) represents a branching term which depends on the local energy
By introducing the time dependent Green's function
the solution of Eq. (4) can be written formally as
If the Green's function G(R ′ , R, ∆t) is known for infinitesimal time steps ∆t, the asymptotic solution for large times f (R, t → ∞) can be obtained by solving iteratively Eq. (7).
In the most usual implementations of DMC algorithms to solve the many body Schrödinger equation, G(R ′ , R, ∆t) is approximated up to order ∆t for small time steps.
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In this case, the obtained energy of the ground state depends linearly on the time step ∆t and several calculations for different values of ∆t are needed in order to extrapolate the correct result in the limit ∆t → 0.
Recently a quadratic DMC algorithm 20 has been proven to work efficiently in the description of 4 He droplets 21 and bulk 3D liquid 4 He. 18 This method relies on an expansion of the Green's function G(R ′ , R, ∆t) up to order (∆t) 2 , which generates a quadratic dependence of the energy eigenvalue on ∆t, permitting thus to avoid the extrapolation to the limit ∆t → 0 by working with a single time step. More details concerning this procedure can be found in
Ref. 18 .
In the present work we have used in all the calculations ∆t = 2 × 10 −3 τ , where τ is the appropriate time unit:
556Å). Time step analysis have been performed
at the density ρ = 0.275σ −2 , close to the liquid equilibrium density, and at ρ = 0.400σ
near the freezing density, and no changes have been observed in the results for the energy eigenvalue by reducing the time step ∆t.
The mixed estimator ψ T |Ô | Φ 0 of a generic operator O, is the direct output of DMC algorithms. If the operatorÔ commutes with the Hamiltonian of the system, the mixed estimator coincides with the pure expectation value on the ground state Φ 0 |Ô | Φ 0 . If, on the contrary, the operatorÔ does not correspond to a conserved quantity, its expectation value on the ground state can be obtained by means of a linear extrapolation
The above method to get pure estimators is the most widely used in DMC simulations which must thus be supplemented by a variational Monte Carlo (VMC) calculation to determine the variational expectation value ψ T |Ô | ψ T . The linear extrapolation (8) , which is obtained by writing the ground state wavefunction Φ 0 as Φ 0 (R) = ψ T (R) + δψ(R), is correct to linear order in the functional variation δψ.
To go beyond this approximation, removing the dependence on the trial wavefunction, several algorithms have been proposed to calculate pure estimators. 23, 24 On this line an algorithm based on "forward walking" has been recently presented by two of us 25 (J. C.
and J. B.) which is easy to incorporate in the original Monte Carlo algorithm and allows the calculation of pure expectation values of coordinate operatorsÔ(R) with satisfactory stability and reliability. The method applied to bulk 3D liquid helium 25 gives values for the particle-particle distribution function and static structure factor in very good agreement with experimental results and without any significant dependence on the function used as importance sampling. The results given in the present work for the potential energy, distribution and structure functions are calculated by using this method.
Another important parameter in the calculation is the population of walkers n w , which represents the number of points R i in configuration space at which the distribution function f (R, t) is sampled. In our calculations we have used a mean walker population of n w = 450.
At the densities ρ = 0.275σ −2 and ρ = 0.400σ −2 the walker population was increased to n w = 900 and no appreciable change in the results was observed.
Our simulation box contains 64 particles. At the 2D saturation density ρ 0 ≃ 0.284σ
this corresponds to a simulation box length of ∼ 38Å, roughly 14 times larger than the mean interparticle distance at this density. Such box size is large enough to neglect finite volume effects. In fact, in 3D bulk liquid 4 He finite size effects have been proven to be negligible already for a box length of 8 times larger than the mean interparticle distance.
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Finally, as importance sampling we have used a simple McMillan 26 two-body trial func-
We have taken for all the densities b = 1.205σ. This value, which minimizes the energy at the equilibrium density, coincides with the one found by Whitlock et al. 11 in their VMC calculation. For the highest density calculated, ρ = 0.420σ −2 , we have also used as importance sampling the two-body function proposed by Reatto
with L = 0.2, λ = 2.0σ, Λ = 0.6σ and b = 1.225σ. Although this trial function gives at the density ρ = 0.420σ −2 a VMC energy lower than the McMillan function (9) , no appreciable change in the results of the DMC simulation is found.
III. RESULTS
In this section, we present our numerical results for the energy and structure properties by Aziz et al. 17 (henceforth referred to as Aziz II). In Table I we present the results of our DMC calculations for the total, potential and kinetic energy per particle for some of the densities calculated. As discussed in Sec. II the values of the potential energy per particle have been obtained by employing the algorithm for pure estimators. The equation of state of 2D liquid 4 He is usually fitted by using a polynomial cubic function of the form
where e = E/N and ρ 0 is the equilibrium density. In Table II we report the values of the parameters which best fit our results and we compare them with the values reported in Ref. 11 . The values for the equilibrium density are very close, whereas appreciably different are the values for the B and C parameters. These differences affect the predictions for the density dependence of the surface pressure and compressibility, as well as the estimation of the spinodal density. The two fits are shown in Fig. 1 together with the Monte Carlo data.
The cubic polynomial fit (11) fits our data rather well and no significant improvement in the χ 2 quality of the fit is found by increasing the order of the polynomial function used.
Once the equation of state function e(ρ) is known, one can calculate straightforwardly the surface pressure, defined as P (ρ) = ρ 2 (∂e/∂ρ), and the isothermal compressibility
From the inverse compressibility 1/κ one obtains the velocity of sound
In Fig. 2 we show the comparison between the surface pressure obtained from our equation of state and the result of Ref.
11. An appreciable difference is found in the regimes of low and high densities. A larger difference is found by comparing the predictions of the two fits for the velocity of sound, shown in Fig. 3 . The velocity of sound at the 2D equilibrium density is c(ρ 0 ) = (92.8 ± 0.6) m/sec, which is nearly 3 times smaller than the velocity of sound at the saturation density of 3D bulk liquid 4 He, c 3D (ρ 0 ) = 238.3 m/sec.
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At T = 0, and in the limit of a 2D film, the third sound velocity c 3 coincides with the velocity of sound c 2D of the purely 2D liquid. 4 Then, for low coverages c 2D must reproduce quite accurately the c 3 in monolayers adsorbed on strongly binding substrates. A direct comparison between c 2D and experimental c 3 for low-coverage films is however difficult by the present uncertainties in the determination of the liquid coverages.
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The density dependence of the velocity of sound is linear over a wide range of densities.
Only when approaching the spinodal density, where the system becomes unstable against density fluctuations, the velocity of sound drops suddenly to zero and the compressibility diverges. The estimation of the spinodal density from our fit gives: ρ sp = (0.228±0.002)σ −2 , which is significantly smaller than the value ρ sp = 0.247σ −2 obtained from the data of Ref. in 3D, at the equilibrium density the difference increases to 22% and the same difference persists down to the spinodal density.
Important information on the structure of the ground state is obtained from the two-body radial distribution function
and from its Fourier transform, the static structure factor
with
Both these quantities can be calculated using the method for pure estimators described in Ref. 25 . In Fig. 4 we show the results obtained for the radial distribution function at three different densities. As the density increases more peaks at large interparticle distances appear. At the highest density shown ρ = 0.420σ −2 , which is just before freezing, four peaks are clearly visible in the distribution function: a clear indication that the system is close to solidification. In Table III , we report the position r m and the height g(r m ) of the first peak in the radial distribution function for some of the densities calculated. The height of the first peak in g(r) increases with the density and it shifts towards smaller interparticle distances. It is interesting to compare the height of the first peak in the radial distribution function for the 2D and 3D systems: in 2D at the equilibrium density g(r m ) ≃ 1.25 whereas the corresponding value in 3D is 1.38. This is a clear indication that the 2D system is more dilute and possesses less correlations at equilibrium than its 3D counterpart. Close to the freezing density the heights of the first peak in g(r) of the 2D and 3D systems become comparable. In fact, as previously discussed, the mean interparticle distance of the two systems become similar when freezing is approached.
In Fig. 5 we show the static structure factor for three values of the density. As the density increases the peak in S(k) increases and the values at the lowest momenta accessible in our calculation increase. Due to phonon excitations the form factor S(k) is expected to go to zero in the long wavelength limit as S(k) ∼ k/2mc. As the density decreases and the spinodal density is approached the velocity of sound c drops to zero and consequently the slope in S(k) diverges. This behaviour, which has been observed in the variational calculations of Ref. 1, agrees qualitatively with our ab initio calculations.
B. Condensate fraction and momentum distribution
Another quantity of great interest is the one-body density matrix ρ(r ′ , r), which is related to the change in the ground-state wavefunction when a particle is removed from position r and replaced at position r ′ . For a homogeneous system ρ(r) is defined as
whereψ (0) andψ † (r) are, respectively, the field operators which destroy a particle from position r = 0 and create one at position r.
In the DMC algorithm the mixed matrix element ψ T |ψ † (r)ψ(0)|Φ 0 , involving the trial wavefunction ψ T , can be calculated by averaging over the asymptotic distribution function f (R, t → ∞) the relative change in the trial wavefunction when a particle is displaced from position r i to r i + r
The calculation of the ground-state expectation value Φ 0 |ψ † (r)ψ(0)|Φ 0 can not be obtained straightforwardly from our method for pure estimators because it involves the knowledge of
, where R ′ is the configuration vector with one particle displaced by r, instead of Φ 2 0 (R). To calculate the one-body density matrix ρ(r) we employ thus the extrapolation technique described in Sec. II. For the highest density calculated, ρ = 0.420σ −2 , we have used as importance sampling both the McMillan wavefunction (9) and the one proposed by Reatto (10) . The extrapolation technique gives, within statistical errors, the same result for ρ(r) in the two cases.
The asymptotic limit of ρ(r) gives the fraction of particles n 0 condensed into the zeromomentum state
In Fig. 6 we show the results for the condensate fraction obtained at different densities ranging from the spinodal point up to the freezing density. We have fitted our data with the quadratic polynomial
where ρ 0 is the equilibrium density ρ 0 = 0.284σ By Fourier transforming the one-body density matrix ρ(r), one gets the momentum distribution of the system
In Fig. 7 we show the momentum distribution plotted as kn(k) for three different densities.
As the density increases, more and more particles leave the condensate state and the maximum in kn(k) shifts towards higher momenta. The shoulder present at high momenta is interpreted in 3D bulk 4 He as coming from the zero-point motion of the rotons. 31 A similar interpretation could be valid also in the 2D case, in this case though the shoulder appears more pronounced than in 3D, particularly at low densities, and shifted towards smaller k's.
IV. CONCLUSIONS
The properties of homogeneous 2D liquid 
TABLES

