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In this tutorial we provide a short review of attosecond pulse characterization techniques and a
pedagogical account of a recently proposed method called Pulse Analysis by Delayed Absorption
(PANDA) [Pabst and Dahlstro¨m, Phys. Rev. A, 94, 13411 (2016)]. We discuss possible imple-
mentations of PANDA in alkali atoms using either principal quantum number wave packets or
spin-orbit wave packets. The main merit of the PANDA method is that it can be used as a pulse
characterization method that is free from atomic latency effects, such as scattering phase shifts
and long-lived atomic resonances. Finally, we propose that combining the PANDA method with
angle-resolved photoelectron detection should allow for experimental measurements of attosecond
delays in photoionization from bound wave packets on the order of tens of attoseconds.
I. INTRODUCTION
We live in a revolutionary time when quantum control
of microscopic processes in matter is possible. Our in-
creasing ability to control atoms and molecules is driven
by rapid advances of laser light sources and there are
currently several frontiers in laser-matter applications.
Optical laser pulses can be made ultra-short by decreas-
ing the pulse duration down to the femtosecond barrier
(1 fs = 10−15 s), limited only by the fundamental period
of the laser light, for time-domain studies of molecular
motion, known as femtochemistry [1]. The combination
of pulse stretching, amplification and re-compression of
laser light in the time domain has opened up for enor-
mous increase of peak intensities [2] that can be used
to ionize matter and drive electrons to high velocities.
The electrons can be driven back to collide with their
respective ions for coherent frequency conversion from
low-frequency laser light to high-frequency light, in a pro-
cesses called high-order harmonic generation (HHG) [3],
to form coherent bursts of radiation reaching the soft
X-ray range [4]. Given the right conditions and experi-
mental filtering HHG can be used to form either trains
of attosecond pulses [5] or isolated attosecond pulses [6].
The duration of the individual attosecond pulses range
from tens to hundreds of attoseconds (1 as = 10−18 s) and
they are, therefore, said to “break” the femtosecond bar-
rier that is inherent to optical pulses. Attosecond pulses
are the shortest coherent light flashes created by man and
can now be routinely generated in many laser laboratories
around the world for the study of physics at the attosec-
ond time scale, known as attophysics [7]. The fact that
the attosecond pulses are naturally phase locked to a fun-
damental coherent laser field make them ideal for studies
of electron dynamics in atoms and molecules by time-
resolved pump–probe spectroscopy. The optical laser
field can serve as a control field to either trigger ionization
∗ marcus.dahlstrom@matfys.lth.se
by quantum tunneling or to perturb undergoing electron
dynamics by stimulated electron transitions. Recent ex-
perimental development has extended this control field
to span from infrared, through visible, to the ultraviolet
frequency range [8], but future coherent non-linear exper-
iments with multiple attosecond pulses hold even greater
promise for control of the electron dynamics. As atto-
physics is a natural continuation of femtochemistry [1],
it is not surprising that many techniques have now been
transferred from the femtosecond to the attosecond time
domain. Such adaptations include both pulse characteri-
zation techniques [9] and studies of coherence properties
of matter by transient absorption techniques [10]. The
high frequency and large bandwidth of attosecond pulses
also opens up for core-specific transient absorption spec-
troscopy [11]. One important difference between fem-
tosecond and attosecond experiments is, however, that
the high-photon energies, inherent to attosecond pulses,
lead to ionization of matter and to the generation of
photoelectrons. Naturally, a “hot topic” in attosecond
physics is currently the determination of attosecond de-
lays in photoemission in atoms [12–15], molecules [16],
and solid state targets [17, 18].
At present time, experiments on the time scale of few
attoseconds have only been possible by performing rel-
ative measurements between different targets, such as
the relative photoionization delay between the 2s and
2p orbitals in neon [12, 15]. The plain reason for this is
that there exists currently no way to characterize attosec-
ond pulses, without making severe approximations con-
cerning the light–matter interaction, therefore, the un-
known exact attosecond pulse shape in the experiment
must by canceled out in some way [19]. Recently, Pabst
and Dahlstro¨m have proposed a new type of scheme that
holds the promise of absolute characterization of the at-
tosecond pulses [20]. In this tutorial we will briefly re-
view the state-of-the-art in attosecond pulse metrology
and then explain our novel ideas of pulse characteriza-
tion with numerical results for alkali atoms. We hope
that this tutorial will help to improve attosecond pulse
metrology with the aim to increase the temporal precision
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2of future pump–probe experiments in physics, chemistry
and material science.
II. TRANSITION FROM FEMTOSECOND TO
ATTOSECOND PULSE CHARACTERIZATION
In order to characterize ultra-short light pulses one
must determine both the spectral magnitude and phase
of the pulses in the energy domain because the pulses
are simply too short to be measured directly in the time
domain. While the spectral magnitude can be easily ob-
tained by linear spectroscopy, the determination of the
spectral phase of the pulses is a much more demanding
problem, which requires non-linear interactions of some
sort. In the following, we will refer to the pulse that we
wish to characterize as the test pulse denoted with sub-
script X. The electric field of the test pulse in the time
domain can be expressed in terms of its Fourier compo-
nents,
E˜X(t) = 1
2pi
∫ ∞−∞ dωEX(ω) exp[−iωt], (1)
where the spectral magnitude and phase can be separated
as EX(ω) = ∣EX(ω)∣ exp[iφX(ω)]. The integral over an-
gular frequency runs over negative and positive frequen-
cies with the relation E∗X(ω) = EX(−ω) to ensure that
the physical electric field is a real function in time. The
detailed temporal structure of the test pulse is most con-
veniently described by its group delay,
τ
(GD)
X (ω) = ∂φX∂ω , (2)
which is the spectral derivative of the spectral phase.
Physically, the group delay of a certain angular frequency
corresponds to the time of arrival of that specific fre-
quency component of the test pulse at a given target.
Given the group delay of a test pulse the spectral phase
can be reconstructed, for instance, by integration from
the central frequency of the pulse,
φX(ω) = ∫ ω
ωX
dω′τ (GD)X (ω′) + φ0, (3)
up to a constant spectral phase term, φ0. Physically φ0
determines the carrier-envelope phase (CEP) of the pulse
in the time domain. While CEP effects have proven to
be important to understand tunnel ionization from atoms
and other phenomena driven by intense ultra-short laser
fields [7], CEP effects are absent in one-photon ionization
and will not be considered in this work on attosecond
pulse characterization.
In the optical domain phase measurements can be car-
ried out by different techniques including Frequency Re-
solved Optical Gating (FROG) [21], Spectral Phase In-
terferometry for Direct E-field Reconstruction (SPIDER)
[22] and phase retrieval from second-harmonic disper-
sion scans (the d-scan method) [23]. All approaches rely
on parametric non-linear optical processes, which means
that the quantum system is returned to the same initial
state after interaction with the field, e.g. after absorption
of two laser photons and emission of one second harmonic
photon [24]. Any excitation by the laser field is virtual
so that no remaining excitation is possible. In paramet-
ric processes, no additional phase is introduced by the
measurement process and the optical pulses can be char-
acterized exactly in principle.
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FIG. 1. Schematic pictures of (a) the FROG method (b)
the SPIDER method for pulse characterization of ultra-short
laser pulses.
The principle for the FROG technique is shown in
Fig. 1 (a), where a pulse replica serves as a “gate” to
probe the structure of the optical test pulse. An auto-
correlation spectrogram measurement of the second har-
monic emission (χ(2) process), resolved over both angu-
lar frequency, ω, and time delay, τ , provides sufficient
information to reconstruct the pulse shape of the elec-
tric field in temporal domain by numerical iterations
[21]. The principle of the SPIDER technique is shown
in Fig. 1 (b), where spectral-shearing interferometry (in-
terference of different frequencies of the light pulse) is
generated between two pulse replicas by non-linear mix-
ing with a chirped ancilla beam (χ(2) process) [22]. The
spectral phase (up to a constant) can be directly read out
from a single SPIDER measurement without the need for
numerical iterations and delay scans. This is in contrast
to the FROG technique, where numerical iterations and
delay scans are always required.
Similar to the FROG technique, temporal information
of attosecond pulses can be gained by non-linear cross-
correlation with ultra-short laser pulses. The particular
case of laser-assisted photoionization by an isolated at-
tosecond pulse is called “attosecond streaking”, because
the final photoelectron momentum, p, is deflected by the
laser field, EL(t), as determined by classical mechanics,
p ≈ p0 − e∫ ∞
t0
dtEL(t) = p0 − eAL(t0), (4)
where p0 is the initial momentum and AL(t0) is the
vector potential of the laser field at the ionization time
triggered by the attosecond pulse [25]. In this way, the
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FIG. 2. Schematic pictures of the FROG-CRAB method
where an attosecond pulse is used to ionize an atom in the
presence of a laser field (upper panel). The laser-assisted
photoelectrons are recorded and used for pulse reconstruc-
tion by numerical iterations based on a simplified model of
the complex ionization process. A generic streaking photo-
electron spectrogram corresponding to a Fourier limited at-
tosecond pulse is computed using the Strong Field Approx-
imation (SFA) and shown in false colors in the lower panel.
For simplicity the dipole transition matrix elements to the
continuum are assumed to be one.
femtosecond oscillations of an optical pulse, AL(t), can
be measured directly in the time domain, using a much
shorter attosecond pulse that acts as a well-defined ampli-
tude gate in the time domain [26]. In contrast, Mairesse
and Que´re proposed to use the laser field as a phase
gate to perform Frequency Resolved Optical Gating for
Complete Reconstruction of Attosecond Bursts (FROG-
CRAB) [9], as illustrated in the upper panel of Fig. 2.
In the lower panel of Fig. 2, we illustrate a photoelectron
spectrogram for a Fourier limited attosecond pulse, which
is streaked by an ultra-short laser field, AL(t). While the
energy oscillations of the photoelectron in Fig. 2 are re-
lated to the laser pulse by Eq. (4), the actual shape of the
attosecond pulse is encoded in the spectrogram in a more
complicated way and it is not directly observable by the
naked eye. It is appealing to model laser-assisted pho-
toionization with the strong field approximation (SFA),
where the continuum states are approximated by Volkov
states [27]. Using SFA, the complex amplitudes for laser-
assisted photoionization can be calculated easily by first-
order time-dependent perturbation theory (here in veloc-
ity gauge) as
cki = e
im
⟨ k ∣ kz ∣ i ⟩∫ ∞−∞ dt′AX(t′) exp [ ih̵S(t′;k)] (5)
where AX is the vector potential of an attosecond pulse(s)
with linear polarization along the z direction and the
action (or instantaneous energy) is
S(t′;k) = ∫ t′ dt′′ [[h̵k + eAL(t′′)]2
2m
+ Ip] , (6)
where Ip is the binding energy of the atom and AL is
the laser field used to streak the photoelectron. The one
photon matrix element for photoionization from the 1s
ground state of hydrogen to a plane-wave state is given
by [28]
⟨ k ∣ kz ∣ i ⟩ = kz⟨ k ∣ i ⟩ = 23/2
pi
β5/2 k cos θk(k2 + β2)2 ∼ k−3, (7)
with β = Z/a0 where the nuclear charge Z = 1 for hy-
drogen and a0 is the Bohr radius. In this way Mairesse
and Que´re used the SFA to adopt the established FROG
technique from ultra-fast laser optics [21] to reconstruct
simultaneously both the attosecond pulse(s) and the laser
probe field [9]. This type of laser-assisted photoioniza-
tion forms the basis for all attosecond pulse characteri-
zation at present time and other related techniques in-
clude Phase Retrieval by Omega Oscillation Filtering
(PROOF) [29], which is used for isolated attosecond
pulses with the perturbative laser field, and RABBIT
[5], which is used for characterization of periodic trains
of attosecond pulses with a perturbative laser field.
There is a general problem of quantitative accuracy
of any laser-assisted photoionization technique (such as
FROG-CRAB) when the SFA is used for the description
of the photoionization process due to the omitted short-
range and long-range interactions between electron and
ion [30]. The first real proof of the “breakdown” of the
FROG-CRAB technique for atomic targets was shown in
a relative delay experiment between the neon orbitals 2p
and 2s by Schultze et al. in 2010 [12]. Despite numerous
theoretical simulations, satisfactory agreement between
theory and experiment has still not been reached, as re-
viewed by Feist et al. [31]. Complementary intra-atomic
delay studies have been performed using the RABBIT
technique between the 3p and 3s orbitals in argon atoms
[13, 32]. Inter-atomic measurements between different
noble gas atoms have also been reported [33, 34] as well
as relative measurements between single and in double
photoionization [35]. Theoretically, the delays that ap-
pear in laser-assisted photoemission due to atomic inter-
actions, τA, can be interpreted as the sum of two terms,
τA ≈ τw + τcc, (8)
where τw is the one-photon Wigner-like delay of the pho-
toelectron [36] and τcc is the continuum–continuum de-
lay (also called Coulomb-Laser Coupling) that arises in
4the laser-stimulated transition between two continuum
states in the presence of a long-range Coulomb potential
[13, 30, 37–41]. It is possible to motivate why FROG-
CRAB, PROOF and RABBIT experiments can be all
interpreted by Eq. (8) using the asymptotic phase shifts
of two-photon matrix elements [37], or by direct numer-
ical simulations [40]. This new interpretation of laser-
assisted photoionization has been recently confirmed us-
ing isolated attosecond pulses, to extract the delay of
helium relative to spectrally resolved shake-up satellites,
by Ossiander et al. [14]; and also by attosecond pulse
trains, to extract the relative 2p − 2s delay of neon, by
Isinger et al. [15]. In the work of Isinger et al. we
stress that the combined high-spectral and temporal res-
olution provided by attosecond pulse trains was essential
to spectrally remove nearby shake-up satellites. The in-
fluence of shake-up satellites can be expected to increase
as the central frequency and bandwidth of extreme light
pulses grow, thus, the problems associated with shake-
up satellites is likely to increase the general uncertainty
of the FROG-CRAB technique [42]. In hindsight, it is
now clear that “cumbersome” laser-assisted photoioniza-
tion simulations, including electron–electron correlation
effects, are required to quantitatively model attosecond
streaking experiments in noble gas atoms. These type
of simulations can only be performed with great pre-
cision in helium (the simplest noble gas atom) [14] or
by numerically efficient methods based on atomic many-
body perturbation theory [41, 43] or by large-scale nu-
merical propagation of a suitably truncated many-body
basis [44].
Laser-assisted photoionization is not the only method
that has been proposed for characterization of attosec-
ond pulses. Another method, which was used in early at-
tempts to determine sub-femtosecond pulse structures, is
based on autocorrelation measurements [45]. This type of
non-linear measurements at short-wave lengths are very
challenging experimentally and limited to rough pulse du-
ration estimates [46]. Another proposal for attosecond
pulse characterization is based on in-situ measurements
to probe the “birth” of attosecond pulses, as proposed
in 2006 by Dudovich et al. [47]. The general idea is to
gently perturb the HHG process and perform electron
interferometry by inducing phase differences on the elec-
tron trajectories. This was first proposed to be done by
a weak parallel second harmonic laser field, but it was
later shown that this weak field strongly affected the ini-
tial tunneling step of HHG, and the subsequent interfer-
ence pattern of the in-situ scheme [19], which made the
method unfit for accurate attosecond pulse reconstruc-
tion. In contrast, a more recent in-situ scheme based
on two laser fields with orthogonal polarization has been
used to study electron trajectories of the HHG process
[48]. Despite this latter success on the microscopic scale,
in-situ measurements remain of limited use for pulse
characterization in general, because they can not be used
to determine the final shape of the macroscopic pulse on
a given target far away from the HHG site, which is af-
fected by pulse propagation in the extended gas medium
[49] and general dispersion and absorption due to any
optical elements in the beam path after HHG.
For all these reasons we believe that a new scheme for
attosecond pulse characterization, which is based on a
simpler physical process, is in order and we will discuss
our proposal for a solution in next section.
III. THE PANDA METHOD
In this section we discuss the use of a bound time-
dependent wave packet as a “clock” for attosecond pulse
characterization. We refer to this technique as Pulse
Analysis by Delayed Absorption (PANDA) [20] and we
stress that it is distinct from the above mentioned charac-
terization techniques because it relies on sequential pho-
toionization rather than laser-assisted photoionization.
Here, we focus on the application of PANDA to attosec-
ond pulses, but it is possible to use the scheme to char-
acterize long-wavelength pulses, such as ultra-short opti-
cal laser pulses, and short-wavelength narrow-bandwidth
pulses, such as Free Electron Laser (FEL) pulses, by suit-
able design of the bound wave packet, see Sec. III C.
The three basic steps of the PANDA method are il-
lustrated in Fig. 3. In step (a), a coherent bound wave
packet is created, for instance by an intense laser pulse
with central frequency, ωL. In step (b), the bound wave
packet, ψ(t), is freely propagated for a controllable time,
τ . In step (c), the bound wave packet is ionized by one-
photon absorption from the attosecond pulse with the
ejected electron collected over all emission angles as a
function of kinetic energy, . Finally, the process is re-
peated for other (sequential) delays, τ , to clearly resolve
quantum beating in a photoelectron spectrogram, as il-
lustrated in the lower panels of Fig. 3. The resulting
spectrogram allows for direct identification of the group
delay of the attosecond pulse, as shown by the white
dashed line in the two lower panels of Fig. 3 for a Fourier
limited (left lower panel) and linearly chirped (right lower
panel) pulse, respectively. In general, the quantum beat-
ing is of the generic form
P (, τ) = A() +B() cos{∆ω[τ + τ (GD)X (ω)]}, (9)
where ∆ω = ∆/h̵ is the angular frequency spacing of the
bound wave packet and τ
(GD)
X (ω) is the attosecond pulse
group delay as a function of angular frequency, ω. The
mapping between pulse frequency and electron energy is
given by the photoelectric effect,
 = h̵ω − I(wpk)p , (10)
where I
(wpk)
p = ∣1 + 2∣/2 is the effective binding en-
ergy of the wave packet and the bound state energies are
j=1,2 < 0. The generic form of the photoelectron spectro-
gram, P (, τ), is the main result of the PANDA method
and it will be justified in Sec. III A. Similar to the SPI-
DER technique [22], the inner workings of PANDA are
5based on spectral-shearing interferometry. In contrast
to SPIDER, however, a full photoelectron spectrogram
P (, τ) over both  and τ must be determined for the
PANDA method.
The main advantage of the PANDA method is that it
does not involve any atomic latency effects that could ob-
scure the reconstruction procedure, see Sec. III B. In this
sense the PANDA method is a cleaner method than char-
acterization methods based on laser-assisted photoion-
ization that “suffer” from atomic latency due to Wigner
delays and long-range laser-Coulomb interactions, as im-
plied by Eq. (8). Finally, in Sec. III D, we will show
that extending the PANDA method to angle-resolved
photoelectrons allows for studies of energy- and angle-
dependent delays from time-dependent bound wave pack-
ets on the time scale of few attoseconds that can be mea-
sured relative to latency-free (angle-integrated) PANDA.
A. Derivation of PANDA
Consider an atom prepared in a coherent superposition
of two bound states as illustrated in Fig. 3 (b),
∣ψ(t)⟩ = ∑
j=1,2 cj ∣j⟩ exp[−ijt/h̵] (11)
where cj > 0 are constant amplitudes that describe the
wave packet states with quantum numbers, j ∈ {1,2},
and non-degenerate energies, j . The use of constant
complex amplitudes in the wave packet is an idealization
that assumes (i) that the preparation and ionization steps
are sequential and (ii) that the depletion of the wave
packet due to decay or ionization can be neglected. A
test pulse with a controllable delay, τ , in the time domain
can be expressed in terms of the Fourier components of
an unshifted pulse by use of the shift theorem,
E˜X(t, τ) = E˜X(t − τ,0)= 1
2pi
∫ dω∣EX(ω)∣ exp[−iω(t − τ) + iφX(ω)], (12)
where ∣EX(ω)∣ and φX(ω) are the spectral amplitude and
phase of the test pulse with τ = 0. The control delay, τ , of
the test pulse can be seen as an experimental parameter
that shifts the pulse in time as a perfect delay stage.
For simplicity, we consider a central-field model with
eigenstates ∣j⟩, corresponding to quantum numbers:(nj , `j ,mj , σj). These wave packet states must have the
same parity and they should satisfy selection rules that
allow one-photon ionization by the test pulse to reach
a common final state consisting of both ion and pho-
toelectron. The complex amplitude for an electron to
reach a final continuum state, ∣f⟩ with quantum num-
bers (f , `f ,mf , σf), by photoionization from the bound
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FIG. 3. The three basic steps of the PANDA method for
attosecond pulse characterization. (a) Coherent preparation
of a bound wave packet that consists of states ∣1⟩ and ∣2⟩, (b)
free evolution of the wave packet for a time τ and (c) spectral
shearing interferometry of the attosecond pulse (X) by en-
ergetically overlapping photoionization processes from wave
packet states with angular frequency splitting ∆ω. In the
lower panels we show photoelectron spectrograms P (, τ) for
the PANDA method using a Fourier limited attosecond pulse
(left) and a linearly chirped attosecond pulse (right). For
simplicity the dipole transition matrix elements to the con-
tinuum are assumed to be one. The white dashed line shows
the corresponding group delay of the attosecond pulse in ex-
cellent agreement with the quantum beating of the PANDA
spectrogram (shifted to the node of the beating for clarity).
wave packet, is given by (here in length gauge)
af(t) = − e
ih̵
∫ t−∞ dt′E˜X(t, τ)⟨ f ∣ z ∣ ψ(t) ⟩ exp[if t/h̵]= − e
ih̵
∑
j=1,2EX(ωfj)⟨ f ∣ z ∣ j ⟩cj exp[ωfjτ], (13)
where z is the operator of a linearly polarized test pulse
within the dipole-approximation with well-known selec-
tion rules for the angular momentum: `f = ∣`j ± 1∣,
mf = mj , and spin, σf = σj . Note that the angular
frequencies absorbed from the test pulse in the transi-
tions from the bound wave packet, ωfj = (f − j)/h̵,
6are different due to energy conservation. This is the key
to spectral-shearing interferometry in the photoelectron
spectrum, where different spectral amplitudes of the test
pulse can be made to interfere. By squaring the com-
plex amplitudes of the photoelectrons we obtain the fi-
nal probability density resolved over photoelectron en-
ergy and delay,
P (, τ) = A1 +A2 +B cos Θ (14)
where the direct ionization terms from state j = 1,2 are
Aj = ( e
h̵
∣EX(ωfj)∣⟨ f ∣ z ∣ j ⟩cj)2 , (15)
the ionization cross-term magnitude is
B = 2e2
h̵2
⟨ f ∣ z ∣ 1 ⟩⟨ f ∣ z ∣ 2 ⟩∣EX(ωf1)E(ωf2)∣c1c2 (16)
while the ionization cross-term phase is
Θ = ω21τ + φX(ωf1) − φX(ωf2). (17)
In writing these equations we have made use of the as-
sumption that the complex amplitudes of the wave packet
are positive and that the dipole matrix elements are real.
Provided that the wave packet is suitably designed, the
variation of the spectral phase is small over the frequency
splitting of the wave packet, so that the phase difference
can be rewritten as level splitting time group delay,
φX(ωf1) − φX(ωf2) ≈ ∆ωτ (GD)X (ω), (18)
where ω = (ωf1 + ωf2)/2 is the mean angular frequency
to reach the final state from the wave packet and ∆ω =
ωf1 − ωf2 > 0 is the angular frequency splitting of the
wave packet. In this way the generic form of a PANDA
spectrogram shown in Eq. (9) is recovered.
B. Comments on dipole matrix elements
One question that may arise is why we can assume
that the dipole matrix elements are real – are dipole ma-
trix elements to the continuum not complex quantities
in general? So far we have only discussed dipole tran-
sition to well-defined angular momentum states within
a central field model, where both bound and continuum
radial wavefunctions can be chosen to be real functions
[50]. This implies that any such bound-to-continuum ma-
trix element of a real operator, e.g. z, will be real as
well. In contrast, the photoionization amplitude to a fi-
nal momentum state, with a given direction kˆ, is complex
because the final state is given by
ψ−k = 1k1/2 ∞∑L=0
L∑
M=−L i
Le−iηLY ∗LM(kˆ)YLM(rˆ)RL(r), (19)
where ηL are scattering phases and RL(r) are energy-
normalized radial wavefunctions, as denoted in our earlier
work [20]. For this reason the PANDA will show latency
in angle-resolved detection, but not in angle-integrated
detection. This point will be demonstrated by numerical
calculations in Sec. III D.
Cooper minima occur when radial dipole matrix ele-
ments go to zero and change sign from negative to posi-
tive [51]. One such minimum is associated with a shift of
the PANDA signal by a half quantum beat period accord-
ing to Eq. (14) as the sign of B changes in Eq. (16). Does
this cause problems for PANDA? We do not believe that
it is a problem if bound wave packets of equal angular
momentum `0 are used. We have found that transitions
to the continuum from different principal quantum num-
bers, say n0 and n0 + 1 with the same `0, tend to have
closely placed Cooper minima in kinetic energy. Now, if
both dipole matrix elements in B change sign at (almost)
the same kinetic energy, the shift of the quantum beat is
canceled and the PANDA signal will not be affected. We
interpret this effect as due to the fact that bound states
with the same angular momentum behave similarly close
to the core due to the dominating centrifugal potential
[50].
Fano resonances are examples of atomic phenomena
that go beyond the central-field model due to electron–
electron correlation [52]. Using Fano’s theory [53], in the
case the of a single continuum coupled to a single reso-
nance, the correlated dipole matrix element, Zfj , can be
written in terms of the real uncorrelated matrix element,
zfj , as
Zfj = (qj + F )(1 − iF )zfj , (20)
where F = ( − r)/(Γ/2) is the photoelectron energy
shifted by the resonance energy, r, and rescaled by the
inverse resonance lifetime, Γ. The correlated dipole ma-
trix element is clearly complex and the question arises if
this can affect the PANDA method? We do not think
that the PANDA signal is affected by such a resonance
because it is the phase difference from two different wave
packet states to the same final continuum state that may
affect the PANDA measurement. This phase difference
corresponds to the argument of the ratio of two correlated
Fano dipole matrix elements,
arg( Zfj
Zfj′ ) = arg( (qj + F )(qj′ + F )) = 0 orpi, (21)
where we find that the complex denominators have can-
celed in the first step. In the second step we assume that
the uncorrelated matrix elements and q-factors are real.
The reason for this cancellation of the Fano phases is that
the phase variation is determined solely by the inverse
lifetime of the resonance, which does not depend on the
initial wave packet state ∣j⟩. In our earlier work, we have
showed numerically that such a resonance does not affect
the PANDA technique, by performing simulations within
the Time-Dependent Configuration Interaction Singles
(TDCIS) for the case of neon atoms with low 2s−1ns
7autoionizing states [20]. By extension, a resonance cou-
pled to several continua should not affect PANDA either,
because it is possible to perform a transformation back
to the case where only one continuum couples to the res-
onance [52].
Inner-shell photoionization and shake-up processes has
been estimated in our previous work within the Hartree-
Slater formalism [42]. Clearly, inner-shell photoioniza-
tion can easily overwhelm the signal from photoionization
of the bound outer wave packet, but we found that inner-
shell photoionization does not affect the probability mod-
ulations of PANDA as long as the independent-particle
approximation is valid. Effects beyond independent par-
ticles can manifest itself as new probability modulations
in PANDA. For instance, electron correlation effects that
are associated with inner-shell ionization can stimulate
transitions in the outer bound wave packet by so-called
shake-up effects. It would be interesting to study these
aspects of electron correlation further, but this remains
beyond the scope of this tutorial.
C. Design of bound wave packet
The time-dependent bound wave packet used for
PANDA measurements must satisfy three basic compat-
ibility requirements with the test pulse: (i) the central
angular frequency must exceed the effective wave packet
binding energy to ensure ionization, ωX ≫ I(wpk)p , (ii)
the test pulse bandwidth must be larger than the wave
packet energy splitting to ensure spectral shearing phe-
nomena, ∆ωX ≫ ∆ω, and (iii) the lifetime of the bound
wave packet must be much longer than the test pulse du-
ration, 1/Γ(wkp) ≫ ∆τX. For simplicity, we will only dis-
cuss idealized bound wave packets with infinite lifetime,
Γ(wpk) = 0. Clearly, there are many different atomic sys-
(a) (b)
FIG. 4. Level schemes for PANDA method in alkali atom
(H like) with (a) nearest principal quantum number and (b)
spin-orbit wave packets (see Appendix A).
tems and excitations to consider for the PANDA method.
In general, the photoionization cross sections of atomic
orbitals decrease rapidly with both kinetic energy of the
photoelectron and initial principal quantum number. Al-
kali atoms have the advantage that the excitation en-
ergies from the ground state are in optical/UV regime,
which makes coherent state preparation readily feasible
by short laser pulses. In the Sec. III D, we will consider
alkali atoms with the simplest possible sequential exci-
tation scheme, illustrated in Fig. 4 (a) corresponding to
nearest principal quantum number wave packets. In Ap-
pendix A we also discuss the case of spin-orbit (SO) wave
packets in alkali atoms illustated in Fig. 4 (b). Other
possible schemes include inner-shell photoionization with
shake-up [42] and photoionization of spin-orbit hole wave
packets, similar to the experiment on coherently excited
Krypton ions that were created by strong-field ionization
by Gouliemakis et al. in 2010 [10].
D. Numerical results for PANDA in alkali atoms
In Fig. 5 we show the photoionization cross sections
from the lowest excited states of odd parity for alkali
atoms Li, Na and K. The calculation is performed using
the cross section formula for linearly polarized light (here
length gauge)
σ(ω) = 4pi2αω ∑`
f
∣⟨ f ∣ z ∣ j ⟩∣2 × a20[Mb], (22)
where α ≈ 1/137 is the fine structure constant, ω and⟨f ∣z ∣j⟩ are the photon energy and dipole matrix elements
in atomic units, while a20[Mb] = 28.0028 is the numerical
conversion factor from atomic units to megabarn (1 Mb
= 10−22 m2). The dipole matrix elements are computed
using the independent-particle Hartree-Fock approxima-
tion (full lines). Correlation effects due to the atomic core
are found to be small using the Random Phase Approxi-
mation with Exchange (RPAE) in energetic regions away
from thresholds of the core (plus signs) [54]. The exact
photoionization cross section from the ground state of
hydrogen is shown for comparison (dotted line). At high
photon energy the hydrogen cross-section follows a ω−7/2
scaling law and photoionization from excited states of H
have a n−3 scaling of the cross sections [28]. Our results
for Li* show that the cross section from the lowest ex-
cited state is lower by one order of magnitude compared
to H. The cross sections for excited states of Na and K
are structured because of the presence of Cooper minima
in the n0p → fd transition. The cross sections of Na*
and K* are larger than that of Li* at high energy and
they are comparable to that of the ground state of H at
200 eV photon excitation. The ratio of nearest principal
quantum number cross sections is ∼ 1/3 between all al-
kali atoms in our study at high energy. This compares
well with the cross section ratio expected for excited hy-
drogen, (n + 1)−3/(n)−3, with the lowest excited states,
3−3/2−3 ≈ 0.3. As the principal quantum number n in-
creases the cross section ratio is expected to reach unity.
The energy difference between nearest principal quan-
tum number states scales as 1/n3, which implies that the
quantum beating period of the wave packet can be chosen
to be extremely long ∼ n3.
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FIG. 5. Photoionization cross sections from excited np states
of alkali atoms lithium (Li∗), sodium (Na∗) and potassium
(K∗) compared to the exact cross section for photoionization
from the 1s ground state of hydrogen (H). The Hartree-Fock
(HF) results compare well with the Random Phase Approxi-
mation with Exchange (RPAE) in regions far from thresholds
of the core.
Next, we show that it is important that the photo-
electron is integrated over all emission angles in order
to obtain a PANDA result that is free from atomic la-
tency. The angle-resolved PANDA delays are computed
using a complex final state for photoemission in a given
direction within the Hartree-Fock approximation using
Eq. (19), as explained in Ref. [54]. In Fig. 6 we compare
angle-integrated photoelectron emission with photoelec-
tron emission along the polarization of the test pulse for
wave packets in Li*, Na* and K* (all excited wave packet
states are p-waves, which implies that the reached con-
tinuum consists of s- and d-waves). While there is zero
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FIG. 6. Delays of quantum beats for Li*, Na* and K* with
angle-integrated and angle-resolved emission along the test
pulse polarization direction (θ = 0) with principal quantum
numbers wave packets as explained the main text.
PANDA delay for the angle-integrated cases, the angle-
resolved measurements show vastly different delays for
all atoms. The Li* result shows a positive delay of ∼ 3 as
over the entire energy region, while the Na* result instead
9shows a negative delay that increases in magnitude with
decreasing photoelectron energy. The K* result shows a
structured delay that goes from being positive to nega-
tive close to 47 eV [20]. This structure is attributed to
the presence of Cooper minima in the photoionization
cross section of the excited states in K* at ∼ 42 eV in
the np → d channel. Similarly the Na* structure can
be explained by Cooper minima at lower kinetic energies∼ 7 eV. In contrast we find no Cooper minima in Li*,
which suggests the positive and featureless delay.
In order to show how the angle-integrated PANDA de-
lay can “sum up to zero” in Fig. 6, we show in Fig. 7 the
angle-resolved delay as a function of the azimuth angles
relative to the test pulse polarization for Li*, Na* and
K*. In all the atoms we find a universal zero delay for
all energies that occurs at ∼ 55o where the partial d-wave
vanishes and only the isotropic s-wave remains. On the
other side, θ > 55o, the delay changes sign. Clearly, it
is this sign change (marked by + and − in Fig. 7) what
allows for the angle-integrated result to sum up to zero.
In some regions the angle-resolved delay becomes quite
large (tens of attoseconds) to compensate for the fact
that the emission probability density is low in that direc-
tion. In Li* this happens close the threshold where the
s- and d-waves interfere destructively at large emission
angles. In Na* the change of PANDA delay for θ > 55o is
explained by the fact that the Cooper minima for angle-
resolved emission moves to much lower kinetic energy
(below the separated d-wave result) when the sign of the
d-wave changes at θ ≈ 55o. A similar effect occurs in K*,
where for θ > 55o only the negative delay region above
the angle-resolved Cooper minima is observed.
In general we find that the angle-resolved delay from
coherent bound wave packets is changing on the order of
tens of attoseconds in the vicinity of Cooper minima. Ex-
perimental measurements of these effects will be challeng-
ing due to low photoionization cross sections, but should
in principle be possible by performing relative delay mea-
surements between angle-resolved and angle-integrated
photoelectrons.
IV. SUMMARY AND OUTLOOK
In this tutorial we have provided a short review of
attosecond pulse characterization techniques. We fo-
cused on the recently proposed Pulse Analysis by Delayed
Absorption (PANDA) method [20], and discussed its
various possible implementations and advantages. The
main merit of PANDA is that it is a latency free pulse
characterization method that is insensitive to scatter-
ing phase shifts and atomic resonances. Combining the
PANDA method with angle-resolved photoelectron de-
tection should allow for measurement of delays in pho-
toionization from bound wave packets on the order of
tens of attoseconds.
In closing, we have recently attempted to extend
PANDA to attosecond transient absorption, where trans-
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FIG. 7. Delays of quantum beats from wave packets in Li*,
Na* and K* resolved over azimuth angle and photoelectron
energy with initial nearest principal quantum numbers wave
packets of p-waves. Plus and minus signs indicate areas of
positive and negative delay for clarity.
mitted photons are detected instead of angle-resolved
photoelectrons [55]. In this case, we found that it was
not possible to extract the exact attosecond pulse shape
because the susceptibility of the process was complex due
to scattering of photons and electrons in the continuum
above the ionization threshold.
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Appendix A: PANDA with spin-orbit wave packet
In this appendix we consider spin-orbit (SO) wave
packets for the PANDA method consisting of a single
active electron in alkali atoms. Specifically, we consider
the K atom which is sequentially excited from its ground
state, 4s, to its excited state, 4p, by a laser pulse, EL.
The spectral support of EL is such that it excites both
fine-structure levels of the excited state, 4pj′=1/2 and
4pj′=3/2, that will be denoted by their total angular mo-
mentum j′ for brevity in the following. The correspond-
ing SO wave packet evolves freely as
∣ψ(1)(t)⟩ = ∑
j′=1/2,3/2 c
(1)
j′ exp[−iωj′t]∣4pj′m⟩, (A1)
where the complex amplitude c
(1)
j′ can be approximated
by first order perturbation theory as
c
(1)
j′ = − eih̵zj′iEL(ωj′i). (A2)
In Eq. (A2), zj′i = ⟨ 4pj′m ∣ z ∣ 4s1/2m ⟩ denotes the dipole
matrix elements between the initial state 4s1/2m (de-
noted i) and the excited states j′. The total magnetic
quantum number m = ±1/2 is conserved in all interac-
tions due to the linear polarization of the fields. The
angular frequencies, ωj′i = ωj′ −ωi, correspond to the ex-
citation energies 1.610 eV for j′ = 1/2 and 1.617 eV for
j′ = 3/2 relative to the initial state energy, i = h̵ωi =−4.341 eV [56]. The time scale for the SO dynamics is
determined by the inverse splitting of the excited levels,
SO = h̵ωSO = 7.15517 meV, which translates to a period
on the sub-ps time scale, TSO = 2pi/ωSO = 577.998 fs.
Next, the test pulse, EX, is used to photoionize the ex-
cited K atom so that an electron is promoted to contin-
uum state with energy  > 0. The dipole allowed contin-
uum states include sj=1/2, dj=3/2 and dj=5/2 (denoted
by their total angular momentum j for brevity). After
the interaction with EX has ceased the complex ampli-
tude for the final state j is
c
(2)
j = (−eih̵ )2 ∑j′=1/2,3/2EX(ωjj′)EL(ωj′i)zjj′zj′i, (A3)
where the second dipole interaction zjj′ = ⟨`jm∣z ∣4pj′m⟩
denotes the matrix element between the final state j and
the intermediate state j′. The final states j = 1/2 and
j = 3/2 can be reached from both intermediate states,
j′ = 1/2 and j′ = 3/2. In contrast, the final state j = 5/2
is only reached from the intermediate j′ = 3/2 state and
it can not be used to gain temporal information about
EX, as illustrated in Fig. 4 (b).
We use Wigner-Eckart’s theorem
⟨ n`jm ∣ z ∣ n′`′j′m ⟩ =
(−1)j−m ( j 1 j′−m 0 m) ⟨ n`j ∥ r ∥ n′`′j′ ⟩, (A4)
and approximate the coupled reduced matrix element,
⟨ n`j ∥ r ∥ n′`′j′ ⟩ ≈ ⟨ n` ∣ r ∣ n′`′ ⟩⟨ j ∥C1 ∥ j′ ⟩
= ⟨ n` ∥ r ∥ n′`′ ⟩ ⟨ j ∥C1 ∥ j′ ⟩⟨ ` ∥C1 ∥ `′ ⟩ , (A5)
using the assumption that the integral over the scalar
r is j-independent. In this way, we express the matrix
element in the ls-coupled (j) representation in terms of
the uncoupled (ls) reduced matrix element that can be
estimated using non-relativistic many-body perturbation
theory. The reduced matrix elements of Ck tensors [57]
for integers is
⟨ l ∥Ck ∥ l′ ⟩ =
(−1)l[(2l + 1)(2l′ + 1)]1/2 ( l k l′
0 0 0
) (A6)
and for half-integer is
⟨ j ∥Ck ∥ j′ ⟩ =
(−1)j−1/2[(2j + 1)(2j′ + 1)]1/2 ( j k j′−1/2 0 1/2) . (A7)
For simplicity we assume that ∣EL(ωj′=3/2 i)∣ =∣EL(ωj′=1/2 i)∣ and that ∣EX(ω)∣ = ∣EX(ω − ωSO)∣. The
probability density of the final states ∣c(2)j ()∣2 should
be summed incoherently to simulate angle-integrated de-
tection of photoelectrons. Evaluation of the angular-
momentum contribution gives the total probability den-
sity for the photoelectrons
∑
j
∣c(2)j ()∣2 ≈ ∣EX∣2∣EL∣2h̵4 134 ⟨ 4p ∥ r ∥ 4s ⟩∣2
×{∣⟨ s ∥ r ∥ 4p ⟩∣2 [5 + 4 cos Θ]
+∣⟨ d ∥ r ∥ 4p ⟩∣2 2
5
[8 + cos Θ] }, (A8)
where the phase of the interference term is given by
Θ(ω) =φR(ωj′=3/2 i) − φR(ωj′=1/2 i)+φX(ω − ωSO) − φX(ω)≈ωSO[τ (GD)L − τ (GD)X (ω)], (A9)
which is proportional to the difference in group delay be-
tween EL and EX pulses. While the laser pulse group
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delay τ
(GD)
L is determined by the SO excitation energies,
the XUV group delay τ
(GD)
X (ω) is a function of XUV pho-
ton energy. In this sense, Eq. (A8) shows τ
(GD)
X (ω) can
can be determined by studying photoelectron probability
distributions resolved over kinetic energy from coherent
SO wave packets.
In Eq. (A8) it is seen that the relative modulation
depth of the quantum beat compared to the static back-
ground is greater in the s-channel than in the d-channel.
The lesser contrast in the d-channel is attributed to the
non-modulated j = 5/2 contribution. In general, how-
ever, photoionization to the d-channel dominantes over
photoionization to the s-channel, due to Fano’s propen-
sity rule [58], so it is not immediately clear whether the
s or d channel have the greatest quantum beat modula-
tions in general, but their modulations will add in phase
as shown by Eq. (A8). Eq. (A8) is valid for either initial
spin polarization, m = ±1/2, which means that an initial
statistical mixture will not be a problem for the PANDA
method using alkali atoms.
Excited states of alkali atoms typically have too small
SO splitting for quantum beating on the few femtosecond
time scale. A more promising approach could be to use
SO valence hole wave packets in noble gas atoms, gener-
ated by tunnel ionization by an ultra-short laser pulse,
which have recently been shown to possess good coher-
ence properties [10].
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