Normalized exponential sums are entire functions of the form
Introduction
An exponential sum is an entire function of the form g(z) = F 1 e λ 1 z + · · · + F m e λmz ,
where λ 1 , . . . , λ m ∈ C are distinct constants called frequencies or leading coefficients of g, and the coefficients F 1 , . . . , F m are polynomials. The trigonometric functions sin z = 1 2i
(e iz − e −iz ) and cos z = Hence, if F 1 , . . . , F m ∈ C, then the function g in (1.1) is the generic solution of this differential equation.
We consider the zero distribution of exponential sums g(z) in (1.1) in the case when all leading coefficients λ j are in one line, and F j 's are complex constants. By appealing to a rotation, if necessary, we may suppose that λ j 's are all real and ordered such that λ 1 < λ 2 < . . . < λ m . From the zero distribution point of view, we may pull the zero-free term F 1 e λ 1 z out as a common factor, and consider the zeros of its multiplicative exponential sum. In other words, we may suppose that the exponential sum under consideration is in the normalized form f (z) = 1 + H 1 e w 1 z + · · · + H n e wnz (1.2) to begin with, where 0 < w 1 < . . . < w m , H j 's are non-zero complex constants, and n ≤ m − 1. Here we may suppose that n ≥ 2, since in the case n = 1 it is easy to see that the zeros of f are all on one vertical line. In 1917, Tamarkin found in his PhD thesis, published in Russian, that the zeros of exponential sums of the form (1.2) are confined to a vertical strip in the complex plane. An English translation of Tamarkin's thesis appeared in 1928, see [10] . Wilder [11] gave an estimate for the number of zeros in a rectangle with vertical sides on the boundary of a strip found by Tamarkin. An improvement of Wilder's result by Langer [6] shows that the number n(r) of zeros of a function f of the form (1.2) in such a rectangle of height r is subject to the bound
In the case of polynomial coefficients, the zeros of exponential sums are no longer in rectangular strips. A simple example is g(z) = e z − z, whose zeros are precisely on the curves y = ± √ e 2x − x 2 ∼ ±e x [2, Example 2.1]. If z = re iθ = r cos θ + ir sin θ = x + iy is on such curves, then |θ| ∼ π 2 − log r r . In general, the results by Pólya [7, 8] and Schwengeler [9] show that there exist finitely many angles θ * such that all but finitely many of the zeros of exponential sums of the form (1.2), with polynomial coefficients, are located in the logarithmic strips of the form
where c > 0 is large enough. In addition, the number n(r) of the zeros of f in the disc |z| < r is n(r) = w m π r + O(1).
See [2, 3] for a more thorough historical review and for improvements. By combining the results of Moreno [5] and More et al. [4] , we obtain the following statement: If the frequencies w 1 , . . . , w n of the normalized f in (1.2) are linearly independent over the rational numbers, then the zeros of f are in vertical strips S, and the projections of the zeros of f on R form dense subsets of the intervals induced by the intersections of the strips S with R. Following Moreno [5] , we may express this by saying that there are zeros near every line in every strip S. Alternatively, for every vertical line Re (z) = σ in S and for every ε > 0 a point ζ = a + ib can be found such that σ − ε < a < σ + ε and f (ζ) = 0. A precise statement is as follows.
Theorem A Let f (z) be an exponential sum of the normalized form (1.2), whose leading coefficients 0 < w 1 < . . . < w n are linearly independent over rational numbers. Then an open interval (σ 0 , σ 1 ) is contained in
if and only if the n + 1 inequalities
are satisfied for any σ ∈ (σ 0 , σ 1 ).
As Moreno observed, the zeros of exponential sums might be in several vertical strips. In Langer's result (1.3) the zeros are considered to be in one wide strip that in fact might include several narrower strips. So far, none of the results in the existing literature seems say anyhing about the precise number of zeros in each individual strip. The main result in this paper, see Theorem 2.1 below, aims to fill in this gap. In the next section, in addition to stating Theorem 2.1, we will also shed some more light into the zero distribution of exponential sums in vertical strips.
Zero distribution of exponential sums
Let f (z) be an exponential sum of the form (1.2). If z = x + iy satisfies
where H 0 = 1 and w 0 = 0, then f has no zeros in region
This follows from the inequalities
Any such vertical strip G is called a zero-free region of f . The zero-free region of f to the extreme left is determined by the term 1, and the one to the extreme right by H n e wnz . They both have unbounded width, while the rest of the zero-free regions, if any, have bounded width. Since f has n + 1 terms, it is obvious that f has at most n + 1 zero-free regions.
Then the two sets
are the only zero-free regions of f although f has three terms.
In each zero-free region, precisely one inequality in (2.1) holds. The exponential term H j e w j z , whose modulus is strictly greater than the sum of others, is called the dominating term in this region. The boundary line of each zero-free domain of f is denoted by L k and is determined by the equality
It is easy to see that there exist at most 2n boundary lines. The closed area between two consecutive zero free regions with dominating terms H j e w j z and H k e w k z for j = k is called a critical strip of f , and is denoted by Λ(j, k). Every critical strip is a closed area and contains its vertical boundary lines. All zeros of f lie in the critical strips, and the zeros may lie on the vertical boundary lines of a critical strip, as is seen in the next example.
Example 2 The zeros of the exponential sum
lie on two lines Re (z) = log 2 and Re (z) = log 3. The zero free regions of f are {z : Re (z) > log 6}, {z : log 2 < Re (z) < log 3} and {z : Re (z) < 0}.
Thus the critical strips of f are Λ(1, 2) := {z : log 3 ≤ Re (z) ≤ log 6} and Λ(0, 1) := {z : 0 ≤ Re (z) ≤ log 2}. The lines Re (z) = log 2 and Re (z) = log 3 are boundary lines of Λ(0, 1) and Λ(1, 2), respectively, see Figure 1 . The following main result reveals the asymptotic number of zeros of exponential sums in each individual critical strip.
Theorem 2.1 Let f be an exponential sum of the form (1.2), where the coefficients are constants and the leading coefficients satisfy 0 < w 1 < . . . < w n . Then all zeros of f are in finitely many critical strips Λ(j, k). Moreover, let R be any rectangle cut from a critical strip Λ(j, k) by two horizontal lines Im (z) = y 1 and Im (z) = y 2 with y 2 − y 1 = r > 0. Then the number n(r, Λ jk ) of zeros of f in R satisfies
Let R 1 (resp. R 2 ) be a rectangle cut from a critical strip Λ(j, k) by the horizontal lines Im (z) = 0 and Im (z) = r > 0 (resp. Im (z) = 0 and Im (z) = r + 1). As an immediate consequence of the proof of (2.4), the number of zeros in R 2 \ R 1 is asymptotically equal to
as r → ∞. For an analogous result in the lower half-plane, the horizontal lines Im (z) = r and Im (z) = r+1 need to be replaced with Im (z) = −r and Im (z) = −r−1, respectively. This gives us more information about the distribution of zeros of f in the critical strips.
Theorem A leads us to asking whether some vertical lines in the zero-rich strips of f could avoid the zeros of f ? In the next example we will see that this is indeed the case in the sense that almost every vertical line meets at most finitely many small discs around the zeros of f . This claim does not violate Theorem A as the radius of these discs tends to zero.
Example 3 Let f be as in Theorem 2.1, and let {z n } denote the sequence of zeros of f listed according to multiplicities and ordered with respect to increasing modulus. Let {D n } be the collection of Euclidean discs
We will show that the set C ⊂ R of values c for which the vertical line Re (z) = c meets infinitely many discs D n has linear measure zero. Let n(r) denote the number of points z n in the disc |z| < r. By RiemannStieltjes integration and (1.4), we obtain
Thus, for any ε > 0 there exists an N (ε) ∈ N such that n≥N (ε) 2r n < ε. Let C ε ⊂ R denote the set of values c for which the line Re (z) = c meets at least one of the discs D n with n ≥ N (ε). Then C ε has linear measure < ε. Since C is contained in all sets C ε , ε > 0, it follows that C has linear measure zero.
The proof of Theorem 2.1 in Section 4 is based on Backlund's lemma, which will be discussed in Section 3.
Backlund's lemma
A slightly weaker version of the lemma below is proved in the PhD thesis of Schwengeler [9, pp. 34-39]. Some years earlier, Backlund had used similar ideas in his considerations regarding the zeros of the Riemann ζ-function [1] . Although at first glance the lemma seems to be independent of this paper, it is in a key role in proving Theorem 2.1. The original proof in [9] is hard to read due to lack of details, lack of assumptions, and confusing notation. Hence a complete proof is given for the convenience of the reader.
Backlund's lemma. Suppose that F is an entire function, and that z 1 , z 2 ∈ C are distinct points such that F has no zeros on the closed interval [z 1 , z 2 ]. Then
where R > T = |z 2 − z 1 |.
Proof. By appealing to a suitable change of variable, we may suppose that z 1 , z 2 have the same real part. Without loss of generality, we may suppose that Im(z 2 ) > Im (z 1 ). Then T = |z 2 − z 1 | = Im (z 2 ) − Im (z 1 ) > 0. Denote the points between z 1 and z 2 by z = z 1 + iη, where 0 ≤ η ≤ T . Since F is entire and has no zeros on the interval [z 1 , z 2 ], we may use the fundamental theorem of calculus to conclude that
holds for any fixed branch of the logarithm. Set w = F (z) = ρe iϕ , so that log F (z) = log ρ + iϕ. The argument of F (z j ) is denoted by ϕ z j for j = 1, 2. Then (3.1) yields Re 1 2πi
If z = z 1 + iη moves from z 1 to z 2 , then its image F (z ) moves along a curve C from F (z 1 ) to F (z 2 ) as in Figure 2 , where Γ is a line through the origin and orthogonal to the vector from the origin to the point F (z 1 ) = 0. Let s be the number of intersection points of the curve C with the line Γ. It is easy to see that
Using the Taylor series expansion F (z) = ∞ n=0
Following Schwengeler [9] , we denote F (z) = F (z). Then F is an entire function, and F (z) = F (z), so that
Since F (z 1 ) = 0, we may set a j = C j /F (z 1 ). Then a j = C j /F (z 1 ) = C j /F (z 1 ), and we have
We may analytically continue Φ into an entire function Φ(z) simply by replacing η with z. This follows from the representation
where
is an entire function. Alternatively, we may see that Φ(z) is entire by noticing that the power series in (3.4), with η replaced by z, has infinite radius of convergence.
Writing F (z 1 ) = ρ 1 e iϕz 1 and
The function F (z) has no zeros on the interval [z 1 , z 2 ] by assumption. Therefore the curve C in Figure 2 does not pass through the origin. Consequently, ρ η = 0, so that the zeros of Φ(η) are completely determined by the cosine function. Thus ϕ η − ϕ z 1 = (2n + 1) π 2 for some n ∈ Z. Figure 2 shows that this formula holds only at the points where the curve C intersects with the line Γ. Further, the number of zeros of Φ(η) on the interval [0, T ], say N , is equal to the number of these intersection points. Then clearly N ≤ n(T, Φ(z)) =: M.
Let {a n } denote the zero sequence of Φ(z) organized according to increasing modulus. Since Φ(0) = 1, we have a n = 0. Fix R > T . Then
where the last identity is Jensen's equality combined with Φ(0) = 1. This gives us
From (3.4) we deduce that
We have from the previous two inequalities that
The assertion follows by combining (3.2), (3.3), (3.5) and (3.6). 2
Proof of Theorem 2.1
The first assertion is a simple analogue of (2.2). In order to prove (2.4), we use the argument principle, according to which the number of zeros of f in any simply connected domain D bounded by a piecewise smooth positively oriented curve Γ is obtained from the integral
provided that f has no zeros on Γ. In our case Γ bounds a rectangle with sides parallel to the coordinate axes. On the horizontal sides of Γ we will use Backlund's lemma to estimate the logarithmic derivative f (z)/f (z), while on the vertical sides of Γ we will find an asymptotic representation for f (z)/f (z). Let Re (z) = x 1 and Re (z) = x 2 be two vertical lines lying in the middle of the zero-free regions of f determined by the dominant terms H j e w j z and H k e w k z , respectively. Since the zero set {z n } of f is countable, the vertical lines Im (z) = y 1 and Im (z) = y 2 = y 1 + r contain no points z n , except possibly for countably many y 1 ∈ R and for countably many r > 0. From now on we suppose that y 1 and r are appropriately chosen. The idea is to allow r to be arbitrarily large. Now, we choose Γ to be the closed Jordan curve Γ := Γ 1 + Γ 2 + Γ 3 + Γ 4 , where
, where x goes from x 1 to x 2 , Γ 2 : z = x 2 + iy, where y goes from y 1 to y 2 , Γ 3 : z = x + iy 2 , where x goes from x 2 to x 1 , Γ 4 : z = x 1 + iy, where y goes from y 2 to y 1 .
It is clear that f has no zeros along Γ by our construction, see Figure 3 . We find from Backlund's lemma that we may choose R = 2|x 2 − x 1 | to obtain
Similarly, the corresponding integral over Γ 1 is also bounded. Moreover,
(log f (x 2 + iy 2 ) − log f (x 2 + iy 1 )) = 1 2πi log H k e w k (x 2 +iy 2 )
+ log 1 + H 1 e w 1 (x 2 +iy 2 ) + · · · + H n e wn(x 2 +iy 2 )
H k e w k (x 2 +iy 2 ) + O(1) = 1 2πi log H k e w k (x 2 +iy 2 ) + O(1) = w k 2π r + O(1).
Similarly, integrating along Γ 4 but keeping in mind that the direction of integration is now reversed, it follows that
From the discussion above,
where we have used the fact that the counting functions are non-negative. We have proved this formula for all r > 0 with at most countably many possible exceptions. The assertion follows from piecewise continuity of counting functions. Indeed, all counting functions are step functions.
