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Abstract
We prove that if r1, . . . , rn are Euclidean reflections corresponding to a linearly independent set
of vectors, then the group 〈r1, . . . , rn〉 is finite if and only if the natural Hurwitz braid group action
on such ordered sets of reflections has finite orbit and we characterise the orbits for this action. We
apply this to give a representation of the braid group on n strands onto the alternating or symmetric
groups of degree (n+ 1)n−2 (for most n) which is related to the Morse theory of polynomials, as
studied by Catanese, Paluszny and Wajnryb.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
In 1889 Cayley published the fact that there are nn−2 vertex-labeled trees on n
vertices [7,19], from which it follows that there are (n + 1)n−2 edge-labeled trees on n
edges. Since then several people have observed that there is a natural action of the braid
group on the set of such edge-labeled trees. One way to think of this is as the monodromy
action of the map assigning to a generic polynomial the n-tuple of its branch points [5,6,
17]. In this paper we consider and generalise this action of the braid group in the context
of finite reflection groups. We determine the image of the action of the braid group for its
permutation action on conjugacy classes of minimal sequences of reflections generating
irreducible finite reflection groups, this including the above mentioned case of the action
of the braid group on edge-labeled trees.
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S.P. Humphries / Journal of Algebra 269 (2003) 556–588 557A left self-distributive system (LD-system) [9] is a set U , together with an action of the
set on itself, satisfying: a(bc)= (ab)(ac). A fundamental example of such an LD-system
is when U is a group and the action is by conjugation. This example was first considered by
Hurwitz [14] and has applications to Galois theory [22]. Each such LD-system gives rise
to a representation of the braid group Bn. Here Bn is the group with (standard) generators
σ1, . . . , σn−1 and relations [2, p. 18]:
σiσi+1σi = σi+1σiσi+1 for i = 1, . . . , n− 2,
σiσj = σjσi for |i − j |> 1.
Given n 2 and an LD-system U there is an action of the braid group Bn = 〈σ1, . . . , σn−1〉
on the product Un where, in the conjugation case, the braid generator σi,1 i < n, acts
as follows:
σi(s1, s2, . . . , sn)=
(
s1, . . . , si−1, si+1, s−1i+1sisi+1, si+2, . . . , sn
)
,
σ−1i (s1, s2, . . . , sn)=
(
s1, . . . , si−1, si si+1s−1i , si, si+2, . . . , sn
)
.
(1.1)
We will be interested in the case where U is a finite reflection group and (s1, s2, . . . , sn)
is a minimal set of generating reflections.
Recall that to every vector v ∈ Rn, v = (0, . . . ,0), there is an associated reflection rv
whose action on w ∈Rn is given by
rv(w)=w− 2 (v,w)√
(v, v)(w,w)
v.
In what follows we will adopt the standard terminology for finite reflection groups [11,
13]. Thus an irreducible finite reflection group W = 〈S〉 will have a certain type Xn where
n= |S| is the minimal number of generating reflections. We prove
Theorem 1.1. Let n  3, v1, v2, . . . , vn ∈ Rn with v1, . . . , vn linearly independent. Then
the Bn-orbit of (rv1, rv2, . . . , rvn) is finite if and only if the group 〈rv1 , rv2, . . . , rvn〉 is finite.
The proof of the above result includes an analysis of the Bn-orbits for the action of Bn
on Wn, where W is an irreducible finite reflection group. In fact it is most natural to define
the equivalence relation generated by the Bn action on Wn together with the action of W
by conjugation on such n-tuples of reflections in W . We call this BCn-equivalence. This
has been considered by Brieskorn [3] in relation to singularities. See also [17,18].
One may wonder whether, for a generating sequence S = (s1, s2, . . . , sn) of a group G,
the fact that the Bn-orbit of S is finite is enough to be able to conclude that G is finite.
This however is not the case, since any infinite group generated by a finite union of finite
conjugacy classes will give a counterexample to this idea. For example, take a finite group
H generated by a single conjugacy class C = {c1, . . . , cn} and such that there is a relation
r(c1, . . . , cn) in these generators having exponent 1 (for example a non-abelian finite
simple group will satisfy these requirements). LetG=H×Z. IfZ= 〈t〉, then the elements
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tC = {tc1, . . . , tcn} ⊂G form a finite conjugacy class in G and since r(tc1, . . . , tcn) = t
we see that they generate G. Thus the Bn orbit of (tc1, . . . , tcn) is contained in (tC)n and
so is finite.
For S = (s1, s2, . . . , sn) as above we define the Coxeter element Π(S) of S to be the
product s1s2 · · · sn. The Coxeter element of a finite reflection group W is Π(S) where S
is a base of W (defined below). Note from (1.1) that the Coxeter element of S is invariant
under the Bn action. Further, the conjugacy class of the Coxeter element is not changed
under BCn-equivalence. Let S = S(W) denote the set of all sequences of n reflections
which generate W , so that BCn(S) acts on S . We will let |BCn(S)| or |BCn(Xn)| denote
the number of BCn orbits for this action on S (where W has type Xn).
To establish notation we give the families of finite reflection groups [11] in Fig. 1.
We prove
Theorem 1.2. Let n 1 and let W = 〈S〉 be a finite reflection group. If W has type An or
Bn, then BCn acts transitively on S(W).
If W has type Dn,n 4, then BCn(Dn) has n− 2 orbits for its action on S(W). These
orbits are distinguished by their Coxeter elements (which are not conjugate).
If W has type I3, then |BC3(I3)| = 3. These are distinguished by their Coxeter elements.
If W has type I4, then |BC4(I4)| = 11. These are distinguished by their Coxeter
elements.
If W has type F4, then |BC4(F4)| = 2. These are distinguished by their Coxeter
elements.
If W has type E6, then |BC6(E6)| = 3. These are distinguished by their Coxeter
elements.
If W has type E7, then |BC7(E7)| = 5. These are distinguished by their Coxeter
elements.
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Coxeter elements.
We will later give specific representatives for the BCn classes.
Combining the above with a result of Howlett [12] (see also [8, Theorem 12]) we have
Corollary 1.3. Let n  3. Let W = 〈r1, . . . , rn〉, where ri = rvi with v1, . . . , vn linearly
independent. Then the following are equivalent:
(i) W is finite;
(ii) the product r1 · · · rn is of finite order;
(iii) the Bn orbit of (r1, . . . , rn) is finite.
The action of Bn on the set S of sequences S of reflections generating an irreducible
finite reflection group gives interesting finite representations of the braid groups. LetOn(S)
denote the Bn-orbit of such an S, where |S| = n, |〈S〉|<∞, and let POn(S) denote the set
of equivalence classes in On(S) determined by conjugacy. Then Bn acts on POn(S) and
we have permutation representations:
Bn→ Sym
(
On(S)
)→ Sym(POn(S)).
Let ρn :Bn→ Sym(POn(S)) denote the composition.
We now consider the above representation in each of the cases An,Bn etc. The An case
has connections with the work of Catanese, Paluszny and Wajnryb on the space of generic
polynomials [5,6]; see also [15]. We also note that the isotropy subgroup for the action of
Bn on a Coxeter system of an irreducible finite reflection group is determined in [10].
If 〈S〉 =W(An)∼= Sn+1, then we will show that POn(S) can be naturally identified with
the set En of trees with n labeled edges (with vertices not labeled). There are (n+ 1)n−2
of these [20,21]. It was this action of Bn on En that has been studied in connection with
certain questions about the Morse theory of polynomials in [5,6,15].
Theorem 1.4. Consider the Bn action on POn(S) where 〈S〉 = Sn+1 . Then the action gives
a representation of Bn of degree (n+1)n−2 which is 2-transitive for all n 3. If (n+1)n−2
is not of the form
q,
qd − 1
q − 1 ( for d  2), 2
d−1(2d ± 1) ( for d  3),
where q is a prime power, then the Bn action is that of the symmetric or alternating group
of degree (n+ 1)n−2. Specifically, if n > 3 and (n+ 1)n−2 is not of the above form, then
we get the alternating group A(n+1)n−2 when n ≡ 1,2,3 mod 4 and the symmetric group
S(n+1)n−2 otherwise.
The above result uses the classification of 2-transitive permutation groups [4], which, in
turn, depends on the classification of finite simple groups.
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Then P is lemniscate generic if, when y1, . . . , yn are the roots of the derivative P ′(z),
we have: (i) P(yi) = 0, and (ii) |P(yi)| = |P(yj )| only when i = j . Let Ln be the set of
such, considered as a subset of Cn+1, the space of all polynomials of degree n + 1. To
P ∈Ln we associate the big lemniscate configuration, this being the union of the singular
level sets of |P |, considered up to homeomorphism. This is invariant as P moves in a
connected component of Ln. Let En be the set of isomorphism classes of edge-labeled
trees on n edges. Then [5,6] there is a natural mapping from En to the set of big lemniscate
configurations. There is also a natural action of Bn on En; the same as constructed above.
Let Λn = 〈(σ 21 , (σ2σ1)3, (σ3σ2σ1)4, . . . , (σn−1 · · ·σ2σ1)n〉 ∼= Zn−1. Then the main result
of [5] is: There is a natural bijection between:
(i) π0(Ln);
(ii) the set of big lemniscate configurations;
(iii) the set of Λn-orbits on En;
(iv) the set
{
(x0, x1, . . . , xn) | xi ∈N, 0 xi  i, nointeger occurs three times in the sequence
}
.
In our notation En is just POn(S), where S is of type An.
We recall [2] the natural permutation representation Bn→ Sn given by σi → (i, i + 1).
For the Bn case we have
Theorem 1.5. Consider the Bn action on POn(S), n  3, where 〈S〉 is of type Bn. Then
this action gives a representation of Bn of degree nn−1 which is transitive. The action is
not primitive and there is a block system, having n blocks, such that the action of Bn on
the blocks gives the permutation representation πn :Bn→ Sn.
The action in the Dn case is more complicated. For the remaining cases we
use MAGMA [16] to get the following result, where we also indicate some of the
representatives of the different BCn classes:
Theorem 1.6.
(I3) Let
G= 〈a, b, c | a2, b2, c2, (ab)5, (bc)3, (ac)2〉
be of type I3. There are three BC3 orbits with the following representatives:
(i) S = (a, b, c). Then |PO3(S)| = 10 and ρ3(B3)= S10.
(ii) S = (a, b, cbacbcabc). Then |PO3(S)| = 18 and the B3 action gives a transitive
but imprimitive representation into S18. There is a unique set of blocks of size two
and the action on these blocks is that of the alternating group A9. The kernel is
Z92.
(iii) S = (a, c, cbacbcabc). Then |PO3(S)| = 10 and ρ3(B3)= S10.
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G= 〈a, b, c, d | a2, b2, c2, d2, (ab)5, (bc)3, (ac)2, (ad)2, (bd)2, (cd)3〉
be of type I4. There are 11 BC4 orbits with representatives:
(i) S = (a, b, c, d). Then |PO4(S)| = 90 and ρ4(B4)= S90.
(ii) S = (a, b, c, babcdcbab). Then |PO4(S)| = 10 and ρ(B4)= S10.
(iii) S = (a, b, c, dcbabcdcbabcd). Then |PO4(S)| = 160 and ρ4(B4)=A160.
(iv) S = (a, b, c, dcababcdcbabacd). Then |PO4(S)| = 135 and ρ4(B4)= S135.
(v) S = (a, b, c, dcbabcababcdcbabacbabcd). Then |PO4(S)| = 288. The action is
not primitive and has a unique block system with blocks of size two. The action
on the 144 blocks gives a representation of B4 onto A144.
(vi) S = (a, b, c, babcdcbabacbabcdcbabcababcdcbab). Then |PO4(S)| = 90. The
action is not primitive and has a unique block system with blocks of size two. The
action on the 45 blocks gives a representation of B4 onto S45. The kernel of the
action on the blocks is Z442 .
(vii) S = (a, b, acbabca, badcbabcdab). Then |PO4(S)| = 18. The action is not
primitive and has a unique block system with blocks of size two. The action on
the 9 blocks gives a representation of B4 onto A9. The kernel of the action on the
blocks is Z92.
(viii) S = (a, b, d, cbabacbadcbabcdabcababc). Then |PO4(S)| = 160 and ρ4(B4)
=A160.
(ix) S = (a, b, cbabc, cdcbabacbabcdcbabcababcdc). Then |PO4(S)| = 135 and
ρ4(B4)= S135.
(x) S = (a, c, dcbabcd, babacbabcdcbabcabab). Then |PO4(S)| = 90 and ρ4(B4)
= S90.
(xi) S = (a, c, babcbab, ababcdcbabacbabcdcbabcababcdcbaba). Then |PO4(S)|
= 10 and ρ4(B4)= S10.
(F4) Let
G= 〈a, b, c, d | a2, b2, c2, d2, (ab)3, (bc)4, (ac)2, (ad)2, (bd)2, (cd)3〉
be of type F4. There are two BC4 orbits with the following representatives:
(i) S = (a, b, c, d). Then |PO4(S)| = 72 and ρ4(B4) is not primitive.
(ii) S = (a, b, c, bcdcb). Then |PO4(S)| = 18 and ρ4(B4) is not primitive.
(E6) Let
G= 〈a, b, c, d, e, f | a2, b2, c2, d2, e2, f 2, (ab)3, (bc)3, (ac)2, (ad)2, (bd)2,
(cd)3, (ae)2, (af )2, (be)2, (bf )2, (ce)2, (cf )3, (de)3, (df )2, (ef )2
〉
be of type E6. There are three BC6 orbits:
(i) S = (a, b, c, d, e, f ). Then |PO6(S)| = 3456 and ρ6(B6)=A3456.
(ii) S = (a, b, c, d, e, cfabcdedcbafc). Then |PO6(S)| = 1080 and ρ6(B6)=A1080.
(iii) S = (a, b, c, d, e, bacbedcfcdebcab). Then |PO6(S)| = 6561 = 38 and ρ6(B6)
=A6561.
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.(E7) Let
G= 〈a, b, c, d, e, f, g | a2, b2, c2, d2, e2, f 2, g2, (ab)3, (bc)3, (ac)2,
(ad)2, (bd)2, (cd)3, (ae)2, (af )2, (be)2, (bf )2, (ce)2, (cf )3, (de)3, (df )2, (ef )2,
(ag)2, (bg)2, (cg)2, (dg)2, (eg)3, (fg)2
〉
c
be of type E7. There are five BC7 orbits with the following representatives:
(i) (a, b, c, d, e, f, g);
(ii) (a, b, c, d, e, f, cdegedc);
(iii) (a, b, c, d, e, f, cbfcdegedcf bc);
(iv) (a, b, c, d, e, deged, cbdcgcdbc);
(v) (a, b, c, d, e, bdcfcdb, cbfcdegedcf bc).
(E8) Let G= 〈a, b, c, d, e, f, g,h〉 be of type E8 (relations as for E7, with the only non-
commutator relation involving h being (gh)3). The following represent nine different
BC8 classes, with non-conjugate Coxeter elements:
(i) (a, b, c, d, e, f, g,h);
(ii) (a, b, c, d, e, f, g, cdeghgedc);
(iii) (a, b, c, d, e, f, g, cbfcdeghgedcf bc);
(iv) (a, b, c, d, e, f, g, ef cbadcbfcdeghgedcf bcdabcfe);
(v) (a, b, c, d, e, f, adcbfcdeghgedcf bcda,h);
(vi) (a, b, c, d, e, f, cbfcdeghgedcf bc, cdegedc);
(vii) (a, b, c, d, e, f, adcbfcdeghgedcf bcda, cbfcdegedcf bc);
(xiii) (a, b, c, d, e, gedcbfcdeghgedcf bcdeg, bdcfcdb,g);
(ix) (d, c, e, b, bdcfcdb, defcbadcbfcdeghgedcf bcdabcfed, acbdcfcdbca, ege)
2. The n odd case
In this section we prove Theorem 1.1 in the case where n 3 is odd.
Since v1, v2, . . . , vn are linearly independent we may use them as a basis; relative to this
basis we see that each ri = rvi has the following form:
ri =


1 0 · · · 0 · · · 0 0
0 1 · · · 0 · · · 0 0
...
...
. . .
... · · · ... ...
ai1 ai2 · · · −1 · · · ain−1 ain
...
... · · · ... . . . ... ...
0 0 · · · 0 · · · 1 0
0 0 · · · 0 · · · 0 1


. (2.1)
Here aij =−2(vi, vj )=−2 cos θij and the non-zero off-diagonal entries of ri occur in the
ith row.
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Γ (S) to have n verticeswi and an edge from wi to wj if ri and rj do not commute. We will
assume that the graph Γ (S) is connected, this condition corresponding to the irreducibility
of the group W = 〈S〉 [13].
Lemma 2.1.
(i) For 1  i < j  n there is α ∈ Bn such that α(r1, . . . , rn) = (. . . , ri , rj , . . .) (with ri
occurring in the ith position and rj in the (i + 1)th position).
(ii) For 1 i1 < i2 < · · ·< ik  n there is α ∈ Bn such that
α(r1, . . . , rn)= (. . . ri1 , ri2 , . . . , rik . . .)
(with ri1 occurring in the i1th position and then ri1 , ri2 , ri3 , . . . occurring consecu-
tively).
(iii) For 1 i1 < i2 < · · ·< ik  n and 1 t  n− r + 1 there is α ∈ Bn such that
α(r1, . . . , rn)= (. . . , ri1 , ri2 , . . . , rik , . . .)
(with ri1 occurring in the t th position).
(iv) For all (g1, g2, . . . , gn) ∈Wn we have
σ1σ2 · · ·σn−1(g1, g2, . . . , gn)= g−1n (gn, g1, g2, . . . , gn−1)gn.
Proof. (i) Since σj (r1, r2, . . . , rn)= (r1, . . . , rj−1, rj+1, rrj+1j , rj+2, . . . , rn),we can move
rj one position closer to ri . Repeating this gives (i) and repeating (i) gives (ii). Now (iii) fol-
lows since we can first assume that we have (ii) and then move this sequence of elements
up or down. For example, the braid σn−1 · · ·σi1+1σi1σi1−1 moves the sequence down by
one. Lastly, (iv) is proved by induction on n. ✷
Lemma 2.2. For 1 i = j  n, each θij is a rational multiple of 2π .
Proof. Relative to the basis vi, vj the reflections ri and rj are represented as
(−1 0
aij 1
)
,
(
1 aij
0 −1
)
(respectively), with aij = −2 cos(θij ). Now by Lemma 2.1(i) we may assume that j =
i + 1. Now note that σ 2ki (ri ) = (riri+1)kri(riri+1)−k is a reflection corresponding to
the vector (riri+1)k(vi) and that σ 2ki (ri+1) = (riri+1)kri+1(riri+1)−k is the reflection
corresponding to the vector (riri+1)k(vi+1).
We note that riri+1 is a rotation by angle 2θii+1. Thus if riri+1 has infinite order,
then the fact that vi, vi+1 are linearly independent means that there are infinitely many
of the vectors {(riri+1)k(vi), (riri+1)k(vi+1)}k , contradicting the fact that the Bn orbit is
finite. ✷
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the ith and the j th vertex the label m where rirj has order m. Let Γ (S)ij denote this
number.
Proposition 2.3. Assume that Γ (S) is connected, that |S| > 1 is odd and that the Bn
orbit of S is finite. Then 〈S〉 is an irreducible finite reflection group. Further, for any
S = (s1, . . . , sn), the group 〈S〉 is finite if and only if s1 · · · sn has finite order if and only if
t1t2 · · · tw has finite order for all {t1, t2, . . . , tn} ⊆ {s1, . . . , sn}.
Proof. Suppose that S = (r1, . . . , rn). Then Π(S) = r1r2 · · · rn. We will need a result of
Howlett [12]. Recall that a Coxeter group is a group having a presentation of the form
〈x1, . . . , xn | x2i , (xixj )mij ,1  i = j  n〉. Here, if we put mii = 1 for all i  n, then the
matrix (mij ) is symmetric with entries in {1,2,3, . . . ,∞}. Howlett’s result says that an
arbitrary Coxeter group is finite if and only if the Coxeter element x1x2 · · ·xn is of finite
order. Now the group 〈S〉 is a quotient of a Coxeter group. Thus we see that 〈S〉 is finite
if and only if Π(S) has finite order. Applying this result to subsets of S we see that 〈S〉
is finite if and only if t1t2 · · · tw has finite order for all {t1, t2, . . . , tn} ⊆ {s1, . . . , sn}. This
gives the last statement in Proposition 2.3. We will now show that Π(S) has finite order.
Let ∆2 = (σ1σ2 · · ·σn−1)n ∈ Bn. Then by Lemma 2.1(iv) we have
∆2k(r1, . . . , rn)=Π(S)k(r1, . . . , rn)Π(S)−k
for all k ∈ Z. Since we are assuming that the Bn-orbit of S is finite we see that there must
be some N ∈N such that
Π(S)NriΠ(S)
−N = ri
for all 1  i  n. We may assume that N is even. This shows that Π(S) must belong to
the centre of 〈S〉. But since Γ (S) is connected it follows that 〈S〉 is irreducible [13] and
so Π(S) must be a scalar matrix (by Schur’s lemma). The next result shows that, since n
is odd, Π(S)2 has 1 as an eigenvalue and since N is even we see that the diagonal matrix
Π(S)N must be the identity. Thus Π(S)2 has finite order. We now show that Π(S)2 has 1
as an eigenvalue. In fact we will show that Π(S) has −1 as an eigenvalue.
If M is an n× n matrix, then by Mij we mean the matrix obtained from M by deleting
the ith row and the j th column.
Recall [1] that if M = (mij ) is an n× n antisymmetric matrix with n even, then there
is an integral polynomial P = P(mij ) such that det(M) = P 2. Now let M = (mij ) be
an n × n antisymmetric matrix with n odd. Then for each 1  i  n there are integer
polynomials pi(mrs) such that det(Mii)= p2i . The polynomials pi are clearly determined
up to sign. However we will need to assume that for α ∈ Sn we have pα(1) = α(p1) and
that in p1 the coefficient of m23m45 · · ·mn−1n is 1. This now determines the pi uniquely.
We will call pi = pi(M) the ith Pfaffian of M .
In the next few results we will assume that the aij are algebraically independent overQ
(any other case is just a quotient of this case). So we fix S with (2.1) giving the action of
the reflections and defining the aij . Let M = (aij ) be the n× n antisymmetric matrix
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

0 a12 a13 · · ·
−a12 0 a23 · · ·
−a13 −a23 0 · · ·
...
...
...
. . .

 .
It suffices now to prove:
Lemma 2.4. Suppose that n > 1 is odd. Then Π(S) has −1 as an eigenvalue. The
corresponding eigenvector is
(p1,−p2,p3,−p4, . . . , pn)T ,
where pi is the ith Pfaffian of M .
Proof. We will need the following result, where adj(M) is the classical adjoint matrix
of M:
Lemma 2.5. Let M = (aij ) be the antisymmetric n× n matrix defined above, where n is
odd. Then
adj(M)= (p1,−p2,p3, . . . , pn)T (p1,−p2,p3, . . . , pn).
Proof. Recall that for any n× n matrix M we have rank(adj(M))= n,1,0 depending on
whether rank(M)= n,n− 1, r < n− 1. Since n is odd and M is a generic anti-symmetric
matrix we have det(M)= 0, rank(M)= n−1 and so we see that adj(M) is a rank 1 matrix
and so has the form vT w for some n-vectors v,w. Let v = (v1, . . . , vn),w = (w1, . . . ,wn).
Now we note that the i, i entry of adj(M) is the determinant of the matrix Mii . This is p2i .
Thus viwi = p2i .
Next note that since M is antisymmetric and n is odd, then adj(M) is a symmetric
matrix. Then adj(M)ii = p2i implies that vi,wi = 0. Now v,w are determined up to a
scalar multiple and so we may scale so that v1 = p1. Then we have v1w1 = p21 and so
w1 = p1. Now for 1 < i  n we have p1wi = v1wi = viw1 = vip1 and so wi = vi . We
also have p2i = wivi = v2i , showing that vi = wi = ±pi for all 1 < i  n. It remains to
determine the sign. This we do by looking at the sign of some monomials occurring in
the pi .
Now p1 has the term m23m45 · · ·mn−1n and p2 has the term m13m45 · · ·mn−1n.
But in det(M1,2) the term m23m13(m45 · · ·mn−1n)2 occurs and so in adj(M) the 1,2
entry contains −m23m13(m45 · · ·mn−1n)2. Thus v = (p1,−p2, . . .) and the rest follows
similarly. ✷
Since M adj(M) = det(M)In, where In denotes the identity matrix of rank n, we now
see that
M(p1,−p2,p3, . . . , pn)T = 0.
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r−1∑
i=1
−air(−1)i+1pi +
n∑
i=r+1
ari(−1)i+1pi = 0.
Let Ink,1  k  n, be the n × n diagonal matrix diag(1,1, . . . ,1,−1,−1, . . . ,−1)
where there are n+ 1− k of the −1s. Then Inn+1 = In and we have
Lemma 2.6. Let n > 1 be odd. Let ri be given by (2.1) and let pi = pi(M) denote the
Pfaffians as constructed above and let P = (p1,−p2,p3, . . . , pn)T . Then for all 1 k  n
we have
rkInk+1P = InkP.
In particular, we have r1r2 · · · rn(P )=−P.
Proof. The last statement follows from the first since Inn+1 = In, In1 =−In and
r1 · · · rn−2rn−1rn(P )= r1 · · · rn−2rn−1rnIn+1(P )
= r1 · · · rn−2rn−1Inn(P )
= r1 · · · rn−2Inn−1(P )
= · · · = In1P =−P.
The first statement is proved as follows. Let Ji be the n× n diagonal matrix
Ji = diag(1, . . . ,1,−1,1, . . . ,1),
with the −1 in the ith position. Thus Ink = JkInk+1. Now ri = Ji +Ki defines the matrix
Ki and we have KiIni+1P = 0 by (2.2). Thus
rkInk(P )= (Jk +Kk)Ink(P )= Ink−1(P ),
as required. ✷
As explained above, this now completes the proof of Proposition 2.3 and of Theorem 1.1
if n is odd. ✷
Proposition 2.7. Suppose that W is an irreducible finite reflection group generated by a
set of reflections S. Then for s, s′ ∈ S, s = s′,, the order of ss′ is one of 2,3,4,5.
If |S| 5, then for s, s′ ∈ S, s = s′, the order of ss′ is one of 2,3,4.
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considering each case separately:
If W has type An, then W = Sn+1 and the reflections are the transpositions (ij) and if
(ij) = (rs), the order of (ij)(rs) is 2 or 3.
If W has type Bn, then W is the group of signed permutations and the reflections are the
transpositions (ij) and the elements εi, i = 1, . . . , n, where εi(i)=−i , εi(j)= j , j = i .
One finds that the orders are 2,3 or 4.
When W has type Dn, then W is a subgroup of the Bn case and so this case follows
from the last.
The remaining cases I3, I4,E6,E7,E8 are each checked using MAGMA [16]; the
orders for I3, I4 are 2,3,5, while those for E6,E7,E8 are 2,3. ✷
Corollary 2.8. Suppose that W = 〈S〉 is an irreducible finite reflection group with |S| =
n 3 and that Γ (S) is connected. Then each Γ (S)ij is in the set {2,3,4,5}. If n 5 and
Γ (S) is connected, then each Γ (S)ij is in the set {2,3,4}.
Proof. Since n 3 and Γ (S) is connected, any edge of Γ (S) is in a full subgraph of Γ (S)
which has three vertices and is connected. The first result now follows from Lemma 2.1
together with Proposition 2.7. The second follows likewise by considering connected
subgraphs with 5 vertices. ✷
3. Braid groups and finite reflection groups
Recall [11] that given an irreducible finite reflection group W = 〈S〉, S = (r1, . . . , rn),
ri = rvi , vi ∈ Rn, the set of roots is the set of all images of the elements of v1, . . . , vn
under W ; this is denoted by ∆. We will let R(∆) denote the set of all reflections in W .
Further, we may partition ∆ = ∆+ ∪ ∆− so that −∆− = ∆+. Then a base is a subset
Π ⊂∆ such that Π is a basis for Rn and such that for v ∈∆+ the coordinates of v relative
to Π are all positive.
In this section we prove Theorem 1.2. This will be by a case-by-case analysis. In
each case we will use a standard description of the finite reflection groups as a group
of permutations; see [11, §5.3] for example.
First consider type An. Here W ∼= Sn+1 and we may take R(∆) to be the set
of transpositions in Sn+1. So we will deal with sequences T = (t1, . . . , tn) of such
transpositions. To such a sequence T we associate a graph Γ (T ) with vertices 1,2, . . . ,
n + 1 and with an edge {i, j }, j = i, if (i, j) ∈ {t1, . . . , tn}. For type An any base
corresponds to a T such that Γ (T ) is a line graph (a line graph being a graph isomorphic
to Γ (((1,2), (2,3), . . . , (k, k + 1)))) for some k. Thus we need to show that for any T as
above there is α ∈ Bn such that Γ (α(T )) is a line graph.
In any case we note that Γ (T ) is a graph with n + 1 vertices and n edges, which is
connected since 〈T 〉 = Sn+1, and so must be a tree. Conversely, we note that if T is
a sequence of n transpositions such that Γ (T ) is connected, then 〈T 〉 = Sn+1. For the
hypothesis here easily shows that 〈T 〉 is a transitive subgroup of Sn+1 and any transitive
subgroup of Sn+1 containing a transposition is Sn+1.
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Now for T = (t1, . . . , tn) we let Γ ∗(T ) denote the graph Γ (T ) only where we label the
edge {r, s} by i if ti = (r, s). The proof will now consist of various steps. If i  n and K is
a subgraph of Γ ∗(S), then we will let Ki denote the edge of K that is labeled i . An edge
is free if it is adjacent to no more than one other edge.
In Fig. 2 we indicate how the generators σ±1k act on the graphs Γ ∗(T ). In Fig. 2(i) we
give the case where the edges labeled k and k + 1 are disjoint. In Fig. 2(ii), (iii) we give
the action of σ±1k in the case where these edges are adjacent in Γ ∗(T ).
In the following we will think of edges of Γ (S) as being given by pairs {i, j } of their
vertices. Thus, as in the next result, it makes sense to think of an edge as belonging to both
Γ (S) and to Γ (α(S)) for α ∈ Bn.
Lemma 3.1. Suppose that L is a line subgraph of Γ ∗(T ) with free edges ei = Γ ∗(T )i ,
ej = Γ ∗(T )j , j  i . Let v ∈ ej be an end vertex of L. Let W be the union of the closures of
the connected components of Γ ∗(T )\L that contain v and suppose that if k < i, then ek is
in W . Then there is α ∈ Bn such that Γ ∗(α(T ))i contains the vertex v and Γ ∗(α(T ))r = er
for every r < i .
Proof. We will be inducting on q , the number of edges of L. If q = 1, then i = j and we
are done (take α = id); so assume inductively that q > 1.
Let em = Γ ∗(T )m be the unique edge of L which is adjacent to ei . Then by hypothesis
m> i . We now show how to reduce to the case where m = i + 1. If we have m= i + 1,
then we act by σ−1i and we have reduced q by 1 (see Fig. 2).
To reduce to the case m= i + 1 we assume that m> i + 1 and consider four cases:
(a) Γ ∗(T )m and Γ ∗(T )m−1 are disjoint;
(b) not (a) and Γ ∗(T )m−1 is an edge of L;
(c) not (a), not (b), and all of Γ ∗(T )i, Γ ∗(T )m, Γ ∗(T )m−1 share a vertex;
(d) Γ ∗(T )i and Γ ∗(T )m−1 are disjoint, but Γ ∗(T )m and Γ ∗(T )m−1 share a vertex.
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we are done in this case.
If (b), then we do σ−1m−1, which actually reduces the length of a line graph between
Γ ∗(T )i and Γ ∗(T )j .
For (c) or (d) we likewise do σ−1m−1. This proves Lemma 3.1. ✷
Now we describe the various steps in the proof of Theorem 1.2 in the An case:
Step 1. Find α ∈ Bn such that Γ ∗(αT )1 is a free edge of the tree Γ ∗(αT ).
If Γ ∗(T )1 is already a free edge then we are done. If not, then let L⊂ Γ ∗(T ) be a line
graph whose free edges are Γ ∗(T )1 and a free edge of Γ ∗(T ). Using Lemma 3.1 we can
find α ∈ Bn such that Γ ∗(αT )1 is a free edge of Γ ∗(αT ).
We now assume that Γ ∗(T ) satisfies Step 1.
Step 2. Find α ∈ Bn such that Γ ∗(αT )1 = Γ ∗(T )1 is a free edge of Γ ∗(αT ) and Γ ∗(αT )2
is adjacent to Γ ∗(αT )1.
If Γ ∗(T )2 is already adjacent to Γ ∗(T )1, then we are done. If not, then let L1 be a line
graph having Γ ∗(T )1 and Γ ∗(T )2 as its free edges and let L be the line graphL1 \Γ ∗(T )1.
An application of Lemma 3.1 shows that there is α ∈ Bn which fixes Γ ∗(T )1 and such that
Γ ∗(αT )2 is adjacent to Γ ∗(αT )1 = Γ ∗(T )1, as required.
We now assume that Γ ∗(T ) satisfies Steps 1 and 2.
Step 3. This is an inductive step. Let us assume that Γ ∗(T )1 is a free edge of Γ ∗(T )
and that L′ is a line graph with edges Γ ∗(T )1,Γ ∗(T )2, . . . ,Γ ∗(T )k , k  2. This step will
consist of showing that we can increase k (if k < n+ 1). To simplify notation we may, by
a conjugacy, also assume that T = (t1, . . . , tn) where ti = (ii+ 1) for i  k so that Γ ∗(T )i
has vertices vi, vi+1.
Now let L be a line subgraph of Γ ∗(T ) \L′ such that one free edge is Γ ∗(T )k+1, while
the end vertex at the other end of L is vr+1 for some r  k. Let Γ ∗(T )s be the edge of L
with end vertex vr+1 in it. Then we must have s  k + 1 and so we can apply Lemma 3.1
to find α ∈ Bn such that α fixes L′ but Γ ∗(αT )k+1 is now adjacent to vr+1.
If r = k, then we are done. So we assume that r < k.
We now consider the graph L′ ∪ Γ ∗(αT )k+1. This graph has edges labeled 1,2, . . . , r,
r + 1, r + 2, . . . , k− 1, k, k+ 1. Now if we do σr+2 · · ·σk−1σk , then the edges will now be
labeled 1,2, . . . , r, r + 1, r + 3, . . . , k, k+ 1, r + 2 (respectively). Now we act by σr+1 and
we are done since the image of the graph L′ ∪ Γ ∗(αTk+1) is now a line graph with edges
labeled 1,2, . . . , k + 1.
We illustrate the above in Fig. 3, for the case r = k − 3.
This completes the proof of Theorem 1.2 for the An case.
The next case is W(Bn). Here W(Bn) is the group of all signed permutations of
±1,±2, . . . ,±n and the reflections are in two conjugacy classes. We define y1 = 1, y2 =
2, . . . , yn = n,yn+1 =−1, yn+2 =−2, . . . , y2n =−n, and let
γi = (yi, yn+i ), βij = (yi, yj )(yn+i , yn+j ) for 1 i = j  n.
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Any conjugate of γi is some γj , while if we let β+ij = βij and β−ij = γiβij γi = γjβij γj , then
any W(Bn)-conjugate of some β±ij is some β±rs . We also have γiβrsγi = βrs if i = r, s. The
reflections are thus the γi,1 i  n and the β±ij where we may assume that  i < j  n.
The standard set of generators for W(Bn) is the sequence (γ1, β12, β23, . . . , βn−1n).
Now let (δ1, δ2, . . . , δn) be a set of reflection generators so that δi ∈ {γ1, . . . , γn,β+12, . . . ,
β+n−1n,β
−
12, . . . , β
−
n−1n}. Let π = πn :W(Bn) → Sn be the projection so that π(γi) =
id,π(βij ) = (ij). Since n − 1 is the smallest number of transpositions that Sn can be
generated by we see that n− 1 of the δi must be of the form β±ij , with the other being one
of the γi . Thus we may now assume (Lemma 2.1) that (up to an action of the braid group
Bn) we have δ1 = γi, i  n, and δk ∈ {βεij } for k  2 and ε =±.
Now we must have 〈π(δ2), . . . , π(δn)〉 = Sn and so from theW(An−1)∼= Sn case proved
above we see that there is α ∈ 〈σ2, . . . , σn−1〉 ⊂ Bn such that
α(δ1, . . . , δn)=
(
γi, β
ε1
u1u2, β
ε2
u2u3 , . . . , β
εn−1
un−1un
)
.
Here uj  n are distinct and εj =± for all j  n− 1.
We now show how to reduce the number of β−ij s in S = (γi, βε1u1u2, βε2u2u3, . . . , βεn−1un−1un).
Suppose that r  n − 1 is the largest such number with εr = −. Then we conjugate
each element of S by γur and we have reduced r . Continue until all the εk are +.
Thus we now have (γi, βu1u2, βu2u3 , . . . , βun−1un) and this in turn is conjugate to
(γi, β12, β23, . . . , βn−1n) for some i .
Let C = β12β23 · · ·βn−1n = (1, n,n− 1, . . . ,3,2). Then there is k  n such that
Ck(γi, β12, β23, . . . , βn−1n)C−k =
(
γ1,C
kβ12C
−k,Ckβ23C−k, . . . ,Ckβn−1nC−k
)
.
But the effect of the braid Π = (σ2σ3 · · ·σn−1)n−1 on all but the first coordinate
is to conjugate those coordinates by C. Further this braid fixes the first coordinate.
Thus there is some m ∈ Z such that Πm(γ1,Ckβ12C−k,Ckβ23C−k, . . . ,Ckβn−1nC−k)=
(γ1, β12, β23, . . . , βn−1n), as required. This concludes the W(Bn) case of Theorem 1.2.
Next we consider W(Dn),n 8. This is the subgroup of index 2 in W(Bn) generated
by the β±ij . Here the reflections are the β
±
ij and the standard set of generators for W(Dn)
is the sequence (β12, β23, . . . , βn−1n,β−n−1n). We note that the cases n < 8 can be checked
using MAGMA [16].
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epimorphism. Let S′ = π(S). Then Γ (S′) is a connected graph with exactly one cycle,
which we denote by C(S′). Let q = q(S) n be maximal such that Γ (S′)q is an edge of
C(S′). We aim to get q = n by acting on S by an element of Bn. If q = n, then we are
done. If q < n, then we consider two cases (showing in each case how to increase q):
(i) Γ (S′)q+1 is disjoint from Γ (S′)q ; here we act on S (and so on S′) by σq and note that
q(σq(S))= q + 1.
(ii) If Γ (S′)q+1 is adjacent to Γ (S′)q , then Γ (S′)q+1 cannot be an edge of Γ (S′) by the
maximality of q . We then check that q(σq(S)) > q(S).
By the above we may assume that q(S) = n. Thus Γ (π(r1, . . . , rn−1)) is a tree.
From the An−1 case considered above we see that there is α ∈ Bn−1 < Bn such that
π(α(r1, . . . , rn−1)) is conjugate to (β12, β23, . . . , βn−1n); so we may assume that πS =
(β12, β23, . . . , βn−1n,βrs) and thus
S = (βε112, βε223, . . . , βεn−1n−1n,βεnrs ).
Now the element (σ1 · · ·σn−2)n−1 has the effect of conjugating the first n − 1 of the
elements of S by βε112β
ε2
23 · · ·βεn−1n−1n. Doing this (up to conjugacy) has the effect of acting on
the indices r, s by (1, n,n− 1, n− 2, . . .,3,2) and so we may assume that r < s = n. Thus
we now have S = (βε112, βε223, . . . , βεn−1n−1n,βεnrn).
Now suppose that εi =− and that this choice of i is minimal. Assume that i < n− 1.
Then γiγi+2 ∈W(Dn) and if we conjugate by γiγi+2, then we have increased i . Thus we
may assume that we have S = (β12, β23, . . . , βn−2,n−1, βεn−1n−1n,βεnrn) and we note that at
least one of εn−1, εn is −, otherwise S just generates a symmetric group.
We also note that if r = n− 1, then εn−1 = εn (else rn−1 = rn) and so we have a base.
If r < n − 1 and εn−1 = − = εn, then we conjugate by γn and see that we have
S = (β12, β23, . . . , βn−2,n−1, βn−1n,βrn) which generates a subgroup of Sn, i.e., a proper
subgroup of Dn. Thus we must have εn−1 = εn.
Now if r = 1, then using the action of a power of (σ1σ2 · · ·σn−1)n together with
conjugation we see that this case is equivalent to the case r = n− 1. Thus we may now
assume that 1 < r  n− 1 and that εn−1 = εn.
Next we show that S1 = (β12, β23, . . . , βn−2,n−1, β−n−1n,βrn) and S2 = (β12, β23, . . . ,
βn−2,n−1, βn−1n,β−rn) are equivalent. This is accomplished by first acting on S2 by α =
σ−1n−1σ
−1
n−2 · · ·σ−1r and noting that the result is conjugate to S1. Thus we may assume that we
have S2 for some value of 1 < r < n. We let S(r)= (β12, β23, . . . , βn−2,n−1, βn−1n,β−rn).
Lastly we show that each of the S(r) are inequivalent. This will follow from the fact
that the products P(r) = β12β23 · · ·βn−2,n−1βn−1nβ−rn are pair-wise non-conjugate for
1 < r < n. To see this we note that P(r) is a product of two cycles, one being of length
r and containing no −1s, the other of length n − r with some −1s. This is enough to
guarantee that the P(r) are pair-wise non-conjugate. There are thus n − 2 possibilities.
This concludes the W(Dn) case of Theorem 1.2.
The remaining cases (I3, I4,F4,E6,E7,E8) are each checked using MAGMA [16].
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Theorem 1.2.
For An we have
M(An)=


2 −1 0 0 0 · · · 0 0
−1 2 −1 0 0 · · · 0 0
0 −1 2 −1 0 · · · 0 0
0 0 −1 2 −1 · · · 0 0
...
...
...
...
...
. . .
...
...
0 0 0 0 0 · · · 2 −1
0 0 0 0 0 · · · −1 2


. (3.1)
Then the reflections s1, . . . , sn ∈ S are represented by the matrices m1, . . . ,mn where mi is
equal to the identity except in the ith row which is equal to the ith row of M(An), except
that the ii entry is −1.
For type Bn we have
M(Bn)=


2 −1 0 0 0 · · · 0 0 0
−1 2 −1 0 0 · · · 0 0 0
0 −1 2 −1 0 · · · 0 0 0
0 0 −1 2 −1 · · · 0 0 0
...
...
...
...
...
. . .
...
...
...
0 0 0 0 0 · · · 2 −1 0
0 0 0 0 0 · · · −1 2 −√2
0 0 0 0 0 · · · 0 −√2 2


. (3.2)
The reflections in this case are defined as in the An case.
For type Dn we have n− 2 cases indexed by 1 < r < n− 1:
Mr(Dn)=

2 −1 0 0 0 0 · · · 0 0
−1 2 −1 0 0 0 · · · 0 0
0 −1 2 −1 0 0 · · · 0 0
...
...
. . .
. . .
...
...
...
...
...
0 · · · −1 2 −1 0 · · · 0 (−1)n+r+1
0 · · · 0 −1 2 −1 · · · 0 (−1)n+r+1
0 · · · 0 0 −1 2 · · · 0 0
...
...
...
...
...
. . .
. . .
...
...
0 0 0 0 0 0 · · · 2 −1
0 0 0 (−1)n+r+1 (−1)n+r+1 0 · · · −1 2


(3.3)
where the two (−1)n+r+1s in the nth column are in rows r − 1 and r .
One can also easily write down matrices for the cases I3, I4,F4,E6,E7,E8 using the
BCn representatives given in Theorem 1.6.
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Suppose in this section that n= |S| 4 is even and that (by induction) Theorem 1.1 is
true for all k < n. We may assume this since the results of Section 2 (the odd case) show
that Theorem 1.1 is true when |S| = 3.
Further, we may assume that n > 9, since using the results of previous sections we
may check the cases n = 4,6,8; alternatively one can check these cases directly using
MAGMA [16].
Given a sequence S = (s1, . . . , sn), si = rvi ,‖vi‖ = 1, of generating reflections we let
M(S) denote the matrix (2vi .vj ) as in Section 3. Then Corollary 2.8 shows that the only
possible entries of M(S) are 0,±1,±√2.
Lemma 4.1. Let W = 〈S〉 and assume that Γ (S) is connected. Then there is α ∈ Bn such
that if α(S)= (s′1, s′2, . . . , s′n), then Γ ((s′1, s′2, . . . , s′n−1)) is connected.
Proof. Suppose that Γ ((s1, s2, . . . , sn−1)) is not connected (if it is then we are done). Let
I1 ∪ · · · ∪ Ir be the connected components of Γ ((s1, s2, . . . , sn−1)). Then by Lemma 2.1
there is α1 ∈ Bn−1 such that all of the elements of I1 are in positions 1,2, . . . , |I1| of α1(S).
Now since I1 and It , t = 1, are disjoint in Γ (S) we see that ab = ba for a ∈ I1, b ∈ It .
Thus I1, I2, . . . , Ir are still the components of α1(S)− {sn}. We may now repeat the above
to obtain α2 ∈ Bn−1 such that all of the elements of I1 are in positions 1,2, . . . , |I1| of
α2α1(S) and all of the elements of I2 are in positions |I1| + 1, . . . , |I1| + |I2| of α2α1(S).
Continuing we see that there is β ∈ Bn−1 such that the first |I1| elements of β(s1, . . . , sn−1)
are in I1, the next |I2| are in I2, the next |I3| are in I3, etc and that the last |Ir | elements of
β(s1, . . . , sn−1) are those in Ir . We may also assume that sn−1 ∈ Ir . Thus replacing S by
β(S) and by induction we may also assume that each component of Γ ((s1, s2, . . . , sn−1))
is in standard form in the positions indicated above. In particular (see Lemma 2.1(iv)) we
may assume that Γ ((Ir \ {sn−1})) is connected.
Since Γ (S) is connected we see that each Ii has a vertex which together with sn forms
an edge of Γ (S). Thus if Γ (S)n and Γ (S)n−1 are disjoint, then acting by σn−1 gives the
result since the action of σn−1 just interchanges the labels on these edges.
If Γ (S)n and Γ (S)n−1 are not disjoint, then acting by σ 2n−1 replaces S = (. . . , sn−1, sn)
by (. . . , snsn−1sn, snsn−1snsn−1sn) and we note that Γ (σ 2n−1(S)\{snsn−1snsn−1sn}) is now
connected since snsn−1sn does not commute with some element of each of the I1, . . . , Ir−1
and does not commute with snsn−1snsn−1sn either. ✷
Given S = (s1, . . . , sn) we let S(1,2, . . . , n− 1)= (s1, . . . , sn−1). If Γ (S) is connected,
then by Lemma 4.1 we may assume that Γ (S(1,2, . . . , n − 1)) is connected. Since
|S(1,2, . . . , n − 1)| = n − 1 is odd we see from Section 2 that 〈S(1,2, . . . , n − 1)〉
is an irreducible finite reflection group and that there is α ∈ Bn−1 < Bn such that
α(S(1,2, . . . , n − 1)) is in one of the canonical forms determined in Theorem 1.2
and Section 3. We now consider each such case separately. Before doing so we will
need
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(i) for any S′ = {t1, . . . , tr } ⊂ {s1, s2, . . . , sn} we have det(ti .tj ) = 0;
(ii) if Γ (S) is connected and P = sisi+1 · · · si+k, k  1, does not have finite order, then
the Bn-orbit of S is infinite.
Proof. (i) follows since the ti are linearly independent. (ii) follows from Proposition 2.3
applied to 〈σi, σi+1, . . . , σi+k−1〉. ✷
Given a sequence S = (s1, . . . , sn), n > 9, si = rvi ,‖vi‖ = 1, of generating reflections
with Γ (S) connected we let M(S) denote the matrix (2vi.vj ) as in Section 3. By
Proposition 2.7 (applied to subsets of S) the entries of M(S) are in the set {0,±1,±√2}.
We let γ (S) denote the labeled graph with vertices v1, . . . , vn and with an edge between vi
and vj if vi .vj = 0 and with the label being vi .vj .
The An case
First assume that Γ (S(1, . . . , n− 1)) is of type An−1 so that by Theorem 1.2 we may
assume that Γ (S(1, . . . , n− 1)) is a line graph with n− 1 edges. Thus the homomorphism
W(S(1, . . . , n − 1)) → Sn induced by sending si to the transposition (i, i + 1) is an
isomorphism. The matrix (3.1) shows what M(S(1, . . . , n− 1)) looks like.
We will first determine what happens if at least one entry of M(S) is equal to ±√2.
Lemma 4.3. Assume the above set-up and that ±√2 occurs in the last column of M(S).
(i) If there are 1  t = r  n − 1 such that M(S)tn = ±
√
2,M(S)rn = ±1, then the
Bn-orbit of S is infinite.
(ii) If there is 1 < t < n− 1 such that M(S)tn =±
√
2,M(S)t−1,n =M(S)t+1,n = 0, then
the Bn-orbit of S is infinite.
(iii) If there are 1 t < u− 1 < n− 1 such that M(S)tn =±
√
2,M(S)u,n =±
√
2, then
the Bn-orbit of S is infinite.
(iv) If none of (i), (ii) (iii) occur, then there are 1 t < r  n− 1 such that M(S)un = 0
for u = 1, . . . , t − 1; M(S)un = ±
√
2 for u = t, . . . , r and M(S)un = 0 for u =
r + 1, . . . , n− 1. If |t − r|> 2 or if t = r = 1, n− 1, then the Bn-orbit of S is infinite.
In all other cases 〈S〉 =W(Bn).
Proof. (i) Assume that |t − r| is minimal among all such choices. Assume t < r (the other
case is similar). Thus we must have M(S)un = 0 for all t < u < r . Further, by conjugating
by diag(1,1, . . . ,1,±1) we may assume that M(S)tn =
√
2. Thus if r − t > 1, then we
may act by σ−1r−1 and reduce r − t . Thus we assume r = t + 1. Now by Lemma 2.1 we can
move st , st+1 into the n− 2, n− 1 positions. Thus we now have
M
(
(sn−2, sn−1, sn)
)=

 2 −1
√
2
−1 2 ±1√
2 ±1 2

 ,
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sn−2sn−1sn =

 2∓
√
2 ±√2 ±1−√2
±√2− 1 0 ∓1√
2 ±1 −1

 .
One checks that this matrix has an eigenvalue greater than 1; thus we see that the
〈σn−2, σn−1〉-orbit of (sn−2, sn−1, sn) is infinite (Lemma 4.2).
(ii) In this situation Lemma 2.1 allows us to assume that t = n − 2. Again we may
assume that M(S)tn =
√
2. Here
P = sn−3sn−2sn−1sn
has infinite order (P 2 − I4 has rank 1 and all eigenvalues of P 2 are 1) and so Lemma 4.2
gives the result.
(iii) In view of (i) and (ii) above we may assume thatM(S)tn =
√
2 and thatM(S)yn = 0
for t < y < u. As in (ii), if u− t > 2, then acting by σu−1 reduces u− t . Thus we may
assume that u= t + 2 and then that u= n− 1 (Lemma 2.1). One calculates the products
P = sn−3sn−2sn−1sn in this situation and shows that they are infinite.
(iv) The first statement follows easily since we are assuming that ±√2 occurs in the
last column of M(S). We may now conjugate so as to have M(S)tn =
√
2. If M(S)t+1,n =
−√2, then one shows that the Bn-orbit is infinite by looking only at st , st+1, sn (which
one moves into the n− 2, n− 1, n positions). It follows similarly that we can now assume
M(S)u,n =
√
2 for all t  u r .
Now one checks that if M(S)u,n =
√
2 for all u= t, t+1, t+2, then we have an infinite
〈σn−3, σn−2, σn−1〉-orbit (after moving st , st+1, st+2 into the n− 3, n− 2, n− 1 positions).
Thus we now may assume that r = t + 1.
Now let α = (σ1σ2 · · ·σt )(σ1σ2 · · ·σt−1) · · · (σ1σ2)(σ1). Then α(S) has matrix


2 −1 −1 −1 · · · −1 0 · · · 0 −√2
−1 2 −1 −1 · · · −1 0 · · · 0 0
−1 −1 2 −1 · · · −1 0 · · · 0 0
−1 −1 −1 2 · · · −1 0 · · · 0 0
...
...
...
...
. . .
...
... · · · ... ...
−1 −1 −1 −1 · · · 2 −1 · · · ... 0
0 0 0 0 · · · −1 2 . . . 0 0
...
...
...
...
...
...
. . .
. . . −1 0
0 0 0 0 · · · · · · · · · −1 2 0
−√2 0 0 0 · · · · · · · · · · · · 0 2


(4.1)
where the last −1 in the first row is in column t + 2. Now let β = σ2σ3 · · ·σt . Then the
matrix of βα(S) is
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
2 0 0 0 · · · 0 0 · · · 0 −√2
0 2 −1 −1 · · · −1 0 · · · 0 0
0 −1 2 −1 · · · −1 0 · · · 0 0
0 −1 −1 2 · · · −1 0 · · · 0 0
...
...
...
...
. . .
...
... · · · ... ...
0 −1 −1 −1 · · · 2 −1 · · · ... 0
0 0 0 0 · · · −1 2 . . . 0 0
...
...
...
...
...
...
. . .
. . . −1 0
0 0 0 0 · · · · · · · · · −1 2 0
−√2 0 0 0 · · · · · · · · · · · · 0 2


where the last −1 in the second row is in column t + 3. Now let γ = σ−1k · · ·σ−13 σ−12 .
Then the matrix of γβα(S) is as in (4.1) except that now the last −1 in the first row is in
column t + 1. Repeating these last steps shows that these reflections generate W(Bn). This
concludes the proof of Lemma 4.3 and so of all cases where ±√2 occurs. ✷
Now assume that only 0,±1s occur in M(S).
Let Lm denote the line graph with m vertices in the order 1,2, . . . ,m and Km the
complete graph. For a graph Γ with m vertices let M(Γ ) denote the m×m matrix whose
ij entry is −1 if ij is an edge of Γ and is otherwise 0. If Γ1,Γ2 are graphs with ordered
vertices v1, . . . , vm and w1, . . . ,wt , then by Γ1 ∗ Γ2 we mean the graph with vertices
v1, . . . , vm,w1, . . . ,wt , with edges those of Γ1,Γ2 together with an edge between vm and
w1. Thus Ln+m ∼= Ln ∗Lm, for example. For r  s  1 let
σrs = σrσr−1 · · ·σs; Σrs = σrsσr,s−1σr,s−2 · · ·σrr .
Now we may describe the present situation by giving the vector
V (S)= (vi .vn), S = (rv1, . . . , rvn),
of length n− 1 since the matrix M(s1, . . . , sn−1) is M(An−1). Here the entries of V (S) are
0,−1,1. We will say that V (S) is finite if the corresponding group generated by reflections
is finite (otherwise V (S) is infinite). Note that by Lemma 2.1 if a subsequence of V (S) is
infinite, then V (S) is infinite. We also note that V (S) = (0, . . . ,0) as we are assuming that
〈S〉 is irreducible. By conjugating by diag(1,1, . . . ,1,±1) (if necessary) we may assume
that the first non-zero entry of V (S) is −1. We define λ(S) to be the number of non-
zero entries in V (S). We define an equivalence relation on 1, . . . , n− 1; this is generated
by having i and i + 1 related if vi.vn and vi+1.vn are both non-zero. We will call the
equivalence classes components. There is a dual equivalence relation where i and i + 1
are related if vi .vn and vi+1.vn are both zero. We will call these equivalence classes dual
components. We let c(S) denote the number of components.
S.P. Humphries / Journal of Algebra 269 (2003) 556–588 577Lemma 4.4.
(i) For n 8, V (S)= (−1, . . . ,−1) is infinite.
(ii) If there are 1 r < s  n− 1 and ε =±1 with s − r even, vr .vn = ε, vs .vn = ε and
vi .vn = 0 for r < i < s, then V (S) is infinite.
(iii) If vi .vn = 0, n > i > 1, and σi(S)= (w1, . . . ,wn) then
V (w1, . . . ,wi,wi+2, . . . ,wn)= (v1.vn, v2.vn, . . . , vi .vn,−vi+2.vn, . . . ,−vn−1.vn).
(iv) If there are 1 r < s  n− 1 and ε =±1 with s − r odd, vr .vn = ε, vs .vn =−ε and
vi .vn = 0 for r < i < s, then V (S) is infinite.
(v) If λ(S) 8, then V (S) is infinite.
(vi) Let σ = σn−2σn−3 · · ·σ1. Then
V
(
σ(S)
)=(
v1.vn − v2.vn + v3.vn − · · · + (−1)nvn−1.vn, v1.vn, v2.vn, v3.vn, . . . , vn−2.vn
)
.
Proof. (i) One checks that for n= 8 the product of all the reflections has infinite order and
is not a diagonal matrix.
(ii) One checks that (1,1, . . . ,1) is in the nullspace of M(vr, . . . , vs), contradicting
Lemma 4.2(i).
(iii) One checks this using the action given in Section 1.
(iv) Using (iii) one can reduce this case to (ii), from which the result follows.
(v) If λ(S) 8, then using (iii) we can reduce to V (S)= (±1,±1,±1,±1,±1,±1,±1,
±1). If two of these signs are different, then we can assume that they are adjacent and the
result follows from (iv). If they are all the same, then the result follows from (i).
(vi) One inducts. ✷
From (v) above we now need only check the cases 0 < λ(S)  7. Further, by (vi) we
may assume that v1.vn = 0. We will use the notation 16 for the sequence 1,1,1,1,1,1,
etc.
Lemma 4.5. The following cases are all infinite:
(i) (0,17).
(ii) (0,16,0), (0,15,0,−1), (0,14,0,−12), (0,13,0,−13), (0,12,0,−14), (0,1,0,
−15), (0,0,−16).
(iii) (0,15,0).
(iv) (0,14,0,−1,0), (0,14,0,0,1), (0,0,14,0,−1), (0,1,0,−14,0), (0,1,0,0,14),
(0,0,1,0,14).
(v) (0,12,0,−13,0), (0,12,0,0,13), (0,0,12,0,−13), (0,13,0,−12).
(vi) (0,13,0,−1,0,1), (0,1,0,−13,0,1), (0,1,0,−1,0,13).
(vii) (0,12,0,−12,0,1), (0,12,0,−1,0,12), (0,1,0,−12,0,12).
(viii) (0,12,0,−1,0,1,0,−1), (0,1,0,−12,0,1,0,−1), (0,1,0,−1,0,12,0,−1),
(0,1, 0,−1,0,1,0,−12).
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(x) (0,13,0,−1,0,0), (0,13,0,0,1,0), (0,1,0,−13,0,0), (0,1,0,0,13,0), (0,0,1,0,
−13,0), (0,0,1,0,0,13), (0,0,13,0, −1,0), (0,0,13,0,0,1).
(xi) (0,12,0,−1,0,1,0), (0,12,0,−1,0,0,−1), (0,12,0,0,1,0,−1), (0,1,0,−12,0,
1), (0,1,0,−1,0,12), (0,1,0,0,1,0,12), (0,1,0,0,1,0,−1,−1).
(xii) (0,1,0,−1,0,1,0,−1).
(xiii) (0,13,04), (0,0,13,0,0), (04,13,0).
(xiv) (0,1,0,−1,0,1,0), (0,1,0,0,1,0,−1), (0,1,0,−1,0,0,0,1)
(0,0,1,0,−1,0, 0,1), (0,0,1,0,0,1,0,−1), (0,0,0,1,0,−1,0,1).
Proof. One checks in each case that the corresponding product of reflections has infinite
order and is not a scalar matrix. ✷
Lemma 4.5(i) together with Lemma 4.4(iii) shows that all the λ(S)= 7 cases are infinite.
Assume that λ(S)= 6. Here we use Lemma 4.5(ii), noting that each case with λ(S)= 6
can now be reduced to one of these cases. This does λ(S)= 6.
Now assume that λ(S) = 5. Then the c(S) equivalence classes determine a partition
of 5. If c(S)= 1, then Lemma 4.5(iii) does this case.
If c(S)= 2 and the partition is 5= 4+1, then Lemma 4.5(iv) does this case. If c(S)= 2
and the partition is 5 = 3 + 2, then Lemma 4.5(v) does this case. This does the c(S) = 2
cases.
If c(S) = 3 and the partition is 5 = 3 + 1 + 1, then Lemma 4.5(vi) does this case. If
c(S)= 3 and the partition is 5= 2+ 2+ 1, then Lemma 4.5(vii) does this case. This does
the c(S)= 3 cases.
If c(S)= 4 and the partition is 5= 2+ 1+ 1+ 1, then Lemma 4.5(viii) does this case.
If c(S) = 5 and the partition is 5 = 1 + 1 + 1 + 1 + 1, then Lemma 4.5(ix) does this
case.
This concludes all of the λ(S)= 5 cases.
Now assume that λ(S)= 4. Lemma 4.5(x) does the partition 4= 3+ 1. Lemma 4.5(xi)
does the partition 4= 2+ 1+ 1. Lemma 4.5(xii) does the partition 4= 1+ 1+ 1+ 1.
We are thus left (in the case λ(S) = 4) with the partitions 4 = 4 and 4= 2+ 2;
we deal with these simultaneously in the following way. Let σ be as in Lemma
4.4(vi). Then by that same result we see that there is k ∈ Z such that V (σk(S)) =
(0, . . . ,0,±1,±1,0, . . . ,0,−1,−1,0) (in the 4 = 4 partition case there are no 0s be-
tween ε(= −1) and −1); thus V (σk+1(S)) = (0, . . . ,0,±1,±1,0, . . . ,0,−1,−1) and
so, V (σk+2(S))= (0, . . . ,0,±1,±1,0, . . . ,0,−1). So the following result gives what we
need
Lemma 4.6. Let ε =±1 and let V (S) = (0, . . . ,0, ε, ε,0, . . . ,0,−1), where the first two
non-zero entries are in positions u,u+ 1 n− 2. Then
(i) 〈S〉 is infinite if ε =−1 and n− u is even, or ε = 1 and n− u is odd.
(ii) 〈S〉 is finite otherwise.
S.P. Humphries / Journal of Algebra 269 (2003) 556–588 579Proof. (i) follows from Lemma 4.4. (ii) follows from the standard form (3.3) in theDn case
if u < n− 3; while if u= n− 3, then M(σn−1(S)) is the standard form for M(An). ✷
This completes the cases where λ(S)= 4.
Assume that λ(S)= 3. The partition 3 = 2+ 1 is essentially the content of Lemma 4.6
and Lemma 4.5(xiv) does the partition 3 = 1 + 1 + 1. If c(S) = 1, then Lemma 4.5(xiii)
does this case except for (0n−3,13) which is covered by Lemma 4.6.
Lemma 4.7. Assume that λ(S)= 2 and that the non-zero entries of V (S) are in positions
1 r < s  n− 1. Then either S is BCn-equivalent to S′ with λ(S′)= 1 or 〈S〉 is infinite.
Proof. We first note that (02,1,02,1,02) is infinite and so this reduces us to considering
the cases (a) s = r + 1, r + 2; (b) r = 1,2; (c) s = n− 2, n− 1.
If (a), then Lemma 4.4(vi) shows acting by σk for some k ∈ Z will reduce λ(S) to 1.
This also applies if r = 1, s = n,n− 1 or r = 2, s = n. For (b) (but not (a)), the following
infinite cases (which are easily checked) give the result:
(
1,02,1,03
)
,
(
1,03,−1,02), (1,06,1,0),(
0,1,02,1,03
)
,
(
0,1,03,−1,0), (0,1,05,−1).
For (c) we use the transposes of (b). ✷
Lastly, if λ(S)= 1 and the non-zero entry is in entry r , then (since n 10) 〈S〉 is finite
if and only if r = 1,2, n− 2, n− 1.
This concludes the An case.
The Bn case
So assume that Γ (S(1, . . . , n − 1)) is of type Bn. See (3.2) for the standard form
of M(Bn−1). Again we consider the vector V (S), which has entries 0,±1,±
√
2. The
presence of the
√
2 in M(Sn−1) now prohibits many more cases. First we note that we
have the following equivalent of Lemma 4.4:
Lemma 4.8.
(i) If there are 1 r < s  n− 2 and ε =±1 with s − r even, vr .vn = ε, vs .vn = ε and
vi .vn = 0 for r < i < s, then V (S) is infinite.
(ii) If vi .vn = 0, n− 1 > i > 1, and σi(S) = (w1, . . . ,wn) then V (w1, . . .wi,wi+2, . . . ,
wn)= (v1.vn, v2.vn, . . . , vi .vn,−vi+2.vn, . . . ,−vn−1.vn).
(iii) If there are 1 r < s  n− 2 and ε =±1 with s − r odd, vr .vn = ε, vs .vn =−ε and
vi .vn = 0 for r < i < s, then V (S) is infinite.
(iv) Let σ = σn−2σn−3 · · ·σ1. Then
V
(
σ(S)
)= (v1.vn − v2.vn + v3.vn − · · · + (−1)n√2vn−1.vn,
v1.vn, v2.vn, v3.vn, . . . , vn−3.vn,
√
2vn−2.vn − vn−1.vn
)
.
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First we will show that ±√2 does not occur in the entries of V (S). First assume that
V (S)= (. . . ,√2). One checks that
(
. . . ,1,
√
2
)
,
(
. . . ,−1,−1,√2), (· · · ,±√2,√2), (. . . ,±√2,−1,√2)
are all infinite and so the only cases that could possibly be finite are (0,0, . . . ,0,−1,√2).
If one uses the σ as in Lemma 4.8(iv) this case becomes M(Bn) and so we are done.
If ±√2 occurs in a position other than the last, then we can use Lemma 4.8(iv) to put
the
√
2 into the n− 2 position of V (S). We then note that
(
. . . ,
√
2,0
)
,
(
. . . ,
√
2
)
,
(
. . . ,1,
√
2,−1), (. . . ,−1,√2,1), (. . . ,0,0,√2,−1)
are all infinite. Thus all the cases where ±√2 occurs in V (S) are infinite.
We may now assume that the only entries in V (S) are 0,±1. Noting that
(. . . ,0,1,0), (. . . ,0,±1,1), (. . . ,±1,±1,±1), (. . . ,03,1)
are all infinite leaves us with the case (1,0, . . . ,0), which clearly gives W(Bn). This
concludes the Bn case.
The Dn case
So assume that Γ (S(1, . . . , n− 1)) is of type Dn. Again we consider the vector V (S),
which has entries 0,±1,±√2. Here we may assume that M(S(1, . . . , n − 1)) has type
Mr(Dn−1) as given in (3.3). The analogue of Lemma 4.4 in this case is:
Lemma 4.9.
(i) If there are 1  r < s  n− 2 and ε =±1 with s − r even, vr .vn = ε, vs .vn = ε and
vi .vn = 0 for r < i < s, then V (S) is infinite.
(ii) If vi .vn = 0, n − 1 > i > 1, and σi(S) = (w1, . . . ,wn) then V (w1, . . .wi,wi+2, . . . ,
wn)= (v1.vn, v2.vn, . . . , vi .vn,−vi+2.vn, . . . ,−vn−1.vn).
(iii) If there are 1 r < s  n− 2 and ε =±1 with s − r odd, vr .vn = ε, vs .vn =−ε and
vi .vn = 0 for r < i < s, then V (S) is infinite.
(iv) Let σ = σn−2σn−3 · · ·σ1. Then
V
(
σ(S)
)= (v1.vn − v2.vn + v3.vn − · · · + (−1)r+nvn−1.vn, v1.vn, v2.vn, v3.vn, . . . ,
vr−2.vn, vr−1.vn + (−1)r+nvn−1.vn, vr .vn + (−1)r+nvn−1.vn,
vr+1.vn, . . . , vr−1.vn − (−1)r+n(vn−2.vn − vn−1.vn)
)
.
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We first consider the case where ±√2 occurs in V (S). By applying Lemma 4.3 to
(s1, s2, . . . sn−2, sn) we see that either (a) V (S)= (
√
2,0, . . . ,0,∗); or (b) (0, . . . ,0,√2,∗)
(where ∗ ∈ {0,±1,±√2}); or (c) there is 1 < t < n− 1 such that V (S) = (0, . . . ,0,√2,√
2,0, . . . ,0,∗), with the first √2 in the t − 1 position.
For (a) we note that (√2,04,∗) is infinite for r = 2,3 and for all ∗ ∈ {0,±1,±√2}.
This does case (a) and (b) is similar.
For (c) we note that (0a,√2,√2,0b,∗) is infinite for all a, b 0, a+ b= 4, and for all
1 < r < 6. This does (c).
We now assume that the entries of V (S) are in {0,±1}.
We may now apply Lemma 4.6 to (s1, s2, . . . , sn−2, sn), since (s1, s2, . . . , sn−2) is in
standard form for type An−2. We deduce that V (S) is of the form (a) (0, . . . ,0, ε, ε,0, . . . ,
0,1,∗); (b) (0, . . . ,0,1,1,∗); or (c) (0, . . . ,0,1,0, . . . ,0,∗).
From the fact that (0a,12,0b,±1,∗) is infinite for all a, b 0, a+ b= 0 we see that all
(a) cases are infinite. For (b) we have that (05,12,∗) is infinite except in the case (05,12,0).
For (c) one notes that (1,0, . . . ,0) and (0, . . . ,0,1,1) are finite and that all other cases are
infinite.
We now note that (0, . . . ,1,1,0), (0, . . . ,0,1,1) are both in the Bn-orbit of (1,0, . . . ,0)
(use Lemma 4.9(iv)), and that (1,0, . . . ,0) gives a base for the Dn case.
This completes the proof of Theorem 1.1. ✷
5. The An representation of Bn
Fix n  3 and let POn(An) denote the set of conjugacy classes as in Section 1. Each
[S] ∈ PO(An) can be represented by a labeled graph Γ ([S]) as follows: Let Γ ′(S) be the
graph with vertices 1,2, . . . , n + 1 and an edge {i, j } labeled k if (ij) is the kth entry
of S. We get Γ ([S]) by forgetting the labels on the vertices (or equivalently by taking the
Sn+1-orbit of Γ ′(S)). It is clear that PO(An) is in bijective correspondence with the set of
edge-labeled trees with n edges. In this section it will be convenient to redefine the Bn ac-
tion: σi(s1, s2, . . . , sn) = (s1, . . . , si−1, sisi+1s−1i , si , si+2, . . . , sn);σ−1i (s1, s2, . . . , sn) =
(s1, . . . , si−1, si+1, s−1i+1sisi+1, si+2, . . . , sn). This works since σi → σ−1i extends to an iso-
morphism of Bn.
We have shown in Theorem 1.2 that Bn acts transitively on PO(An). Now let Γ0 =
Γ ([(12), (23), . . . , (n,n + 1)]) and define δs = σ1σ2 · · ·σs−1, τs = δs+1s ,1 < s  n as
in [6], except that their action was on the right and ours is on the left. Let Hn =
〈τ2, τ3, . . . , τn〉. Then as in [6] we note that Hn stabilises Γ0.
We also let urs = (σrσr+1 · · ·σs−1)s−r+2 for 1  r < s < n so that u1s = τs . Then
〈urs〉 =Hn. We will also let
Hn3 = 〈ui,j | 1 i < j  n, j − i  2〉.
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the full labeled subgraph of Γ having only the edges with labels in Q. We next prove that
Hn acts transitively on the complement of Γ0; in fact we prove
Proposition 5.1. The group Hn3, n 3, acts transitively on PO(An) \ {Γ0}.
Proof. Let Stn = ((1, n+ 1), (2, n+ 1), . . . , (n,n+ 1)), so that Γ (Stn) is the star graph
with n edges. Proposition 5.1 will follow directly from
Lemma 5.2. Each graph in PO(An) \ {Γ0}, is equivalent under Hn3 to the star graph.
Proof. We prove Lemma 5.2 by induction on n  3, the case n = 3 being easy to
check. ✷
Lemma 5.3.
(i) For 1 i < n the action of σi on PO(An) is a permutation with 2-cycles and 3-cycles,
the 2-cycles correspond to when Γ{i,i+1} has two components. The element ui,i+1 = σ 3i
has order 2 and ui,i+1(Γ )= (i, i + 1)(Γ ) if Γ{i,i+1} has two components.
(ii) The element ui,i+2 acts on PO(An) so as to have three and nine cycles. The nine-
cycles are when Γ{i,i+1,i+2} has two components. Also, ui,i+2 fixes Γ if and only if
Γ{i,i+1,i+2} is the standard line graph with these labels.
Proof. Each case is easily checked. See Fig. 4 for (ii). ✷
In order to proceed inductively we first need to show that there is some α ∈Hn3 such that
the subgraph Γ (α([S]))n−1 of Γ (α([S])) with edges labeled 1,2, . . . , n− 1 is connected.
If Γ ([S])n−1 is not connected, then let the two components be L([S]) and R([S]), where
the edge labeled 1 is in L([S]). The idea will be to increase the size of L([S]). We first
show that we can do this if the subgraph R([S]) with the nth edge attached is not a line
graph with adjacent edges in increasing order.
For m n we will let em = em(Γ ([S])) denote the edge of Γ ([S]) that is labeled m.
Now let m be the largest label of an edge in R([S]). If m = n − 1, then em+1 is in
L([S]) and so the two edges em, em+1 are disjoint. Thus by Lemma 5.3(i) if we act by
um,m+1 ∈Hn3, then we have increased m. We may thus assume that m= n− 1.
If en, en−1 are not connected (do not form a connected subgraph), then acting by un−1,n
permutes the labels on en, en−1 and so increases the size of L([S]). So now assume that
en, en−1 are connected.
Now let m be the largest label of an edge of R \ {en−1}, so that m< n− 1. Then, as in
the above, we may reduce to the case m= n−2. If now en−2 is not connected to en∪en−1,
then acting by u3n−2,n ∈Hn3 will increase the size of L([S]) (see Fig. 4). If en∪en−1∪en−2
has a trivalent vertex, then acting by un−2,n will increase the size of L (see Fig. 4). This
deals with all the cases where en, en−1, en−2 is not a line graph. So we now assume that
en, en−1, en−2 is a line graph.
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We continue this process showing at each stage that we can either increase the size of
L([S]) or that en, en−1, . . . , ek are all in R([S]) and form a line graph. We indicate how
one does this. So suppose that en, en−1, . . . , ek are all in R([S]) and that they form a line
graph. Assume that there are edges in R([S]) other than these and let m be the largest label
of such an edge. Note that m< k. We show that we may assume that m= k− 1. For if not,
then ek−1 is in L([S]) and acting by uk−1,k will increase m.
Thus we assume that m = k − 1. Now if ek−1 is disjoint from all of en, en−1, . . . , ek ,
then acting by un−1,nun−2,n−1 · · ·uk−1,k will increase the size of L([S]) (this action only
changes the labels on the graph, the label of the edge en being changed to k − 1). If ek−1
is not disjoint from all of en, en−1, . . . , ek , but together they do not form a line graph, then
(since all these graphs are trees) there is a unique p with n p > k such that ek−1 meets
ep and ep−1. Again (using Fig. 4) we see that acting by un−1,nun−3,n−1 · · ·uk,k+2uk−1,k+1
will increase the size of L([S]) (the edge labeled n− 1 in the resulting graph is now a part
of the resulting L). This completes the proof that either we can increase the size of L([S])
or that R([S]) is a line graph as indicated. We now deal with this latter case.
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em−1 is an edge of L([S]). Suppose first that em−1 is disjoint from en ∪ en−1 ∪ · · · ∪ em.
Then using Fig. 4 we see that acting by
u3n−2,nun−3,n−1un−4,n−2 · · ·um−1,m+1
has the effect of increasing the size of L([S]). So now we may assume that em−1 is not
disjoint from en, en−1, . . . , em. Thus em−1 must be adjacent to en and we have a line
subgraph em−1, en, en−1, . . . , em. Here we first act by un−1,n−2un−2,n−3 · · ·um−1,m so as
to obtain the line subgraph en−1, en, en−2, en−3, . . . , em−1. One now acts on this by u2n−2,n
and notes (using Fig. 4) that we have increased the size of L([S]).
Thus we may now assume that the subgraph e1, e2, . . . , en−1 is connected. Hence by
induction we assume that the subgraph e1, e2, . . . , en−1 is a star graph with central vertex
v say. We consider the following possibilities:
(i) v is a vertex of en;
(ii) en is adjacent to en−1;
(iii) en is adjacent to ek with k  3;
(iv) en is adjacent to ek with k = 1,2.
If we have (i), then we are done. If (ii), then one checks that
u2n−3,n−1un−2,nun−2,n−1un−2,n−1un−3,n−1 ∈Hn3
transforms this case to the star graph.
If (iii), then we first act by uk+1,k+2uk+2,k+3 · · ·un−2,n−1un−1,n, which does nothing
except permute the edge labels so that the edge that was labeled n is now labeled k + 1.
Now proceed as in (ii), acting by
u2k−2,kuk−1,k+1uk−1,kuk−1,kuk−2,k ∈Hn3.
This is possible since k  3.
If (iv) and en is adjacent to e1, then we act by u24u213u324u23 ∈ Hn3. If (iv) and en is
adjacent to e2, then we act by u24u34u13u23u13u24 ∈Hn3.
This completes the proof of Proposition 5.1. ✷
Thus the image of Bn is a 2-transitive group of degree (n+ 1)n−2.
A computer calculation using MAGMA [16] shows that (i) for n = 3 we get 4 = 41
classes of edge-labeled graphs, the action of B3 being that of the alternating group A4;
(ii) for n= 4 we get 25= 52 classes of edge-labeled graphs, the action of B4 being that of
the symmetric group S25; (iii) for n= 5 we get 216 = 63 classes of edge-labeled graphs,
the action of B5 being that of the alternating group A216; (iv) for n= 6 we get 2401= 74
classes of edge-labeled graphs, the action of B6 being that of the alternating group A2401.
So now assume that n 7.
Now 2-transitive groups have been classified; see [4, pp. 194–197] for a description of
the possibilities. Apart from a few cases of low degree (less than or equal to 276), which
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the possible degrees of such a 2-transitive group are n for the alternating and symmetric
groups, together with
q, 24d+2 + 1, q3 + 1, q
d − 1
q − 1 (where d  2),
2d−1
(
2d ± 1) (where d  3).
Here q is a prime power.
We now show that nn−3 = 1 + ps is not possible if n > 4 and p is a prime. For if
nn−3 − 1 = ps, then n − 1 = pr and so we have (pr + 1)pr−2 = 1 + ps , where s  2r
since n > 4. Expanding the left hand side using the binomial theorem we get
p2rX+ (pr − 2)pr + 1= 1+ ps.
Dividing by pr we get prX+(pr−2)= ps−r . Now since s  2r , we see that pr divides 2,
which gives n  3, a contradiction. This eliminates the cases 24d+2 + 1, q3 + 1 from the
above list and proves Theorem 1.4 except for the last sentence.
Let
Hn4 =
〈{ui,i+1}1i<n,{u3i,i+2}1i<n−1,{u4i,i+3}1i<n−2〉.
Proposition 5.4. The elements of Hn4 fix Γ (Stn) and Γ0.
Proof. One can easily check this statement for each generator of Hn4. In fact one need
only check the cases i = 1. The result follows. ✷
We conjecture that Hn4 acts transitively on PO(An) \ {Γ0,Γ (STn)}. This would show
that ρn(Bn) is 3-transitive for all n 3.
Let n 4. We now investigate whether the image of Bn is the alternating group or the
symmetric group in the cases considered in Theorem 1.4. Note that each of the generators
σi, i < n, is conjugate to σ1. Thus we need only check whether the image of σn−1, say
δn−1, is an even or an odd permutation. Now note that the effect of δn−1 on an edge-
labeled graph Γ is to permute the labels n − 1, n on the edges labeled n − 1, n if those
edges are disjoint, and is otherwise the identity. Now it is easy to check that since n  4,
δn−1 cannot fix any graph Γ where the edges labeled n− 1 and n are disjoint; this shows
that the number of such graphs is even. Thus δn−1 is an even permutation if and only if
the number of two cycles in δn−1 is a multiple of 2 if and only if the number of graphs Γ
with the edges labeled n− 1 and n disjoint is a multiple of 4. Denote this latter number
by ζn.
We now calculate the number ζ ′n of graphs Γ which have the property that the edges
labeled n− 1 and n are adjacent. Then we have (n+ 1)n−2 = ζn+ ζ ′n, which gives the first
statement of
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ζ ′n =
∑
a,b,c0
a+b+c=n−2
(
n− 2
a
)(
n− 2− a
b
)
(a + 1)a−1(b+ 1)b−1(c+ 1)v−1.
(Here the convention is that xy = 1 if y < 0.)
We have
ζ ′n ≡ 0 mod 4 if n≡ 1,3 mod 4;
ζ ′n ≡ 3 mod 4 if n≡ 0 mod 4;
ζ ′n ≡ 1 mod 4 if n≡ 2 mod 4.
Proof. Let Γ be a graph with n edges labeled 1,2, . . . , n and let ei be the edge of Γ
labeled i . Assume that en−1 and en are adjacent in Γ . Let u,v be the vertices of en−1 and
v,w the vertices of en. Let A be the component of Γ \ {u} that does not contain en−1;
let B be the component of Γ \ {v} that does not contain en−1; let C be the component of
Γ \ {w} that does not contain en−1. Let a denote the number of edges of A, b denote the
number of edges of B , and c the number of edges of C. Then we have a + b+ c = n− 2
where a, b, c 0. The possibilities for Γ come from the possibilities for each of A,B,C.
We will think of A,B,C as rooted trees with roots u,v,w and numbers of edges a, b, c
edges respectively. Since A is a tree and has a edges, there are
(
n−2
a
)
ways of choosing the
labels for the edges of A. Further, for a given such choice of labels for the edges of A there
are (a + 1)a−1 rooted trees [21] and so there are (n−2
a
)
(a + 1)a−1 total possibilities for A.
Given such a choice of labels for A there are then
(
n−2−a
b
)
choices for a set of labels for
the edges of B and so
(
n−2−a
b
)
(b + 1)b−1 total possibilities for B . Having chosen labels
for A,B , the set of labels for C is now determined since a+ b+ c= n− 2. Thus there are
(c+ 1)c−1 possibilities for C. All of these choices are independent and so the formula for
ζ ′n given in Lemma 5.5 follows.
Assume that n > 5 is odd. We consider each choice of a, b, c  0 where a + b + c =
n− 2. Then at least one of a, b, c is odd. If a is odd and a  3, then (a+ 1)a−1 ≡ 0 mod 4.
Similarly for b, c. Thus we may assume that either a is even or a < 3 and similarly for
b, c. One now checks that all possible choices of a, b, c give a summand of ζ ′n which is a
multiple of 4. Thus ζ ′n ≡ 0 mod 4. The rest of the cases are similar. One uses the fact that
if n≡ 2 mod 4 and a is odd, then (n−2
a
)≡ 0 mod 4 and (n
a
)≡ 0 mod 2. ✷
From ζn + ζ ′n = (n+ 1)n−2 we get
Corollary 5.6. Let n > 3. Then
ζn ≡ 0 if n≡ 1,2,3 mod 4;
ζn ≡ 2 if n≡ 0 mod 4.
This completes the proof of Theorem 1.4.
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In this section we prove Theorem 1.5.
Recall that each element of PO(Bn) is a conjugacy class of some sequence S =
(s1, . . . , sn) of n reflections generatingW(Bn). These reflections are the γi and the β±rs and
in S we have exactly one of the γi . Since no γi is conjugate to a β±rs , the position of this γi
in S is independent of which W(Bn)-conjugate of S one chooses; denote this position by
τ (S). Let Ru be the set of all [S] ∈ PO(Bn) such that τ (S)= u. Then R1, . . . ,Rn is a set
of blocks for the Bn action on PO(Bn). Further it is easily seen that σi(Rj )=R(i,i+1)j and
so the action of Bn on these blocks is that of the full symmetric group Sn.
We now show that the degree of this representation is nn−1. As in the proof of the Bn
case in Section 3 we note that any set S = (s1, . . . , sn) of generating reflections in the Bn
case can be conjugated to the form (δ1, . . . , δn), where n−1 of the δi have the form β+rs and
the remaining one is γj . Further, it is easy to see that this representative of the conjugacy
class of S is unique. Thus removing the γj from the sequence S results in a set S′ of n− 1
reflections which generate Sn. We have seen in Theorem 1.4 that (up to conjugacy) there
are nn−3 of these. Thus the number of elements of PO(Bn) will be equal to nn−3 multiplied
by the number of ways of inserting the γj into S′. Since there are n places to put the γj
and there are n choices of j , we thus see that the number of elements of PO(Bn) is nn−1,
as required. This completes the proof of Theorem 1.5.
Note added in proof
Since acceptance of this papper, we have become aware of a papper of P. Kluitmann
[Hurwitz action and finite quotients of braid groups, in: Braids (Santa Cruz, CA, 1986)
Contemp. Math., Vol. 78, Amer. Math. Soc., Providence, RI, 1988, pp. 299–325] in which
he proves certain cases of Theorem 1.2.
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