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To compare quantum estimation theory schemes we must acknowledge that, in some cases, the
quantitative difference between them might be small and hence sensitive to numerical errors. Here,
we are concerned with comparing estimation schemes for the quantum state under continuous mea-
surement (quantum trajectories), namely quantum state filtering and, as introduced by us [Phys.
Rev. Lett. 115, 180407 (2015)], quantum state smoothing. Unfortunately, the cumulative errors
in the most typical simulations of quantum trajectories with time step ∆t and total simulation
time T can scale as T∆t. Moreover, these errors may correspond to deviations from valid quantum
evolution as described by a completely positive map. Here we introduce a higher-order method that
reduces the cumulative errors in the complete positivity of the evolution to of order T (∆t)2, whether
for linear (unnormalised) or nonlinear (normalised) quantum trajectories. Our method also guar-
antees that the discrepancy in the average evolution between different detection methods (different
‘unravellings’, such as quantum jumps or quantum diffusion) is similarly small. This equivalence is
essential for comparing quantum state filtering to quantum state smoothing, as the latter assumes
that all irreversible evolution is unravelled, although the estimator only has direct knowledge of
some records. In particular, here we compare, for the first time, the average difference between
filtering and smoothing conditioned on an event of which the estimator lacks direct knowledge: a
photon detection within a certain time window. We find that the smoothed state is actually less
pure, both before and after the time of the jump. Similarly, the fidelity of the smoothed state with
the ‘true’ (maximal knowledge) state is also lower than that of the filtered state before the jump.
However, after the jump, the fidelity of the smoothed state is higher.
I. INTRODUCTION
Quantum measurement theory can be considered as
the essential link between the quantum properties of a
system and the macroscopic world of the measurement
apparatuses coupled to it [1]. The first approach to this
matter was introduced by Dirac [2] in 1930 and almost 30
years later Helstrom suggested the idea of Positive Op-
erators Valued Measurements [3] that together with the
work of Davies [4] and Kraus [5] originated a more gen-
eralised version of quantum measurements specially for
the case of quantum jumps. Carmichael [6] suggested the
term quantum trajectory to describe the stochastic evo-
lution of the quantum states conditioned on the result
of continuous measurements made on the system’s envi-
ronment, and ‘unravellings’ for the different types of tra-
jectories arising from different ways of making this mea-
surement. This theory followed a series of individualised
quantum measurement experiments [7, 8] and various re-
lated numerical simulations techniques for open quan-
tum systems [9, 10]. The same type of trajectories were
also derived from quantum stochastic calculus [11, 12],
and its generalised interpretation in terms of quantum
jumps [13, 14], making the link to the ‘posterior’ condi-
tional state, or ‘filtered’ state from classical estimation
theory [15, 16].
The theory of quantum trajectories has found many
theoretical and experimental applications. On the the-
ory side it has been used in: simulations of open quantum
systems [9, 10]; estimation of classical parameters affect-
ing a quantum system [17–26] especially adaptive esti-
mation [27] in feedback for noise reduction [28–31] and
in feedback for rapid purification [32–36]; and in discover-
ing interesting conditional behaviour for open quantum
systems [37–41]. On the experimental side it has been
used in adaptive phase estimation [42], conditional state
stabilisation by feedback [43, 44], and analysing typical
trajectory behaviour with boundary conditions [45].
A key concern when using quantum trajectories is the
robustness of the integration techniques involved in the
numerical simulations. In naive simulation techniques,
the cumulative errors for simulations over a time T using
a time step ∆t can reach a size of order T∆t, and typi-
cally violate positivity. Important work in this area has
been done by Kurniawan and James [46], and more re-
cently by Amini et al. [47] and Rouchon and Ralph [48],
as extensions to the work of Milstein [49]. These tech-
niques enable robust simulations which, on average, re-
produce the master equation of the system with an error
of high order in ∆t. However, they have not explicitly
considered in detail the necessity of reproducing com-
pletely positive evolution for the trajectories, which is
necessary for the trajectories to have an interpretation
in terms of quantum measurements on the bath [1]. Re-
cent work in [50] shows that the map in the method in
[48] is not completely positive to order (∆t)2.
In this work, we introduce a method to simulate quan-
tum trajectories with a map that is completely positive
to order (∆t)2, for both quantum jumps and quantum
diffusive trajectories. That is, it reduces the cumulative
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2errors in positivity to order O(T (∆t)2). Our method is
not intended to simulate the quantum master equation to
this level of accuracy. Rather, it is intended to simulate
the measurement-conditioned evolution of the quantum
state in such a way that the evolution is, to high accu-
racy, completely positive. Moreover, when the system
is subject to two measurements, if one measurement is
held fixed along with its results, while the other measure-
ment is averaged over, the same conditioned evolution for
this partially measured system should result regardless of
what type of measurement (e.g. homodyne or direct) is
implemented for the second measurement. This ensures
that the comparison of different estimation schemes can
be done with confidence. These advantages hold to order
O(T (∆t)2) and rely on the direct application of quantum
maps on the system.
We developed this method for simulating the smoothed
quantum state in the quantum state smoothing formal-
ism introduced by us in Ref. [51]. The evaluation of
such formalism requires one to compare various esti-
mation schemes –filtering, smoothing, ‘true’ quantum
trajectories– and the difference between them might be
small in some cases, making it crucial to verify that the
average over a large ensemble of quantum trajectory sim-
ulations of these estimations agree.
In the following we begin with a short description of the
quantum trajectories formalism. This includes a sum-
mary of the concepts of open quantum systems and com-
plete positivity in section II, including the relationship
between positivity and quantum measurement theory in
section II A. This leads on to an introduction to the prob-
lem of positivity inherent in the standard quantum tra-
jectory formalism in section III. Then, we present our
method, which we call completely positive quantum tra-
jectories (CPQT) in section IV. In section V we show
how to apply the CPQT method to a system under two
monitoring processes: homodyne detection and photode-
tection and the discrepancies in average evolutions are
indeed found to be small. This warranty of equivalence in
average evolutions is essential for comparing the quantum
state filtering and the quantum state smoothing. Lastly,
in section VI we use the method to simulate the dynamics
of the system when only the homodyne phocurrent, not
the photodection record, is known by the estimator. We
show for the first time that, in this case, the surprising
result that the purity of the smoothed quantum state is,
on average, smaller than it is for a quantum filtered state
both before and after the time of the jump.
II. OPEN QUANTUM SYSTEMS
We are concerned with open quantum systems whose
unconditioned can be described by a quantum master
equation in the Lindblad form [52]:
ρ˙ = Lρ ≡ −i[Hˆ, ρ] +
N∑
k=1
D[aˆk]ρ. (1)
Here Hˆ = Hˆ† is the system Hamiltonian, while {aˆk}
are the Lindblad operators, arising from the coupling of
reservoirs, to the system, whose action on an arbitrary
state ρ is governed by
D[aˆk] • = aˆk • aˆ†k −
1
2
{aˆ†kaˆk, •}. (2)
For example, in the particular case of two environments
(b and c) interacting with the system, the unconditioned
state’s evolution equation of the system is
ρ˙ = −i[Hˆ, ρ] + bˆ ρ bˆ† + cˆ ρ cˆ† − 1
2
{bˆ†bˆ+ cˆ†cˆ, ρ}. (3)
In the case where the system of interest is under observa-
tion through the environment, the state of the system is
said to be conditioned on the measurement results. The
definition and analysis of such a state is covered by the
quantum trajectories formalism, discussed in Sec. III.
A. Measurement operations and positivity
The physics of Markovian evolution requires the maps
describing the evolution of such systems to not only map
positive operators (such as the state matrix) to positive
operators, but also to maintain the positivity of the state
of the system when it is entangled with an arbitrary an-
cilla. Formally, we require
1. The map has to be trace-preserving. That is,
Tr[Mρ] = 1 for any normalized state ρ.
2. M is a linear map on operators. That is,
M
∑
j
℘jρj =
∑
j
℘jMρj .
3. The map is completely positive. That is,
% ≥ 0 =⇒ (IR ⊗MQ)% ≥ 0; (4)
where IR denotes the identity map on the ancilla
system R, and % is an arbitrary state on the joint
system of R and Q. That is, if M acts only on Q,
then the extended map (IR ⊗MQ) still results in
a valid state (up to normalisation).
It can be proven that any map satisfying the above can
be written in an operator sum representation or Kraus
representation [5]
Mρ =
∑
j
Mˆj ρ Mˆ
†
j (5)
for some set of operators Mˆj that satisfy the completeness
relation, ∑
j
Mˆ†j Mˆj = 1ˆ. (6)
3An essential part of any physical simulation is to guar-
antee that it is physically reasonable. However, it is easy
to show that the typical numerical simulations of quan-
tum trajectories schemes cannot guarantee (in general)
complete positivity in the maps M used to describe the
evolution [53, 54]. These properties can only be satisfied
in the quantum trajectories formalism when considering
infinitesimal intervals of time in the measurement pro-
cess or in the simulation. For example, the completeness
relation remains valid for measurement operators only
to order dt. In simulations, where the interval is finite
(dt → ∆t) this may result in non-physical states in the
evolution, as we will now show.
III. QUANTUM TRAJECTORIES FORMALISM
A quantum trajectory can be generally described as
the stochastic path in the state space that the state of
an open quantum system follows when it is evolving con-
ditioned on a measurement of its environment. It can be
discontinuous (quantum jumps) or continuous (quantum
diffusive trajectories) depending on the kind of measure-
ments that are conditioning the evolution. An ensemble
average of these trajectories result in an unconditioned
evolution that coincides with the master equation of the
state of the system [1, 6, 10, 55].
In terms of estimation theory, quantum trajectories
are the normalised version of the filtering equation so-
lutions, or the equivalent to the Kushner-Stratonovich
equation for classical systems. Linear quantum trajec-
tories are the unnormalized version of these paths and
relate to the classical Duncan-Mortensen-Zakai equation,
where a non-normalized state follows the linear differen-
tial equation that averages to the correct state matrix, if
the measurement results have a probability distribution
that follows a particular ostensible distribution [1].
In the subsequent subsections we introduce these pro-
cesses of quantum jumps (corresponding, for example, to
a system whose radiative emissions are subject to photon-
counting) or quantum diffusion (corresponding to a sim-
ilar situation but with homodyne or heterodyne detec-
tion).
A. Quantum Jumps
Quantum jumps are the simplest quantum unravelling
and take place when the measurement record is discon-
tinuous (e.g. photon-counting). The quantum jumps de-
scribing the trajectory are labelled by discrete values nt
of the measurement results, and its conditioned evolu-
tion is described by, the unnormalised conditioned state
for this model,
ρ˜nt(t+ ∆t) ≡Mnt ρ(t) = Mˆntρ(t)Mˆ†nt . (7)
Here Mˆnt is the measurement operator satisfying the
completeness relation∑
n
℘ost(n)Mˆ
†
n Mˆn = 1ˆ (8)
where ℘ost(nt) is an ‘ostensible’ probability distribution
for having or not a jump.The ostensible probability dis-
tribution is arbitrary, as long as it is fixed for a given
ensemble for simulation purposes.
The simplest measurement operators for quantum
jumps, when there is only the type of jump, are
Mˆ0 = 1ˆ− 12
(
cˆ†cˆ− λ)∆t. Mˆ1 = cˆ√
λ
. (9)
with ostensible probabilities given by a Bernoulli distri-
bution with
℘ost(nt := 1) = λ∆t , ℘ost(nt := 0) = 1− λ∆t, (10)
where nt := 1 indicates a quantum jump in the evolution
and nt := 0 none. For this case the completeness relation
is given by∑
nt
℘ost(nt)Mˆ
†
ntMˆnt = 1 +O((∆t)
2) (11)
Note that the quantum trajectories are independent of
the ostensible probabilities, in particular of λ, and the
completeness relation is valid in general. Thus, there are
different unnormalised conditioned states that neverthe-
less average to the correct ρ,
ρ(t+ ∆t) =
∑
nt
℘ost(nt)Mˆntρ(t)Mˆ
†
nt
= ρ(t) +D[cˆ]ρ(t)∆t+O((∆t)2), (12)
with D defined in Eq. (2). For simplicity, we may choose
an ostensible probability distribution that factorizes at
different times.
It is more common to use a normalised quantum state
defined by
ρnt(t+ ∆t) = ρ˜nt(t+ ∆t)
℘ost(nt)
℘nt
, (13)
with actual probability distribution of the results
℘nt = ℘ost(nt)Tr [Mnt ρ(t)] . (14)
For a given initial state, this conditioned state may be in-
tegrated using standard numerical stochastic methods [1]
ρnt(t+ ∆t) = ∆n(t)
Mˆ1ρ(t)Mˆ
†
1
Tr[Mˆ1ρ(t)Mˆ
†
1 ]
+(1−∆n(t)) Mˆ0ρ(t)Mˆ
†
0
Tr[Mˆ0ρ(t)Mˆ
†
0 ]
,
(15)
with ∆n(t) obtained from a Bernoulli distribution with
probability ℘1 = Tr[cˆ
†cˆ ρ(t)]∆t.
4Writing Eq. (15) explicitly in terms of the stochastic
increment in the normalised conditioned state, we obtain
∆ρnt(t) = −[Hˆ, ρ(t)] ∆t−H[ 12 cˆ†cˆ]ρ(t) ∆t
+G[cˆ]ρ(t) ∆n(t) (16)
using the superoperators
G[cˆ]• = cˆ • cˆ
†
Tr[cˆ • cˆ†] − •,
H[cˆ]• = (cˆ− 〈cˆ〉) •+h.c.,
(17)
defined in Ref. [1]. From this, the unconditioned state
(12) can be recovered by replacing ∆n by its expectation
value, ℘1 = E[∆n(t)] = ∆tTr[cˆρ(t)cˆ
†].
B. Quantum Diffusive Trajectories
A different way to unravel the master equation is by
quantum diffusion. This arises from ‘dyne’ measure-
ments [1] like homodyne and heterodyne detection. For
the former case, the conditioned states follow a continu-
ous but non-differentiable trajectory,
ρ˜yt(t+ ∆t) ≡Myt ρ(t) = Mˆytρ(t)Mˆ†yt , (18)
with yt a real number. Here the measurement operators
are given by
Mˆyt = 1− iHˆ∆t−
1
2
bˆ†bˆ∆t+ e−iΦbˆ yt∆t. (19)
and the ostensible probabilities are Gaussian distribu-
tions with zero mean and variance 1/∆t,
℘ost(yt) =
√
∆t
2pi
exp[−1
2
yt
2∆t]. (20)
Similar to the quantum jumps case, the completeness
relation for these operators is satisfied but only to second
order in ∆t,∫
dyt ℘ost(yt) Mˆ
†
yt Mˆyt = 1ˆ +O((∆t)
2). (21)
The trajectories in this limit are named quantum diffu-
sive trajectories and their unconditioned state, can be
obtained, similarly, from the classical average of the con-
ditioned states,
ρ(t+ ∆t) =
∫
dyt ℘ost(yt) Mˆytρ(t)Mˆ
†
yt
= ρ(t)− i[Hˆ, ρ(t)]∆t
+D[bˆ]ρ(t)∆t+O((∆t))2).
(22)
Note that this is of the same form as the one in Eq. (12).
The actual probability distribution of the measurement
results ℘(yt) can be calculated, using the expression anal-
ogous to Eq. (14). It is found to be a Gaussian with mean
〈eiΦbˆ† + e−iΦbˆ〉 and variance 1/∆t,
℘(yt) =
√
∆t
2pi
exp
[
−1
2
(yt − 〈eiΦbˆ† + e−iΦbˆ〉)2∆t
]
.
(23)
The stochastic evolution of the normalised conditioned
state in this case can be calculated from the above as
∆ ρyt(t) = −[Hˆ, ρ(t)]∆t+D[bˆ]ρ(t)∆t
+H[eiΦbˆ]ρ(t) ∆w(t), (24)
with ∆w(t) = yt∆t− 〈eiΦbˆ† + e−iΦbˆ〉∆t being Gaussian
white noise [1] and H as defined in Eq. (17). This is a
standard solution of the stochastic master equation like
the one used for quantum jumps, and the unconditioned
state (22) can be obtained by replacing the so-called in-
novation by its expectation value, E[∆w(t)] = 0.
IV. COMPLETELY POSITIVE QUANTUM
TRAJECTORIES
The completeness relations in Eqs.(11) and (21) are
satisfied only to order ∆t. In theory, this is no a problem.
In practice, however, ∆t is finite and the cumulative er-
rors can easily be non-negligible. This can be understood
by considering that the number of steps is S = T/∆t and
the cumulative errors are of order O(S(∆t)2) = O(T∆t),
which grows with T . This motivates extending the sim-
ulation methods to higher orders in ∆t. The CPQT
method extends the quantum trajectory theory to pre-
serve the completely positivity by reducing the cumula-
tive errors. In this section we introduce the method with
a measurement operation superoperatorMr extended to
order O((∆t)2), for both quantum jumps and quantum
diffusion unravellings. For simplicity, we will ignore the
Hamiltonian part of the evolution in this section, and will
reintroduce it in Section V.
A. Quantum Jumps
We can use the measurement operator for the detec-
tion of one photon in Eq. (9) but modify the measure-
ment operators for Mˆ0 to ensure a CPTP map to order
(∆t)2. Let us consider the completeness condition for the
measurement operators Mˆ0 and Mˆ1 ,
℘ost(nt := 1)Mˆ
†
1Mˆ1 + ℘ost(nt := 0)Mˆ
†
0Mˆ0 = 1ˆ. (25)
From this relation and the definition for the jump mea-
surement operator Mˆ1(∆t), the non-jump measurement
operator would be given by
Mˆ0(∆t) =
√
1ˆ− cˆ†cˆ∆t
1− λ∆t . (26)
Expanding to order (∆t)2, we have
Mˆ0(∆t) = 1ˆ− 12 (cˆ†cˆ− λ)(1 + λ∆t) ∆t− 18 (cˆ†cˆ− λ)2(∆t)2 +O((∆t)3).
(27)
The reader may wonder why we have expanded the ex-
act expression of the measurement operator Mˆ0 instead
5of keeping it exact. We are interested in considering cases
where the system may be in a combination of diffusive
and jump evolutions, and we show in the following sec-
tion that the diffusive case imposes restrictions to order
O((∆t)2). Thus we decided to limit to this order also
with quantum jumps. We can show that these expanded
measurement operators obey the completeness relation
in Eq. (25) to order O((∆t)2);∑
nt
℘ost(nt)Mˆ
†
ntMˆnt = (1ˆ− λ∆t)Mˆ†0Mˆ0 + λ∆tMˆ†1Mˆ1
= 1ˆ +O((∆t)3).
(28)
Following the same procedure the evolution of the un-
conditioned state is given by
ρ(t+ ∆t) =
∑
nt
℘ost(nt)Mˆ
†
ntρ(t)Mˆnt
= ρ(t) +D[cˆ]ρ(t)∆t+ 14D[cˆ†cˆ]ρ(t) (∆t)2
+O((∆t)3),
(29)
which is an extension to second order of the Lindblad
master equation. It partially coincides with the directly
extended master equation of Steinbach et al. in [56],
ρ(t+ ∆t) = ρ(t) +D[cˆ]ρ(t)∆t
+ 14
(
2D[cˆ](cˆ ρ(t) cˆ†) +D[cˆ†cˆ]ρ(t)) (∆t)2
+O((∆t)3),
(30)
but lacks the term 12D[cˆ](cˆ ρ(t) cˆ†)(∆t)2. This is an in-
teresting coincidence considering that the method in [56]
was shown to be very accurate when integrating the mas-
ter equation but the authors did not explicitly study the
complete positivity of their maps, which is the focus of
this paper.
The normalised non-linear conditioned state can also
be easily calculated with Eq. (15). In this case the ac-
tual statistics is generated in the same way, with ℘1 =
Tr[cˆ†cˆρ(t)]∆t. Similarly to previously, replacing ∆n by
this average will then reproduce Eq. (29).
B. Quantum Diffusive Trajectories
For the quantum diffusive trajectories we propose a
generalization of the measurement operators similar to
the one for quantum jumps. The extended measurement
operators for the diffusive case follow from the complete-
ness relation in Eq. (21) extended to O((∆t)2). We as-
sume the ostensible probability to be a Gaussian with
zero mean and variance 1/∆t, as in Sec. III B. Then the
existing measurement operators from that section (with
Φ set to zero for simplicity), obey the completeness rela-
tion ∫
℘ost(yt)Mˆ
†
ytMˆytdyt = 1 +
1
4 (bˆ
†bˆ)2(∆t)2, (31)
which deviates from unity at O((∆t)2). To cancel the last
term in the completeness relation we can introduce the
measurement operators for completely positive quantum
diffusive trajectories to be
Mˆyt = 1ˆ +
(
e−iΦyt bˆ− 1
2
bˆ†bˆ
)
∆t− 1
8
(bˆ†bˆ)2(∆t)2. (32)
and the higher order completeness relation is then∫
℘ost(y)Mˆ
†
yMˆydy = 1ˆ +O((∆t)
3). (33)
In a similar fashion to the previous cases, the equation
for the unconditioned state is
ρ(t+ ∆t) =
∫
dyt ℘ost(yt) Mˆytρ(t)Mˆ
†
yt
= ρ(t) +D[bˆ]ρ(t)∆t+ 14D[bˆ†bˆ]ρ(t) (∆t)2
+O((∆t)3),
(34)
coinciding with Eq. (29).
Contrary to the quantum jumps case, the actual statis-
tics of the measurement results, appropriate for nor-
malised conditioned states, requires some careful consid-
eration. The generalised measurement operators could
introduce a new statistics in the measurement results
that may not even be Gaussian. Assuming the wrong
statistics might end up in obtaining an evolution that
does not coincide with the extended master equation
Eq. (34). Since Gaussian noise is the simplest to gen-
erate, we ask the question of whether the new statistics
of the actual distribution
℘(yt) = ℘ost(yt)Tr[Mˆyt ρ(t) Mˆ
†
yt ] (35)
can be approximated by a Gaussian.
To check this, we calculated the next-highest order cor-
rections, beyond Eq. (23), to the first four moments,
µm = E[y
m] =
∫ ∞
−∞
ym℘(y)dy
of the measurement results. These are the mean (µ = µ1)
µ = E[yt] = −2Re 〈bˆ〉 − Re 〈bˆ2bˆ†〉∆t, (36)
variance (σ2 = µ2 − µ2),
σ2 =
1
∆t
− 2(〈bˆ†bˆ〉+ 2Re2 〈bˆ〉), (37)
skewness (γ1 = (µ3 − 3µσ2 − µ3)/σ3)
γ1 =
(
16Re3 〈bˆ〉+ 12 〈bˆ†bˆ〉Re 〈bˆ〉 − 3 〈bˆ2bˆ†〉
)
(∆t)3/2,
(38)
and kurtosis (γ2 = (µ4 − 4µµ3 + 6µ2µ2 − 3µ4)/σ4)
γ2 − 3 = −24 〈bˆ†bˆ〉∆t. (39)
We then recalculated the master equation using a Gaus-
sian distribution with the same mean and variance of the
found distribution. In this case averaging over normal-
ized states the uncoditioned state is
ρGauss(t+ ∆t) =
∫
dyt ℘Gauss(yt)
Mˆytρ(t)Mˆ
†
yt
Tr[Mˆytρ(t)Mˆ
†
yt ]
(40)
= ρ(t+ ∆t) + γ1F [bˆ]ρ(t)(∆t)3/2
+ (γ2 − 3)G[bˆ]ρ(t)∆t2. (41)
6with ρ(t+ ∆t) following Eq. (34),
F [bˆ]ρ(t) = −4Re 〈bˆ〉 (2Re2 〈bˆ〉 − 〈bˆ†bˆ〉)ρ(t)
+(4Re2 〈bˆ〉 − 〈bˆ†bˆ〉)(ρ(t)bˆ† + bˆρ(t))
−2Re 〈bˆ〉 bˆρ(t)bˆ†
(42)
and
G[bˆ]ρ(t) =
(
16Re4 〈bˆ〉 − 12Re2 〈bˆ〉 〈bˆ†bˆ〉+ 〈bˆ†bˆ〉2
)
ρ(t)
−4Re 〈bˆ〉
(
2Re2 〈bˆ〉 − 〈bˆ†bˆ〉
)
(ρ(t)bˆ† + bˆρ(t))
+
(
4Re2 〈bˆ〉 − 〈bˆ†bˆ〉
)
bˆρ(t)bˆ†
(43)
It is important to notice that there is no point in keeping
terms of third order or higher in ∆t. Therefore, from
Eqs. (38) and (39), we can discard the terms that involve
skewness and kurtosis as not relevant quantities for the
completely positive trajectories to O((∆t)2). Once these
terms are discarded the master equation in Eq. (34) is
recovered and we can be reassured that the Gaussian
distribution is sufficient for the simulations.
There are other higher order simulation methods that
are effective computationally like the Euler-Maruyama
or the Euler-Milstein. These methods are weakly and
strongly convergent to first order, respectively [47, 49]
and more recently the authors in [48] introduced a more
efficient method that is an extension of the method
in [47]. The method in [48] is also a completely posi-
tive map and like ours agrees to first order in ∆t with
the master equation. As mentioned in the introduction,
it has been shown [50] that the method in [48] is not
completely positive to order (∆t)2. Similarly, there is no
reason to think that the filtered observed record in [48]
has correct statistics to order (∆t)2.
V. SIMULATION OF TWO SIMULTANEOUS
MONITORING PROCESSES
We can use the CPQT for the simulations of two coex-
isting monitoring processes on a system which also under-
goes Hamiltonian evolution. Consider an open quantum
system with two groups of output channels (b, c). An
observer monitors the first group, b, yielding the mea-
surement record O. A hypothetical observer monitors
the second group c, yielding a record U. The ‘true’ state
of the system ρT(t) ≡ ρOt,Ut(t) is conditioned on both
measurement records. If ρ0 is pure then ρT(t) will be
pure for all times; no extra conditioning could possibly
give a better (more pure) state.
The Hamiltonian evolution can be included using the
correspondent evolution operator Vˆ = exp[−iHˆ∆t], that
acts independently from the stochastic evolution. It is
important to remark that this evolution is calculated ex-
actly in time, i.e. no approximation in ∆t has been done
on the evolution operator,
ρV = Vˆ ρ(t)Vˆ . (44)
For definiteness and simplicity, we may consider the ob-
server’s single channel with Lindblad operator (bˆ) yield-
ing homodyne photocurrent yt and the hypothetical ob-
server’s single channel with Lindblad operator (cˆ) yield-
ing photon count nt, but any combination of monitoring
processes can take place. Each one of conditioned evo-
lution can be calculated with a direct map of the state
with the correspondent measurement operators.
In this section we use the technique of generating
normalised states with the true probability distribution.
Thus the quantum jumps process is simulated from calcu-
lating the conditioned states directly with the measure-
ment operators, with the ∆nt obtained from a Bernoulli
distribution with probability ℘1 = Tr[cˆρV cˆ
†]∆t,
ρ′nt = ∆nt
Mˆ1ρV Mˆ
†
1
Tr[Mˆ1ρV Mˆ
†
1 ]
+(1−∆nt) Mˆ0ρV Mˆ
†
0
Tr[Mˆ0ρV Mˆ
†
0 ]
,
(45)
Likewise, the diffusive process is calculated from a diffu-
sive record dyt drawn from the the actual (not ostensible)
distribution. As discussed in Sec. IV B this can be done,
to the approximation required, by generated as a ran-
dom Gaussian variable with mean and variance given by
Eqs. (36) and (37) respectively, where expectations 〈•〉
are calculated with ρnt . This results in a true normalised
pure state
ρT(t+ ∆t) = ρyt,nt(t+ ∆t) =
Mˆytρ
′
ntMˆ
†
yt
Tr[Mˆytρ
′
ntMˆ
†
yt ]
, (46)
conditioned on both records, with Mˆyt following Eq. (32).
We compare the results from the above nonlinear
CPQT method with the standard Euler method for quan-
tum trajectories introduced in Sec. III, which corresponds
to a combination of Eqs. (16) and (24) (with the Hamil-
tonian only counted once),
∆ρT(t) = ∆t
{
−i[Hˆ, ρ(t)]−H[ 12 cˆ†cˆ]ρ(t) +D[bˆ]ρ(t)
}
+G[cˆ]ρ(t) ∆n(t) +H[bˆ]ρ(t) ∆w(t).
(47)
A. Numerical test
To test this part of the simulation we consider a simple
but interesting open quantum system, the driven damped
two-level atom. The Hamiltonian that describes the driv-
ing in the interaction frame is:
Hˆ =
Ω
2
σˆx, (48)
In this section we choose Ω = 3 for the Rabi frequency,
proportional to the amplitude of the driving field. Here
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FIG. 1. [Color online] Measurement records (Top) and seg-
ments of a trajectory of duration 5Υ−1 of an atomic state
on the Bloch sphere under photodectection (Left) and homo-
dyne detection with Φ = 0 (Right). The damping, driving,
and step size are Υ = 1, Ω = 3, and ∆t = 5 × 10−3 respec-
tively. The first and last jumps in φ on the left correspond
to quantum jumps (dN = 1), but the others correspond to
the Bloch vector moving over the north or south pole of the
Bloch sphere.
time is measured relative to the spontaneous decay rate
Υ = 1. The radiative damping is described by a Lind-
blad operator is
√
Υσˆ−. We take a fraction η of the
fluorescence to be observed by homodyne detection, so
bˆ =
√
Γσˆ− with Γ = Υη. The remainder is registered
by photon counts, with Linbdlad operator cˆ =
√
γσˆ−
with γ = Υ(1 − η). Later we will take these jumps to
correspond to an unobserved record, as the most natu-
ral unravelling to assume for photons absorbed by the
environment.
In Fig. 1, we show two typical trajecto-
ries on the Bloch sphere, calculated using our
nonlinear/normalized/actual-probability CPQT method.
The left is photon detection alone (η = 0), while the
right is diffusive homodyne detection alone (η = 1). Here
Φ = 0, corresponding to measuring in quadrature with
the mean spontaneously emitted light. The dynamics
is as expected and it reflects the typical conditioned
evolution for this systems [1].
In Fig. 2 we compare our CPQT method to the stan-
dard Euler method by focussing on the purity of the state,
Tr[ρ2T]. We see that in the Euler method the purity often
rises above one, which is unphysical. By contrast, using
CPQT, the purity remains exactly equal to one for all
times, as it should.
An important test on the simulation code is the re-
covery of the master equation to order ∆t under en-
semble average of a large ensemble of records. In Fig-
ure 3 the evolution of the components of the matrix
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FIG. 2. [Color online] Comparison of purity of conditioned
states between numerical Euler method simulations of quan-
tum trajectories (Solid line) and completely positive quan-
tum trajectories (Dashed line). The conditioned evolution are
Quantum Jumps γ = 1, Γ = 0 (Top), Quantum Diffusive tra-
jectories γ = 0, Γ = 1, Φ = 0 (Middle) and multiple channel
quantum trajectories γ = Γ = 0.5 (Bottom). The damping,
driving, and step size are Υ = 1, Ω = 3 and ∆t = 5× 10−3.
state are presented. The evolution of the unconditioned
state ρME(t) was calculated as the exact solution to
the master equation in Eq. (3), obtained with Wolfram
Mathematica DSolve. We also solved for the uncondi-
tioned evolution ρ(t) using the higher order unconditional
maps of Eqs. (29) and (34) and Vˆ = exp[−iHˆ∆t], with
∆t = 5 × 10−3Υ−1. The results from these higher-order
maps are indistinguishable from the exact solution of the
original master equation. Finally, the plots also present
the ensemble average of 500 CPQTs of the multiple chan-
nel monitoring considered. The graphs show how the
dynamics predicted analytically are consistent with the
exact ensemble average
ρ(t) = ENt,Yt [ρ
true
Nt,Yt(t)] = ρME(t). (49)
In this case, for variety, we also considered a local oscil-
lator phase of pi/2, corresponding to measuring in phase
with the mean field from the atom. This has a conse-
quence that the conditioned atomic coherence is com-
8FIG. 3. [Color online] Comparison of the state components
ρ11 (blue), ρ00 (red), Re[ρ12] (purple), and Im[ρ12] (orange).
The comparison is between the unconditioned evolution ρ(t)
(dashed line), the exact solution of ρME(t) (dot-dashed line)
master equation evolution, and the correspondent ensemble
average ENt,Yt [ρ
true
Nt,Yt(t)] (solid line) over 500 ‘true’ quantum
trajectories from a multiple channel unravelling. Here we have
γ = Γ (that is, η = 0.5) for photodetection and homodyne
detection with local oscillator phase Φ = pi/2 (Top) and Φ = 0
(Bottom). The damping, driving and step size are t = 5Υ−1,
Υ = 1, Ω = 3 and ∆t = 5× 10−3.
pletely imaginary, as it is for the master equation solu-
tion.
VI. APPLICATION: QUANTUM STATE
SMOOTHING
The quantum state smoothing method recently pro-
posed by us in Ref. [51], and further explored in Refs. [57–
59] is based in the quantum trajectories formalism. This
method estimates a positive quantum state that is con-
ditioned on both earlier and later measurement results.
Compared with the standard filtering estimation process
it can be expected to offer a better approximation to
the ‘true’ state that is being estimated. However, the
improvement in the estimation can be quite small and
we must guarantee the calculations to be as accurate as
possible, i.e. the measurement records generated from
the true state can be used to construct smoothed states
which are comparable to the filtered ones. Hence it is
a priority to ensure that the quantum probabilities are
completely valid and independent of the estimation pro-
cess, as occurs in nature. The CPQT are a fundamental
tool to guarantee a fair evaluation of the advantage it
offers compared with the quantum filtering estimation.
In this section we will show how the completely positive
trajectories have been used in Ref. [51] for this purpose.
A. General Theory of Quantum State Smoothing
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I. INTRODUCTION
Estimation theory is the science of determining the state
of a system, such as a dice, an aircraft, or the weather in
Boston, from noisy observations #1–4$. As shown in Fig. 1,
estimation problems can be classified into four classes,
namely, prediction, filtering, retrodiction, and smoothing. For
applications that do not require real-time data, such as sens-
ing and communication, smoothing is the most accurate es-
timation technique.
I have recently proposed a time-symmetric quantum
theory of smoothing, which allows one to optimally estimate
classical diffusive Markov random processes, such as gravi-
tational waves or magnetic fields, coupled to a quantum sys-
tem, such as a quantum mechanical oscillator or an atomic
spin ensemble, under continuous measurements #5$. In this
paper, I shall demonstrate in more detail the derivation of
this theory using a discrete-time approach and how it closely
parallels the classical time-symmetric smoothing theory pro-
posed by Pardoux #6$. I shall apply the theory to the design
of homodyne phase-locked loops !PLLs" for narrowband
squeezed optical beams, as previously considered by Berry
and Wiseman #7$. I shall show that their approach can be
regarded as a special case of my theory and discuss how their
results can be generalized and improved. I shall also discuss
the weak value theory proposed by Aharonov et al. #8$ in
relation with the smoothing theory and how their theory may
be regarded as a smoothing theory for quantum degrees of
freedom. In particular, the smoothing quasiprobability distri-
bution proposed in Ref. #5$ is shown to naturally arise from
the statistics of weak position and momentum measurements.
This paper is organized as follows. In Sec. II, Pardoux’s
classical time-symmetric smoothing theory is derived using a
discrete-time approach, which is then generalized to the
quantum regime for hybrid classical-quantum smoothing in
Sec. III. Application of the hybrid classical-quantum smooth-
ing theory to PLL design is studied in Sec. IV. The relation
between the smoothing theory and weak value theory of
Aharonov et al. is then discussed in Sec. V. Section VI con-
cludes the paper and points out some possible extensions of
the proposed theory.
II. CLASSICAL SMOOTHING
A. Problem statement
Consider the classical smoothing problem depicted in Fig.
2. Let
xt %&x1tx2t]
xnt
' !2.1"
be a vectoral diffusive Markov random process that satisfies
the system Itō differential equation #1$,
dxt = A!xt,t"dt + B!xt,t"dWt, !2.2"
where dWt is a vectoral Wiener increment with mean and
covariance matrix given by
(dWt) = 0, !2.3"
(dWtdWt
T) = Q!t"dt . !2.4"
The superscript T denotes the transpose. The vectoral obser-
vation process dyt satisfies the observation Itō equation,
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pending on the observation time interval relative to !, the time at
which the signal is to be estimated.
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on the measurement record considered relative to τ , time at
which the signal is to be estimated. (Adapted from [60]).
We will follow the same notation used in Ref. [51].
We denote a measurement record RΩ = {rt : t ∈ Ω},
where Ω ⊆ [t0, T ] is typically some finite time inter-
val. There are three types of estimation worth distin-
guishing [15, 16]: filtering, retro-filtering (as we call it),
and smoothing (see Fig. 4). If—as in feedback control
problems—for the time of interest τ there is only ac-
cess to earlier results,
←−
Rτ ≡ R[t0,τ), the optimal proto-
col is filtering. If there is access only to later results,−→
Rτ ≡ R[τ,T ), the optimal protocol is retro-filtering. As
its name implies, this is simply the time-reverse to fil-
tering, but starting with an uninformative final state.
Finally, if the all-time record
←→
R ≡ R[t0,T ) is available,
with t0 < τ < T , then all the information can be utilised,
by the technique of smoothing.
We have shown in the previous sections that starting
with ρ(t0) = ρ0 and using quantum trajectory theory we
can generate the correct filtered probability distribution,
while
Tr[ρ˜←−
R
(τ)]℘ost(
←−
Rτ |ρ0) = ℘(←−Rτ |ρ0), (50)
with
ρ˜←−
R
(t+ dt) =Mrρ˜←−R(t), (51)
is the unnormalized state conditioned on the whole past
record
←−
Rτ .
The corresponding analogue for Bayesian state retro-
filtering has been set out in [60]; it is the solution of the
adjoint of equation (54),
EˆR(t) ≡ Eˆ−→Rt(t) =M
†
rt EˆR(t+ dt), (52)
known as the effect operator. It evolves backwards from
the final uninformative effect EˆR(T ) = I towards EˆR(τ)
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FIG. 5. [Color online] The quantum state smoothing problem:
to best approximate the unknown true state of a quantum
system, conditioned on both observed (O) and unobserved
(U) records, given access only to O. This requires one to
estimate
←−
Ut up to time t using the full record for
←→
O (before
and after t).
conditioned on the record
−→
Rt in the future of τ , and
determines the statistics of
−→
Rτ :
Tr[EˆR(τ)ρτ ]℘ost(
−→
Rτ |ρτ ) = ℘(−→Rτ |ρτ ). (53)
To define the quantum smoothed state, we consider the
situation, illustrated in Fig. 5, in which an open quan-
tum system (partially observed by experimenter Alice) is
coupled to several baths (all assumed Markovian). The
experimenter can only monitor a few of the channels,
yielding to the observed record O. The other baths —
not monitored by her— could, hypothetically, be moni-
tored by another party, say Bob, yielding results U unob-
served by Alice. Under these conditions the ‘true’ state
ρT(t) ≡ ρ←−Ot,←−Ut(t) conditioned on both Alice’s and Bob’s
records would be pure while Alice’s state, calculated in
the conventional way (filtering),
ρF(t) ≡ ρ←−Ot(t) = E←−Ut|←−Ot [ρ←−Ot,←−Ut(t)], (54)
conditioned only on
←−
Ot would be mixed. Here EA|B [X]
means the expected value of X, averaged over A, for a
given B. In Ref. [51] we proposed a way for Alice to
do better using information in the future of t, to learn
about the unobserved record. The natural generalization
of Eq. (54) is the smoothed quantum state for time t,
ρS(t) = E←−Ut|←→O [ρ←−Ot,←−Ut(t)] ≡
∑
←−
Ut
℘S(
←−
Ut)ρ←−Ot,←−Ut(t),
(55)
which is by construction also positive-definite. Here
℘S(
←−
Ut) = ℘←→O (
←−
Ut) = Pr[
←−
Utruet =
←−
Ut|←→O , ρ0] is the prob-
ability distribution for the unobserved record prior to t,
obtained by smoothing from the all-time observed record←→
O . Elementary manipulation of probabilities [51] gives
℘S(
←−
Ut) ≡ ℘(←−Ut|←→O ) ∝ ℘(−→Ot|←−Ut,←−Ot)℘(←−Ut|←−Ot). Us-
ing the equations for multiple channels corresponding to
Eq. (53),
℘(
−→
Ot|←−Ut,←−Ot) = Tr[Eˆ−→Otρ←−Ut←−Ot ]℘ost(
−→
Ot), (56)
and to Eq. (50),
Tr[Eˆ−→
Ot
ρ˜←−
Ut
←−
Ot
]℘ost(
←−
Ut|←−Ot) = Tr[Eˆ−→Otρ←−Ut←−Ot ]℘(
←−
Ut|←−Ot),
(57)
we finally obtain, from Eq. (55),
ρS(t) ∝
∑
←−
Ut
℘ost(
←−
Ut|←−Ot)×ρ←−Ut,←−Ot(t) Tr[Eˆ−→Ot(t)ρ˜←−Ot,←−Ut(t)].
(58)
This is the method we use below to find the smoothed
quantum state.
Note that ℘ost(
←−
Ut|←−Ot) is the conditional probabil-
ity distribution calculated as if the ostensible distribu-
tion ℘ost(
←−
Ut,
←−
Ot) were the true probability distribution.
The latter is the distribution for which the ρ˜←−
Ot,
←−
Ut
(t)
appearing in Eq. (58) is the appropriate unnormalized
state. For simplicity, we take it to to be ℘ost(
←−
Ut,
←−
Ot) =
℘ost(
←−
Ut)℘ost(
←−
Ot), so that ℘ost(
←−
Ut|←−Ot) = ℘ost(←−Ut). For
the ostensible probabilities for the individual records, we
use Eq. (10) for photocurrent record, and Eq. (20) for a
homodyne photocurrent record.
The simulation of the quantum state smoothing has
three stages. First, we simulate an initial realisation of
the ‘true’ state and the correspondent records
←→
O T and←→
UT. We do this by using the nonlinear CPQT to gen-
erate the normalised state ρT (pure) from Eq. (46).
←→
O T
and
←→
UT are drawn at random from the actual proba-
bility distribution for such records (Section V). This will
be used to illustrate the accuracy of the smoothed state
as an estimate of the true state, and other features of
their relations, in typical cases. Second, with the gener-
ated record
←→
O =
←→
O T we assume the point of view of
the observer Alice and numerically calculate a (mixed)
filtered state ρF(t) = ρ←−O t(t), by the method detailed in
Sec. VI C below. This serves three purposes: it serves as
a check on the accuracy of our CPQT method; for the
case of unobserved jumps it is used to help compute the
smoothed quantum state; and we contrast its behaviour
with that of the smoothed state. Third, we calculate the
smoothed state as follows. We generate a large ensemble
of random measurement records for
←→
U using a time-local
ostensible probability distribution ℘ost(ut), and for each
record we calculate the associated unnormalized pure
state ρ˜←−
Ut
←−
Ot
(t) (see Sec. VI B below). It is this ensem-
ble which allows checking the accuracy of our method
against the filtered state (Sec. VI C). Finally, from
←→
O T
we calculate the effect operator Eˆ−→
Ot
(t) using Eq. (52) and
with it obtain ρS(t) using Eq. (58) and renormalising.
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FIG. 6. [Color online] Comparison between the filtered state
(purple) ρ←−
Ot
and the ensemble average over 20000 realizations
of the multichannel quantum trajectory (blue) E←−
Ut
[ρ←−
Ot,
←−
Ut
].
The curves are so close that no deviation is visible, so the
deviation of results in the z component of the Bloch Sphere
(δz), together with error bars (pale blue) are also plotted.
The dynamical parameters are driving Ω = 5, phase Φ =
pi/2, and total damping rate Υ = γ + Γ = 1 with γ = 0.5,
Γ = 0.5. The top three plots pertain to unobserved record
results from photodetections
←−
Ut =
←−
N t and observed record
result from homodyne detection
←−
Ot =
←−
Y t, while the bottom
three to unobserved record results from homodyne detection,←−
Ut =
←−
Y t and observed record result from photodetections←−
Ot =
←−
N t.
B. Simulations of the unnormalised possible true
states
To simulate the unnormalised state ρ˜←−
Ut
←−
Ot
(t) we start
from ρV in Eq. (44), then simulate the observed process
without normalisation,
ρ˜′ot = MˆotρV Mˆ
†
ot . (59)
Next the effect of the hypothetical observations (U) is
implemented similarly, depending on the assumed nature
of such process.
For the case that the unobserved record is a quan-
tum jumps process, we simulated it as a ∆nt obtained
from a Bernoulli distribution with ostensible probability
℘ost(nt := 1) = Tr[cˆ ρot(t) cˆ
†]∆t, and the update
ρ˜nt,ot(t+ ∆t) = ∆ntMˆ1ρ˜
′
otMˆ
†
1 + (1−∆nt)Mˆ0ρ˜′otMˆ†0 ,
(60)
with Mˆnt following Eq. (9). Note that the ostensible
probability we use is not the same at each time step, as
it it depends on the observed record
←→
O . Nevertheless,
given that record, the ostensible distribution does factor-
ize for different times, as stated earlier.
For the case that the unobserved record is a quantum
diffusive process, we generate the dyt as a random Gaus-
sian variable following an ostensible probability distribu-
tion with mean zero and variance 1/∆t, as per Sec. IV B.
The corresponding map is
ρ˜′yt,ot = Mˆyt ρ˜
′
otMˆ
†
yt , (61)
with Mˆyt following Eq. (32). Rather than the Gaussian
used here, it would have been possible, similarly to the
jumps case, to use a Guassian with statistical moments
given by Eqs. (36) and (37) respectively, with expecta-
tions 〈•〉 calculated using ρ←−
Ot
(t). This may have been
slightly more efficient in terms of required ensemble size
(see below) but, as mentioned in Section III, the resul-
tant quantum trajectories are independent of the choice
of the ostensible probabilities.
C. Filtering, Retro-filtering and Numerical checks
From the generated observed record
←→
O we calculate
Alice’s filtered state using the map
ρ←−
Ot
(t+ ∆t) =
Mˆot Vˆ ρ(t+ ∆t)Vˆ
† Mˆ†ot
Tr[Mˆot Vˆ ρ(t+ ∆t)Vˆ Mˆ
†
ot ]
. (62)
Here ρ(t + ∆t) is what results from averaging over the
unobserved results, according to Eqs. (29) or (34), de-
pending on which channel is unobserved by Alice, with
ρ(t) in those equations being ρ←−
Ot−∆t
(t). It is important
to note that this filtered state must coincide with the en-
semble average that can be obtained from the ‘true’ state
ρ←−
Ot
= E←−
Ut
[ρ←−
Ot,
←−
Ut
], and such relation can be used to test
the accuracy of the simulations, as we now explore.
We remark that it is necessary to use unnormalized
states in such an average, even for filtering, as explained
in detail in Ref. [61]. The graphs in Fig. 6, show the state
matrix components of the original filtered state ρ←−
Ot
and
the one obtained after averaging ρ←−
Ot,
←−
Ut
over an ensem-
ble of 20000 smoothed unobserved records
←−
Ut. We also
present the deviation from the original filtered state z
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component. The deviation is seen to be consistent with
zero, given the size of the errors, which are very small.
That is, we can confirm that the average over the unob-
served records, with the correct weighting probabilities,
does give back the filtered state with reasonable uncer-
tainty. These results provide us with enough support to
be confident that the smoothed state calculation is also
correct, although there is not a direct way to verify it.
Thus we can now be confident that any increase in purity
in ρS(t) over ρF(t), for example, is reliable and only due
to the quantum state smoothing method.
FIG. 7. [Color online] Effective number of trajectories Neff
in the ensemble average over 20000 realizations of the mul-
tichannel quantum trajectory (blue) E←−
Ut
[ρ←−
Ot,
←−
Ut
]. The dy-
namical parameters are driving Ω = 5, phase Φ = pi/2,
and total damping rate Υ = γ + Γ = 1 with γ = 0.5,
Γ = 0.5. (Bottom) Unobserved record results from photode-
tections
←−
Ut =
←−
N t and observed record result from homodyne
detection
←−
Ot =
←−
Y t. (Top) Unobserved record results from
homodyne detection,
←−
Ut =
←−
Y t and observed record result
from photodetections
←−
Ot =
←−
N t.
We wish to briefly draw attention to the fact the size of
the errors in Fig. 6 noticeably increase in time with the
bottom case, where
←−
Ut =
←−
Y t. To explain this difference,
we show in Fig. 7 the effective number of trajectories
Neff =
(∑
←−
Ut
℘ost(
←−
Ut) Tr[ρ˜←−Ot,←−Ut(t)]
)2
∑
←−
Ut
℘ost(
←−
Ut)
(
Tr[ρ˜←−
Ot,
←−
Ut
(t)]
)2 , (63)
in the ensemble average of unobserved records for both
cases considered. The evolution of Neff shows that in the
unobserved jumps case, the effective number of trajecto-
ries decays faster than in the unobserved diffusion case.
The standard deviation of the mean is inversely propor-
tional to
√
Neff , so this is consistent with the more rapidly
growing uncertainties for the latter case.
The smoothing estimation depends as much on the
retrofiltering part as it does on the filtering one. In this
FIG. 8. [Color online] Effect operator test. These figures test
the evolution of constants Tr[ρ˜←−
Ot
Eˆ−→
Ot
] = Tr[ρ˜←−
OT
] (dotted red
line) and Tr[ρ←−
Ot
]=1 (dot dashed purple line) . The evolutions
of Tr[ρ˜←−
Ot
] (irregular light blue line) and Tr[Eˆ−→
Ot
] (irregular
dark blue line) are also presented. The dynamical parameters
are Ω = 5 and total damping rate Υ = γ + Γ = 1. (Top)
The observed records result from homodyne detection
←−
Ot =←−
Y t with γ = 1,Γ = 0 and phase Φ = pi/2. (Bottom) The
observed records result from photodetections
←−
Ot =
←−
N t with
γ = 0,Γ = 1.
case the effect operator from Eq. (52) evolves backwards
from the final uninformative effect Eˆ(T ) = I towards
EˆR(t) ≡ Eˆ−→Ot(t), conditioned on the record
−→
Ot in the
future of t. This condition determines the consistency
between retrofiltering and filtering and is vital for quan-
tum state smoothing. We use the completely positive
trajectories in the retrofiltering step of simulation using
the adjoint map M†ot to guarantee the regularity in the
evolution. In Fig. 8 we show the evolution in time of
Tr[ρ˜←−
Ot
Eˆ−→
Ot
] verifying that it is a constant value, Tr[ρ˜←−
OT
],
determined by the unnormalised filtered state at the end
of the interval t = T . This test allows us to confirm
that the effect operator and the unnormalised states are
consistent and reliable to calculate the quantum state
smoothing. The graph also shows the evolution of the
normalised state trace, which as expected is one at all
times.
D. Results for smoothing calculation
Having established that all the elements are in place
for an accurate calculation of quantum state smooth-
ing, we turn now to the results previously obtained by
our method in Ref. [51]. There we showed that, as ex-
pected, quantum state smoothing gives, on average (over
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the observed and unobserved records), a better (more
faithful) estimate of the true state than does quantum
state filtering. We did this taking the observed record to
be a homodyne photocurrent (
←→
Y ) and the unobserved
record to be photodections (
←→
N ). We considered both
Y-homodyne (Φ = pi/2) and X-homodyne (Φ = 0), with
the improvement in average fidelity offered by smooth-
ing being markedly better in the former case. We do not
reproduce those results here, but rather turn to the typ-
ical trajectories for the quantum smoothed state. These
were shown in Ref. [51] for the case Φ = pi/2, for the
parameters given in the caption of Fig. 9.
Specifically, in Ref. [51], we showed two trajectories,
as reproduced in Fig. 9. One was for the more likely
case where there were no photodections in the record←→
N , and the other for the less likely case where there
was a photodection in the unobserved record, roughly in
the middle of the total time period [0, T ] where T = 5/Υ.
That is, in the latter case, the true state ρT(t) = ρ←−Yt,←−Nt(t)
changed discontinuously at a particular time tj arising
from the simulation. In the former case, the smoothed
state was consistently more pure than the filtered state,
as expected. In the latter case, surprisingly, the purity
of the smoothed state was markedly lower than that of
the filtered state in the region of tj . Most noticeably,
the change in the purity of ρS anticipated the jump in
ρT, which it can do because it uses observed information
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FIG. 9. [Color online] (a) Trajectories in the Bloch sphere for
our model system with Ω = 20, Υ = 1, η = 10/11, Γ = 10γ
and Φ = pi/2. The states shown are ρF (filtered, blue), ρS
(smoothed, purple) and ρG (‘true’, green) for a case where
the ‘true’ record includes a jump. We also plot the purities
(b) and fidelities with ρG (c) of these ρF and ρS. The purities
for a record with no jump are shown in (d). To compute ρS
we average over an ensemble of 104 hypothetical unobserved
records
←→
N . Reproduced from [51].
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FIG. 10. [Color online] Average purity and fidelity around
a single jump for the case considered for filtered (]blue line)
and smoothed states (red line) with their corresponding sta-
tistical error δρC . The average has been calculated with the
530 trajectories with one jump in the interval [2, 4] out of a
total interval [0, 5], from the 5000 observed and unobserved
record pairs Each smoothed trajectory is calculated with 104
estimated
←→
N records. The dynamical parameters are Ω = 20,
Υ = 1, η = 10/11, Γ = 10γ and Φ = pi/2, the same parame-
ters used in Ref. [51].
from the future of that jump. We interpreted the lower
purity (compared to the non-anticipating ρF) as being
due to the smoothing algorithm’s being uncertain about
the precise timing of the jump. Similarly, the fidelity of
ρS to ρT was observed to decrease below that of ρF prior
to the jump, but to be higher after the jump.
The question naturally arises as to whether the re-
markable behaviour for the estimated states seen for the
case of a single unobserved jump in Ref. [51] can be
proven to be typical. Recall that the estimation of quan-
tum state filtering and smoothing are generated purely
from the observed record. We can address the typicality
question by simulating many possible observed and un-
observed records simultaneously as in Sec. V, and select
only those with one unobserved jump neither near the
beginning nor the end of the smoothing interval. Here,
as a direct application of the completely positive quan-
tum trajectories, and the quantum state smoothing the-
ory presented in Sec. VI, we present in Fig. 10 the ensem-
ble average of purity and fidelity around the time where
a jump occurs. We generated 5000 observed and unob-
served record pairs over the total interval [0, 5], under the
same conditions previously described for one trajectory,
and calculated averages using the 530 trajectories with
one unobserved jump in the interval [2, 4]. (Here we are
using Υ−1 as the time unit.) The results indicate that
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the capacity of anticipating the occurrence of an unob-
served jump is not unusual. The purity decays previous
to the jump for ρS but does not do so for ρF, as expected.
This is also seen in the fidelity, and, again as seen with a
single trajectory, the fidelity for ρS is higher than for ρF
after the jump.
VII. CONCLUSIONS
We have introduced an extension to higher orders in
∆t of the quantum trajectories formalism, that can guar-
antee the complete positivity of the maps in simulations.
This extension has been done for both quantum jumps
and quantum diffusive trajectories and for each of them,
the completeness relation has been evaluated and the cor-
responding modified master equation has been obtained
to verify the complete positivity of the new maps. We ap-
plied the method to quantum state smoothing, a recently
proposed application of the quantum trajectories formal-
ism. We demonstrated the usefulness of our method for
precise simulations. Specifically our method allows a fair
analysis of the advantages of quantum state smoothing
compared with the standard quantum filtering. This was
useful in enabling us to explore an interesting regime for
comparison where an event (a quantum jump) occurs but
is unseen by the observer performing the filtering and
smoothing.
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