Abstract-Application-layer forward error correction (FEC) is used in many multimedia communication systems to address the problem of packet loss in lossy packet networks. One powerful form of application-layer FEC is unequal error protection which protects the information symbols according to their importance. We propose a method for unequal error protection with a Fountain code. When the information symbols were partitioned into two protection classes (most important and least important), our method required a smaller transmission bit budget to achieve low bit error rates compared to the two state-of-the-art techniques. We also compared our method to the two state-of-the-art techniques for video unicast and multicast over a lossy network. Simulations for the scalable video coding (SVC) extension of the H.264/AVC standard showed that our method required a smaller transmission bit budget to achieve high-quality video.
Unequal Error Protection Using Fountain Codes
With Applications to Video Communication
I. INTRODUCTION

M
ANY multimedia communication systems use application layer forward error correction (FEC) to deal with the problem of packet loss in networks that do not guarantee quality of service. One important class of FEC codes are Fountain codes [1] - [3] . Fountain codes are FEC erasure codes with two main advantages over conventional erasure codes such as Reed-Solomon codes. First, Fountain codes have a much lower encoding and decoding complexity. Second, whereas conventional erasure codes have a fixed code rate that must be chosen before the encoding begins, Fountain codes are rateless in the sense that the encoder can generate on the fly as many encoded symbols as needed. This is an advantage when the channel conditions are unknown because the use of a fixed channel code rate would lead to bandwidth waste if the erasure rate is overestimated or to poor performance if it is underestimated.
Luby Transform (LT) codes [2] were the first class of practical Fountain codes. Another class of Fountain codes are Raptor codes [3] , which are obtained by concatenating a fixed-rate channel code with an LT code. Raptor codes have been adopted as enhanced application layer FEC by Multimedia With the growing interest in Fountain codes, the question of how to achieve unequal error protection (UEP) with these codes has been addressed by several researchers [4] - [7] . In contrast to equal error protection (EEP) where the same level of FEC is applied to all information symbols, UEP assigns different levels of protection to different information symbols. Typically, the information symbols are protected according to their importance. This usually allows a better overall system performance than EEP [8] . UEP has been successfully used for the protection of scalable image and video coders such as JPEG2000 [9] , 3D SPIHT [10] , and the scalable video coding (SVC) [11] extension of the H.264/MPEG-4 AVC video compression standard. In [7] , UEP with standard Raptor codes is applied to stereoscopic video streaming. The authors define layers of stereoscopic video and use rate-distortion optimization to jointly determine optimal video encoder bit rates and Raptor code redundancy for the defined layers. In [4] - [6] , rateless codes with intrinsic UEP characteristics are designed. This paper has two main contributions. The first one is a method to decrease the bit error rate (BER) of LT codes. The idea is to duplicate the set of information symbols and extend the original degree distribution to the new set of information symbols. This effectively results in a stronger degree distribution, which is shown by experiments to decrease the BER at the cost of a controllable increase in encoding and decoding complexity. The second contribution of the paper is an extension of this idea to UEP with LT codes. In particular, we apply our UEP scheme to the problem of video multicast with heterogeneous receivers. We provide experimental results for SVC and show that our method required a smaller transmission bit budget to achieve higher peak signal-to-noise ratio (PSNR) than the state-of-the-art techniques of [4] and [5] . The paper synthesizes and extends previous results published in [12] and [13] . It provides a more general and more rigorous description of the proposed methods and presents more experimental results.
The paper is organized as follows. Section II contains background material about LT codes. Section III describes the UEP techniques of [4] and [5] . Section IV presents our idea for improving the BER performance of LT codes and explains how it can be exploited to provide UEP. Section V gives simulation results.
II. BACKGROUND
In this section, we explain the encoding and decoding with LT codes. More details can be found in [2] .
1520-9210/$26.00 © 2011 IEEE Fig. 1 . Graph of an LT code. Eight encoded symbols are generated from k = 6 information symbols. The degree of an encoded symbol is the number of information symbols that were used to generate it. For example, the degree of e is equal to two.
A. Encoding
The LT encoder takes a set of information symbols (bits or bytes, for example) and generates a potentially infinite sequence of encoded symbols of the same alphabet. Each encoded symbol is computed independently of the other encoded symbols. More precisely, given information symbols and a suitable probability distribution on , a sequence of encoded symbols is generated as follows. For each : 1) Select randomly a degree according to the distribution . 2) Select uniformly at random distinct information symbols and set equal to their bitwise modulo 2 sum. The relationship between the information symbols and encoded symbols can be described by a graph (see Fig. 1 for an example).
If the number of information symbols is , the degree of an encoded symbol is given by the degree distribution on , where is the probability that degree is chosen. For example, suppose that if otherwise.
Then
is called the ideal soliton distribution [2] . A more practical distribution is the robust soliton distribution [2] given by , where is an ideal soliton distribution, is a degree distribution on given by if if otherwise.
(
, and . Here and are parameters (see [2] for an interpretation of these parameters).
Another useful degree distribution is the fixed degree distribution [3] given by (2)
B. Decoding
When an encoded symbol is transmitted over an erasure channel, it is either received correctly or lost. The LT decoder tries to recover the original information symbols from the received encoded symbols. We assume that for each received encoded symbol, the decoder knows the indices of the information symbols to which it is connected. This is possible, for example, by using a pseudo-random generator with the same seed as the one used by the encoder.
The decoding process is as follows. 1) Find an encoded symbol that is connected to only one information symbol . If this is not possible, stop the decoding. a) Set . b) Set for all indices such that is connected to . Here denotes the bitwise modulo 2 sum. c) Remove all edges connected to .
2) Go to Step 1. The probability of successfully decoding all information symbols increases with increasing number of received encoded symbols.
III. PREVIOUS WORK
In this section, we describe the two previous UEP techniques with LT codes.
A. Rahnavard, Vellambi, and Fekri's Method
Rahnavard, Vellambi, and Fekri [4] were the first to propose a method to provide UEP with LT codes. For simplicity, we describe their method when two levels of protection are used. Consider a source block having information symbols. Partition this block into two blocks and of length and , respectively, where . The block is called the block of most important bits (MIB) while the block is called the block of least important bits (LIB). Define probabilities and ( ) to select and , respectively. Given a suitable probability distribution on , a sequence of encoded symbols is generated as follows. For each :
1) Select randomly a degree according to the distribution . 2) Select distinct information symbols successively. To select a symbol, first select one of the two blocks or ( with probability and with probability ). Then choose randomly a symbol from the selected block.
3) Set equal to the bitwise modulo 2 sum of the selected information symbols. Fig. 2 illustrates the process. To ensure that the MIB symbols have lower BER than the LIB symbols, the probability of selecting an MIB symbol should be larger than the probability of selecting an LIB symbol [4] , that is, . To achieve this, one can set and for and . Here the parameter gives the relative importance of the MIB symbols. Fig. 2 . UEP scheme proposed in [4] . Two levels of protection are used. The MIB block contains two information symbols while the LIB block contains four information symbols. Fig. 3 . UEP scheme proposed in [5] . Two windows W and W are used. The encoded symbols e and e are generated from W while the remaining encoded symbols are generated from W .
B. Method of Sejdinovic et al. [5]
A source block having information symbols is partitioned into blocks such that the first information symbols of the source block are the most important bits, the next information symbols are the next most important bits, and so on. Then windows are defined such that is the concatenation of the blocks . Thus, the size of the th window is . For every window , an LT code with a degree distribution on the set is defined. To generate an encoded symbol, a window is selected according to a probability distribution . Here is the probability that window is chosen. Then the LT code defined on is applied. UEP is achieved by choosing appropriate values for . Fig. 3 illustrates the encoding process for and .
IV. PROPOSED METHOD
We first explain how to improve the BER performance of an LT code. We then present a method to build an LT code with UEP property.
A. Virtual Increase of Source Block Size
Given an LT code, we propose to extend the set of information symbols by duplicating it. This idea has similarities with the sliding window (SW) technique introduced in [14] for LT codes and extended in [15] for Raptor codes (see Fig. 4 ). The SW technique defines a window and applies LT encoding to the information symbols within the window. The window has a size of symbols and is shifted by symbols until all information symbols are covered. Thus, the number of windows is and each symbol is covered about times (except for the few first and last ones). For example, when , the windows do not overlap and every information symbol is covered once. When , some information symbols are covered by more than one window. As the size of the overlap increases, the virtual size of the source block increases, resulting in higher decoding efficiency [14] .
As in the method of [14] , we virtually increase the size of the source block. However, we do not use windows. Instead, we duplicate all information symbols and extend the original degree distribution to the new set of information symbols. Simulations in Section V show that our approach gives in general better BER performance. In the following, we describe our approach in detail.
Consider a source block consisting of information symbols . Let be the degree distribution of an LT code on . We expand the source block by repeatedly appending the same information symbols at the end of the block. The new (virtual) source block can be written where the expanding factor denotes the number of times the original source block occurs in the new source block. This new source block has a length of and its information symbols have indices ranging from 0 to (Fig. 5) . Next, we extend the original degree distribution from to and use a standard LT encoder with this new degree distribution to generate the encoded symbols. For the robust soliton distribution, this is done by replacing by in (1). An encoding graph using the original information symbols is obtained by replacing the index of a selected information symbol by .
B. Unequal Error Protection
The concept of virtually increasing the size of the source block by duplicating information symbols has a natural application to UEP. Suppose that a source block is partitioned into adjacent blocks such that the first block consists of the most important bits, the next block consists of the next most important bits, and so on. We can assign different levels of protection to these blocks by duplicating them according to a sequence of repeat factors . That is, we build a (virtual) source block whose information symbols have indices ranging from 0 to . We next extend the degree distribution of the LT code from to . To generate an encoded symbol, we find its degree using the new degree distribution and then select information symbols from the virtual source block. An encoding graph using the original information symbols is obtained by replacing the index of a selected information symbol by an index as shown in the equation at the bottom of the page.
For example, suppose that , , , and . If we duplicate block as in the first step of Fig. 6 , the virtual size of the source block becomes 8, corresponding to repeat factors and . We next extend the degree distribution of the LT code from to . To generate an encoded symbol, we find its degree using the new degree distribution and then select information symbols from the 8 virtual symbols. If the index of a selected information symbol is, for example, 5, we map it to . This UEP technique can be combined with the method proposed in Section IV-A by duplicating the virtual source block with an expanding factor . For example, for , Fig. 6 . Building a virtual source block with the proposed UEP with k = 6, EF = 2, RF = 2, and RF = 1.
, and , the original source block consisting of two MIB symbols and four LIB symbols is transformed into a virtual block of size (Fig. 6 ).
V. EXPERIMENTAL RESULTS
We present four sets of experiments. The first one shows the effect of increasing the expanding factor on the encoding and decoding time of the method proposed in Section IV-A. The second one compares the BER of this method to that of the SW approach of [14] . The third one compares the BER performance of our UEP scheme (Section IV-B) to that of [4] and [5] . The fourth one compares the PSNR performance of our UEP scheme to that of [4] and [5] in video transmission experiments. The BER was calculated as the average (over the number of simulations) of , where is the number of original information symbols and is the number of (correctly) decoded symbols. The PSNR was calculated as the average (over the number of simulations) of the mean (over all frames) of the PSNR of the luminance (Y) component. For a given reconstructed frame, the PSNR was calculated as , where is the mean square error between the original frame and this frame. transmission overhead , where is the number of original information symbols and is the number of transmitted symbols.
A. Time Complexity of Block Duplication
Figs. 7 and 8 show, respectively, the average encoding time and the average decoding time as a function of the expanding factor for information symbols (bytes) and various values of the transmission overhead. The channel was lossless. The average time was computed over 1000 simulations. Throughout the paper, the decoding time was calculated as the average decoding time for all runs (both successful and unsuccessful decodings). The time was measured on a PC running an Intel(R) Core(TM)2 CPU 1.66 GHz with 1 GB of RAM. The results show that even for large values of the expanding factor, both the encoding and the decoding are fast. Note also that the time complexity does not increase linearly with the expanding factor. Fig. 9 compares the BER of our method to that of the SW technique [14] for an input source block of size information symbols (bytes). A robust soliton distribution with parameters and was used as the underlying degree distribution of the LT code. The results are for 100 simulations. The channel was lossless.
B. Comparison With the Sliding Window Approach of [14]
The performance of the two methods improved by increasing the virtual number of information symbols. However, there was a limit beyond which no improvement was observed (50% overlap for SW and for our approach). The BER performance of our approach was better than that of the SW approach when the transmission overhead was larger than about 0.05. When the transmission overhead was smaller than this value, SW gave a lower BER. However, in this range, the BER is too high for the method to be useful. Note that the BER improvement obtained with our method is penalized by a higher coding complexity. The complexity of our method Figs. 10 and 11 compare the encoding and decoding times of our method to those of the SW approach [14] for various values of and the window overlap. Since SW applies LT coding on smaller blocks, its encoding time was lower. The decoding time of SW was also lower when the transmission overhead was small. Note that the decoding time of our scheme almost stops increasing when the transmission overhead reaches about 8%. This is because the decoder generally can recover all information symbols at this overhead and stops without processing further encoded symbols. For SW with window overlap 50% and 75%, successful decoding is achieved at about 11% overhead. of [14] . The number of information symbols is k = 20000.For the SW method, the window size is w = 2000. of [14] . The number of information symbols is k = 20000.For the SW method, the window size is w = 2000.
However, the decoding time keeps on increasing with increasing overhead because the SW decoder needs to process the windows in sequential order and cannot therefore recover all information symbols before almost all encoded symbols are processed (except for the encoded symbols of the last window).
C. Comparison of BER Performance for UEP Schemes
Figs. 12 and 13 show the BER performance of the three UEP schemes for and symbols (bytes), respectively. The results were obtained from 1000 simulations. The channel was lossless. The information symbols were partitioned into two blocks. The MIB block consisted of the first 10% information symbols. For the UEP scheme of [4] , we used the fixed degree distribution (2) as in [4] . For the UEP scheme of [5], we followed [5] and used the robust soliton distribution with and for the MIB block and the fixed degree There are k = 1000 information symbols, 100 of which belong to the MIB block. Our scheme is used with the robust soliton distribution. The scheme of [4] is used with the fixed degree distribution (2) . The scheme of [5] is used with the robust soliton distribution for the MIB block and the fixed degree distribution for the LIB block. Fig. 13 . BER versus transmission overhead. There are k = 5000 information symbols, 500 of which belong to the MIB block. Our scheme is used with the robust soliton distribution. The scheme of [4] is used with the fixed degree distribution (2) . The scheme of [5] is used with the robust soliton distribution for the MIB block and the fixed degree distribution for the LIB block.
distribution for the LIB block. The parameter was set to 2 as in [4] , and the parameter was set to 0.084 as in [5] . For our scheme, we used the robust soliton distribution with and , set , and run simulations to determine the best values for and . For simplicity of notation, will be denoted by . Compared to the UEP methods of [4] and [5] , our scheme provided better performance for both the MIB and the LIB blocks when a low BER was targeted. For example, when , the BER with our scheme was below at transmission overhead , while the best previous scheme did not provide such a BER before . The BER performance gain of our scheme was larger for smaller block lengths. This can be seen in Fig. 13 ( ) where at low transmission overhead, the UEP methods of [4] and [5] yielded a lower MIB BER than our scheme.
Figs. 14 and 15 show the average encoding and decoding time of the three UEP schemes for . Compared to our UEP scheme, the schemes of [4] and [5] have an additional decision-making step in the encoding. However, the average degree of an encoded symbol is larger in our scheme. Consequently, both the encoding and decoding time of our scheme were higher than those of [4] and [5] . The additional decision-making step is taken each time an encoded symbol is computed in [5] and each time an edge is selected as in [4] . This explains why the encoding complexity of scheme of [4] was higher than that of [5] .
D. Comparison of PSNR Results for Transmission of H.264 SVC
We compare our UEP technique to the UEP techniques of [4] and [5] for video unicast as well as video multicast to heterogeneous receiver classes.
As in [6] (this paper applies the method of [5] to SVC transmission), we used the Stefan video sequence which has a spatial resolution of 352 288 and a temporal resolution of 30 fps. The first group of pictures (GOP) of the sequence was encoded using the SVC reference software (JVSM) into one base layer (BL) and 14 enhancement layers (ELs). SVC can provide quality, resolution, and temporal scalability. In the experiments, we used it in the quality (SNR) scalability mode to encode a GOP of 16 frames. The resulting layer sizes, bit rates, and Y-PSNR are summarized in Table I . A source block corresponding to this GOP was transmitted 250 times. Since the GOP size is not constant, the number of information symbols in the following source blocks may be different. To address this problem, the sender has to inform the receiver about the number of information symbols in each GOP. This can be done using either out-of-band signaling (using a control channel) or in-band signaling (where the information is sent in the header of the data packets). As in [6] , each symbol was equal to 50 bytes, giving symbols per source block. In each source block, the base layer (containing 400 symbols) was chosen as the MIB block, whereas the remaining symbols built the LIB block. The source block was transmitted 250 times. At the receiver side, we assumed that a layer can be used to enhance the video quality only if it was decoded fully, and all the layers before this layer were also decoded fully. In this way, the number of consecutively decoded information symbols, starting from the first information symbol, determined the number of decoded layers. Fig. 16 shows the PSNR performance of our UEP scheme for various settings of and ( was fixed to 1). The video was transmitted to one receiver. The channel was lossless. The robust soliton distribution was used with parameters and The results show that increasing from 2 to 3 increases the likelihood of decoding the BL successfully, but decreases the likelihood of successfully decoding the ELs, leading to a decrease of the overall PSNR. Increasing beyond 12 increases the average degree and leads to duplicate selection of the information symbols, which decreases the performance.
Figs. 17 and 18 show the PSNR performance of the UEP scheme of [4] and the UEP scheme of [5] , respectively, as a function of the transmission overhead. As in the previous experiment, the video was transmitted to one receiver and the channel was lossless. For the UEP scheme of [4] , we tested the fixed degree distribution (2) as in [4] but also the robust soliton distribution with and . For the UEP scheme of [5] , we used the robust soliton distribution with parameters and for the MIB block and the fixed degree distribution (2) for the LIB block as in [6] . Moreover, we did an experiment where for the LIB block we used the robust soliton distribution with parameters and instead of the fixed degree distribution. On average, the robust soliton distribution provided better results than the fixed degree distribution for both UEP schemes. Fig. 19 . PSNR as a function of the transmission overhead for the proposed UEP scheme, the UEP scheme of [4] , and the UEP scheme of [5] with their best settings. 19 compares the PSNR perceived by a receiver class with a zero loss rate as a function of the transmission overhead for our UEP scheme, the UEP scheme of [4] , and the UEP scheme of [5] . The PSNR curve of our UEP scheme had a similar shape to the one of [4] . However, for the same PSNR, our scheme required lower transmission overhead. Compared to the UEP scheme of [5] , our scheme had a better performance at average and high overhead but worse performance at low overhead. The scheme of [5] has a good performance at low overhead because it ensures that a certain number of encoded symbols are produced exclusively from the MIB block. However, this strategy penalizes the scheme when a higher video quality is required.
Figs. 20-22 show the average PSNR performance for a multicast transmission to receiver classes with symbol loss rates 0.02 and 0.04. For our scheme, the best results were achieved with and . Compared to Fig. 16 , more transmission overhead was needed to achieve the same PSNR because of symbol loss in the channel. For the schemes of [4] and [5] , the fixed degree distribution gave higher PSNR at mission overhead for the proposed UEP scheme, the UEP scheme of [4] , and the UEP scheme of [5] with their best settings. low overhead but much lower PSNR at high overhead compared to the robust soliton distribution. Fig. 23 compares the average PSNR performance of the three schemes with their best settings for the multicast scenario. Our UEP scheme always outperformed the UEP scheme of [4] . It also outperformed the UEP scheme of [5] over the range of transmission overheads that are required to provide high video quality. In particular, our UEP scheme achieved an average video quality of about 37 dB with 50% less transmission overhead (or 10% less bandwidth).
Figs. 24 and 25 show the PSNR results for each receiver class. Compared to our UEP scheme, the scheme of [5] achieved an acceptable video quality (about 25 dB) for the receiver with the worst channel conditions at a lower transmission overhead (Fig. 24) . However, the PSNR for this receiver did not exceed this value up to a transmission overhead of . In contrast, the PSNR of our scheme rose sharply beyond 25 dB at .
VI. CONCLUSION
We proposed a method that improves the BER performance of LT codes by strengthening the degree distribution in a simple way. We used the same approach to develop a UEP scheme for LT codes. Compared to the UEP schemes of [4] and [5] , our scheme had higher coding complexity but required lower transmission overhead to achieve low BER. Since the encoding and decoding time of our scheme are low enough for real-time applications (the times reported in the experimental results can be further reduced by optimizing the software implementation or relying on a hardware-based one), the benefits of our scheme outweigh its drawbacks.
While our scheme is conceptually similar to the scheme of [4] , the two schemes differ in one important aspect. Unlike the scheme of [4] , our scheme changes the degree distribution of the original LT code, which results in overall better BER performance.
Experimental results for SVC showed that our scheme can provide up to 13 dB improvement in PSNR over the UEP schemes of [4] and [5] for unicast video transmission. For multicast video transmission to a set of receivers with heterogeneous channel conditions, results showed that our scheme had a better average PSNR performance than the best previous scheme when the transmission overhead was large and a worse performance when it was low. This makes our scheme more appropriate in applications where a high video quality is desired.
We conclude by emphasizing the importance of the degree distribution in UEP code design. For example, our paper showed that the results in [6] can be significantly improved by replacing the fixed degree distribution used for the LIB block with a robust soliton distribution.
