with α and γ uniformly distributed in the range [0, 2π). The probability density P(β) is For E = 0 (band center), from the finite size scaling analyses of the quasi-1D localization length, 26, 27) it is known that the states are delocalized when W < W whether the states belong to the localized (delocalized) phase.
For our network architecture, we consider two types of simple convolutional neural network (CNN), which output two real numbers, i.e., probabilities for each phase, given 40 × 40 input eigenfunction. The first one is a very simple network with two weight layers, which first convolves the input with a 5 × 5 filter with stride 1 to 10 channels, then applies max pooling with a kernel size of 2 × 2 and stride 2, and finally performs fully connected linear transformation to output the learned probabilities. The loss function can then be defined by the cross entropy of probabilities and the localized/delocalized labels. The second, rather deep one with four weight layers is a variant of LeNet 28) included in Caffe 29) (with the input size changed to 40 × 40), which utilizes rectified linear unit (ReLU) as its activation function. See Fig. 2 for illustration and detailed parameters. The network weight parameters (to be trained) are sampled from gaussian distribution, the scale of which is determined by the number of input and output dimensions, 30) except for the first convolution layer connected to the raw input: since we are dealing with eigenfunctions, whose typical values at each lattice site are much smaller than those of gray-scale images, we have manually chosen the weight initialization scale to be 100, which worked better in practice for the two networks. As the stochastic gradient descent solver, we have used the RMSProp solver 31) with the parameters in the Caffe MNIST example (which is contained as examples/mnist/lenet_solver_rmsprop.prototxt in the Caffe source). Before the training, we always partition the training data into 90% and 10%, and use the latter as the validation set during the training. The solver performs enough iterations so that the validation error becomes stationary. We have used a workstation: Intel Xeon E5-1620 v4, single CPU with 4 cores with GPU Quadro K420 and GPGPU TESLA K40 running on Linux CentOS 6.8.
We then test 5 sets of ensemble, each consisting of 100 eigenstates, and let the machine judge whether the states are localized or not. The resulting probability for eigenfunction to be delocalized, P, is shown in Fig. 3 
(a).
We then apply the results of the learning around E = 0 to judge whether the states around E = 1.0, 2.0, and 3.0 are delocalized. Results are shown in Fig. 3(b) , in which we observe that, with increasing E, that is, as we move from band center to band edge, the electron begins to be localized with a smaller strength of the disorder W, qualitatively consistent with the finite size scaling analysis. 27) There seems to be, however, a systematic deviation of the 50% criterion of localization-delocalization transition and the actual critical point with increasing E. This may be due to the appearance of bound states near the band edge, which is absent in the machine learning around E = 0. We have further applied the results of SU(2) model machine learning for the Ando model, 32) and verified that once the machine learns the eigenfunction features in certain systems, it can be applied to other systems belonging to the same class of quantum phase transition (see Supplemental material for detail 33) ). In the absence of disorder, the system is a Chern insulator when the band inversion condition is satisfied: 0 < |ǫ s − ǫ p | < 4(t s + t p ). We set ǫ s − ǫ p = −2(t s + t p ), ǫ s = −ǫ p < 0, and t s = t p > 0 so that this condition is satisfied, and set t sp = 4t s /3. The energy unit is set to 4t s .
Distinguishing Topological Edge States from Non-topological Ones-
A bulk band gap appears in |E| < E g = 0.5 where chiral edge states exist. We have also increased the number of hidden units to be 32 for the first convolution layer ("conv1" in Fig. 2) , 128 for the second ("conv2"), and 512 for the hidden dense connection layer ("ip1").
In Fig. 5(a) , we plot the probability of the eigenfunction to be judged topological. A new ensemble of eigenfunctions with different random number sequences has been prepared to test this method. As in the case of delocalization-localization transition, the probability fluctuates near the critical point and vanishes in the nontopological region. The validation accuracy is 90% for the case of two layers of network (dotted line), and 97% for four layers of network (solid line), which demonstrates clearly that a deeper network exhibits better performance.
We next apply the result of the deep learning around E = 0 to judge the states in the bulk band gap region at zero disorder, |E| < E g = 0.5. We diagonalize a system for W = 1 < W CI c and W = 6 > W CI c , take all the eigenstates with |E| < E g , and let the machine judge them. Figure 5(b) shows that topological edge states other than E = 0 are also well distinguished from nontopological ones based on the learning around E = 0.
Concluding Remarks-In this paper, we focused on 2D random electron systems. We have demonstrated the validity of deep learning for distinguishing various random electron states in quantum phase transitions. For strong enough and weak enough randomness, the precision of judgement is 0.99999· · · , while in the critical regime, the judgement becomes less accurate. This region is related to the critical region where the characteristic length scale ξ is comparable to or longer than the system size L. That is, the probability P for the eigenfunction to be judged delocalized/topological obeys the scaling law,
although determining the exponent ν is beyond the scope of this Letter. Since all we need to calculate are eigenfunctions with relatively small systems, the method will work for systems where the transfer matrix method is not applicable (localization problems on random [38] [39] [40] [41] and fractal lattices, 42) for example).
We have used the known values of critical disorder to teach the machine. After learning the feature of eigenfunctions near the band center, the machine could capture localized/delocalized and topological/nontopological features away from the band center. We have also verified that the results of the SU(2) model learning can be applied to the Ando model. 33) In the cases of Anderson transition near the band edge in the SU (2) and that at the band center in the Ando model, the machine tends to predict the transition for a slightly smaller disorder than the estimate of finite size scaling analyses. 32, 43) We have extracted the features in the middle layers to explain this tendency, 33) but could not clarify how the machine judges phases. The details of judgement should be clarified in the future.
We have focused on the amplitude of eigenfunction in 2D. In higher dimensions, the same algorithm will be applicable via dimensional reduction: integration of |ψ 2 | over certain directions, reducing the image to two dimensions. The dimensional reduction will also work for disordered 3D strong and weak topological insulators. 44) Other interesting quantities for machine learning are phase and spin texture of eigenfunctions in random electron systems.
Classical waves (photon, phonon) in random media [45] [46] [47] as well as disordered magnon 48) are also worth machine learning.
Supplemental Material for "Deep Learning the Quantum Phase Transitions in Random Two-Dimensional Electron Systems"
Application of SU (2) (2)) can be applied to a different model (Ando) , though the probability of delocalization starts to decrease with increasing W slightly earlier than expected. This might be due to the corrections to scaling, which is present in Ando model but negligible in SU(2) model.
We have also set β = 0 (no spin-orbit coupling, i.e., the Anderson model, which belongs to the orthogonal class), where all the states are expected to be localized, which is actually the case of machine judgement (red +). The machine judgement is, however, too good in small disorder region W < 5 where the localization length becomes greater than 100 lattice cites, 49) larger than the system size 40 . This may be due to the standing wave like structure of eigenfunctions in this region, where the peak values are fluctuating due to disorder, from which the eigenfunctions might have been judged to be localized. 
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Features in the intermediate layers-
Here we show examples of features in the intermediate layers for localization-delocalization transition (Fig. 7) and topological-nontopological transition (Fig. 8) . phase is judged to be a topological edge state with probability 0.8288..., while the right one shows how a state in the Anderson insulator phase is judged to be a topological edge state with probability 0.1221...
