Deep convolutional neural networks (CNNs) form the backbone of many state-of-the-art computer vision systems for classification and segmentation of 2D images. The same principles and architectures can be extended to three dimensions to obtain 3D CNNs that are suitable for volumetric data such as CT scans. In this work, we train a 3D CNN for automatic detection of pulmonary nodules in chest CT images using volumes of interest extracted from the LIDC dataset. We then convert the 3D CNN which has a fixed field of view to a 3D fully convolutional network (FCN) which can generate the score map for the entire volume efficiently in a single pass. Compared to the sliding window approach for applying a CNN across the entire input volume, the FCN leads to a nearly 800-fold speed-up, and thereby fast generation of output scores for a single case. This screening FCN is used to generate difficult negative examples that are used to train a new discriminant CNN. The overall system consists of the screening FCN for fast generation of candidate regions of interest, followed by the discrimination CNN.
INTRODUCTION
Convolutional neural networks (CNNs) form the backbone of many state-of-the-art computer vision systems for detection and segmentation of objects in 2D images. [1] [2] [3] [4] [5] These networks can be stacked to form deep networks that can automatically learn useful representations directly from the data without the need for manual feature engineering, or extensive pre-processing pipelines. As with other deep learning architectures, the performance of deep CNNs is largely dependent on the availability of large datasets. Otherwise, the large number of parameters in these systems cannot be properly trained. While most systems reported in the literature have focused on 2D images, the same principles used in 2D CNNs can be extended to 3D by using 3D convolution kernels and 3D pooling in order to obtain systems that can be applied to volumetric data such as computed tomography (CT) images. Introduction of 3D convolution kernels increases the number of parameters in the architecture, the training time, as well as the need for more data. Since medical image datasets are often small, training of 3D CNNs on data from volumetric modalities is not always straightforward.
Traditional systems for automatic detection of pulmonary nodules often consist of long complex pipelines that apply a sequence of algorithms such as lung region detection, candidate object selection, feature extraction, false positive reduction, and classification.
6-8 Each of these procedures take a long time to develop and may include additional subcomponents with individual sets of parameters controlling their performance, thereby further complicating the design of such systems.
Deep learning approaches to lung nodule detection in chest CT have so far relied on 2D views of nodules and CT slices. 9 In this paper we report a computer-aided detection (CADe) system based on 3D CNNs currently under development for lung CT that circumvents the aforementioned pre-processing pipelines. The system works in two steps: screening and discrimination. First, we train a 3D CNN to classify volumes of interest (VOIs) extracted from the Lung Image Database Consortium (LIDC) dataset 10 as containing a nodule or not. The training set for this CNN consists of 3D patches containing nodules (positive samples), and randomly selected 3D patches without nodules (negative samples). The CNN is then converted to a 3D fully convolutional neural 
11 that can process an entire CT volume efficiently in a single pass to produce a score map for the entire volume. We use this FCN as a screening tool to generate a set of hard negatives (negative samples that are difficult to distinguish from positive samples), and train a second more specialized CNN. The second CNN is in turn converted into a new FCN, which can be used for screening each CT exam and to generate candidate regions of interest. A third discrimination CNN can then be trained based on false positives generated from the screening stage. This CNN is applied to the 3D patches found during screening in order to reduce the number of false positives and to classify each candidate region of interest as containing a nodule or not.
The two-step design of our system that uses FCNs for both screening and discrimination steps has two major advantages compared to the traditional CADe architectures described earlier. First, this system avoids the complex pre-processing pipelines and can be directly applied to entire CT volumes. Second, the FCN screening stage allows for fast processing of each volume, so that the discrimination CNN stage can be applied only to a small subset of regions. As the FCN is very fast, the overall processing time is significantly reduced. The contributions of this paper are twofold. First, we have extended the highly successful fully convolutional networks to 3D and developed an efficient system for detection of pulmonary nodules. Second, to our knowledge this is the first time that either 3D CNNs or 3D FCNs are applied for detection of pulmonary nodules.
METHODS

Screening Stage
The screening stage is a common component of a CAD system. This step reduces the size of the initial search space and identifies a subset of most likely candidates that should be analyzed further. The screening CNN in our system is first trained using 3D convolution kernels to classify 3D patches extracted from each CT case. The training set for this CNN was constructed as follows: the positive samples consisted of 3D VOIs that were centered over each nodule in the dataset, while the negative samples were selected randomly by extracting VOIs with the same size as the positive samples from a random location within the CT scan (including both the inside and outside of the lungs). The negative patches were selected such that they did not have any overlap with a nodule. The number of negative samples extracted in such a way can be almost as large as desired since most of the area within a chest CT is nodule-free. The number of positive samples on the other hand is limited. To improve the invariance of the system to trivial differences in appearance of nodules, and in order to reduce the aforementioned class imbalance problem, the positive samples are augmented by including flipped and rotated copies of each extracted positive patch in the training set.
Our deep network consists of three successive layers of convolution and max-pooling, followed by a fully connected layer, and a final fully connected softmax layer as shown in Table 1 . The convolution layers were zeropadded so that any reduction in size would be due to the max-pooling layers. We used Nesterov momentum 12 and dropout 13 to improve the convergence rate and generalization performance of the network.
CNNs have a fixed field of view and can only process images or volumes of fixed size (for simplicity, we will base the following discussion on images but the same principle holds for volumetric data). For images that are larger than the expected input size, a CNN can be applied in a sliding fashion across the entire image to obtain classification scores over the whole image. This brute force way of applying CNNs to whole images is very slow even in two dimensions. One way to overcome this shortcoming of CNNs is to convert the fully connected layers into convolutional layers in order to obtain fully convolutional networks (FCNs). This conversion involves careful rearrangement of learned weights and biases in the fully connected layers into equivalent convolution kernels, and results in the same output scores as the traditional CNN. Once this conversion is done, the entire 2D image can be passed through the FCN in a single pass to obtain a score map across the whole image. As convolutions are highly optimized, each image can be processed much faster compared to the sliding window approach. In three dimensions (as in e.g. CT exams), each volume contains numerous sub-volumes over which the sliding CNN window should pass, thereby rendering the sliding window approach ineffective for volumetric data. Here we convert our 3D CNN into a 3D FCN. While this conversion theoretically makes it possible to process an entire CT volume in a single pass, the large size of a whole CT case means that the volume has to be split into several smaller sub-volumes due to memory limitations in existing graphical processing units (GPUs). Nevertheless, this process is still far more computationally efficient compared to the brute force sliding window method.
The random selection of negative patches is a crude way of selecting the negative training examples, resulting in many negative patches that contain areas of the chest CT that are too simple to classify. Training the initial CNN on this data results in the generation of a large number of false positives when the corresponding FCN is applied to the whole CT exams (compared to when the FCN is applied to training set patches). In order to improve the performance of the screening stage, the initial training set is augmented by adding false positives found from applying the initial FCN to the whole CT exams in training. These false positives are essentially a set of hard negatives, i.e. negative samples that are difficult to distinguish from positive samples, that help the classifier better distinguish nodules from areas in the lung with similar appearance. A second CNN is subsequently trained on the new training set, and converted to a new FCN that is used for screening the CT cases.
Discrimination stage
The screening stage described in the previous section still generates a large number of false positives. The purpose of the discrimination stage is to reduce this number so that the clinician is provided with an output that has high sensitivity for detection of nodules while producing a manageable number of false positives per case.
The output of the the final screening FCN is a score volume, where the intensity of each voxel is the probability of that voxel being a nodule. A threshold can be applied to these probabilities to obtain a smaller number of candidate segments. The false positives with high probabilities in this score map are negative patches that have a similar appearance to actual nodules. We therefore construct a third training set consisting only of false positives from the screening stage. A new CNN is then trained using this data with the same architecture as that shown in Table 1 , and applied only to the screened candidate patches for final discrimination.
Data used in the study
We used a subset of 509 cases from (LIDC) dataset with slice thickness between 1.5mm and 3mm to train our models, with an additional 25 cases used for testing our models. The location of each nodule in the LIDC dataset is marked by between one and four radiologists, and a segmentation is provided for each detected ≥3mm nodule by the radiologist. Due to the inherent variability in radiologists' assessment of nodules, many of the nodules in the dataset were not detected by one or more radiologists. We therefore used the following set of rules to unify the decisions: we assigned ≥3mm nodules that were detected by at least two radiologists and that had more than 20% overlap in their segmentations as a true positive (percent overlap was defined as the intersection of volumes delineated by individual radiologists divided by the union of the volumes from all radiologists for that nodule). Using the scheme described in the previous section, positive patches (i.e. those containing nodules) and negative patches were extracted from the training cases. The training and test sets constructed in this fashion contained 833 and 104 nodules, respectively. The positive samples in training were further augmented according to the procedure described in the previous section. Screening model cnn_36368_20170126155613. WindowDim [5, 5, 3] Sens 0.80 @ 22.44fp ; Sens 0.9 @98.6fp; Sens 0.95 @563fp (corresponding thresh:0.6096)
discrim model cnn_36368_20170129182154 evaluated on cnn_36368_20170126155613 with windowDim= [5, 5, 3] , threshScoreMask=0.97 Sens 0.80 @ 15.28-16.64fp ; 3. RESULTS Figure 1 shows examples of the score map generated by the screening FCN corresponding to a single slice of several different CT exams. It can be seen that the FCN can detect the areas containing nodules with high probability, but at the same time the score map also contains other points with mid to high probability. These points correspond to false positive (FP) areas that need to be suppressed by the discrimination stage. Figure 2a shows the free-response operating characteristic (FROC) curve of the screening FCN. The model reaches 80% sensitivity at 22.4 FPs per case, and 95% sensitivity at 563 FPs per case. Any nodules that are not detected by screening will be missed by the discrimination stage. We can therefore reduce the number of FPs presented to the discrimination stage by removing low probability FPs at the level that provides 95% sensitivity.
The discrimination CNN is only evaluated at screening candidate points that pass the threshold discussed earlier. Figure 2b shows the FROC curve for the discrimination stage. This model reaches a sensitivity of 80% at 15.28 FPs per case.
We also applied the original screening CNN in the sliding window fashion across the entire volume of multiple CT cases, and compared the elapsed time to do so with the time for processing the same set of cases using the FCN. On average, our tests showed an 800-fold improvement in time to process each CT exam for the FCN compared to the brute-force sliding window method for the CNN. For instance, for a 120 slice CT case this translates to FCN generating a score map for the entire CT exam in only roughly 5 seconds compared to nearly 4200 seconds for the sliding window approach using the original CNN.
CONCLUSION
We are developing a CADe system for lung nodule detection using 3D convolutional neural networks that works in two steps: screening and discrimination. A 3D fully convolutional network is first used for efficient processing of the entire CT volume and to generate candidate regions of interest. A more specialized CNN subsequently classifies each candidate region as nodule or background. This screening architecture leads to a 800-fold speed-up compared to using the brute-force method of sliding the 3D CNN across the volume to obtain the classification scores for the whole CT exam.
Pulmonary nodules exhibit a wide range of sizes and shapes. Additional work is under way to improve the performance of the CAD system, and to incorporate a multi-scale approach so that nodules with varying sizes can be detected at similar sensitivities compared to one another.
