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1 • EINLEITUNG 
Das in diesem Bericht behandelte Problem trat im Institut für Reaktorent-
wicklung der Kernforschungsanlage Jülich GmbH im Zusamnenhang mit der Ent-
wicklung des Kugelhaufenreaktors auf. 1) 
Die allgemeine stationäre Neutronentransportgleichung hat die Gestalt 
(1 • 1) 
( .12. v"). <f> (", ..a, E) + 1: (u-; E )- <j> {u-1 12.1 E} - S (,.-, E) 
+ J o(E 1 J J.ft .Ls (u-, (J2·.J2.'),E 1-E} tr~_a',E') 
E-ßereicl-i 
Hierbei bedeuten: 
~ Ortsvektor des Neutrons, 
_J2 Einheitsvektor der Geschwindigkeit des Neutrons, 
E Energie des Neutrons, 
~ totaler Wirkungsquerschnitt, 
~s differentieller Wirkungsquerschnitt, 
S Quelle, 
~ Neutronenfluß. 
Als Zusatzbedingung wird gefordert, daß nichts in den Reaktor fließt, d. h. 
(1. 2) für i.- auf dem Rand und JL. in das Innere 
des Reaktors gerichtet. 
Da es sich hier um den Kugelhaufenreaktor handelt, wird im folgenden die ku-
gelsymmetrische Form von (1.1) (vgl. (2.1)) mit der Randbedingung (1.2) be-
handelt und in eine Fredholmsche Integralgleichung zweiter Art transfor-
miert. Es werden Existenzsätze, Eindeutigkeitssätze und ein Iterationsver-
fahren für die Lösung angegeben. Für den Fall der Abwärtsstreuung wird auch 
das diskretisierte Problem diskutiert. Hierfür wurden mehrere Beispiele ge-
rechnet. 
l) Die Verfasser danken den Herren Dr. H. Gerwin und Dr. L. Wolf vom Insti-
tut für Reaktorentwicklung filr ihre anregenden Diskussionen. 
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2. TRANSFORMATION AUF INTEGRALGLEICHUNG 
In diesem Abschnitt wird die stationäre Neutronentransportgleichung bei Ku-
gelsymmetrie unter der Voraussetzung, daß von außen nichts in die Kugel 
fließt, in eine Fredholmsche Integralgleichung zweiter Art transformiert. 
Die kugelsymnetrische Transportgleichung hat die Gestalt (vgl. [s], Kap.XI) 
(2. 1) ~ ;r + Afe-7- ~ +L (r, E)}- ~ (r,r, E} = S(r, E) 
+ A .trr 





-<" : = ! &.(" 1 J 
;:= il„ (Projektion von 12 auf "'° ) • 
Die Randbedingung (1.2) lautet für die Kugel (Mittelpunkt: Koordinatenur-
sprung; R: Radius): 
(2.2) fü."" )"- < 0 • 
Der Definitionsbereich der auftretenden Größen sei 
ß : ::::. { X : X """ ( f, ~ 1 f) j 0 ~ (' ~ R ) - .-'f ~/ :!f -1 j E mi„ ~ E ~ E »t<ix } . 
Für Legendrepolynome gilt das folgende Additionstheorem (siehe [13], S. 98) 
P" { cos i'.7;, ) = R. 0) · f: {;'} 
+ 2 Z ~:~:~; F?.,_" {µ.} ~YCr'J cos >' (lf-'f'}. 
y„,.f / 
Daher ist folgende Approximation 
N 
(2.3) 2=s (r,cos ~ 1 E 1 -E) = 2"'rr ~ E.5 ~ (r, E' - E} · P... {cos ~) 
3 
zweckmäßig und in der physikalischen Literatur Ublich (PN - Näherung). 
Setzt man (2.3) in (2.1) ein und integriert über ~·,so entsteht 
(2.4) 
mit 
(2.5) 9 ( .-, !'-' E) •= S ( .-i E) 
+-1 N 
+ f J.E' f cl/' (fo }:s n. (t,E'-E) ~ (;) I?._ 01) cp{v-,/',E')). 
E-ß•~eich -A 
Ferner folgt aus (1.1) und (2.3) durch Integration über ~· 
N 
(2. 5*) ~o .Ls "- ( "", E, _. E) ~ 0) ~ 0') ~ o a.v..f 8 >< B 
Die Transformation von (2.4) mit (2.2) in eine Integralgleichung erfolgt 
mittels des Charakteristikenverfahrens (vgl. z. B. [3]). 












-r(tj. 2:.(v-(foJ 1 E) cpCt) + Y(t). 9(r-(t) 1/"(-t) 1 E.). 
Für das System (2.6), (2.7), (2.8) werden folgende Anfangsbedingungen be-
trachtet: 
cP(o) =4>o · 
4 
Durch sukzessive Lösung der Differentialgleichungen (2.7), (2.6) und (2.8) 
unter Beachtung der Anfangsbedingungen erhält man 
(2.9) 
mit 
Sit'lh t +,f"o cosh t 
cosh t + )"o Si1-1h t 
y- (t:) = -r0 ( cosh t -t-/0 si~h t) 1 
t t r 
cp (t) = cp0 eJ<p {- f a.(p) clp) +jb (q) exp {- J a.(p) dp) d1 
0 0 q 
o.(p) := r(p}·L (r-(p),E) 1 
b (p) ,=- -r-(p). 9 {r(p),r(p), E} 
Die Anfangskurve fUr die Lösungsfläche von (2.4) wird durch die Randbedin-
gung (2. 2) festgelegt. Diese kann mittels eines Parameters s mit --1 ~ s <- o 
in der Form 
(2. 10) )-<-o ( sj = S J <f>0 (s) = 0 
dargestellt werden. 
Hierbei ist zu beachten, daß die Richtungen der Projektion der Anfangskurve 
in den Grundraum ( ,...o_ )'to - Ebene) und der charakteristischen Grundkurven 
nirgends übereinstimnen, was aber wegen 
d r(i-) 1 . ~bo (~! 
cit ol. s 
t:o 
- ~µ(eJ 1 
cl~ 
für -.11 ~ s < o stets erfüllt ist. 
t•o 
Setzt man (2.10) in (2.9) ein, so erhält man die Lösung von (2.4) in Para-
meterdarstellung (s,t) 
(2. 11) 
.s-i11h t + s cosh t-
cosh t- + s sinh t-
..,. = Y (t, .f) := R ( cosl, t + S sitih t } , 
5 
t t 
(2.12.a) cp = ~(t,s) := J b(9,s) exp(- f a(p,s)dp)dq 
0 q 
mit 
a ( p, s) "' v- ( p, s) · ~ { r { p, s), E) 
b(q,s)=v-(q,s)· 9{r(q,s),)'4-('1,sJ,E) • 
Um die Lösung cp in Abhängigkeit von ...,.. und)"- zu erhalten, berechnet man 
aus den Gleichungen (2.11) t und s als Funktionen von ...,. und JA-• So ergibt 
sich 
cosh t ( .... , )") = ~ 
(2.12.b) 
Setzt man dies in (2.12.a) ein, so erhält man die gesuchte Integralgleichung 
für <P = 4> (r,?, E.} • 
Es ist leicht nachzuprilfen, daß die Integralgleichung (2.12) die Randbedin-
gung (2.2) erfüllt: Für r •Rund ,)'4-<o folgt nämlich aus (2.12.b) 
t(R,r)=O und somit cp(Rl"- 1E)•O nach (2.12.a). 
(2.12) hat allerdings noch nicht die Gestalt einer Fredholmschen Integral-
gleichung. Ersetzt man q durch r' • R (cosh q + s(r,I"') sinh q), so entsteht 
nach elementarer aber längerer Rechnung für die gesuchte Funktion <f>(.-,)", E) 
nach Einsetzen von 9C~14,E} eine Fredholmsche Integralgleichung zweiter 
Art. Diese lautet 
R. 
( 2 • 13 • a) cp ( r,)" 1 E. ) = J ol r' ( KA + K .\, ) ( Yj / 1 E , "" ' } · S ( r: E } 
() 
+ !~,' f olE' z„,.... '<( '-/<• E, '"/'" E' j <t+:)'', E 'J 
o E - '3ere1'ch 
6 
mit 
K == 1<„ .L + + k~ .L - , 
"' L.± ·- L l:s I'\. {r',E'-E) ~{±Ol)~ {r'}, 
n=O 
1' 1 ..,.. 
: exp [ - ( f ('(x)clx + J (3(x)d.x) J 
c 2. 13 • b > KA ( .,., r, E, ,.. 'J = ~' 
~ exp[ - f (3(x)c1x] 
f ü. y .,. ~ ..,.. ' '" R > r ~ o 
0 .Solllst , 
-; exp [ - f (3(x) J.x J 
-r' 
0 SOl'IS't ' 
13(x}:= xL.(x,E) 
I -V ~ J.. l..' x -(A-)"') r 
Damit ist die Integrodifferentialgleichung (2.1) mit den Randbedingungen 




(2 .14) f( ... ,r,E) '""") (k~+k.z.)(r,r,E,r')·S(.,..;e)d..-', 
0 
so kann man die Integralgleichung (2.13) in der Form 
(2.15) <:p(X) == J k(X,X 1 ) <f>(X 1 )dX 1 +/(X) 
ß 
schreiben. 
Es gelten folgende Eigenschaften: 
Lemma 1: f ist eine stetige Funktion auf B. 
Beweis: folgt aus (1.1) und (2.14). 
Lemma 2: Es gilt 
K(X,X') ;;i: 0 auf B x B und f(X) ~ 0 auf B. 
Beweis: Dies folgt aus (2.S~), (2.13) und (2.14). 
Lemma 3: Jede meßbare beschränkte Funktion auf B wird durch K in eine ste-
tige Funktion auf B abgebildet. 
Beweis: Die einzige Unstetigkeit in K wird durch den Faktor~ er-
zeugt, was nach Integration zu einer stetigen Funktion auf B führt. 
8 
3. EXISTENZ, EINDEUTIGKEIT UND KONSTRUKTION 
Wir betrachten die Integralgleichung (2.13) bzw. (2.15) im Raum c0 (B) der 
stetigen Funktionen auf B mit der Norm II y II : • max / y( t) / (Banachraum). 
teB 
Um eine Lösung der Gleichung (2.15) zu konstruieren, wird das folgende Ite-
rationsverfahren 
( 3 • 1 ) ~V+-i ( X } = f k ( X, X , ) ~V ( X 1 ) d X 1 + 1 (X} (V= 0 1 -1 1 ..t 1 •••• 
13 
mit <f>0 E- C0 (8} 
betrachtet. 
Unter der Voraussetzung 
(3.2) IJ I< f1 : == sup /{ I< cp (1 < A 
H <P II ~ "' 
konvergiert das Iterationsverfahren (3.1) nach einem Satz der Funktionalana-
lysis gegen die eindeutige Lösung cp:K- von (2.15). 
Die Anwendung dieses Satzes auf (2.13) ergibt den folgenden 
S a t z 
------
(Existenz und Eindeutigkeit) Es gelte 
R. E ""'u 
(3.3) 2 rnax J J (l<„+t.<2.}(-r,/<1 E,r-1) Ls 0 (< E 1-+E) olE. 1rJr' .c::. -1 
0 Xt- B E..,;.,, 
Dann konvergiert in C0 (B) das Verfahren (3.1) gegen die eindeutige Lösung 
<P~ von (2.15). Es ist cp:l'-~o. 
Beweis a) Nach den Lemmata 1 und 3 erzeugt I< q, + f eine Abbildung von 
c0 (B) in sich. 
b) Sei cf>€ c0 (B), dann gilt 
/1K1/ sup /W1Cl x 1 f k cp 1 ~ Miax f I< II cf> 1/ 
ll<f>/1~1 X ~ß ß XE B 




J cfr 1 (K'_.+k~J(r'./" 1 E,v-'J J olE 1 Ls 0 {v- 1,E'~E) 
0 
c) cp Jf- ~ o folgt aus der Neumannschen Reihe unter Beachtung von 
Lemma 2. 
Bemerkung : 
a) Für den Spezialfall eines homogenen Mediums, d. h. 1:,2'.:s und S sind 
unabhängig von r, kann (3.3) teilweise ausgewertet werden. 
Es ergibt sich die numerisch leicht anwendbare Bedingung 
E,....,..x 
1 (3. 3) f L_s0 (E'-E) oLE 1 
( 
-2R2-(E)) 
./f - e < /f . 
2. ( E) 
b) Ein ähnliches hinreichendes Kriterium für die Existenz und Eindeutig-
keit einer nichtnegativen Lösung findet man in [ 1], [ 2 ]. 
c) Für die nichtlineare Transportgleichung werden Existenz- und Eindeu-
tigkei tssätze in [ 12] bewiesen. 
Satz 1 gibt ein hinreichendes Kriterium für die Konvergenz des Verfahrens 
(3.1) an. Unter der Voraussetzung der Existenz einer nichtnegativen U:Ssung 
von (2.15) gilt der folgende 
Satz 2 (Konstruktion) : (2.15) besitze mindestens eine nichtnegati-
ve Lösung f E c0 (B). Dann konvergiert das Iterationsverfahren (3.1) mit 
~ =O in c0 (B) monoton von unten gegen die nichtnegative Minimallösung 
0 
tj:>;lf- c c0 (B) von (2.15). 
Beweis a) Es gilt für alle ~ 
(3.4) 
1 0 
Der Beweis erfolgt durch vollständige Induktion. Aus (3.1) 
mit ll =-O erhält man mittels Lemma 2 cf>_., -= f ~ o ::: cf>o • 
Sei cf>.: ~<Pi:-,, filr ..i~v- , dann folgt aus (3.1) mittels Lem-
ma 2 
A-. - ,+.. - J 1< (A-. rf.. ) ~ o , womit die Behauptung bewie-
'Yv+" 't'v - ~v - 'fv _ _,, ""' 
8 
sen ist. 
b) Es gilt für alle ~ 
Für 
cf ~ <P, 
ist die Behauptung wegen cp0 = o richtig. Sei nun 
für ..i" v bewiesen, dann folgt analog wie bei (a) 
~ - cpv_,., == J I< ( ~ - <Pv) ~ 0 · 
J3 
c) Sei XE- B, dann ist somit die Folge [ cP..JX')} monoton nichtfal-
lend und nach oben beschränkt. Es existiert daher 
d) Da 11<.(x,x')<f>)><'J/ ~ l<(x,x')~(x') 
,......, 
und K (X,)( ') <P (X 1 ) 
bezüglich X' summierbar ist, folgt aus (3.1) mit Hilfe des 
Satzes von Lebesgue 
<f>~(x} = f L<(x,x'J ~~(x')dx' + f(X}, 
B 
e) 
d. h. <P"* ist Lösung von (2.15). 
0 *' Da f E C (B) und <\> beschränkt ist (nach c)), folgt aus (3 .4) 
lf-
mit Lemma 3, daß <P stetig ist auf B. Die monoton nichtfallen-
de Folge f <Pv} stetiger Funktionen konvergiert daher gegen 
Jf. die stetige Funktion cp • Nach dem Satz von Dini konvergiert 
dann [ c/> ... } gleichmäßig gegen <{>„. Da ~ eine beliebige nicht-
negative Lösung von (3.1) ist und q:ijlC~ ~ gilt, ist cp:;lf. Mini-
mall8sung des Problems. 
1 1 
Andere iterative Verfahren zur Konstruktion einer Lösung der Transportglei-
chung findet man z. B. in [ 4 ], [ 9 ], [ 10], [ 11]. 
1 2 
4. ABWÄRTSSTREUUNG 
Für den physikalischen Sonderfall schneller Neutronen, der im folgenden be-
trachtet wird, gilt 
1 (4. 1) für E <E (Abwärtsstreuung) 
Zur Berechnung wird der Energiebereich E 1 ~ E ~ E in L Gruppen m n max 
G~,._[E~ ... ,..,E<] (.t=A,.„,L} aufgeteilt, 
wobei aus rechentechnischen Gründen die Zählung nach fallender Energie er-
folgt. 
Setzt man B0 ::::::. {X-= (r;/"J j o~r ~ R j --1 ~)'l ~ A J und 
cp-e(x,E):=<P(XJ für E €Ge , dann entsteht aus (2.15) 
unter der Voraussetzung (4.1) das Integralgleichungssystem 
Ee, 
(4. 2) J ol.E 1 k.(x,E,x',E 1 ) cpl' 1 (x',E 1 ) + f {x, E) 
""1o.x.(E.1 ,E) 
~ +A 
ft.;.r E E G-t • 
Aus später ersichtlichen Gründen (siehe 5.) betrachten wir anstelle von 
(4.2) das System 
(4 .3) J 
l'' 
ciE' k ( )(' E, x', E') cp (x', E1) + { (x, E) 
E E Ge. 




(v = o, A, ... 
1 3 
Eine weitere Möglichkeit zur Konstruktion einer Lösung von (4.3) ist das 
folgende (numerisch effektivere) Verfahren: 
Sei <P -e ( x, E} für alle 
-l < fo ~ L bekannt, dann werde <f:/0 (J<, e.) durch das 
folgende Iterationsverf ahren 
(4 .5) 
fo-.-f ' 
+ Jotx' I;" f olE' f<(:x,E 1 x',E 1 ) q/ (x',E'} + .f(><,E} 
Bo e =A G<' 
ft;.,,. E E Ge. 
0 
,t/o 
mit 'r:: (x, E) = O 
0 
bestitmnt. 
Es gilt der 
Satz 3 (2.15) besitze mindestens eine nichtnegative Lösung 
~ ~ c0 (B). Dann konvergiert das Iterationsverfahren (4.5) für 1 • 1,2, •• ,L 
0 
in c0 (B x Ge ) monoton von unten gegen die nichtnegative Mini-
o 0 
1f 
rh ~ c0 (B x G ) von (2.15). 'r~ 0 f 
0 " 
mallösung 
Der Beweis verläuft analog wie bei Satz 2. 
1 4 
5. ENTWICKLUNG NACH LEGENDREPOLYNCMEN 
Aufgrund der Approximation (2.3) ist es zweckmäßig, für 4'<~)A- 1 E) den fol-
genden Ansatz zu machen 
(5. l) 
Oo 
<P<r,r 1E) = L <P n. (r, E) 8,_ (r). 
.-.„o 
Durch Einsetzen von (5.1) in (2.13) entsteht unter Beachtung der Orthogona-
lität der Legendrepolynome das folgende Integralgleichungssystem 
(5. 2) 
( I'\. „ o, "'· 2, .... 
Man erhält somit ein gekoppeltes Integrelgleichungssystem für ),.o .., ),.N 
'1"1 cp,„„,'f' 1 
,1...11. 0 „ "' 
während die restlichen 't' mit n > N aus (5. 2) und <f>, cf> 1 „.1 ~ berechnet 
werden können. 
Setzt man 
(5. 3) I'\ -1 <P>'I, r E =-- r E Y ( 1 ) 2n+-1 ( ' } 1 
dann genügt es, anstelle von (5.2) das System 
R +-1 
(5.4) y"' (r, E)"" ~ f d.-' f dr (1<„ + KJ..) ( ";J-4 1 E1 t- 1) ~ 0) S ( r', E) 
0 _,, 
R, +-1 Ew.4x 
+ 2rr f 0 1 '"l"r (K< +(-~)-·K,IR..01 ~.(-o1.) JdE' r/1 < E'-E) y •' ( y" E') 
zu betrachten. 
( n = o, -11 „. 1 N) 
1 5 
Die Lösung 4' von (2.15) kann aus <j> 0 , ••• ,q,N bzw. y0 , ••• ,yN (ohne Kenntnis 
von <P n bzw. yn mit n > N) berechnet werden. Es gilt nämlich das 
Lemma 4 Sei yn für n ~ N Lösung von (5.4). Setzt man 
R f ( r,)" 
1 
E ) '= ) cfr 1 ( k „ + K~ J ( r,)'< 
1 





R. f clr' ( 1<~ + <-"J.,, 11<,_) P,.., {- oe) • 
dann gilt die Darstellung 
(5.5) 
Beweis Aus (5 .4) folgt 
+~ +~ 
y''(r,E)"z f f(r;,µ,E)~~)~ + [F(r,?,Ei y 0 , ... Jy.v)~~)~ 
-~ -A 
Setzt man diese Beziehung in (5.1) ein, so erhält man aufgrund der 
Beziehung (g E c0 ([-l, +l])) 
C>a 
9~)= L. ~0J · 2 ;+~ 
n=O 
J 8. (~') <J ~/ J?' 
-/1 
{Vollständigkeit von Pn~) in c0 {[-l, +l] )) die Behauptung. 
1 6 
6. DISKRETISIERUNG 
a) Diskretisierung bezüglich des Ortes 
Das Intervall fo,RJ wird in die Teilintervalle Ii+l • [ ri,ri+l] 
(i • 0,1, •• K-1) mit r
0 
• 0 und rK • R zerlegt. Für r G Ii gelte 
L ( v-, E } = .L .: ( E) , 
s ( Y, E.) = s i ( E) ' 
L.s""'(r,E'--.E) = 2_5 : (E'-EJ. 
n Für y (r,E) (n = 0,1, •• ,N) wird ein Polygonzug angesetzt in der Form 
(6. 1) ... J "-( ) .;" - y.: ( I'\.. ( .... ) y (r,E = y v-;. 1 E + f'· -f'· y ri+A 1 E) -y (r.: 1 E.) 
L-f-'1 " 
fü.r '(" € J. 
<+-1 
Betrachtet man (5.4) an den Stellen r • ri (i • O, ••• ,K), und setzt man fer-
ner in die rechte Seite von (S.4) die Relation (6.t) ein, so erhält man für 
n n die yi (E) : • y (ri,E) das Integralgleichungssystem 
(6 .2) 
' · I 
.., =O -<- =o 
~ '1.>i' ~' ,l ""' 
+ .t::.,;, .4.'-"' (E) L::s -i'--1 ( E 1-E.)J y -i, ( E} 
(..:==o,„. 11<j ,-"'o,„„,N) 
Dabei ist 
' 
- "-11. ( ~ .. , E) :::. 
t -4. 
' ,..,.. Jol"t 








P ( ) v-., -Y'' ' -"'' - 0(. -oi.."--'-+_A __ 
Y-,, - Y' •I 
&. -+A "-
;_' :=. 0 ..,, k-"1 1 , •.• , 
r +,., 
(" dr' J "r ( 1<~ + H~·K,_ )( ,, !/'",E, ,') · P_ H 
.,-. , - " 
• 
. ~, r-~1 
1 
'(" - Y".1 
... f;;r · 1 1 "'" ..(. = o,-1, ... , <-..-r 
b) Diskretisierung bezüglich der Energie 
In jeder Energiegruppe G1 (1 = l, ... ,L) werden die .Z:i(E) an diskreten 
n , ) n Energiepunkten gegeben und die Funktionen Si (E), .L s i (E -+ E und yi (E) 
als Fourierreihen dargestellt. Für die Berechnung der Fourierkoeffizienten 
vergleiche man [6]. Mit den Abkürzungen 
(6.4) 
y> ( E) = __ -1 __ _ 
.f,o „/ 
'f~ . (E) 
'd 
V E<. - E(+A 
wird der folgende Ansatz gemacht (E e- G1 , E' E G1 ,) 
2E-(E-!+ EHA l 








2=s : (E'-EJ = L L e e' . . ' 
'j J i =-0 j'=o 
lf.e . ( E.) . 
"'3 
lfA. (E}. Y'„, .1 (E ') ~1 ~ d 1 
Setzt man (6.5) in (6.2) ein, so erhält man unter Beachtung der Orthonorma-





..(_ s ., .„ =; LL 
.,l 1-=-0 -j 11-=0 .... "J 





- "1.0 -e, 
D . · I •II • 
.(. .(. ';) d 
,....._. „ o e 
+ D. •I .,, • 
.... .(. 1 -:J 
[ 
... ' .e. e' 
EJ .,(, I ·;i'' -t 
,-...J "1. ...... ' 
D 
. ·' 
.(. .(. - -1 .// . 1 d 
]. 
- „ 1-t' .e._ 
D . . , .,, . 
.... -«. 1 J 
'1.' e' 
y ·I ,/ 
<. J 
( ~ = o, ... , I< j /Yl"" o, .„ ,N .e. = A 1 „., L i = o, „., 2.F) 
D ~ -«.'. i"·i 
D 
. ·I ·11 
.(. ~ ' 1 
(E.}. 'f ~ · (E.} · lf 
0 
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c) Abwärtsstreuung 
Für den in 4. beschriebenen Spezialfall vereinfacht sich das System (6.6). 
) 9 
Setzt man für 1 = l, •. ,L 
y l ::: ( y: ~·.e. j ,,.,, =- o, .... , N j .i = °'„„, I<. j --i - o, .„. 1 2F), 
dann hat das System (6.6) die Gestalt 
(6."8) ( -f == A, . „.1 L ) 
wobei b 1 und A11 , (N + 1) >< (K + 1) >< (2F + 1) reihige Vektoren bzw. Matrizen 
sind. 
Auf das Gleichungssystem (6.8) kann das Iterationsverfahren (4.5) angewen-
det werden: 
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-nn' .-nn' Der Integrand der Ll ii, (E) und ~ ii 1 (E) von (6.3) ist wegen der Singulari-
tät in K1,K2 (vgl. (2.13.b)) für gerades n' und für i ~ i' singulär, sonst 
stetig. In den singulären Fällen erhält man durch Vertauschung der Integra-
tionsreihenfolge und anschließende partielle Integration ebenfalls nichtsin-
guläre Integrale. 
- ,.V Somit lassen sich also die D und D (vgl. (6.7)), aus denen sich die Koeffi-
zienten des Gleichungssystems (6.6) berechnen, als 3-fache Integrale über 
(r,JA-,E) mit stetigem Integranden darstellen. 
Für den Spezialfall 6.(c} wurde hiernach ein FORTRAN-Programm für die IBM 
/360-75 angefertigt (vgl. hierzu [ 7]). Die 3-fach-Integrale wurden hierbei 
nach der Trapez- bzw. Simpsonregel berechnet. Das lineare Gleichungssystem 
(6.6) wird mittels des Iterationsverfahrens (6.9) gelBst. Ferner wird die 
Konvergenz des Iterationsverfahrens mit Hilfe des hinreichenden Konvergenz-
kri teriums (3.3) ilberprilft. 
Das Programm wurde für maximal 572-reihige Matrizen A11 , (vgl. (6.8)) und 
L = 25 Energiegruppen angefertigt. 
Es wurden einige Beispiele gerechnet, deren Ergebnisse mit den physikalisch 
zu erwartenden Weiten gut Ubereinstinnnten. 
So ergab sich für ein Beispiel mit einer relativen Genauigkeit der Ergebnis-
se von 10-2 eine mittlere Anzahl von 12 Iterationen pro Energiegruppe. In 
diesem Fall benBtigte das Progrannn 100 Minuten. 
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