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Abstract
Let G be a (possibly nonconnected) reductive linear algebraic group over an algebraically closed
field k, and let N ∈ N. The group G acts on GN by simultaneous conjugation. Let H be a reductive
subgroup of G. We prove that if k has nonzero characteristic then the natural map of quotient vari-
eties HN/H →GN/G is a finite morphism. We use methods introduced by Vinberg, who proved
the same result in characteristic zero. As an application, we show that if Γ is a finite group then the
character variety C(Γ,G) of closed conjugacy classes of representations from Γ to G is finite.
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1. Introduction
Let G be a (possibly nonconnected) reductive algebraic group over an algebraically
closed field k, and let N ∈N. The group G acts on GN by simultaneous conjugation, and
we can form the quotient variety GN/G. The geometry of these varieties has been studied
by Richardson [1] and Vinberg [2]. Much effort has gone into the problem of determining
the ring of conjugation-invariant regular functions on GN [3,4].
Now let H be a (possibly nonconnected) reductive subgroup of G. The inclusion of HN
in GN gives rise to a morphism ψGH :H
N/H →GN/G. We prove the following theorem.
Theorem 1.1. The morphism ψGH is finite.
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more is known, to arbitraryG. For example, let Γ = {γ1, . . . , γN } be a finite group. We may
regard the set R(Γ,G) of representations (i.e., homomorphisms) from Γ to G as a closed
G-stable subvariety of GN via the embedding ρ → (ρ(γ1), . . . , ρ(γN)). Theorem 1.1
implies the following result (see Section 15 for details).
Theorem 1.2. There are only finitely many closed conjugacy classes of representations
from Γ to G.
Theorem 1.2 is a generalisation of the fact that there are only finitely many isomorphism
classes of semisimple n-dimensional Γ -modules. It is not true even for G = GLn(k)
that R(Γ,G) is a finite union of conjugacy classes of representations; thus for given N ,
there may exist infinitely many conjugacy classes of subgroups of G with cardinality N .
However, for arbitraryG, the number of conjugacy classes of strongly reductive subgroups
with cardinality N is finite (we define strong reductivity in Section 6).
Vinberg [2, Theorem 1] proved Theorem 1.1 in the case when k has characteristic zero.
His motivation was to study the ring SN(G) of conjugation-invariant regular functions
on GN: that is, the coordinate ring of the character variety GN/G. Suppose that we are
given an embedding of G as a closed subgroup of some SLn(k). Given a word w in letters
γ1, . . . , γN , define Trw :GN → k by
Trw
(
(g1, . . . , gN)
)= Tr(w(g1, . . . , gn)),
where Tr denotes trace. Let TN(G) be the k-subalgebra of SN(G) generated by the Trw .
It follows from the theorem of Procesi and Sibirskii on invariants of N -tuples of n × n
matrices (see [3, Theorem 1.3] for example) that TN(SLn(k))= SN(SLn(k)). In particular,
TN(SLn(k)) is finitely generated as a k-algebra. (However, the subring generated by the
Trw need not be finitely generated as a Z-algebra [5, Theorem 1].) Vinberg used Theo-
rem 1.1 to prove that SN(G) is a finite module over TN(G); in many cases, SN(G) is the
normalisation of TN(G).
On the other hand, if k has characteristic p > 0 then it is not enough to consider the
functions Trw alone (there are not enough algebraically independent Trw; note that Trwp =
(Trw)p). Given a conjugation-invariant regular function f on G, define fw ∈ SN(G) anal-
ogously to Trw above. Let CN(G) be the k-subalgebra of SN(G) generated by the fw .
This definition is intrinsic to G in that there is no need to choose an embedding in SLn(k).
Donkin [4, Theorem 1] used tilting modules to prove a conjecture of Procesi [3, Introduc-
tion] giving the ring of invariants of N -tuples of n × n matrices in characteristic p. His
theorem has the following corollary.
Theorem 1.3. CN(GLn(k)) = SN(GLn(k)). In particular, CN(GLn(k)) is a finitely
generated k-algebra.
(In characteristic zero we can be more explicit: it follows easily from the theorem
of Procesi and Sibirskii that SN(GLn(k)) is generated by (1/det)γ1, . . . , (1/det)γN —
where det denotes determinant—together with all of the Trw .) The second assertion in
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a reductive group on an affine variety is a finitely generated k-algebra.
We use Theorems 1.1 and 1.3 to prove the following result (see Section 14).
Theorem 1.4. The ring of invariants SN(G) is a finite module over CN(G). Moreover,
CN(G) is finitely generated as a k-algebra.
Our proof of Theorem 1.1 in arbitrary characteristic follows Vinberg’s closely. The key
idea is to show that ψGH is well-behaved off a proper closed subset C of H
N/H , then to
prove that C consists of conjugacy classes of N -tuples lying in LN for some proper re-
ductive subgroup L of H (see Lemma 12.2). However, in characteristic p there are extra
problems to overcome and some new techniques are required.
An important step is to replace the notion of a reductive subgroup of G by that of a
strongly reductive subgroup of G. Strong reductivity of a subgroup depends not only on
the subgroup itself, but on the way in which it is embedded in G. Strong reductivity was
defined by Richardson [1, Definition 16.1], who showed that this was precisely the concept
needed to describe the closed conjugacy classes of N -tuples in GN . In characteristic
zero, reductivity and strong reductivity are equivalent. However, in characteristic p > 0,
strong reductivity is a more natural idea than reductivity for our purposes. For example,
we prove that the set of conjugacy classes of strongly reductive subgroups of G is
unchanged under an algebraically closed extension of the ground field (Proposition 10.2
and Theorem 10.3).
In characteristic zero we have the following result due to Richardson [2, Proposition 3]:
for any h ∈HN , the G-conjugacy class of h meets HN in a finite union of H -conjugacy
classes. This simplifies the proof of Theorem 1.1 in several ways; Vinberg’s results
[2, Proposition 10, Corollaries 3a and 3b] follow as corollaries. In characteristic p,
our analogous results (Theorem 10.3, Lemmas 13.1 and 6.8) require considerably more
work.
This paper is set out as follows. In Sections 2–4 we cover some preliminary material on
reductive groups, geometric invariant theory and rationality. We discuss strong reductivity
and the varieties GN , GN/G in Sections 5–10. Sections 11–13 contain the proof of
Theorem 1.1, and in Sections 14 and 15 we consider some consequences of the theorem.
2. Preliminaries
The symbol N denotes a positive integer. All varieties, including algebraic groups,
are affine varieties over an algebraically closed field k. We shall assume that k has
characteristic p > 0 unless otherwise indicated. Most of the results below hold in
characteristic zero as well; many were proved by Vinberg [2]. The multiplicative group
of k is denoted by k∗. We denote the field with q elements by Fq and the algebraic closure
of Fp by Fp.
If H is an algebraic group then we write H 0 for the identity component of H , RuH
for the unipotent radical of H , [H,H ] for the commutator subgroup of H and κ(H)
for the number of connected components of H . For h ∈ H , we define Inth :H → H by
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of H and X(H) for the set of characters of H , and we denote the natural pairing of a one-
parameter subgroup λ of H with a character α of H by 〈λ,α〉.
Given a group Γ and a subset S of Γ , we denote by ZΓ (S) and NΓ (S) the centraliser
and normaliser, respectively, of S in Γ . We write Z(Γ ) for the centre of Γ . We define FN
to be the free group on generators γ1, . . . , γN . All group actions are left actions unless
otherwise indicated; nevertheless, we write X/H rather than H\X for the quotient of
X by the action of H . An action of an algebraic group on a variety is understood to be
a morphism of varieties.
We considerN -tuples of elements of a nonconnected group. Even if one is primarily in-
terested in connected groups, important subgroups of a connected group, such as centralis-
ers or normalisers of subgroups, are often nonconnected. Following [6], we allow reduc-
tive groups to be nonconnected. The reader is warned that many authors require reductive
groups to be connected [1,7–9]. Below, a reductive subgroup or linearly reductive subgroup
or strongly reductive subgroup of an algebraic group is understood to be closed. The sym-
bol G denotes a reductive algebraic group. If G is connected then we denote by Ψ (G,T )
the root datum of G with respect to a maximal torus T (see [9] for material on root data).
Lemma 2.1. Let T ⊂G be a torus such that T is normal in G. Then there exists a subtorus
S of Z(G0)0 such that S is normal in G, S ∩ T is finite and ST = Z(G0)0.
Proof. Let M = Z(G0)0 and let Γ = G/G0. Since NG0(T )/ZG0(T ) is finite, T is a
subtorus of M . The finite group Γ acts on the Q-vector space V = X(M)⊗ZQ. Let V1 be
the Γ -invariant subspace spanned by the characters of M that vanish on T . By a standard
argument, V admits a Γ -invariant positive definite symmetric bilinear form, so we may
choose a Γ -invariant subspace V2 that is complementary to V1. Define S to be the identity
component of the intersection of the kernels of all of the characters in V2 ∩ X(M). It is
straightforward to check that S has the required properties. ✷
We use the previous lemma to extend a result of Vinberg [2, Lemma 10] to nonzero
characteristic.
Lemma 2.2.
dimG= dim [G,G] + dim Z(G). (2.1)
Proof. First we show that Z(G)0[G,G]0 = G0. Let T = ([G,G]0 ∩ Z(G0))0. Choose
a subtorus S of Z(G0)0 as in Lemma 2.1. It is simple to check that S ⊂ Z(G)0. Since
ST = Z(G0)0, we are done.
Now we show that [G,G]0 ∩ Z(G)0 is finite. Because the connected semisimple group
[G0,G0] has finite centre, we may replace G by G/[G0,G0], so without loss of generality
we shall assume that G0 is a torus. Let T = Z(G)0. Choose a subtorus S of G0 as in
Lemma 2.1. Lemma A of [8, Section 17.1] implies that [G,G]0 = [G,G0]. Since G0 = ST
and S is normal in G, [G,G0] is a subset of S; so [G,G0] ∩ T is finite.
Eq. (2.1) now follows immediately. ✷
B.M.S. Martin / Journal of Algebra 262 (2003) 265–286 2693. Rationality
From here until the end of Section 8, K denotes an arbitrary algebraically closed
extension field of k, and Ω denotes an arbitrary algebraically closed subfield of k. We
shall consider extension of the ground field from k to K and restriction from k to Ω .
The theory of rationality properties of algebraic varieties and groups is very complicated;
however, we are only interested in the case of algebraically closed fields, where matters
are much simpler. Below we give some definitions and results suitable for our restricted
setting. Fuller explanations in more generality may be found in [7,9].
Let X be an affine variety with coordinate ring R. We define X(K) to be the affine vari-
ety over K with coordinate ring R⊗k K . We may identify X with a dense subset of X(K),
namely {x ∈ X(K) | f (x) ∈ k for all f ∈ R}, and the subspace topology on X coincides
with the Zariski topology. In particular, X and X(K) have the same number of irreducible
components. If Z is a closed subvariety of X then we may identify Z(K) with the closure
of Z in X(K). A closed subvariety W of X(K) has this form if and only if W is the set
of common zeroes of some collection of functions in R. A morphism φ :X→ Y of affine
varieties gives rise to a morphism φ(K) :X(K)→ Y (K) such that φ(K)|X = φ.
Now suppose that there exists an Ω-subalgebra S of R such that R ∼= S ⊗Ω k. We say
thatX is defined overΩ , and we call S anΩ-structure on X. TheΩ-algebra S corresponds
to an affine variety XΩ ; we have XΩ(k)∼=X, so we may regard XΩ as a subset of X. For
example, X(K) is defined over k, with canonical k-structure R, and X(K)k =X.
Let H be a linear algebraic group. The variety H(K) has the structure of a linear
algebraic group over K such that the group operations on H(K) are extensions of those
on H . For example, GLn(k)(K) = GLn(K). We have κ(H) = κ(H(K)) and H(K)0 ∼=
H 0(K). For any closed subgroup S of H we have ZH(K)(S)= ZH(K)(S(K))= ZH (S)(K)
and NH(K)(S) = NH(K)(S(K)) = NH(S)(K). If T is a maximal torus of H then T (K)
is a maximal torus of H(K). Any automorphism of T (K) stabilises T . Moreover, H is
reductive if and only if H(K) is. If H is connected and reductive then the root datum
Ψ (H(K),T (K)) is canonically isomorphic to the root datum Ψ (H,T ).
We say that a linear algebraic group H is defined over Ω if H is defined over Ω as a
variety and HΩ is a subgroup of H . In this case, HΩ is a linear algebraic group over Ω
and HΩ(k)=H . For example, H(K) is defined over k in the obvious way.
Lemma 3.1. If T is a maximal torus of G then NG(K)(G) ∩ NG(K)(T (K)) meets every
component of G(K).
Proof. Let h ∈ NG(K)(T (K)). Then h normalises T , so h gives rise to an automorphism
of Ψ (G,T ). By the Isomorphism Theorem [9, Theorem 9.6.2], there is an isomorphism φ
of G that stabilises T and induces the same automorphism of Ψ (G,T ). Then φ(K) and
Inth both give the same automorphism of Ψ (G(K),T (K)). By the Isomorphism Theorem,
there exists t ∈ T (K) such that Intht = φ(K). Then ht normalises G. Since NG(K)(T (K))
meets every component of G(K), we are done. ✷
Proposition 3.2. The reductive group G is defined over Ω .
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Existence Theorem [9, Theorem 10.1.1], there exists a connected reductive group H over
Ω with maximal torus S such that Ψ (H,S) ∼= Ψ (G,T ). Then Ψ (H(k), S(k)) is also
isomorphic to Ψ (G,T ). By the Isomorphism Theorem, we have H(k)∼=G, and the result
follows.
Now let G be arbitrary. Choose an Ω-structure on G0 and set H = (G0)Ω . Let S be a
maximal torus of H and let T = S(k), a maximal torus of G0. Let L= NG(H) ∩ NG(T )
and let M = L ∩ T . Then L is a finite extension of M . We show that there exists a
finite subgroup ∆ of L such that ∆ meets every coset in L/M . By the argument of [2,
Proposition 7], it is enough to show that for any n ∈N and any a ∈M , the equation xn = a
has a solution in M . So let a,n be as above. By the Isomorphism Theorem, there exists y ∈
TΩ such that the restrictions of Inty and Inta to H are equal. It follows that the restrictions
of Inty and Inta to G0 are equal, so there exists z ∈ Z(G0) such that a = zy . Choose t ∈ TΩ
and c ∈ Z(G0) such that tn = y and cn = z. Setting x = ct gives xn = a, as required.
Let Q be the group generated by H ∪∆; then Q is a finite extension of H . Lemma 3.1
implies that for every component G1 of G, there exists s ∈ ∆ such that G1 contains
the coset sH ∈ Q/H . We now show that this coset is unique. It suffices to prove that
∆∩G0 ⊂H . So let s ∈∆∩G0 and let r be the order of s. Since the Weyl groupsW(G0, T )
and W((G0)Ω,TΩ) are canonically isomorphic, we can find t ∈ T and h ∈ NH (TΩ) such
that ts = h. Then we have
tr = (hs−1)r = h(s−1hs)(s−2hs2) · · · (s1−rhsr−1)s−r
= h(s−1hs)(s−2hs2) · · · (s1−rhsr−1) ∈H ;
whence tr ∈H ∩ T = TΩ . But Ω is algebraically closed, so t ∈ TΩ and s ∈H .
We may therefore use left multiplication by elements of ∆ to translate the Ω-structure
on G0 to every component of G. It is easily checked that this gives an Ω-structure on G
and that GΩ =Q is a subgroup of G, as required. ✷
Notation 3.3. We have just seen that the reductive groupG is defined over Fp. Assume that
we have chosen an embedding (fixed but arbitrary) of G
Fp
in some GLn(Fp). For r ∈ N,
set G(r)=G
Fp
∩GLn(Fpr!). Then
⋃
r∈NG(r)=GFp , so
⋃
r∈NG(r) is dense in G.
4. Geometric invariant theory
A good introduction to geometric invariant theory may be found in [6,10]; we recall
a few relevant facts here. Let X be an affine variety on which G acts, and let R be the
coordinate ring of X. We write [x]G for the G-orbit of x ∈X and Gx for the stabiliser of x .
The group G acts on R and the subring RG of invariants is a finitely generated k-algebra.
The quotient variety X/G is defined to be the affine variety with coordinate ring RG. The
inclusion RG ⊂ R gives rise to a surjective morphism from X to X/G; we denote this
morphism by π or πG or πX. If G is finite then π is a finite morphism [10, Lemma 3.1(c)].
The quotient X/G is normal if X is [10, 2.1.9]. If Y is another G-variety and φ :X→ Y
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πY ◦ φ = φ ◦ πX . In the special case when Y is a closed G-stable subvariety of X and φ is
inclusion, φ is finite and injective.
Points in X/G correspond bijectively to closed G-orbits in X. Let y ∈X such that [y]G
is closed. Given x ∈ X, we have πG(x) = πG(y) if and only if y belongs to the closure
of [x]G. According to the Hilbert–Mumford Theorem (see [11, Corollary 4.3]; the gen-
eralisation to nonconnected G is immediate), this is the case if and only if there exists
a one-parameter subgroup λ ∈ Y(G) such that limt→0 λ(t).x ∈ [y]G.
Let X be an affine G-variety. Then X(K) is an affine G(K)-variety, X(K)/G(K) is
isomorphic to (X/G)(K) in such a way that πG(K) corresponds to πG(K). If x ∈X then
G(K)x =Gx(K), so dimk [x]G = dimK [x]G(K).
Lemma 4.1. Let X be an affine G-variety and let x ∈X. Then [x]G is closed if and only
if [x]G(K) is closed.
Proof. There exists a unique closed G(K)-orbit O contained in the closure of [x]G(K).
By the Hilbert–Mumford Theorem, there exists y ∈ O and λ ∈ Y(G) such that
limt→0 λ(t).x = y. If [x]G is closed then y ∈ [x]G, whence [x]G(K) =O is closed. Con-
versely, suppose that [x]G(K) is closed. Pick z ∈X such that [z]G is closed and is contained
in the closure (in X) of [x]G. Then both x and z belong to O , so dimk [x]G = dimk [z]G,
which implies that [x]G = [z]G. Thus [x]G is closed, and we are done. ✷
We recall the definition of a stable point for a G-variety [1, 1.4].
Definition 4.2. Let X be an affine G-variety and let x ∈ X. Define Z =⋂y∈XGy . We
say that x is stable if [x]G is closed and dimGx = dimZ. Define Xs to be the set of stable
points of X.
The set Xs is open (though possibly empty) and invariant under the G-action. If Xs = ∅
then the G-action is stable in the sense of [2, Section 8]; we then have
dimπG(Xi)= dimXi − dimZ (4.1)
for any irreducible component Xi of X. If x1, x2 ∈ Xs such that πG(x1) = πG(x2), then
[x1]G = [x2]G.
5. Generalised parabolic subgroups
Following Richardson [1, Section 2], we extend the notion of parabolic subgroup to
nonconnected reductive groups.
Definition 5.1. Let λ ∈ Y(G). Define Pλ ⊂G by
Pλ =
{
g ∈G ∣∣ lim λ(x).g is defined}.x→0
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Uλ = {g ∈ Pλ | cλ(g)= 1}. If we need to emphasise the reductive group then we shall write
Pλ(G), and so on. For reasons that will become clear below, we call a subgroup P of the
form Pλ a generalised parabolic subgroup of G.
Proposition 5.2. Let λ ∈ Y(G).
(a) The subsets Pλ, Lλ and Uλ are closed subgroups of G, and cλ is a homomorphism
of algebraic groups. Moreover, Lλ is the set of fixed points of cλ—in particular,
Lλ ⊂ Pλ—and Lλ = ZG(λ(k∗)).
(b) We have P 0λ = Pλ ∩G0 = Pλ(G0), and this is a parabolic subgroup of G0. Likewise
L0λ = Lλ∩G0 = Lλ(G0), and this is a Levi subgroup of P 0λ . Any pair (P,L), where P
is a parabolic subgroup of G0 and L is a Levi subgroup of P , is of the form (P 0µ,L0µ)
for some µ ∈ Y(G).
(c) Uλ = RuPλ.
(d) Pλ is the semidirect product of Lλ and Uλ (that is, Lλ is a Levi subgroup of Pλ); in
particular, Lλ is reductive and Lλ meets every component of Pλ.
(e) There exist only finitely many conjugacy classes of generalised parabolic subgroups
of G.
(f) A generalised parabolic subgroup Pλ is proper if and only if λ(k∗) ⊂ Z(G).
Proof. Let α be a closed embedding of G in some GLn(k). The proposition holds for
connected reductive groups (see [9, Proposition 8.4.5], for example); in particular, it
holds for GLn(k). We have Pλ = G ∩ Pλ(GLn(k)), Lλ = G ∩ Lλ(GLn(k)) and Uλ =
G∩Uλ(GLn(k)), from which (a) follows. The proposition also holds for G0, which implies
(b), (c) and (e); and (d) now follows. Since G is reductive, Pλ =G if and only if Lλ =G;
and (f) now follows easily from the last part of (a). ✷
Remark 5.3. If P is a generalised parabolic subgroup ofG then P 0 is a parabolic subgroup
of G0, but the converse is not true. For example, let G be connected and let Γ be finite.
Then the only generalised parabolic subgroup of G× Γ that contains G is G× Γ .
Part (b) of the following result shows that a key property of parabolic subgroups carries
over to the nonconnected case.
Proposition 5.4. (a) Let P be a parabolic subgroup of G0. Then NG(P) is a generalised
parabolic subgroup of G.
(b) Let U be a closed unipotent subgroup of G such that U ∩G0 is nontrivial. Then
there exists a proper generalised parabolic subgroup Q of G such that NG(U)⊂Q.
Proof. (a) We can write P = Pλ(G0) for some λ ∈ Y(G). Choose a maximal torus T
of P such that λ(k∗) ⊂ T . Let Γ = NNG(P )(T )/T and let µ =
∑
γ∈Γ γ.λ ∈ Y(T ). It is
straightforward to check that NG(P)= Pµ (compare the proof of [1, Proposition 2.4]).
(b) By a construction of Borel–Tits [12, Corollaire 3.9], there is a proper parabolic
subgroupP ofG0 such that NG0(U ∩G0)⊂ P and any automorphism of G0 that stabilises
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from part (a). ✷
6. Strongly reductive subgroups
In this section,H denotes a closed subgroup ofG. The motivation for the next definition
comes from Proposition 8.3 below.
Definition 6.1. Let H be a closed subgroup of G. We say that H is a stable subgroup of G,
or that H is stable in G, if H is not contained in any proper generalised parabolic subgroup
of G.
It is clear that if H is stable in G then so is gHg−1 for any g ∈G.
Lemma 6.2. Assume H is stable in G. Then H is reductive and ZG(H)0 = Z(G)0.
Proof. Any connected unipotent subgroup of ZG(H)0 is trivial by Proposition 5.4(b),
and likewise RuH is trivial. Thus H is reductive and ZG(H)0 is a torus. Part (f) of
Proposition 5.2 implies that this torus must coincide with Z(G)0, as required. ✷
Observation 6.3. If H is stable in G and L is a closed subgroup of G such that H ⊂ L,
then clearly L is also stable in G, so L is reductive by Lemma 6.2. It is then immediate
that H is stable in L.
Richardson’s definition [1, Definition 16.1] of strong reductivity goes over easily to
nonconnected reductive groups.
Definition 6.4. Let S be a maximal torus of ZG(H). We say that H is a strongly reductive
subgroup of G, or that H is strongly reductive in G, if H is stable in ZG(S). (Note that
the centraliser of a torus in a reductive group is reductive, by a standard result. Moreover,
stability of H in ZG(S) is independent of the choice of S, since all maximal tori in an
algebraic group are conjugate.)
If H is strongly reductive in G then H is reductive, by Lemma 6.2.
Example 6.5. (a) If H is stable in G then H is strongly reductive in G, by Lemma 6.2.
(b) Assume that G= GLn(k) for some n, and let α be the inclusion of H in G. Then H
is strongly reductive in G if and only if α is a completely reducible rational representation
of H [1, Lemma 16.2]. It follows easily that H is stable in G if and only if α is irreducible.
The next result, combined with Lemma 6.2, tells us that if the characteristic is zero,
then H is strongly reductive in G if and only if H is reductive.
Proposition 6.6. Assume that H is linearly reductive. Then H is strongly reductive in G.
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that whenever H is contained in Pλ(L) for some λ ∈ Y(L), then there exists g ∈ Pλ(L)
such that gHg−1 ⊂ Lλ(L). This follows from the proof of [13, Chapter VIII, Proposi-
tion 4.2]. ✷
In characteristic p, however, there are plenty of examples of reductive subgroups of G
that are not strongly reductive in G (see [1, Section 16]). Strong reductivity depends not
only onH , but also on the embedding ofH inG. We can always obtain a strongly reductive
subgroup of G from a given closed subgroup H in the following way.
Proposition 6.7. Let λ ∈ Y(G) such that Pλ is minimal amongst the generalised parabolic
subgroups containing H . Then cλ(H) is strongly reductive in G.
Proof. Let H ′ = cλ(H). Choose a maximal torus S of ZG(H ′) such that S ⊃ λ(k∗); then
ZG(S) ⊂ ZG(λ(k∗)) = Lλ. Suppose that H ′ is not stable in ZG(H ′). Then there exists
µ ∈ Y(ZG(S)) such that
H ′ ⊂ Pµ
(
ZG(S)
)
and µ is not central in ZG(S). (∗)
Choose a maximal torus T of ZG(S) such that T ⊃ µ(k∗). Let m ∈ N and set µm =
mλ + µ ∈ Y(T ). Then (∗) holds with µ replaced by µm. It suffices to show that Pµm
is properly contained in Pλ for sufficiently large m: for then Uλ ⊂ Uµm and we have
H ⊂H ′.Uλ ⊂ Pµm.Uµm = Pµm , contradicting the minimality of Pλ.
Let Φ be the set of roots of G with respect to T (note that T is a maximal torus of G).
Given α ∈ Φ , α is a root of P 0λ if and only if 〈λ,α〉  0, and likewise for P 0µm . But for
sufficiently large m, 〈µm,α〉 0 implies that 〈λ,α〉  0; and it follows that P 0µm ⊂ P 0λ for
large m. By a similar argument, L0µm ⊂ L0λ for large m.
Let g ∈ Lµm . We show that g ∈ Lλ. Since maximal tori in L0µm are conjugate, we may
assume that g normalises T . We have g.(mλ + µ) = mλ + µ, whence m(g.λ − λ) =
µ − g.µ. Since Y(T ) is a finite-rank free Z-module and NG(T )/ZG(T ) is finite, the
latter equation implies that g.λ = λ if m is sufficiently large. Thus g ∈ Lλ and we have
Pµm ⊂ Pλ. Finally, this inclusion is proper because Pµm(ZG(S)) is properly contained in
ZG(S). ✷
We finish with a result that is well known when the groups concerned are connected.
For nonconnected groups the proof is more difficult.
Lemma 6.8. Assume that H is reductive. Then NG(H)/HZG(H) is finite.
Proof. We assume that H is strongly reductive in G; the proof in full generality is given
at the end of Section 13. Choose a maximal torus S of ZG(H) and let L = ZG(S).
Since maximal tori in ZG(H)0 are conjugate, we have NG(H)0 = NL(H)0ZG(H)0. If
NL(H)0 = H 0Z(L)0 then NG(H)0 = H 0ZG(H)0, so without loss of generality we may
assume thatH is stable inG. By Observation 6.3, it is enough to prove thatG0 =H 0Z(G)0
under the extra hypothesis that H is normal in G.
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is also stable in G, so HU is reductive by Lemma 6.2. This implies that the connected
unipotent group HU/H is trivial, whence U ⊂ H . A connected semisimple group is
generated by closed connected unipotent subgroups, so the commutator groups [G0,G0]
and [H 0,H 0] are equal.
Now let T = Z(H 0)0, a normal subgroup of G. Choose a subtorus S of Z(G0)0 as in
Lemma 2.1. Let h ∈ H . Since S is connected and S,H are normal in G, the morphism
s → shs−1h−1 maps S into (S ∩H)0. But (S ∩H)0 ⊂ (S ∩ T )0 = 1, so S centralises H .
This implies that S ⊂ Z(G)0, by Lemma 6.2, and the result follows. ✷
7. The varieties GN and GN/G
We look more closely at the varieties GN and GN/G. The action of G on GN is defined
by g.(g1, . . . , gN) = (gg1g−1, . . . , ggNg−1), and we call the orbits conjugacy classes.
The irreducible components of GN are the subsets G1 × · · · × GN , where the Gi are
components of G (not necessarily distinct), and GN is smooth. Since extension of the
ground field is well-behaved with respect to products, GN(K)∼=G(K)N .
Let H be a reductive subgroup of G. The morphism ψGH :HN/H → GN/G is given
by ψGH (πH (h))= πG(h) for h ∈HN . If we wish to emphasise N , we shall write ψGH (N)
instead of ψGH . We have ψ
G
H (K)=ψG(K)H(K).
We define HN/G to be the closure in GN/G of ψGH (HN/H). Later (Corollary 13.2)
we shall see that HN/G=ψGH (HN/H); however, we do not know a priori that this is so,
which complicates matters (see the proof of Lemma 12.2).
8. Representation varieties and character varieties
It is useful to formulate our results in the language of representation varieties and
character varieties. We give a brief review of representation varieties; see [14] for a more
detailed account. The basic definitions and results generalise immediately to the case of
representations into nonconnected reductive groups.
Let F be a finitely generated group. We call the set R(F,G) of representations (i.e.,
group homomorphisms) from F to G the representation variety of F into G. We have
R(F,G(K)) ∼= R(F,G)(K). The group G acts on R(F,G) by conjugation: for g ∈ G
and ρ ∈ R(F,G), we define (g.ρ)(γ ) = gρ(γ )g−1. The orbits [ρ]G are called conjugacy
classes. The quotient variety C(F,G)= R(F,G)/G is called the character variety or con-
jugacy class variety. Let SF (G) be the ring of invariant regular functions on R(F,G).
Given γ ∈ F and a conjugation-invariant regular function f onG, define fγ : R(F,G)→ k
by fγ (ρ) = f (ρ(γ )). Let CF (G) be the k-subalgebra of SF (G) generated by the fγ . If
G = GLn(k) then we have Trγ (ρ) = χρ(γ ), where χρ is the character of the representa-
tion ρ.
As a special case, suppose that F is the free group FN on generators γ1, . . . , γN . Then
R(F,G) is canonically isomorphic to GN , identifying ρ with the N -tuple (ρ(γ1), . . . ,
ρ(γN)). The conjugation action of G on R(F,G) coincides with the G-action on GN
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CF (G).
Let ρ ∈ R(F,G). We write G(ρ) for the closure of the subgroup generated by ρ(F ). In
the special case F = FN , when ρ corresponds to an N -tuple g = (g1, . . . , gN), we write
G(g) instead of G(ρ).
Representation varieties and character varieties behave functorially under change of
groups, in the following sense. First consider a homomorphism Φ :H → G of reductive
groups. We have a morphism Φ# : R(F,H)→ R(F,G) given by Φ#(ρ)=Φ ◦ ρ, and this
descends to a morphismΦ# : C(F,H)→ C(F,G). Let α be the dual morphism to Φ#; then
α(fγ )= (f ◦Φ)γ for all f and γ , so
α
(CF (G))⊂ CF (H). (8.1)
If F is free on N generators and Φ is an inclusion then, under the identification described
above, Φ# is just ψGH :HN/H →GN/G.
The following result is an easy generalisation of [15, Lemma 5.3], to nonconnected
groups.
Proposition 8.1. Let Φ :H →G be a surjective homomorphism of reductive groups with
finite kernel. Then Φ# and Φ# are finite.
Now let φ :F ′ → F be a homomorphism of finitely generated groups. We have
a morphism φ# : R(F,G) → R(F ′,G) given by φ#(ρ) = ρ ◦ φ, and this descends to
a morphism φ# : C(F,G)→ C(F ′,G). If φ is a surjection then φ# is a closed embedding,
whence φ# is finite and injective. Since any finitely generated group is a quotient of a
free group on finitely many generators, we work with GN (that is, with R(FN ,G)) rather
than with representation varieties of arbitrary finitely generated groups. For example, using
the fact that φ# is finite, we have the following corollary to Theorem 1.1 (compare [2,
Section 16, Corollary 2]).
Corollary 8.2. Let Φ be the inclusion of a reductive subgroup H into G. Then
Φ# : C(F,H)→ C(F,G) is finite.
See also Theorem 14.1.
Richardson [1] introduced the notion of strongly reductive subgroups in order to
characterise closed conjugacy classes. We state his results below. His proofs generalise
to the case of nonconnected G with obvious modifications (note that [1, 16.5], holds for
nonconnected G if we assume that the subgroup S referred to there is contained in G0).
Proposition 8.3 [1, Theorem 16.4 and Proposition 16.7]. Let g ∈GN . Then [g]G is closed
if and only if G(g) is strongly reductive in G, and g is a stable point for the G-action in
the sense of Definition 4.2 if and only if G(g) is a stable subgroup of G.
Corollary 8.4. The set of stable N -tuples GNs is open in GN .
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of H implies that ker (cλ|H) = Uλ ∩ H is finite, so dimcλ(H) = dimH . The Hilbert–
Mumford Theorem implies that
ψGH =ψGcλ(H) ◦ (cλ)#, (8.2)
and (cλ)# is finite by Proposition 8.1. We may therefore replace H by cλ(H) when proving
that ψGH is finite, where λ is as in Proposition 6.7 and cλ(H) is strongly reductive in G.
9. Generating N -tuples
We call g = (g1, . . . , gN) ∈GN a generating N -tuple if g1, . . . , gN topologically gen-
erate G; that is, if G(g) = G. By Proposition 8.3, generating N -tuples are stable. The
property of being a generating N -tuple is preserved under conjugation.
If the ground field k either has characteristic zero, or has characteristic p and is
transcendental over Fp , then G admits a generating N -tuple for some N (Lemma 9.2).
Richardson [1] applied this idea to prove results about strongly reductive groups using the
theory of representation varieties, and it is also an important ingredient in Vinberg’s proof
of Theorem 1.1 in characteristic zero. Unfortunately, if k ∼= Fp and dimG > 0 then no
generating N -tuple g exists—for G(g) is contained in G(r) for some r and hence is finite.
One reason for proving the rationality results in Section 9 is to allow us to get around this
problem by extending the ground field (compare the proof of [1, Proposition 16.9]).
Definition 9.1. Define G˜N to be the union of certain connected components of GN , as
follows. Let G1, . . . ,GN be components of G. Then G1 × · · · ×GN ⊂ G˜N if and only
if the images of G1, . . . ,GN in G/G0 generate the whole of G/G0. (This differs from
Vinberg’s definition [2, Section 1].)
Clearly G˜N is nonempty if N  κ(G), any generating N -tuple g belongs to G˜N , and
we have (G˜N)(K) = G˜(K)N for any algebraically closed extension K of k. Moreover,
G˜N is G-invariant, so we may form the quotient G˜N/G. If H is a reductive subgroup of G
then we define H˜N/G to be the closure in GN/G of ψGH (H˜N/H).
Lemma 9.2. Assume that k ∼= Fp and that N  κ(G) + 1. Then the set of generating
N -tuples is dense in G˜N .
Proof. Let C = G1 × · · · × GN be a component of G˜N . By hypothesis on N we may
assume that two of the Gi are equal, say G1 = G2. The isomorphism G2 ×G2 × · · · ×
GN → G0 × G2 × · · · × GN, (g1, g2, . . . , gN) → (g−12 g1, g2, . . . , gN) takes generating
N -tuples to generating N -tuples, so without loss of generality we may assume that
G1 = G0. Choose a maximal torus T of G and set T ′ = {t ∈ T | G(t) = T }. Our
hypothesis on k implies that we may choose x ∈ k such that x is transcendental over Fp.
By the argument of [2, Proposition 1] (replacing distinct primes with pairwise coprime
nonconstant polynomials from Fp[x]), we see that T ′ is dense in T .
Let CT = {g ∈ C | g1 ∈ T }. The G-orbit of CT contains a nonempty open subset of C,
so it suffices to show that the set of generating N -tuples that belong to CT is dense in CT .
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define U = {g ∈ CT | git0g−1i /∈ H1 ∪ · · · ∪Hs for i = 2, . . . ,N}. Then U is open in CT
and, since {gtg−1 | g ∈Gi} generates G0 for any component Gi of G, U is nonempty. Let
U ′ = {g ∈ U | g1 ∈ T ′}. It is simple to check that U ′ consists of generating N -tuples and
that U ′ is dense in CT , so we are done. ✷
Corollary 9.3. Let H be a stable subgroup of G and assume that N  κ(H)+ 1. Then
H˜N ∩GNs is open and dense in H˜N .
Proof. Choose an algebraically closed extensionK of k such thatK ∼= Fp . Then H˜ (K)N ∩
G(K)Ns is open in H(K)N by Corollary 8.4. Since any generating N -tuple is stable,
Lemma 9.2 implies that H˜ (K)N ∩ G(K)Ns meets every component of H˜ (K)N and is
therefore dense. Proposition 5.2(f) implies that G(K)Ns ∩GN ⊂ GNs . Since H˜N is dense
in H˜ (K)N , the result follows. ✷
Now we compute the dimensions of H˜N/H and H˜N/G. For any N we have
dimGN/G dimGN =N dimG.
Lemma 9.4. Assume that N  κ(G) + 1. Then G˜N/G is a normal pure-dimensional
variety of dimension (N − 1)dimG+ dim Z(G).
Proof. The variety G˜N , being smooth, is normal, so G˜N/G is normal. Each component of
G˜N contains a stable N -tuple, by Corollary 9.3, and the dimension formula follows from
Eq. (4.1). ✷
Lemma 9.5. Let H be a reductive subgroup of G and assume that N  κ(H)+ 1. There
is an open dense subset U of H˜N/G such that the fibres of ψGH above U are finite. In
particular, H˜N/G is pure-dimensional and has dimension (N − 1)dimH + dim Z(H).
Proof. First we assume that H is strongly reductive in G. It is enough to prove that for
any irreducible component D of H˜N/G, there exists y ∈D such that (ψGH )−1(y) is finite.
Without loss of generality we may assume that k ∼= Fp. Choose y = πG(h), where h ∈ H˜N
is a generating N -tuple. Let x ∈ H˜N/H such that ψGH (x)= y . We may write x = πH(m),
where m ∈ H˜N and G(m) is strongly reductive in H . Then for some g ∈ G and some
λ ∈ Y(G), we have cλ(m) = g.h, so dimG(m)  dimG(h) = dimH . Since G(m) meets
every component of H , G(m) must equal H . This implies that n.m = h for some n ∈G.
Then n normalises H . But NG(H)/HZG(H) is finite by Lemma 6.8 (recall that H is
strongly reductive in G, by hypothesis), so we are done.
For arbitrary reductive H ⊂ G, choose λ ∈ Y(G) such that M = cλ(H) is strongly
reductive in G (see Proposition 6.7). Since cλ :H →M has finite kernel, we have dimH =
dimM , whence dim Z(H) = dim Z(M) by Eq. (2.1). It is clear that (cλ)#(H˜N/H) ⊂
M˜N/M . Finally, HN/G=MN/G by Eq. (8.2), and the result follows. ✷
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In this section we prove some rationality results concerning strongly reductive
subgroups.
Lemma 10.1. Let H be a stable subgroup of G. There exists a finite subgroup Γ of H
such that Γ is stable in G. Moreover, given an Fp-structure on H , we may choose Γ to be
a subgroup of H(r) for some r .
Proof. Choose N  κ(H) + 1. Consider any Fp-structure on H (recall from Proposi-
tion 3.2 that there exists at least one). Choose an algebraically closed extension K of k
such that K ∼= Fp. There exists a generating N -tuple in H(K)N by Lemma 9.2, so
H(K)N ∩G(K)Ns is nonempty and open in H(K)N . This implies that HN ∩GNs is non-
empty and open in HN . Since HN
Fp
is dense in HN , there exists some h ∈ HN
Fp
∩ GNs .
Then the finite group Γ = G(h) ⊂ H
Fp
is stable in G, and Γ is contained in H(r) for
some r . ✷
Proposition 10.2. Let K be an algebraically closed extension of k and let H be a closed
subgroup of G. Then H is strongly reductive in G if and only if H(K) is strongly reductive
in G(K).
Proof. By the results in Section 3, we may assume that H is reductive. Choose an Fp-
structure on H . Let S be a maximal torus of ZG(H) and let L= ZG(S). Then S(K) is a
maximal torus of ZG(K)(H(K)) and ZG(K)(S(K)) = L(K). We need to prove that H is
stable in L if and only if H(K) is stable in L(K). Since
⋃
r∈NH(r) is dense in both H
and H(K), we have
ZG
(
H(r)
)= ZG(H) (10.1)
and
ZG(K)
(
H(r)
)= ZG(K)(H(K)) (10.2)
for large r , say for r  s.
By Lemma 10.1 and Observation 6.3, it suffices to prove that H(r) is stable in L for
some r  s if and only if H(r) is stable in L(K) for some r  s. By Eqs. (10.1) and (10.2),
we may replace “stable” with “strongly reductive.” Fix r0  s and let i ∈ R(H(r0),G) be
the inclusion of H(r0) into G. By Proposition 8.3, it suffices to show that [i]L is closed if
and only if [i]L(K) is closed. But this follows from Lemma 4.1, so we are done. ✷
The full proof of the following theorem is deferred to Section 15, but we now prove an
important special case which is needed for the proof of Theorem 1.1.
Theorem 10.3. Let K be an algebraically closed extension of k and let M be a strongly
reductive subgroup of G(K). There exists g ∈G(K) and a strongly reductive subgroup H
of G such that gMg−1 =H(K).
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(∗) for any finite group Γ , there are only finitely many closed conjugacy classes of
representations from Γ to G;
that is, we assume that G satisfies Theorem 1.2. (Of course, we have not yet proved
Theorem 1.2, but we do know that (∗) holds for GLn(k) (see Section 1).)
Since G admits an Fp-structure, we may take k to be Fp . Let S be a maximal torus of
ZG(K)(M). Choose an Fp-structure on M . By Lemma 10.1, there exists finite Γ ⊂M(r0)
for some r0 ∈ N such that Γ is stable in ZG(K)(S). Since ⋃r∈NM(r) is dense in M , we
may assume that ZG(K)(M(r1)) = ZG(K)(M) for some r1 ∈ N. It follows that M(r) is
strongly reductive in G(K) for r  s = max{r0, r1}.
Given r  s, let ir ∈ R(M(r),G(K)) be the inclusion of M(r) in G(K). Since M(r) is
strongly reductive in G(K), [ir ]G(K) is closed (Proposition 8.3). Now C(M(r),G) is finite
by hypothesis, so we have
C
(
M(r),G(K)
)= C(M(r),G)(K)= C(M(r),G).
Thus we can find gr ∈ G(K) such that gr .ir ∈ R(M(r),G); that is, such that
grM(r)g
−1
r ⊂G.
Let jr ∈ R(M(s),G) be the restriction of gr .ir to M(s). Now grM(s)g−1r is strongly
reductive in G by Proposition 10.2, since it is strongly reductive in G(K), so [jr ]G
is closed. The finiteness of C(M(s),G) implies that we may choose a subsequence
M(σ(1)),M(σ(2)), . . . such that σ(1)  s and the representations jσ(m) are pairwise
G-conjugate. Multiplying each gσ(m) by some element of G if necessary, we may assume
that the jσ(m) are all equal. But this implies that g−1σ(m)gσ(m′) ∈ ZG(M) for all m,m′ ∈ N,
whence gσ(1)M(σ(1))g−1σ(1) ⊂ gσ(2)M(σ(2))g−1σ(2) ⊂ · · · . Let H be the closure in G of⋃
m∈N gσ(m)M(σ(m))g
−1
σ(m). It is easily verified that H is a subgroup of G and that
gσ(1)Mg
−1
σ(1) = H(K). Finally, H is strongly reductive in G, by Proposition 10.2, which
completes the proof. ✷
Remark 10.4. Theorem 10.3 fails if we replace strong reductivity with the weaker
hypothesis of reductivity. For example, let G= SL2(k), choose x ∈K such that x /∈ k and
let M be the finite subgroup of SL2(K) generated by
(1 1
0 1
)
and
(1 x
0 1
)
. Then M is reductive,
but clearly M is not conjugate in SL2(K) to H(K) for any subgroup H of SL2(k).
11. The action of AutFN
In this section we follow Vinberg’s treatment closely. We show that any nonempty
subset of GN that is invariant under a natural group of symmetries acting on GN has
to be dense, as long as N is sufficiently large.
Let ΓN = AutFN . Then ΓN acts on GN on the right as follows. Given φ ∈ ΓN , set
φ.(g1, . . . , gN)=
(
w1(g1, . . . , gN), . . . ,wN(g1, . . . , gN)
)
,
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language of Section 8, φ acts on R(FN ,G) by φ.ρ = (φ−1)#(ρ). The ΓN -action commutes
with conjugation, so it descends to an action on GN/G. If H is a reductive subgroup of G
then HN is ΓN -stable, so HN/G is ΓN -stable and the ΓN -action commutes with ψGH .
Now let r be a nonnegative integer. We regard GN as a subset of GN+r via the
embedding (g1, . . . , gN) → (g1, . . . , gN ,1, . . . ,1). This embedding is G-equivariant, so
it gives rise to a finite morphism iG(r) from GN/G to GN+r/G. Moreover, G˜N ⊂ G˜N+r .
We regard ΓN as a subgroup of ΓN+r as follows: given φ ∈ AutFN , we extend φ to an
automorphism of FN+r by defining φ to fix γN+1, . . . , γN+r . The maps GN → GN+r
and GN/G → GN+r/G are ΓN -equivariant. If H is a reductive subgroup of G then
ψGH (N + r) ◦ iH (r) = iG(r) ◦ ψGH (N). Finally, if C ⊂ GN/G is closed then we define
QG(r)(C) to be the closure in GN+r /G of the (ΓN+r )-orbit of iG(r)(C). If x ∈GN/G
then we write QG(r)(x) instead of QG(r)({x}). It is simple to prove that if K is an
algebraically closed extension of k then (QG(r)(C))(K)=QG(K)(r)(C(K)).
Lemma 11.1. Assume that k ∼= Fp. Let g ∈ GN be a generating N -tuple and let
r  κ(G)+ 1. Then:
(a) the ΓN+r -orbit of g is dense in G˜N+r ;
(b) QG(r)(πG(g))= G˜N+r/G.
Proof. Part (a) is a consequence of Lemma 9.2, by the argument of [2, Proposition 13].
Part (b) follows immediately. ✷
12. The main lemma
Lemma 12.1. Assume that k ∼= Fp. Let H be a strongly reductive subgroup of G. Let
g ∈ GN such that πG(g) ∈ H˜N/G and G(g) is strongly reductive in G. Then either
dimG(g) < dimH , or G(g) is G-conjugate to H .
Proof. Let M = G(g). Pick
r max
{
κ(M)+ 1, κ(H)+ 1−N,dim Z(H)+ 2−N}.
By Lemma 11.1, we have M˜N+r/G=QG(r)(πG(g))⊂ H˜N+r/G, whence
dimM  dimH (12.1)
by Lemma 9.5 and our choice of r . Moreover, the set of generating (N + r)-tuples is dense
in H˜N+r (Lemma 9.2), and the analogous statement holds for M˜N+r . Let S be a maximal
torus of ZG(H). The set
U = {h ∈ H˜N+r ∣∣h ∈ ZG(S)N+rs and ZG(G(h))0 = ZG(H)0}
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since the set of orbits of maximal dimension in a G-variety is open.
The argument of [2, Lemma 8], implies that for all sufficiently large s, we have
M˜1
s
/G⊂ H˜1s/G, where M1 = [M,M] and H1 = [H,H ]. We therefore have
dimM1  dimH1 (12.2)
by Lemma 9.5. Now suppose that dimM  dimH . Then
dimM = dimH (12.3)
by Eq. (12.1). Combining Eqs. (12.2), (12.3), and (2.1) gives
dim Z(M) dim Z(H). (12.4)
It follows from Eqs. (12.3), (12.4) and Lemma 9.5 that dimM˜N+r/G= dim H˜N+r/G.
Therefore there exists a nonempty open subsetO of M˜N+r /G such thatO ⊂ψGH (πH (U)).
We may choose a generating (N + r)-tuple m ∈ M˜N+r such that πG(m) ∈ O (note
that we cannot assume a priori that πG(g) ∈ ψGH (H˜N+r/H)). Pick h ∈ U such that
πG(h) = πG(m). Now G(m)=M is strongly reductive in G by hypothesis, and G(h)
is strongly reductive in G by definition of U , so [m]G and [h]G are both closed. It
follows that m and h are G-conjugate. In particular, dimG(h)= dimM  dimH , whence
dimG(h) = dimH . But G(h) meets every component of H , so G(h) = H . We conclude
that M and H are G-conjugate, as required. ✷
Now we come to the main lemma of Vinberg (compare [2, Section 15]).
Lemma 12.2. Assume that k ∼= Fp. Let H be a strongly reductive subgroup of G. Let C
be a nonempty, closed subset of H˜N/G such that for some s  κ(H)+ 1, QG(s)(C) is a
proper subset of H˜N+s/G. Then for some t ∈ N, there exist strongly reductive subgroups
L1, . . . ,Lt of G such that dimLi < dimH for each i , and
C ⊂
⋃
1it
LNi /G.
Proof. For now we prove a special case of the lemma; the general proof will be given
in Section 15 below. We suppose that G satisfies the hypothesis (∗) in the proof of
Theorem 10.3. Let D be an irreducible component of C and let K be the algebraic closure
of the function field of D. Then restriction to D of regular functions on H˜N/G defines
a point
d ∈D(K)⊂ (H˜N/G)(K)= H˜ (K)N/G(K).
Choose an N -tuple m ∈ G(K)N such that πG(K)(m) = d and G(m) is a strongly
reductive subgroup of G(K). By Theorem 10.3 and our hypothesis (∗), there is a strongly
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(LN/G)(K), and we deduce by a straightforward argument that D ⊂ LN/G. To complete
the proof it suffices to show that dimL< dimH .
Suppose that dimL  dimH . Then dimL(K)  dimH(K); so L(K) is G(K)-
conjugate to H(K) by Lemma 12.1. We may therefore assume that L(K) = H(K) and
that m is a generating N -tuple for H(K). By Lemma 11.1 and our hypothesis on s, we
have
QH(K)(s)
(
πH(K)(m)
)= H˜ (K)N+s/H(K),
whence
QG(K)(s)
(
πG(K)(m)
)= H˜ (K)N+s/G(K).
But then
(QG(s)(C))(K)=QG(K)(s)(C(K))= H˜ (K)N+s/G(K),
which implies that QG(s)(C) = H˜N+s/G, a contradiction. We conclude that dimL <
dimH , as required. ✷
13. Proof of Theorem 1.1
Now we prove Theorem 1.1. Let H be a reductive subgroup of G. Since finite
morphisms remain so under restriction of the ground field, we may assume that k ∼= Fp.
Choose an embedding of G in some GLn(k). We have ψGLn(k)H = ψGLn(k)G ◦ ψGH , so it
is enough to prove that ψGLn(k)H is finite. Thus we may assume that hypothesis (∗) of
Theorem 10.3 holds for G. Since the morphism iH (r) is finite for any r , we may assume
that N max{2 dimH + 2, κ(H)+ 1}.
We argue by induction on dimH and κ(H). Clearly the theorem is true if H = 1.
Now fix H = 1 and suppose that the theorem holds for ψGM whenever M is a reductive
subgroup of G such that either dimM < dimH , or dimM = dimH and κ(M) < κ(H).
In particular, if M is a proper subgroup of H and has finite index in H then ψGM is finite.
Since ψGM = ψGH ◦ψHM and ψHM is a surjection onto a union D of components of HN/H ,
the restriction of ψGH to D is finite. We therefore need only prove that the restriction of ψ
G
H
to H˜N/H is finite. Replacing H by cλ(H) for some λ ∈ Y(G) if necessary (see the end of
Section 8), we may assume that H is strongly reductive in G.
Lemma 13.1. Under the assumptions above, the restriction of ψGH to H˜N/H is quasi-finite.
Proof. For r  0, let Cr ⊂ H˜N+r/H be the closure of the set {x ∈ H˜N+r /H |
(ψGH )
−1(ψGH (x)) is infinite}. It is clear that Cr is (ΓN+r )-invariant and QH(r)(C0)⊂ Cr .
Moreover, Cr is a proper subset of H˜N+r /H by Lemma 9.5 (recall that N  κ(H)+ 1).
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for some t , where L1, . . . ,Lt are strongly reductive subgroups of H . But for each i ,
ψGLi is finite by hypothesis, whence ψ
H
Li
is finite since ψGLi = ψGH ◦ ψHLi ; in particular,
ψHLi (L
N
i /L)= LNi /H . It now follows easily that C0 is empty, as required. ✷
The rest of the proof of Theorem 1.1 is very similar to Vinberg’s proof, but we include it
for completeness. Since H˜N/H is normal of pure dimension (Lemma 9.4), we may define
the singular locus SN as in [2, Section 14]. Then SN is a closed ΓN -invariant subset of
H˜N/G and SN is a divisor (possible the empty divisor). One can show that SN is the
complement in H˜N/G of the set of y such that for some open neighbourhood U of y ,
ψGH is a finite morphism from (ψ
G
H )
−1(U) to U . To complete the proof, it is enough to
show that SN = ∅.
Because iH (r) is finite, we have QG(r)(SN) ⊂ SN+r for any r ∈ N. Applying
Lemma 12.2 to the inclusion H ⊂ G, we have SN ⊂⋃1it LNi /G for some t , where
L1, . . . ,Lt are strongly reductive subgroups of G and dimLi < dimH for each i . We
therefore have dimD N(dimH −1) for any irreducible componentD of SN . Lemma 9.5
gives
dim H˜N/H − dimD  (N − 2)dimH −N(dimH − 1)
 N − 2 dimH > 1
(recall that N  2 dimH + 2). But SN is a divisor, so SN = ∅ and we are done.
Corollary 13.2. Let H be a reductive subgroup of G. Then ψGH (HN/H)=HN/G.
Remark 13.3. We may strengthen Lemma 12.2 slightly as follows. Given C ⊂ H˜N/G as
in the lemma, the closed subset (ψGH )−1(C) also satisfies the hypotheses of the lemma,
with respect to the inclusion H ⊂H . We have (ψGH )−1(C)⊂
⋃
1it L
N
i /H for some t ,
where L1, . . . ,Lt are strongly reductive subgroups of H with dimLi < dimH for each i .
By Corollary 13.2 we have C ⊂⋃1it LNi /G. Thus the subgroups Li in the conclusion
of the lemma may be taken to be strongly reductive subgroups of H , rather than strongly
reductive subgroups of G.
We now complete the proof of Lemma 6.8. Let H be a subgroup of G that is reductive
(but not necessarily strongly reductive). We show that NG(H)0 = H 0ZG(H)0. Since the
dimensions of normalisers and centralisers are invariant under extension of the ground
field, we may assume that k ∼= Fp. Choose N  κ(H)+1 and choose a generatingN -tuple
h ∈ HN . Let C = {g.h | g ∈ NG(H)0}. By Theorem 1.1, πH(C) is finite; since C is
connected, πH(C) is therefore a singleton. We have G(g.h) = H for all g ∈ NG(H)0.
In particular, each g.h ∈HNs , so the g.h are all H -conjugate (see the end of Section 4).
The result now follows.
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We now prove the following result, which includes Theorem 1.4 as the special case
F = FN .
Theorem 14.1. Let F be a finitely generated group. The ring of invariants SF (G) is a
finite module over CF (G). Moreover, CF (G) is finitely generated as a k-algebra.
Proof. Choose an embeddingΦ ofG in some GLn(k), and choose an epimorphismφ from
FN to F for some N . The map φ# from C(F,G) to GN/G is finite (see Section 8), so by
Theorem 1.3, we can choose γ1, . . . , γs ∈ F and conjugation-invariant regular functions
f (1), . . . , f (s) on GLn(k) for some s such that SF (GLn(k)) is a finite module over the
k-algebra generated by the f (j)γi . Let R be the image of the latter k-algebra under the dual
morphism corresponding to Φ#. Then SF (G) is a finite module over R, by Corollary 8.2,
and R ⊂ CF (G) ⊂ SF (G) (the first inclusion follows from Eq. (8.1)). It follows that
SF (G) is a finite module over CF (G). Since R is a finitely generated k-algebra, SF (G) is
a Noetherian R-module [16, Chapter X, 1.4]. This implies that the R-submodule CF (G)
is also Noetherian [16, Chapter X, Proposition 1.1]. Then CF (G) is a finite R-module so
CF (G) is a finitely generated k-algebra. This completes the proof. ✷
Remark 14.2. In view of Theorem 14.1, CF (G) is the coordinate ring of some affine variety
X(F,G), and the morphism from C(F,G) to X(F,G) corresponding to the inclusion
of CF (G) in SF (G) is finite. (Note that Vinberg [2] uses X(F,G) to denote instead the
character variety R(F,G)/G.)
15. Representations of finite groups
Let Γ be a finite group. Since the points of C(Γ,G) correspond bijectively to closed
conjugacy classes in R(Γ,G), the geometric meaning of Theorem 1.2 is that C(Γ,G) is
finite. To prove this, we first consider the special case G= GLn(k).
Two n-dimensional linear representations of Γ are isomorphic if and only if they are
conjugate as elements of R(Γ,GLn(k)). A conjugacy class [ρ]GLn(k) is closed if and only
if G(ρ) is strongly reductive in GLn(k). This is so if and only if ρ is completely reducible
(Example 6.5(b)). It is well known that the number of isomorphism classes of completely
reducible n-dimensional representations of a finite group is finite (see [17, Chapter III,
Theorem 2.8], for example). We give a short alternative proof.
By Theorem 14.1, it suffices to show that X(Γ,GLn(k)) is finite. For 0  i  n,
define f (i) : GLn(k)→ k by setting f (i)(A) equal to the ith symmetrised product of the
eigenvalues of A. Since Γ is finite, each f (i)γ (for γ ∈ Γ ) can only take finitely many
values. Since the f (i) generate the k-algebra of conjugation-invariant regular functions
on G, the f (i)γ must generate CΓ (GLn(k)) as a k-algebra. We deduce that X(Γ,GLn(k)) is
finite, as required.
To prove Theorem 1.2, choose an embeddingΦ ofG in some GLn(k). By Corollary 8.2,
Φ# : C(Γ,G)→ C(Γ,GLn(k)) is a finite morphism. We deduce that C(Γ,G) is finite, since
C(Γ,GLn(k)) is, and we are done.
286 B.M.S. Martin / Journal of Algebra 262 (2003) 265–286Thus the hypothesis (∗) introduced in Theorem 10.3 holds for anyG, and Theorem 10.3
and Lemma 12.2 hold without any restrictions.
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