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Abstract
Dynamics of Spatially Evolving Dispersed Flows
by
Victor Voulgaropoulos
Submitted to the Department of Chemical Engineering
on November 10, 2017, in partial fulfilment of the
requirements for the degree of
Doctor of Philosophy in Chemical Engineering
This dissertation provides a unique insight into the flow dynamics of evolving dis-
persed pipe flows. Kinetically unstable liquid-liquid dispersions are actuated in two
horizontal flow loop systems. Novel conductivity and optical laser-based experi-
mental methods are developed and applied at several axial locations capturing the
flow characteristics and separation properties of the dispersions downstream the
pipe with combined measurements of drop sizes, phase fractions and velocities.
Flow pattern transitions are recorded for low mixture velocities as the disper-
sions flow. Drops segregate and coalesce forming a second continuous layer. Drop
size measurements exhibit growth of the drops along the streamwise direction in-
dependent of the flow pattern, with larger drops recorded closer to the direction of
buoyancy. A phenomenological model based on batch vessel settlers is modified
and is found to predict well the axial evolution of the dispersions. Holdup and ve-
locity measurements acquired from laser diagnostics are compared with CFD predic-
tions obtained using a mixture approach implementing an effective viscosity model.
Good comparisons are obtained by considering sedimentation, shear-induced diffu-
sion and lift. The dispersions behave as suspensions of solid rigid spheres for the
conditions investigated. Asymmetry in the velocity profiles is found for both exper-
iments and simulations as the dispersions separate, with the maxima of the velocity
located in the drop-free layer.
Due to the prominent role of coalescence in the system, its dynamics are studied
both during pipe flow and in a Hele-Shaw cell. For the former, high resolution veloc-
ity field measurements illustrate the vortices generated from the rupture point of the
film inside a coalescing drop and its expanding neck until it fully merges with the
bulk, being in agreement with scaling laws for immobile systems. The latter cases
are used to investigate the effect of surface active agents and complex fluids. Sur-
factants are found to deform the interface, increase locally their concentration at the
neck and change the propagation direction of the vortices. Xanthan gum addition in
the coalescing phase slows down the neck expansion velocity and causes a spatial
variation of the viscosity affecting the velocity field inside the drop.
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1Chapter 1
Introduction
1.1 Motivation
Liquid-liquid pipe flows are commonly encountered in many engineering applica-
tions and predominantly in the oil and gas industry. New development challenges
lie in deepwater and in marginal fields with smaller reserves (Lake and Holstein
2007). For heavy oils and mature wells, waterflooding is essential for efficient pro-
duction. However, increased levels of water in the pipelines impact the flow and
spatial configuration of the two phases. Considering the increased cost of these up-
stream processes with the recent trends in farther offshore drilling, flow assurance
is key in successfully accounting for such effects and designing optimal transport
and separation operations. In the recent years, as discussed in the review by Wu
et al. (2016), subsea separation facilities have been an attractive method towards re-
ducing cost and space for deepwater operations at remote areas.
Especially in deepwater, subsea or arctic fields, pipe separators are frequently
used for oil-water mixtures (Grave et al. 2015). The pipes are usually of relatively
small diameter to allow shorter sedimentation distances for the drops. Horizon-
tal orientation is preferable for oil-water pipe separators, because gravity enhances
sedimentation dynamics, compared to vertical pipes. Spatially evolving dispersed
flows at low velocities are commonly encountered in these pipes as shown in Fig.
1.1. The oil drops float due to buoyancy effects and change their size due to coales-
cence, while generation of a second continuous layer is expected as the dispersion
flows along the pipe. The changes in the topology of the two phases play an impor-
tant role in the effective viscosity of the mixture, which affects pressure drop in the
pipeline.
Understanding the local fluid dynamics and the separation properties of oil-
water mixtures is a crucial step towards improving flow assurance in such processes.
Experimental data are very important towards that direction. Most field measure-
ments are usually conducted with flowmeters, which are limited to information on
overall in-situ phase fractions and pressure drops (Oddie and Pearson 2004). Further
details on the spatial evolution of the distribution of the phases, drop size distribu-
tions and velocity fields are needed, as these parameters control the main separation
characteristics. The lack of such data constrains current modelling efforts, which
2 Chapter 1. Introduction
Figure 1.1: Illustration of the problem: Oil in water dispersion gradually separating as it
flows.
vary from multiphase simulators such as OLGA and Leda Flow to more elaborate
computational fluid dynamics (CFD) models, based on a variety of approaches such
as finite element/volume, Reynolds averaged Navier-Stokes and direct numerical
simulations (Ekambara et al. 2008; Pouraria et al. 2016; Xie et al. 2017). Drop size
evolution dynamics have also troubled the community with very few works directly
predicting the change in the distribution of drop size during pipe flows through pop-
ulation balance equation (PBE) models (Bourdillon et al. 2016).
1.2 Objectives
This work builds on previous projects in the same framework of liquid-liquid pipe
flows. Recent works have tackled problems concerning flow assurance applications,
such as phase inversion (Hu 2006; Ioannou 2006; Ngan 2011) and interfacial wave
characteristics (Barral 2014), by conducting detailed experimental measurements in
the pilot-scale facilities at the Department of Chemical Engineering, University Col-
lege London. The nature of the present work is also mainly experimental, and fol-
lows up on recent findings in liquid-liquid systems, while aims to extend current
understanding on the dynamics of spatially evolving and concentrated liquid-liquid
dispersed pipe flows.
To reproduce the conditions typically encountered in in-line separators (Fig. 1.1),
kinetically unstable dispersed flows will be generated with different mixers at low
velocities. Measurements will be conducted at several axial (streamwise) locations
downstream the mixer in two horizontal pipe flow loops to investigate the evolu-
tion and separation properties of the mixture along the pipe. Conductivity measure-
ments with dual-conductance probes, developed based on previous efforts (Lovick
and Angeli 2004a; Ioannou et al. 2005), are implemented in a 37 mm ID pipe of ap-
proximately 7 m length, for a water-kerosene flow. An additional electrical resistance
tomography (ERT) system will be used, following the work by Ngan et al. (2011), to-
gether with quick closing valves (QCV) to test the accuracy of the probe. The goal
of these measurements is to acquire information on the drop size distributions along
the axial and vertical (normal direction to the pipe wall) directions. To further in-
vestigate the drop size distributions and how the packing of the drops affects the
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flow characteristics in the pipe, additional experiments will be conducted in a 26
mm ID pipe of approximately 4 m length, containing a water/glycerol mixture and
silicone oil. The two phases share the same refractive index and thus accurate optical
measurements in dense dispersed flows are possible.
As velocities are kept low and turbulent dispersive forces are weak, sedimenta-
tion or floatation due to gravity takes place, which depends on the density difference
between the drops and the continuous phase. While the effects of packing have been
shown to significantly affect the velocity fields in suspensions (Yan and Koplik 2009)
and gas-liquid (Ekambara et al. 2008) horizontal flows at low velocities, the same
trends have not been sufficiently explored in liquid-liquid systems. The packing of
the drops causes a stratification of the local apparent viscosity and density of the
mixture, leading to collective effects that can significantly influence the flow charac-
teristics and pressure drop. The interactions between the drops and the continuous
phase together with the effects of the spatial configuration of the phases on the flow
will be investigated.
As coalescence is dominant at low Reynolds numbers, it is important to explore
its dynamics in liquid-liquid systems. While coalescence between drops under-
standably causes an increase in the drop size of the population, when it takes place
close to the wall and a continuous film of the dispersed phase is generated, the dy-
namics are more complex. The film gradually expands due to further drop-interface
coalescence and in turn a flow pattern transition occurs. Understanding these coa-
lescence mechanisms during pipe flow is crucial for the separation properties of the
dispersion. Indirect measurements of the coalescence efficiency will be conducted
in this work by tracking the changes in the drop size distributions as the dispersion
evolves. Additional time-resolved high-speed measurements will be used to capture
this phenomenon as they can provide direct information on the mechanism, while
experiments in confined systems will explore how surfactants and complex fluids
can affect these dynamics during the coalescence, as these additives are usually nat-
urally present in crude oils.
The objectives of this work can be summarised as follows:
• Characterise the spatial configuration of the two phases and the complex flow
patterns that occur during liquid-liquid flows.
• Analyse the drop size distributions along the axial (streamwise) and vertical
(crossstream) direction.
• Predict the phase separation dynamics at low velocity dispersed flows.
• Study experimentally and predict numerically the impact of the segregation of
the two-phases on the velocity field.
• Investigate the coalescence mechanism during pipe flow and compare with the
dynamics in confined systems.
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1.3 Outline
The dissertation is structured in seven Chapters. A brief introduction to the topic
and current state of art was given in this Chapter and a thorough literature review
follows in Chapter 2. The aim is to outline the fundamental theory needed to under-
stand and predict the phenomena observed in the experiments. Starting from pipe
flow theory in dispersed conditions, the effects of drops on the flow field are dis-
cussed. An examination on the forces acting on the dispersed phase and the motion
of the drops is given together with explanations of the physical mechanisms that
can affect the drop size distributions. The framework for the models predicting the
separation dynamics and the velocity field are also provided. Chapter 3 describes in
detail the experimental systems along with the techniques implemented to acquire
in-situ information on the phase fractions, drop size distribution and the velocities
of both phases.
Chapters 4 and 5 present a discussion of the results that were acquired with the
dual conductance probe and through optical measurements respectively. The re-
sults are coupled with predictions from a mechanistic model to investigate the con-
nection between batch settlers in vessels and pipe separators similarly to Pereyra
et al. (2013). The optical measurements capture the velocity field and are compared
to the results from numerical simulations based on a mixture modelling approach.
Chapter 6 of this dissertation is a study on coalescence between a drop and a flat
interface, motivated by the coalescence observed during pipe flow. The effects of
surfactants and complex fluids are discussed. Finally, Chapter 7 summarises all im-
portant conclusions and gives recommendations for future work.
5Chapter 2
Background and Theoretical
Considerations
2.1 Pipe flow
In this Section, the theory and literature describing the characteristics of the spa-
tial configuration of the two-phases in horizontal pipe flows are discussed and the
resulting velocity fields under different Re conditions are analysed.
2.1.1 Flow structures
2.1.1.1 Patterns
When two immiscible liquids are introduced into a pipe they can create different
structures depending on certain parameters including fluid properties, pipe geome-
try and operating conditions (Angeli and Hewitt 2000a; Brauner 2003). As discussed
in Chapter 1, the flow pattern identification is crucial for the design and operation
of oil and gas facilities. Four main flow patterns exist in the literature of horizontal
liquid-liquid pipe flows and they are schematically illustrated in Fig. 2.1. A review
dealing with the patterns encountered is given by Ibarra et al. (2014). Various experi-
mental methods have been implemented to investigate the flow patterns in lab-scale
facilities. The main methods include optical measurements (e.g. direct visualisations
(Grassi et al. 2008), planar laser induced fluorescence (PLIF) (Liu et al. 2006), opti-
cal probes (Chakrabarti et al. 2007), conductivity probes (Angeli and Hewitt 2000a;
Zhai et al. 2012; Voulgaropoulos et al. 2016) together with electrical resistance (Ngan
et al. 2011), gamma densitometers (Soleimani et al. 2000) and X-ray (Schümann et
al. 2016a) tomography systems.
Stratified (ST) flow has been well established in the literature, with works ex-
ploring mainly the interface location and curvature analytically (Brauner et al. 1998)
and numerically (Ng et al. 2002). The transitions from stratified flow have been ex-
plored both theoretically and experimentally (Yiantsios and Higgins 1988; Brauner
and Maron 1992; Al-Wahaibi and Angeli 2007), while they still remain an active topic
of research (Barral and Angeli 2014; Barmak et al. 2016). The goal of these works is
to investigate the initiation and growth of interfacial waves that can cause ligament
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Figure 2.1: Illustrations of the main flow patterns observed during horizontal liquid-liquid
pipe flows. Black denotes the oil phase, while white the water phase.
breakup and droplet generation with entrainment. Recently, the ligament breakup
mechanism was localised with a cylindrical bluff body immersed below the inter-
face level (Chinaud et al. 2017). Information on the wave frequency and the flow
characteristics was given experimentally through particle image velocimetry (PIV)
measurements.
Once drops appear at the interface, the flow pattern transitions to a dual-continuous
configuration (DC), where both phases are continuous, with drops entrained on ei-
ther or both phases (Fig. 2.1). This pattern has many sub-categories, which depend
on the density, location and nature of the drops. Several works have been dedicated
on studying this flow configuration, with Trallero et al. (1997), Lovick and Angeli
(2004b), and Rodriguez and Oliemans (2006) investigating the pattern onset bound-
aries, its pressure drop and the shape of the interface. The drop size distributions
close to the interface have also been explored (Lovick and Angeli 2004a), with higher
drop sizes located closer to the interface level. Recently, the PLIF technique was em-
ployed to investigate both the interfacial characteristics and the relevant drop sizes
(Morgan et al. 2012; Morgan et al. 2017). When the velocities are sufficiently high,
the interfacial waves become very strong, and one of the continuous phases breaks
down completely to entrained drops. This pattern is called dispersed flow and will
be discussed in more detail in the next Section.
Core-annular flow (CAF) appears as the most attractive flow configuration for
transporting viscous oils, where usually the low viscosity water phase wets the walls
and thus decreases pressure losses (Brauner 2003). Fundamental work was con-
ducted by Oliemans (1986), which illustrated the hydrodynamic stability of CAF,
while Ooms and Poesio (2003) expanded these findings by theoretically investigat-
ing the interfacial wave characteristics of the annulus and their link to the pattern
stability. In laboratory scale experiments, stable CAF is not commonly encountered.
It only occurs for a limited range of velocities, small diameter pipes (Al-Wahaibi and
Angeli 2007) and very high viscosity oils (> 0.5 Pa s) (Oliemans 1986), as the viscos-
ity forces need to be strong enough to counteract the effects of buoyancy and shear,
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so the flow can be considered quasi-stable in time.
Dispersed pipe flows of two-immiscible liquids are often observed, where one
phase is entrained in the form of drops in the other continuous phase. Depending
on the entrained phase, the patterns are categorised as water in oil (w/o) or oil in
water (o/w) dispersions (cf. Fig. 2.1). Similarly to CAF, o/w dispersed flow configura-
tion can be exploited to transfer high viscosity oils with small pressure losses, as long
as the dispersed phase fraction is kept low and the velocities relatively high (Pile-
hvari et al. 1988). Dispersed flows will be characterised in terms of a homogeneous
(mixture) approach in this work; the mixture viscosity, the slip velocity between the
dispersed and continuous phase, along with the drop size characterisation will be
considered, as they controls the interfacial area between the two phases and the sep-
aration dynamics causing flow pattern transitions.
2.1.1.2 Dispersed flow evolution
A number of researchers have investigated liquid-liquid horizontal dispersed pipe
flows over the years by mainly conducting drop size measurements. A comprehen-
sive list is provided in Table 2.1 – where papers in journals or conference proceedings
were available, the corresponding PhD theses were omitted.1 Due to the challeng-
ing nature of drop size measurements, a variety of techniques has been implemented
during the years. While conductivity techniques have matched well with direct vi-
sualisations with an endoscope (Angeli and Hewitt 2000b), optical measurements
have not been met with the same success. Simmons et al. (2000) compared the re-
sults between a laser diffraction and a laser backscatter technique for liquid-liquid
dispersed flows and found significant deviations. Maaß et al. (2011) compared opti-
cal reflectance measurements with a fibre optical sensor and a focus beam reflectance
measurement (FBRM) system. While the probes did manage to capture the trends,
large deviations were recorded compared to direct visualisations. Maaß et al. (2011)
underlined the need to calibrate any data recorded from such probes. A more recent
work by Morgan et al. (2013) using planar laser induced fluorescence has provided
promising results.
While Table 2.1 paints the picture that a rigorous database of experimental mea-
surements is readily available, this is not the case. Most works involve limited and
very low phase fractions and the dispersions are usually actuated from strong turbu-
lent dispersive forces. For this reason, they can be considered quasi-stable in space.
Yang (2014) showed that for a mixture (average) velocity um = 2 m s−1 the drop size
does not considerably change between ∼ 250D equivalent pipe diameters. In this
work, the interest is shifted in spatially evolving dispersions (unstable) and thus it
is crucial that drop size measurements take place at more than one axial location (x)
1. There have also been works on drop size measurements in vertical liquid-liquid systems, con-
ducted with various experimental techniques (Hamad et al. 2000; Nigmatulin et al. 2000; Galinat et
al. 2005; Hu and Angeli 2006; Augier et al. 2007; Hamad and Ganesan 2015; Han et al. 2017), but will
not be discussed in this dissertation.
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to study the development of the drop population. To accomplish that, low velocities
along with an artificial way to generate the dispersions at the inlet are needed, as
turbulent dispersive forces are kept low. In order to study the separation properties,
as explained in Chapter 1, the gravity forces need to be dominant, which can in turn
lead to packing of drops and more intense coalescence. Only a few works from Table
2.1 fulfil these requirements.
El-Hamouz and Stewart (1996) investigated the effect of pipe length on the drop
size distributions, which were measured between∼ 10 and 28 pipe diameters down-
stream the inlet. The dispersions were generated by using a static mixer at um = 1
m s−1. As the dispersions evolved, the size distributions became flatter with higher
probability to find larger drops and a 43% increase in the d10 was recorded. Al-
most a decade later, Pérez (2005) investigated the development of unstable o/w at
very low mixture velocities and recorded cases where the dispersed phase devel-
oped into a continuous film. Drop growth rates varied from negative to positive
values with no consistent effect from any flow parameters. Due to the high experi-
mental uncertainties, inconclusive results for the drop size evolution in flow pattern
transition regimes were provided. Yusoff (2012) also did not manage to illustrate
any direct effects of the mixture velocity and input dispersed volume fraction, ϕd,
on the drop growth rates. Schümann et al. (2016b) studied dispersions at low veloci-
ties and recorded positive growth rates for a wide range of phase fractions and three
different oil viscosities. Larger sizes were recorded in the direction of buoyancy of
the dispersed phase, while a consistent decrease close to the wall, where the drops
packed, was recorded. Drop size was also increased with increasing input dispersed
phase volume fractions and decreasing mixture velocities.
2.1.1.3 Phase inversion
Phase inversion in liquid-liquid dispersed flows can take place for certain drop con-
centrations and change the flow structure of the dispersion, namely shift from an
o/w to a w/o dispersion and vice versa. This behaviour can critically influence pres-
sure drop and thus is usually avoided in the oil and gas industry. Arirachakaran
et al. (1989) arrived at a simple correlation able to predict the drop concentration,
i.e. the input dispersed phase volume fraction, where phase inversion occurs by ne-
glecting any interfacial tension effects. Nädler and Mewes (1997) followed a differ-
ent approach by developing a model based on momentum equations for stratified
flow, assuming a negligible interfacial shear and no-slip between the two layers.
However, as Brauner (2003) explains, predicting phase inversion should be based
on minimising the free energy of the system, which can be considered equal to the
interfacial energy, assuming negligible effects of the temperature on liquid proper-
ties.
As the interfacial energy is directly related to the drop size and concentration,
these parameters need to be known a-priori for more accurate predictions. Brauner
and Ullmann (2002) combined a methodology to predict the drop size during pipe
10 Chapter 2. Background and Theoretical Considerations
Figure 2.2: Images acquired downstream a static mixer in liquid-liquid flow for phase
fractions of both phases equal to 0.5 and during partial phase inversion. Black denotes the
oil (organic) phase, while grey the water/glycerol (aqueous) phase.
flow and used it as a closure for a model predicting the phase inversion point. Ngan
et al. (2009) suggested that phase inversion should happen when the difference in
viscosities between the two possible dispersions, oil continuous and water contin-
uous, is zero, which enables the transition from one continuous phase to the other.
Interestingly, for static mixers Tidhar et al. (1986) found that there was a strong in-
fluence of the nature of the surfaces of the mixer elements on the inversion phe-
nomenon for low flow rates, while for high flow rates the system inversed at phase
fractions equal to 0.5 independent of the viscosity ratio and interfacial tension. Sev-
eral works have been focused on experimentally capturing the phase inversion dy-
namics and the drop size during the inversion in liquid-liquid dispersed pipe flows,
with Ioannou et al. (2005) and Ngan et al. (2011) using conductivity probes, Schü-
mann et al. (2016b) FBRM probes and Liu et al. (2006) PLIF measurements.
Figure 2.2 illustrates a partial inversion taking place at the top of a horizontal
pipe at 15 equivalent diameters downstream a helical static mixer. More informa-
tion on the liquids and the technique used will be given in the following Chapters.
It is clear, that for t = 0 ms, DC flow conditions exist, where drops of the aqueous
heavy phase are located above the interface in the organic light phase and vice versa.
As the input oil volume fraction ϕo was set close to the inversion point for this run
and the flow rate was kept low, the small disturbances to the flow field advected
from the static mixer cause the oil continuous phase to disperse in the aqueous con-
tinuous medium, as shown in the last frame of (300 ms). The inversion happens
gradually with the aqueous film at the top of the pipe getting trapped between the
oil continuous phase at the top and the drops that have coalesced at the interface
level. The aqueous film finally reaches the top by pushing all the oil to the bottom
and dispersing it. As discussed by Liu et al. (2006), secondary dispersions favour in-
version to take place, which is the case close to the interface of Fig. 2.2, where drops
of one phase have been trapped in larger drops of the other.
2.1.2 Velocities
Assuming fully developed dispersed flow in pipes, the pressure losses in the ax-
ial (streamwise) direction x for horizontal flow can be taken equal to the frictional
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pressure losses as
−dP
dx
= 2fm
ρmu
2
m
D
, (2.1)
since the gravitational pressure gradient term (−ρmgsinϑ) is equal to zero for a hor-
izontal orientation (ϑ=0). The mixture density and velocity are respectively ρm and
um, while fm is the friction factor for smooth pipes and is given by the Hagen-
Poiseuille law for laminar and by Blasius’ law for turbulent conditions as:
fm = 16/Rem and fm = 0.079Re−1/4m , (2.2)
where the mixture Reynolds number for the pipe flow can be written as
Rem = ρmumD/ηm. (2.3)
The mixture dynamic viscosity is noted as ηm. Both the mixture density and viscosity
will be discussed in Sec. 2.2.2. Depending on Rem different velocity profiles are
obtained in the pipe.
2.1.2.1 Laminar flow regime
As illustrated by Reynolds (1883) for single phase flow at relatively low Re, the
streamlines of a fluid flowing in a pipe will remain undisturbed and parallel to the
main advection direction. It can be thus assumed that the flow can be considered
as a series of concentric cylinders with length L and diameter D. In equilibrium the
shearing forces, τpiDL, are equal to the pressure forces, ∆PpiD2/4. For Newtonian
fluids the shear stresses in Poiseuille flow are equal to
τ = ηdu/dy. (2.4)
Applying this force balance on the vertical normalised direction y+ = y/D, and
by integrating over the pipe diameter, it results in the analytical solution for the
parabolic velocity profile
u+ = 2− 8(y+ − 0.5)2. (2.5)
For laminar conditions in a pipe, the maximum velocity is equal to umax = 2um
and u+ = u/um. As a liquid starts flowing in a pipe it needs an entry length until
the shear stresses and the velocity reach fully developed conditions. That length
for single-phase flow has been found equal to x+ ' 0.05Re for laminar conditions
(Shah and Bhatti 1987), where x+ is the axial (streamwise) distance normalised with
the pipe diameter D.
Pouplin et al. (2011) recorded similar velocity profiles in horizontal liquid-liquid
homogeneous flows and reported that Newtonian behaviour is expected for con-
centrations by volume up to 60%, as long as the Capillary number is kept low
(Ca = ηmum/σ . 0.1), so that no deformation of the drops takes place. A maxi-
mum Capillary number in a pipe flow can be computed as Camax = ηmγ˙maxd/σ,
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Figure 2.3: Velocity profiles for showing the laminar (eq. 2.5) and turbulent (eq. 2.7) ve-
locity profiles for homogeneous dispersed flow. For stratified flow the velocity profile for
laminar conditions (eq. 2.6) is also shown together with the corresponding interface loca-
tion for m = 1.83.
by considering the maximum velocity gradient at the wall γ˙max = 4umax/D and the
drop size d. For the same liquid-liquid system, Conan et al. (2007) recorded non-
Newtonian behaviour for concentrations higher than 0.6 with drop diameters of the
order of d = O{10−3} m, while Pouplin et al. (2011) for a concentration of 0.7 and
d = O{10−5} m.
When a second continuous layer forms in the pipe (DC flow conditions), the
velocity profile cannot be calculated from eq. 2.5, as the mixture approach fails to
describe the physical properties of the two-phase system. The presence of the drops
close to the interface will cause a local increase of the viscosity and is thus more
difficult to compute theoretically. Similarly to Yiantsios and Higgins (1988) for plane
Poiseuille flow, the analytical solution for stratified flow with no drops (ST) consists
of two parabolic profiles and can be written as
u+w = 4 + 2awy
+ + 2bw(y+)2
u+o = 4 + 2aoy
+ + 2bo(y+)2
(2.6)
where
ao = 2
(
(m − k 2)/(k 2 + k )) , aw = ao/m
bo = 2
(−(m + k )/(k 2 + k )) , bw = bo/m
and the parameters m and k are equal to the viscosity and thickness ratios defined in
terms of the water over the oil phase. The flow configuration for ST computed from
eq. 2.6 is compared against the homogeneous one of eq. 2.5 in Fig. 2.3.
2.1.2.2 Turbulent flow regime
At higher Reynolds numbers, the inertial forces in pipe flow become stronger and
the viscous forces are not able to suppress any disturbances to the flow. Turbulence
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occurs, which is characterised by complex and spatiotemporal fluctuations in the
flow field. In a recent stimulating review, Barkley (2016) discusses that the majority
of large-scale phenomena observed in turbulent pipe flow can currently be captured
qualitatively, but also dictates the need for further experimental and direct numeri-
cal simulation studies.
For pipe flow, it has been well-established in the literature that the velocity pro-
files in the turbulent regime (Re > 4000) can be described with a universal power
law which reads
u/umax =
(
1− 2|y+ − 0.5|)1/n , (2.7)
where n is a parameter dependent on the Reynolds number and is usually taken
equal to 7. The entrance length for fully developed turbulent flow is approximately
equal to 10D. For vertical single phase flow at high Reynolds numbers, Hu and An-
geli (2006) found a good agreement with eq. 2.7, but the results started deviating for
homogeneous liquid-liquid dispersed flows by using the respective Rem. For hori-
zontal flow and lower Reynolds numbers, Pouplin et al. (2011) illustrated that their
results can be fitted with the power law profile for both single phase and dispersed
flows by setting n = 6.5. Conan et al. (2007) found asymmetrical velocity profiles for
dispersed flows, when packing of the drops was observed. This can be attributed to
the high viscosity gradients of the mixture stemming from the drop concentration
gradients.
The friction (shear) velocity, u∗ =
√
τc/ρc, can be estimated from the classical
logarithmic law in the inertial and viscous layer regions correspondingly as
u
u∗
=
1
κ
ln y∗ +B for y∗ > 30 (2.8a)
u
u∗
= y∗ for 0 6 y∗ 6 5 (2.8b)
where y∗ = yu∗ρc/ηc with τc, ρc and ηc being respectively the shear stress, the den-
sity and the viscosity of the continuous phase. For single phase flow in circular pipes
it has been empirically found that κ = 0.41 and B = 5.5 (Wallis 1969). While the con-
tinuous phase properties have been used by Conan et al. (2007), Pouplin et al. (2011)
illustrated a collapse of data for different velocities and drop concentrations when
the mixture properties are used instead. It is possible to deduce the friction velocity
from pressure drop measurements as
u∗ =
√
D
4
1
ρm
∣∣∣∣dPdx
∣∣∣∣. (2.9)
2.1.2.3 Fluctuating motions
Turbulence plays a key role in the velocity distribution, which can significantly af-
fect the drop size distribution and the separation properties of dispersions. For that
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reason, it is crucial to investigate the modification of turbulence in the presence of a
secondary phase. The main parameters that control this phenomenon are the den-
sity ratio along with the volume fraction ϕd and drop size d of the dispersed phase.
As Balachandar and Eaton (2010) describe, the dispersed phase (drops, bubbles or
particles) can either dampen or enhance the turbulence levels. Enhanced inertia
of the dispersed phase flow, increased dissipation arising from the drop drag and
enhanced effective viscosity can lead to a reduction of the turbulence levels. Con-
versely, enhanced velocity fluctuations can be generated due to wake dynamics and
self-induced vortex shedding from droplets, while the rise of buoyancy-induced in-
stabilities can take place due to density fluctuations, arising from local concentra-
tion gradients. Even for laminar conditions, the superposition of many laminar-like
wakes randomly positioned in space and time contributes to velocity fluctuations
(Chen and Faeth 2001).
The slip (or relative) velocity ur = ud − uc together with the phase fraction have
been found to control the fluctuations. According to Lance and Bataille (1991) for
relatively small drop sizes
b =
1
2
ϕdu
2
r
u′2c
, (2.10)
where u′c are the velocity fluctuations experienced by the continuous phase and b
is the ratio of the drop-induced kinetic energy and the kinetic energy of the flow
without drops. It follows, that single phase turbulent fluctuations are computed for
the case of b = 0, while b = ∞ represents the case where all the turbulence stems
from the presence of drops (i.e. pseudo-turbulence) (Pope 2001). For bubbly flows,
recent works (Mercado et al. 2010; Mendez-Diaz et al. 2013; Riboux et al. 2013) have
established a spectral density behaviour with a dependence on the wavenumber
as k−3 (for ∼ b > 1), which deviates from the Kolmogorov spectrum of k−5/3 (for
∼ b < 1).
These velocity fluctuations can been measured experimentally with various tech-
niques, such as hot-wire/film anemometers (HFA) (Lance and Bataille 1991; Hu
2006; Mercado et al. 2010; Hamad and Ganesan 2015; Prakash et al. 2016), laser
Doppler anemometers (LDA) (Lance and Bataille 1991) and particle image/tracking
velocimetry (PIV/PTV) (Augier et al. 2007; Conan et al. 2007; Mercado et al. 2010).
The velocity measured is expressed as the sum of a time-averaged velocity compo-
nent 〈u〉 and a fluctuating component u′ as
u = 〈u〉+ u′
and it follows that the time-averaged of the fluctuating component 〈u′〉 should be
zero.2
2. The local shear stresses in turbulent flow are affected both by the friction between the layers in the
flow direction and between the fluctuating drops and fluid body. Consequently, the turbulent velocity
profile equation cannot be directly derived from eq. 2.4 as for laminar flow of eq. 2.5.
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For in-line separators the velocities are usually kept relatively low (Pérez 2005)
and therefore the main interest lies in the pseudo-turbulent regime (b > 0). For
bubbly flows, Lance and Bataille (1991) wrote e =
(〈u′2c 〉)3/2 /L = FDur, assuming
equilibrium between the pseudo-turbulence dissipation rate and the mean power of
the drag, giving
〈u′2c 〉
u2r
∝ (ϕdCD)2/3
(L
d
)2/3
, (2.11)
where L is the turbulent length-scale, uc is the continuous phase velocity, ur is the
slip/relative velocity, e the turbulent energy dissipation, FD the drag force and CD
drag coefficient. Most works in the literature explore vertical bubbly flows. For
dilute concentrations (ϕd < 0.04) the scale of the fluctuations was found weakly de-
pendent on ϕd with L ∼ 0.8d (Lance and Bataille 1991). For dispersed phase volume
fractions up to 0.2, Garnier et al. (2002) found a linear scaling as 〈u′2c 〉 ≈ ϕdu2r . For
higher volume fractions they reported deviating results from this relationship. They
attributed these deviations to large scale fluctuations that lead to higher fluctuating
energy and therefore concluded that at high concentrations the pseudo-turbulence
induced by the bubbles is not solely determined by local flow conditions, but also
by spatial heterogeneities of the volume fraction.
Augier et al. (2007) studied vertical dispersed liquid-liquid flows at high dis-
persed phase fractions to investigate the effects of the volume fraction. Remarkably,
they found agreement with eq. 2.11 when L ∼ 0.8d, by using a variation of the
slip velocity and drag coefficient dependant on the dispersed phase volume fraction
(Augier et al. 2003). Augier et al. (2007) used local in-situ values for the dispersed
phase volume fraction εd and for the liquid properties in the computation of the ad-
justed slip velocity and drag coefficient. Recently, for turbulent conditions, Dodd
and Ferrante (2016) explored numerically the exchange pathways of the turbulent
kinetic energy between the carrier flow and the flow inside the drop by also con-
sidering interfacial phenomena (deformation, breakup and coalescence) and linking
the interfacial tension to the dissipation rates. Maxey (2017) discusses current devel-
opments in the field and underlines the need to further investigate how interfacial
phenomena can affect the energy spectra and how the dynamics behave in more
general engineering contexts.
2.2 Drop motion
In the current Section, an overview of the physical mechanisms that apply to dis-
persed two-phase flow will be described. The background on predicting the mo-
tion of drops in wall bounded shear flows will be portrayed through a CFD mix-
ture approach based on suspension flows, while the separation dynamics will be
described through a phenomenological one-dimensional approach based on liquid-
liquid batch settlers.
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2.2.1 Physical mechanisms
Developing accurate models for dispersed liquid-liquid pipe flows is crucial for the
advancement of the oil and gas industry. Due to the complexity of these flows at
high dispersed phase fractions, difficulties arise in the computation of the interfacial
momentum exchange, which is usually described through a slip velocity ur. In this
Section the main mechanisms contributing to slip between the drops and the carrier
phase will be discussed.
2.2.1.1 Gravity, drag and lift forces
In two-phase flows of two immiscible liquids, gravity force causes an acceleration of
the spherical drops in the vertical direction, dependent on the density difference be-
tween the two liquids (buoyancy force) as FB = g (ρd − ρc)
(
pid3/6
)
. Due to this rela-
tive motion, the fluid exerts a drag force on the drop. The drag force for steady flow
can be computed as FD = (1/2)CDρc
(
pid2/4
)
u2r , where CD is the drag coefficient
depending on a Reynolds number based on the drop as Ret = dρcur/ηc. According
to Stokes’ law for Ret < 0.1, CD = 24/Ret, derived from calculating the viscous
energy dissipation for potential flow past a sphere (Levich 1962). It follows that the
terminal velocity of a single drop settling in an infinite medium can be computed by
balancing the drag and gravity force giving
vt =
1
18
d2 (ρc − ρd)
ηc
g. (2.12)
For higher Ret, in the range of 0.1 < Ret < 1000, the drag coefficient is better de-
scribed by CD = (24/Ret)
(
1 + 0.14Re0.70t
)
(Perry et al. 1997).
It has been well-established that for concentrated mixtures, drop hydrodynamic
interactions become significant and the terminal velocity of the drops can be esti-
mated by equating the product of vt with a monotonically decreasing function of the
in-situ dispersed phase fraction as fh(εd) (Schaflinger et al. 1990; Zhang and Acrivos
1994).
fh =
ηc (1− εd)
ηm
. (2.13)
Yin and Koch (2007) have reviewed more recent findings on the computation of
drag coefficients and hindered functions, fh, and illustrated that small deviations
can be caused at higher Reynolds numbers and dilute systems due to anisotropic
microstructures resulting from wake interactions among the dispersed phase.
When a rigid sphere (particle, bubble or drop) is immersed in a spatially varying
shear flow (e.g. Poiseuille flow), it will undergo a cross-stream (lateral) motion in
the presence of inertia. Inertia is necessary to break the linearity of Stokes equations,
under which lateral migration is forbidden (Bretherton 1962). It has been predicted
theoretically that a particle’s lateral motion away from a solid boundary becomes
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stronger close to the walls (Vasseur and Cox 1976; Cox and Hsu 1977) with Schon-
berg and Hinch (1989) expanding these results for Poiseuille flows. These studies
are developed for a single particle at low Reynolds numbers Re < 100.
According to Belfort et al. (1994), the inertial lift velocity of spherical particles
under laminar flow conditions in dilute suspensions, where particle-particle inter-
actions are negligible, can be written as
uL =
CLρcd
3γ˙2
128ηc
, (2.14)
where uL is the lift velocity and CL(y) is a coefficient which varies with the distance
from the pipe wall. Its maximum value is 1.3 for pipe flow (Ishii and Hashimoto
1980).
Asmolov (1999) and Matas et al. (2004) expanded the theory for higher Reynolds
numbers in Poiseuille channel flows with Re reaching 3000. The lift force is much
stronger close to the wall, while it is practically zero in the middle of the channel.
Matas et al. (2009) developed similar formulations for pipe flow at Reynolds num-
bers covering the laminar flow regime. Nevertheless, the particle concentration was
kept below 1%. It is unclear how the lift force is affected at higher dispersed phase
concentrations, where the interactions between the dispersed phase become impor-
tant.
2.2.1.2 Diffusion
Detailed calculations of the interactions between the drops and the continuous phase
can be proven challenging and require significant computational resources. How-
ever, it has been shown that excellent results can be obtained by modelling the most
important mechanisms through a diffusion equation for suspension flows. Phillips
et al. (1992) described the particle migration processes by modelling the main in-
teractions between particles that would cause an irreversible displacement from a
particle’s streamline, and would thus eventually lead to migration of the dispersed
phase. Especially for dense systems, the surface roughness can play a significant role
to the reversibility of these two-body interactions and hence on the final particle dis-
placement dynamics (Yilmazer and Kalyon 1989; Kalyon 2005). Based on two-body
irreversible interactions and assuming smooth rigid spheres for the dispersed phase
Phillips et al. (1992) wrote the particle flux accounting for effects of spatially vary-
ing interaction/collision frequencies due to shear gradients and of spatially varying
viscosity due to concentration gradients in the cross-section of the pipe.
Local shear gradients can affect particle motion by altering the collision frequency
a particle experiences. According to Phillips et al. (1992) the number of collisions can
be scaled as γ˙εd, while they will take place over a distance of the order of the par-
ticle radius O{a}. The variation of the collision frequency can be thus written as
(a)∇ (γ˙εd), which is assumed to be linearly proportional to the migration velocity
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of the particles. This collision effect causes a flux of the dispersed phase as
Nε = −Kεa2εd∇ (εdγ˙) , (2.15)
where Kε is a proportionality constant of order unity. The gradient of eq. 2.15 de-
scribes the behaviour of the particles moving from high shear regions to low and
from high concentrations to low.
Local gradients of the viscosity of the mixture ηm (εd) can have an impact on the
frequency of irreversible collisions, by changing the resistance to motion of the two
colliding bodies. This difference in their resistance can displace the centre of rotation
of the particles leading them to areas of lower viscosity. This flux is proportional to
the change in viscosity over a distance of O{a} relative to the overall magnitude of
the viscosity (a/ηm)∇ηm. For the same scaling of the frequency of collisions γ˙εd,
the flux then scales as
(
γ˙εda
2/ηm
)∇ηm (Leighton and Acrivos 1987). As the mixture
viscosity depends on the concentration, to express the gradient of viscosity in terms
of ∇εd the relation is written instead as
Nη = −Kηa2γ˙ε2d
(
1
ηm
dηm
dεd
)
∇εd, (2.16)
where Kη is a rate constant of order unity. This theory can be extended to liquid-
liquid systems, assuming small non-deformable drops. This assumption will be fur-
ther examined next.
2.2.2 Mixture model
2.2.2.1 Physical properties
Due to the presence of two immiscible phases in dispersed flows, the mixture prop-
erties and flow characteristics need to be considered as illustrated previously. While
the mixture density is well described as
ρm = εdρd + (1− εd)ρc, (2.17)
the same linear relationship has limited applicability for the viscosity of the mixture
(Li et al. 2015).
Predicting the viscosity in mixtures dates back to the relation developed by Ein-
stein (1906) for dilute suspensions giving ηm = ηc (1 + 2.5εd) for systems of solid
particles. For more concentrated systems, particle interactions become important.
An extensive list of theoretical models exists based on different approaches, such as
the cell models (Yaron and Gal-Or 1972; Choi and Schowalter 1975) and the effective
medium models (Taylor 1932; Brinkman 1952; Phan-Thien and Pham 1997). These
approaches have been tested against experimental data of liquid-liquid emulsions
in the review by Pal (2001).
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Figure 2.4: The viscosity models by Einstein (1906), Brinkman (1952), Krieger and
Dougherty (1959) (with εmax = 0.74) and Phan-Thien and Pham (1997).
For liquid-liquid pipe flows, Ngan (2011) and Mukhaimer et al. (2015) inves-
tigated their effect on the phase inversion predictions, while Pouplin et al. (2011)
found good agreement between their experimental pressure drop measurements
and the model by Krieger and Dougherty (1959)
ηm = ηc
(
1− εd
εmax
)−2.5εmax
. (2.18)
The maximum packing volume fraction, εmax, is equal to 0.64 for random packing
of equal sized spheres, but can take higher values for polydispersed populations.
Figure 2.4 illustrates the differences between some well-established models from the
literature that have been used in liquid-liquid systems over the years. It is clear
that the model by Krieger and Dougherty (1959) gives the highest values when the
maximum packing is considered at εmax = 0.74 as the relative viscosity ηr = ηm/ηc
increases to infinity at that limit.
Both the relation of the mixture viscosity (eq. 2.18) and the particle fluxes (eqs.
2.15 and 2.16) have been developed for rigid solid spheres. Extending these formu-
lations for liquid-liquid flows can be considered, as the drops can also be assumed
to have non-deformed interfaces, considering that surfactants and contaminants are
naturally present in such systems. To be able to accurately compute the local col-
lective effects, the in-situ volume fractions εd are used instead of the input ϕd in the
aforementioned relations, as the drops are not homogeneously distributed along the
pipe cross-section in unstable dispersed flows.
2.2.2.2 Constitutive equations
The mixture model solves the continuity and momentum equations for the mixture
and a transport equation for the dispersed drop phase. It also allows for the two
phases to move at different velocities assuming a slip velocity between the two. As
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an algebraic formulation of slip will be used, the two phases should be strongly cou-
pled. A local equilibrium should be reached over short spatial lengths (Manninen
et al. 1996). Therefore, the Stokes number for the dispersed phase should be smaller
than unity
St =
τp
D/um
, (2.19)
where the relaxation time for the drops τp = ρdd2/18ηc and the characteristic con-
vective time scales as the pipe diameter over the mixture velocity.
The unsteady momentum transport equation for the mixture can be written as
ρm
∂U
∂t
+ ρm (U · ∇)U =
−∇P −∇ · (ρmcd (1− cd)UrUr) +∇ ·
[
ηm
(
∇U +∇UT
)]
+ ρmg, (2.20)
where the bold symbols denote vectors or tensors and cd is the dispersed phase mass
fraction. The rate of deformation tensor can be written as
γ˙˜ = ∇U +∇UT,
with a magnitude of shear rate equal to
γ˙ =
√
1
2
(
γ˙˜ : γ˙˜
)
,
which for a two-dimensional problem results in
γ˙ =
√√√√1
2
(
4
(
∂u
∂x
)2
+ 2
(
∂u
∂y
+
∂v
∂x
)2
+ 4
(
∂v
∂y
)2)
(2.21)
The unsteady continuity equation can be written as
(ρc − ρd) [∇ · (1− cd)Ur] + ρc (∇ ·U) = 0,
while the unsteady transport equation for the dispersed phase volume fraction is
∂εd
∂t
+∇ · (εdUd) = 0.
The velocity of the dispersed phase is equal to Ud = U + (1− cd)Ur and thus the
previous relation can now be written as
∂εd
∂t
+∇ · (εdU + εd (1− cd)Ur) = 0.
Following the formulations by Rao et al. (2002), the continuity and the dispersed
phase transport equation can be written by defining a flux of the dispersed phase,
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Nd. The continuity equation then transforms to
∇ ·U = ρd − ρc
ρdρc
(∇ ·Nd) (2.22)
and the dispersed phase transport equation to
∂εd
∂t
+∇ · (εdU) = −∇ ·Nd
ρd
, (2.23)
where Nd is the flux of the dispersed phase. The two different formulations for the
continuity and the dispersed phase transport equation, should result in the same
slip velocity, as shown by Subia et al. (1998)
Ur =
Nd
εdρd (1− cd) . (2.24)
The final drop transport equation can be written by combining eqs. 2.23 with
2.15, 2.16 and 2.12/2.13 as
Nd = −
[
Kεa
2εd∇ (εdγ˙) + Kηa2γ˙ε2d
(
1
ηm
dηm
dεd
)
∇εd
]
· ρd + fhvtεdρd (2.25)
According to Leighton and Acrivos (1987) the diffusion coefficients are proportional
to the square of the drop radius with
Kε = 0.43a
2 and Kη = 0.65a2, (2.26)
while Phillips et al. (1992) found proportionality constants equal to 0.41 and 0.63
respectively. These constants have been fitted with experimental data of suspen-
sion systems. The drops in a liquid-liquid system need to behave similarly to solid
spheres with non-deformable boundaries to apply the aforementioned framework.
It must also be noted that any turbulence or pseudo-turbulence diffusion is not con-
sidered in the formulation of eq. 2.25. The mixture model in this form (eqs. 2.20, 2.22
and 2.25) is unable to predict the dynamics in polydisperse population of drops. This
is a serious limitation as usually in liquid-liquid systems the drop size distribution
extends to a wide range of sizes due to coalescence and breakup phenomena. Fi-
nally, eq. 2.14 can be added on the right-hand side of eq. 2.24 to take lift effects into
account. The geometrical characteristics and boundary conditions of the CFD model
are given in the Appendix B.
2.2.3 In-line separator model
Recently, it has been shown that the separation dynamics can be predicted relatively
well in a horizontal pipe with a simple phenomenological one-dimensional model.
The modelling framework is schematically illustrated in Fig. 2.5. Pereyra et al. (2013)
implemented a model by Henschke et al. (2002) for batch settlers by transforming
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Figure 2.5: Horizontal pipe separator model illustrated for o/w dispersions. The subscripts
o and w can be replaced with d and c for any two-phase mixture.
the separation time of the batch settler to a residence time of the mixture in the pipe.
This time was computed by simply dividing the streamwise axial length of the pipe
with the characteristic convective time x/um of the flow. The model is able to predict
the drop concentration and the thickness of the continuous layers in the vertical di-
rection and along the pipe by simply considering a modified settling/floatation ve-
locity of the drops and two time-scales characterising drop-drop and drop-interface
coalescence.
The main limitation of this model lies in the fact that the velocity field of the pipe
and the drop concentration gradients are not coupled with the separation dynamics,
contrary to Sec. 2.2.2. This model is also formulated with one average drop size and
thus polydisperity is neglected, but changes in the drop size are allowed through a
coalescence parameter, which has been fitted by Pereyra et al. (2013) for their sys-
tem. Pérez (2005) developed a similar but more elaborate approach incorporating
simplified PBE modelling.
2.2.3.1 Settling and floatation
An empirical model was developed by Pilhofer and Mewes (1979) to compute the
vertical velocity of a swarm of drops in settling experiments. The model is valid for
Archimedes numbers above 1 and dispersed phase fractions ranging between 0.06
and 0.55, where Ar = ρc|ρc − ρd|d3/η2c . The vertical velocity for a swarm of drops
can be then computed as
vd =
3λϕdηc
CW ξ (1− ϕd) ρcdp ·
[(
1 +Ar
CW ξ (1− ϕd)3
54ν2ϕ2o
)
− 1
]
, (2.27)
where the two settling parameters are equal to
ξ = 5K−3/2HR
(
ϕd
1− ϕd
)0.45
and ν =
(
1− ϕd
2ϕdKHR
)
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where the Hadamard-Rybczynski factor, KHR , and the friction coefficient, CW , are
respectively equal to
KHR = 3
ηc + ηd
2ηc + 3ηd
and CW =
Ar
6Re2∞
− 3
KHRRe∞
.
The Re∞ is the Reynolds number of a single settling drop in an infinitely expanded
fluid. Henschke et al. (2002) recommended to use the presently well-established
model by Ishii and Zuber (1979), instead of the model developed by Hu and Kinter
(1955). Ishii and Zuber (1979) predict better the settling of drops with sizes in the
range of 0.5 to 4 mm, which are very important in the separation systems. According
to Ishii and Zuber (1979) it can be written that
Re∞ = 9.72
[
(1 + 0.01Ar)4/7 − 1
]
.
From eq. 2.27 it is clear that the effect of neighbouring drops on the settling
velocity is taken into account, similarly to the formulation of fh. The viscosity of
the mixture is considered in this model through a constant factor of KHR, which de-
pends on the viscosity ratio of the dispersed and continuous phase. This behaviour
contradicts eq. 2.18 type of correlations, which lead to infinite mixture viscosity for
concentrations close to the maximum packing. The dependence on the concentration
comes in through the ν parameter and is independent of the drop concentration. It
needs to be noted that the local volume fractions are considered here instead of the
in-situ volume fractions as in the mixture model of the previous Section. It follows
that the evolution of the continuous layer of oil in a settling w/o dispersion or water
in a floating o/w dispersion (cf. Fig. 2.5) expands linearly with x and can be written
as
dhc
dx
=
vdx
um
, (2.28)
where vd is computed from eq. 2.27 and hc is the thickness of the pure water layer,
which is equivalent to its height yc when y = 0 is considered for the bottom of the
pipe.
2.2.3.2 Separation of two-phase mixture
Following the predictions by Hartland and Jeelani (1988), the development of the
pure layer thickness of the dispersed phase is
dhd
dx
=
2εId32,I
3τI
, (2.29)
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assuming that the interface is flat and all drops on it have the same diameter d32,I .
The d32 is the Sauter mean diameter of the drops and can be computed as
d32 =
Nd∑
i
(
d3i
)
Nd∑
i
(
d2i
) . (2.30)
It can be further assumed that the local in-situ dispersed phase volume fraction close
to the interface level is εI ≈ 1. Eq. 2.29 gives the rate of change of the pure oil layer
in a floating o/w dispersion (Fig. 2.5). It is clear from eq. 2.29 that the development
depends on a drop-interface coalescence time τI . As the concentration at the dense-
packed region is very high, drop-drop coalescence is also expected to take place. The
change of the drop diameter at the dense-packed region is given by Hartland and
Jeelani (1988) as
d (d32)
dx
=
d32
6τdum
(2.31)
with τd characterising the drop-drop coalescence time.
Eq. 2.28 and eq. 2.29 give respectively the thickness of the layers hc and hd.
The prediction of the location of the dense-packed region hp and hence the settling
hs or floatation hf region thickness needs to be done in two steps for x+ < x˜ and
for x+ > x˜ as shown in Fig. 2.5, where x˜ denotes the axial location where the set-
tling/floatation stops. A mass balance is used at the cross-sectional area based on
the thicknesses of the layers at each step by assuming linearity along the depth of the
pipe cross-section. For x+ 6 x˜ this balance gives according to Pereyra et al. (2013)
Ap =
Aoϕd − (1− ϕd)Ad
εp,1 − ϕd for x
+ < x˜ (2.32a)
Ap =
Aϕd −Ad
εp,2
for x+ > x˜, (2.32b)
where Ap denotes the dense-packed region cross-sectional area, while ϕd is the in-
put volume fraction of the dispersed phase and εp,1 and εp,2 are the in-situ volume
fractions of the dispersed phase at the dense-packed region (taken equal to 0.9) be-
fore and after the inflection point x˜. A strong assumption in eq. 2.32(a) is that the
dispersed phase volume fraction at the settling layer is equal to the input one at all
times. For x+ > x˜ the in-situ dispersed phase fraction can be computed as
εp,2 = εI − exp
(
−C1 x
um
− C2
)
,
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where C1 and C2 are determined on the basis of continuity so that εp,1 = εp,2 = ε˜p at
the inflection point. This condition thus provides the following formulations
C1 =
ε˜2pχ
(Aϕd −Ad) (εI − εp,1) and C2 = −C1
x˜
um
− ln (εI − εp,1) ,
where the χ stands for
χ =
[
∂Ap
∂hp
(
vd + um
dhd
dx
)
− um
ε˜p
∂Ad
∂hd
dhd
dx
− um∂Ap
∂hd
dhd
dx
]
x=x˜
.
The set of eqs. 2.28, 2.29, 2.31 and 2.32 comprise the phenomenological model for
the in-line separation. The geometrical closures are provided in Appendix A. In the
aforementioned equations, the coalescence times τI and τd are still unknown. For
the calculation of these times, the contact areas between a drop and the interface
and between two drops are needed. More information is provided in Sec. 2.3.1.
2.3 Interfacial dynamics
In this Section the focus is turned to describing the physics behind the mechanisms
that can affect the drop size, namely coalescence and breakup. The fundamental
dynamics of these two interfacial phenomena are described and applied in liquid-
liquid systems. Information on the characterisation of drop populations will be
given in the final Section.
2.3.1 Coalescence
The importance of coalescence between two liquid bodies in industrial applications
was recently illustrated in the review by Kamp et al. (2017). It was first observed by
Osborne Reynolds (1875, 1881), that when a drop is placed on a liquid-liquid inter-
face of two immiscible liquids it will not coalesce immediately with its mother phase
as a thin film separating the two bodies forms beneath the drop. Charles and Mason
(1960a) described the interfacial shapes that the drop and the film can take, while
also noted that the film slowly drains. This film drainage time was found to signifi-
cantly depend on the fluid properties. Once the film has drained to an infinitesimal
thickness (∼ 10 µm), molecular forces are strong enough to cause a rupture on the
film and generate a neck connecting the drop with its motherphase. Under the in-
fluence of the interfacial forces, the neck expands until the drop is fully merged only
a few milliseconds later. The film drainage time and the neck expansion stage com-
prise the coalescence mechanism. It was found that for certain conditions and liq-
uid pairs, a secondary drop can be generated as the neck expands – a phenomenon
called partial coalescence (Charles and Mason 1960b). A recent review by Kaveh-
pour (2015) explains these basic mechanisms. In what follows, the film drainage
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velocity is investigated in the first Section and the neck expansion dynamics in the
second Section.
2.3.1.1 Film drainage
It was shown in the phenomenological in-line separator model that coalescence
times, the sum of film drainage and neck expansion time, between a drop and the in-
terface and between two drops control the separation of liquid-liquid mixtures (eqs.
2.29 and 2.31 respectively). Henschke et al. (2002) describe the main characteristics
that are involved in determining the coalescence time in dense-packed regions of
mixtures. At high concentration, the drops tend to deform due to pressure exerted
on them. Both Henschke et al. (2002) for batch settlers and Conan et al. (2007) for
pipes, report a deformation of the drops at the dense-packed region, with the shape
described as hexagons by the former and as pentagonal dodecahedra by the latter.
This deformation causes a simultaneous increase of the contact area between the
drops and a decrease of the medium area between the drops, which translates to
higher values of packing.
Figure 2.6 illustrates the asymmetrical film drainage model described by Hen-
schke (1994). He solved numerically the equations describing the drop deformation
and derived the following empirical formulations for the geometrical parameters as
rF,d = 0.030d
√
1− 4.7
4.7 + La
and ra = 0.5d
√
1− 4.7
4.7 + La
,
which are based on a Laplace number representing the ratio of the hydrostatic pres-
sure resulting from the drop-packing height above the drop considered hpy and of
the interfacial tension equal to La = ∆ρghpyd/σ. During drop-interface coalescence,
the aforementioned equation can be used with rF,I = rF,d
√
3. With this Laplace
number though it was found that the packing height was overestimated and there-
fore Henschke (1994) modified it as La = (∆ρg/σ)0.6 h0.2py d by fitting the exponents
to experimental data obtained from batch settling experiments.
Apart from the deformation of the drops (Fig. 2.6(a)), it is important to pre-
dict the rate the film drains. A lot of film drainage models exist depending on the
deformation and the assumptions considered as have been reviewed by Frising et
al. (2006) and Chan et al. (2011). Here, the formulations by Henschke et al. (2002)
based on a dimple formulation as illustrated in Fig. 2.6(b) are considered. The
film thickness presents a minimum at the edge of contact, while the drainage is also
not symmetric on its rotational axis. This leads in asymmetrical film drainage (Fig.
2.6(b)), which results in higher drainage rates.3 Asymmetric drainage takes place
when the pressure forces FP = σpir2F /ra acting on the film are not centred with nor-
malised displacement from the centre equal to r+V = rV /rF , which is the case in
dense-packed drop systems.
3. Symmetrical drainage was considered more in the past and was described as τd ∝ rmF,d, with the
exponent m ranging from ∼ 1.4 to 4.0 (Charles and Mason 1960a; Hartland 1981; Chen 1985).
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(a) Drop deformation leading to
hexagons in the dense-packed region
(b) Asymmetrical film drainage
Figure 2.6: Film drainage process as described by Henschke et al. (2002).
The flow of the film is considered to take place along the horizontal axis of Fig.
2.6(b), where FP can be divided into two contributions FZ and FV , as shown. The
final solution is derived by superposition of the solutions of each case. Following
Henschke et al. (2002) considerations, this gives drainage times for drop-interface
and drop-drop coalescence respectively, as
τI =
(6pi)7/6 ηcr
7/3
a
4σ5/6H1/6rF,Ir+V
and τd =
(6pi)7/6 ηcr
7/3
a
4σ5/6H1/6rF,dr+V
. (2.33)
The Hamaker coefficient H is in the power of 1/6 and thus its value does not sig-
nificantly affect the results. According to Henschke et al. (2002) it can be fixed at
1 · 10−20 N m, while the asymmetry parameter r+V depends on the system and was
fitted to the experimental curves by Pereyra et al. (2013) resulting in r+V = 0.007. It
must be noted that any effects of polydispersity are not considered in this model.
These coalescence times can be used as closures for eqs. 2.29 and 2.31 of the in-line
separation model of Sec. 2.2.3.
2.3.1.2 Neck expansion
Once the film drains to an infinitesimal thickness, the intermolecular forces become
important and rupture the film, forming a connecting neck between the two coalesc-
ing bodies with a radius of rn. The Young-Laplace pressure
∆P = σ
(
1
Rn,1
+
1
Rn,2
)
(2.34)
controls the expansion dynamics of the neck, where Rn,1 and Rn,2 denote the prin-
cipal radii of curvature with Rn = Rn,1 = Rn,2 for spherical drops. On the rupture
of the film, a singularity forms at the neck as its curvature is infinite at the point of
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Figure 2.7: Schematic of the neck expansion mechanism during coalescence between a
drop and an interface.
contact. A schematic illustration is presented in Fig. 2.7 describing the phenomenon
of a drop of radius a = d/2 coalescing with a flat interface.
Motivated mostly by sintering and inkjet printing applications, a lot of work
has been conducted to investigate drop-drop and drop-interface coalescence. Both
numerical and experimental efforts have explored the neck expansion velocities, the
curvature of the neck and the propagation of capillary waves. In Table 2.2 a list
of works exploring the physical mechanisms during drop-drop and drop-interface
coalescence is given. Studies focused only on partial coalescence dynamics have
not been included (Kavehpour 2015; Zhang et al. 2015) along with studies exploring
non-coalescence due to electrical effects (Ristenpart et al. 2009).
The neck expands rapidly during coalescence, presenting experimental limita-
tions in the resolution of short times to investigate the rn(t) rates. Several exper-
imental techniques have been implemented to acquire high spatial and temporal
resolution in the measurements. From Table 2.2 it is clear that optical measurements
are the norm, where the depth of field (DOF) is usually constrained by the camera
system. High-speed imaging has been widely used, as it is easy to set up and can be
used with a wide range of liquids. More elaborate efforts with LSCM and TLM (cf.
footnote 6) can give images of very high spatial resolution of the order of 10−6 m,
but can only reach recordings of 50 and 1 frame per second respectively and specific
fluorescence dyes need to be introduced (Aarts et al. 2005; Aarts and Lekkerkerker
2008). X-ray imaging has provided recently the same high spatial resolution with
time-resolved measurements of the order of 105 frames per second. PIV measure-
ments both with volume illumination (bright-field PIV) (Chinaud et al. 2016; Nowak
et al. 2017) and a laser plane (Mohamed-Kassim and Longmire 2004; Weheliye et
al. 2017) have been used to obtain the velocity field during coalescence.
Interfacial tension drives the motion of the neck (as was shown by the Young-
Laplace eq. 2.34) and viscous or inertial forces resist it. From dimensional analysis
for short times and low Reynolds numbers, the viscous forces balance the interfacial
forces, so that Ca = ηun/σ ∼ 1 (i.e. purely viscous Stokes regime), giving
rn ∝ σ
η
t, (2.35)
where η is the dynamic viscosity of the coalescing phase and σ is the interfacial
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Table 2.2: Works investigating neck expansion dynamics during drop coalescence.
Study4 Type5 Focus Technique
Hopper (1990) num. d/d neck velocity, curvature
Eggers et al. (1999) num. d/d neck velocity, curvature, interface shape
Menchaca-Rocha et al. (2001) both d/d neck velocity, curvature imaging
Verdier and Brizard (2002) exp. d/d neck velocity, flow field PIV
Duchemin et al. (2003) num. d/d neck velocity, curvature
Gianotti and Nadim (2003) num. d/i neck velocity, curvature (Hele-Shaw cell)
Mohamed-Kassim and Longmire (2004) exp. d/i neck velocity, wave propagation, flow field PIV
Wu et al. (2004) exp. d/d neck velocity imaging
Aarts et al. (2005) exp. d/i neck velocity LSCM, TLM6
Thoroddsen et al. (2005) exp. d/d neck velocity, curvature, wave propagation imaging
Yao et al. (2005) exp. d/d neck velocity, interface shape imaging
Aryafar and Kavehpour (2006) exp. d/d neck velocity during coalescence cascade imaging
Yue et al. (2006) num. d/i interface shape, flow field (viscoelastic fluids)
Burton and Taborek (2007) exp. d/d neck velocity (2D vs 3D) imaging
Gilet et al. (2007) exp. d/i neck velocity, curvature, wave propagation imaging
Kapur and Gaskell (2007) exp. d/d neck velocity imaging
Thoroddsen et al. (2007) exp. d/d neck velocity, curvature, wave propagation imaging
Aarts and Lekkerkerker (2008) exp. d/i neck velocity, interface shape LSCM, TLM
Aryafar and Kavehpour (2008) exp d/i neck velocity, wave propagation imaging
Case and Nagel (2008) exp. d/d neck velocity electrical method
Fezzaa and Wang (2008) exp. d/d neck velocity x-ray imaging
Blanchette and Bigioni (2009) num. d/i neck velocity, interface shape
Blanchette et al. (2009) both d/i neck velocity, curvature, interface shape, flow field imaging
Kim and Longmire (2009) exp. d/d flow field of colliding drops PIV
Wang et al. (2009) exp. d/d change in the surface area of the drops imaging
Ortiz-Dueñas et al. (2010) exp. both neck velocity, wave propagation, flow field tomographic PIV
Eri and Okumura (2010) exp. d/i neck velocity (Hele-Shaw cell) imaging
Lai et al. (2010) exp. d/d flow field of colliding drops on surface PIV, tomographic LIF
Ata et al. (2011) exp. d/d change in the surface area of the drops imaging
Paulsen et al. (2011) exp. d/d neck velocity, curvature imaging, electrical7
Gac and Gradon´ (2011) num. d/d neck velocity
Yokota and Okumura (2011) exp. d/i neck velocity (Hele-Shaw cell) imaging
Bordoloi and Longmire (2012) exp. d/d flow field tomographic PIV
Paulsen et al. (2012) exp. d/d neck velocity, curvature imaging
Sprittles and Shikhmurzaev (2012) num. d/d neck velocity, curvature
Thompson and Billingham (2012) num. d/d neck velocity, curvature
Gross et al. (2013) num. d/d neck velocity, curvature
Paulsen (2013) exp. d/d neck velocity, curvature, interface shape imaging,electrical
Paulsen et al. (2014) exp. d/d neck velocity imaging
Baroudi et al. (2015) num. d/d neck velocity, interface shape, flow field
Chen et al. (2015) both d/d neck velocity, interface shape, flow field imaging
Martin and Blanchette (2015) num. d/i interface shape, flow field (surfactants)
Mitra and Mitra (2015) num. d/d neck velocity, interface shape
Munro et al. (2015) num. d/d neck velocity, interface shape
Chinaud et al. (2016) exp. d/i neck velocity, flow field (Hele-Shaw cell, surfactants) imaging, BF PIV8
Lim et al. (2016) exp. d/i neck velocity, curvature, interface shape x-ray imaging
Lu et al. (2016) num. d/d neck velocity, curvature, interface shape, flow field
Nowak et al. (2016) exp. d/d neck velocity, flow field (surfactants) imaging, BF PIV
Wang et al. (2016) exp. d/d neck velocity, interface shape shadowgraphy
Nowak et al. (2017) both d/d neck velocity, curvature, interface shape, flow field imaging, BF PIV
Weheliye et al. (2017) exp. d/i neck velocity, interface shape, flow field PIV
tension of the coalescing and outer phase system. The velocity of coalescence is
computed as un = rn/t, which gives for an air-water system velocities close to ∼ 70
m s−1. Eggers et al. (1999) predicted theoretically only logarithmic corrections to the
aforementioned scaling argument as
rn = 1− 1
pi
σ
η
t ln
(
σ
ηa
)
.
These corrections were not observed experimentally, while a proportionality con-
stant was found approximately equal to unity for eq. 2.35 (Aarts et al. 2005; Thoroddsen
4. numerical study (num.) and experimental study (exp.).
5. drop-drop coalescence (d/d) and drop-interface coalescence (d/i).
6. laser scanning confocal microscopy (LSCM), transmission light microscopy (TLM).
7. an electrical method was implemented to capture the coalescence initialisation.
8. bright-field (volume illuminated) PIV measurements were conducted. The measuring plane was
defined by the camera system.
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Figure 2.8: Boundaries of drop coalescence showing the limits of the viscous Stokes and
inertial regimes in a two-dimensional geometry and for η = 0.0084 Pa s and σ = 0.0316
N m−1.
et al. 2005; Yao et al. 2005). Paulsen et al. (2011) recorded smaller proportionality
constants from their experiments.
The transition from viscous dominated dynamics to inertial happens at Re ∼ 1
(Aarts et al. 2005) based on the neck expansion velocity and radius, but Thoroddsen
et al. (2005) observed deviations from the linear scaling law of eq. 2.35 for higher
Re 1. According to Paulsen et al. (2012) the Stokes regime can be achieved when
Oh ∝
∣∣∣∣ln(18 rna
)∣∣∣∣ (rna )−1/2 ,
where the Ohnesorge number is defined asOh = η/
√
ρσawith ρ being the density of
the coalescing phase. For two-dimensional drops the same argument can be written
as Oh ∝ |ln (rn/8a)| /
√
4pi. As described by Paulsen (2013) in detail there is a third
regime linking the Stokes with the inertial regime. Specifically, these two regimes
do not share a phase boundary, but are connected through an inertially-limited vis-
cous regime, henceforth abbreviated as ILV. The transition to the inertial regime was
found to take place at rn/a ∝ Oh2 (Eggers et al. 1999; Aarts et al. 2005; Thoroddsen
et al. 2005), but Paulsen et al. (2011) illustrated that rn/a ∝ Oh describes the transi-
tion when the ILV regime is taken under consideration. These transition boundaries
are plotted in Fig. 2.8 for r+n = rn/a.
When inertial effects dominate, it is not sufficient to set the Weber number We =
ρu2nrn/η equal to unity, as the Capillary forces become equal to σa/r2n (Duchemin
et al. 2003). By balancing the inertial to the capillary forces it results that
rn ∝
(
σa
ρ
)1/4
t1/2, (2.36)
Duchemin et al. (2003) calculated theoretically a prefactor of 1.62, with Wu et al. (2004)
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finding lower prefactors in their experiments and Paulsen et al. (2011) reporting pref-
actors ranging from ∼ 1 to 3.
The curvature of the neck Rn (cf. Fig. 2.7) is dependent on the outer phase.
Eggers et al. (1999) showed that in the absence of an outer fluid, the curvature is
proportional to the neck as Rn ∝ r3n, which agrees with the exact two-dimensional
solution by Hopper (1990). When the viscosity of the outer phase increases then
different dynamics are observed with Rn ∝ r3/2n . For inertial dynamics Duchemin
et al. (2003) developed a proportionality as Rn ∝ r2n, which was also reported by
Paulsen et al. (2011) and used as the characteristic length in the Reynolds number to
predict the aforementioned regime boundaries by Lim et al. (2016). An exponential
relation was shown in the experiments of Thoroddsen et al. (2005) in agreement with
previous relations.
In drop-interface coalescence, Mohamed-Kassim and Longmire (2004) reported
two capillary waves propagating – one along the horizontal axis and one inside the
drop towards the top. The propagating velocity for the axial outward wave was re-
ported at 2.6un and for the wave travelling inward towards the top of the coalescing
drop at 1.9 and 2.3un for viscosity ratios of 0.14 and 0.33 respectively. It is clear that
both waves travel faster than the neck. Blanchette and Bigioni (2006) described the
significance of the capillary wave travelling to the top in the inertial regime and dur-
ing partial coalescence. Nevertheless, Blanchette et al. (2009) later stated that cap-
illary waves are not the only cause for the formation of secondary drops, as partial
coalescence has also been observed in the viscous regime in the absence of waves.
Gilet et al. (2007) predicted the dispersion relationship for these waves assuming
small wavelengths as (ωltca)
2 = l3/2, where ωl is the pulsation of mode l = k · a,
k is the wavenumber and tca is the capillary time
√
ρ¯a3/σ, where ρ¯ is the average
density of the coalescing and outer phase. The propagation time of the waves from
the bottom to the top was found equal to l−1/2. To take into account the effect of
Bond number for surface-gravity waves Gilet et al. (2007) wrote
(ωtca)
2 =
l
2
(
l2 +Bo
)
, (2.37)
where
Bo =
d2∆ρg
σ
, (2.38)
and a significant fraction of the amplitude of the waves will be dissipated according
to Blanchette et al. (2009) if
(ak)3/2
piη
(σρa)1/2
≡ (ak)3/2 piOh = O{1}. (2.39)
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2.3.2 Breakup
The drops of the dispersion in the pipe can deform and break under shear. When the
velocity of the mixture is high, the interfacial tension forces cannot hold the spheri-
cal shape of the drops. The drops are stretched under the influence of the local shear
gradients and eventually break up in two or more secondary drops. A critical mod-
ified Weber number can be written based on the shear gradient Wecrit = ηcγ˙dmax/σ
(Brauner 2003) and can predict the maximum size of a drop that can survive the flow
in the pipe, i.e. when the interfacial forces will be able to counter the shear effects.
It was found that the viscosity ratio m = ηc/ηd plays a role in the dynamics. The
critical Weber number, where breakup will start taking place for laminar conditions,
increases for m  1 (Acrivos and Lo 1978) as
dmax = 0.296D
σ
ηcγ˙D
m1/6
For laminar pipe flow conditions it was previously shown that γ˙ = 4um/D and it
becomes clear that the Capillary number of the continuous phase ηcum/σ plays a
role in the phenomenon as
dmax = 0.074DCa
−1
c m
1/6 for m  1. (2.40)
Brauner (2001) stated that for turbulent pipe flow, the regions where viscous
shear is effective are small compared to the size of the drops and thus the dom-
inant external stress is the dynamic pressure of turbulent eddies. Based on this
argument, Kolmogorov (1949) and Hinze (1955) formulated a critical Weber num-
ber from a balance between the turbulent kinetic energy and the drop surface en-
ergy reading ρcu′2/2 ' 4σ/dmax. The turbulent kinetic energy can be related to the
mean rate of turbulent energy dissipation per unit mass of the continuous phase
e¯ as u′2 = 2 (e¯dmax)2/3, when the maximum drop size is between the Kolmogorov
microscale `k =
(
η3c/ρ
3
c e¯
)1/4 and the length scale of the energy containing eddies
equal to 0.1D (Hinze 1959). From the aforementioned force balance it follows that
dmax (ρc/σ)
3/5 e¯ ' 0.725 with the constant obtained from fitting of experimental
data. Kubie and Gardner (1977) assumed homogeneous and isotropic turbulence
in the pipe and set e¯ = 2fu3/D. It can therefore be written that
dmax = 0.55DWe
−3/5
c f
−2/5 for `k  dmax < 0.1D, (2.41)
where f is the friction factor and the Weber number based on the continuous phase
isWec = ρcu2mD/σ. Brauner (2001) wrote this formulation in a slightly different way
by multiplying the right-hand side of (eq. 2.41) with (ρm/ρc (1− ϕd))−0.4 stemming
from a variation in the formulation of the mean energy dissipation rate e¯ in the pipe.
This term can be considered approximately equal to unity for liquid-liquid dilute
flows.
Eq. 2.41 is based on the assumption of a single drop in a turbulent field, thus it
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Figure 2.9: Maximum drop size predictions for a range of input dispersed phase fractions
by eqs. 2.41, 2.42, 2.43 and 2.44 for Rec ∈ {2300, 2800, 3300} increasing with the arrow
direction.
can only be applied in low drop concentration systems. At higher concentrations,
coalescence takes place. Based on an energy balance between the turbulent kinetic
energy of the continuous phase and the surface energy produced from the dispersed
phase Brauner (2001) proposed a different formulation to describe these systems as
dmax = 2.22DC
3/5
H We
−3/5
c f
−2/5
(
ρm
ρc (1− ϕd)
)−2/5( ϕd
1− ϕd
)0.6
, (2.42)
with CH a constant of CH = O{1}. The same restrictions apply for eq. 2.42 as eq.
2.41 in regards to the maximum drop size allowed. For liquid-liquid pipe flows
the maximum drop size is then found by taking the highest value between the two
equations as dmax = max [eq. 2.41, eq. 2.42]. Eqs. 2.41 and 2.42 are called the H-
model. By using eq. 2.2 for Rec, the maximum drop size is illustrated in Fig. 2.9 for
a range of input dispersed phase volume fractions.
Hughmark (1971) suggested that for drops larger than the scale of the energy
containing eddies (i.e. d > 0.1D), the dynamic pressure due to the turbulent field
should be evaluated based on the fluctuating turbulent velocity, which in pipe flow
is of the order of the friction velocity,
(
u′2
)1/2 ∝ u∗ = (τwall/ρc)1/2 = um (f/2)1/2.
According to Kubie and Gardner (1977), a maximum drop size for dilute systems is
given by
dmax = 1.38DWe
−1
c f
−1 for dmax > 0.1D. (2.43)
For dilute systems ρc ' ρm, but for higher drop concentrations the wall shear stresses
τwall now need to be written by taking into account the mixture density. Brauner
(2001), based on the same energy balance as for eq. 2.42, concluded that the max-
imum drop size in dense systems can be written in the following form when the
drops are larger than the length scale of the energy containing eddies
dmax = 8DCKWe
−1
c f
−1 ρc
ρm
(
ϕd
1− ϕd
)
, (2.44)
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with CK a constant of CK = O{1}. Eqs. 2.43 and 2.44 are called the K-model.
When dmax > 0.1 the maximum drop size is then computed by taking the dmax =
max [eq. 2.43, eq. 2.44]. The predictions are plotted in Fig. 2.9 for different Reynolds
numbers.
In this Chapter, the main theory concerning the separation and flow character-
istics of liquid-liquid dispersions was described, illustrating the mechanisms that
need to be accounted for to predict the behaviour of the unstable dispersed flows.
A simplified mechanistic model was developed, which is based on batch settlers
(vessel separators) and can predict the evolution of the characteristic layers of a sep-
arating liquid-liquid dispersion assuming an average drop size. To investigate the
velocity field during the segregation of the drops, a CFD model based on the mix-
ture approach is also developed, which is able to capture the drop motion in laminar
Poiseuille flow, assuming a single mean size and rigid drop interfaces. The literature
concerning the theory is reviewed and the state of the art formulations are consid-
ered for the modelling approaches.
Although several works have explored liquid-liquid dispersed flows, the litera-
ture survey of this Chapter demonstrates a lack of combined measurements of the
drop size, phase volume fractions and velocities, that can provide an insight to the
complex properties of unstable and concentrated dispersions. As discussed before,
at such conditions apparent local density and viscosity effects are important, while
drop-drop and drop-interface coalescence phenomena can significantly influence
the flow structure. For this reason, the next Chapter will examine the new facili-
ties employed and the new experimental methods developed to understand flow
transitions and dispersion dynamics through simultaneous characterisation of drop
sizes, volume fractions and velocity fields at a range of flow conditions. The detailed
and local measurements combined with the modelling approaches aim to provide
a novel perspective of concentrated and spatially developing dispersed pipe flows
and reveal the underlying physical mechanisms.
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Experimental Methods
The scope of this Chapter is to provide details on the experiments conducted in
this project. The facilities utilised and the experimental techniques developed are
discussed in the next two Sections respectively, while in the last Section an overview
of the experiments performed in each experimental setup is provided.
3.1 Systems and fluids
The experiments in the present work are conducted in three systems. In this Section,
the details on the two flow-loops to study dispersed pipe flows and on a confined
system to study coalescence are given. Information in regards to the fluids studied
is also provided.
3.1.1 Pilot-scale flow loop
The initial experiments in this work studying the separation properties and flow
characteristics of dispersed flows take place in a two-phase pilot-scale flow loop.
The organic phase is a low viscosity model oil (Exxsol D140) and the aqueous phase
is tap water. The properties of the two liquids are shown in Table 3.1. The experi-
ments are conducted at ambient laboratory temperature of 20(±2)oC . The proper-
ties of the Exxsol oil are reported according to the supplier. The interfacial tension
σ was measured with a drop shape analyser (Krüss DSA100) with the pendant drop
method, while the refractive indices n with a refractometer (Abbe 5 Bellingham &
Stanley). Each phase is stored in a separate tank as shown in Fig. 3.1. The tanks are
made of fibreglass and have a capacity of approximately 0.9 m3, while each tank is
connected to a centrifugal pump. A recycle stream is used to regulate the flow to
the test section. The suction and recirculation discharge ports of the tanks have been
placed in such a way to increase circulation and heat dissipation.
Table 3.1: Liquid properties of the pilot scale flow loop at 20oC
Liquid Phase
ρ η σ n
kg m−3 Pa s N m−1 −
Water Aqueous 998 0.9 · 10−3
0.0329
1.333
Exxsol D140 Organic 828 5.5 · 10−3 1.459
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Figure 3.1: Schematic of the flow loop system.
Two Flowserve 2K40-25-250 centrifugal pumps are used to introduce the liquids
to the test section. The pumps have motors of variable speed that can reach up to
∼3000 rpm. The power of the pumps is 18.5 kW and is supplied by two three-phase
Santerno Sinus Penta inverters. The total dynamic head for each pump is approx-
imately 96 m with a capacity in the range of 0.35 to 20 m3 h−1. The flow rates are
digitally controlled by Coriolis mass flow meters (Proline Promass 80E by Endress
& Hauser) with an accuracy of 0.2% as estimated by the supplier. The Coriolis flow
meters can provide continuous measurements of the density of the liquids and in-
dicate any possible temperature or separation issues. The liquids are transferred
through 41 mm ID PVC pipes to the test section as shown in Fig. 3.1. A globe valve
is used to regulate the recycle stream, while ball valves are installed at different sec-
tions of the flow line to allow the isolation of certain sections.
The liquids are introduced to the Perspex acrylic test section through an inlet
configuration. The test section is a horizontal 37 mm (±0.3 mm) ID and ∼ 15 m
length circular pipe as shown in Fig. 3.1. It comprises of two 7 m long legs connected
via two U-bends of 75 mm radii of curvature and one 1 m section. Each leg is
composed of spools of various lengths to accommodate different arrangements of
the instruments. All instruments are placed in the front leg to avoid any disturbance
of the flow by the bends (Collins and Knudsen 1970). The two liquids enter a 0.8
m3 gravity separator. A DC 9201/SS/PPL KnitMesh coalescer is installed vertically
close to the entrance to enhance separation of the two immiscible liquids. A detailed
description of its method of operation has been provided by Ngan (2011).
The inlet section, where the two liquid phases meet, is very important and can
have an effect on the spatial configuration of the phases downstream. To minimise
any mixing taking place between the two liquids, a Y-shaped junction can be used
as illustrated in Fig. 3.2(a). The aqueous heavier phase joins through the bottom
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(a) Y-shaped inlet (b) Multi-nozzle inlet
Figure 3.2: Inlet configurations of the pilot-scale flow loop facility.
of the inlet and meets the organic lighter phase at the top. Some disturbance is ex-
pected close to the inlet, followed by the formation of small amplitude waves. For
low and approximately equal flow rates of both phases, the waves tend to dampen
downstream due to viscous effects. For higher flow rates, stronger waves can be
generated from the Kelvin-Helmholtz instability (KHI) induced by high velocity
gradients at the interface of the two liquids (Barral 2014). These interfacial waves
can cause the formation of ligaments, which can break and generate drops causing a
flow pattern transition. This mechanism has been recently explored experimentally
in liquid-liquid pipe flows by (Al-Wahaibi and Angeli 2007; Barral and Angeli 2014;
Park et al. 2016).
As discussed in Chapter 1, the focus in this project is placed on studying the flow
characteristics and separation properties of unstable dispersions. Enhanced mixing
needs to be introduced at the inlet section to generate kinetically unstable dispersed
flow conditions that will separate downstream. A specially designed multi-nozzle
inlet is utilised for the experiments in this facility. As shown in Fig. 3.2(b), the
dispersed phase, in this case the organic phase, is introduced through more than a
thousand stainless steel nozzles (Nnozzle = 1056) of 1 mm ID and 1.65 mm OD. The
nozzles are 7 mm apart with alternating lengths of 2 and 4 mm to avoid coalescence
taking place between drops of two neighbouring nozzles. The nozzles are placed at
the outer periphery of a stainless steel 12.5 mm ID and 15 mm OD tube of 0.5 mm
length located at the core of the pipe cross-section as shown in Fig. 3.2(b).
The number of nozzles has been selected so that the flow area of the nozzles
for the dispersed phase is close to the annulus flow area of the continuous phase
– presently giving a ratio of ∼ 0.93. A similar inlet system was used by Conan et
al. (2007). The authors chose the number of nozzles, so that the velocities in each
one are kept below 3 m s−1 in the range of flow rates needed, to avoid pulverisation
and the drop formation results from either ligament or jet breakup at the exit of the
nozzles. In the work by Conan et al. (2007), the nozzles were set in a co-flow arrange-
ment with the continuous phase flow, while in the current work the nozzles are set
perpendicularly, in a cross-flow arrangement to enhance breakup. The main reason
for using the multi-nozzle inlet in the present work, lies in the fact that dispersed
flow conditions are generated at lower velocities and thus allow higher residence
times in the pipe, which can result in higher separation along the axial streamwise
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direction. Dispersed flow conditions are also generated for a wider range of phase
fractions, as there is control on the continuous and the dispersed phase, contrarily
to the drop formation in the Y-shaped inlet from the KHI. Finally, narrow drop size
distributions are expected at the initial axial locations, as the drop formation mech-
anism is similar for all the nozzles. More details on the measurements in this facility
are given in Chapter 4.
3.1.2 Matched refractive index flow loop
Further experiments are conducted in a second flow loop. This facility is designed
so that the two immiscible liquids share the same refractive index to allow for accu-
rate optical measurements in dense dispersions. As shown previously, the refractive
index of Exxsol oils (organic phase) is relatively high at 20oC with n20 > 1.440, while
the refractive index of tap water (aqueous phase) is equal to n20 = 1.333. It is possi-
ble to increase the refractive index of the aqueous phase by introducing glycerol to
it. However, a significant amount of glycerol would be needed to match the refrac-
tive index of an Exxsol oil, as shown by Morgan et al. (2012), where an ∼ 82% w/w
glycerol/water mixture was needed. High levels of glycerol can cause entrapment
of gas bubbles in the mixture, as was the case in the aforementioned work. The re-
fractive index of air is approximately equal to unity and can cause significant light
diffraction during optical measurements.
To avoid this problem in this work, a low viscosity silicone oil is used for the or-
ganic phase instead – with a refractive index of n20 = 1.396. To match this refractive
index, glycerol is introduced in the aqueous phase at a relatively low concentration
of ∼52% w/w. The properties of the liquids used are shown in Table 3.2. To dis-
tinguish between the liquids and better track the interface, a small amount of Rho-
damine 6G dye was added in the aqueous phase. Rhodamine B-coated PMMA par-
ticles with a density of ∼ 1200 kg m−3 and a size ranging from 1 to 20 µm were used
as tracers in the aqueous phase. A recent detailed review on the selection of fluids
and solids for matched-refractive index experiments is given by Wright et al. (2017).
The schematic of the flow loop facility is very similar to that of Fig. 3.1. The
liquids are stored in plastic tanks of approximately 0.16 · 10−3 m3 volume. Each
tank is connected to a centrifugal pump (Procon Sandtex) of constant motor speed.
Contrarily to the variable motor speed pumps of the previous flow loop facility, a
recycle loop and valves are needed for each pump to regulate the flow rate. Two
variable area flow meters are used for each flow line for low and high flow rates
respectively. The final capacity lies in the range of 0.04 to 0.13 and from 0.13 to
Table 3.2: Liquid properties of the matched refractive index flow loop at 20oC
Liquid Phase
ρ η σ n
kg m−3 Pa s N m−1 −
Glycerol/Water Aqueous 1146 8.4 · 10−3
0.0316 1.396
Silicone oil Organic 913 4.6 · 10−3
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Figure 3.3: Pipe spool with a helical static mixer of 4 elements.
1.62 m3 h−1 for each flow meter. The flow meters are calibrated for their respective
liquid phase. PVC 26 mm ID pipes with globe and ball valves are used for the liquid
transfer of the liquids to the inlet section.
The test section used in the current experiments is a 26 mm ID Perspex acrylic
circular pipe of ∼ 8.5 m length. Two horizontal legs of 4 m each are connected
via two U-bends. As in the aforementioned facility, variable length spools are used
and the measurements are conducted in the front leg of the flow loop. The gravity
separator has a capacity of 0.22 m3, which allows the liquids to be fed back to their
respective tanks. Short runs are very important in this rig, in order to allow enough
time for separation of the fluids, but also to avoid any temperature changes induced
by the pumps working at constant motor speed.
The liquids enter the test section through a Y-shaped junction (Fig. 3.2(a)), with
the lighter organic phase coming from the top and the aqueous heavier phase from
the bottom. As the goal remains to generate dispersed flow conditions at low veloc-
ities, enhanced mixing at the inlet needs to be introduced. For this reason, the two
liquids pass through a 6-element helical static mixer (JLS International) of alternat-
ing mixing elements, where each element is set perpendicularly at a 90o angle to its
adjacent elements. Thorough axial and radial mixing is provided from the mixer by
dividing the main flow into two equal streams as the mixture passes each element.
The number of divisions increases as 2Nelements , where Nelements is the number of el-
ements of the mixer. The total mixing length is 265 mm. A shorter 4-element design
of the mixer is illustrated in Fig. 3.3. Various flow patterns are observed with this
flow configuration, which depend on the mixture velocity and input oil fractions –
defined as
um =
Qo +Qw
A
and ϕo =
Qo
Qo +Qw
, (3.1)
where Qo and Qw are the volumetric flow rates of the organic and aqueous phase
respectively andA is the pipe cross-sectional area. Detailed discussion on the results
from the experiments of this facility are provided in Chapter 5.
3.1.3 Hele-Shaw cell
Additional experiments are also conducted in a confined system, to investigate fur-
ther the coalescence mechanism and more specifically the neck expansion dynamics
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Figure 3.4: Hele-shaw cell with drop formation nozzle.
in the initial stages of coalescence. As discussed in Sec. 2.3.1.2, the neck expansion
is a quick phenomenon and includes various length-scales. A Hele-Shaw (1898) cell
is a quasi-two-dimensional cell comprised of two parallel plates with a thin gap ∆z
and is used to study in detail the aforementioned coalescence dynamics. A CAD de-
sign of the cell is presented in Fig. 3.4. Two-dimensional flows in porous media can
be modelled with flows in a Hele-Shaw cell (Saffman and Taylor 1958). The average
velocity of a viscous fluid flowing in the space between the plates is
U = −∆z
2
12η
∇P + ρg, (3.2)
which is identical to Darcy’s law for motion in a porous medium with a ∆z2/12 per-
meability. When ∆z → 0, for steady-state and uniform flow, the velocity component
along the depth of the cell can be neglected w = 0, while the velocity in the plane
of measurement can be assumed to depend only on the z direction. Under these as-
sumptions, it can be written that ∇ ·U = 0 and the two velocity components u and
v along the x and y respectively can be averaged along the depth z.
Due to the interfacial symmetry in drop-drop coalescence, the film ruptures at
approximately the closest point where the drops are placed. However, in this work
drop-interface is studied, where the rupture can take place at various positions along
the depth of the system (Mohamed-Kassim and Longmire 2004). Studying the coa-
lescence mechanism in a Hele-Shaw cell allows to localise the film rupture point and
study the early times of the neck expansion. Eri and Okumura (2010) and Yokota and
Okumura (2011) have similarly both used a Hele-Shaw cell to study these dynamics.
In this work, the Hele-Shaw cell is made from two Perspex acrylic plates of a few
millimetres thickness and are separated by a distance ∆z ∼ 1.25 mm with spacers of
homogeneous thickness. The plates have a length of ∆x = 80 mm and a height of
∆y = 140 mm. A nozzle, made from stainless steel of 0.5 mm ID, is introduced from
the top and placed in the middle of the cell to allow for the formation of the drop, as
shown in Fig. 3.4. A small valve was placed at the bottom of the cell to regulate the
static pressure and keep the organic-aqueous interface as flat as possible.
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To initialise the experiments, the cell is first filled with the lighter organic phase,
while the aqueous phase is introduced next, in order to guarantee that the oil is
wetting the walls along the whole cell. Enough time is given to the system until
separation takes place, i.e. the aqueous phase goes to the bottom of the cell and
the organic rises at the top. Aqueous drops are generated with a syringe pump
(KDS Scientific) connected to the nozzle. The drops are surrounded by air when
generated, to avoid any effects from additives present in the organic phase and allow
the same volume of drops on every run. The drops have an ellipsoidal shape on
the plane of measurement, while their thickness is smaller than the depth of the
cell, as the oil phase is wetting the walls. The drops are left to settle at the liquid-
liquid interface until they coalesce. An infinitesimal amount of ink is added to the
aqueous phase to allow the distinction between the two phases and better capture
the interface properties. The interface appeared on the images with a thickness of
1 pixel or about 10 µm. Additional 10 µm silver-coated glass tracer particles with
a density of ∼ 1400 kg m−3 are introduced in the aqueous phase to allow for PIV
measurements.
3.1.3.1 Addition of surface active agents
Two different sets of liquids are used for the experimental runs in the Hele-Shaw cell.
Firstly, the effect of a non-ionic surface active agent Span 80 (with a density of 990
kg m−3 and a molar weight of 428.6 g mol−1 at 20oC) is explored in a refractive index
matched system of 82% w/w glycerol/water and Exxsol D80. Span 80 is soluble in
the organic phase, with an HLB index of 4.3. Four surfactant concentrations in the
organic solution are prepared by diluting an initial dense solution to the appropriate
level. The solutions are then put in an ultrasound bath for ∼ 15 min at 45 kHz to
homogenise the mixtures. The experiments are conducted at the laboratory ambient
temperature of 22(±2)oC. The properties of the liquids are presented in Table 3.3.
The interfacial tension values of Table 3.3 are measured with the pendant drop
method (Krüss DSA100). Following the Gibbs adsorption equation for a non-ionic
surfactant, the surface excess Γ can be written as
Γ = − 1
R˜T
dσ
d ln c
,
Table 3.3: Liquid properties of the surfactant Span 80 study in the Hele-Shaw cell at 22oC
Phase Liquid ρ η n Span 80 σ
kg m−3 Pa s − w/w N m−1
Aqueous Glycerol/Water 1210 54× 10−3
1.443
Organic Exxsol D80 804 1.75× 10−3
0 26.7× 10−3
2× 10−5 21.1× 10−3
1× 10−4 18.3× 10−3
1.5× 10−4 13.2× 10−3
2× 10−4 9.6× 10−3
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Figure 3.5: Interfacial tension values of the organic phase for different Span 80 concentra-
tions. The continuous line is plotted from eq. 3.3.
where R˜ is the universal gas constant, T is the temperature and c is the molar concen-
tration of the surfactant in the bulk. According to the Langmuir adsorption isotherm,
the surface excess is related to the concentration of surfactant in the bulk as
Γ =
Γ∞KLc
1 +KLc
,
where Γ∞ is the adsorption capacity and depends on the minimum surface area oc-
cupied by an adsorbed surfactant molecule, while KL is the ratio between the ad-
sorption and desorption rate constants.
Combining the two aforementioned equations and integrating, it can be written
that
σ = σ0 − R˜T Γ∞ ln (1 +KLc) , (3.3)
which is known as the surface equation of state (EOS) correlating interfacial tension
with the concentration of surfactant with σ0 being the interfacial tension of the pure
system with no surfactant. As Giribabu and Ghosh (2007) discuss, eq. 3.3 is valid for
concentrations below the critical micelle concentration (CMC) of the corresponding
surfactant, while they found from their experiments for a Span 80 in a mineral oil-
water system that Γ∞ = 4.42×10−6 mol m−2 andKL = 10 m3 mol−1. Eq. 3.3 is plotted
together with the experimental data in Fig. 3.5 and good agreement is found.
3.1.3.2 Addition of shear-thinning liquids
The second run of coalescence experiments in the Hele-Shaw cell handles the effects
of shear-thinning fluids at the neck dynamics. For all cases, coalescence between an
aqueous drop and its pool is studied, while the outer bulk phase is a low viscosity
silicone oil. For comparison purposes with the flow loop facility, the same liquids
as before are used – given in Table 3.2. The aqueous phase is a mixture of glyc-
erol/water in a 52% w/w ratio to match their refractive indices. As in the previous
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Section, the same amount of ink and tracer particles are introduced in the aque-
ous phase, to distinguish the interface and to accommodate for PIV measurements.
The interfacial tension of the liquids is measured with a Krüss K100C instrument
equipped with a Du Noüy ring here instead of the pendant drop method. The co-
alescence is studied between pairs of liquids with the same rheological properties.
A Newtonian and three non-Newtonian solutions are employed as the coalescence
phase in individual experimental runs.
Each of the non-Newtonian solutions contains a different concentration of xan-
than gum, i.e. 500, 1000 and 2000 ppm respectively. No change in the density, in-
terfacial tension and refractive index of the fluid was measured with the addition
of xanthan gum. It is a rigid polymer and is soluble in aqueous solutions. Xanthan
gum powder provided by Sigma-Aldrich is used. The solutions are prepared by
first mixing distilled water with the xanthan gum powder by continuously stirring
to avoid agglomeration. Once all the polymer is dissolved, the appropriate amount
of glycerol is added and the stirring is continued until a homogeneous mixture is
achieved. To avoid biodegradation of the polymer, the solutions are used immedi-
ately after production. No other liquid is investigated for the bulk phase, as Paulsen
et al. (2014) found no significant effect on the early stages for different viscosity ratios
of the bulk and coalescing phase.
An Advanced Rheometric Expansion System (ARES TG-42, TA Instruments) is
used to study the rheological behaviour of the solutions. All measurements are car-
ried out at 20oC, while the rheometer has a Couette geometry with a bob of 16.5
mm ID, 17 mm cup size and a 0.05 mm gap. The rheological properties of the non-
Newtonian solutions under investigation for the three xanthan gum concentrations
are illustrated in Fig. 3.6. It is clear that all three solutions present shear-thinning
behaviour and thus the well established Carreau model (eq. 3.4) is used to describe
the data (Tam and Tiu 1989), as shown by the continuous curves in the Figure. The
Carreau model is written as
ηˆ(γ˙) = η∞ + (η0 − η∞)(1 + (λˆγ˙)2)
nˆ−1
2 (3.4)
where ηˆ is the effective shear viscosity dependent on the shear rate γ˙, η0 and η∞ are
the zero and infinite shear rate viscosity respectively, while λˆ denotes the relaxation
time and nˆ the power index of the model. The fitted parameters λˆ and nˆ for the
three concentrations, namely 500, 1000 and 2000 ppm are 13.9, 0.48; 27.2, 0.31 and
18.4, 0.25 respectively. Eq. 3.4 serves as a master equation able to predict the local
viscosity of each solution based on the shear profile.
While the shear-thinning properties of xanthan gum aqueous solutions have
been well established in the literature for a wide range of concentrations, temper-
atures and shear rates, it has been shown that at high concentrations they can also
illustrate viscoelastic behaviour (Tam and Tiu 1989). The first stages of the coales-
cence can be well described as an extensional flow on the lateral direction of the main
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Figure 3.6: Rheological curves of shear-thinning solutions. The lines represent the fitted
Carreau model to the data from eq. 3.4.
vertical flow. For this reason, the strain profile of the flow and the elastic properties
of the solutions can prove of interest to understand the characteristics of coalescence
between non-Newtonian fluids. It needs to be mentioned that the viscoelastic prop-
erties of xanthan gum solutions are quite weak, so typical rheometers are not able
to accurately compute them. Thurston (1981) and Thurston and Pope (1981) illus-
trated through filament stretching experiments in a tube and in conjunction with
theoretical models, how the oscillatory flow viscoelasticity of aqueous solutions of
125 to 1000 ppm xanthan gum is strongly dependent upon the amplitude of the
shear, as well as the frequency. It was shown that an increase in concentration does
not change the general character of the shear rate dependence, but the elastic compo-
nent increases rapidly with concentration. Flow focusing microfluidic devices have
also been used to correlate the effects of elasticity to an exponential filament thinning
rate, when a viscous solution is stretched by an external immiscible fluid (Khagram
et al. 1985; Arratia et al. 2008). However, in this work the viscoelastic characteristics
of the solutions are not considered.
3.2 Techniques and data analysis
In this Section, a detailed description of the techniques implemented in this work
is provided. The principles behind conductivity, tomography and laser-based diag-
nostics are discussed along with their application to the present experiments.
3.2.1 Conductivity
Several techniques have been implemented throughout the years based on the con-
ductivity/impedance difference of the two liquids under investigation. As already
discussed in Chapter 2, conductivity probes can provide information on the wetting
phase and interface height (Edomwonyi-Otu and Angeli 2015), on interfacial waves
(Barral and Angeli 2014) and most relevant to this work on drop size (Lovick and
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Figure 3.7: Pipe spool of dual-conductance probe with sensors.
Angeli 2004a; Ioannou et al. 2005; Ngan et al. 2011). Tomography systems have also
been implemented. Ngan (2011) used an ERT system to study liquid-liquid flows,
Schümann et al. (2016a) an x-ray system, while Hewakandamby et al. (2014) and
Prasser et al. (2005) used wire-mesh sensors for gas-liquid flows.
3.2.1.1 Dual-conductance probe
A dual-conductance probe (DCP) is developed in the present work and implemented
in the pilot-scale flow loop of Sec. 3.1.1. Its working principle is similar to the dual-
impedance probe (Angeli and Hewitt 2000b), but works with direct current instead.
The circuit is based on the work of Zhai et al. (2016). The probe records the con-
ductivity at two locations close to each other. With rigorous signal analysis, it can
measure the local in-situ phase fractions and the chord lengths of the drops.
Figure 3.7 illustrates a CAD drawing of the pipe spool with the probe as used in
the pilot-scale flow loop, where three DCP are placed at three axial locations down-
stream the inlet of the test section. A traversing mechanism with the two sensors is
placed on the top of each pipe spool. This accommodates for the vertical displace-
ment of the sensors inside the pipe to record various locations on the y axis. The
distance between the two sensors is equal to ∆x = 5 mm. The sealing of the holes,
where the two sensors penetrate the pipe spool, is done with PTFE tape and o-rings,
to guarantee that no leaks take place as the flow passes through the probe. The
sensors are rigid coaxial wires that have an inner and outer electrode separated by
insulation. An outer layer of insulation with heat-shrink is also provided to avoid
any sipping of water to the sensor. As water, oil and air (during shut-down) are in
contact with the sensor tips, possible damage and corrosion to the sensors can take
place, which can in turn lead to noise in the recorded signal. For this reason, new
wires are installed before the start of each experimental run.
The use of direct current can cause possible polarisation effects at the sensor re-
gion. To avoid such effects, the circuit is designed based on a saturation amplifica-
tion technology. The operation of the circuit works as follows. When the sensors are
immersed in the water phase, the signal conditioning circuit outputs a high voltage,
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Figure 3.8: Raw and square wave signals from both the upstream and downstream sensor
for an o/w flow.
as the conductivity is high. The opposite behaviour is recorded when the sensor tips
are immersed in oil, i.e. oil drop passing through them. When a drop is covering the
tip, the connection between the inner and outer electrode is broken and the circuit
outputs low voltage instead. The raw signals are recorded by LabView. To acquire
statistically meaningful results, the acquisition frequency of the sensor is set at 5 kHz
and a sampling time of T = 10 s is selected. Depending on the flow condition and
pipe axial and vertical measuring location, at least a few hundred drops are recorded
with each sample.
A typical signal recorded is presented in Figs. 3.8(a) and (b) for the upstream and
downstream sensor respectively in a duration of 100 ms. The signals are recorded
during an o/w dispersed flow. As the water is the continuous phase, the voltage V
recorded is at the maximum allowable threshold of the circuit ∼ 5.8 V. When an
oil drop covers the sensor tip, then the voltage recorded rapidly dips to the lowest
allowable value of ∼ 0.9 V. These limits have been adjusted from the components
of the circuit together with two threshold filters – one high and one low as shown in
Figs. 3.8(a) and (b). Any voltage recorded outside of this range is filtered. The raw
signals can be then transformed to binary square wave signals, where the value of 1
denotes the presence of a drop.
As can be seen in Figs. 3.8(a) and (b), a few small peaks can be present at the
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Table 3.4: Slope filter configuration for the raw signals.
Condition Outcome (V)
j > jcrit V (ti+1) = 1
j < −jcrit V (ti+1) = 0
−jcrit 6 j 6 jcrit V (ti+1) = V (ti)
signal that might not necessarily correspond to a drop, but possible noise from con-
ductivity fluctuations in the surrounding area of the tip. Two main methods have
been used in the literature to distinguish between the noise and the drops. First,
Welle (1985) used a "double threshold" algorithm in gas-liquid flows to transform
the raw signals to square wave signals. Several works with this technique have been
conducted in liquid-liquid flows (Zhai et al. 2012; Zhai et al. 2016). In this work, a
slope filter is used instead to distinguish between the noise and the drops, based on
the work of Hu (2006).
For the upstream sensor V1(t), the slope filter j is equal to
j =
V1(ti+1)− V1(ti)
ti+1 − ti . (3.5)
When the slope is higher than a set critical slope, jcrit(> 0), the sample collected on
time ti+1 is assigned a value of 1. If j is lower than−jcrit, the sample collected on time
ti+1 is set to 0. If j ranges from−jcrit to jcrit, then the value of the sampling time ti+1 is
kept at the same value as the previous one (0 or 1). From the square wave signal, the
oil volume fraction is calculated from the time the probe indicates oil (signal equal
to 0) over the total time of the experiment. This behaviour is summarised in Table
3.4. The critical value of the slope is set based on the noise levels recorded in pure oil
flow and ranges from 0.031 6 jcrit 6 0.115 V s−1. From the application of the filters,
the square wave signals of Figs. 3.8(c) and (d) are obtained for the upstream and
downstream sensor respectively. The in-situ oil volume fraction εo from each square
wave signal can be computed by diving the total samples where drops are present
(i.e. have the value of 1) by the total number of samples (50,000).
From the square wave signals acquired from both sensors the drop chord lengths
can also be measured. The principle behind the computation lies in the assumption
that a drop passing through the upstream sensor, will continue in the same direction
and pass through the downstream sensor as well. This assumption holds true for the
drop concentrations explored. When the drop passes through both sensors, a spike
in their signals is recorded, but with a time delay τdelay. This time delay is quasi-
constant for all drops, assuming that all of them travel with approximately the same
axial velocity. It can be computed by cross-correlating the two signals as
RV1,V2(τdelay) = lim
T→∞
1
T
∫ T
0
V1(t)V2 (t+ τdelay) dt, (3.6)
where RV1,V2 is the cross-correlation function of the signals of the upstream and
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Figure 3.9: Cross-correlation (eq. 3.6) result between the upstream and downstream sensor
of the DCP.
downstream sensors V1 and V2 respectively. Figure 3.9 illustrates the cross-correlation
result of the signals of Figs. 3.8(c) and (d). A distinct peak (maximum ofR) is taken
as the τdelay. The primary to secondary peak ratios of the correlations are found
satisfactory with values over 1.10 for all cases considered. The time-averaged axial
velocity of the drops 〈ud〉 can be then computed as the ratio of the distance of the
sensors and the time delay from the cross-correlation giving 〈ud〉 = ∆x/τdelay, where
∆x = 0.005 for all the experiments.
The drop chord lengths can be obtained by multiplying each corresponding peak
in the square wave with 〈ud〉. It is important to note that the drops sizes recorded are
not the drop diameters, but the drop chord lengths. However, for the purposes of
this work they will be treated as equal. The minimum drop size that can be recorded
is based on the coaxial wire dimensions, sampling frequency and the maximum drop
velocity and was computed approximately equal to 200 µm. The signals from both
sensors can be used to acquire the drop sizes, but the upstream sensor is found to
give more accurate results, which can be caused by disturbances induced by the
wake of the upstream sensor to the downstream one. To evaluate the repeatability
of the measurements, several runs are carried out with different coaxial wires of the
same dimensions for um = 0.5m s−1 and ϕo = 0.60. The Sauter mean diameters,
computed from eq. 2.30, deviate less than ±18% from the mean, with the upstream
and downstream electrode giving a constant variation on top of the previous relative
uncertainty of approximately ±10%. As expected, the downstream sensor was cap-
turing ∼ 30% less drops compared to the upstream one, for samples Nd = O{103}.
It was found that the Sauter mean diameter of a sample of about 400 drops devi-
ates from a sample of about 500 drops by less than 3%, while both sample sizes are
statistically sufficient for 95% confidence levels at 7% margins of error.
For dilute enough cases, the DCP can be compared against drop size measure-
ments conducted with high-speed imaging. It is noteworthy, that the d32 computed
from the DCP are ∼ 10% higher than those measured directly from the images. This
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differencemight be higher, considering that the DCP measures chord lengths, which
are by definition smaller (or equal) to the drop diameters measured from the im-
ages. However, it must be noted that the DCP measures only the drops in the mid-
dle plane of the pipe, while the drops measured in the images correspond to drops
along the whole pipe depth with a bias towards the outer wall. As higher drop sizes
are expected in the middle of the pipe (Bourdillon et al. 2016), this relative differ-
ence between the two methods is justified. Nevertheless, the overall experimental
uncertainty of the DCP can be estimated at ∼ 30% and the difference between the
two methods falls within this range.
3.2.1.2 Electrical resistance tomography
To compare the results from the DCP, an electrical resistance tomography (ERT) sys-
tem is used in the pilot-scale flow loop of Sec. 3.1.1 with the multi-nozzle inlet (oil
dispersed) – also in three axial locations downstream the inlet of the test section. The
ERT system allows the acquisition of the in-situ phase fractions in the pipe cross-
sectional area. Previous studies have implemented this method (Holden et al. 1998;
Bolton et al. 2007), which can also be extended to acquire the velocity profiles (Zhu
et al. 2015), when two sets of sensors are utilised and placed close to each other.
The ERT system in this work has one sensor consisting of 16 electrodes, placed in
the periphery of an acrylic pipe spool of 37 mm ID (i.e. same as the test section).
Each electrode is made from stainless steel and has an approximate diameter of 2
mm. Coaxial wires are soldered on each electrode and they are then connected to a
p2000 unit by Industrial Tomography Systems. A single earth electrode is required
– placed in a short axial distance from the measurement electrodes. Raw signals are
recorded and post-treated with the ITS p+ software. A linear back projection (LBP)
reconstruction algorithm is used to transform the grid from the sensor to the pipe
cross-section, while Maxwell (1881) equation, given by
εd =
2κc + κd − 2κ˜− κ˜κd
κc
κ˜− κd
κc
κ˜+ 2 (κc − κd)
, (3.7)
is used to transform the conductivities to local in-situ phase fractions of the dis-
persed phase εd, where κ is the conductivity of either the continuous or the dispersed
phase and κ˜ is the reconstructed measured conductivity given from the LBP.
The Exxsol oil (dispersed phase) conductivity for these experiments is very low
and κd ≈ 0 can be safely considered. Equation 3.7 can be for this reason reduced
to εd = (2κc − 2κ˜) / (κ˜+ 2κc). The conductivity of the water (continuous phase κc)
is contrarily relatively high, as salts are naturally present in the tap water used. A
reference conductivity tomogram is taken when the pipe is completely filled with
water. This calibration is performed before each experimental run to accommodate
slight variations in the salt concentration of the water and provide better accuracy
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Figure 3.10: Typical tomogram acquired at the pilot-scale flow loop with the multi-nozzle
inlet for um = 1.0m s−1 and ϕo = 0.15 at x+ = 25.
in the performance of the Maxwell equation. The time-averaged ERT measurements
are computed from 50 frames acquired over a time-span of 10 s. The spatial resolu-
tion of the ERT 16-electrode system is ∼ 1.5 mm.
An instantaneous ERT tomogram acquired at the pilot-scale flow loop facility
with the multi-nozzle inlet is shown in Fig. 3.10 for um = 1.0 m s−1 and ϕo = 0.15 at
x+ = 25. The grid of the 316 local conductivities obtained with the 16 electrode sen-
sor is superimposed on the tomogram. A smoothening function is applied through
the ITS p+ software. This option allows the user to smooth the tomogram into a per-
fect circular image by integrating the edges of each grid box. It is important to note
that this method does not provide finer results nor is an additional reconstruction
scheme.
Quick closing valves (QCV) are used in the pilot-scale flow loop at 80 equivalent
pipe diameters downstream the multi-nozzle inlet x+ = 80. At that location an
overall in-situ oil volume fraction ε¯o can be acquired from the QCV, the ERT and
DCP. While ε¯o is simple to compute in the pipe cross-section from both the QCV and
the ERT, the same is not true for the DCP, as the measurements are conducted on a
vertical plane instead. To compare with the other methods, the cross-section is split
in horizontal segments with each segment having the volume fraction measured at
the middle plane. A similar method has been used by Schümann et al. (2016b) to
extrapolate drop size results of an FBRM probe measuring in the middle plane, to
the whole pipe cross-sectional area. Fig. 3.11 illustrates the comparison of the QCV,
the DCP and the ERT for seven flow conditions. The measurements shown for the
ERT and DCP are both time and spatially averaged 〈ε¯o〉 as discussed in the previous
paragraphs.
In horizontal liquid-liquid dispersed flows, the slip in the streamwise direction x
is very small, so ϕo ≈ 〈ε¯o〉 is expected. From Fig. 3.11 it is clear, that the ERT system
underpredicts the concentration of oil in the pipe cross-section for the whole range of
input oil volume fractions. Most notably, for ϕo = 0.60 the deviation reaches almost
100%. This limitation stems from the sensor arrangement and the application of
Maxwell’s equation in dense systems. The low spatial resolution of the ERT (O{1}
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Figure 3.11: Mean in-situ oil volume fraction 〈ε¯o〉 measured from the ERT, the QCV and
the DCP for different o/w flow conditions at x+ = 80 downstream the multi-nozzle inlet.
mm) can also possibly affect the measurements. Nevertheless, the drop size does
not seem to affect the behaviour of the ERT, as very close 〈ε¯o〉 are obtained for both
mixture velocities at the same ϕo, in spite of the fact that different drop sizes are
expected to be generated from the nozzles.
The QCV seem to adequately represent the measurements in Fig. 3.11. Some
deviations might be due to flow pattern changes along the pipe, especially at the
lower mixture velocity. If a separate layer of the dispersed oil phase forms, then
higher oil concentrations are expected in the pipe cross-section. The DCP seems
to follow the trends measured with the QCV with a mean deviation of about 20%
lower than the QCV . The discrepancies can be caused by possible drops present in
the system that either avoid the DCP or are too small (d < 200 µm) and fall below
the measuring spatial resolution of the probe. Another reason can be the bias in the
spatial averaging of the DCP by computing the in-situ oil fraction in the whole pipe
cross-section, which assumes the same concentration of oil along the whole depth z.
3.2.2 Optical flow diagnostics
Optical measurements have been extensively implemented in the investigation of
liquid-liquid pipe flows. High-speed imaging with volume illumination, where the
measuring field is constrained by the depth of field (DOF) of the camera, can provide
valuable qualitative results and has been used in the majority of cases to study flow
structures (Trallero et al. 1997; Angeli and Hewitt 2000a; Shi and Yeung 2017). Zhai
et al. (2017) combined the visualisations with statistical methods to acquire drop
size measurements. Recent advancements in optical laser-based diagnostics (as dis-
cussed by Adrian and Westerweel (2011) and Westerweel et al. (2013)) have enabled
measurements in a wide range of volume phase fractions and in more complex flow
environments, where a laser plane defines the measuring field. Augier et al. (2003)
implemented PLIF and PIV/PTV measurements in a vertical pipe. Wegmann and
Rohr (2006) paved the way in horizontal flows and many have followed since (Liu
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et al. 2006; Conan et al. 2007; Pouplin et al. 2011; Morgan et al. 2012; Chinaud et
al. 2017). Nevertheless, certain challenges still remain in large-scale facilities and at
high dispersed phase fractions (Wright et al. 2017). This Section will describe the
measuring principles of these optical techniques and discuss their capabilities and
limitations in their application to the experimental systems of the present work.
For the implementation of any optical technique in pipes of circular cross-section,
a visualisation rectangular box is needed to avoid any diffraction of the light to the
curved geometry. The material of the box and its contents need to ideally match
that of the pipe. According to Snell-Descartes’ law of diffraction between two media
with different refractive indices it can be written that
θ1
θ2
=
ulight,1
ulight,2
=
λ1
λ2
=
n1
n2
, (3.8)
where θ is the angle of incident light measured from the normal of the boundary
between the two media, n the refractive index of the medium, while ulight and λ are
respectively the velocity and the wavelength of the light in the respective medium.
The visualisation boxes in this work are made from Perspex acrylic with a refractive
index n = 1.495 – same as the pipe material. The box is then filled with pure glycerol
with n = 1.473 to match as closely as possible the refractive index of the acrylic
and minimise light diffraction. This difference in the refractive indices does not
illustrate any complications in the light reaching the pipe cross-section. The ratio
of the incident light angles computed from eq. 3.8 is very close to unity ∼ 1.05.
3.2.2.1 Volume illumination imaging
For dense dispersed flows, high-speed imaging with volume illumination can pro-
vide useful qualitative information. In this work, high-speed images are acquired in
the pilot-scale flow loop of Sec. 3.1.1. A camera and a backlight system are placed on
the desired transparent pipe section where the measurements are taking place, i.e.
x+ = 25, 70 and 135. These locations are very close to the DCP and ERT spools. For
these measurements, two LED backlights are used in an angle to avoid shadows and
improve image quality with more homogeneously distributed light. Light diffusing
white paper, placed behind the visualisation boxes, is also used for that reason. The
DOF of these measurements is decided by the optical system of the camera, namely
the sensor and the lens attached. A Photron FastCam SA1.1 equipped with a 100
mm Tokina macro lens is used. The shutter speed is kept high enough to capture the
interfaces of the drops as sharp as possible and both the shutter speed and the aper-
ture are adjusted, so that the sensor receives enough light and the DOF is as small as
possible. The acquisition frequency varies between 1 to 5.4 kHz, depending on the
flow condition under investigation. The resolution is kept at 1024× 1024 pixels2.
1. The laser-based PLIF, drop size and PIV/PTV methods have also been described in detail in
Voulgaropoulos and Angeli (2017).
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Figure 3.12: Typical image and the respective axially averaged pixel intensity I¯ profile
acquired at the pilot-scale flow loop with the multi-nozzle inlet for um = 0.5m s−1 and
ϕo = 0.60 at x+ = 25.
A typical image is presented in Fig. 3.12(a) acquired at the pilot-scale flow loop
at x+ = 25 downstream the multi-nozzle inlet. The velocity is kept low um = 0.60
m s−1, and the phase fraction high ϕo = 0.60. This creates a very dense-packed
layer in the middle of the pipe. The axially averaged grayscale pixel intensities,
I¯ ∈ [0, 255], are shown in Fig. 3.12(b). Despite the efforts for homogeneous lighting
of the background, it can be seen that the pure water layer at the bottom of the pipe
does not have the same I¯ . The curvature of the pipe can be the underlying cause for
this effect.
Information on the flow patterns can be obtained from the acquired grayscale im-
ages, but at this drop concentration and with this imaging system it is very difficult
to produce any quantitative information on the in-situ oil volume fraction profile.
Drop size measurements from the captured images would also be very difficult to
be conducted accurately, even with a relatively small DOF. There is a drop size strati-
fication across the depth of the pipe cross-section, and thus the measurements would
be biased towards the outer pipe wall as discussed in the previous Section. When
the refractive indices of the pair of liquids are close, then a dye is commonly added
in one of the two phases (Pérez 2005; Zhai et al. 2017; Shi and Yeung 2017). The dye
can aid the distinction of the different flow structures.
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Figure 3.13: Schematic illustration of the optical laser-based measurements conducted at
the matched refractive index flow loop downstream the static mixer at x+ = 15 and 135.
3.2.2.2 Planar laser induced fluorescence
Contrarily to high-speed imaging with volume illumination, planar laser induced
fluorescence measurements take place on a thin illuminating plane/sheet, emitted
from a laser. In this work, PLIF measurements are conducted in the matched refrac-
tive index flow loop of Sec. 3.1.2 at x+ = 15 and 135 downstream the inlet mixer.
Eq. 3.8 shows that even small variations of the refractive indices of the two-phase
mixture, can cause strong optical diffraction of the laser light, which would result
in optical distortion and hence inaccurate measurements. Especially at high drop
concentration, where the number of interfaces is very high, it is found experimen-
tally that any difference in the refractive indices of the two liquids needs to be kept
lower than ∆n < 0.001. At higher values, shadows can appear and image clarity
significantly drops.
The experimental setup for these measurements is shown in Fig. 3.13. A diode-
pumped solid-state green continuous laser system (Laserglow Technologies) is placed
vertically below the pipe. The emitting wavelength of the laser is λ = 532 nm and its
output is set at 3000 mW. The laser beam generated in the middle of the pipe is trans-
formed to a sheet in the axial direction of the flow with the aid of a concave lens. In
these measurements, the measuring field is defined by the illuminating system and
not the imaging system. It is thus important to decrease the laser plane thickness
as much as possible, in order to conduct measurements at a quasi-two-dimensional
area and avoid any effects from the stratification of the volume fraction and out of
plane velocity. The laser thickness is reduced at the focusing plane with the use of a
collimator to about 1 mm, which is below ∆z+ < 0.04 of the pipe diameter. The laser
sheet alignment is conducted with the help of a graticule target with printed dots of
known distances placed inside an oil filled pipe section.
A Phantom v1212 (Vision Research) high-speed camera is placed on the side of
the pipe perpendicular to the visualisation box to record the flow. Frequencies up
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Figure 3.14: The image processing followed from a raw PLIF image to acquire information
on the in-situ phase fractions, the drop size, together with the velocities of the dispersed
and the continuous phase. The scale bar in (a) has a length of 5mm.
to 4 kHz are used at a 1280 by 800 pixels2 resolution and 1280 by 440 pixels2 after
cropping for the area of interest, resulting in a final spatial resolution of 16.9 px/mm.
The shutter speed is set at 95 µs, to allow enough light to reach the sensor, but at the
same time avoid blurring due to the displacement of the particles while the shutter
is kept open. A Tokina 100 mm macro lens is used here as well, but in conjunction
with a high pass (> 580 nm) filter attached to it to eliminate any spurious light or
reflections of the laser on the pipe frame. As shown in Fig. 3.13, the visualisation
box is filled with pure glycerol for the reasons explained in Sec. 3.2.2.1. However, in
laser plane measurements the refractive index of the solids is not very important as
the incident angle of the laser plane is kept at 90o to the normal of the visualisation
box. From eq. 3.8 no diffraction will take place for any ratio of refractive indices. In
practice though, small deviations in the angle are possible, thus it is good practice to
closely match the refractive indices of all media when possible.
A typical raw grayscale image acquired at x+ = 15 downstream the static mixer
for um = 0.48 m s−1 and ϕo = 0.14 is shown in Fig. 3.14(a). The dark regions denote
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the oil drops, while the bright regions denote the continuous aqueous phase con-
taining the fluorescent Rhodamine 6G dye. The bright spots are the tracer particles
for the PIV measurements that will be discussed in a further Section. In the inset
of Fig. 3.14(a) the respective number probability histograms P (I) are shown for the
image. Each pixel has an intensity of I ∈ [0, 255]. Three peaks can be distinguished
in the plot. The lower one represents the pixels of inside the oil drop, that have the
lowest intensity I ∼ 30 as the oil only absorbs the light from the laser. The second
and highest probability peak stands for the pixels covering the background contin-
uous phase. Their intensity is higher at I ∼ 55 as a small concentration (∼ 0.02ppm)
of Rhodamine 6G dye is present. One last peak at I ∼ 230 can be seen with a very
small probability. It stands for the signal of the tracer particles.
The goal is to obtain information on the phase fraction profiles, the drop size
distribution and as will be described in Sec. 3.2.2.3 obtain the velocity of the dis-
persed and the continuous phase. For all these methods, image analysis needs to be
conducted. In this work, the image treatment methods are applied through MATLAB
functions and algorithms. The image processing steps on the images of Fig. 3.14(left
side) is described below.
In-situ phase fractions To accurately acquire the in-situ oil volume fraction pro-
files εo, the signal from the tracer particles needs to be removed from the images
and the light needs to be homogenised to better distinguish between the aqueous
and the organic phase. As a first step, a median filter is applied to the image in lo-
cal spatial neighbourhoods of 5 × 5 pixels (Huang et al. 1979). The filter replaces
each pixel in a neighbourhood matrix of elements pi,j with its median value (i.e. the
most central value), where i, j ∈ [1, . . . , 5] are indices describing the elements of the
neighbourhood matrix in the x and y direction respectively.
As a second step, contrast-limited adaptive histogram equalisation (CLAHE) is
applied to the image. As is also clear from the probability histograms of the inset
of Fig. 3.14(a), the images obtained are not well contrasted with a large number
of pixels occupying only a small portion of the available range of intensities, with
a P (I) > 0.95 of pixels having an intensity in the range of I ∈ [20, . . . , 70]. The
principle in CLAHE is to stretch the dynamic range of the pixel values in such a way
that the lighter pixels may turn still lighter, while the comparatively darker pixels
may be still darkened (Acharya and Ray 2005). This enhances the clarity of the image
by better differentiating between the organic and aqueous phases. More details on
the mathematical formulation of this transformation are given by Zuiderveld (1994).
The resulting image is shown in Fig. 3.14(b), where now the same number of pixels
have spread in a range of intensities of almost double the size compared to before
with I ∈ [40, . . . , 130].
In this work, the goal is not to record the concentration of dye in each pixel as
only two values are of interest. Whether the pixel is part of the organic or the aque-
ous phase. Thus, to obtain better results, the image of Fig. 3.14(b) is binarised as
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shown in Fig. 3.14(d). In liquid-liquid flows Morgan et al. (2012) used a global
threshold for the binarisation, based on the mean intensity of each image. Augier
et al. (2003) divided their images in 100 × 100 pixels2 windows inside which the
gray level histograms were measured. They detected the most frequent gray level
corresponding to the fluorescent dye and that allowed them to set the local gray
level limit under which the occurrence of the dispersed phase is detected. A similar
method is applied in this work in the binarisation, by using locally adaptive thresh-
olding, where a threshold value is computed for each pixel using the local mean
intensity around neighbourhoods of 1/8th of the size of the image. The sensitivity
parameter is needed and set a-priori based on the flow condition. A post-treatment
method of the binarised image is then used to remove any artifacts (Yanowitz and
Bruckstein 1988). Several binarisation and post-treatment methods have been eval-
uated by Trier and Taxt (1995).
The column that correponds to the axial location of interest is then selected from
the binarised image/matrix. As time-averaged results are needed, over 4000 frames
are averaged to acquire the final in-situ oil volume fraction 〈εo〉 profiles. The num-
ber of frames (Nframes) to average is selected based on the estimated time-scales of
the slowest phenomena taking place in the pipe. It is found that after ∼ 2000 frames
no significant change is recorded in the mean µεo and standard deviation sεo of the
in-situ oil fraction for five representative vertical positions along the pipe diameter,
separated by ∆y+ = 0.25. The results are shown in Fig. 3.15 and confirm the argu-
ment that over Nframes > 2000 no considerable effect is observed in the statistics.
The mean of the in-situ oil volume fraction is computed as
µεo =
1
Nframes
Nframes∑
i=1
εo,i (3.9)
and the standard deviation as
sεo =
√√√√ 1
Nframes − 1
Nframes∑
i=1
(εo,i − µεo)2. (3.10)
The final measured time-averaged in-situ volume oil fraction profile is shown in
Fig. 3.16. Some local fluctuationsO{10−2} are observed in the profile and can possi-
bly be attributed to the time-averaging. To avoid this noise in the profile, a smooth-
ing Savitzky-Golay filter is applied. Successive sub-sets of adjacent data points are
fitted with a low-degree polynomial by the linear least squares method. The number
of neighbouring data points is selected based on the flow configuration. Care needs
to be given in the regions with high in-situ phase fraction gradients, e.g. close to the
pipe walls for homogeneous dispersions.
Drop size Several efforts have been conducted in the literature to develop an al-
gorithm to accurately detect the drop trajectories and measure their size. Blaisot
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Figure 3.15: The change of the low order statistics during time-averaging of the in-situ oil
volume fraction profiles for a homogeneous o/w dispersion in the matched-refractive index
flow loop.
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Figure 3.16: Time-averaged in-situ volume oil fraction obtained with PLIF for a homoge-
neous o/w dispersion in the matched-refractive index flow loop for ϕo = 0.21.
and Yon (2005) developed a method able to measure drop sizes of fuel sprays from
high-speed images. Due to a wide imaging DOF, many drops appeared blurred (un-
focused) on their images and therefore a correction to the apparent size of the unfo-
cused drops was employed. As non-spherical drops were present, a computational
method was applied by taking the second derivative of the filtered gray level func-
tion (local curvatures) to detect the boundaries of the contours of the drops. Castanet
et al. (2013) developed an approach based on a Laplacian of the Gaussian method,
which detects the outline of the drops, measures their size and tracks their trajecto-
ries in time and space. The method was applied in the secondary drops generated
from drops impacting onto a heated surface. Similar experiments were conducted
by Guildenbecher et al. (2014) by measuring the same parameters for the secondary
drops produced from a drop impacting on a thin film and were captured in the three-
dimensional space with digital in-line holography. For vertical gas-liquid flows, Lau
et al. (2013) developed an image processing algorithm (based on watershedding the
image) to measure the drop sizes of clustered bubbles using the criteria of a shape
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factor. The algorithm was validated in a Hele-Shaw column. The method was later
used by Zhai et al. (2017) in a liquid-liquid vertical sampling tube.
However, in all these works the dispersed volume fraction was either kept very
low (ϕd = O
{
10−2
}
) or the experiments were conducted in quasi-two-dimensional
channels with ϕd still only reaching 0.12. The main limitation is that all these works
used imaging with volumetric illumination. In this work, drop sizes in very high
dense dispersions are possible, as the measuring plane is defined by the thin laser
plane, and thus any overlapping of drops even when local values of εd reach the
values of the maximum possible packing (εmax) are avoided. It needs to be under-
lined that due to the quasi-two-dimensional measurements, the drop chord lengths
are measured instead of the drop sizes, similarly to the DCP of Sec. 3.2.1.1.
The image of Fig. 3.14(d) can be further used to measure the sizes of the drops
(Voulgaropoulos and Angeli 2017). An algorithm is developed based on the imfind-
circles function of MATLAB to capture the circular contours of the drops. The drops
can deform under certain conditions and lose their spherical shape. In this work, it
can be assumed that most drops have circular shape. Clift et al. (2005) predicted the
shape of drops in free motion, based on the drop Reynolds number Red and Bond
number Bo. The drop Reynolds number is defined based on the drop diameter and
the convective flow of the pipe as Red = ρcdum/ηc and Bo = g∆ρd2/σ. For the
majority of cases Red = O
{
102
}
and Bo = O {10−1} hold true, and thus spherical
drops are expected. However, as discussed in Sec. 2.3.1.1, the drops at very high
local dispersed phase fractions εd → εmax are expected to slightly deform.
A Circular Hough Transform (CHT) algorithm, based on the pixel intensity gra-
dients, is used for finding circular contours in an image. The parametric circular
equations are written as
x = Cx,i + a cosϑ and y = Cy,i + a sinϑ, (3.11)
where Cx and Cy are the x and y spatial coordinates of the centre of the circle i with
radius a, while ϑ is the angle sweeping ϑ ∈ [0, . . . , 360] to trace the perimeter of the
circle. A search function then locates which pixels fall on the perimeter of circles,
working in a three parameter space (Cx, Cy, a). A result of the algorithm is shown in
Fig. 3.14(f).
For some conditions with regions of high local dispersed phase fractions, a bi-
narisation on two sensitivity levels is needed to better capture the boundaries of
certain drops that appear less clear, i.e. their intensity is closer to the intensity of the
surrounding continuous phase. This procedure is shown in Fig. 3.17 with a charac-
teristic image where this phenomenon happens. Figures 3.17(a) and (b) illustrate the
drop detection at the two sensitivity levels selected. From Fig. 3.17(c) it can be seen
that some drops are detected from both sensitivity levels. A simple overlapping fil-
ter is applied to discard any doubles from the low sensitivity level when δ < β, with
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(a) High threshold sensitivity (b) Low threshold sensitivity
(c) Combined (d) Overlapping filter of eq. 3.12
Figure 3.17: Drop size measurement algorithm for an o/w dispersion in the matched-
refractive index flow loop.
δ =
√
(Cx,i − Cx,i+1)2 + (Cy,i − Cy,i+1)2 and β = ai + ai+1 − βˆ, (3.12)
where δ is the distance between two centres of circles and βˆ is a parameter set equal
to 1 pixel.
As was done with the in-situ dispersed phase volume fractions, the same statis-
tical analysis is needed for the drop size measurements in order to get statistically
meaningful results. According to Angeli and Hewitt (2000b) at least 350 drops are
needed in the distribution in order to include drops with higher sizes that have a
lower probability to appear. In Fig. 3.18(a) the drop size distributions are shown for
the o/w flow condition of Fig. 3.17. For this distribution a bin size of 0.25 mm is
used. The colourbar denotes the number of drops used to generate the respective
distribution. The present results are in accordance with the aforementioned obser-
vation, where the drop size distribution does not change when the number of drops
used is Nd > 600.
To make more quantitative comparisons, the change in the Sauter mean diame-
ter2d32 with the number of averaged drops is shown in Fig. 3.18(b), which is com-
puted from eq. 2.30. A change of less than 1% is recorded for Nd > 600. In the inset
of Fig. 3.18(b) the low order statistics (mean and standard deviation) are presented
as well. The mean diameter of the drop population µd stabilises relatively sooner
than the d32 with 1% recorded for Nd > 100 during the time-averaging. This differ-
ence compared to the d32 is because the d32 is more biased towards higher sizes and
2. As mentioned previously, both the DCP and PLIF are only able to measure drop chord lengths,
which do not necessarily correspond to drop diameters.
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Figure 3.18: The change of the low order statistics during time-averaging of the in-situ oil
volume fraction profiles for a homogeneous o/w dispersion in the matched refractive index
flow loop.
thus certain large drops that may appear for larger sample numbers still affect it,
while the µd is practically affected equally for all drop sizes. The standard deviation
of the drop sizes sd follows the same trend as the mean and is practically unaltered
for Nd > 100. From Fig. 3.18, it can be concluded that relatively accurate results
can be obtained for the low order statistics for low number of samples, but to obtain
more detail in the population of drops through the d32 or the distributions, a higher
number of samples is needed.
Finally, it is important to note that the MATLAB algorithm is tested against man-
ual measurements in the same images for a few flow conditions. For the manual
measurements, the two axes of the drops are measured (assuming ellipsoidal shapes)
and the equivalent diameters are computed as dequiv ≈ 1.55A0.625d /S0.25, where the
drop area is Ad = pidxdy/4 and the perimeter Sd ≈ 2pi
(
1/2
(
(dx/2)
2 + (dy/2)
2
))1/2
,
with dx and dy being the two axes of the drops. The deviations between the MATLAB
and manual measurements gave relative deviations below 10% for various flow con-
ditions. The absolute uncertainty for the MATLAB method is ±2 pixels or ±0.12 mm,
while for the manual method ±2 pixels for each axis measured, which translates to
an absolute uncertainty of ±0.16 mm in the equivalent diameter of a drop.
3.2.2.3 Particle image/tracking velocimetry
Information on the velocity field of the aqueous phase, which contains the tracer par-
ticles can be obtained with particle image velocimetry. PIV is an extension of flow
visualisation of the PLIF method described before, where the mean displacement of
tracer particles between two images is measured to give quantitative information
on the velocity fields. When a sufficient number of tracers are present in the image,
statistical methods are employed to track the displacement of small groups of par-
ticles. As Adrian and Westerweel (2011) describe, the most common approach is to
perform space-time cross-correlation of the particles lying in small square regions
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(interrogation windows) with dimensionsW in the pair of images. The most likely
displacement vector ∆X is evaluated in each of these interrogation windows, by a
two-dimensional cross-correlation calculation (similar to eq. 3.6) between the first
image I1(X) = I(X, t) and the second one I2(X) = I(X, t+ ∆t) as
RI1,I2(∆X) =
∫
W
I1(X)I2(X + ∆X)dX (3.13)
The most probable particle displacement in the two-dimensional plane of measure-
ment X = (x, y) is given by the maximum (peak) of R in the X-plane. It fol-
lows that the velocity components in the plane can be computed by dividing the
displacement by the time difference between the two images as U = ∆X/∆t or
(u, v) = (∆x/∆t,∆y/∆t) for the two-dimensional measurements.
The tracer particles need to exactly follow the streamlines, not alter the flow or
fluid properties and not interact with each other, which realistically might not al-
ways be the case (Westerweel 1997). For the first requirement, the Stokes number of
the particles Stp is computed as the ratio of the relaxation time of the particles and
the Kolmogorov time scale, as
Stp =
τp
τk

τp =
ρpd
2
p
18ηc
τk =
(ηc
e
)1/2 , (3.14)
where ρp and dp are the density and size of the tracer particles correspondingly.
Contrary to eq. 2.19, in which the computation of the Stokes number for the drops
is based on the main convective time scale of the flow D/um, the Kolmogorov time
scale needs to be used for the tracer particles in eq. 3.14 instead, as it characterises
the smallest time scale in the flow. As stated in Sec. 3.1.2 for the matched refractive
index flow loop, rhodamine B-coated PMMA particles are used in the aqueous phase
with a size of 1 to 20 µm and a density very close to that of the aqueous phase, giv-
ing Stp = O{10−2} for the flow conditions investigated. For Stp  0.1 any tracing
accuracy errors are less than 1% (Tropea and Yarin 2007). Furthermore, no consid-
erable change in the fluid properties is recorded with the addition of the tracers, as
the concentration is kept low. For the same reason, interaction between the tracers is
not expected.
As shown from the cross-correlation eq. 3.13, the signal of the tracer particles
needs to be distinct. Nevertheless, the background is split in two intensity levels
during dispersed flows (drops and continuous phase) as shown in the histogram of
Fig. 3.14(a). This difference in the illumination levels of the background can add
noise in the intensity peaks of the cross-correlation causing noise-to-peak ratios to
increase (the coordinates of the peaks will remain the same). To avoid this effect,
the tracer signal is isolated. A typical image treatment procedure is illustrated in the
right-hand side of Fig. 3.14. The image of Fig. 3.14(b) is subtracted from Fig. 3.14(a)
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as a first step. This transformation acts as a high-pass filter giving Fig. 3.14(c). As
shown in the respective histogram plot in the inset, two peaks are present. The peak
at very low intensity values now reflects both the drop and background, while the
peak of the tracer particles remains at approximately the same intensity levels. In
Fig. 3.14(c) some tracer particles appear brighter than the rest. The light scattering
intensity of the particles depends significantly on their size and form. One order of
magnitude increase of the particle radius can result in 106 higher intensity of scatter-
ing (Im et al. 2007). To homogenise the signal of the tracer particles and further avoid
any background heterogeneity in the illumination, the images are then binarised in
a similar way as before at one sensitivity level to give images as Fig. 3.14(e), which
are used for the cross-correlation ultimately giving the velocity field of Fig. 3.14(h).
As two-dimensional measurements are conducted, it is important to consider
any effects due to local velocity gradients at the scale of the interrogation window,
as the transverse (z direction) out of plane motion of the particles due to shear can
generate erroneous results during the cross-correlation stage (Westerweel 2008). The
stratification of the velocity in the depth of the laser plane (∆z ≈ 1 mm) is estimated
below 5% of the maximum velocity, when the assumption of a parabolic profile on
the transverse direction is made. The errors coming from this transverse motion are
very low.
A discrete Fourier transformation (DFT) algorithm is used in this work, by cal-
culating the correlation matrix in the frequency domain using fast Fourier transfor-
mation (FFT). For this method, Westerweel et al. (1997) advise to run several passes
of the DFT on the same dataset, in order to keep the background noise in the correla-
tion matrix low and provide high spatial resolution in the final vector map, together
with a high dynamic velocity range and an optimal signal to noise ratio. Especially
in the presence of drops, the number of tracer particles in each interrogation window
inevitably decreases as the concentration of the drops increases. The rule of thumb
is that the number of particles Np in each interrogation window needs to range from
5 − 8 to use PIV. For this reason, a three-pass DFT is used with an initial interroga-
tion window starting from 64 × 64 pixels2. The area of this interrogation window
is larger than the typical drop areas observed in the experiments and thus enough
particles are allowed in each window. For most flow conditions, the drops have di-
ameters smaller than 0.1D, while the interrogation window during the first iteration
is approximately equal to ∼ 0.15D.
Figure 3.19(a) illustrates the DFT interrogation windows used in two superim-
posed images with the tracers isolated. The same case as Fig. 3.14 is shown –
recorded in the matched refractive index flow loop. Starting from the whole field
of view, the interrogation windows decrease from 64 × 64 to 32 × 32 and 16 × 16
pixels2 respectively. A 50% vector interpolation overlap is used at each DFT step to
give a final vector grid of 8 pixels2. The white pixels show the tracers in the first
image I1(X, t), while the tracers in the second image I2(X, t + ∆t) of the cross-
correlation pair are shown with green. A clear displacement towards the right (x)
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(a) Interrogation windows procedure of the iterative DFT. The white pixels denote the tracer
particles in frame t and the green pixels the tracer particles in the t+ ∆t frame.
(b) Correlation functions (eq. 3.13) computed during the DFT iterations.
Figure 3.19: Iterative DFT correlation procedure for the PIV measurements for a typical
image.
direction is shown, where the main convection takes place. Even in the smallest in-
terrogation windowNp  1 holds, while the displacement is kept at about a quarter
of the window.
In Fig. 3.19(b) the correlation functions for the three iterations are illustrated. The
correlation peak in the first pass is characterised by very high signal to noise ratios
and the peak is located towards the direction of the flow. The correlation peak of the
second pass is almost in the centre of the correlation function, because of pre-shifting
the correlation windows according to the first pass. The second correlation peak is
lower than the one of the first pass, as a smaller window is chosen. The same trend
holds for the third and final pass. It should be mentioned that the signal to noise
ratios decrease with each step in the expense of higher number of PIV vectors in the
flow field. The primary to secondary peak ratio was kept over 1.5 for all compu-
tations. The peaks of the cross-correlation R are fitted with a Gaussian function to
the correlation matrix intensity (shown in Fig. 3.19(b)). As Nobach and Honkanen
(2005) state, in the absence of excessive motion blur, it is sufficient to use only the
directly adjacent vertical and horizontal pixels, resulting in a two times a 3-point
fit, and evaluate the x and y axes separately. This method allows the acquisition of
subpixel precision in the velocities computed.
In regions of higher concentrations of the dispersed phase, it is possible that not
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Figure 3.20: Time-averaged velocity profile obtained with PIV for a homogeneous o/w dis-
persion in the matched-refractive index flow loop. The bars denote the standard deviations
before (black) and after (blue) the post-processing of the vectors.
enough tracers are present in an interrogation window. To reduce such errors, post-
treatment was employed to filter out these velocities from the instantaneous veloc-
ity fields. Several local and global vector validation methods have been used in
PIV measurements (Westerweel and Scarano 2005). In this work, an initial filter is
applied by plotting the axial, u, versus the vertical, v, velocity component from all
interrogation windows of all captured frames for one condition and by manually
selecting appropriate limits. This filter is a simple way to roughly neglect false vec-
tors outside of the range of validity. In the second stage, each velocity component of
each interrogation window is compared with a lower and upper threshold tl and th
respectively, giving
tl = U¯ − tˆ · sU¯ and th = U¯ + tˆ · sU¯ , (3.15)
where tˆ is a parameter that determines the strictness of the filter and sU¯ is the
standard deviation of the magnitude of the spatially averaged velocity vector U¯
(Thielicke and Stamhuis 2014).
The outlier velocities are removed and the missing vectors are then replaced
with the local mean values computed in the neighbourhood of 3 × 3 interrogation
windows. In most cases, the mean velocities computed before and after the post-
treatment deviate less than 1%, except for the first correlation box adjacent to the
pipe walls, where the difference is about 30%. Similarly to the previous Section,
4000 frames or more are averaged to acquire the time-averaged velocity profiles of
both 〈u〉 and 〈v〉. The standard deviations before (black) and after (blue) the vector
post-treatment are shown for the same flow condition at two axial measuring loca-
tions, x+ = 15 and 135 in Fig. 3.20 for the normalised streamwise velocity. As high
concentrations of drops will lead inevitably to higher uncertainties, care needs to be
taken when interpreting the velocities in such regions. Discussion on the interpreta-
tion of these results will follow in Chapter 5.
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Figure 3.21: The change of the mean value during time-averaging of the axial velocity
and axial fluctuating velocity component for a segregated o/w dispersion in the matched
refractive index flow loop for three vertical locations.
A comparison of the time-averaging process between the axial velocity and the
axial fluctuating velocity at three vertical pipe locations in a segregated o/w disper-
sion with a pure aqueous layer at the bottom computed from PIV follows. The three
locations y+ = 0.86, 0.50 and 0.14 correspond to measurements at the dense-packed,
floatation and pure aqueous layer and are shown in Fig. 3.21. The axial velocities
at all three locations, shown in Fig. 3.21(a), converge adequately for Nframes > 1000
with relative differences of the order ofO{10−2}, while they decrease toO{10−5} for
Nframes > 3000.
As the fluctuating velocities are of lower magnitude, stronger absolute devia-
tions from the final mean are expected during the time-averaging as shown in Fig.
3.21(b). Nevertheless, the relative differences are similar to the axial velocities and
convergence is reached. As expected, the intensity of the root-mean-square (RMS) of
the fluctuating axial velocity component
√〈u′2〉 is higher in the dilute layer, where
coherent quasi-turbulent structures are generated in the wakes of the drops as dis-
cussed in Sec. 2.1.2.3.
When the density of the tracers in the field of view is not sufficiently high, parti-
cle tracking velocimetry (PTV) can be used instead of PIV. PTV tracks the displace-
ment of individual objects in time. In the experiments in the matched refractive
index flow loop, the velocity of the individual drops can be computed. The drops
are isolated in the image, as shown in 3.14(d), similarly to the drop size algorithm
described before. The PTV algorithm used in this work for these computations
was developed by Brevis et al. (2011). The algorithm is based on integrated cross-
correlation (CC)/relaxation computations, which provide flexibility in the analysis
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of images with different concentration of drops and at different flow conditions. The
CC algorithm cross-correlates a reference matrix of the initial frame, based on a drop
signal, with the interrogation matrices centred at each of the candidate drops of the
subsequent frame. The cross-correlation with the highest coefficient represents the
drop motion. The relaxation method (RM), originally implemented by Baek and Lee
(1996) for turbulent flows, is a statistical approach to find the largest displacement
probability of a drop within a pre-select area around it.
The drop size distributions at certain flow conditions illustrate high polydisper-
ity and thus not all of them can be tracked on the same run. The detection algorithm
used was developed by Takehara and Etoh (1998) and is structured on the Gaussian
mask technique, where an input drop detection size is needed. Detailed information
on the PTV algorithm is given by Brevis et al. (2011). The vector validation stage is
comprised of similar methods as those of the PIV described in the previous para-
graphs. A range of velocities is chosen in a u-v plot, and a local median filter is
applied as in eq. 3.15. The individual velocities of the drops can be illustrated in a
vector field as Fig. 3.14(g).
Finally, a similar approach to the PIV measurements described before, is fol-
lowed for the velocity field measurements in the Hele-Shaw cell for the coalescence
experiments. As discussed in Sec. 3.1.3, it can be assumed that w = 0 in the system.
For this reason, simple volumetric illumination instead of a laser plane can be used
for the PIV, with the DOF for the measurements defined by the camera and lens sys-
tem as discussed also in Sec. 3.2.2.1, which was estimated at approximately 0.5 mm.
This technique is called bright field particle image velocimetry (BF PIV). The errors
are very low with Stp  0.01 for the highest time-scales in the coalescence by con-
sidering both the viscous and inertial time-scales of Sec. 2.3.1.2. The variation of the
velocity in the depth of field is estimated at 25% of the maximum velocity, assuming
a parabolic velocity profile along the z direction, so the relative correlation errors are
estimated to be very low 1%.
3.3 Application
This Section serves as a summary to show which techniques, probes and liquids are
used in each experimental setup, as described before in this Chapter. The experi-
mental techniques implemented in the three systems are shown in Table 3.5, while
the set of liquids together with any additives introduced to help with the techniques
or manipulate the physical properties of the system are shown in Table 3.6.
Table 3.5: Summary of the techniques applied in each experimental system.
pilot-scale matched refractive index Hele-Shaw
flow loop flow loop cell
Conductivity: DCP, ERT - -
High-speed imaging: volumetric illumination planar illumination, PLIF volumetric illumination
High-speed PIV/PTV: - planar illumination volumetric illumination, BF PIV
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Table 3.6: Summary of the liquids along with any additives investigated in each experi-
mental system.
pilot-scale matched refractive index Hele-Shaw
flow loop flow loop cell
Aqueous: water 52% w/w glycerol/water 82% & 52% w/w glycerol/water
Organic: Exxsol D140 silicone oil Exxsol D80 & silicone oil
Dye: - fluorescent Rhodamine 6G blue ink
Tracer Particles: - Rhodamine B-coated PMMA silver-coated glass
Surfactant & Polymer: - - Span 80 & Xanthan Gum
The DCP is used to measure the local volume fractions with overall relative un-
certainties of about 20%, as estimated from the comparisons with the QCV and ERT
measurements for a range of conditions and mixture velocities. The DCP also pro-
vides local measurements of the drop chord lengths, with an estimated relative un-
certainty of less than 30%, despite the smaller deviations recorded when compared
to direct drop size measurements from high-speed images. As discussed previously,
the probe is unable to capture drops with a size smaller than 200 µm, due to the geo-
metrical properties of the coaxial wires. It is also possible that some small drops are
filtered out from the high pass filter applied to remove the noise from the signal.
The PLIF measurements are able to provide time and space resolved measure-
ments of the in-situ dispersed phase volume fraction very accurately for regions of
pure liquids (below 1%), but the uncertainties in the regions of drops can even reach
values of 30%. The main source of error, as discussed before, stems from the sen-
sitivity of the adaptive binarisation algorithm. The error bias is amplified in dense
regions, due to the presence of the drop interfaces. The PLIF measurements can also
provide drop chord length measurements by using an automated algorithm, which
carries an absolute uncertainty of ±2 pixels or ±0.12 mm, imposed by the resolution
of the images. Deviations between the automated and manual measurements gave
deviations below 10%. While it is difficult to quantify the PIV/PTV errors, based on
the computation of the Stokes number for the tracer particles for the smallest time-
scales considered, the relative uncertainties should be below 1%. However, for the
PIV measurements and in the presence of drops inside the correlation windows, the
standard deviations increased significantly. A comparison between PTV and PIV
measurements showed differences below 10% (Voulgaropoulos and Angeli 2017),
which is considered as the mean relative uncertainty of the PIV measurements.
In the pilot-scale flow loop, high-speed imaging is conducted at the inlet and
three axial locations downstream, namely x+ = 25, 70 and 135. The visualisations
can provide qualitative information on the flow pattern transitions. The DCP and
ERT sensors are placed close to the three imaging axial locations and conductivity
measurements are performed. The ERT can give quantitative data on the distribu-
tion of the phases, while the DCP can measure drop size measurements and record
the layer heights. The liquids used in this facility are a model oil Exxsol D140 and
tap water.
Laser-based diagnostics are utilised in the matched refractive index flow loop,
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where high-speed PLIF and PIV/PTV are conducted. The measuring field is defined
by a thin laser sheet at the middle of the pipe. Information on the spatial configu-
ration of the phases, the drop size and the velocity field are obtained. To conduct
the measurements at high dispersed phase fractions, a mixture of glycerol/water is
used to match the refractive index of a low viscosity silicone oil. A fluorescent dye
and particles are used in the system to distinguish between the phases and allow
PIV measurements respectively.
In the final experimental setup, coalescence is studied in a confined system.
Bright field PIV with volume illumination is used with the measuring plane defined
by the DOF of the camera and lens. Two different oils are used, a very low viscos-
ity model oil Exxsol D80 and a silicone oil of slightly higher viscosity. The aqueous
phases are a mixture of glycerol/water to match the refractive index of the respec-
tive organic phase. Blue ink is used to distinguish between the phases, while tracer
particles are used to allow for the velocity field measurements. The effect of a non-
ionic surfactant (Span 80) is studied in the Exxsol D80 system, while xanthan gum
is introduced in the silicone oil. The use of the additives can help understand how
surface active agents and complex fluids, which are commonly naturally present
in the liquids of the systems in the oil and gas industry, can affect the coalescence
mechanism.
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Chapter 4
Separation Properties
In this Chapter the findings generated by the initial experiments conducted at the
pilot-scale flow loop are discussed. A detailed description of the setup is provided
in Sec. 3.1.1, while the techniques applied are discussed in Secs. 3.2.1 and 3.2.2.1.
The goal of these experiments is to study kinetically unstable dispersions generated
artificially through a multi-nozzle inlet. The focus is placed on understanding the
separation properties by exploring the layer and drop size evolution downstream.
The applicability of a phenomenological model developed for batch settlers is also
investigated.
The conditions studied in detail with the DCP in this facility are summarised
in Table 4.1, where Qm = Qo + Qw. Two different mixture velocities and four in-
put dispersed phase volume fractions are tested. The mixture Reynolds numbers
are computed based on the mixture velocity and properties as shown in eq. 2.3.
The density and viscosity are computed from eqs. 2.17 and 2.18 respectively for
εmax = 0.90. This high value of maximum packing will be discussed in Section 4.3.
Due to polydisperity of the dispersions and especially in the presence of surfactants
in the oil used in this system, higher values of packing are expected compared to
the random packing value of 0.64 for monodisperse spheres. It must be noted that
the Rec are of the order of O{104}, when ignoring the local effects of the dispersed
phase. However, as dense dispersions are investigated, such effects are important.
As it is clear from Table 4.1, most conditions are in the turbulent regime even when
considering the Rem.
Table 4.1: Conditions investigated with the DCP at the pilot scale flow loop at three axial
measuring locations.
Qm (m3 s−1) um (m s−1) ϕo Rem
0.56× 10−3 0.52 0.30 8331
0.56× 10−3 0.52 0.45 4361
0.56× 10−3 0.52 0.60 1751
1.12× 10−3 1.04 0.15 27529
1.12× 10−3 1.04 0.30 16662
1.12× 10−3 1.04 0.45 8722
1.12× 10−3 1.04 0.60 3503
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4.1 Generation of dispersions
To generate the unstable dispersions at low mixture velocities, the multi-nozzle inlet
of Fig. 3.2(b) is employed. Similar systems have been used by Galinat (2005) for
vertical and Conan (2007) for horizontal liquid-liquid flows. The Exxsol D140 oil is
introduced through the nozzles, while tap water flows in the annulus of the inlet.
The initial drop size distribution depends on the drop formation dynamics at the
nozzles. The velocity of the oil inside the nozzles is the primary reason controlling
the final drop size, while the velocity of the continuous phase can also play a role.
The velocity of the oil inside each nozzle can be found by dividing the oil flow rate
with the total area of the nozzles as
unozzle =
4Qo
NnozzlepiD
2
nozzle
, (4.1)
based on the area of the cross-section of each cylindrical nozzle with a diameter
Dnozzle = 1 mm andNnozzles = 1056. WithQo ranging from 0.17×10−3 to 0.67×10−3
m3 s−1, the velocities in each nozzle unozzle are in the range of 0.20 to 0.81 m s−1.
The respective Reynolds number inside the nozzles are then Renozzle = O{100}.
Similarly, the velocity of the annulus region uannulus of the continuous phase can be
computed by considering the annular area around the stainless steel tube and the
flow rate of the water.
Some typical visualisations acquired with high-speed imaging are illustrated in
Fig. 4.1 for three different flow conditions at two axial locations along the inlet –
x+ = 0 marks the end of the inlet section, while x+ is the normalised axial distance
x/D. In Figs. 4.1(a) and (b) it can be seen that an increase of the unozzle increases
the drop size. The drops will detach when the buoyancy force is stronger than the
interfacial tension. By comparing Figs. 4.1(a) and (c) it is clear that the annulus
velocity of the continuous phase can change the dynamics of the drop formation.
The drops detach faster due to the cross-flow, resulting in drops of smaller size.
For the seven different cases explored in detail in this study, the sizes recorded
from the high-speed images for samples of ∼ 200 drops are shown in Fig. 4.2. The
Sauter mean diameters (eq. 2.30) are plotted. The data follow a decreasing trend
with uannulus. The neck or ligament breakup takes place sooner with increasing
uannulus, as the deformation due to the shear generated by the continuous phase
velocity becomes stronger. A similar trend was observed in the vertical arrangement
by Galinat et al. (2005), with a co-flow of the continuous phase instead of cross-flow
as in this case.
For low velocities inside the nozzle, the diameter of the drops that form can be
computed based on a simple force balance between the buoyancy and the interfacial
force. This balance is described by the Bond number, Bo = D2nozzle∆ρg/σ (similarly
to eq. 2.39) at the periphery of the nozzle. According to Galinat (2005) it can be
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(a) unozzle = 0.20 m s−1 and uannulus = 0.44 m s−1
um = 0.52 m s
−1 and ϕo = 0.30
(b) unozzle = 0.41 m s−1 and uannulus = 0.25 m s−1
um = 0.52 m s
−1 and ϕo = 0.60
(c) unozzle = 0.20 m s−1 and uannulus = 1.06 m s−1
um = 1.04 m s
−1 and ϕo = 0.15
Figure 4.1: High-speed images acquired at x+ = −10 (left) and x+ = −4 (right) for three
flow conditions.
approximated to d/Dnozzle = (6/Bo)
1/3 or
d =
(
6σDnozzle
g∆ρ
)1/3
(4.2)
for a spherical drop. Sadhal et al. (2012) adjusted the right hand side of eq. 4.2
with a correcting factor to account for the liquid remaining at the nozzle after the
detachment. However, for the current system it is neglected, as it was found to be
below 0.1 mm. Surprisingly, eq. 4.2 does not depend on the velocity inside the nozzle
and for the current fluids gives d = 4.9 mm (it is constant for all conditions), which
is larger than the measured values of Fig. 4.2.
In the current experiments, the nozzles are in a cross-flow arrangement, which
is found to significantly affect the breakup and hence the drop size distribution.
Two mechanisms are observed in this work that describe the drop formation and
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Figure 4.2: Sauter mean diameters of the drops recorded at the multi-nozzle inlet at x+ =
−10 for this study compared against the data by Galinat (2005) and eq. 4.3.
are affected by the velocity of the continuous phase in the annulus region uannulus.
They are presented in Figs. 4.3(a) and (b). In the first case of Fig. 4.3(a), the drop
forms from breakup at the neck close to the nozzle region, which is typical for drops
forming in an ambient fluid at rest. The drop grows towards the top of the pipe
due to buoyancy, and the neck of the drop close to the nozzle decreases over time,
until breakup takes place. The second mechanism was observed for high values
of uannulus. Similar dynamics are observed as in the aforementioned case, but the
formation of a secondary drop also takes place. The drop stretches under the in-
tense cross-flow and forms a ligament. It has been found that drop deformation and
breakup of the ligament can generate secondary drops (Stone 1994), which will lead
to higher polydisperity in the initial drop population of the dispersion.
Xu et al. (2005) developed a theoretical approach to describe the drop formation
(a) Neck breakup at low continuous phase velocities, uannulus = 0.44 m s−1
(b) Ligament breakup at high continuous phase velocities, uannulus = 1.06
m s−1.
Figure 4.3: Drop formation mechanisms observed at two continuous phase velocities for
the same unozzle = 0.20 m s−1
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under cross-flow conditions based on a force balance at the drop. The interfacial ten-
sion force Fσ = piDnozzleσ keeps the drop together, with an opposite force stemming
from the static pressure difference FP = FσDnozzle/d. The buoyancy and lift forces
are written as FB = ∆ρgpid3/6 and FL = 0.761τ1.5walld
3ρ0.5c /µc. For this arrangement
the wall shear stresses are computed as τwall = fρcu2annulus/2. For a spherical drop,
the viscous drag force can be computed as FD = 3piduannulusµc. According to Xu
et al. (2005) the following balance holds
FσDnozzle = 2FDd+ (FP + FB + FL)Dnozzle, (4.3)
which is solved iteratively to give the drop size d. The resulting eq. 4.3 is plotted in
Fig. 4.2 and compared against the experimental Sauter mean diameters. It can cap-
ture the trend in a satisfactory manner for the range of uannulus and Re investigated
in this study.
The majority of drops observed in the experiments are spherical. The Bond num-
ber1for the drop can be computed as Bo = g∆ρd2/σ = O{10−1} and the Reynolds
number based on the continuous phase properties and drop size asRed = ρcdum/µc =
O{102}. According to the empirical arguments of Clift et al. (2005), the drops have
a spherical shape, except for the very large drops with d > 5 mm, where ellipsoidal
shapes are expected.
4.2 Phenomenological observations
4.2.1 Flow pattern maps
As described in Sec. 2.1.1, several flow patterns can be observed during liquid-liquid
horizontal pipe flows. When the Y-shaped inlet is used in the system, the flow pat-
terns observed through high-speed imaging at x+ = 135 are shown in Fig. 4.4. The
water is introduced from the bottom and the oil from the top to minimise any mixing
taking place between the two when they meet. As expected for low mixture veloci-
ties, stratified flows (ST) are observed, while drops appear close to the interface level
for higher velocities. The drop generation, caused by the Kelvin-Helmholtz instabil-
ity, results in dual-continuous structures downstream the pipe. When the velocities
are high enough and the input oil volume fraction ϕo relatively low, water is the con-
tinuous phase and the oil is dispersed. When the mixture velocities are kept low, the
turbulent levels are not high enough to keep the drops dispersed homogeneously
and gravity leads to segregation and o/w & w patterns.
The dispersed flow categorisation of this work is presented in Fig. 4.5 and illus-
trates the different sub-categories of o/w and w/o. When segregation of oil drops has
taken place then the term o/w & w is used instead. The flow patterns shown in Figs.
4.5(d) and (e) can be considered DC flow patterns. Nevertheless, in this work, Fig.
1. also referred to as Eötvös number
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Figure 4.4: Flow pattern map for the Y-shaped inlet for a range of input oil fractions ϕo
and mixture velocities um.
4.5(d) is categorised as o/w & w & o to underline the generation of a continuous layer
of the oil (dispersed phase). This transition is very important as some portion of
the oil wets the wall in contrast to water-continuous dispersed flows. It also signals
the last transition towards separated flows, which is the ultimate goal of this study.
The o/w & w/o structures are similar to ST, but are characterised by high pressure
gradients, as both oil and water layers are dispersions.
When the multi-nozzle inlet is used and the oil flows through the nozzles (as
shown in Fig. 4.1), drops of oil are expected even at low mixture velocities and for
a wide range of input oil fractions, contrary to the Y-shaped inlet of Fig. 4.4. The
flow structures at dense dispersions are difficult to quantify solely from the high-
speed images and thus an ERT system is also employed. As the goal of this study is
the development of the dispersions downstream the inlet, the flow pattern maps are
investigated at the beginning (x+ = 25) and end of the pipe (x+ = 135) downstream
the multi-nozzle inlet. The flow pattern maps at these two locations are plotted in
Figs. 4.6(a) and (b) respectively.
For low velocities, o/w & w & o dispersions are observed in the first axial measur-
ing location. The oil drops generated by the nozzles coalesce rapidly at the top of
(a) o/w (b) w/o (c) o/w & w (d) o/w & w & o (e) o/w & w/o
Figure 4.5: Schematic representation and respective typical high-speed image of the dis-
persed flow patterns observed in this work.
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(a) Flow pattern map at x+ = 25
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(b) Flow pattern map at x+ = 135
Figure 4.6: Flow pattern maps at two axial locations downstream the multi-nozzle inlet
obtained from high-speed images and conductivity tomograms.
the pipe and form a continuous layer of the dispersed phase. A continuous layer of
water is also observed at the bottom of the pipe – mainly due to the buoyancy forces
acting on the drops. As the flow develops, o/w & w & o dispersions are present at
higher mixture velocities and input oil fractions. This development is caused by the
coalescence of the drops as they flow along the pipe. If the flow patterns were inves-
tigated at longer lengths, e.g. x+  200, ST flows are expected according to Fig. 4.4,
where minimum mixing is induced at the inlet. This separation of the phases de-
pends on the residence time of the dispersion inside the pipe. As the measurements
in this work are conducted in the front-leg of the flow loop, the residence times are
limited to the order of tres = O{10} for the mixture velocities investigated.
Due to the enhanced mixing induced by the multi-nozzle inlet, homogeneous
o/w dispersions appear for lower mixture velocities and a wider range of flow rates,
as shown in Fig. 4.6(a) at x+ = 25. As the dispersions flow, the drops segregate and a
drop free layer of water forms at the bottom. This transition from o/w to o/w & w can
be noted when comparing Figs. 4.6(a) to (b). Interestingly, DC (or equivalently o/w
& w/o) appear at high input oil fractions. Finally, phase inversion takes place right
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at the inlet section when high enough mixture velocities are used together with high
input oil fractions. This transition does not change as the dispersions flow along the
pipe.
4.2.2 General characteristics
In this work, the transition from o/w to o/w & w and from o/w & w to o/w & w & o
is of interest as discussed in Chapter 1. For this reason, the conditions of Table 4.1
are carefully chosen to be studied in detail in order to acquire quantitative charac-
teristics of these two transitions. Figure 4.7(a) presents a case of the o/w to o/w & w
transition for um = 1.04 m s−1 and ϕo = 0.15. Drops of oil have floated towards the
top, forming a drop-free water layer at the bottom. Even at this high velocity, the dis-
persive inertial forces are not strong enough to keep the dispersion homogeneous.
Typical images captured at x+ = 135 from the bottom of the pipe are also shown. As
the depth of field is kept quite sharp (DOF ≈ 10 mm) and placed in the middle of
the vertical direction, it is clear that the drops still floating at the bottom are mainly
close to the middle plane z+ ∼ 0.5, rather than close to the pipe side walls.
Figures 4.7(b) illustrates the generation of a continuous layer from coalescence
of the oil drops at the top for um = 0.52 m s−1 and ϕo = 0.30. This signals a flow
pattern transition from o/w & w to o/w & w & o. A thin layer of pure oil has formed
(a) um = 1.04 m s−1 and ϕo = 0.15
(b) um = 0.52 m s−1 and ϕo = 0.30
(c) um = 0.52 m s−1 and ϕo = 0.60
Figure 4.7: High-speed images acquired at x+ = 25 (left) and x+ = 135 (middle, right) for
three flow conditions. (a) Transition from o/w to o/w & w and (b) from o/w & w to o/w & w
& o and (c) oil layer evolution.
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at the top. Fig. 4.7(c) illustrates the increase of the thickness of this oil layer at the
top of the pipe along the streamwise direction x, due to coalescence of drops with
the interface. Visualisations at the bottom (right-hand side of the Figure), illustrate
a stratification of size, with larger drops close to the middle. Nevertheless, it is clear
that more thorough analysis needs to be conducted to quantify these characteristics.
For this reason, the following Sections will focus on the results acquired using the
DCP.
4.3 Layer evolution
A DCP is placed at three axial measuring locations, namely x+ = 15, 80 and 150.
Measurements are taken for every ∆y+ = 0.054 in the vertical direction. The seven
conditions of Table 4.1 are studied, resulting in a total of ∼ 400 measurements for
the DCP. In this Section, the layer development is investigated. The layer height
definitions are shown for a o/w dispersion in Fig. 2.5. They are also shown in Fig. 4.8
for completeness, for the o/w dispersions studied in this Chapter. A pure water drop
free layer is defined when the DCP is not able to capture any drops εo = 0. It should
be mentioned though that very small drops can avoid the sensors as discussed in
Sec. 3.2.1.1. The floatation layer is defined from the vertical point where drops are
detected until dense-packing is recorded, i.e. 0 < εo < 0.9. The dense-packed layer
is then valid from 0.9 6 εo < 1 and it follows that the pure oil layer is defined at the
regions where the in-situ oil fraction becomes equal to unity.
Pérez (2005) defined the dense-packed layer boundary at εp = 0.75 (close to the
random packing of spheres), while Schümann et al. (2016b) at εp = 0.80. (Pereyra
et al. 2013) followed the formulation of Henschke et al. (2002) for batch settlers and
set the dense-packed layer at εp = (ϕo + 1) /2. In this work the boundary is set at
εp = 0.90, as discussed by Conan et al. (2007), who found that the integrated momen-
tum balance of the continuous phase agreed with their pressure drop measurements
despite the presence of the drops. These high in-situ oil fraction values are justified
Figure 4.8: Schematic illustration of the spatial configuration of a separating dispersion
with the notation of the different layers.
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Figure 4.9: Time-averaged in-situ volumetric oil fraction profiles obtained from the DCP
for three flow conditions and three axial locations. (a) um = 1.04 m s−1 and ϕo = 0.15, (b)
um = 0.52 m s
−1 and ϕo = 0.30 and (c) um = 0.52 m s−1 and ϕo = 0.60.
due to polydisperity of the system, which is inevitable in liquid-liquid flows (Pou-
plin et al. 2011). Specifically for this system, the low velocities investigated allow for
increased coalescence dynamics, that can in turn result in high variance in the drop
size distributions. Conan et al. (2007) found that the vertical velocity component at
this phase fraction tends to zero vd → 0 and any floatation or settling has stopped.
The vertical time-averaged in-situ oil fraction profiles 〈εo〉 obtained from the DCP
for ∆t = 10 s are shown in Fig. 4.9 for the same flow conditions as in Fig. 4.7 and
for three axial measuring locations x+ = 15, 80 and 150. The profiles are smoothed
with a moving average filter to better illustrate the trends. In Fig. 4.9 homogeneous
dispersed flow is observed for um = 1.04 m s−1 andϕo = 0.15, which is in accordance
with the visualisations. The drop-free water layer at the bottom of the pipe slightly
increases as the flow develops x+ → 150; however, the differences fall within the
20% uncertainty of the phase fraction from the DCP. A slight decrease of the in-
situ oil fraction is observed close to the top wall for all three locations. Lift forces
are stronger close to the walls in a cylindrical pipe and can push larger drops away
from the walls. Similar behaviour has been recorded by Ekambara et al. (2008) in gas-
liquid and by Ngan (2011) in liquid-liquid pipe flows. Interestingly, the same dip in
the concentration of the dispersed phase close to the walls has also been recorded
both in experiments and simulations with non-deformable solid spheres (Kaushal
and Tomita 2007; Tiwari et al. 2009; Yan and Koplik 2009).
This decrease of εo close to the top wall is more pronounced in Fig. 4.9(b) at
x+ = 15. In the same Figure, a transition from an o/w & w to an o/w & w & o pat-
tern is taking place as the dispersion flows. A pure oil forms at the top of the pipe
due to coalescence of drops. This transition can also be observed in the relevant vi-
sualisations of Fig. 4.7(b). As the concentration in the bottom of the dense-packed
layer, rather than close to the wall, is higher, the development of the pure oil layer
does not start close to the pipe wall. Conan (2007) illustrates this mechanism in his
dissertation. The formation of the continuous oil layer at the top was captured with
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Figure 4.10: Schematic illustration of the evolution of the dispersion structure from o/w &
w to o/w & w & o pattern. The transition in time reads from left to right.
high-speed PLIF experiments in the middle plane of the pipe for unstable disper-
sions. This mechanism is shown schematically in Fig. 4.10. A blob of oil drops
coalesces in the middle of the dense-packed layer. Mainly due to buoyancy, it floats
towards the top and starts wetting the walls, while more drops start coalescing with
it and eventually form a continuous oil layer.
Figure 4.9(c) shows the in-situ phase fraction profiles recorded for um = 0.52
m s−1 and ϕo = 0.60. The higher input dispersed phase fraction, compared to
Fig. 4.9(b), causes the generation of the pure oil layer at the top. This generation
is also clear right from the inlet section as shown in the visualisation of Fig. 4.1(b) at
x+ = −4 for the same flow condition. Larger drops are generated from the nozzles,
which are susceptible to stronger buoyancy and enhanced coalescence dynamics. As
the dispersion flows along the pipe, the oil continuous layer thickness is increased
as more drops coalesce with it. Notably, no change in the pure water layer is ob-
served at the bottom, as stratification has already taken place for x+ < 15. The early
segregation of the drops can be attributed to higher viscosities in the floatation layer,
which result in lower turbulence levels and thus quicker floatation velocities.
To better quantify the spatial evolution of the characteristic layers that form and
develop, the time-averaged height of the dense-packed layer 〈y+p 〉 and of the pure
oil layer 〈y+o 〉 (normalised with the pipe diameter D) along x+ are shown in Figs.
4.11(a) and (b) respectively for the conditions of Table 4.1. For the low mixture ve-
locity cases, um = 0.52 m s−1, the dense-packed layer height decreases with the in-
put dispersed phase fraction. This behaviour is expected as more volume of oil is
present for higher ϕo and the maximum packing value is reached at lower values
of y+. As the mixture velocity increases the packing of drops happens at higher y+,
as dispersive forces are stronger and floatation is less pronounced. As the disper-
sions flow along the pipe, the height of the packed layer gradually decreases with
more drops gradually floating towards the top. This behaviour is more dominant for
the low mixture velocity cases um = 0.52 m s−1, where the residence time is higher
tres ≈ 10.7 s compared to the um = 1.04 m s−1 cases with tres ≈ 5.3 s. The residence
time is computed simply as tres = ∆x/um. Nevertheless, high stratification of the
velocity is expected, since the viscosity in the dense-packed layer will be lower due
to local effects, and thus the residence time of the packed region will be even higher.
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Figure 4.11: Spatial development of the characteristic layer heights as the dispersion flows
along the pipe.
Figure 4.11(b) illustrates the time-averaged pure oil layer heights recorded. A
continuous layer of oil was recorded only at the low mixture velocity cases, in accor-
dance with the flow pattern maps of Fig. 4.6. To identify this layer height, careful
treatment and analysis of the data follows, as fluctuations due to waves or larger
drops can influence it. Time-averaging of the profiles provides the layer height
where εo = 1, but is biased towards higher values of y+ for the aforementioned
reason. As also observed in the visualisations of Fig. 4.7(b) and (c), as the input
oil fraction increases, so does the pure oil layer height. This behaviour can be at-
tributed to larger drops generated at the nozzles, which float faster and coalesce eas-
ier. The decrease of the pure oil layer height along x+ (higher thickness ho) is also
shown in the Figure, but the resolution of the probe (incremental measurements ev-
ery ∆y+ = 0.054) on the y+ direction and the only three measurements along x+, do
not allow to obtain a slope of a fitted curve with confidence.
The dynamics of the packing are buoyancy dominated and depend on the den-
sity difference of the fluids and the drop size. The Buoyancy number Bu has found
wide use in gravity dominated low-Reynolds number particulate and suspension
pressure-driven flows for predicting separation lengths and other flow characteris-
tics (Norman et al. 2005; Yan and Koplik 2009). Bu is defined as the ratio of gravity
to inertial effects and can be written for horizontal flows as
Bu =
|ρd − ρc|gd232
18ηcum
. (4.4)
It is clear that the Buoyancy number is practically a ratio of the vertical velocity
(computed as the settling/floatation velocity of the drops from eq. 2.12) over the
axial mixture velocity. Figure 4.12 presents the dense-packed layer heights recorded
at different axial lengths plotted against the respective Buoyancy numbers. It is clear
that a linear trend exists betweenBu and the time-averaged 〈y+p 〉, showing the strong
dominance of gravity in the separation of the phases. The same effect of the packing
dynamics due to the mixture velocity is also discussed by Conan et al. (2007). They
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Figure 4.12: Spatial development of the time-averaged dense-packed layer height recorded
at different Buoyancy numbers with the DCP.
introduce a modified Froude number Fr, where um/
√
gd32 is related to the packed
layer height in a power of 1/4.
4.4 Drop size evolution
To better quantify and understand the aforementioned trends, a detailed study of
the drop sizes present in the pipe follows. The drop sizes (chord lengths) recorded
in a time interval of ∆t = 10 s for each axial and vertical location of the probe are
analysed.
4.4.1 Drop size distributions
Figure 4.13(a) shows a histogram for a representative case of drop size distribution.
Sturges’ rule (Scott 2009) can be applied to determine the number of bins Nbins to
use in the histograms as
Nbins = 1 + 3.322 (log10Nd) . (4.5)
As explained before, in the present experiments Nd varied from a few hundred to a
few thousand drops for each measurement giving Nd = O{10}. An ad-hoc value of
0.5 mm is used instead for the bin size, which is found to represent the distributions
adequately, provides a similar number of bins as eq. 4.5 and it is constant for all con-
ditions. The detail of the histograms increases with smaller bin size, but deviations
can occur if the number of drops in the population is not high enough, since some
bins are left with an inadequate number of drops.
It has been found that the drop size distribution in liquid-liquid systems does not
follow a normal distribution. The Rosin and Rammler (1933) distribution has been
found to describe the drop size distributions in liquid-liquid flows well (Karabelas
1978). Angeli and Hewitt (2000b) used a modified Rosin-Rammler distribution given
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by
CDFRosin−Rammler(d) = 1− exp
(
−2.995
(
d
d95
)pRR)
, (4.6)
where the diameter of the 95th percentile d95 was used together with a fitted param-
eter pRR ranging from 2.1 to 2.9. More recent efforts have implemented log-normal
distributions to capture the positive skewness usually present in liquid-liquid sys-
tems (Augier et al. 2003; Lovick and Angeli 2004a). It is clear from both Figs. 4.13(a)
and (b), that the log-normal distribution captures very well most of the range of drop
sizes for the current experiments as well. Nevertheless, the log-normal distribution
is found to be slightly biased towards higher probabilities of the larger drops.
The probability density functions and cumulative distribution functions of the
drop size distributions PDF(d) are computed for log-normal distributions (Whit-
taker and Watson 1996) as
PDFlog−normal(d|µd, sd) = 1
dsd
√
2pi
exp
(
− (ln d− µd)2
2s2d
)
(4.7)
CDFlog−normal(d|µd, sd) = 1
2
[
1 + erf
(
ln d− µd
s
√
2
)]
, (4.8)
where the error function erf is computed as
erf(d) ≡ 2√
pi
∫ d
0
e−d˜
2
dd˜ (4.9)
with d˜ being the transformation variable of d for the integration. The log-normal
distributions are based on the fact that log(d) will be distributed normally. While
the mean µ and variance s of a population are computed from eqs. 3.9 and 3.10
respectively, the mean µˆ and variance sˆ of a log-normal distribution can be computed
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Figure 4.13: Drop size distributions for um = 1.04 m s−1 and ϕo = 0.45 at x+ = 150 and
y+ = 0.86
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as
µˆ = exp
(
µ+ s2/2
)
(4.10)
sˆ = exp
(
2µ+ s2
) (
exp
(
s2
)− 1) . (4.11)
The less-known Weibull distribution can also illustrate well the positive skewness
(Fig. 4.13), but has found limited use in liquid-liquid dispersions as discussed by
Zhou and Kresta (1998). For the sake of comparison with other works only log-
normal distributions are used in the present work hereafter.
A stratification of drop size is expected along the vertical direction of the pipe.
Bourdillon et al. (2016) showed in their numerical simulations that the size of the
dispersed drops is expected to increase with the direction of buoyancy. Figure 4.14
shows the drop size histograms P(d) together with the probability density functions
of the drop size PDF(d) for three flow conditions at x+ = 15. Three vertical posi-
tions are chosen for each flow condition, namely y+ = 0.43, 0.54 and 0.65 to have an
adequate number of drops for the different spatial configurations for the three flow
conditions. The size distributions for um = 1.04 m s−1 and ϕo = 0.30 are very nar-
row (Fig. 4.14(a)), as very small drops are generated at the multi-nozzle inlet for this
condition. Both from the histograms and the PDFs, it can be seen that larger drops
are present along the vertical pipe height y+. The probability to find bigger sizes
increases and the PDFs become flatter. This trend can be justified by the floatation
dynamics of the dispersed phase, where higher size drops will have a stronger verti-
cal motion towards the top and thus they segregate faster – as can also be predicted
from eq. 2.12.
For homogeneous dispersed flows with the same input oil fraction, but a lower
mixture velocity um = 0.52 m s−1, larger drops are expected due to the drop forma-
tion at the inlet as described in Sec. 4.1. By comparing Figs. 4.14(a) and (b), this
behaviour is clear for the three vertical locations chosen. Finally, larger drops are
observed when the input oil fraction is increased to ϕo = 0.60 at Fig. 4.14(c), because
of the smaller uannulus at the inlet. The generation of the pure oil layer at the top does
not seem to affect this argument. Notably, for this case, the PDF(d) for y+ = 0.54
presents smaller drop sizes than y+ = 0.43. This behaviour is due to the small vari-
ation in the histograms between the two vertical locations and cannot necessarily be
attributed to the spatial configuration of the dispersion. It lies within the estimated
uncertainty of the drop size measurements from the DCP.
The log-normal CDFs are shown in Fig. 4.15 for the same three flow conditions
and vertical locations at x+ = 15. Similar trends are observed with higher slope
CDFs computed with increasing y+. Notably, the 95% confidence intervals also be-
come wider with increasing vertical height. Both the d95 and the dmax can be easily
extracted from the aforementioned Figure. The dmax does not seem to be much af-
fected with the vertical height y+ for um = 1.04 m s−1 and ϕo = 0.30 in Fig. 4.15(a).
However, a significant increase is found for the lower mixture velocity cases in Figs.
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Figure 4.14: Number probability histograms and probability density functions of eq. 4.7 of
the drop size distribution for three flow conditions and three vertical locations and x+ =
15.
4.15(b) and (c). It is also interesting to note that the dmax seems to change by an
order of magnitude when decreasing the mixture velocity from um = 1.04 m s−1 to
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Figure 4.15: Cumulative distribution functions of eq. 4.8 for three flow conditions (a)
um = 1.04 m s
−1 and ϕo = 0.30, (b) um = 0.52 m s−1 and ϕo = 0.30 and (c) um = 0.52 m s−1
and ϕo = 0.60, at x+ = 15 and three vertical locations y+.
um = 0.52 m s
−1 for the same input oil fraction ϕo = 0.30 (Figs. 4.15(a) and (b)).
More thorough investigation on the physical mechanisms that can affect the dmax of
the population will take place in the following Section.
The evolution of the drop size distributions are illustrated in more detail in the
contour plots of Fig. 4.16. Two input oil fractions ϕo = 0.30 and 0.60 are investigated
for the same mixture velocity um = 1.04 m s−1. The number probabilities of the drop
sizes are plotted for all the vertical measurement locations y+ and the three axial
x+. As floatation of the oil drops towards the top takes place, the number of drops
measured at the bottom for ∆t = 10 seconds decreases with axial length and so does
the accuracy of these measurements. Nevertheless, the measurements are shown for
completeness. At the last axial location x+ = 150 and ϕo = 0.30, no drops were
recorded below y+ < 0.2.
For x+ = 15 and low input oil fraction in Fig. 4.16(a) the drop size distribu-
tion is very narrow, with very high probabilities P(d) > 0.8 found at low drop sizes
d < 1 mm. This trend holds along the vertical direction, with slightly larger drops
observed at y+ > 0.8. As the dispersion evolves along x+ (Fig. 4.16(c) and (e)),
the drop size distributions at the upper part of the become wider with sizes reach-
ing d = 3 mm, but with low probabilities P(d) < 0.1. The drop increases with y+.
Interestingly, for this flow condition two peaks are present at the last two axial lo-
cations for y+ ∼ 0.8 in Figs. 4.16(c) and (e), where the drop size decreases before it
increases back for y+ > 0.9. This behaviour can be attributed to lift and buoyancy
forces together with wall effects and drop-drop interactions.
At the higher input oil fraction ϕo, an almost homogeneous drop size distribu-
tion, similar to the case of ϕo = 0.30, is observed at the initial axial measuring loca-
tion (Fig. 4.16(b)). Some segregation has already taken place at the higher input oil
fraction, with slightly higher probabilities for smaller drops close to the bottom of
the pipe. This can be attributed to the larger drops generated at the inlet and thus
stronger buoyancy forces that push the larger drops of the distribution towards the
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Figure 4.16: Number probability contour plots of the drop size distributions for three axial
locations for two input oil fractions at the same um = 1.04 m s−1.
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Table 4.2: Descriptive statistics of the drop size distributions of Fig. 4.17.
x+ mean standard deviation skewness kurtosis
u
m
=
0.
5
2
m
s−
1 ϕo = 0.30
15 1.49 1.26 2.12 9.20
80 1.59 1.30 2.02 8.55
150 2.35 1.91 1.46 4.87
ϕo = 0.45
15 1.72 1.52 1.94 7.51
80 2.02 1.67 1.70 6.17
150 2.27 1.76 1.54 5.37
ϕo = 0.60
15 1.73 1.52 1.92 7.46
80 1.75 1.51 1.91 7.43
150 1.90 1.49 1.79 6.91
u
m
=
1.
04
m
s−
1
ϕo = 0.15
15 0.73 0.37 1.45 6.70
80 0.82 0.46 1.44 6.32
150 0.89 0.52 1.56 7.44
ϕo = 0.30
15 0.75 0.36 1.40 6.40
80 1.06 0.75 2.12 10.90
150 0.96 0.63 1.97 10.06
ϕo = 0.45
15 0.81 0.46 1.68 8.13
80 0.78 0.43 1.63 7.79
150 1.00 0.66 1.99 10.15
ϕo = 0.60
15 1.04 0.77 2.23 11.64
80 1.14 0.92 2.33 11.79
150 1.20 0.88 2.15 10.68
top. Similarly to the lower input oil fraction, higher drop sizes are present towards
the top of the pipe as the flow develops along x+ as shown in Figs. 4.16(d) and (f).
When comparing Figs. 4.16(e) and (f), it becomes clear that the higher input oil vol-
ume fraction has increased the drop size along the pipe vertical direction with wider
distributions recorded.
To obtain a global picture of the size distributions for the seven conditions inves-
tigated with the dual-conductance probe, the log-normal probability density func-
tions are computed from eq. 4.7. The skewness and kurtosis together with the lower
order statistics of each distribution are presented in Table 4.2, while the distributions
are shown in Fig. 4.17. The sub-figures from top to bottom follow the same indexing
of the conditions as the rows of Table 4.1.
While the Sauter mean diameter will be discussed in the following Section it can
be seen in Table 4.2 that in the majority of cases the mean and standard deviation
both increase with axial distance x+. More specifically, it can be written that µd ∝ sd
with excellent agreement even for a proportionality constant equal to 0.78 (regres-
sion coefficient), giving a coefficient of determinationR2 = 0.933. The skewness of
a distribution shows the asymmetry of the data around the mean and is computed
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Figure 4.17: Probability density functions of eq. 4.7 for the conditions of Table 4.1 (same
order as the rows of the Table).
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as the third moment
skewness =
Nd∑
i
(di − µd)3
Nds
3
d
. (4.12)
All the skewness values are above 1, denoting a strong asymmetry (positive). It can
also be seen that the skewness decreases with axial length, but no concrete argument
can be determined for linking it with the input oil fraction or mixture velocity. It is
possible that other effects at the inlet can be controlling the skewness. The strong
asymmetry is also present in Fig. 4.17 for all the cases considered in this study. It
can also be seen that the conditions at x+ = 150, where coalescence effects are more
pronounced, are more symmetric.
The kurtosis can also be used to study these distributions. The definition of kur-
tosis remains ambiguous in the literature. While some argue that it is the degree of
peakedness of a distribution, it has been recently discussed that it better illustrates
the combined weight of the tails relative to the rest of the distribution. In this work,
this translates to the effect of the number of larger drop sizes present in the distribu-
tion. It is computed similarly to eq. 4.12 as the fourth moment
kurtosis =
Nd∑
i
(di − µd)4
Nds
4
d
. (4.13)
The very high positive values measured in the present experiments show the appli-
cability of the log-normal distributions, which are capable of capturing the long tails
of the distributions as shown in Fig. 4.17.
4.4.2 Mean drop size
The goal of this Section is to link the characteristic drop sizes, i.e. Sauter mean d32
and maximum diameter dmax, of the drop populations of each case with certain
physical mechanisms. This can allow more concrete arguments to be made in re-
gards to the phenomena taking place in the pipe compared to the more empirical
observations of the previous Section.
It has been found that in liquid-liquid systems in stirred tanks, a direct propor-
tionality between the Sauter mean diameter and the maximum diameter of the dis-
persed phase exists. This proportionality has also been tested in both gas-liquid
(Azzopardi and Hewitt 1997) and liquid-liquid pipe flows (Angeli and Hewitt 2000b;
Brauner 2003; Ioannou et al. 2005; Schümann et al. 2016b) with good agreement as
d32 = kddmax, (4.14)
where kd is the proportionality constant that can take values in the range of 1.5 to 3
as has also been recently reviewed by Schümann et al. (2015).
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Figure 4.18: Experimental values of the Sauter mean d32 and maximum diameters dmax
recorded in the experiments with the DCP. Eq. 4.14 is plotted with 70% of confidence
intervals.
For the current experiments the maximum diameters dmax have been computed
according to Angeli and Hewitt (2000b), where the 95th percentile of the overall dis-
tribution is considered for the maximum diameter, i.e. dmax ≡ d95. It should also be
mentioned that the drop sizes shown are based on the chord length measurements of
the DCP. While the dmax will practically stay unaffected, an increase in the d32 values
is expected when considering drop sizes from chord lengths (Hu et al. 2006). Figure
4.18 illustrates that the same proportionality holds for the current system. The slope
of the curve is fitted with kd = 1.43. The uncertainties for both the dmax and d32 are
estimated at 30% along the whole range of drop size. To illustrate the deviation of
the experiments from eq. 4.18 a 70 % confidence interval is plotted and shown by
the grey area in Fig. 4.18.
A thorough empirical approach has been established in the literature to predict
the maximum drop size that can survive breakup from the local shear gradients. For
laminar flow condition eq. 2.40 predicts maximum drop sizes of 2D for the higher
mixture velocity, which are significantly over the experiments. Breakup can also
happen due to the turbulent eddies as discussed in Sec. 2.3.2. From Table 4.1 shown
earlier, the Rem based on the mixture properties do not seem to reach turbulent
conditions as Rem < 2300 for most cases considered. However, the Rec based on the
continuous phase properties are of the order of O{104}, which indicate turbulent
flow conditions. An effort to use the empirical models of Sec. 2.3.2 follows.
The maximum drop sizes recorded in the current experiments are for dense dis-
persions (with concentrations ϕo > 0.10) and range in sizes below and above the
turbulent fluctuating length scale of 0.1D. For these reasons, eqs. 2.42 and 2.44 need
to be respectively considered. Both these equations are plotted in Fig. 4.19(a) and
(b) together with the experimental data of the respective maximum diameters dmax.
While the trend seems to be captured, the coefficients are computed as CH = O{10}
and CK = O{10−2}, which indicates that both models are unable to predict the ex-
periments well as they are far from the order of unity that Brauner and Ullmann
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Figure 4.19: Experimental dmax values compared against (a) eq. 2.42 and (b) eq. 2.44. The
equations are plotted with 70% of confidence intervals.
(2002) discuss. This can be attributed to the suppressed turbulent levels due to the
presence of the dispersed phase, which increases the local viscosity values and does
not allow breakup to take place. It is also possible that the intense coalescence be-
tween the drops affects the results, together with the development length of the
flow that needs to be considered. As small drops are generated from the nozzles,
tres might not be enough to reach the dmax predicted from the correlations.
It is clear from the discussion of the previous paragraphs that any development
effects need to be considered. Figure 4.20 depicts the experimental d32 obtained
along the normalised streamwise length x+ for the two mixture velocities for the
whole range of input oil fractions tested. The contour lines are plotted every 0.125
mm. The higher mixture velocity exhibits smaller drop sizes compared to the lower
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Figure 4.20: Contour plots of Satuer mean d32 measured from the DCP as the flow develops
along x+ for the conditions investigated. Contour lines are plotted every 0.125 mm
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mixture velocity as discussed previously and it is now clearly illustrated in Fig.
4.20(b). The Sauter mean diameter increases along the pipe and with the input oil
fraction ϕo. This behaviour takes place even for the um = 0.52 m s−1 cases, where
a continuous oil layer of drops forms at the top of the pipe as was shown in Fig.
4.11(b). Comparing Fig. 4.20 to Table 4.2, a similar trend of the Sauter mean diame-
ters can be observed for the mean values of the distributions.
4.5 Pipe separator
Apart from the detailed characterisation of the dispersed flows conducted in the hor-
izontal test section of the pilot-scale facility, another important objective of this work
is to predict the separation properties of these dispersions, as discussed in Chapter
1. The test section can act as a horizontal pipe separator (Pérez 2005) and the phe-
nomenological model described in Secs. 2.2.3 and 2.3.1.1 can be used to predict the
layer development and the drop coalescence rates. More specifically, the evolution
of the normalised height of the water continuous layer y+w , the dense-packed layer
y+p and the oil continuous layer y+o are computed together with the Sauter mean
diameter d32 present at the dense-packed layer of the dispersion.
The main assumption of the model lies in the fact that the velocity field inside
the pipe is neglected. As the velocities at the dilute layer can reach high values (and
possibly turbulent conditions), the floatation of the drops could be affected. For this
reason, a coefficient of the order of unity is introduced in the floatation dynamics eq.
2.27, to take into account such effects. This value is set ad-hoc and is the same for
all the experiments of this study. Considering that the velocities at the dense-packed
layer will be very small due to the high drop concentration, it is safe to assume that
the coalescence rates are not affected by the flow field and can be assumed similar
to batch settlers.
Furthermore, monodisperse drop populations are considered. This can have a
significant effect on the floatation, as the drops will float at different rates. Neverthe-
less, the Sauter mean diameter has been shown to well capture the mean floatation
(Pilhofer and Mewes 1979). It is also important to assume clear interfaces with no
particles or surfactants present to be able to apply the asymmetrical film drainage
model of Henschke et al. (2002) described in Sec. 2.3.1.1. The coalescence param-
eter is set at r+V = 0.007 according to the horizontal pipe separation predictions by
Pereyra et al. (2013). In the dilute layer of the dispersion, no coalescence takes place,
while the phase fraction is assumed to be the same as the input ϕo. Archimedes
numbers are computed Ar = O{10} > 1 and the input oil fractions are in the range
of validity suggested by Henschke et al. (2002).
Six conditions are presented in Fig. 4.21 to illustrate the effect of the input oil
fraction and of the mixture velocity of the dispersion. The initial conditions are
given for the measurements at x+ = 15. A description of the phenomena predicted
for the low mixture velocity um = 0.52 m s−1 follows. The drops start floating at the
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top of the pipe and the water continuous layer y+w increases with a constant slope
as predicted by eq. 2.27. Similar dynamics are observed among the different input
oil fractions ϕo, with a lower initial water layer height computed as the ϕo increases.
The dense-packed layer height y+p decreases until it meets the water continuous layer
at x˜. Floatation has stopped at this axial location and all the drops are located in the
dense-packed layer. Coalescence between two drops and between drops and the
interface cause an increase of the mean drop size and a decrease in the height of
the oil continuous layer y+o (or simply increase in its thickness ho). As the initial
drop sizes are relatively large due to the generation method of the dispersions, the
dynamics of y+o are developing quasi-linearly.
While only three measurements are conducted along the axial length of the pilot-
scale flow loop (due to space limitations of the lab), the model is able to predict
the evolution of the characteristic layers of the dispersions as they flow along the
pipe. Interestingly, the drop size evolution is also captured well with r+V = 0.007,
which was fitted for a system with similar properties by Pereyra et al. (2013). Despite
the high uncertainty bars of the experiments with ∼ 20% for the layer heights and
∼ 30% for the drop sizes, the mechanisms are captured to an adequate degree by the
phenomenological model.
For the higher mixture velocity um = 1.04 m s−1 slightly different trends are
observed. The drop sizes generated are smaller for these conditions and thus the
floatation takes place over longer axial distance x+. The dense-packed layer height
y+p decreases as its thickness hp increases when increasing the input oil fraction ϕo.
The coalescence of the drops with the pure oil layer at the dense-packed layer seems
to take place faster than the floatation, so the dense-packed layer follows practically
the same trend as the pure oil layer. The oil layer evolution is no longer linear and its
slope decreases with x+. Disagreement between the experiments and predictions is
found for low axial lengths, as in the experiments no continuous layer is measured
until x+ ∼ 150 for the higher mixture velocity and the range of input dispersed
phase fractions tested. The model, however, predicts that drop-interface coalescence
will take place from the first time-step. In reality, drops colliding at the walls to-
gether with lift forces pushing the drops at the opposite direction of gravity close to
the top wall can hinder the generation of the pure oil layer, especially if the turbulent
dispersive forces are also considered.
The total separation xsep in solid-liquid suspension flows can be predicted ac-
cording to Nott and Brady (1994) as
xsep ∼ 3
32 d(ϕd)
D
2
(
D
d
)2
, (4.15)
where d(ϕd) is a non-dimensional diffusion coefficient and can be set as 3/32d(ϕd) ≈
O{1}. Norman et al. (2005) simply used the hindered settling of eqs. 2.12 and 2.13
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Figure 4.21: Prediction of the evolution of the characteristic layers of the dispersed flows
and of the Sauter mean diameter in the horizontal test section of the pilot-scale flow loop
facility.
giving
xsep ∼ Dum
vtfh(εd)
,
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Figure 4.22: The in-situ water volume fraction in the water-reach stream over the nor-
malised axial distance as computed by eq. 4.17 for six conditions conducted at the pilot-
scale flow loop.
which can be written based on the Bu number as
xsep ∼ D
2d2Bu
1
fh(εd)
. (4.16)
However, this relation gives more accurate results when gravity is the main dom-
inant force with Bu  1, which is not true for the dispersed flows of the present
experiments. Also, eqs. 4.15 and 4.16 are developed for suspensions and do not con-
sider change in the drop size as the mixture flows along the pipe due to coalescence.
The phenomenological separation model can be employed instead to find the
separation length. The total separation of the two phases in the oil-water system
can be computed as the location x+sep, where the pure water layer y+w meets the pure
oil layer y+o . A complete separation of the phases usually requires an impractically
long length in liquid-liquid systems. Shorter lengths of horizontal pipe separators
can be used to achieve water knockout from the pipe. Pereyra et al. (2013) proposed
accordingly a different criterion, considering the length required for achieving a de-
sired water fraction in the water-reach stream (xWRS) as
εw,WRS =
Aw + (Qw,WRS/QmA−Aw) (1− ϕo)
Qw,WRS/QmA
, (4.17)
where εw,WRS is the volumetric fraction of water present in the water-reach stream,
Qw,WRS/Qm is the fraction of the mixture flowing in the water-rich stream, which
can be written as Qw,WRS = um (A−Ao −Ap) and Qm = Qo + Qw = umA. In
Fig. 4.22, εw,WRS is plotted against the normalised axial development length for
the conditions investigated in the pilot-scale flow loop. As previously discussed,
the separation length for the higher mixture velocity is significantly higher. The
length chosen for a separator can be determined based on the in-situ water fraction.
When εw,WRS reaches a desired water concentration, e.g. εw,WRS ∼ 0.96 (Pereyra
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Table 4.3: Separation lengths predicted from the phenomenological model and simple the-
orems of suspension flows.
model eq. 4.15 eq. 4.16
x+WRS x
+
sep x
+
sep x
+
sep
u
m
0.
52
m
s−
1 ϕo = 0.30 6.8 14.2 1.5 1.5
ϕo = 0.45 6.2 12.4 1.1 2.7
ϕo = 0.60 8.7 12.9 1.0 8.2
1.
04
m
s−
1 ϕo = 0.30 77.7 87.4 11.1 22.0
ϕo = 0.45 82.5 87.7 7.8 37.9
ϕo = 0.60 72.1 74.7 3.0 50.1
et al. 2013), x+WRS will be much smaller than x
+
sep (as shown in Fig. 4.22), which can
optimise the spacing needs in the design of separation facilities.
Table 4.3 summarises the separation lengths predicted by eqs. 4.15 (Nott and
Brady 1994) and 4.16 (Norman et al. 2005) for suspension flows together with the
predictions of the phenomenological model by Pereyra et al. (2013), based on the
final separation length where the oil and water curves meet xsep and the axial length
xWRS where εw,WRS = 0.96 (according to eq. 4.17). It is clear that both eqs. 4.15 and
4.16 are significantly underpredicting the separation length. This is because the Bu
numbers are of the order of 1 and because the interfacial phenomena are neglected.
The drops reaching the top of the pipe will need finite time to coalesce and full
separation to take place as predicted by the film drainage time between a drop and
an interface in the model as τI . Also the equation of Pilhofer and Mewes (1979) used
in the phenomenological model is adjusted with a coefficient to better capture the
inertial effects that can hinder the floatation velocities of the drops and better reflect
the conditions investigated.
In this Chapter, the drop size distributions and the separation properties of the
liquid-liquid dispersed pipe flows generated from a multi-nozzle inlet were inves-
tigated with high-speed imaging, an ERT system and a DCP able to measure local
volume fractions and drop chord lengths. Higher size drops were measured in the
direction of buoyancy. The distributions became flatter along the axial flow direc-
tion due to drop-drop coalescence. The maximum drop sizes recorded along the
pipe revealed that breakup did not take place. A one-dimensional phenomenologi-
cal model transformed from batch settlers is used to capture the main mechanisms
that take place during the oil-water separation in pipe flow. While good agreement
is found for the range of conditions investigated, it is important to test it against
other oil-water systems to explore how the asymmetrical film drainage parameter
rV affects these predictions. It is also clear that the velocities at the floatation water
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continuous layer are very high and inertial effects cannot be neglected and only ac-
counted for with a simple coefficient. Finally, the model assumes an average mean
size, which does not consider the different floatation velocities and coalescence times
that would take place in a population of drops. The next Chapter focuses on the first
step of the separation and specifically discusses the drop motion dynamics and how
the velocity profile changes inside the pipe as the drop segregate along the flow
direction.
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Chapter 5
Flow Characteristics
Further investigation of the evolving dispersed flows has been carried out in the
matched refractive index flow loop. The technical details of the flow loop and the
liquids were given in Sec. 3.1.2. As the refractive index of both phases is matched,
higher detail can be obtained on the phenomena taking place in the middle plane
of the pipe cross-section, as high-speed PLIF and PIV/PTV measurements allow the
acquisition of the in-situ local phase fractions and drop sizes alongside the veloc-
ity fields of both phases at two axial locations x+ = 15 and 135 downstream the
mixer. A thorough discussion on the details of the aforementioned techniques and
their uncertainties was provided in Secs. 3.2.2.2 for the PLIF and Sec. 3.2.2.3 for
the PIV measurements respectively. The goal of this Chapter is to explore the flow
characteristics of the dispersions and how they are affected by the segregation tak-
ing place downstream the inlet. A CFD model is developed and solved numerically
using the finite element method (FEM) to compare with the experimental findings
of the drop concentration and velocity inside the pipe, and fuel the discussion on the
significance of the physical mechanisms.
The dispersions are generated in this facility from a static mixer placed after a Y-
shaped inlet where the two liquids meet. Due to the mixing taking place, there is less
control on the flow patterns developing and the drop size distributions produced.
Over forty conditions are investigated for a wide range of flow rates and input phase
fractions. The mixture velocities um used in the current experiments are relatively
low in the range of 0.1 to 1 m s−1 and combined with the high viscosity of both
phases (Table 3.2), result in Reynolds numbers based on the mixture properties Rem
ranging from about a hundred to a few thousand. The mixture properties are used
as described in Sec. 2.2.2 together with eqs. 2.17 and 2.18 to compute the density
and viscosity of the mixture correspondingly. For the present experiments, it was
found that the maximum in-situ phase fraction can reach values up to εmax = 0.74
before phase inversion takes place and a flow pattern transition occurs as shown in
Sec. 2.1.1.3.
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5.1 Generation of dispersions
5.1.1 Flow downstream the mixer
As discussed in Sec. 3.1.2 the dispersions are generated through a helical static mixer
of six elements as shown in Fig. 3.3. Despite the low Reynolds numbers of the con-
ditions investigated, the mixer can disturb the local velocity field at the initial length
of the test section. The single phase vertical profiles of the time-averaged streamwise
velocity 〈u〉 of the water gave good agreement between the two axial measuring lo-
cations x+ = 15 and x+ = 135. The Reynolds numbers tested, covered the laminar
regime, with small deviations from the parabolic profile u/umax = 1 − 4(y+ − 0.5)2
recorded only at the initial measuring location and for the higher Reynolds num-
bers Re > 1000. The vertical direction y+ is normalised with the pipe diameter
D with y+ = 0 denoting the bottom of the pipe. The development length for the
Reynolds numbers investigated in the present experiments is of the order ofO{10}D
and thus some development effects are expected at the initial measuring axial loca-
tion at x+ = 15.
The fluctuations of both velocity components are computed from the PIV mea-
surements, to investigate closer the effects of the mixer on the flow. The vertical
profiles of the product of the time-averaged fluctuations 〈u′v′〉, which can be di-
rectly related to the Reynolds stress ρc〈u′v′〉, are plotted in Fig. 5.1. They are also
measured for single-phase flow of water and at the same two axial measuring loca-
tions x+ = 15 and 135. At Re = 250 in Fig. 5.1(a) the fluctuations are insignificant at
both axial locations, suggesting laminar flow. However, the fluctuations at x+ = 15
for Re = 1205 become stronger but remain practically 0 at x+ = 135 (Fig. 5.1(b)).
This behaviour shows that the mixer slightly affects the flow at the initial measuring
location, but its effect is not propagated downstream. At the highest Reynolds num-
ber tested, Re = 2451 in Fig. 5.1(c), similar fluctuations are measured at both axial
locations, typical of fully developed turbulent flow.
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Figure 5.1: Vertical profiles of the normalised time-averaged fluctuations at the two axial
measuring locations for (a) Re = 250, (b) Re = 1205 and (c) Re = 2451.
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5.1.2 Drop size spectra
Generation of dispersed flows in static mixers has been investigated thoroughly in
the past (Theron and Le Sauze 2011) and also discussed in the recent review by
Ghanem et al. (2014). The interest in this work lies in helical static mixers, where the
mixing elements direct each phase radially towards the pipe walls and back to the
center. A uniform turbulent shear field is generated in the mixer that quickly dis-
perses the immiscible liquids and produces a narrow drop size distribution. Char-
acterising the drop size distributions is the focus of this Section.
For helical static mixers, Middleman (1974) first developed a correlation for tur-
bulent conditions to predict the Sauter mean diameter based on the Weber number
We = ρcu
2
mD/σ and the friction factor as
d32 ∝ DWe−0.6f−0.4, (5.1)
which is equivalent to eq. 2.41. Based on the approximation by Bird et al. (1960) that
f ∼ Re−1/4 for Re > 3000, Middleman (1974) wrote eq. 5.1 as d32 ∝ We−3/5Re1/10.
A few years later, Chen and Libby (1978) correlated their experimental data by tak-
ing into account the viscosity ratio m = ηc/ηd writing that
d32 = 1.14DWe
−0.75m−0.18. (5.2)
In accordance with previous efforts, Berkman and Calabrese (1988) developed the
following correlation
d32 = 0.49DWe
−0.6
(
1 + 1.38Vi
(
d32
D
)0.33)0.6
, (5.3)
where Vi is a viscosity group computed as Vi = (ηdum/σ) (ρc/ρd)
1/2. More recent
work has been developed for different types of mixers, which are not suitable to this
work as the dispersions in this work are generated through a helical design very
similar to a Kenics mixer.
The Sauter mean diameters computed in the present work at the initial axial mea-
suring location downstream the helical static mixer, x+ = 15, are shown in Fig. 5.2.
Detailed information on the drop size measurements from the PLIF images is pro-
vided in Sec. 3.2.2.2. Equation 5.1 seems to well predict the Sauter mean diameters
measured in the pipe. A coefficient of determinationR2 = 0.982 is computed based
on a fitting of the proportionality constant with the LAR method. The drops with
d32 > 4 mm or um < 0.30 m s−1 were not considered in the fitting. At low veloci-
ties, coalescence is expected to be strongly dominant and already have taken place
between x+ = 0 and 15.
Eqs. 5.2 and 5.3 do not seem to match the results well. They seem to significantly
underpredict the drop sizes in the pipe. As mentioned, coalescence is dominant
in this system and can have an effect on the drop sizes measured. By assuming a
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Figure 5.2: Comparison of the experimental Sauter mean diameters recorded at x+ = 15
with three different literature correlations (a) eq. 5.1, (b) eq. 5.2 and (c) eq. 5.3.
proportionality constant of ∼ 2 for both eqs. 5.2 and 5.3, the data collapse very well
with the predictions withR2 > 0.95.
Dense dispersions are considered in the current work with ϕd > 0.10. The rate of
surface energy production of the dispersed phase due to coalescence is proportional
to the rate of turbulent energy supply by the continuous phase. Eq. 5.1 was adjusted
by Brauner (2001) with the ratio of the dispersed and continuous phase fractions
(ϕd/ (1− ϕd))3/5, finally giving
d+32 ∝We−3/5f−2/5
(
ρm
ρc(1− ϕd)
)−2/5( ϕd
1− ϕd
)3/5
, (5.4)
for d+32 = d32/D. Fig. 5.3 shows good agreement between the experiments and
predictions.
Notably, the aforementioned correlations are developed based on the Sauter mean
diameter and not the maximum diameter, while the theory of Sec. 2.3.2 handling the
breakup in a pipe turbulent field is developed based on the dmax. It is true that a
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Figure 5.3: Comparison of the experimental Sauter mean diameters recorded at x+ = 15
with the predictions of eq. 5.4.
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Figure 5.4: Experimental values of the Sauter mean d32 and maximum diameters dmax
recorded in the experiments from the PLIF. Eq. 4.14 is plotted with 70% of confidence
intervals.
proportionality between the d32 and the dmax has been found in both pipe flow (as
discussed for Fig. 4.18) and static mixers (Berkman and Calabrese 1988; Lemenand
et al. 2003; Yamamoto et al. 2007) allowing the extension of the theory for the d32.
To test this argument for the current experiments, the Sauter mean diameters
(chord lengths) recorded at x+ = 15 are plotted against the maximum diameters
dmax ≡ d95 (as defined in Chapter 4) in Fig. 5.4. Equation 4.14 provides the slope of
this curve, which for the current experiments is kd ≈ 1.18 withR2 = 0.974. The 70%
confidence intervals are also plotted for kd. The experiments collapse very well to
eq. 4.14 illustrating the close link between the maximum and Sauter mean diameter.
Interestingly, the slope kd is found lower than expected from the range reported by
Schümann et al. (2015). The lower value can mostly be attributed to strong coales-
cence dynamics that increase the Sauter mean diameters already at x+ = 15.
5.2 Phenomenological Characteristics
5.2.1 Flow structure development
The two immiscible liquids enter the static mixer in a stratified manner, with the
lighter oil at the top and the heavier water at the bottom of the pipe. In all cases
studied, dispersions have formed at the exit of the mixer, which tend to segregate
further downstream. Figure 5.5 illustrates typical high-speed PLIF images obtained
for reppresentative flow conditions at two axial locations, namely at x+ = 15 and
135. Figures 5.5(a)-(c) present cases of oil in water dispersions o/w, while Figs. 5.5(d)-
(f) present cases of water in oil dispersions w/o. The water contains the fluorescent
dye and the PIV tracer particles, and appears white in the images, while the oil
appears black.
For the water continuous cases (Figs. 5.5(a)-(c)), the dispersions at the outlet
of the mixer at x+ = 15, appear uniformly spread in the pipe. As the dispersions
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(a) um = 0.58 m s−1
ϕo = 0.12
(b) um = 0.58 m s−1
ϕo = 0.29
(c) um = 0.46 m s−1
ϕo = 0.29
(d) um = 0.58 m s−1
ϕo = 0.88
(e) um = 0.58 m s−1
ϕo = 0.71
(f) um = 0.40 m s−1
ϕo = 0.71
Figure 5.5: PLIF images acquired for a few typical flow conditions investigated down-
stream the static mixer at x+ = 15 (top) and x+ = 135 (bottom). The scale bar is 5 mm
long.
evolve, the oil drops start to segregate, and a clear aqueous phase layer appears at
the bottom of the pipe. This is less pronounced in the case of um = 0.58 m s−1 and
ϕo = 0.12, where the initial population contains some very small drops which settle
very slowly and are still present close to the bottom of the pipe at x+ = 135. Drop
re-entrainment might also be taking place, affecting the smaller drops in this spatial
configuration (Conan et al. 2007). Apart from the stratification of the oil fraction, a
stratification of drop size also occurs with distance, with larger drops located near
the upper part of the pipe.
Quite different dynamics are observed for the oil continuous w/o cases of Figs.
5.5(d)-(f), obtained for the same mixture velocities and dispersed phase volume frac-
tions. In the oil continuous dispersions, larger drops are generated by the mixer,
compared to the water continuous dispersions – as also predicted by eq. 5.1. For the
lower mixture velocity case (Fig. 5.5(f) top) the drops have already started to segre-
gate at x+ = 15, and a clear oil layer is visible at the top of the pipe. In all cases, at
the downstream location x+ = 135, a clear water layer has developed at the bottom
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Figure 5.6: Flow pattern map for the Y-shaped inlet (without the static mixer) for a range
of input oil fractions ϕo and mixture velocities um.
of the pipe. This suggests that the segregated drops coalesce to form the continuous
layer.
Similarly to Sec. 4.2.1, categorising the observed flow patterns from the images,
can illustrate the transition boundaries between them and how they shift with ax-
ial length. A wider range of flow patterns is recorded with the static mixer in the
current experiments than was observed in Fig. 4.5 with the multi-nozzle inlet, as
there is now less control on the continuous and dispersed phase of the dispersion.
As discussed in Sec. 2.1.1.3, phase inversion can take place in static mixers at very
low values of ϕo ∼ 0.5 according to Tidhar et al. (1986).
To study the effect of the static mixer, the flow pattern map at x+ = 135 is first
plotted without it, for a range of mixture velocities um and input oil volume fractions
ϕo in Fig. 5.6. The flow patterns recorded are obtained from just the Y-shaped inlet
instead, by minimising any mixing at the inlet of the pipe. The characterisation was
conducted based on observations from the PLIF images. As the measurements are
planar and in the middle of the pipe, the distinction between the different patterns
was relatively simple to conduct without any image analysis needed.
It is clear from Fig. 5.6, that even at relatively high mixture velocities of 1 m s−1,
stratified (ST) conditions are observed for the majority of input oil fractions without
the mixer. Dual-continuous (DC) patterns start developing when the input oil frac-
tion is decreased, finally giving dispersed o/w dispersions for ϕo < 0.2. Interestingly,
the heavier water (aqueous phase) disperses relatively harder in the lighter oil, as
was also the case for the system of liquids of the pilot-scale flow loop and shown in
Fig. 4.4. It seems that the viscosity ratio, which in the present experiments is about
ηw/ηo ≈ 1.8 compared to the ηw/ηo ≈ 0.2 of the previous system, does not play a
dominant role in the preferential dispersion. However, it must be noted that in the
current experiments, the fluorescent dye and the tracer particles are introduced in
the water phase and they can affect these dynamics as discussed by De Malmazet
et al. (2015).
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Figure 5.7: Flow pattern maps at two axial locations downstream the static mixer obtained
from PLIF images.
The different flow patterns obtained with the static mixer at the two axial mea-
suring locations are illustrated in Figs. 5.7(a) and (b) for the two axial measuring
locations respectively. Phase inversion takes place at ϕd ∼ 0.5 – characteristic of
static mixers. For both axial locations, all the patterns observed when the mixer is
present are dispersed, while at the same conditions without the mixer the flow is
stratified with no drops present. The patterns generated by the mixer are not stable
and should separate downstream provided the test section is long enough
As can be seen from Fig. 5.7 at the initial axial location x+ = 15, homogeneously
dispersed flow (either oil or water continuous) can be achieved for um & 0.5 m s−1.
At the same conditions further downstream at x+ = 135 (Fig. 5.7(b)), the drops
have segregated and a clear drop-free layer of the continuous phase forms. In the
water continuous dispersions however, a layer of the initial dispersed phase has also
formed and the pattern becomes dual continuous flow (DC).
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5.2.2 Drop size evolution
The drop size (cord length) distributions of both the o/w and w/o dispersions and
their change with axial location are discussed in this Section. In Fig. 5.8 the prob-
ability histograms P(d) are plotted for the flow conditions of Fig. 5.5 together with
the corresponding PDFs computed from eq. 4.7 for both types of dispersions. A con-
stant bin size is used for the histograms equal to 0.25 mm, which is found to describe
accurately most of the conditions and illustrates in enough detail the characteristics
of each distribution. The log-normal density distributions are found to represent
well the majority of cases.
The distributions for the o/w dispersions in Fig. 5.8(a) are narrow with most of
the drops smaller than 1 mm. As the input concentration of the drops in the pipe
increases, so does their size along with the probability to find large drops. Never-
theless, the distributions remain relatively narrow. When the mixture velocity de-
creases the distribution becomes wider, with a significant decrease in the number of
small drops. The energy in the mixer for lower mixture velocities is not enough to
break up the drops.
For the w/o dispersions in Fig. 5.8(b), the trends are similar, but the distributions
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Figure 5.8: Probability histograms and probability density functions for the flow condi-
tions of Fig. 5.5 for both o/w (left) and w/o (right) dispersions.
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Figure 5.9: Vertical profiles of the Sauter mean diameter for the flow conditions of Fig. 5.5
for both o/w and w/o dispersions, with um = 0.58 m s−1 and ϕd = 0.12 (left), um = 0.58
m s−1 and ϕd = 0.29 (middle) and um = 0.46 m s−1 (0.40 m s−1 for the w/o case) and
ϕd = 0.29 (right). The open symbols are for x+ = 15 and the solid for x+ = 135
are in general wider than in the o/w dispersions. The difference in the distributions
for the same flow conditions stems from the friction factor in the static mixer. For
the oil continuous dispersed flows less frictional losses are expected, as the lower
viscosity of the oil gives higher Reynolds numbers. From eq. 5.1 it is clear that
less friction translates to higher drop sizes generated by the mixer for this type of
dispersions, giving wider distributions that develop downstream.
In general, the drop size distributions for both the o/w and w/o dispersions be-
come wider downstream the pipe indicating coalescence between drops. Together
with the results of the previous Chapter, this behaviour is a strong affirmation for
the phenomenological model that predicts a simultaneous increase in both the drop
size and the thickness of the continuous layer formed from the dispersed phase.
The variations of the average Sauter mean drop diameters along the vertical di-
rections for the same conditions are presented for both axial locations in Figs. 5.9(a)
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and (b) for the o/w and w/o dispersions respectively. To calculate the averages, the
vertical distance is split in 10 equal horizontal segments of ∆y+ = 2.6 mm, and the
d32 for each segment is computed. The number of drops averaged in each segment
is always Nd > 200.
For the o/w dispersions in Fig. 5.9(a), the drop size is almost uniform along the
vertical direction at x+ = 15. There is a change of the profile at x+ = 135 – especially
for the high volume fraction or low mixture velocity, which reflects the segregation
of the drops seen in the PLIF images of Fig. 5.5. Interestingly, a slight dip of the drop
size is recorded near the top in all cases, which is attributed to lift forces close to
the pipe walls. Lift forces act stronger on the larger drops. From the equation of lift
velocity (eq. 2.14), it can be written that uL ∝ d3, which justifies the aforementioned
argument. As discussed in Sec. 2.2.2, the lift coefficient is significantly higher closer
to the pipe walls (Matas et al. 2009), leading to the resulting trend.
Figure 5.9(b) shows the w/o cases. The dispersions are relatively homogeneous
at the initial axial location for the high mixture velocity. In the case of um = 0.46
m s−1 and ϕd = 0.29, the segregation of the drops has already occurred and the
mean drop sizes are higher in the lower part of the pipe. A continuous layer of the
aqueous phase forms further downstream. The drop size is found to increase close
to the formed interface, and high gradients in the average drop size profiles occur,
as also shown in the PLIF images of Fig. 5.5. The drop size in DC patterns has been
investigated in detail by Lovick and Angeli (2004a), finding the same behaviour.
5.3 Flow field
The o/w dispersions are considered in more detail. For these mixtures, the oil remains
the dispersed phase along the pipe and the results can be compared against the nu-
merical simulations. In the simulations it is assumed that drops are monodispersed
and their size does not change with axial location, i.e. no breakup or coalescence
takes place. The experiments showed that the Sauter mean diameters for the o/w
dispersions only varied by 200 µm between the two measurement locations, which
is very close to the experimental uncertainty of ±116 µm. With these sizes the drop
Stokes number is well below unity for all conditions investigated, allowing the use
of the mixture model in the numerical simulations. More details in regards to the
discretisation method of the FEM, the geometry used and the initial and boundary
conditions of the CFD model are given in Appendix B.
The hydrodynamic interactions at high dispersed phase volume fractions can
also lead to shear-induced diffusion. The shear rate in Poiseuille flows varies across
the pipe and thus the stress field is not homogeneous. Due to this reason, it has been
established that neutrally buoyant suspended particles migrate towards the central
region of the pipe and the local volume fraction becomes an increasing function of
the distance from the wall (Yeo and Maxey 2011). For the present case, the dispersed
phase also has a density difference with the continuous medium as ρd/ρc ≈ 0.80. The
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Figure 5.10: Schematic illustration of the o/w segregating dispersions along the pipe.
dynamics remain similar, but with the addition of the gravity force exerted on the
dispersed phase, which produces a net migration towards the direction of buoyancy.
The flow conditions of o/w dispersions investigated both experimentally and nu-
merically are presented in Table 5.1. The range of velocities varies from um = 0.40
m s−1 to 0.58 m s−1 and the input oil volume fractions varied from ϕo = 0.12 to
0.36. For these flow conditions, homogeneous o/w dispersions are formed at the in-
let, while at x+ = 135 segregation of the drops occurs giving o/w & w patterns as
illustrated schematically in Fig. 5.10. PLIF images at the two axial locations for three
typical cases of Table 5.1 were already illustrated in Figs. 5.5(a)-(c). The Reynolds
number based on the mixture properties and velocity ranges from Rem = 500 to
1462, while the Reynolds number based on the continuous phase properties and ve-
locity, Rec (with uc ' um), is slightly higher, with values ranging from Rec = 1405
to 2072. In both cases, the flows are lower than the transitional regime to turbulent
conditions of ∼ 2000 and thus turbulence can be ignored in the simulations.
Previous numerical studies have investigated the local flow dynamics and dis-
persed phase motion for segregating suspension flows (e.g. studies of Norman et
al. (2005) and Yan and Koplik (2009)), but the literature in liquid-liquid systems is
very limited. Ngan (2011) implemented a Eulerian-Eulerian approach to capture the
dynamics of turbulent homogeneous dispersed flows in a horizontal pipe, where
only comparisons of the in-situ dispersed phase fraction were made.
5.3.1 Development and characteristic scales
In the simulations it is assumed that the drops are uniformly distributed in the pipe.
This assumption is supported by the experimental findings as shown in Fig. 5.9.
Table 5.1: Flow conditions investigated in detail and compared with the CFD simulations.
um (m s−1) ϕo d+ Rem Bu L+
0.40 0.17 0.040 840 0.042 20.1
0.46 0.12 0.029 1157 0.045 38.8
0.46 0.29 0.045 610 0.018 38.1
0.53 0.24 0.028 881 0.030 81.4
0.53 0.36 0.039 500 0.014 86.1
0.58 0.12 0.021 1462 0.008 75.0
0.58 0.29 0.030 767 0.016 128.9
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Shear-induced migration occurs due to inhomogeneities in the number of collisions
the drops experience, due to shear and concentration gradients (Phillips et al. 1992)
as explained in Sec. 2.2.2. This migration leads the drops from regions of high to
low shear and high to low concentrations. The velocity for shear-induced migration
scales as γ˙D and the time as D2/
(
γ˙a2D) for a characteristic length scale of D, where
γ˙ is the shear rate, D is the diffusion coefficient and a is the drop radius. Fully
developed flow is expected after a distance ofO{(D/a)2D} (Morris and Brady 1998),
which in the current system is of the order of O{102D} for drops with radii ranging
from approximately a = 270 µm to 520 µm.
As the drops are susceptible to buoyancy forces, the segregation will be faster
and the diffusion estimate can serve as the upper limit. It can be seen from the high-
speed PLIF images that segregation has already taken place for the polydisperse
experimental system at x+ = 135 for most cases examined. The local in-situ oil
fraction can be computed with less than 20% experimental error. The experimental
time-averaged in-situ oil volume fractions across the pipe diameter D are computed
as
〈ε¯o〉 = 1
D
D∫
0
εo(y)dy. (5.5)
To compare the results between the two-dimensional CFD simulations, the in-situ oil
volume fraction of the simulations is normalised so that the flow is conserved and∫ D
0 εoucdy is satisfied as described by Morris and Brady (1998). For the simulations,
steady-state is considered with εo = 〈εo〉.
Inspired by suspension flows (Hampton et al. 1997; Semwogerere et al. 2007),
an evolution parameter Ep for the oil volume fraction is introduced to quantify the
development length, and is defined as
Ep (x) =
1
D
D∫
0
∣∣∣∣〈εo(x, y)〉〈ε¯o(x, y)〉 − 〈εo,0(y)〉〈ε¯o,0(y)〉
∣∣∣∣dy, (5.6)
where εo,0 and ε¯o,0 are the initial local and spatially averaged across the pipe diam-
eter D in-situ oil volume fractions. It follows that ϕo ≡ 〈ε¯o,0〉 and Ep(x) = 0 for a
homogeneous dispersion along y.
The evolution parameter computed for the simulations for eight axial locations
along the pipe is plotted for four conditions of Table 5.1 against the normalised axial
distance in Fig. 5.11. The evolution parameter increases asymptotically and reaches
a plateau. Hampton et al. (1997) fitted the rate of growth of Ep with x to an expo-
nential function (continuous and dashed lines in the Figure) written as
Ep
(
x+
)
= a1
[
1− exp
(
a2x+
0.8
)]
+ a3, (5.7)
where a1, a2 and a3 are fitting parameters computed from the least-squares method
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Figure 5.11: Evolution parameter computed from eq. 5.6 from the simulation results and
fitted with eq. 5.7 for four typical flow o/w conditions.
with a2 < 0. The coefficient a3 should be equal to zero in order to denote the homo-
geneous profile in the beginning of the pipe, but takes small values instead to better
describe the experimental data.
From the evolution parameter, the entrance lengthL, defined as the axial location
where the evolution parameter reaches 95% of its asymptotic value E∞p = a1 + a3,
can be found as Ep (x+) = a1 (1− exp (−x+/L)) + a3 (Semwogerere et al. 2007). The
entrance length then is
L =
{
1
a2
ln
[
0.05
(
1 +
a3
a1
)]}1/a4
(5.8)
with a4 ' 0.6. The normalised development lengths L+ = L/D computed from the
oil concentration profiles are L+ < 135 and less than the length of the test section.
From Fig. 5.11 it can be seen that the evolution parameter decreases with increas-
ing input oil volume fraction and mixture velocity. However, shorter development
lengths are observed for lower mixture velocities, as can be seen from Table 5.1. Sim-
ilar behaviour has been reported recently by Abbas et al. (2017) for o/w dispersed
flows with smaller drop sizes than in this study with a = O{10−5} m.
5.3.2 Volume fraction profiles
For neutrally buoyant drops, simple Suspension Balance Models (SBM) (Zarraga et
al. 2000) can be implemented to predict the concentration profile of the dispersed
phase. These models are deduced from the local momentum balance at steady-state
and assume a Newtonian behaviour of the mixture. They have been found to give
relatively good results in o/w emulsions, but for relatively small drops so that any
buoyancy effects are not considered (Abbas et al. 2017). In the present case, gravity
plays a dominant role in the final shape of the profiles as the size of the drops is
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Figure 5.12: Ratios of the vertical in-situ oil volume fraction profile over the input oil vol-
ume fraction obtained with PLIF for four typical o/w flow conditions at x+ = 15.
one order of magnitude higher than the experiments by Abbas et al. (2017) (having
a similar density ratio between the two phases), while shear-induced migration also
affects them.
The effect of gravity and shear-induced migration on the motion of the drops and
the development of the concentration profiles along the pipe is studied. The vertical
profiles of the experimental time-averaged in-situ oil volume fractions are extracted
from the PLIF images. This analysis can provide quantifiable information on the
distribution of the two phases and help the comparisons with the CFD model. As
discussed previously, the dispersions generated from the static mixer are assumed
to be homogeneously distributed along the vertical pipe direction in the beginning.
This argument is tested in the experiments by plotting the vertical profiles of the
time-averaged in-situ oil volume fractions 〈εo(y)〉 divided by the respective input
oil fractions ϕo at the measuring location close to the static mixer, as shown in Fig.
5.12 for four typical conditions of Table 5.1 at x+ = 15.
As can be seen, at the initial measuring location, the ratios of εo/ϕo are very close
to unity, and the dispersion is almost homogeneous, particularly in the middle of
the pipe. Some segregation has already taken place as can be seen from the lower
values close to the bottom of the pipe (y+ < 0.2) and from the higher values near
the top (y+ > 0.8). The profiles are affected by the input oil volume fraction, but
they may also be affected slightly by the flow field close to the static mixer. The CFD
simulations are initialised using a homogeneous profile εo(y) = ϕo at x+ = 0 for all
conditions investigated.
For the same conditions, the experiments are compared against the CFD simula-
tions at x+ = 135 in Fig. 5.13. The simulated profiles agree reasonably well with the
experimental ones and show asymmetric profiles where drops have accumulated at
the upper part of the pipe leacing a clear water layer at the bottom (o/w & w pattern).
These findings are in agreement with the visualisations of Fig. 5.5. Similar charac-
teristics are observed for relatively higher mixture velocities and Reynolds numbers
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(a) um = 0.46 m s−1 and ϕo = 0.12
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(d) um = 0.58 m s−1 and ϕo = 0.29
Figure 5.13: Vertical profiles of the in-situ oil volume fraction obtained from the PLIF ex-
periments and the CFD simulations for four typical o/w flow conditions at x+ = 135.
in the experiments of Conan et al. (2007).
The height of the clear water layer decreases with increasing input oil fraction
and is predicted accurately, with absolute deviations from the experiments of ∆y+ <
0.05. Small differences are only seen for um = 0.58 m s−1 and ϕo = 0.12 (Fig. 5.5),
with the simulations predicting a clear water layer. This difference may be attributed
to the polydisperity of the mixture, which is not considered in the CFD model.
In the upper region of the pipe some deviations can be seen for most cases, espe-
cially at the lower input oil volume fractions of Figs. 5.13(b) and (d). While the shape
of the profiles is similar for both simulations and experiments, the actual values at
each measuring location y+ can differ more than the 20% experimental uncertainty.
This behaviour can be attributed to the shear-induced diffusion coefficients given in
eq. 2.26 and set in the model in the drop transport eq. 2.25.
Finally, a decrease of the oil drop concentration very close to the wall is observed
in all experiments (Fig. 5.13). This behaviour cannot be attributed to shear-induced
migration, as the velocities at the top are very low, due to the high drop concentra-
tions, which in turn give high local viscosity values (computed from eq. 2.18). A
similar decrease in the profiles was reported by Ekambara et al. (2008) for gas-liquid
and Ngan (2011) for liquid-liquid dispersed horizontal flows. In both these studies
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a lift force was used to capture this trend in numerical models based on a Eulerian-
Eulerian approach. In the current work, in which the mixture model is used, the lift
force is accounted for by introducing a lift velocity in the slip formulation. Accord-
ing to Matas et al. (2009) for particulate flows in pipes, the lift velocity coefficient
depends on the vertical pipe location and increases near the walls, while it is practi-
cally zero close to the pipe centre.
The decrease in the in-situ oil volume fraction close to the top wall is thus pre-
dicted as can be seen in Fig. 5.13, but some differences between the experiments
and the simulations can be noted, with the numerical profiles having a steeper slope
compared to the experimental ones. The simulations only consider an average drop
size, and not the actual distributions found in the experiments (Fig. 5.9). The drops
in the distribution with sizes smaller than the average size used in the simulations,
experience a smaller lift force and hence increased concentration close to the wall,
as the lift velocity is proportional to d3. The dependence of lift velocity on size is
reflected in the simulation results, since the case with the largest drop size (Fig.
5.13(b)), has the highest concentration slope close to the wall.
5.3.3 Streamwise velocity profiles
The streamwise velocity profiles measured experimentally and predicted numeri-
cally are also compared. For homogeneously dispersed liquid-liquid flows, parabolic
profiles have been reported for input dispersed phase fractions below ϕd < 0.5 (Pou-
plin et al. 2011), while for higher concentrations the velocity profiles followed power-
law shear-thinning characteristics (Conan 2007; Abbas et al. 2017). In the present
work, the input oil volume fraction is low (Table 5.1), but it increases reaching local
volume fractions above 0.5 when the drops segregate.
The transition from laminar to turbulent flow conditions in solid-liquid pipe
flows cannot be simply characterised by a single phase or a mixture Reynolds num-
ber Rem. Matas et al. (2003) found from experiments with neutrally buoyant parti-
cles that the critical Reynolds number for the transition depends on both the concen-
tration of the dispersed phase and the particle to pipe diameter ratio. For the drop
sizes considered in this work, the transition can happen either at Reynolds numbers
lower than 2000 when ϕd is low, or at higher Re at increased ϕd. More recent and
mainly numerical work has further considered the effect of concentration on the crit-
ical Re (Loisel et al. 2013; Yu et al. 2013; Lashgari et al. 2014; Abbas et al. 2017). For
the current system where the drops stratify and there are concentration variations
in a pipe cross-section, it is difficult to define a critical Re for the transition. For o/w
& w dispersions, Conan et al. (2007) found that the velocities at the dense-packed
layer drastically decrease, while the maximum of the velocity profiles is present in
the drop-free water layer.
The time-averaged vertical profiles of the streamwise (axial) velocity component
of the continuous water phase are plotted together with the simulation results in
Fig. 5.14 for four typical flow conditions. The velocities are normalised with the
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Figure 5.14: Vertical profiles of the streamwise velocity of the continuous phase obtained
from the PIV experiments and the CFD simulations for four typical o/w flow conditions at
x+ = 135.
average mixture velocity u+c = Qm/A. At the beginning of the pipe, where the dis-
persions are homogeneous, Newtonian parabolic profiles are found experimentally
and predicted from the simulations (not shown).
Good agreement is also found at x+ = 135, within the mean relative 10% un-
certainty considered for the measurements. The profiles are asymmetrical with low
velocities at the upper part of the pipe, where the dispersion has become dense and
high velocities in the clear water layer. The agreement between the experiments and
the simulations illustrates that the use of a mixture viscosity in the model (eq. 2.2.2)
can represent the phenomena taking place in the pipe and that the dispersion does
in fact behave as a suspension of rigid solid spheres.
Some deviations are observed in the typical cases presented in Fig. 5.14, with the
experiments presenting higher velocities at the clear water layer. These differences
are not necessarily reflected in the in-situ oil volume fraction profile of Fig. 5.13. The
higher deviations observed in Fig. 5.14(c) may be due to the presence of small drops
close to the bottom of the pipe, which are not present in the simulations.
This Chapter provides detailed measurements with laser-based diagnostic tools
at two axial pipe locations downstream a static mixer generating liquid-liquid dis-
persions. Fluctuations caused by the mixer are recorded for laminar flow conditions
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for small axial lengths, but dissipate further downstream. The mixer is found to gen-
erate drops of size in accordance with the empirical formulations of the literature.
Different flow patterns are recorded, and their development along x+ is shown to
depend on the initial size, dispersed phase volume fraction and mixture velocity.
Higher drop sizes are recorded along the direction of buoyancy with a small dip
close to the pipe walls – possibly caused by lift forces. The vertical drop concentra-
tion profiles showed a similar trend as the drops segregated towards the top. The
packing of the drops induces local changes of the physical properties of the mixture,
resulting in asymmetrical velocity profiles, with the maxima of the velocity located
in the drop free layer. CFD simulations, solved with the FEM, predict well the ex-
perimental results by considering gravity, lift and shear-induced diffusion, which
are found to be the dominant forces controlling drop motion in Poiseuille flow. It is
concluded that the drops behave as suspensions of solid rigid spheres for the condi-
tions investigated.
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Chapter 6
Coalescence Dynamics
Interfacial phenomena during dispersed flows are crucial, as breakup and coales-
cence can have an impact on both the flow characteristics and the separation prop-
erties of the dispersions. Understanding these phenomena can help provide better
predictions of the drop sizes distribution changes through population balance equa-
tion models. The methods behind these models have been reviewed in Liao and
Lucas (2009) for breakup and Liao and Lucas (2010) for coalescence, while the recent
review by Solsvik and Jakobsen (2015) portrays the latest developments in the field
and underlines the need for better understanding.
The dispersed flows investigated in this work are for low velocities and thus
drop breakup due to turbulent eddies can be considered negligible for most drop
sizes and flow conditions examined, as Sec. 2.3.2 explains. However, the same case
cannot be made for the coalescence between drops and between drops and an in-
terface. As discussed in Sec. 2.3.1, film drainage takes place between neighbouring
fluid bodies of the same liquid and if sufficient time is allowed coalescence takes
place. This drainage time (discussed in detail in Sec. 2.3.1.1), is the driving force
in the separation of immiscible liquid-liquid dispersions and is crucial in PBE rou-
tines. It has thus triggered lots of dedicated studies on the topic for Newtonian
fluids (Klaseboer et al. 2000; Ramachandran and Leal 2016), with surfactants (Yeo
et al. 2003), contaminants (De Malmazet et al. 2015) and even fluids with complex
rheology (Goel and Ramachandran 2017).
In the present Chapter, the focus is placed on the first few milliseconds after
film drainage has taken place and rupture of the interfaces has begun. It has been
shown that very interesting dynamics develop after this singularity occurs, which
can affect the separation of the liquids (Fezzaa and Wang 2008). As described in
Sec. 2.3.1.2, a liquid bridge (neck) forms and connects the two coalescing bodies,
while it quickly expands driven by the interfacial energy minimisation dynamics. In
the present case, coalescence between a drop and a horizontal interface is investi-
gated, which develops high pressure differences between the coalescing bodies (eq.
2.34). In the first Section, coalescence is studied during pipe flow, while in the next
two Sections, the rigorous neck expansion characteristics are explored in a confined
quasi-two-dimensional system to allow a more systematic investigation, where the
addition of surface active agents and shear-thinning fluids is possible. Surfactants
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can introduce local gradients of the interfacial tension along the interface and highly
disrupt the expansion velocity and curvature of the neck, while polymers can induce
local variations of the viscosity that influence the flow field around the singularity
point.
6.1 From pipe flows to confined systems
As the velocities are kept low in both flow loop systems, coalescence between drops
and between a drop and an interface are recorded as the dispersion flows along the
pipe. This leads to the increase of drop size and the generation and evolution of a
continuous layer of the dispersed phase. The planar measurements conducted with
PLIF at the matched refractive index flow loop allow detailed measurements close
to the coalescence point and can help unravel the underlying dynamics.
A time-lapse of the coalescence of an aqueous drop with the aqueous-organic
interface is presented in Fig. 6.1 obtained in the matched refractive index flow loop.
The flow is from left to right and the drop moves with a mean streamwise velocity
of approximately 0.42 m s−1. The mixture velocity for this condition is um = 0.46
m s−1. As explained in Table 3.6 and Chapter 5, the gray colour denotes the aqueous
phase (i.e. mixture of 52% w/w glycerol/water and the ink), black the organic phase
(i.e. low viscosity silicone oil) and white spots the PIV tracer particles. A large
aqueous drop of d+ ' 0.2 located close to the bottom of the pipe moves along the
interface in the axial direction. At time t = 0 ms a relative motion of the tracer
particles on the opposite direction of the stream can be distinguished, which can be
interpreted as the initialisation of the coalescence. The measurement of the exact
Figure 6.1: Ten time steps of a coalescing aqueous drop with an interface in the matched
refractive index flow loop. The cross-flow is from left to right. The scale bar denotes 2 mm.
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Figure 6.2: Normalised neck expansion over time for the coalescence event of Fig. 6.1.
The continuous line is computed from eq. 2.36 by Eggers et al. (1999) and Duchemin et
al. (2003), while the dashed line is computed from eq. 6.1 by Lim et al. (2016). The inset
focuses on the data for the early times.
time that coalescence starts is limited by the acquisition frequency. In the current
case, high-speed PLIF imaging is conducted at a 4 kHz frequency, which translates
to an uncertainty of ±0.125 ms.
During the coalescence, a small neck is formed linking the drop with the interface
as explained in Sec. 2.3.1.2. Its size expands rapidly with a velocity of un ∼ 1 m s−1
at the initial time-steps of the present case, with the neck size starting from a few
microns and reaching a few millimetres in a time of just ∆t = 2.5 ms. The neck
keeps expanding until it reaches a maximum at about 20 ms and then it decreases
and the drop is fully merged with the bulk aqueous phase.
To quantify the neck expansion dynamics, the neck radius rn normalised with
the drop radius a (r+n ) is plotted over the time in Fig. 6.2. A linear part trend exists
for t . 2.5 ms. For asymmetrical coalescence, where the ratio of the radii of the coa-
lescing bodies reaches∞ (drop-interface case), both Aarts et al. (2005), Thoroddsen
et al. (2007) and Lim et al. (2016) found similar dynamics in their experimental re-
sults for the early times during drop-interface coalescence with the neck reaching a
threshold value for longer times and were in agreement with the Lattice Boltzmann
simulations of Lim et al. (2017). At longer times, the neck radius drops significantly,
reaches a minimum value and then repeats the whole trend with a lower threshold
before completely coalescing with the interface.
While for longer times, the dynamics become complicated and no simple scal-
ing argument exists, several authors have tried to establish the theory for the neck
expansion at the early times. It must be noted that for all neck radii computed for
this system and based on Fig. 2.8, coalescence takes place mainly in the inertial
regime. Eggers et al. (1999) followed by Duchemin et al. (2003) wrote that for the
inertial regime the dynamics scale as eq. 2.36. The cross-flow velocities in the pipe
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are relatively low for the current case and no collisions are expected to take place at
the dense-packed layer close to the interface in order to disrupt the mechanism. As
shown in Fig. 6.2 the theory developed for confined systems matches relatively well
the experiments in the pipe, where cross-flow is present. A proportionality constant
equal to ∼ 2 is used, which slightly deviates from the 1.62 found theoretically by
Duchemin et al. (2003).
Recently, Lim et al. (2016) tried to extend the scaling law for the inertial regime
for all systems independent of the size ratio of the coalescing bodies (symmetry of
coalescence). Based on the inertial time tiner = ρa3/σ (Aarts et al. 2005), the neck
expansion is proportional to
r+n ∝ (t/tiner)ξ , (6.1)
where ξ is a growth exponent equal to 1/2 for symmetrical coalescence translating
to the scaling of Eggers et al. (1999), or with a suggested value of ξ ' 0.4 from Lim et
al. (2016) and Lim et al. (2017) for the extremely asymmetric case, which corresponds
to the current experiment. It is clear from Fig. 6.2 that both eq. 2.36 and eq. 6.1 give
relatively similar predictions.
High-speed PIV measurements are employed to also investigate the velocity field
generated from the coalescence phenomenon. The velocity vectors are plotted for the
same ten time-steps of Fig. 6.1 in Fig. 6.3. The streamwise velocity um is subtracted
from the vectors to illustrate the underlying patterns. The interface boundary of
the coalescing drop is schematically shown with a continuous line, while the length
of the vectors represents their magnitude. The vorticity, defined as the curl of the
velocity as
ω = ∇×U ,
which simplifies to
ωz =
(
∂v
∂x
− ∂u
∂y
)
(6.2)
assuming a two-dimensional flow, is also shown in Fig. 6.3 with the colour contours.
The vorticity is estimated from the PIV measurements by computing the central sec-
ond order differences of the velocity data. The method has been found to amplify
the reported velocity errors (Westerweel et al. 2013), so care needs to be given in the
quantitative interpretation of the vorticity contours.
At t = 0 ms, the interface has ruptured on the right side of the drop. Under the
effect of interfacial tension, the formed neck between the drop and the interface is
expanding axially. The maximum velocity of the expanding neck occurs at t = 2.5
ms. The axial velocities become symmetric on both sides of the drop at a later time
step (t = 20 ms). The same behaviour has been described by Mohamed-Kassim and
Longmire (2004) for a confined system without a cross-flow.
Gravity and Laplace pressure cause a strong downward motion of the aqueous
phase from the drop to the bulk continuous phase. The combination of the axial
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Figure 6.3: The instantaneous velocity fields denoted with black vectors and the vorticity
illustrated with the colour contours are plotted during the coalescence of a drop for ten
time steps. The interface has been plotted manually from the raw images to illustrate the
approximate drop boundaries. The cross-flow is from left to right. The scale bar denotes 2
mm and the arrow length a velocity of 0.1 m s−1.
and the vertical motion generates two counterrotating vortices in the drop. Sim-
ilar velocity and vorticity patterns have also been observed in stationary systems
(Mohamed-Kassim and Longmire 2004; Weheliye et al. 2017). The neck expansion
velocities reported in stationary systems are also similar to the one observed in this
work. The adjacent drops would have an effect on the film drainage rate and the lo-
cal flow fields, as discussed by Bordoloi and Longmire (2012) on the effect of neigh-
bouring particles on drop coalescence. Chinaud et al. (2016) showed that two more
counteracting vortices form in the bulk coalescing phase. However, the spatial res-
olution in the current experiments is not high enough to capture these vortices. At
time t = 40 ms the neck decreases until t = 60 ms. Neck pinch off (partial coales-
cence) is overcome, and thus after t = 80 ms the drop continues to drain in the bulk
homophase. The rate of decay is similar for both the vertical velocity component
and the vorticity.
The vertical velocity component, v, and the vorticity, ωz , profiles are shown in
Figs. 6.4(a) and (b) respectively, for the same time steps shown in Figs. 6.1 and 6.3
at the rupture location y+ ' 0.20 and after coalescence starts. As can be seen in Fig.
6.4(a) the absolute maximum of the vertical velocity increases as the coalescing drop
moves along the pipe. The velocity v reaches the highest value for x+ = 134.9 or t =
40 ms. Once the formed neck between the drop and the interface starts decreasing, as
shown for t = 60 ms, the maximum v also temporarily decreases. At t = 80 ms, when
the neck starts expanding again, the vertical velocity increases again before finally
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Figure 6.4: The horizontal profiles at the interface level y+ ' 0.2 during the coalescence.
The same time steps are plotted as Figs. 6.1 and 6.3 with t ∈ [2.5, 110] ms (light to dark).
the whole drop joins the continuous phase and the local v peak decreases. A similar
trend is observed in the vorticity shown in Fig. 6.4(b). Two vorticity peaks, one
negative (from the counterclockwise vortex) and one positive (from the clockwise
vortex), form at each time step, which increase as the neck expands in the initial
time steps. This is followed by a temporary decrease, an increase and then a final
decay of the vorticity. The profiles of v and ωz seem to follow the neck expansion
dynamics of Fig. 6.2.
It must be noted that the case discussed in this Section is a typical one, and covers
the main important points observed in all cases. However, a more thorough inves-
tigation on the topic is needed, studying drop-drop and drop-interface coalescence,
recording the neck expansion velocities and computing the velocity fields, for a wide
range of drop sizes and possibly different liquids. In the current experiment, there
is no control on these parameters, so arguing that the cross-flow velocity does not
influence the dynamics would be speculative. As a final note, only one difference
compared to the confined systems is observed. The highest point of the drop during
the coalescence does not go below the interface level at any point during the coales-
cence. This finding contradicts the behaviour found in confined systems for a few
viscosity ratios (Mohamed-Kassim and Longmire 2004), while this has only been
recorded for systems with high surfactant concentrations (Weheliye et al. 2017). The
dynamics of coalescence are investigated in more detail in confined systems in the
next two Sections, focusing on the effects of surface active agents and complex fluids
at the initial times.
6.2 Surfactant effects
In the current1 and following Section, coalescence is studied in a confined system
instead of a horizontal pipe, as it permits better control on the conditions and more
flexibility on the selection of fluids and additives. This control in turn permits for
1. Results of this Section have also appeared in Chinaud et al. (2016).
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more in depth analysis at isolated conditions. A Hele-Shaw cell is used, which is a
quasi-two-dimensional cell made from two parallel acrylic plates placed in such a
way to form a thin gap of D ' 1.25 mm and allows to localise the rupture point.
More details on the setup are given in Sec. 3.1.3. The fluids used in the present
experiments are Exxsol D80 and a 82% glycerol/water w/w mixture containing a
blue dye.
As explained in Sec. 2.3.1, the interfacial tension forces are mainly driving the
coalescence between two liquid bodies. For this reason, the goal of this Section is
to investigate how local variations of the interfacial tension can have an effect on
the dynamics of the neck expansion. To accomplish that, a surface active agent is
introduced in the organic phase of the system at concentrations below the CMC
value. The surface EOS is obtained and given in eq. 3.3, which provides a master
equation linking the concentration of the surfactant to the interfacial tension of the
system (Fig. 3.5). More details on the physical properties of the liquids and the
nature of the surfactant are given in Sec. 3.1.3 and in Table 3.3.
Recent simulations by Martin and Blanchette (2015) revealed that the surfactant
concentration along the interface is not uniform during coalescence and two peaks
of concentration are located symmetrically on either side of the neck for the initial
times. Unravelling the concentration of surfactant along the interface experimentally
can be difficult, however, in the present Section the surfactant effect is illustrated
with direct measurements of the neck expansion and comparisons of the dynamics
against theoretical models. Moreover, the velocity field is measured with BF PIV,
and the flow structures generated in the initial times are presented.
6.2.1 Neck expansion velocity
From the high-speed visualisations conducted, it is found that the presence of sur-
face active agents modifies the geometry of the approaching interfaces compared to
systems without surfactants. Raw images for droplet coalescence without surfactant
6.5(a) and with a c = 1.5 10−4 surfactant concentration 6.5(b) are used to illustrate
the corresponding configurations. the schematic representations of the mechanisms
(similar to Fig. 2.7), are demonstrated in 6.5 where the geometrical parameters rel-
evant to droplet coalescence with and without a surfactant present in the oil phase
are shown, assuming a two-dimensional configuration.
In the absence of a surface active agent, the radius of the neck rn connecting
the drop with the interface is located above the initial flat interface level during the
whole coalescence process. The distance 2Rn, separating the center of the neck from
the initial interface height, corresponds to the local radius of curvature of the neck
during the early stages of coalescence. A similar geometrical modelling has been
used by Yokota and Okumura (2011) to describe the dynamics of droplet coalescence
for different viscosity fluids in a Hele-Shaw cell. When a surfactant is present in
the bulk phase the geometrical characteristics change. The addition of surfactant
decreases the interfacial tension that keeps the interface flat which then tends to
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(a) Typical image
without the surfactant
(b) Typical image
for Span 80 at c = 1.5 10−4
(c) Schematic illustration
without Span 80
(d) Schematic illustration
with Span 80
Figure 6.5: High-speed images and respective schematic illustration of the coalescence
mechanism with and without the surfactant. The scale bars denote 2 mm.
deform under the approaching drop (Fig. 6.5(d)). In this case, the horizontal plane
defined by the neck radius is located for a given time below the initial interface
level. During the initial stages of neck rupture and until the neck reaches the initial
interface height, the local radius of the neck curvature is not large enough to be
detected by the current imaging system. In these stages the neck appears on the
images as a curved line moving along the contact line between the drop and the
lower phase.
To study the dynamics of coalescence, the evolution of the neck radius over time
is recorded and shown in Fig. 6.6. The data follow a linear trend for short times,
irrespective of the surfactant concentration. More importantly, this linearity contin-
ues for neck radii beyond the diameter of the cell D, which is in accordance with
previous experiments in Hele-Shaw cell geometries (Eri and Okumura 2010; Yokota
and Okumura 2011). This measured linear evolution of the neck with time indicates
an almost constant interfacial tension value at least at the neck region during the
initial stage. As eq. 2.35 is valid for the initial times and the viscosity of the solution
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Figure 6.6: Neck radius evolution over time of a typical drop for different surfactant mass
ratios.
is constant, the local interfacial tension values should also remain constant, suggest-
ing that there is no variation of the surfactant concentration at the neck during this
stage.
From the slopes of the lines in Fig. 6.6, the neck expansion velocities, un, can
be calculated for the different surfactant concentrations. It should be noted that in
Fig. 6.6 the data of only one typical drop coalescence event are shown for each
concentration, but to produce the final dynamics many drops are used to obtain an
average neck velocity for each concentration. The average neck velocity for the pure
solution is 0.295 (±45%) m s−1. The deviation in the velocity is in fact much higher
for the pure solutions compared to the surfactant ones (less than 10%) for two main
reasons. The pure solutions have higher neck velocities compared to the surfactant
ones, because they have higher interfacial tension which drives coalescence. With
the image acquisition frequency used of 2 kHz only five images could be captured
for pure solutions in the first regime compared to approximately 30 for the highest
concentrated surfactant solution. Secondly, the pure system is more susceptible to
dust present in the cell compared to the surfactant ones (De Malmazet et al. 2015),
which can affect the final neck expansion velocity. Similar velocity deviations have
also been reported by Eri and Okumura (2010), where the neck velocities ranged
from 0.25 to 0.35 m s−1 for one set of liquids.
Two distinct regimes which describe the neck expansion during droplet coales-
cence have been identified in previous studies as discussed in Sec. 2.3.1. The first
viscous regime occurs immediately after the neck ruptures and is limited to a short
time range and the inertial regime happening at longer times. The transition from
the first to the second regime takes place for Ren = ρRnun/η > 1 based on the
neck characteristics (Thoroddsen et al. 2005), while a third regime was recently ob-
served by Paulsen et al. (2012) as explained in Sec. 2.3.1. Even though coalescence
takes place in a quasi-two-dimensional cell, to model the neck dynamics in this first
regime, the flow is considered three dimensional, as the neck is smaller than the
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depth of the cell in the z direction (Eri and Okumura 2010; Yokota and Okumura
2011). Following these assumptions, a general scaling law holds true for neck di-
ameters smaller than the diameter of the cell as 2rn 6 D. The non-dimensional
Ohnesorge and Capillary numbers for this regime are respectively defined as
Oh =
η√
ρσa
(6.3)
and
Ca =
ηun
σ
, (6.4)
with η and ρ representing the viscosity and density of the coalescing phase, and σ
the interfacial tension between the two phases. The characteristic velocity in the Ca
number is the neck velocity un = drn/dt, while the characteristic length scale for the
Oh number is the drop radius, which controls the surfactant diffusion dynamics.
A linear scaling law applies in the viscous regime, where Ca ≈ 1, expressed as
rn(t) ∝ D (t/tvisc), where tvisc = Dη/σ; this gives un ∝ σ/η (eq. 2.35), which for the
initial stages is valid for three-dimensional as well as for two-dimensional geome-
tries for neck diameters less than the cell depth (Burton and Taborek 2007). While
this scaling law is well established for three-dimensional liquid-liquid coalescence,
it is not well explored for two-dimensional cells. In two-dimensional cells, the pro-
portionality constant, α, can be computed (Eri and Okumura 2010) as
α =
1
2pi
[
ln
(
8
Ren
)
− 0.077
]
, (6.5)
giving
un = α
η
σ
. (6.6)
The proportionality constant corresponds to the drag coefficient of a cylinder in
Stokes flow (Lamb 1932), and is found by considering the neck is locally cylindri-
cally shaped with a length equal to the cell thickness D and a radius equal to the
radius of curvature of the neck Rn. The constant α depends only on the local neck
radius of curvature, which is small and can be considered constant for the initial
times, and the neck velocity, which can be considered constant for each surfactant
concentration – as shown in Fig. 6.5. For the early stages of coalescence, the maxi-
mum local neck radius of curvature is Rn ∼ 2 pixels for all solutions, which in turn
gives a value of approximately Rn = 10 µm. For the highest neck expansion veloc-
ity (pure solution) and the maximum radii of curvature, eq. 6.5 gives for a system
without surfactant a theoretical value of α = 0.5. The addition of surfactant can only
decrease the neck expansion velocity and thus increase the theoretical value of α.
Using the linear law of eq. 6.6, the non-dimensional neck radius over the nondi-
mensional time is plotted in Fig. 6.7(a). For the calculations, the surfactant concen-
tration at the neck region cn is taken equal to the bulk one c (Table 3.3). As shown
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Figure 6.7: Neck radius evolution over the scaled time. The insets show the averaged
velocities for the corresponding case with the continuous line representing the fitted slopes
for (a) α = 0.4 and (b) α = 0.7.
in Fig. 6.7(a) the lines for the surfactant concentrated solutions clearly fail to col-
lapse. The averaged neck velocities are also plotted against σ in the inset of Fig.
6.7(a) where it can be seen that the slope of the line (≡ α) is equal to 0.4 with a wide
spread of data (∼ 40%). This value is lower than the theoretical value for the pure
solution (α = 0.5) and cannot be correct as an increased surfactant concentration can
only decrease the neck velocity and thus only increase α.
As described by Eggleton et al. (1999), certain physical processes controlling the
diffusion and desorption or adsorption of the surfactants have to be considered to
better explain their effect on the dynamics of coalescence. In the case of a droplet
coalescing with a flat interface, mass transfer of the surfactants need to be taken into
account. Dilution of the surfactant due to the interface dilatation can be ignored,
since there is no growth of interface during coalescence. In addition, the mass trans-
fer of surfactant from the bulk to the interface is negligible for low surfactant concen-
trations (below the CMC value). This is because mass transfer occurs mainly during
the seeding time of the droplet, which is of the order of O{102} s, compared to the
coalescence process which is of the order of O{1} s (Martin and Blanchette 2015).
The current system is characterised with Oh = O{10−1}, which in turn gives
Pe−1  Oh, with the Péclet number defined as
Pe =
a2
DΓτD , (6.7)
where DΓ is the surface diffusivity coefficient and τD is a typical time scale of dif-
fusion (Eggleton et al. 1999). In similar conditions, Martin and Blanchette (2015)
showed that for inert surfactant molecules, a peak of surfactant concentration ap-
pears at the neck during the coalescence process. They attributed this to the sig-
nificant time difference between the typical time of surfactant diffusion and the time
scale of the coalescence process. An interfacial tension gradient was computed along
the interface away from the neck, but locally the interfacial tension was constant with
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cn > c.
According to the simulations by Martin and Blanchette (2015), a concentration of
surfactant almost twice as that in the bulk fluid is expected during coalescence for
the experiments presented here. From Fig. 3.5, the local interfacial tension values
at the neck, can be found by doubling each bulk surfactant concentration. A new
scaling curve can be thus produced, which is presented in Fig. 6.7(b). All curves
now collapse in a single line, which suggests the local neck surfactant concentration
is higher in the neck than in the bulk and cn ≈ 2c. Additionally, the new fitted slope
of un versus σ obtained from the average neck velocity data and shown in the inset
of Fig. 6.7(b) gives a value of α = 0.7, with a small deviation (±15%). This value
is above the theoretical one for the pure solution (α = 0.5) and captures the slower
neck evolution with surfactants. A description of the findings of Sec. 6.2 is also
provided in Chinaud et al. (2016).
6.2.2 Generation and advection of vortices
The results presented in this Section correspond to a typical drop for each surfac-
tant concentration. Streamlines are computed from the velocity fields obtained by
high-speed BF PIV measurements with ∆t = 0.5 ms. For all the solutions imple-
mented in this study, the hydrodynamics tend to exhibit the same pattern, despite
the changes in the surfactant concentration in the organic phase. The moment the
interface breaks and the coalescence singularity occurs, movement of the tracer par-
ticles close to the singularity can be observed. The measurement of the coalescence
time starts from this point. However, at the very early stages of coalescence, the
bursting tip appears as a continuous black line and velocity fields and the neck ra-
dius cannot be computed accurately. This behaviour is more pronounced at high
surfactant concentrations and corresponds to a maximum of two frames. Conse-
quently the first velocity field measurements are taken after 0.5 to 1 ms depending
on the surfactant concentration.
Figure 6.8 shows streamlines for two different time steps corresponding to the
linear first regime, where the effects of time and surfactant concentration are ob-
served. The time steps chosen correspond to neck diameters of rn = 0.25 and
rn = 0.625 mm or aspect ratios of 2rn/D = 0.4 and 2rn/D = 1, respectively. The
velocity fields show the generation of two pairs of counter-rotating vortices. One
pair is located inside the droplet above the initial interface level, while the other is
formed in the bulk fluid below the interface level. The upper pair of vortices is de-
noted as UV and the lower pair as LV, with the clockwise rotation as “+” and the
anticlockwise as “-”. As the time increases, UVs are advected along the interface
and towards the top of the droplet, while LVs are advected towards the bulk, but
stay close to the interface.
Qualitatively, the size of the vortices seems to increase in the surfactant concen-
trated solution. By continuity of the velocity, this can be attributed to the fact that a
larger part of the interface is moving. The velocities of advection of the pairs UV and
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(a) rn = 0.25 mm, c = 0 (b) rn = 0.625 mm, c = 0
(c) rn = 0.25 mm, c = 1.5 10−4 (d) rn = 0.625 mm, c = 1.5 10−4
Figure 6.8: Streamlines at two different time steps for two cases with and without sur-
factant. The interface has been plotted manually from the raw images to illustrate the
approximate drop boundaries.
LV are different and this behaviour can be observed, for example, in the asymme-
try between UV- and LV+ from the initial horizontal interface level which increases
over time (Fig. 6.5(d)). The generation of UV can be explained by considering that
the expansion of the neck introduces two main flow velocities inside the droplet —
one horizontal in the direction of the neck growth, and the other vertical with di-
rection from the droplet to the bulk. These two components generate, respectively,
UV+ and UV-. For the generation of LV, a similar reasoning can be applied. From
the singularity point where the rupture occurs, two vertical flow movements (posi-
tive for UV and negative for LV) are generated. This results in significant pressure
difference between this singularity point and the rest of the fluid, which drives the
neck growth and the vertical velocity components.
From the high-speed BF PIV measurements conducted in this study, it is shown
that the upward and downward vertical velocity components, both directed towards
the singularity point, are of the same order of magnitude for very short times. Inter-
estingly though, for longer times, the downward velocity becomes higher than the
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(a) rn = 0.5 mm
velocity field
(b) rn = 0.5 mm
vorticity iso-contours
(c) rn = 1.25 mm
velocity field
(d) rn = 1.25 mm
vorticity iso-contours
Figure 6.9: The velocity field and the corresponding vorticity iso-contours in the drop and
bulk phase for a surfactant solution of c = 1.5 10−4 at two time-steps. The interface has
been plotted manually from the raw images to illustrate the approximate drop boundaries.
upward as the coalescence progresses. Previous experimental efforts on the coales-
cence of three-dimensional droplets (Mohamed-Kassim and Longmire 2004; Wehe-
liye et al. 2017) have not managed to capture these short time dynamics, but have
illustrated a similar behaviour for the longer times.
For a given solution, LV and UV have different advection velocities which de-
pend on the surfactant concentration. To quantify the velocity difference, vortices
have been tracked. Figure 6.9(a) presents a typical velocity field for a surfactant con-
centration of c = 1.5 10−4, while Fig. 6.9(b) shows the corresponding vorticity ωz
iso-contours. It can be noticed that there is a slight deviation between the centres of
the vortices and the location of the vorticity extrema. Figures 6.9(a) and (b) exhibit
clearly that the vorticity iso-contours mainly match the internal corner of the vortex
position which corresponds to the rotation occurring close to the singularity. It is
worth noting that LV vanish as the end of the viscous regime is reached, as is shown
in Figs. 6.9(c) and (d).
The tracking of the vortices depends on the complexity of the flow (Jeong and
Hussain 1995) and in the present study the streamlines seem to indicate better the
location of the centres of the vortices, rather than other computational methods. The
centres of the vortices have been tracked manually at each time step by recording
the position of the center of the core created by the streamlines with an accuracy of a
6.2. Surfactant effects 135
- 3 - 2 - 1 0
- 2
- 1
0
1
2
c  =  0
c  =  2 .0  1 0 - 5
c  =  1 .0  1 0 - 4
c  =  1 .5  1 0 - 4
y
( m m )
x  ( m m )
Figure 6.10: Spatial evolution for a constant time step in the x-y plane of the centres of
the two vortices present on the left-hand side of the droplet within the viscous regime for
different surfactant concentrations, UV- for y > 0 (solid symbols) and LV+ for y < 0 (open
symbols).
corresponding PIV correlation box (±0.16 mm). Figure 6.10 presents for one drop the
spatial evolution in the x-y plane, of the centres of the two vortices on the left-hand
side (UV- and LV+) for a constant time step within the viscous regime. The positive
values of y correspond to the movement of UV, while negative to the movement of
LV. The data have been rescaled by putting the origin of the frame in the position
of the initial interface breaking point. This is because the breakage point does not
always occur at the centre of the drop.
The presence of the surfactant tends to shift the trajectory of the UV vortices to
the top of the droplet over time. As shown in Fig. 6.10, UV- tends to have a linear
trend for all cases while the slope is increased at higher surfactant concentrations.
The distance travelled over time for one drop for each concentration can be seen
in Fig. 6.11 for the UV- (Fig. 6.11(a)) and LV+ (Fig. 6.11(b)) vortices respectively.
The propagation seems to be linear, which indicates that the convection velocity of
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Figure 6.11: Distance of the vortices travelled over time for a typical drop at different
surfactant concentrations.
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each vortex remains constant. For each solution, the velocity of advection of LV+ is
always greater than the velocity of advection of UV-. This can be qualitatively ex-
plained by considering that UV is bounded by the aqueous-organic interface with a
shape that depends significantly on the surfactant concentration. It can also be seen
that for one drop the advection velocities of UV- are slightly lower than the corre-
sponding neck velocities, while those of LV+ are higher; this is observed for all drops
studied. The neck velocity appears to be the mean of the two counter-rotating vor-
tices UV- and LV+ for each coalescing drop. The vortices generated by the rupture
of the interface follow the neck dynamics for the viscous regime. The trajectories of
the vortices plotted are only shown for time up to ∼ 0.01 s, compared to Fig. 6.5, be-
cause at longer times the vortices collapse and the corresponding streamlines cannot
be traced accurately.
6.3 Shear-thinning effects
It is clear from the previous Section that the viscosity of the liquids plays a dom-
inant role in the initial time dynamics. While viscosity effects in Newtonian flu-
ids have been extensively studied in both three-dimensional cells (Thoroddsen et
al. 2005; Thoroddsen et al. 2007) and a Hele-Shaw cell (Eri and Okumura 2010), non-
Newtonian effects, which are commonly encountered in oil and gas applications
(Ghoumrassi-Barr and Aliouche 2016), have not been well explored. The simula-
tions of Yue et al. (2006) illustrate how viscoelasticity delays the pinch-off for partial
coalescence with the polymers resisting the stretching of the drop, while recent sim-
ulations of coalescence between two neighbouring drops by Sun et al. (2015) have
shown how the shear-thinning behaviour can affect the vortex ring formation caus-
ing a jet-like mixing. Nevertheless, the dynamics close to the neck, the respective
scaling laws and the velocity field for the initial times still remain ambiguous.
In this Section, the effect of a polymer introduced in the aqueous phase (52%
w/w glycerol/water mixture containing a blue dye and the PIV tracer particles) is
investigated in the same quasi-two-dimensional Hele-Shaw cell as in the previous
Sec. 6.2 with high-speed BF PIV. A pure solution and three different xanthan gum
concentrations are investigated in this study. Xanthan gum induces shear-thinning
behaviour as illustrated in the master curve of Fig. 3.6 and is described well by the
Carreau model of eq. 3.4. A low viscosity silicone oil is used as the organic phase.
More information on the cell are given in Sec. 3.1.3 and for the fluids, which are the
same as the fluids used in the matched refractive index flow-loop (results shown in
Chapter 5 and Sec. 6.1, with their physical properties provided in Table 3.2).
The objectives are to understand how the apparent viscosity changes affect the
neck expansion velocity and its curvature, along with effects on the velocity field
inside the drop and near the neck region. Xanthan gum has a relaxation time of
O{10−2} s (Chow and Fuller 1984), while the experiment has characteristic times for
the initial dynamics of interest of the order ofO{10−3} s. This behaviour provides in
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(a) Newtonian
(b) 500 ppm
(c) 1000 ppm
(d) 2000 ppm
Figure 6.12: Six time steps of an aqueous drop coalescing with an interface in the Hele-
Shaw cell for four xanthan gum concentrations. The scale bar denotes 1 mm.
turn Deborah numbers asDe = O{10}, which translates to expected non-Newtonian
behaviour of the polymer-containing aqueous phase. The long polymer chains of
the xanthan gum take longer to align with the flow. Considering that the flow is
complex with vortical structures generated from the singularity as shown in Fig. 6.8,
the alignment of the polymer with the flow will be even more difficult to take place
and thus shear-thinning effects are more likely close to the rupture point, rather than
close to the interface.
6.3.1 Neck expansion and curvature
The neck evolution in time is portrayed in Fig. 6.12 for four xanthan gum concentra-
tions through the acquired high-speed images. Image corrections are applied to ho-
mogenise the lighting between the cases. The time-steps of each frame are denoted
in the bottom of the plot. The pancake-shaped drop (ellispoid squeezed between
the two parallel plates of the Hele-Shaw cell) is resting at the undisturbed inter-
face. Rupture happens and the neck begins to expand. A wave crest is also visible
– mainly for the Newtonian case. As the xanthan gum concentration increases the
expansion becomes slower and the curvature at the neck sharper. These same trends
have also been reported for solutions in which the viscosity increased (Thoroddsen
et al. 2005).
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(a) Newtonian (b) 500 ppm
(c) 1000 ppm (d) 2000 ppm
Figure 6.13: Time evolution of the interfacial shapes obtained with image analysis during
the coalescence in the Hele-Shaw cell for the different xanthan gum concentrations. Only
the right-hand side part of the drop is shown with t ∈ [1.3, 18.5] ms (dark to light).
Image analysis is conducted to obtain the interface position during the early
times of coalescence for the right-hand side of the drop for the four xanthan gum
concentrations investigated. The final interface position and shape are plotted in
Fig. 6.13. It becomes clear that as the coalescence advances, a capillary wave is
formed and propagates along the interface, both at the drop and the bulk boundary.
Qualitatively the waves are similar among the difference cases, with only a single
crest visible from the primary wave. Further waves can possibly follow but are be-
low the resolution of the imaging system. The amplitude of the waves increases with
time and it has been found that this increase is due to the dispersion of the capillary
wave with a phase velocity
uwave =
√
2piσ
λ∆ρ
, (6.8)
where λ is the wavelength, while it has been found that the amplitude can be corre-
lated with time as ∆ywave ∝ t2/3 (Keller and Miksis 1983). However, the focus of the
present experiments is not on the wave characteristics.
To quantitatively discuss the trends observed from the images obtained, the neck
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Figure 6.14: Neck radius evolution over time for the Newtonian and three shear-thinning
solutions.
evolution is recorded for the initial times and is plotted for the different xanthan
gum concentrations in Fig. 6.14. In Fig. 6.14(a) shows the evolution of the radius
of the neck rn over time t. It is clear that the linear expansion expected in the initial
viscous regime is further limited to shorter times compared to the experiments of
Sec. 6.2, due to the lower viscosity of the Newtonian solution. As explained in Sec.
2.3.1, the neck radius can be scaled as rn ∝ t1/2 with eq. 2.36. It must be noted that
although a proportionality coefficient is not used in the scaling relation, a relatively
good agreement is found for these early times. It should be noted that no shear-
thinning effect can be distinguished for the four different solutions, as the scaling
of the t1/2 dependence is validated and the viscosity is quasi-constant as the neck
expansion advances.
While inertial effects are dominant (based on the Reynolds number of the neck),
it is clear that the viscous forces still affect the neck expansion velocity, with a smaller
rn obtained with increasing xanthan gum concentration. For this reason, a viscous
time, now defined as tvisc = aη/σ, is introduced and the normalised neck expan-
sion r+n = rn/a is plotted against t/tvisc in Fig. 6.14(b) for the four xanthan gum
concentrations, where a is the drop radius. For the ellipsoidal shape the equivalent
radius of the ellipses is taken as a with a ≈ 0.78A0.625d /S0.25, where the drop area is
Ad = pidxdy/4 and the perimeter Sd ≈ 2pi
(
1/2
(
(dx/2)
2 + (dy/2)
2
))1/2
, with dx and
dy being the two axes of the ellipsoidal drop. The viscosity in the non-Newtonian
solutions depends on the shear rate as shown in Fig. 3.6 and given by eq. 3.4.
For the scaling of t/tvisc, the viscosity at the infinite shear rate plateau is consid-
ered, based on the argument that the shear rate close to the interface, where the neck
dynamics are of interest reaches its maximum values and thus it can be written that
tvisc = aη∞/σ. It is clear from the collapse of the data in Fig. 6.14(b), that the hypoth-
esis holds true. The argument of constant viscosity close to the neck is also stronger
with the non-Newtonian solutions, following the dynamics of the Newtonian one.
140 Chapter 6. Coalescence Dynamics
Figure 6.15: The interface (red line) tracking method fitting a fitted circular arc (blue line)
at the neck for two time-steps of a typical coalescing drop in the Hele-Shaw cell.
For longer times t/tvisc > 8 deviations can be observed, that can be attributed to ex-
perimental error, uncertainties in the fitting of the coefficients of the Carreau model
of eq. 3.4, or to the fact that the viscosity stops being constant close to the neck, and
the expansion dynamics change.
The interface shape in the neck region is investigated in more detail by comput-
ing the local radii of curvature of the neck Rn. Due to the ambiguity in the mea-
surements, the circular arc is fitted in a segment of the interface larger than L > 20
pixels using a Matlab code. The interface is extracted from the images, as shown
previously in Fig. 6.13, and circular arcs are fitted close to the neck as shown in Fig.
6.15 by using
Rn =
[(
dx
dL
)2
+
(
dx
dL
)2]3/2
∣∣∣∣dxdL dy2d2L − dydL dx2d2L
∣∣∣∣ . (6.9)
Two time-steps are presented, where the tracked interface is indicated with red and
the circular arc with blue. The algorithm results were tested against manual mea-
surements and showed good agreement. Slight deviations are expected at both small
and large radii of curvature. The resolution of the images is kept at 86.6 pixels/mm
for these measurements.
The resulting curvature evolution of the neck for the four different xanthan gum
concentrations investigated is plotted in Fig. 6.16. A quasi-linear increase with time
is recorded for all cases, with the curvature reaching asymptotically a threshold
value. This value is different between the cases. This finding is consistent with the
visualisations, where a sharper neck can be seen as the xanthan gum concentration
increases. Similar behaviour has been reported in three-dimensional systems with
Newtonian fluids of varying viscosity (Thoroddsen et al. 2007). This finding leads to
building a stronger argument towards considering a quasi-constant viscosity at the
neck region for the initial times despite the Deborah numbers above unity.
Interestingly, for the case of inviscid coalescence, Duchemin et al. (2003) found
that the neck curvature should scale with Rn ∝ r2n. In Fig. 6.16, the neck curvature
normalised with the drop radius a is plotted against the square of the normalised
neck radius. While the data do not collapse on the expected line, it is clear that they
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Figure 6.16: The neck curvature over time and the normalised curvature versus the square
of the normalised neck for four xanthan gum concentrations.
still follow the same proportionality between the square of the neck radius and its
curvature. The slope of the different xanthan gum concentrations remains approx-
imately equal to unity. The different proportionality constants cannot be predicted
from the scaling law and would need to be fitted to collapse the data.
It has been shown that the viscosity at the initial times and close to the interface
can be considered quasi-constant, where the infinite shear rate viscosity η∞ seems
to describe well the scaling laws for the different xanthan gum concentrations. It re-
mains to be seen, if the viscosity is also quasi-constant inside the drop for these initial
times, and for this reason the velocity field close to the rupture point is investigated
with BF PIV measurements.
6.3.2 Velocity field and local viscosity
Velocity measurements are conducted from the high-speed images with BF PIV, as
explained in Sec. 3.2.2.3. The velocities of the aqueous phase (coalescing phase) are
computed, as it contains the PIV tracers. The velocity fields computed are masked
and the velocities inside the drop and in the bulk are only shown, while the interfa-
cial boundaries are tracked and illustrated in the following Figures with continuous
black lines. Good spatial resolution is achieved for these measurements, captur-
ing well the length-scales of interest. However, deviations are expected close to the
interface for the computations requiring gradients of any velocity component, i.e.
computation of the magnitude of shear rate γ˙ (eq. 2.21) and vorticity on the trans-
verse plane ωz (eq. 6.2).
Figure 6.17 illustrates the patterns formed after the rupture of the interface and
the initialisation of the coalescence. The length of the arrows shows the magnitude
of the velocities in the x-y plane and the contours give the vorticity on the z plane.
As the neck expands, the strong horizontal motion of the neck along x, combined
with the vertical motion towards the rupture point, lead to the formation of two
counter-rotating vortices on each side of the drop. It has been shown that a vortex
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Figure 6.17: Velocity vector field and vorticity contours of a Newtonian drop coalescing in
the Hele-Shaw cell.
ring is generated, travelling from the body of smaller radii of curvature, i.e. the drop,
towards the body of larger radii of curvature, i.e. bulk aqueous phase (Mohamed-
Kassim and Longmire 2004). However, for the cases investigated, it was found that
a vertical motion from the bulk towards the rupture point also exists, which is in the
same order of magnitude. This motion can be attributed to the fact that the rupture
takes the form of a three-dimensional ring even in the Hele-Shaw cell for very short
times rn < D/2 and the strongest curvature determining the coalescence is the one
towards the z direction along the diameter of the cell.
To better illustrate this ring formation, high-speed images of the very early stage
are shown for different time-steps in Fig. 6.18. The images are recorded in an angle
compared to the horizontal plane to better illustrate this effect. It becomes clear from
the image at t = 0.37 ms that the rupture has a three-dimensional shape in the begin-
ning and it is constricted by the walls of the cell at later times. The curvature along
z is expected to be dominant and of similar magnitude for both the bulk and the
drop, leading to a similar vertical motion towards the rupture point for both bodies.
This vertical motion is observed for all the cases – independent of the xanthan gum
concentration.
Figure 6.18: High-speed images obtained in a small angle to the horizontal plane to il-
lustrate the three-dimensional ring formation at the early times of a coalescing drop in a
Hele-Shaw cell. The scale bar denotes 1 mm.
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(a) 500 ppm, r+n = 0.2 (b) 500 ppm, r+n = 0.3
(c) 1000 ppm, r+n = 0.2 (d) 1000 ppm, r+n = 0.3
(e) 2000 ppm, r+n = 0.2 (f) 2000 ppm, r+n = 0.3
Figure 6.19: Velocity vector field and vorticity contours of a shear-thinning drop coalescing
in the Hele-Shaw cell for three different concentrations and two neck radii.
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The velocity field for the non-Newtonian cases is also computed for two time-
steps, namely when the neck has reached a radius of r+n = 0.2 and 0.3 relative to the
radius of the coalescing drop. For the 500 ppm case, the velocity field is similar to
to that of the Newtonian case as shown in Fig. 6.19(a). The vorticity reaches values
of∼ 300 s−1 and the velocities recorded present similar trajectories and magnitudes.
However, as the concentration of xanthan gum is increased (Figs. 6.19(c) and (e)),
the velocity magnitudes significantly drop, while also lower values of the vorticity
are computed. However, the shape of the vortical structures remains qualitatively
similar. The difference between the cases can be attributed to different apparent
viscosity values in the region of the vortices. While the neck expansion dynamics
scaled very well for an infinite viscosity (Fig. 6.14), the gradients of the velocities
inside the drop are different when the xanthan gum concentration is increased.
At the second time-step of r+n = 0.3 (Figs. 6.19(b),(d) and (f)), the vortices have
still not collapsed, but are displaced towards the neck expansion direction and away
from the rupture point. The magnitude of the velocities and the vorticity have de-
creased, while the centre of the vortices no longer corresponds to the maximum vor-
ticity. The rupture point illustrates a velocity pattern typical for stagnation points,
which stems from the neck motion and can provide low local pressures. Finally, a
second vortical structure with an opposite rotation is present close to the four pri-
mary vortices, giving relatively high values of vorticity. This vorticity can be possi-
bly attributed to the Capillary waves travelling along the interface. Below the crest
of the waves, a circulation pattern is expected that can lead to curling of the velocity.
To further characterise the vortices and examine their rotational properties, the
circulation in the area close to the vortices inside the aqueous drop are computed for
the shear-thinning solutions. The circulation Γωz is linked to the vorticity as
Γωz =
1
Aωz
∫
Aωz
|ωz| dAωz , (6.10)
and it can be used to estimate the circulation in a finite area close to the vortex. A
similar method has been used by Weheliye et al. (2017) by integrating over an area
of ad-hoc vorticity (iso-contour). In this work, this area is taken for |ωz| > 50 s−1,
which provides sufficiently accurate measurements and for early enough times for
all the different xanthan gum solutions.
The circulation values of the symmetric vortices are found very close (not shown
here) and only the circulation of the vortex on the right-hand side and above the
rupture point is illustrated in Fig. 6.20. The profiles are smoothed with a moving
average filter to better illustrate the trends, while the respective uncertainties are
shown with error bars. The circulation is highest in the very early steps of the coa-
lescence and rapidly decreases as the neck expands. As the concentration of xanthan
gum increases, the circulation of the vortices decreases until all three solution practi-
cally reach the same plateau, which indicates that the counter-rotating vortices have
extended to their largest area for t > 15 ms.
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Figure 6.20: Circulation computed from eq. 6.10 for |ωz| > 50 s−1 for the right-hand side
vortex inside the aqueous drop for the non-Newtonian solutions.
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Figure 6.21: Vertical profiles of the vertical velocity component at x = 0 (centre-line of the
rupture) for three time-steps when (a) r+n = 0.2 (b) r+n = 0.3 and (c) r+n = 0.4.
The vertical profiles of the vertical velocity component v(x, y) are plotted along
the centre-line of the rupture (x = 0) in Fig. 6.21 for three different normalised neck
radii r+n . Two peaks are clear close to the normalised with the cell thickness rupture
point y+ = 0, denoting the motion towards the singularity as described previously.
The vertical velocities towards the top decrease at longer times, while the velocities
towards the bottom remain quasi-constant during the time considered. It is clear
that for the early times and the same neck radius, the vertical velocities are very
similar for all the xanthan gum concentrations. This is very interesting, considering
that the velocities inside the drop are very different among the cases as illustrated
previously in Fig. 6.19.
To examine in more detail the shear-thinning effects, the magnitude of the shear
rate computed from eq. 2.21 is shown in the contour plot of Fig. 6.22 for the x-y plane
and the 1000 ppm solution. The time-step when the neck radius reaches r+n = 0.2
is shown. A range of shear rates is present in the coalescing drop covering values
as small as 1 s−1 and reaching values close to 1000 s−1. The shear rate reaches its
146 Chapter 6. Coalescence Dynamics
Figure 6.22: Shear rate magnitude contours computed from the BF PIV measurements and
eq. 2.21 for 1000 ppm xanthan gum concentration and r+n = 0.2.
maximum close to the rupture point and these values extend on both horizontal di-
rections for each side of the drop and towards the leading neck. Low values of shear
rate are recorded close to the centres of the vortices, with strong gradients of shear
rate present. It is expected that shear-thinning effects are present in these regions,
which can justify the differences recorded in the velocity fields of Fig. 6.19 and the
circulation of the vortices of Fig. 6.20, for the solutions of different concentrations of
xanthan gum.
By using eq. 3.4, a master curve connecting the shear rate magnitude with the
local dynamic viscosity is obtained for the three non-Newtonian solutions. The shear
rates computed from the BF PIV measurements can be translated to local viscosity
values that can illustrate better the differences recorded in regions of high shear
rate changes. The shear rate range computed is within the shear-thinning region of
the xanthan gum solutions as shown in Fig. 3.6. The contours of the viscosity are
presented in Fig. 6.23 for the three xanthan gum concentrations investigated and the
same two time-steps as Fig. 6.19, namely for r+n = 0.2 and 0.3.
For r+n = 0.2, low values of the viscosity, almost reaching the Newtonian plateau,
are present close to the neck region, independent on the concentration of xanthan
gum. As shown in Figs. 6.23(a),(c) and (e), the viscosity is very low in the region
close to the rupture point, while it increases almost two orders of magnitude a mil-
limetre away. As coalescence progresses and the neck radius advances to rn = 0.3
(Figs. 6.23(b),(d) and (f)), a region of intermediate viscosity (ηˆ = O{10−1}) is formed
surrounding the rupture region. Interestingly, the low viscosity close to the neck re-
mains for the early times, which can explain why the scaling law for the neck radius
in Fig. 6.14(b) is true, indicating a quasi-constant viscosity in time. Also, the assump-
tion that the viscosity close to the neck can be considered equal to η∞ is fair, since
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(a) 500 ppm, r+n = 0.2 (b) 500 ppm, r+n = 0.3
(c) 1000 ppm, r+n = 0.2 (d) 1000 ppm, r+n = 0.3
(e) 2000 ppm, r+n = 0.2 (f) 2000 ppm, r+n = 0.3
Figure 6.23: Contours of the effective local viscosity computed from eq. 3.4 and eq. 2.21
using the BF PIV measurements for the shear-thinning solutions at two time-steps.
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the lowest values of viscosity are gathered close to the neck region, as can be seen
from Fig. 6.23. In the region of the vortices, fluctuations of the local viscosity values
are measured, while even orders of magnitude differences are computed between
the varying xanthan gum concentrated solutions. The viscosity variations affect the
circulation of the vortices and the vorticity values, by changing the gradients of the
velocity close to their centre.
Generally, similar phenomena are observed for all solutions. The increase of xan-
than gum delays the neck radius rn expansion, in a manner that can be attributed
to Newtonian behaviour, due to the high shear at the neck. The curvature at the
neck Rn is also affected in an equivalent way, showing sharper neck shapes as the
concentration of xanthan gum increases. The vortices formed differ between the
cases, most notably for the higher xanthan gum concentrations. Both the vorticity
and circulation are drastically decreased with the increase of the polymer concentra-
tion. The shear rate variations provide interesting patterns in the viscosity contours,
with quasi-constant Newtonian-like behaviour close to the rupture, and high shear-
thinning behaviour at the region of the vortices. The viscosity away from the rupture
point reaches values close to 100 times the viscosity close to the neck.
In this Chapter, the dynamics of coalescence were explored in two systems. Firstly,
a drop coalescing with the interface of a dual continuous liquid-liquid pipe flow is
investigated with PLIF and PIV measurements. The neck radius is tracked in time for
the whole coalescence phenomenon and scaling laws are able to capture the dynam-
ics during the initial neck expansion. PIV measurements revealed a strong vertical
motion from the drop towards the bulk, which generated two counteracting vortices
on each side of the drop. This behaviour is in accordance with previous efforts for
confined systems with no cross-flow.
Further drop-interface coalescence experiments were conducted in a Hele-Shaw
cell, where the addition of surface active agents and polymers was explored. The
neck expansion velocity was reduced when surfactants were present in the outer
phase, while scaling laws revealed a higher concentration at the neck region than in
the bulk. Interestingly, two counter-rotating vortices were generated on each side of
the drop that had not been recorded experimentally before. The shape of the stream-
lines agreed well with simulations. As the surfactant concentration increased, the in-
terface shape was deformed and the propagation direction of the vortices changed.
When xanthan gum was added in the aqueous coalescing phase, the dynamics were
significantly slowed down. Good agreement with scaling laws was found, when the
infinite shear viscosity was taken for the neck velocity. Supported also by similar
results for the neck curvature, it became clear that the dynamics of the neck were
Newtonian for the xanthan gum concentrations investigated. Due to the shear rate
gradients inside the coalescing drops, variations of viscosity affecting the resulting
velocity fields were recorded.
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Conclusion
An overview of the main findings of this work along with their impact are discussed
next. The conclusions from each Chapter are drawn and recommendations for fur-
ther studies are suggested.
7.1 Final remarks
In this work, unstable concentrated dispersed liquid-liquid pipe flows were gener-
ated through enhanced inlet mixing for relatively low mixture velocities and their
evolution along the pipe was studied. Both conductivity and optical measurements
were utilised at several axial locations to acquire information on the phase fractions,
drop size distributions and velocity changes. Different modelling approaches were
used to predict the separation properties and flow characteristics of the dispersions.
In Chapter 2, the main literature was summarised, illustrating the need for de-
tailed measurements and observations during spatially developing dispersed flows
at high dispersed phase fractions. A mechanistic approach based on batch settlers
was followed to formulate a model predicting the separation properties of disper-
sions in pipes. In order to capture the drop and continuous phase velocity inside the
pipe, CFD numerical simulations were performed based on the mixture approach
with a drop transport equation taking into account shear-induced diffusion, lift and
gravity.
In Chapter 3, the characteristics of the two flow loops to study the evolution
of the dispersed pipe flows, and of the Hele-Shaw cell to study coalescence were
provided. The basic principles behind the experimental techniques were explained
and their application to the present systems was illustrated. A detailed analysis
was given on the signal treatment method followed for the DCP measurements, on
the image analysis algorithms developed to obtain the phase fractions and the drop
sizes, and on the methodologies used to acquire the local velocities of both phases.
In Chapter 4, the experiments conducted in the pilot-scale flow loop facility were
presented. The dispersions were generated through a multi-nozzle inlet, which pro-
vided relatively narrow drop size distributions. It was shown that the cross-flow
velocity was the main contributing factor for the final drop size distributions from
the nozzles and the experimental data matched well with simple predictions based
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on force balance at the nozzle. The flow structures developed were highly unstable
for the lower mixture velocities, with changes in the flow patterns occuring down-
stream the inlet. Local measurements of the phase fractions showed an increase in
the dense-packed layer thickness along the pipe that depended on the mixture ve-
locity and input dispersed phase fraction. Drop size measurements at the three axial
locations showed a growth of the drops as they flow, while breakup could be ne-
glected. The coalescence model by Henschke et al. (2002) for batch settlers (vessel
separators) provided good predictions for the separation of the dispersions in pipes,
as the velocities close to the dense-packed layer are very low, due to enhanced local
viscosity values.
In Chapter 5, the matched refractive index flow loop was investigated, where
the dispersions were generated through a helical static mixer. For the higher veloc-
ity cases it was found that the flow field was affected by the mixer for only a few
diameters downstream – these effects decayed soon due to viscous effects. The dis-
persions generated from the mixer illustrated narrow drop size distributions, which
agreed well with literature correlations. Velocity profiles of oil in water dispersions
revealed asymmetry as the floatation of the oil drops took place, with higher contin-
uous phase velocities present at the drop-free layer. Lower velocities at the dense-
packed layer indicate high apparent viscosity effects – very similar to suspension
flows. Driven by these results, CFD simulations based on the mixture modelling
approach were conducted. The dominant mechanism of drop separation was grav-
ity, but shear-induced diffusion and lift were also both found to affect the motion of
the drops. Agreement was found between the experiments and the simulations, es-
tablishing that dispersions behave as suspensions of solid rigid spheres – consistent
with recent experimental findings (Pouplin et al. 2011; Abbas et al. 2017).
In Chapter 6, coalescence in the dual-continuous pattern in the pipe was shown
between a drop and an interface. It was found that the dynamics of the neck expan-
sion match the scaling laws for confined systems, while the velocity field presented
similar structures to confined systems (Mohamed-Kassim and Longmire 2004). Fur-
ther analysis was conducted in a Hele-Shaw cell, where the rupture point is localised
and good resolution of the coalescence can be obtained. The addition of surface ac-
tive agents in the coalescing phase induced a delay in the neck expansion. It was
indirectly found by comparisons with scaling laws, that a higher concentration of
surfactant was present close to the neck region, which agrees with recent simula-
tions (Martin and Blanchette 2015). The interface deformed with the surfactants due
to elasticity changes and the advection of the vortices was altered. Coalescence with
shear-thinning fluids illustrated a quasi-constant viscosity at the neck for the early
times. The high shear rates close to the neck presented an almost Newtonian be-
haviour of the solutions. However, the vortices inside the drop were significantly
altered due to large viscosity changes, with lower values of the vorticity and circu-
lation recorded, as the concentration of the polymer increased.
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7.2 Future work and perspectives
The current work has taken upon some challenging tasks and answered some long-
standing questions in regards to the behaviour of unstable liquid-liquid dispersions
and the coalescence dynamics. It has also raised questions that cannot be currently
answered – fuelling future endeavours in the field.
The main contribution from this work stems from the detailed measurements
acquired in very complex multi-phase flow environments. Drop size measurements
in the past have recorded very high uncertainties (Maaß et al. 2011; Schümann et
al. 2016b) in similar systems. The DCP was able to capture well the drop sizes with
uncertainties estimated at 30%. It would be interesting to use the DCP in different
orientations, to study the drop size distributions in the cross-section, by considering
three-dimensional effects. This will allow in depth comparisons with recent efforts
on three-dimensional PBE models (Bourdillon et al. 2016).
The planar laser-based flow measurements, provided an insight on the flow
in the middle plane of the pipe by matching the refractive index of the two liq-
uids. However, stereo or volumetric measurements could provide more information
on the velocity field along the transverse direction and also reveal non-Newtonian
shear-thinning effects that can start appearing for high drop concentrations at the
dense-packed region (Conan 2007).
Focusing on small-scale phenomena both experimentally and numerically can
provide detailed information on the local flow characteristics. It was discussed in
Sec. 2.1.2.3, that the drops can alter the turbulent levels in the continuous phase.
Matas et al. (2003) illustrated that the transition to turbulence can either be delayed
or advanced depending on the concentration and sizes of the drops. The interaction
between drops and the flow field of the carrier phase remains unresolved (Maxey
2017). A dedicated study needs to be conducted by controlling the size and the
concentration of the drops independently, and perform very high resolution mea-
surements to capture the fluctuating motions of both phases. In laminar conditions,
pseudo-turbulence can be expected due to the fluctuations in the wake of the drops.
The buoyancy of the drops will increase the complexity of the problem.
The derived separation model based on batch settlers is a simple but physics-
based approach, that is able to capture the main mechanisms appearing in the pipe.
Its predictions can be further extended if a drop size distribution instead of a single
mean drop size is considered, by incorporating PBE. Coalescence was found experi-
mentally to also take place in the dilute layer of the dispersions, which the model in
its present form neglects. Taking into account the hindrance of the vertical velocity
due to the mean cross-flow can also drastically improve the current empiricism in
the approach.
The CFD simulations performed, gave very good predictions of the macroscopic
phenomena by capturing the motion of the drops due to gravity, lift and collisions
induced from shear, concentration and viscosity gradients, when a single drop size
152 Chapter 7. Conclusion
is considered. It would be interesting to see how a polydisperse drop population
will affect shear-induced diffusion and lift dynamics will change. A recent effort
was conducted by Marmet et al. (2017) for Poiseuille flows, but with Brownian sim-
ulations. Extending the current simulations to a three-dimensional model, able to
capture the velocity field and the phase fraction in the pipe cross-section as it de-
velops, could provide a better insight on the spatial configuration of the phases and
the resulting velocity field. Considering non-Newtonian effects for the very high
concentrated regions might also help improve current predictions.
As discussed in the last paragraph of Sec. 6.1, coalescence in pipe flow was not
extensively studied in the present work, due to limitations in the cross-flow veloc-
ities, layer thickness and size of coalescing drops, as all these parameters were in-
terchangeably linked. Isolating these effects can provide a better understanding and
help improve modelling routines. Studying coalescence in confined systems for a
wider range of surface active agents and polymers could provide a more in depth
understanding of the effect of complex fluids, which are related for pipe flows, as
they are usually naturally present in most industrial applications.
Not a single of the aforementioned tasks is a simple undertaking and should be
by no means underestimated. Each one presents challenges of its own – both exper-
imentally and numerically. However, the outcomes can significantly improve the
current knowledge and overcome the present limitations in vexing issues of multi-
phase flows, especially for the oil and gas industry. While the recent efforts in flow
assurance modelling lie mainly in two-fluid formulations, by employing separate
momentum equations for each phase, current trends seem to shift towards powerful
mixture models, able to tackle rudimentary issues such as hydrates and hydrody-
namic slugs (Danielson 2012).
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Appendix A
Geometrical Closures for the
Separation Model
In this Appendix, the geometrical closures needed to transform the separation model
from batch settlers by Henschke et al. (2002) to pipe flows with a circular cross-
section are provided similarly to Pereyra et al. (2013). As the batch settler model
is developed for a rectangular beaker, the heights of the dispersed and continuous
phase computed respectively from eqs. 2.28 and 2.29 need to be translated to cross-
sectional pipe areas.
The link between the heights of of the continuous phase hc and of the dispersed
phase hd with their respective areas Ac and Ad are given by
Ac =
D2
4
pi − arccos(2hc
D
− 1
)
+
(
2
hc
D
− 1
)√
1−
(
2
hc
D
− 1
)2 (A.1)
Ad =
D2
4
pi − arccos(2hd
D
− 1
)
+
(
2
hd
D
− 1
)√
1−
(
2
hd
D
− 1
)2 . (A.2)
In order to compute χ in the model, the derivative of the area of the dispersed phase
needs to be computed as
∂Ad
∂hd
= 2
√
hd (D − hd). (A.3)
The area of the dense-packed region is computed from the mass balance of eq.
2.32 and can be transformed to a respective height with the following similar formu-
lation as
Ap =
D2
4
[
pi − arccos
(
2
hp+hd
D − 1
)
+
(
2
hp+hd
D − 1
)√
1−
(
2
hp+hd
D − 1
)2]−Ad (A.4)
and the respective derivatives
∂Ap
∂hp
= 2
√
(hd + hp) (D − hp − hd) (A.5)
∂Ap
∂hd
= 2
√
(hd + hp) (D − hp − hd)− 2
√
hd (D − hd), (A.6)
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which are the final equations needed for the computation of χ and to close the sepa-
ration model given in Sec. 2.2.3 and Sec. 2.3.1.1.
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Appendix B
Geometrical and Boundary
Characteristics of the Mixture
Model
The mixture model developed and presented in Sec. 2.2.1 and Sec. 2.2.2 is solved
numerically in COMSOL Multiphysics version 5.2a using the finite element method
(FEM).
The geometry is built in a two-dimensional x-y plane, of height (axis of gravity)
equal to the diameter of the pipe ∆y = D = 26 mm and length of approximately
∆x = 150D, to allow comparisons with the measurements at x = 135D and at
the same time avoid any outlet effects without significantly increasing the computa-
tional domain.
The mesh is generated by splitting the domain in quadrilateral elements. A
grid study is conducted to find a suitable number of elements that provide accu-
rate enough data, but keeping the computational cost down. Normalised velocity
and in-situ dispersed phase fraction changes are investigated as the number of el-
ements is altered. The results are shown in Fig. B.1 for a typical case. It is clearly
shown that approximately a million elements are enough to provide the results with
good accuracy.
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Figure B.1: Grid study illustrating the change in the vertical profiles of (a) the in-situ oil
(dispersed phase) concentration and (b) the velocity of the continuous phase.
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A numerical simulation of Poiseuille flow can be performed either by fixing the
driving force (mean pressure gradient) or by keeping the mass flux constant. In
the present simulations the latter approach is used. Constant velocity along y is
prescribed at the inlet, equal to the mixture velocity um from each experimental case.
The input dispersed phase fraction is constant along y (homogeneous) and the drop
size is taken as the average d32 from the experiments. The properties of the liquids
are given as measured. The no-slip condition is considered for the top and bottom
walls and atmospheric pressure for the outlet.
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