Time-domain equalization is crucial in reducing state dimension in maximum likelihood sequence estimation, and inter-canier and inter-symbol interference in 802.1 la and ADSL multicanier systems. A time-domain equalizer, or TEQ, which is a finite impulse response (FIR) filter, placed in cascade with the channel produces an effective impulse response of Y + 1 samples that is shorter than the channel impulse response. This paper analyzes the two families of TEQ design methods amenable to cost-effective real-time implementation: minimum mean squared error (MMSE) and maximum shortening SNR (MSSNR) methods. For infinite length TEQs, we prove that MMSE target impulse responses are symmetric and have all Y zeros on the unit circle, and MSSNR TEQs have v of their zeros on the unit circle. Consequently, finite-length MMSE and MSSNR TEQs will eventually yield increasing bit error rates (for broadcast systems) or decreasing bit rates (for point-to-point systems that allow bit allocation) with increasing filter length.
INTRODUCTION
Multicarrier modulation (MCM) techniques such as orthogonal frequency division multiplexing (OFDM) and discrete multi-tone (DMT) have been receiving increasing attention in the literature recently, and they have been deployed in nnmerous industq standards. Applications include the wireless LAN standards IEEE 802.11a and HIPERLAN2; Digital Audio Broadcast (DAB) and Digital Video Broadcast (DVB) in Europe; and asymmetric and very-high-speed digital subscriber loops (ADSL, VDSL). MCM is attractive due to the ease with which it can combat channel dispersion, provided that the channel delay spread is not greater than the length of the cyclic prefix (CP). The cyclic prefix is a copy of the last v samples of each symbol which is prepended to the start of each symbol in order to make the convolution of the data and channel appear periodic. However, if the CP is not long enough, the orthogonality of the sub-carriers is lost and this causes both inter-carrier interference (ICI) and inter-symbol interference (ISI).
A well-known technique to combat the ICUISI caused by the inadequate CP length is the use of a time-domain equalizer (TEQ) in the receiver front end. The TEQ is a finite impulse response filter that shortens the channel so that the delay spread of the combined channel-equalizer impulse response is not longer than the CP length. The TEQ design problem has been extensively studied in the literature [l] - [12] . In [I], Falconer and Magee proposed a minimum-mean-square-emr (MMSE) method for channel shortening, which was designed to reduce the complexity in maximum likelihood sequence estimation. More recently, Melsa, Younce, and Rohrs [5] proposed the maximum shortening SNR (MSSNR) method, which attempts to minimize the energy outside the window of interest while holding the energy inside fixed. This approach was generalized to the min-IS1 method in [SI, which allows the residual IS1 to be shaped in the frequency domain. A blind, adaptive algorithm that searches for the TEQ maximizing the SSNR cost function was proposed in [lo] .
In point-to-point systems, the true performance measure to optimize is the maximum bit allocation that does not cause the error probability to exceed a threshold. In broadcast systems, the true performance measure is the hit error rate for a fixed bit allocation. Optimizing the MSE or S S N R does not necessarily optimize the bit rate [3], [7] , [SI, [Ill, [I21 or the bit error rate.
This paper analyzes two families of TEQ design methods amenable to cost-effective real-time implementation: the MMSE and MSSNR designs. We show that the finite-length target impulse response corresponding to an infinite length MMSE TEQ is symmetric and has all u of its zeros on the unit circle, and that the infinite length MSSNR TEQ has its Y dominant zeros on the unit circle. Our main contributions are generalizing these results from the results in [l], which assume white noise, zero delay, and a continuoustime TEQ (none of which would be expected to hold in practice); and demonstrating how rapidly the infinite length The remainder of this paper is organized as follows.
Section 2 reviews the multicarrier system model and notation. Section 3 derives the infinite length results. Section 4 shows, via simulations, how quickly the finite length filters approach the infinite length results, and Section 5 concludes the paper.
SYSTEM MODEL AND NOTATION
The multicanier system model is shown in Fig. 1 , and the notation is summarized in Table 1 . Each block of bits is divided up into N bins, and each bin is viewed as a QAM signal that will he modulated by a different carrier. An efficient means of implementing the multicanier modulation in discrete time is to use an inverse fast Fourier transform (IFTT). The IFFT converts each bin (which acts as one of the frequency components) into a time-domain signal. After transmission, the receiver can use an FIT to recover the data within a bit error rate tolerance, provided that equalization has been performed properly.
In order for the subcaniers to he independent, the convolution of the signal and the channel must be a circular convolution. It is actually a linear convolution, so it is made to appear circular by adding a cyclic prefix to the start of each data block. The cyclic prefix is obtained by prepending the last u samples of each block to the beginning of the block. If the CP is at least as long as the channel, then the output of each subchannel is equal to the input times a scalar complex gain factor. The signals in the bins can then be equalized by a hank of complex gains, referred to as a frequency domain equalizer (FEQ).
The above discussion assumes that CP length + 1 is greater than or equal to the channel length. However, transmitting the cyclic prefix wastes time slots that could be used to transmit data. Thus, the CP is usually set to a reasonably small value, and a TEQ is employed to shorten the channel to this length. As discussed in Section 1, TEQ design methods have been well explored [l] -[12].
INFINITE LENGTH RESULTS
This section considers infinite length MMSE and MSSNR TEQ designs. Specifically, the goal is to show that in the limit, the target impulse response (TlR) becomes symmetric, with all of its zeroes on the unit circle.
Recall that the MMSE TEQ design uses a TEQ w and a TIR b that must satisfy the relation t41 R,,b = R,w,
where F& is the channel input-output cross-correlation matrix and R, is the channel output autocomelation matrix.
Typically, b is computed fist, and then (1) is used to determine w. The goal is that h * w approximates a delayed Robinson ((131, pp. 269-272) has shown that the eigenvector corresponding to the largest eigenvalue of a symmetric Toeplitz matrix will have all of its zeros on the unit circle, and Makhoul [I41 has generalized this to show that the zeros of the eigenvector corresponding to the smallest eigenvalue has all of its zeros on the unit circle. (The proofs rely on the assumption that the corresponding eigenvalue has multiplicity l.) Thus, we would like to show that in the limit of long TEQs, RA in (2) is Toeplitz (and clearly symmetric), which would imply that the MMSE TIR has its zeros on the unit circle. Furthermore, if we remove the term R, from (2) and compute b, then we obtain a windowed version of the MSSNR TEQ. So, this approach can also be used to show that the MSSNR TEQ has its dominant zeros on the unit circle. ihe noise is non-zero (and possibly non-whiie). lfthe TEQ w is allowed fo be any infinite length discrete-iimefiltec and ifthe minimum eigenvalue of R A has niultiplicily 1, then the finite length MMSE TIR b will be symmetric and will have all v of its zeros on the unit circle. As a consequence, the effecfive channel intpulse response c will have v zernes on the unit circle.
Proof:
The proof loosely follows the less general proof in [l] . The first step is to show that Ra becomes Toeplitz in the limit. For a white input, equation (1) can be rewritten as We will make use of this equation shortly.
W(z)S,(z) = B ( Z )~-~H (z-') -W ( Z ) @ ( Z ) .
The error between the TEQ output and TIR output is
Taking z-transforms,
s&) = B (~) B (~-~) -Z -~~B ( Z ) W ( Z -~) H (~-' )
-z 3 A B ( z -' ) W ( z ) H ( z ) (9) 
Now insert (7) into (9). Noting that @ ( z ) = H ( z ) H ( z -' ) ,
and simplifying considerably, then the proof of Theorem 3.1 is still valid, so long as A # 0 (examine (10) and (12)). Thus, we can infer that for an infinite length MSSNR TEQ, the TEQ transfer function will have v zeros on the unit circle.
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in that subchannel.-This is a severe problem [7] . For pointcated to these subchannels, so the bit rate suffers. This has been observed in [SI. For broadcast systems, the bit error To the MSE, we minimize R e ( o ) . By senin& to-point systems that use bit allocation, no bits can be allo-= taking the inverse Fourier and m = 0, we find that rate on these subchannels will become very large, though this may be mitigated somewhat by coding across frequencies. When the symmetry is exploited, the TIR design can be implemented more efficiently. For a finite length TEQ, 
27r _* Robinson [I31 and Makhoul [I41 have shown that the eigenvector corresponding to the minimum eigenvalue of a symmetric Toeplitz matrix has all of its zeros on the unit circle, so long as the eigenvalue has multiplicity 1. This implies that the TIR has v zeros on the unit circle. Since the TEQ has infinite length, the effective channel will be a zero-padded version of the TIR. Hence, the channel-TEQ frequency response will have v zeros on the unit circle. W Remarks: First, an outline of the proof of a special case of this theorem was given in [I], which required that the noise was white, that A = 0, and that w was a continuoustime filter. The fact that the TIR in that special case was either symmetric or skew-symmetric was pointed out in [16], and the fact that the TIR in that special case has its zeros on the unit circle was observed in a footnote in [17] . Second, Theorem 3.1 specifies non-zero noise, but this is only neces- 
FINITE LENGTH RESULTS
In the finite length case, R a is symmetric, hut not quite Toeplitz, so the zeros of its eigenvector b will not be precisely on the unit circle. Analytic results for this case are intractable, so we give empirical results. Fig. 2 plots the average distance of the zeros of the TIR to the unit circle. The distances were averaged over carrier serving area (CSA) test channels 1-8, which are standard channel models for DSL and are available at [lS]. DSL channels were used since the channel models are publicly available and are commonly used in the channel shortening literature. There are 32 curves, one for each of the v zeroes of the TIR. Most of the zeros start at a distance of about 0.2 from the unit circle. For a length 32 TEQ, the zeros are clustered around a distance of 0.01 from the unit circle; and for a length 100 TEQ, the zeros are clustered around a distance of from the unit circle. The asymptotic results agree with Theorem 3.1.
CONCLUSIONS
This paper has analyzed the minimum mean squared error (MMSE) and maximum shortening S N R (MSSNR) channe1 shortening designs. For infinite length TEQs, MMSE target impulse responses are symmetric and have all zeros on the unit circle, and MSSNR TEQs has v zeroes on the unit circle. Hence, finite-length MMSE and MSSNR TEQs eventually yield decreasing bit rate or increasing bit error rate with increasing length. In addition, forcing the TlR to be symmetric reduces the cost of computing the TIR by a factor of 4. 
