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Resumen: Los dispositivos mo´viles han cambiado notablemente la forma en la que
los usuarios acceden a la informacio´n disponible en Internet. Estos dispositivos per-
miten un acceso instanta´neo desde cualquier lugar, pero tienen una serie de limita-
ciones importantes sobre los ordenadores personales. Su limitada pantalla, as´ı como
en ocasiones la limitada capacidad de recepcio´n de la informacio´n, dado el coste,
hacen que la seleccio´n de informacio´n a acceder sea todav´ıa ma´s importante. La
generacio´n automa´tica de resu´menes multi-documentos es una alternativa de intere´s
que es el objeto de este art´ıculo. As´ı en este art´ıculo se presentan y evalu´an un mo-
delo de generacio´n automa´tica de resu´menes, junto con un sistema de recuperacio´n
de informacio´n basado en pasajes.
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Abstract: Mobile devices have significantly changed the way users access the in-
formation available on Internet. These devices allow instant access anytime and
anywhere, but they have a number of important limitations with respect to personal
computers. The limited screen space and, sometimes, the limited capacity to receive
the information, make the selection of information even more important. Automatic
summary generation from multi-document summarization is an interesting alterna-
tive which is the subject of this paper. Therefore, in this article is presented and
evaluated a model of automatic summarization with an information retrieval system
based on passages.
Keywords: Summarization, Information Retrieval, Passage Retrieval, Tourism,
COMPENDIUM, IR-n
1 Introduccio´n
La evolucio´n de los ha´bitos y necesidades de
los usuarios de Internet ha sido una cons-
tante. Una vez que los usuarios pod´ıan ac-
ceder a millones de documentos, el princi-
pal problema a resolver fue el de co´mo faci-
litar la bu´squeda de los documentos relevan-
tes para el usuario entre todos ellos. La apa-
ricio´n de los buscadores como Yahoo, Goo-
gle, Bing y muchos ma´s resolvio´, de una for-
ma razonablemente satisfactoria, este proble-
ma. Una persona sentada co´modamente fren-
te a la pantalla del ordenador pod´ıa realizar
una bu´squeda de documentos. El esquema de
pra´cticamente todos los buscadores es el de
proporcionar una lista de referencias a 10/20
pa´ginas de internet acompan˜ados con una se-
leccio´n de fragmentos de textos incluidos en
ellas y que suelen contener palabras de la con-
sulta del usuario.
La siguiente tarea del usuario era la de ir
accediendo a aquellas pa´ginas que pod´ıa con-
siderar relevantes, en base a esos fragmentos
de texto que le mostraba el buscador. El pro-
ceso se convert´ıa en una repeticio´n de estas
tareas hasta que el usuario daba por satisfe-
chas sus necesidades de informacio´n, o si de-
cid´ıa refinar su bu´squeda inicial dado el poco
e´xito de la misma.
Los principales objetos de la investigacio´n
en la recuperacio´n de informacio´n se basaban
en ser lo ma´s eficientes y eficaces a la hora de
seleccionar los documentos relevantes ante las
consultas del usuario. Pero algo ha cambiado
notablemente en la forma en los dispositivos
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con los que los usuarios acceden a Internet1.
Los dispositivos mo´viles son uno de los medio
ma´s utilizado para el acceso a la informacio´n.
La principal ventaja de los dispositivos mo´vi-
les es que pra´cticamente esta´n disponibles en
cualquier momento. Los principales inconve-
nientes a la hora de facilitar el procesado de la
informacio´n son dos: el primero el taman˜o de
la pantalla, cuatro o cinco veces ma´s pequen˜a
que los monitores que suelen acompan˜ar a los
ordenadores de sobremesa o porta´tiles; el se-
gundo son las limitaciones con las que la in-
formacio´n puede llegar al dispositivo mo´vil.
La progresiva aparicio´n de las redes 4G ha
solucionado en parte el problema de la esca-
sa velocidad en accesos a la informacio´n des-
de un dispositivo mo´vil, pero siguen sin so-
lucionar el coste todav´ıa alto que cobran las
compan˜´ıas por la transmisio´n de informacio´n
a los mo´viles. Hay otro aspecto que introdujo
el llamado Internet 2.0, y es la importancia
del usuario no solo como receptor pasivo de la
informacio´n sino como generador activo de la
misma a trave´s de opiniones. As´ı, suelen ser
ma´s valoradas las aportaciones que los usua-
rios realizan sobre un tema, que lo que podr´ıa
ser considerada la versio´n oficial. Esto ha su-
puesto la aparicio´n de innumerables pa´ginas
que complementan la informacio´n con opinio-
nes de todo tipo acerca de algu´n elemento.
As´ı una bu´squeda del tipo “Iglesias Ali-
cante” en la conocida pa´gina de viajes Trip
Advisor devolver´ıa un resultado como en la
Figura 1.
Figura 1: Bu´squeda de Iglesias Alicante en
Trip Advisor
Ahora le tocar´ıa al usuario navegar a
trave´s de los dos enlaces que se proponen. Al
seleccionar en una de las primeras, se pueden
acceder a las opiniones que los usuarios han
ido escribiendo sobre la misma como se puede
1http://www.idc.com/getdoc.jsp?
containerId=prUS40664915
ver en la Figura 2.
Figura 2: Opiniones de usuarios en aplicacio´n
mo´vil
Para facilitar la bu´squeda a los usuarios se
tratar´ıa de conseguir en primer lugar obtener
informacio´n relevante ante una peticio´n del
usuario y en vez de mostrarle ordenados una
serie de documentos o enlaces en funcio´n de
su relevancia, se propone realizar un proce-
samiento adicional a los documentos iniciales
con el objeto de identificar la parte ma´s re-
levante de los mismos y mostrar en la pan-
talla del dispositivo mo´vil del usuario un pe-
quen˜o fragmento de texto que resuma o iden-
tifique partes clave de los documentos rele-
vantes. Con un esquema parecido al que se
muestra en la Figura 3.
Figura 3: Resumen de opiniones
La idea es resumir las opiniones de los
usuarios en base a los te´rminos ma´s relevan-
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tes en el total de las opiniones. Hay te´rmi-
nos que se repiten como bonita, Barroco, siglo
XIV y horarios. Los tres primeros son positi-
vos y el u´ltimo algo negativo por los proble-
mas de acceso que indican algunos usuarios.
Con esto se facilita al usuario decidir si un
lugar merece la pena visitarlo leyendo tres o
cuatro frases. Siempre tiene la opcio´n, si as´ı lo
desea, de leer todas las opiniones, pero la op-
cio´n de leer un resumen es co´modo y ra´pi-
do, sobre todo si debe seleccionar por ejemplo
que monumentos debe visitar con restriccio-
nes de tiempo.
El objetivo es ser capaz de obtener
resu´menes desde diversos documentos. Para
ello vamos a basarnos en los modelos propues-
tos en la generacio´n automa´tica de resu´menes
cuya misio´n fundamental es la es reducir la
dimensio´n de un texto manteniendo la infor-
macio´n relevante del mismo, incluida dentro
del a´mbito del procesamiento del lenguaje na-
tural (PLN).
Los modelos de resu´menes que presentare-
mos en este art´ıculo se centran en los de tipo
extractivo, los cuales son los que se generan
a partir de la seleccio´n y extraccio´n de fra-
ses del texto original. La frase es la unidad
mı´nima de informacio´n con el significado su-
ficiente para ser presentada al usuario y que
e´ste pueda entender razonablemente su signi-
ficado.
En nuestro trabajo se han realizado ex-
perimentos para analizar la forma o´ptima de
utilizar sistemas de resu´menes pero que uti-
licen fuentes de texto diversas. Para llevar a
cabo esto, consideramos todos los documen-
tos de estas distintas fuentes como un u´nico
texto que, posteriormente, fue el que se resu-
mio´. Esta primera experimentacio´n la hemos
preferido realizar sobre una coleccio´n de tex-
tos y preguntas que va a ser evaluada dentro
de las conferencias NTCIR.
La experimentacio´n realizada en este
art´ıculo se basa en el uso combinado de un
sistema de recuperacio´n de Informacio´n ba-
sado en pasajes, el IR-n (Llopis and Vicedo,
2001) y el sistema de generacio´n automa´ti-
ca de resu´menes COMPENDIUM (Lloret and
Palomar, 2012). Para las pruebas iniciales he-
mos utilizado la coleccio´n propuesta en la ta-
rea Mobile Click del NTCIR-12.
El art´ıculo se estructura del siguiente mo-
do: en primer lugar se hace un ana´lisis de la
situacio´n actual de los modelos de resu´me-
nes de opiniones en la seccio´n 2 para luego
presentar el sistema generador de resu´menes
automa´ticos COMPENDIUM y el sistema de
recuperacio´n de Pasajes IR-n en las seccio-
nes 3 y 4. Las secciones 5 y 6 describen la
experimentacio´n y resultados obtenidos por
los sistemas. Finalmente, se exponen las con-
clusiones obtenidas en la seccio´n 7.
2 Ana´lisis del contexto actual
En la mayor´ıa de los enfoques de sistemas de
resu´menes de comentarios se integra un mo-
tor de miner´ıa de opiniones que tiene como
objetivo fundamental identificar y clasificar
las opiniones presentes en los comentarios di-
ferenciando positivas, negativas o neutras.
Por ejemplo, el enfoque propuesto en
(Kokkoras et al., 2008) genera mu´ltiples
resu´menes de opiniones, considerando la in-
formacio´n de metadatos que suelen acom-
pan˜ar. El proceso de resumen incluye como
primera etapa la creacio´n de un diccionario
que contiene el vocabulario espec´ıfico del do-
minio. En una segunda etapa, las frases se
puntu´an con respecto a su relevancia utilizan-
do me´todos estad´ısticos basados en recuentos
de frecuencias y la presencia de las palabras
en el diccionario obtenido en la fase anterior.
En la tercera etapa, la puntuacio´n asig-
nada inicialmente a una sentencia se ajusta
teniendo en cuenta la contribucio´n de los me-
tadatos. Los metadatos incluyen informacio´n
que no esta´ directamente presente en el texto
de la revisio´n, pero pueden proporcionar in-
formacio´n sobre la utilidad de la revisio´n, o
el nivel te´cnico de la cr´ıtica, siendo por tanto
u´til para determinar la importancia de una
oracio´n.
En la etapa final, la calidad del resumen
generado se mejora mediante la eliminacio´n
de frases redundantes. Esto se realiza me-
diante la comparacio´n de las palabras en la
frase resumen con las palabras de las frases
restantes, y el reca´lculo de la puntuacio´n de
las frases disminuyendo la de aquellas que
contienen palabras que ya aparecen en el re-
sumen.
En el enfoque mencionado anteriormente,
las opiniones son consideradas como un texto
u´nico. El problema es que una valoracio´n pue-
de contener diferentes opiniones con respecto
a varios aspectos de ese tema. Por ejemplo,
acerca de un hotel, un usuario puede escri-
bir un comentario expresando que “el hotel
estaba muy bien situado, pero el servicio fue
un poco decepcionante”; o para un tele´fono
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mo´vil, los usuarios pueden expresar sus opi-
niones sobre su precio, su bater´ıa, su disen˜o,
su pantalla, etc.
Ante esto, las te´cnicas de miner´ıa de opi-
niones comenzaron a desarrollar enfoques que
teniendo en cuenta las diferentes caracter´ısti-
cas del producto, servicio, lugar, etc. Esto se
conoce como multi-aspecto o la miner´ıa opi-
nio´n multi-faceta, apareciendo tambie´n la ta-
rea de resu´menes de opinio´n multi-aspecto,
cuando el objetivo es resumir la revisio´n, en
relacio´n con las diferentes caracter´ısticas. En
(Abulaish et al., 2009) se genera el resumen
teniendo en cuenta los resultados de un sis-
tema de miner´ıa de opinio´n, y que representa
de una manera visual, a trave´s de un gra´fi-
co. El enfoque de miner´ıa de opiniones pro-
puesto extrae diferentes caracter´ısticas de la
revisio´n, junto con los modificadores asocia-
dos a la opinio´n de que disponga para cada
uno de los aspectos que considera (por ejem-
plo, el precio - excelente, alto, caro, barato).
Tras haber evaluado la lista de las opiniones
y modificadores asociados para cada carac-
ter´ıstica extra´ıda, se establece su polaridad
usando (Baccianella and Sebastiani, 2010),
asociando a cada elemento a tres puntuacio-
nes nume´ricas, que lo definen como positivo o
negativo. En (Ly et al., 2011), las diferentes
caracter´ısticas expresadas en los comentarios
se llaman facetas. Estas facetas son identifica-
dos a trave´s de una etapa de identificacio´n de
las facetas de productos, que comprende eti-
quetado gramatical, ana´lisis de dependencias
y el recuento de la frecuencia. Una vez que se
han determinado las facetas de productos, el
enfoque de integracio´n se limita u´nicamente
a las frases con opiniones (positivas o nega-
tivas), obtenidos a trave´s de un enfoque de
miner´ıa de opiniones. Estas frases de opinio´n
resultantes se agrupan en funcio´n de su si-
militud contenido, distinguiendo entre frases
positivas y negativas.
Finalmente se selecciona la frase ma´s re-
presentativa de cada grupo para formar el re-
sumen.
Pero en ocasiones las opiniones no marcan
en s´ı aspectos positivos o negativos. El hecho
de que un iglesia del siglo XIV sea bonita, es
positivo, pero a su vez incorpora informacio´n
acerca de que es del siglo XIV lo que puede
ser positivo para un interesado por las iglesias
de esa e´poca y negativo para una persona que
desea visitar edificios modernos.
El modelo que planteamos en este art´ıculo
se centra en el resumen de textos provenien-
tes de varias fuentes, como puedan ser los co-
mentarios pero que traten de responder a una
peticio´n concreta del usuario.
3 Sistema de resu´menes
COMPENDIUM
COMPENDIUM es un sistema automa´tico
que es capaz de realizar resu´menes de uno o
varios documentos. El sistema utiliza diferen-
tes te´cnicas para la identificacio´n, seleccio´n y
extraccio´n de la informacio´n ma´s relevante.
Para ello se utilizan cinco etapas en la que la
salida de cada una de ellas es la entrada de
la siguiente hasta producir el resultado final.
• Ana´lisis lingu¨´ıstico. Esta etapa con-
siste en el preproceso del texto, realizan-
do un ana´lisis lingu¨´ıstico ba´sico, utili-
zando herramientas y recursos externos.
Este pre-procesamiento incluye la seg-
mentacio´n, tokenizacio´n, etiquetado y el
ana´lisis sinta´ctico, as´ı como la identifica-
cio´n y borrado de stopwords.
• Deteccio´n de redundancias. El obje-
tivo de esta etapa es identificar la infor-
macio´n redundante en los documentos de
origen, con el objeto de no incluirla en el
resumen. Para este propo´sito, las te´cni-
cas de Textual Entailment (TE) han de-
mostrado ser las adecuada para esta eta-
pa, ya que pueden determinar si el sig-
nificado de un fragmento de texto puede
deducirse de otro (Glickman, 2006).
• Identificacio´n de temas principales.
El objetivo de esta etapa es determinar
los temas principales del documento/s
que se pretende resumir.
En COMPENDIUM, los temas de un do-
cumento esta´n representados por la fre-
cuencia de los te´rminos que contiene. A
ra´ız de esta declaracio´n, se supone que
los te´rminos ma´s frecuentes de un docu-
mento son indicativos de los temas in-
cluidos en e´l. Por lo tanto, las oracio-
nes que contienen te´rminos frecuentes se
puntu´an ma´s alto tal como se comen-
tara´ en la etapa de deteccio´n de relevan-
cia.
Sin embargo, es importante sen˜alar que
las “stopwords”, que fueron identificadas
previamente en fases anteriores no se tie-
nen en cuenta para el ca´lculo de la fre-
cuencia de un documento, por tanto, no
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forma parte de los temas de un docu-
mento.
• Deteccio´n de relevancia. En esta eta-
pa, se calcula y asigna un peso a cada
frase, en funcio´n de su relevancia.
Este peso toma la frecuencia de los
te´rminos calculada en la etapa anterior,
y se combina con otra caracter´ıstica ba-
sada en El principio de la cantidad de
co´digo (Givo´n, 1990).
El fundamento de esta teor´ıa es que una
determinada informacio´n en un texto,
independientemente de que sea nueva o
dada, debe recibir una codificacio´n tal
que resalte ma´s o menos segu´n el grado
de relevancia que tiene esta informacio´n
en el texto. Si la informacio´n es ma´s re-
levante recibira´ una “cantidad mayor de
codificacio´n”, esta informacio´n se codifi-
cara´ con mayor peso le´xico; y, al reve´s, si
es menos relevante se utilizara´ una “can-
tidad menor” para su codificacio´n de me-
nor peso le´xico.
La puntuacio´n total de la frase se calcu-
la considerando la frecuencia de las pa-
labras que forman parte de los sintag-
mas nominales que contiene una frase y
la longitud de los mismos, de manera que
frases que tengan sintagmas nominales
con palabras ma´s frecuentes obtendra´n
mayor relevancia respecto al resto.
• Generacio´n del resumen. El objeti-
vo de esta etapa es la de generar un re-
sumen con una longitud espec´ıfica. Esta
longitud se expresa en forma de una ta-
sa de compresio´n (es decir, el porcentaje
de informacio´n que el resumen contiene
con respecto al documento de origen).
Dada una tasa de compresio´n, las fra-
ses ma´s relevantes (es decir las que tie-
nen una puntuacio´n ma´s alta) sera´n las
seleccionadas para formar el resumen fi-
nal hasta dicha longitud deseada. Con el
fin de minimizar los posibles problemas
con la coherencia, las frases selecciona-
das se presentan en el mismo orden en
que esta´n en el documento de origen.
4 Sistema IR-N
Los sistemas de Recuperacio´n de Pasajes
(PR) son sistemas de Recuperacio´n de Infor-
macio´n que determinan la relevancia de un
documento con respecto de una pregunta en
base a la similitud de diferentes fragmentos
(pasajes) de dicho documento con respecto
a la misma pregunta. Estos modelos no so-
lo permiten mejorar la localizacio´n de docu-
mentos relevantes sino que adema´s permiten
localizar con mayor exactitud la parte real-
mente relevante del documento (Kaszkiel and
Zobel, 1997).
Los sistemas de PR se clasifican en fun-
cio´n de co´mo determinan los pasajes de cada
documento. El sistema IR-n (Llopis and Vi-
cedo, 2001) es un sistema de PR que define
los pasajes en base a un nu´mero determinado
de frases. Esto permite dotar a los pasajes de
cierto contenido sinta´ctico.
As´ı el modelo de trabajo del sistema IR-n
es el siguiente
1. Un documento se divide en frases. Ca-
da pasaje puede estar formado por hasta
un nu´mero fijo de frases. Para la experi-
mentacio´n realizada en este trabajo se ha
trabajado en pasajes de una u´nica frase.
2. La relevancia de un pasaje o frase p con
respecto a una pregunta o query q se ob-
tiene de la siguiente forma:
Relevancia =
∑
t∈p∧q
Wp,t ∗Wq,t (1)
Siendo:
Wp,t = loge(fp,t + 1),
fp,t es el nu´mero de apariciones del
te´rmino t en el pasaje. p,
Wq,t = loge(fq,t + 1) ∗ idf ,
fq,t es el nu´mero de apariciones del
te´rmino t in pregunta q,
idf = loge(n/ft + 1),
n es el nu´mero total de documentos de
la coleccio´n
ft es el nu´mero de documentos donde
aparece el te´rmino t
La fo´rmula es muy parecida a la defini-
da en (Salton, 1989) y conocida como “la del
Coseno”. La principal diferencia es que en el
sistema IR-n se omite los ca´lculos de norma-
lizacio´n por el taman˜o del documento, dado
que estamos trabajando con frases, y se en-
tiende que cada una de ellas es una unidad
comparable a cualquier otra.
Gestión de resúmenes para dispositivos móviles
19
El planteamiento de utilizar el sistema IR-
n como un sistema de generacio´n de resu´me-
nes se basa en el concepto de favorecer las fra-
ses que contienen los te´rminos que se repiten
ma´s frecuentemente en todos los documentos.
Para ello se plantea la propuesta de una vez
seleccionados todos los documentos generar
una pregunta con la concatenacio´n de todos
ellos y luego evaluar la relevancia para cada
documento de forma individual con respecto
a esa pregunta generada.
Por ejemplo la pregunta 1 era “Iglesias
en Alicante” se lanzar´ıa una bu´squeda con
un buscador web tradicional o en el caso de
ejemplo se seleccionar´ıan las opiniones de ca-
da usuario de la web TripAdvisor. A cada uno
de estos elementos les llamaremos iUnits.
• iUnit 1 Es la construccio´n religiosa ma´s
antigua de la ciudad, puesta esta data
del siglo XIV y se encuentra asentada
sobre el mismo lugar que antan˜o ocupa-
ba una mezquita... para los alicantinos es
la CONCATEDRAL. La visita es gratui-
ta... pero mejor consultar horario.
• iUnit 2 Externamente la iglesia
esta´ bien, pero es una pena de no
ponerla ma´s al alcance de los turistas.
No indican en el exterior los horarios,
lo cual dice muy poco a favor de los
cuidadores de dicho edificio, Debe de
estar abierta de 11 a 12:30 y de 19 a
20:30, en los horarios de misa.
• iUnit 3 Alicante reu´ne varias iglesias
realmente preciosas y la de Santa Mar´ıa
es la que ma´s me gusto, su fachada,
sus ima´genes procesionales, sus pintu-
ras, altar mayor, capillas, techo, me pa-
recio´ bell´ısima y que debe visitarse.
Posteriormente el sistema concatena to-
das las iUnits obtenidas generando una nueva
consulta, cuya relevancia se evalu´a con cada
una de las frases de cada iUnit por separado
obteniendo el valor de relevancia RelIRn tal
como se puede ver en la figura 4:
El resumen se formar´ıa por las iUnits con
valor de relavancia mayor. Aunque dado el
modelo que propone el sistema IR-n se podr´ıa
aplicar de forma sencilla a recuperar las frases
ma´s relevantes en general de todas las iUnits.
5 Evaluacio´n
Actualmente estamos trabajando en la reco-
pilacio´n de un corpus de prueba que pueda
Figura 4: Sistema de Referencia: IR-n
servir para las evaluar la bondad del modelo
dentro del sector tur´ıstico, pero aprovechan-
do la tarea Mobile Click de las conferencias
NTCIR hemos podido realizar una serie de
experimentaciones sobre generacio´n y orde-
nacio´n de frases sobre documentos de infor-
macio´n general.
Una de las tareas propuestas presenta-
ba el siguiente planteamiento: se dispon´ıa de
una consulta Q que se utilizaba para obtener
documentos relevantes utilizando buscadores
web tradicionales obteniendo una serie de IU-
nits (documentos de una frase). El objetivo
era ordenar las iUnits en funcio´n de la rele-
vancia con respecto a la pregunta original.
Por ejemplo la pregunta 1 era “Pregun-
ta 1(Q1) michael jackson death” y las iUnits
(iU) que pon´ıa la organizacio´n a disposicio´n
de los participantes eran entre otras:
• Q1 iU1 family concerned about murray
role.
• Q1 iU2 giving singer nightly doses of
propofol.
• Q1 iU3 murray first met jackson in las
vegas.
Los sistemas se evaluaban en base a la co-
nocida medida Q-measure (Sakai, 2007), la
que valora el orden en el que las frases re-
levantes son devueltas por los participantes
teniendo en cuenta que la tarea exig´ıa devol-
ver todas las iUnits originales.
5.1 Resultados
Para las pruebas se dispon´ıa de la coleccio´n
de preguntas y unidades utilizadas el an˜o an-
terior. As´ı hemos decidido utilizar el mode-
lo IR-n como caso base. Posteriormente he-
mos probado con el sistema COMPENDIUM
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con varios porcentajes de comprensio´n (10%,
20% y 40%), y utilizando o no los mo´dulos
de Textual Entailment que permiten eliminar
informacio´n redundante.
5.1.1 Sistema Referencia: IR-n
Nuestro sistema base fue el de utilizar u´nica-
mente el sistema IR-n sin ningu´n preproce-
samiento de las IUnits ni eliminacio´n de las
stopwords (ya que el modelo de calculo de
relevancia les da peso ı´nfimo al pra´cticamen-
te hallarse en todas las iUnits). La pregunta
entrada del sistema es la concatenacio´n de
todas las iUnits referidas a cada pregunta.
As´ı el sistema concatenaba todas las iU-
nits generando una consulta que se evaluaba
contra cada iUnit por separado obteniendo el
valor de relevancia. Para el ejemplo anterior
la consulta generada ser´ıa la siguiente.
Gen1 family concerned about murray role.
giving singer nightly doses of propofol. mu-
rray first met jackson in las vegas.
5.1.2 Resultados con
COMPENDIUM
Los sistemas de generacio´n automa´tica de
resu´menes tienen como entrada un documen-
to con la concatenacio´n de todos los iUnits. A
ese documentos se le aplica el sistema COM-
PENDIUM con 3 diferentes grados de com-
presio´n (10%, 20% y el 40%).
Para cumplir los requisitos de la tarea, se
le daba un valor de relevancia RelCom 1 a
aquellas frases que el sistema de resu´menes
seleccionaba y un 0 a aquellas frases que no
se encontraban en el resumen.
Tambie´n probamos el mo´dulo de deteccio´n
de redundancia basado en textual entailment.
Los resultados de todos los experimentos se
pueden ver en la Tabla 1.
Q-measure
10% 20% 40%
Baseline (IR-n) 0,8621
COMPENDIUM 0,8196 0,8291 0,8403
COMPENDIUM+TE 0,8201 0,8218 0,8246
Tabla 1: Comparativa de resultados con sis-
temas aislados para el 10%, 20% y 40% de
ratio de resumen. En el baseline este ratio no
se aplica.
El ana´lisis de los resultados nos permi-
tio´ obtener una serie de conclusiones:
• Textual Entailment empeoraba los re-
sultados, al discriminar frases relevantes
por estar incluidas en otras.
• En estos experimentos se obtuvieron me-
jores resultados con el sistema base (IR-
n), ya que los sistemas de resu´menes
no reodenaban las frases seleccionadas y
simplemente las colocan en el orden de
aparicio´n en el texto original, siendo pe-
nalizadas en la medida Q-measure.
5.1.3 Combinando IR-n +
COMPENDIUM
Dada la u´ltima conclusio´n obtenida, se
opto´ por reordenar las frases obtenidas por
el sistema de resu´menes teniendo en cuenta
la relevancia que el sistema IR-n les hab´ıa da-
do a cada una de ellas. As´ı, las primeras iban
a ser las frase seleccionadas por el sistema de
resu´menes, pero manteniendo el orden que el
sistema IR-n hab´ıa dado a cada una de ellas.
Para cada iUnit, se obtiene la siguiente re-
levancia:
Reldef = RelIRn + (RelCom ∗ 1000)
Los resultados se muestran en la Tabla 2.
Como se puede observar, la combinacio´n de
ambos sistemas produce mejores resultados
que utilizando so´lo los sistemas de una ma-
nera independiente. El motivo es que IR-n
reordena las frases que obtiene Compendium
en lugar de utilizar el orden inicial . La me-
dida Q-measure premia esta accio´n
Q-measure
Baseline (IR-n) 0.8621
COMPENDIUM 0.8403
COMPENDIUM + IRn 0.8648
Tabla 2: Results con la combinacio´n IR-
n+COMPENDIUM
6 Evaluacio´n
6.1 iUnit Ranking Subtask
Los resultados utilizando el modelo
COMPENDIUM+IR-n sobre la coleccio´n de
test se pueden ver en la Tabla 3. Se obtuvo el
mejor resultado con IR-n+COMPENDIUM.
7 Conclusiones
Teniendo en cuenta las necesidades actuales
de los usuarios actuales que utilizan sus dis-
positivos mo´viles para la obtencio´n de infor-
macio´n a trave´s de Internet, este tipo de ta-
reas tienen un enorme intere´s. El objetivo es
ser capaz de reducir y condensar la informa-
cio´n de tal forma que el usuario puede obte-
ner de un simple vistazo la respuesta a sus
dudas.
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Q-measure
IRn + COMPENDIUM (*) 0.9027
TITEC 0.9003
UHYG 0.8994
ORG 0.8975
RISAR 0.8972
RISAR 0.8962
IRn 0.8959
COMPENDIUM 0.8934
Tabla 3: Resultados para tarea iUnit Ranking
Subtask
Los resultados obtenidos en las tareas del
NTCIR 12 nos animan a seguir en la l´ınea de
explotacio´n combinada de los sistemas COM-
PENDIUM e IR-n. Es necesario realizar una
serie de trabajos adicionales para mejorar la
experiencia de usuario. Por un lado evitar la
redundancia de alguna de la informacio´n ge-
nerada, que si que es valorada tal como se
aplicaba la tarea pero no es interesante para
el usuario.
Esto requiere la inclusio´n de te´cnicas adi-
cionales de procesamiento del lenguaje natu-
ral pero con la problema´tica que deben es-
tructurarse de forma que no consuman un
tiempo importante que pudiera desesperar al
usuario de este tipo de tareas.
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