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Zygfryd Kominek
ON THE FUNCTIONAL EQUATION ę>(x)=h(x, <(x)])
1_. We shall consider the system of functional equations
(1) ^(x) = h^x,^ [f(x)] .... ), i=1,...,m,
where the functions h^ and f of the type Rm+"' —»-R and 
Rn—*Rn, respectively, are given and are unknown func­
tions. The fundamental theorems regarding the uniqueness and 
the existence of solutions of the class Cr in the case m=1 
are. due to B.Choczewski ( [l] , [2]). This theory has been 
further extended by J.Matkowski [6]. Our theorem (see §3) 
generalizes also some result of the author obtained in the 
case of functions of real variable [4]. On the other hand, 
the system (1) may be treated as a generalization of Schroe­
der's equation. Therefore the results of this paper corres­
pond to others contained in [3], [5] and [8].
Let [a £], i,k=1,.... ,m, s,j=1,.... ,n be arbitrary
real matrices. By the right Kronecker product of the matri­
ces and ? J we mean the matrix
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It ia well known that if and
the characteristic roots of the matrices jjx
■ i^s’ s=1,...,n
roots of the matrix (2).
a 1. If «k>0,£j>0, i,k=1,...,m,
r<=.1 (r is a positive integer ■ 
k .
s-]»••• »sr 
k=1,...,m, s1,...,sr=1,...,n satisfying the following system 
of inequalities







L e m m
s,j=1,...,n and | 9±| |<"s|







a r k 1
J ,... ,s J1 ’ • • • ’ Jr
i=1,...,m, j ^,..., 3^,-1n.
Proof. This follows from Lemma 1.2 in [7], because
characteristic root of the matrixthe modulus of every
is ie ss than one.
r-times
In the space R^ we introduce the norm
x~(x1
GxH, GCHn, HCRm'e say that the function h defined on
m
with values in R is of the class Cr in GxH, iff there
exist a function h and open sets G and H, CGCG, HCH
such that h is of the class Cr in GxH and the restric-
tion h to the set GxH is equal to h.
Let f: GcRn—h: GxH C RnHa —— Rm be of the class
Cr in G and GxH, respectively. We denote f=(f.,... ,'f ),
h = (h1,...,hm) and = (y1 dI 9 * 1 • • .,1, ,. •., y'1,1............n’**’
’ • • ,3!m,n,... ,n, 1 ’ ’ * * ,3Fm,n
G
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the sequel, the following sequences of functions will be 
very useful:
4 (x.y.y1) := (x.y)







=1......... n« ®=2,...,r, xeG, yeJ^‘.
+
We have the following simple lemma.
Lemma 2. If f: GCRn—-Rn, h: Gx HCRm+n—-Rm 
are of the class Cr, then the functions h. . . ,
l.jq,...  ,je’
1=1,...,m, 0 = 1,...,r, j,•••,jg — 1,...,n are of class C «
Now, we suppose that y is a function defined and of the 
class Cr in a neighbourhood GCRD of zero and with the 
valuee in Rm and let
y[f(x)J e H for every x e G.
Lemma 3. Let f and h satisfy the assumptions 
of lemma 2. The function
1033 -
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(6) Y (x) := h(x,y[f(x)j ), xeG




(x) je(x,y[f(x)J ), xeG,
4=1,...,m, J > ♦ • • > > • ♦ • > n j 0=1,...,r.
Proof. Differentiating (6) with respect of the 
variable x^ we obtain
8W4 8 b. T-’ » ■ 8 h, o X s.
= (x.arEf (x)])+ / , / . 377 (*.3rCf<x)])-3^-(f(x)j£7-(x)=
Ji j1 k S1 j1
= j (x»?r^(x )J • <T [f(x)J )• 1=1,...,m, j^=1,...,n,
which proves our assertion in the case 0=1. 
(0-1)
------(x) = h?“1.............. . (x,y[f(xfl 
’%••• 8xje_1-------------- i’31............ 30-1
x 6 G j 6 r j
(0) ah®"1 .
9 yi _ 1,J1...........J6-1
3xj1,,-0zje
m __n





















Thus the proof of this Lemma is finished. 
Lemma 4. The
by ($) can be written in
functions h*f . . defined
i; J-|»• • •, 3®
the form
(7) 4 4 i U,y,y1
,6 , 6. +Qi i iJx.y.y ).
-*■»j i»• • •»J®
where żf . . are of the
J-.3-]»• • • >3ff











• • • TxT (x) 
3®
We omit a simple proof of this lemma.
2. Necessary conditions
We assume that
(i) the function f of the type Rn into Rn is defined and 
of the class Cr in some neighbourhood GCRn of zero and for 
every neighbourhood G^CG of zero there exists a neighbour­
hood G^ G^ of zero such that ftG^C G^;
(ii) the function h of the type R^R21 into RJ1 is 
defined and of the class Cr in the set GxH, where H is 
open, 06 H and h(0,0:) = 0.
From Lemmas 3 and 4 we have
Lemma 5. If (i), (ii) are fulfilled and $p:G—— H 
is a solation of the equation y(x) = h(x, p[f(x)] ) in G 
fulfilling the condition y>(0) = 0, then the numbers
- 1035 - '
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(8) 
satisfy the system of equations
(9) 2i i -i ~ ^i 4 4 (0,0,p\...,2 1) +
ti»J-]»«,*»JO »J1«• • •»JO
^(0,0,/),
JO




of the system (31»... ,3©-)
every permutations (,...,jWe) 
the eq ualities
n* 1
* 1 9 J
(11) = o
1........... , • • •»
hold.
The existence and the uniqueness of
f. . . . satisfying the conditions
J-] » • • • , JO
following assumptions: • • •f*-g
0=1,...,r, s,•.•,=1,..., n,
ristic roots of the matrix (0,0)J 
characteristic roots of the matrix (0)
the numbers
(9) result from the 
iff 1> i-1>•••»m>
where denote the characte-
and (i .J,... ,/uQ - the
This follows 
from Cramer's theorem, because the system 9) can be written 
in the form
On the functional equation 7
9=1,...,r, where the symbol [ denotes the transpose
of [ .J. In the sequel the system of numbers satisfying con­
ditions (9) and (11) will be called admissible (see [3])«
Now, we suppose that oG. < . is an admissible sys-
<) 1> • • • t
tem. Without loss of generality, similarly as in [2], we can 
assume that p®. . s = 0,6=1,...,r, k=1,...,n,
‘ K,J1,•••tJ9 1
...jr=1,...,n. By (9) and Lemma 4 we get
(12) Z- j j (0,0,•••,0) = 0
and
(13)
i=1 , a a • , Hl, j .J , • . • , jg = 1 » • • • » n, 6=1,aaa,r«
3. The existence of a solution of the class 
Put
•ł
and let, as above, p^,... 















If (i), (ii), (12) and (13) hold and
(15)
then there exists a solution <p= (y>^,... ,y>m) 
C1 of the functional equation
of the class
g>(x) = h(x,pEf(x)] ),
Pil I <“j|r * 1’
- 1037 -
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in a neighbourhood of zero such that 
a (0) = 0 f or i — 1,..., m, 
$0^(0) = O and
3-]»• • • ,36 = 1 > • • • »n»
6 — 1 j»»•, r.
Proof. On account of (i), (ii), (14), (15) and 
Lemma 1 there exist neighbourhoods U^cfin, V^cRm, OeU^c 








+ E; (x,y)e U^x V1 ,
x e U1 .
The continuity of zf . and (12) imply the existence
•L,31, • • • ,3r _ _
of neighbourhoods Ug and Vg, OeUgCUgCUp OfeVgCVgCV^ 
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E E ••• E«..,s bj<1*




the system (16) is homogeneous.
i >0, i=1,...,m, j.,...,;) =1...........n be ar-
J 1 J • • • f Up 1
numbers fulfilling the system of the inequalities
(22) X V ...V ak bi1---b-r 8 <£• < •






uniformly continuous on. the 
U2XV2 respectively, 
on £j ) such
J -J ł • • • » Up 
-nG
e V? satisfying the 






— _ _ _ r-1
U2 x V2 x x ... x V? and 
exists a d*>0 (depending
that for all x,xeU2, y,y eV2, y® ,yffe









Let UcRn be a neighbourhood of zero such that
(24)





,.«.,m denote the family of all real func- 
class Cr in U fulfilling the conditions:





(0) 01 1— *1 | • • • j-J, • • •,-1,• • • ,n»
® — 1,. •. ,r;
(27) (x) 0 J > i-1 > • • • ,c » • • • , J p
^5 31J • • • f
=1,•• • j n$
if & > 0, i = 1,... , m, J- j • • • |j =1 j • • •, n fulfil (22)
J -]>••• > Jr 1 r
(28)
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and x, xeU, ||x-x||sg5, where <5 is chosen so that (23) 
holds, then
In the vector spaces Xi (with the usual operations "+" 
and "•") we define the norm 
n
<2?'. II 011 ” > ■




j x e U
and in the space X := X^x ... xXm we put
m
(30) ||y||: = y ll$M-
i=1
Note that X is a convex and compact subset of the space of 
all functions defined and of the class C1 in U with the 
values in Rm (the compactness of X follows from the con­
ditions (25)-(28) and the theorem of Arzela). For <p =
= (jo-j,...,^) e X we put
(31) := h^(x,^>[f(x)J ), i=1,...,m,
(32) T(p)(x) := (T1(ę>)(x),...,Tm(ę>)(x)).
It follows from (25), (26), (i), (ii) and Lemmas 3 and 4 that
for <jp e X we have
3(^)1.
(33) Tj-(5?) (0) =0, ,,,3x (0)=0, i=1,... ,m,3^,..., j0=1 ,...,n
j-l**’ Ó5
6 = 1,..., r.
1041
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By (24) and the mean-value theorem we get
(34) II S’Lf (xOil** II xll
which implies that
(35) <P [f(x)J e V2.
Moreover, similarly as above, we can prove that
(36) 9»(<y)[f(x)] ev2nff, 5=1,.,.,r-1.
Differentiating the equality (31), along the same lines as in 
Lemma 3, we get 
(37) (x) (x,y[f(x)J...........?(p)[f(xj])
and using Lemma 4> (35), (36) and (19), (17), (1S), (27) we 
have
- 1042






3-| > • • • »3r
Suppose that the antecedent of 
It follows from (37) and Lemma




3x. . ,.3x. ~ 3x. ...3x.
°-1 Jr Jr
(x) <
' i i (x,p[f(x)],...,^r"1^[f(x)]) +
Putting y = f(x) and y = f(x) and applying a reasoning 




whence, in virtue of (21),
6=0,1,...,r-1
and, on account of (39), (22), (17), (18) and (27) we infer 
that
(40) 0x7 ..,0x. 
a-,
Conditions (33) (33) and (4/o) show that the transformation T 
maos the space X into itself. It is not difficult to check 
that T is continuous. Now, the assertion of our theorem/ 
results from Schauder's principle.
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Grażyna Pankiewicz
ON THE UNIQUENESS AND THE NUMBER 
OF THE SWITCHING POINTS OF OPTIMAL CONTROL
1. Formulation of.the problem
We shall consider the time-optimal problem for the linear 
eq uation
(1.1) = A x(t) + B u(t)
with the initial value
(1.2) x(0) = x1,
where x(•) is a function defined in the interval fO.Tj 
with values in a Banach space X^; u(•) - control - is a fun­
ction defined in the interval [o,Tj with values in a Banach 
space Xpj A, B - linear operators and:
B:Xp—— X^ a bounded operator and the image of the unit 
ball by the operator B has non-empty interior,
A:X^—X^ a bounded operator which generates a strongly 
continuous semigroup S(t) of linear, bounded operators, 
S(t) = etA (see [2]).
The time-optimal problem consists in finding the minimal 
time of a transfer in which the final state is attained.
Let UcXp be a set obtained from the open, strictly 
convex set by cutting off the n planes, bounded and weakly 
closed. The functions u( • ) such that for all t : u(t)eU 
- 1047 -
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will be called the admissible controls and the set of such 
controls we denote by 11.
Let u1 and a? be She controls passing from the zero 
point, 0eI2> a certain side RcU (U has n sides). 
Obviously, the vector w = u2 - u. is placed on this side.
We shall assume that the generalized principle of genera­
lity of placing is satisfied. It consists in rhe fact that 
the system
(1.3) Bw,ABw,A2Bw,...,AnBw,...
where w is any control placing on any side defined above, 
is a complete system in Banach Space X1 (i.e. the linear 
space spanned by these elements .is dense in the space X^). 
This condition has been called a generalized principle of ge­
nerality of placing with respect to the infinite dimension 
of the space X^, in contradistinction to the classical prin­
ciple of the generality of placing for the finite dimensional 
space (see [3], 3.17).
Let H = H(y(t),x(t),u) be Hamilton's function in Pon- 
triagin's maximum principle. Bor the problem (1.1), (1.2) this 
function is of the form
H = H(y(t),x(t),u) = (y(t),Ax(t)) + (y(t),Bu),
where vg(t) is the solution of the equation adjoint to the 
equation (11,1)
(1.4) = ~A* V(t).
Obviously, the function H (of the variable u) attains the 
maximum together with the function (y(t),Bu), which we de­
note by M(y). Prom Pontriagin's maximum principle, which is 
fulfilled for such problems (see [l]), it follows that if 
u(t) is the optimal control transformed the system from the 
- 1048 -
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state x, to the state x2, then there exists a solution 
y(t) of the equation (1.4) such that
(1.5) (y(t).Bu(t)) = M(y(t)).
Since the equation (1.4) does not contain the unknown func­
tions x(t) and u(t), it is easy to find all its solutions, 
and next the solutions of the equation (1.5) among which the­
re will be all optimal controls for the equation (1.1).
We come to the question: On how much uniquely does the 
condition (1.5) determine1 the control u(t) by the function 
v( t) ?
Theorem 2.1 quoted below gives the answer on this ques­
tion.
2. Theorem about the number of the switching points
Theorem 2.1. For each non-trivial solution q/(t) 
of the equation (1.4) the relation (1.5) uniquely determines 
the control u(t).
Proof. The function (ip(t),Bu) is linear, so it 
is constant or it attains has maximum only on the edge of the 
set U. The same concerns to each side of the set U (remem­
ber that U has the finite number of sides). So this function 
attains its maximum in one vertex only of the set U or on 
whole side of this set. We shall show that by the completeness 
of the system (1.3) the last thesis (the achievement of maxi­
mum on the whole side of the set U) is possible only for the 
finite number of the values of t.
Let T denote an infinite set of values t e [o,T] , for 
which the function (y(t),Bu), where ueU, attains its ma­
ximum on the wall R of the set U. We can find such a 
set W because the set U has a finite number of sides.
By the assumption of the strong continuity of the semi­
group S(t) = etrt, i.a. of the continuity of the function 
L(tixo = e“ax,, the solution w (t) of the equation (1.4) 
is of the form
- 1049
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therefore it is analytic with respect to t (remember that A 
is a bounded operator).
for any t e T the function (y(t),Bu) = (e~tA yo,Bu) of 
the variable u is constant on the wall R. So we have
(e“tA V0,Bw) = (e-tA yQ,B(Ug-^)) =
+ A* + A*
= (e ™ Y0,Bu2) - (e ™ Yo.Bup = 0.
—f A*
Note that if (e- \|/q,Bw) = 0 for teT, then from the
analyticity of this expression it follows that it is identi­
cally equal to zero on the whole segment t e[o,T]. So we 
have
—f A*
(e yo»Bw) = 0»
Differentiating successively the above relation with respect 
to t and using the fact that y(t) = e is the solu­
tion of the equation (1.4) we obtain
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o
By the assumption of completeness of the system Bw,ABw,A Bw,.. 
in the Banach space X.. the relations (2.1) denote that the
I P V
vector y(t) orthogonal to the vectors: ABw,A Bw,... is 
the zero-vector: ^("6) = This contradicts to the assump- 
—A* tion about nontriviality of th© solution y(t) = e y0 of 
the equation (1.4). Hence there must be: w = Ug - u^ = 0. 
Therefore u2 = U1 = u.
Thus for all except the finite number of the values 
t6fo,Tj the function (y(t),Bu) attains on U the maximum 
only in one point, which is the vertex point of the set U 
(because U is the strictly convex set). Thus, by the rela­
tion
(w(t),Bu(t)) = max (y(t),Bu),
ueU
there follows the unique determination of the function u(t), 
q.e,d.
Definition 2.1. The discontinuity points of 
the optimal control are called switching points. Precisely, 
if Q is an discontinuity point of optimal control u(t), 
and if u(Q_) = a.^, u(Q+) - a^ (a^, - different points)
then we say that for t = Q the change-over of optimal con­
trol u(t) from the point a^ to the point 
achieved.
haB been
From the proof of Theorem 2.1 it follows that the points 
of segment t^t^t^ in which the control u(t) is not 
uniquely determined, divide the interval tQ<t<t1 into a 
finite number of the segments.
By the analyticity of the solution y(t) of the equation 
(1.4) (which follows from the proof of Theorem 2.1), the 
following result is true
Theorem 2.2. On each finite segment of time the 
control - function u(t) has a finite number of switching 
points. ’
Thus, Theorem 2.2 can be characterized shortly as a theo­
rem about a finite number of switching points.
1051
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Observe that the above result can be obtained with the 
assumption that the set U has a countable number of sides. 
It is necessary only to note that the sum of the countable 
number of sets of the zero-measure has the zero-measure, which 
follows from the relations
0^
oo oo
U Ai Ł I Ai 
i=1 i=
where [A^l =0 for each i=1,2,... . Obviously, [A^j de­
notes here the measure of the set A..
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