We give a stability result for sparse convolutions on 2 (G) × 1 (G) for torsion-free discrete Abelian groups G such as Z. It turns out, that the torsion-free property prevents full cancellation in the convolution of sparse sequences and hence allows to establish stability in each entry, that is, for any fixed entry of the convolution the resulting linear map is injective with an universal lower norm bound, which only depends on the support cardinalities of the sequences. This can be seen as a reverse statement of the famous Young inequality for sparse convolutions. Our result hinges on a compression argument in additive set theory.
I. INTRODUCTION
Additive problems have increasingly become a focus in combinatorics, number theory, group theory and Fourier analysis as pointed out, e.g., in the textbook of Tao and Vu [24] . The key hereby is an understanding of the additive structure of finite subsets of an Abelian group G. The main result in the herein presented work is the application of a recent compression result in additive set theory by Grynkiewicz [6, Theorem 20.10 ] to sparse convolutions on discrete Abelian groups which are torsionfree, i.e., for any N ∈ N and g ∈ G it holds N g = g + ⋅ ⋅ ⋅ + g = 0 if and only if g = 0. Compressing the convolution of sparse sequences, i.e., sequences with finite support sets, reduces to a compression of the sumset of their supports, since supp(x * y) ⊆ supp(x)+supp(y). Our compression result allows to obtain a reverse statement of Young's inequality [28, 27] for the convolution of all sparse (x, y) ∈ 2 (G)× 1 (G) in form of x * y 2 ≥ α x 2 y 1 ,
where α > 0 exists and can be given in terms of the cardinalities of the supports of x and y.
For convolutions on generic locally compact Abelian groups, or LCA groups for short, such a reverse statement does not hold in general. To see this, take for any N ∈ N the finite group Z N . Full cancellation of the convolution occurs, i.e., x * y = 0, if we set x = δ 0 − δ 1 and y = ∑ N −1 i=0 δ i , where for each i ∈ Z N the sequence δ i is given element-wise by δ i (j) = 1 if i = j and 0 else. For the torsion-free group Z it is seen easily that a finite support length or sparsity prior excludes such cancellations. Note, that a sparsity prior on x and y is not of benefit for torsion groups. E.g., for G of even order N , we have for the 2−sparse sequences x = δ 0 + δ N 2 and y = δ 1 − δ N 2 full cancellation.
On arbitrary LCA groups the sharp upper bounds and maximizers for Young's inequalities are known [3, 5] , but lower bounds for the reverse case have only been shown for positive functions so far [12, 5, 2] . On the real line, the maximal orthogonal perturbation of a function supported on a small interval when convolved with a kernel supported on a second small interval was analyzed in [9] .
In this work we focus on discrete LCA groups and give lower bounds α = α(s, f ) for arbitrary functions (sequences) depending only on their discrete support length. This is a universal result and translates to a weak stability for sparse convolutions, i.e., every f −sparse sequence y induces a convolution map ⋅ * y which is invertible over all s−sparse sequences x. Furthermore, this allows identifiability of sufficiently sparse auto-convolutions, since it holds x * x − y * y = (x + y) * (x − y)
as shown by the first and second authors named in [26] .
The article is structured as follows: Theorem 1 shows that sparse convolutions over torsion-free discrete Abelian groups can be represented by convolutions over Z with support contained in the first n integers.
The integer n only depends on sparsity levels s and f of the convolution factors and not on the location or additive structure of the supports of the functions.
This compressed representation guarantees the existence of a lower norm bound α(s, f ) > 0 in (1).
Theorem 2 shows that the determination of a sharp lower bound is an NP hard problem. It can be seen as a smallest restricted eigenvalue property of all (s, f )−sparse convolutions. In Theorem 3 we give an analytical lower bound α(s, f, n), which scales exponentially in s and f and polynomial in n. Finally we will show that indeed there exist sparse sequences, given by uniform samples of a Gaussians and a modulated Gaussians, that show an exponential decay of the lower bound in the sparsity as derived in Theorem 3.
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II. NOTATION
We will consider in this contribution only topological groups G = (G, +, O) which have a locally compact topology O and are Abelian with group operation written additively, that is LCA groups. The up to normalization unique Haar measure of the LCA group G is denoted by µ.
for µ−almost every g ∈ G, see, e.g., [22 
holds, see for example [22, 3] . A reverse inequality holds for positive functions
and 0 < p, q, r ≤ 1 with 1 p + 1 q = 1 + 1 r, indeed, we have
see [12] , [5] and [2] . Here (4) and (5) are sharp only if p or q is one. For the general case, sharp bounds were obtained in [3, 5] .
In the following we consider only discrete LCA's, that is, LCA's whose topology is discrete and whose
Haar measure is therefore the counting measure. We then write
is the power set of G. The set of sparse sequences
with supremum norm x ∞ = sup g∈G x(g) forms a normed space, see Appendix A, and
x(g).
The notation C c (G) for finitely supported sequences is justified since compact sets in the discrete topology are sets with finitely many elements. The set of k−sparse functions for any k ∈ N is then denoted by
and we call the convolution (3) of x ∈ Σ s and y ∈ Σ f an (s, f )−sparse convolution. Note, that the set Σ k (G) is neither linear nor convex. For a set A ⊂ G we denote the set of functions with support contained in A by Σ A (G). We write Σ k (Z) = Σ k and Σ A (Z) = Σ A . The first n integers are denoted by [n] ∶= {0, . . . , n − 1} and the floor and ceiling operation for x ∈ R is denoted by ⌊x⌋ respectively ⌈x⌉. By Σ n s we denote all s−sparse vectors x in R n respectively C n , i.e., satisfying supp(x) ≤ s. For recovery results for unknown x ∈ Σ n s with y not sparse and randomly chosen, see [19, 10] ; for the related time-varying setting see [15, 16, 17, 10] .
III. COMPRESSED REPRESENTATION OF SPARSE CONVOLUTION
The support of the convolution of the functions x and y is contained in the Minkowski sumset supp(x)+ supp(y) = I + J with I, J ⊂ G, see for example [22, Theorem 1.1.6]. To derive a compression result, we map I and J to smaller sets that respect the additive structure of I ∪ J. Additive set theory provides exactly such a mapping, which is known as a Freiman isomorphism, see, e.g., [24, Definition 5.21] .
Definition 1 (Freiman isomorphism). Let G andG be Abelian groups and A ⊂ G. A map φ ∶ A →G which satisfies
is called a Freiman isomorphism of order 2 from A intoG.
Remark. A Freiman homomorphism φ A ∶ A →G of order 2 is defined analogously with ⇔ replaced by ⇒ in (9) . Further, φ A can always be extended to the sumset A + A, by defining φ A+A ∶ A + A →G we have d = 1, which is the case if A is a geometric progression, see [6] . This concept goes back to Tao and Vu in [24] . By a recent result of Grynkiewicz else. Further we have
where the s−respectively f −sparse sequencesx,ỹ ∈ ΣÃ are given withÃ ∶= φ(A) ⊂ [n] and 2ã
Remark. If G is not the universal ambient group of A + A, then φ cannot be extended to a group isomorphism between G and Z. But, since the support of x and y is finite, we only need a "local" group isomorphism on the sumset of the supports. Therefore, the action of the convolution in C c (G) is fully described by sparse sequences over Z and Freiman isomorphisms. The theorem is an extension from G = Z in [7] of some of the authors to arbitrary discrete Abelian groups like (Q, O dis ) and (R, O dis ).
Note, that Q is not finitely generated and R is not even countable.
The assumption that the support sets of x and y contain zero is not a restriction since one can independently shift x and y such that both shifted support sets contain zero. But shifting x and y results in a shift of the convolution x * y which again can be realised by a Freiman isomorphism.
Proof:
The support for x ∈ Σ s (G) and y ∈ Σ f (G) is contained in some non-empty subsets I = {i 0 , i 1 , . . . , i s−1 } respectively J = {j 0 , j 1 , . . . , j f −1 } of G, where we can assume that i 0 = 0 = j 0 . Setting
To apply Grynkiewicz's compression result, we need an upper bound for the Freiman dimension d. 
Moreover, we know that min(
given by an upper bound for the difference constant of A, see e.g., [24, pp.57 ]. Hence we aim to findd ≥ 1 such that
This follows from
that is,d
If we have equality in (15) then certainlyd fulfills (13). Hence we get for the smallest solution:
Sinced should be an integer we take the ceiling respectively floor operation and obtain for every A ≥ 1
A result by Grynkiewicz [6, Theorem 20.10] implies with
where ψ is given by a Freiman isomorphism ψ A of order 2 for A,
Since 0 ∈ A we have also
But ψ A and therefore ψ are not necessarily normalized, i.e., we can not assume ψ A (0) = 0. Hence we search for the smallest integer in the image:
Then
is also the smallest integer in the image ψ(A + A). Now we can define
which is again a Freiman isomorphism of order 2 for A with the property 0 ∈Ã ∶=
inducing the bijective Freiman homomorphism φ ∶ A + A →Ã +Ã given for a 1 , a 2 ∈ A as
with 0 ∈Ã +Ã ⊂ [2n 
using the bound 2 < 2 ln 2, which already absorbs the 2 −1 summand in (25), we get
since for m ≥ 5 the exponent is less then zero. This estimation also swallows at least an integer of magnitude 2, justifying the last estimation. For m ∈ {1, 2, 3, 4} we get the conjectured bound of Konyagin and Lev [8] n ′ ≤ ⌊2 m−2 ⌋ = n − 1, which is also tight, see Appendix D. Let us define for each x, y ∈ (11), having support contained inÃ. Hence, (x * ỹ)(g) = 0
forg ∈ Z ∖ (Ã +Ã) and (x * y)(g) = 0 for g ∈ G ∖ (A + A) by (23) . Letg =ã 1 +ã 2 ∈Ã +Ã, then
If h ∈ A ∩ (g − A) then there exist a 1 , a 2 ∈ A such that h = a 1 = g − a 2 . Hence the sum over h is a sum over a 1 , a 2 ∈ A which satisfy a 1 + a 2 = g. But this addition is exactly preserved under the Freiman isomorphism φ A . Therefore we get
The smallest cardinality of A is obtained if a translation of the support of x is contained in the support of y or vice versa, which yields m = max{ supp(x) , supp(y) }. This can occur, e.g., if we consider the auto-convolution x = y or demand x, y ∈ Σ k as investigated by some of the authors in [7] , which yields then an upper bound for n of ⌊2
2(s+f −1− s+f −1) log(s+f −1− s+f −1) ⌋ such that x andx, y andỹ, and x * y andx * ỹ have the same values counting multiplicity and hence it holds for all 0 < p, q, r ≤ ∞
and
.
In fact, we can shift x ∈ Σ s (G) and y ∈ Σ f (G) such that their support sets I respectively J contain zero, without changing the values of the convolution. This result allows us to derive the infimum of the norm of the convolution over all normalized (s, f )−sparse signals as the minimum over all (s, f )−sparse signals on the spheres in Σ n s and Σ n f , since the latter form a finite union of compact sets. Also this allows the usage of linear algebra tools to derive an explicit norm lower bound, i.e., a reverse Young inequality for sparse convolutions. We will show in Theorem 2 that eachỹ ∈ Σ n f together with its left and right shifts generates a (2n − 1) × n matrix Sỹ whose smallest s−sparse eigenvalue [21] (singular value of Sỹ)
provides a norm lower bound α(s,
where the lower bound satisfies
with n = n(s, f ) = ⌊2 can identify them as vectors in C n . Hence our optimization problem reduces to
Here the infimum is realized by a minimum, since our compression result implies that we only need to consider finitely many support combinations, that is,
Settingg = g +h and changing the order of the sums yields
where bỹ(k) is the autocorrelation ofỹ. The first n samples (bỹ(0), bỹ(1), . . . , bỹ(n − 1)) of the autocorrelation generate the n × n positive Hermitian Toeplitz matrix Bỹ. Introducing the (2n − 1) × n
, which is a matrix containing in each row a translate ofỹ, we have Bỹ = S * y Sỹ. Hence we get
The minimum of (41) over all normalized s−sparse vectorsx is referred to the smallest restricted eigenvalue of Sỹ as introduced in [4] or more precisely to the smallest s−sparse eigenvalue [21]
⟨x, Bỹx⟩ .
For each s−dimensional subspace in C n and Bỹ this is a quadratic optimization problem. Considering the minimum over all these quadratic optimization problems, generated byỹ on the 2 −sphere of some f −dimensional subspace, yields a bi-quadratic optimization problem, which was shown to be NP hard, see Theorem 2.2 in [13] . Since the norms on finite dimensional spaces are equivalent, we also have NP-hardness on the 1 −sphere:
V. ESTIMATION OF A LOWER BOUND Theorem 2 shows that computing sharp lower bounds α(s, f ) is NP hard. To obtain analytic bounds, we have to separate the bi-quadratic optimization problem (43). Our result is then based on independent minimization problems over Σ n s respectively Σ n f , where we used thhe Bernstein inequality and an eigenvalue estimate of Fourier minors to obtain a lower bound. Here, the N × N Fourier matrix F N is given by
and will serve as an approximation for the Fourier series of
Theorem 3. Let s, f and n be integers, then it holds for all x ∈ Σ n s and y ∈ Σ n f α(s, f, n) x 2 y 1 ≤ x * y 2 (46) with lower bound satisfying
If s = f we get the following scaling behaviour
Before we prove this theorem, let us formulate the following universal statement, which holds for all sparse convolutions on torsion-free discrete Abelian groups.
Corrolary 1. Let G be a torsion-free discrete Abelian group and s, f be integers, then it holds for all
with lower bound satisfying
where n(s, f ) is given as in Theorem 2.
Proof: By Theorem 2 we can restrict us to x =x ∈ Σ n s and y =ỹ ∈ Σ n f with x 2 = y 1 = 1 and
. Now we can apply Theorem 3 and get the desired result.
Proof of Theorem 3:
If s = 1 and x 2 = 1 we have x * y 2 = y 2 and hence α(1, f, n) =
Similar, for f = 1 we have x * y 2 = x 2 and α(s, 1, n) = min 0 =x∈Σ n s x 2 x 2 = 1. Hence we assume in the following s, f ≥ 2. Then we get by the Parseval Theorem
Since x and y are vectors in dimension n, the absolute-square of the Fourier transforms x(ω) 2 and ŷ(ω) 2 define real valued trigonometric polynomials of degree less than or equal to n, i.e., for ω ∈ [0, 1)
we get with the left-shift S l given by
where R(z) and I(z) denotes the real respectively imaginary part of z ∈ C. To estimate the maximum of the trigonometric polynomial p x (ω) we use the triangle inequality in (52) and the maximal support length s of x in the Cauchy-Schwartz inequality to obtain the following bound:
where χ A is the characteristic function on A ⊂ Z given by χ A (a) = 1 if a ∈ A and zero else.
We bound the slope of p x using the Bernstein inequality, see e.g. [29] , by
Since p x = x 2 is continuous and
Therefore we have x(ω) 2 ≥ 1 2 in (ω 0 − , ω 0 + ) with = 1 (2ns), see 
It remains to find a lower estimate of the magnitude of ŷ 2 in [0, 2 ) = [0, (ns) −1 ).
To this end, we use again a "Bernstein triangle argument", involving a good lower bound c y of the maximum of ŷ(ω) 2 in [0, (ns) −1 ). Indeed, since ŷ 2 is a polynomial of degree less than or equal to n, we get with a similar argument as in (55)
The area under the isosceles triangle in Fig. 1 of height c y and length 2c y n provides a lower estimate for the integral in (56), namely
Let us now find a lower bound for
For ω = 0 we have
which can vanish, e.g., if the support J = supp(y) has even cardinality and the y k 's have pairwise constant magnitude with changing sign (−1)
Hence, for such an y we need another frequency sample in [0, (ns) −1 ) to obtain a bound. Since p y has at most n zeros in (0, (ns) −1 ) an oversampling with M = nsd for some d ∈ N guarantees therefore non-zero entries. Hence we get the following min-max problem:
where
M is the first d × n block of the Fourier matrix (44) in M dimensions. We relax this problem by considering an averaging by the 2 −norm over all d samples
The expression in the bracket is the square of the smallest f −sparse eigenvalue
which shows that V J is non-singular, see also [11, Proposition 3.6] . Moreover, by the Rayleigh-Ritz theorem, (62) is the smallest singular value of all Vandermonde matrices generated by {w
In fact, the case f = 2 is also valid, since then we get the same estimate by using 2 2 sin
We get with (56), (58) and f = d in (68) together with (73) and M = nsf
Taking the square-root we have
As already can be seen in (73) we get an −f 3 log f leading term in the exponent if we choose n from Theorem 1. This can not be further reduced in power. To see a scaling behaviour in sparsity we can simplify for s = f in (76) and obtain for the n independent factor
Using 1 ≤ log s ≤ s − 1 we get for α(s)
Taking n = ⌊2 3 log s if using the bound n ∼ 2 2s log s from Theorem 1.
In the following section we see that this is not far from the truth.
VI. CANCELLATIONS FOR GAUSSIANS
In the continuous setting the Gaussian g(t) = e 
Whereas the product of the norms is given by
The convolved expression contains negative summands which reduce the norm M g * g To bound these expressions analytically one could use bounds of the Gaussian Q-function Q(s), see e.g. [1] .
In Fig. 3 the bounds for the discretized Gaussian g(k) and his modulated counterpart M g(k) for k ∈ {−(s − 1) 2), . . . , (s − 1) 2} are plotted over various variances σ(s) and sparsity s odd. It can be seen that for σ(s) = (s − 1) 2 the norm of the convolution between the Gaussian pairs is minimized. The numeric simulation in Fig. 3b yields for the optimal Gaussian pairs
This establishes an exponential decay of the lower bound in sparsity s. 
APPENDIX

A. Compactly Supported Functions on Groups with a Discrete Topology
Let G = (G, +, P(G)) be a group equipped with an additive group operation + and the discrete topology P(G) as topology such that G is a discrete group. Further, we equip G with the counting measure λ,
, see e.g. [14, Remark 10.7] .
(a) Logarithmic lower bound over various sparsities s and variances σ. The dotted line pictures σ = s 2. Let us consider any measure µ and topology O on C. The set of continuous complex functions
is equal to the set of all maps x ∶ G → C, since it holds for any open set V ⊂ C 
with supp(x) ∶= {x ∈ G x(g) = 0}, equal the space of all finitely supported sequences (6) . If G = Z d for some 0 = d ∈ N, i.e., the group is countable and finitely generated, then we get
for 0 < p < ∞ and x ∞ = sup g∈G x(g) . The convolution in (3) becomes the discrete convolution for
see, e.g., [22] . Convolution turns 1 (G) into a unital Banach algebra and C c (G) into a unital normed algebra both with unit δ 0 , given component wise for 0 = g ∈ G by δ 0 (g) = 0 and δ 0 (0) = 1. Note, ) and C c (G) have only a unit if G is discrete, see, e.g., [18] .
B. Upper Bound for the Freiman Dimension
By a simple estimation of Tao and Vu (13) 
Hence we have only to consider m ≥ 5 in (93). We can show
which is equivalent to
By squaring both sides we get indeed
which is true for all m ≥ 5. Hence we have for m ≥ 5
Note, the bounds getting worse for m getting large, see Fig. 4 . 
