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We investigate the short-time evolution of the half-filled one-dimensional extended Hubbard model
in strong-coupling region driven by a transient laser pulse. Combining the twisted boundary con-
ditions with the time-evolution Lanczos technique, we obtain the snapshots of the single-particle
spectral function of the system. The analysis on the temporal oscillations of spectral weight shows
that the characteristic frequencies are consistent with the magnitudes of the optical gap. The spec-
tral structure in the charge-density-wave phase is examined in detail, with one of the bands identified
as the spectrum contributed from the bond-order background.
I. INTRODUCTION
Investigations on nonequilibrium processes can provide
new enlightening information on dynamic properties of
strongly correlated systems. A well-known example is
the pump-probe optical measurements that can unravel
the complicated entanglement of various degrees of free-
dom to some extent on ultrafast time scales. This is
largely attributed to the development of time-resolved
spectroscopy, such as time- and angle-resolved photoe-
mission spectroscopy (trARPES) and transient transmis-
sivity (reflectivity) measurements. In addition, photoir-
radiation can lead to the observation of rich dynamic
behaviors, such as the insulator-to-metal and even -
to-superconductor transition induced either by strong
electric field or transient laser pulse [1–7]. In under-
doped cuprates, light-induced and -enhanced supercon-
ductivity have attracted much attention as well [8–10].
Most recently, the optical enhancement of the bond-order
waves has been investigated on the extended Hubbard
model [11, 12]. By tuning the parameters of the pulse,
the emergent dimerization can be intrinsic and not asso-
ciated to electron-lattice couplings as observed in alkali-
TCNQ compounds [13, 14].
In experiments, trARPES is becoming a powerful tool
to examine ultrafast phenomena, such as gap collapse and
reformation, in strongly correlated systems after pho-
toexcitation [15–18]. However, the theoretical investiga-
tion and numerical simulations of trARPES are quite de-
manding due to the dual difficulty of quantum correlation
and nonequilibrium effects. There are mainly two ways
to obtain time-resolved single-particle spectra that can
be compared with trARPES data: one is to use nonequi-
librium Green’s functions to address the nonequilibrium
issue, at the same time combined with other methods to
cope with correlation effects, e.g., by equations of mo-
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tion or the dynamical mean-field theory [19–22]; an al-
ternative and perhaps more straightforward way relies
on unbiased numerical methods, for instance, the time-
dependent exact diagonalization (ED). However due to
the heavy constraint on system size in ED, the (time-
dependent) correlation functions can only be defined dis-
cretely in the momentum space if periodic boundary con-
ditions (BC) are imposed [23].
One way to overcome such discreteness is to employ
twisted BC, which have already been widely used in equi-
librium ED calculations, e.g., see Refs. 24–26. In this
paper by applying the twisted BC, we propose an ED
technique that enables us to obtain the time-dependent
single-particle spectral function with high momentum
resolution, which can be directly compared with the
trARPES data. By investigating the optical conductiv-
ity and other related quantities, we analyze the nonequi-
librium pump-probe properties of a one-dimensional ex-
tended Hubbard model (1D EHM) in the strong-coupling
region, where the ground-state phase diagram is divided
into two phases: the spin-density wave (SDW) and the
charge-density wave (CDW). On both sides, we find that
the oscillation frequencies of the main weight in the time-
dependent single-particle spectral function are consis-
tent with the magnitudes of the optical gap. Further
in the CDW phase, the photoinduced enhancement of
the weaker one among the two electron-removal bands is
observed, accompanied with the enhancement of the elu-
sive bond-order-wave (BOW) order in the photoexcited
state [11, 27–32]. These features may serve as additional
indications of the existence of the induced BOW state in
a 1D homogeneous correlated model.
The rest of the paper is organized as follows. In Sec. II,
we introduce the model and the numerical method em-
ployed to calculate the time-dependent single-particle
spectral function and optical conductivity. The analy-
sis on the nonequilibrium dynamic driven by a pumping
pulse is carried through in Sec. III. The conclusion is
given in Sec. IV.
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2II. MODEL AND METHOD
The 1D EHM at half-filling reads
H = −th
∑
i,σ
(
c†i,σci+1,σ + H.c.
)
+ U
∑
i
(
ni,↑ − 1
2
)
×
(
ni,↓ − 1
2
)
+ V
∑
i
(ni − 1) (ni+1 − 1) , (1)
where c†i,σ (ci,σ) is the creation (annihilation) operator
of an electron with spin σ at site i, ni = ni,↑ + ni,↓, th
is the hopping constant, while U and V are on-site and
nearest-neighbor interaction strengths, respectively.
Throughout the paper we restrict ourselves to the case
of zero temperature. The single-particle spectral function
I(k, ω) of the model (1) is calculated by ED. If the stan-
dard periodic boundary condition is used for 1D L-site
chain, the allowed momentum set in the first Brillouin
zone is {kl = 2pil/L, l = 0, 1, . . . , L−1}. In order to eval-
uate the function on other momentum values, e.g., kl+κ
with κ different from the given set, the twisted BC is
employed[24–26]. For this model, imposing the twist BC
is equivalent to performing the following transformation
in the Hamiltonian (1) [26]:
c†i,σci+1,σ + H.c.→ eiκc†i,σci+1,σ + H.c.. (2)
The single-particle spectral function I(k, ω) can be sep-
arated into two parts as:
I(k, ω) = I+(k, ω) + I−(k, ω), (3)
with
I+(k, ω) =
∑
m,σ
∣∣∣〈Ψκm|c†k0,σ|Ψκ0 〉∣∣∣2 δ(ω − (Eκm − Eκ0 )− µκ)
= − 1pi Im
(∑
σ
〈Ψκ0 |ck0,σ 1ω−(H−Eκ0 )−µκ−iη c
†
k0,σ
|Ψκ0 〉
)
(4)
and
I−(k, ω) =
∑
m,σ
|〈Ψκm|ck0,σ|Ψκ0 〉|2 δ(ω + (Eκm − Eκ0 )− µκ)
= − 1pi Im
(∑
σ
〈Ψκ0 |c†k0,σ 1ω+(H−Eκ0 )−µκ−iη ck0,σ|Ψ
κ
0 〉
)
,(5)
where I+ (I−) is the electron-addition (electron-removal)
spectral function. Note that for simplicity, the explicit
κ-dependence of I(I+, I−) has been dropped in the nota-
tion. c†k0,σ (ck0,σ) is the Fourier component of c
†
i,σ (ci,σ).
For a given κ, Ψκ0 and Ψ
κ
m represent the ground state
with energy Eκ0 and the final state with energy E
κ
m, re-
spectively. We always have the chemical potential µκ = 0
here since only the half-filling case is considered. η is the
spectral broadening factor and set to be 0.2.
Under photoirradiation, the external electric field can
be introduced into the Hamiltonian via the Peierls sub-
stitution in the hopping terms:
c†i,σci+1,σ + H.c.→ eiA(t)c†i,σci+1,σ + H.c., (6)
where A(t) is the vector potential of the applied (spatially
uniform) ultrafast pulse. Here we use the form
A(t) = A0e
−(t−t0)2/2t2d cos [ω0 (t− t0)] , (7)
where the temporal distribution of A(t) is taken to be
Gaussian centered at t0. The parameter td controls its
width, and ω0 is the central frequency.
The Peierls substitution in Eq. (6) can be generalized
to incorporate the twisted BC imposed in Eq. (2):
c†i,σci+1,σ + H.c.→ eiA(t)eiκc†i,σci+1,σ + H.c.. (8)
The generalization enables us to study the evolution
from the κ-dependent initial state |Ψκ0 (0)〉 to |Ψκ0 (t)〉
under the influence of A(t) by employing the stan-
dard time-dependent Lanczos method [33]. We sub-
stitute |Ψκ0 〉 in Eqs. (4) and (5) with |Ψκ0 (t)〉, and, as
a consequence, the single-particle spectral function be-
comes time-dependent, i.e., I(k, ω, t). It measures the
single-particle excitation of a nonequilibrium state. Note
that, Eκ0 in Eqs. (4) and (5) turns to be E
κ
0 (t) =
〈Ψκ0 (t)|H|Ψκ0 (t)〉 in nonequilibrium.
Next we give a brief introduction of the calculation on
the time-resolved optical conductivity. In the rest of the
paper, we use the unit with e = ~ = c = 1. Detailed
discussions on this issue can be found, e.g., in Ref. 34. In
this paper we adopt the method derived rigorously from
linear-response theory, which is equivalent to the pump-
probe method with δ-like probing pulse [34, 35]. The
time-resolved optical conductivity is defined as [35]
σ(ω, t) =
∫ tm
0
σ(t+ s, t)ei(ω+iη)s ds, (9)
where the response function σ(t′, t) (with restriction t′ ≥
t) reads
σ(t′, t) =
1
L
[
〈ψ(t′)|τ |ψ(t′)〉+
∫ t′
t
χ(t′, t′′) dt′′
]
. (10)
In the above equation, the first term is the so-called dia-
magnetic term, with the (1D) stress tensor operator given
by τ = th
∑
i,σ
(c†i+1,σci,σ + H.c.). The second term is the
two-time susceptibility
χ(t′, t′′) = −iθ(t′ − t′′)〈ψ(t)|[jI(t′), jI(t′′)]|ψ(t)〉, (11)
where the current operator in the interaction represen-
tation is given by jI(t′) = U†(t′, t) j U(t′, t). Among
them, U(t′, t) is the time-evolution operator in the ab-
sence of probing perturbations [35], and the current op-
erator j reads
j = −ith
∑
i,σ
[c†i,σci+1,σ −H.c.]. (12)
The maximum time tm is the cutoff for the Fourier trans-
formations. It is usually several hundred times of the
time unit in our simulations.
3Before closing this section, a few final words on the
parameter settings in the numerical simulations are as
follows: th and th
−1 are set to be the unit of energy
and time, respectively. The lattice size L = 10 except
for performing the finite-size scaling analysis. We choose
the on-site repulsion U = 10 in order to restrict the sys-
tem in the strong-coupling region. The key formula of
the time-dependent Lanczos method to trace the tempo-
ral evolution of a wave function under a time-dependent
Hamiltonian H(t) is calculated as
|ψ(t+ δt)〉 = e−iH(t)δt|ψ(t)〉
'
M∑
l=1
e−ilδt|φl〉〈φl|ψ(t)〉, (13)
where l and |φl〉 are eigenvalues and eigenvectors of the
M -dimensional Krylov subspace generated in the Lanc-
zos process, respectively. We choose M = 30 and the
minimum time step δt = 0.02 to ensure the convergence
of the numerical results. The central frequency of the
pumping pulse ω0 in Eq. (7) is always chosen to match
the main absorption peak in the equilibrium optical con-
ductivity. The broadening factor η in Eq. (9) is set to be
1/L.
In the following discussions, the variable t of I(k, ω, t)
and σ(ω, t) is usually denoted by ∆t, in order to identify
it as the time difference between the measuring and the
pumping instants.
III. RESULTS AND DISCUSSIONS
Before going to the issue of the pump-probe dynamics,
let us first take a look on I(k, ω), the single-particle spec-
tral functions in equilibrium for the half-filled EHM. The
results for L = 10, U = 10 with various V are shown in
Fig. 1, which cover the SDW phase and the CDW phase
in the strong-coupling region. Below and above the Fermi
energy EF (ω = 0), the spectra are almost exclusively
composed by the electron-removal part (I−(k, ω)) and
the electron-addition part (I+(k, ω)), respectively. With
increasing V from 0.0 to 7.0, the gap size decreases in
SDW and increases rapidly in CDW. In detail, the gap
values in Fig. 1 are 6.72, 6.08, 4.48, 4.8, 11.2 and 16.48
for V = 0.0, 3.0, 5.1, 5.2, 6.0 and 7.0, respectively. For the
system size of L = 10, the phase cross is speculated to
take place between V = 5.1 and 5.2.
From Fig. 1, we can see that in the SDW and
CDW phases the single-particle spectra show distinct
features. In SDW with small nearest-neighbor interac-
tion V , some interlaced “stripes” constitute the upper
and lower Hubbard bands as shown in Figs. 1 (a) and 1
(b). The “striped” structure is due to the finite-size ef-
fects and has been addressed in Refs. 36–38. What hap-
pens in the thermodynamic limit is that the “stripes”
will develop into two branches of the spinon and the
holon bands, which is the consequence of the spin-
charge separation in 1D electronic systems. The spin-
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FIG. 1. (Color online) The equilibrium single-particle spectral
function, I(k, ω), of the U = 10 EHM with (a) V = 0.0, (b)
V = 3.0, (c) V = 5.1, (d) V = 5.2, (e) V = 6.0 and (f)
V = 7.0, respectively.
charge separation has already been detected in exper-
iments, such as the well-known ARPES measurements
on the quasi-1D organic conductor tetrathiofulvalene-
tetracyanoquinodimethan (TTF-TCNQ) [39, 40] and 1D
cuprate Mott insulators [38, 41]. With increasing V
within SDW, the fundamental structure is preserved as
shown in Fig. 1 (c).
The situation changes in CDW. As shown in Figs. 1
(d), 1 (e) and 1 (f), we can see that the upper (and lower)
Hubbard band is substantially split into two separated
bands, i.e., the brighter one and the darker one when
the system moves into the CDW phase. For convenience,
regarding the two bands below the Fermi energy EF , we
refer to the one closer to EF as band-I and another as
band-II. We notice that as V increases, the two bands
become flatter, accompanied by a redistribution of the
spectral weight. More specifically, with increasing V the
band-I gains more weight (brighter) and the band-II loses
its weight (darker) accordingly. At V = 7.0, only a small
amount of spectral weight remains for the band-II. We
have checked the case of L = 14 with similar results. We
will return to the issue of the origin of the double-band
structure in the later discussions.
We move to the nonequilibrium case where the system
is driven by a transient laser pulse described by Eq. (7).
Figure 2 shows the time-dependent single-particle spec-
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FIG. 2. (Color online) I−(k, ω,∆t) of the U = 10 EHM with
(a)[(b)] V = 3.0, (c)[(d)] V = 5.1, (e)[(f)] V = 7.0. ∆t
is the time difference between the probing time t and the
central time of pumping pulse t0. For each V , we choose two
typical ∆t’s in order to reveal the potential weight oscillation.
Parameters of the pumping pulse: A0 = 0.3, td = 0.5.
tral function for three values of V and two ∆t’s.
For the sake of clarity, only the electron-removal part
I−(k, ω,∆t) is displayed because the electron-addition
part I+ is simply a mirror of I− with respect to ω = 0
and k ↔ −k interchange. There are several features
we would like to bring into readers’ attention. First of
all, we can see that with the pumping pulse applied, the
electron-removal bands move up towards the Fermi en-
ergy EF as a whole. For V = 3.0, the band with the much
of the “stripe” feature blurred, has already touched the
Fermi level. Additionally, there is some spectral weight
separated from the principal structure and moves to the
lower-part of ω-space. The weight distribution becomes
more diverse. These are features of the photoinduced
insulator-to-metal transition [16, 17]. Secondly, we note
that for V = 7.0, there is a spectral weight transfer be-
tween the two bands with some amount of weight going
from the band-I to the band-II [see Figs. 2 (e) and 2 (f),
and compare with Fig. 1 (f)]. Moreover, by investigat-
ing the temporal profile of I−(k, ω,∆t), we notice that
on each band the spectral weight oscillates with time. In
order to demonstrate these oscillations, we select for each
V two different probing times ∆t’s as shown in Fig. 2.
The oscillations for V = 3.0 [Figs. 2 (a) and 2 (b)] and
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FIG. 3. (Color online) (a) (c) (d) The comparison between
Reσ(ω,∆t) and the Fourier transformation on the represen-
tative values of I−(k, ω,∆t) for L = 10, U = 10 EHM with
V = 3.0 and 7.0. (b) The equilibrium optical conductivity
Reσ(ω) for V = 5.1. The inset shows the finite-size scal-
ing for the Drude weight. Parameters of the pumping pulse:
A0 = 0.3, td = 0.5. See text for detail.
V = 7.0 [Figs. 2 (e) and 2 (f)] are clearly identified. Note
that there is no such oscillation for the case of V = 5.1
[Figs. 2 (c) and 2 (d)] and the reason will be given later.
There have been investigations on the relation between
the photoinduced in-gap states and the characteristic os-
cillations of the physical quantities including the opti-
cal conductivity during the nonequilibrium time evolu-
tion [42]. It indicates that the temporal oscillations no-
ticed in the evolution of physical observations may be
related to some emerging photoinduced states. Here,
in order to identify the characteristic frequency of the
oscillation of the time-dependent single-particle spectral
function, we choose some typical points and perform the
Fourier transformation of its intensity. The results are
summarized in Fig. 3.
We first focus on one of the points on the band curve
that is closest to the Fermi level, i.e., the points with
k = ±pi/2, and we call it point-I. Note that for the case
of V = 7.0, the point-I is on the band-I. In Figs. 3
(a), 3 (b) and 3 (c), the blue (red) solid lines repre-
sent the optical conductivity before pump (the ampli-
tude of the Fourier components of point-I) at V = 3.0,
5.1 and 7.0, respectively. We find that the peak of the
Fourier amplitude matches the position of the main ab-
sorption peak ωc of the equilibrium optical conductivity
[Reσ(ω,∆t → −∞) := Reσ(ω)] quite well for V = 3.0
and 7.0, as shown in Figs. 3 (a) and 3 (c). Remind that
the optical conductivity measures the charge transport
ability under the stimulus of an AC electric field. It is
quite natural to expect that the leading oscillating fre-
quency of the single-particle spectrum should match ωc
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FIG. 4. (Color online) I−(k, ω) calculated with respect to the
ground state |0〉 (a), the time-evolving wave function |ψ(∆t)〉
(b) and the first excited state |1〉 (c), respectively. (d) Reσ(ω)
calculated from the ground state |0〉 (black line) and the first
excited state |1〉 (blue line), respectively. The red line stands
for the nonequilibrium optical conductivity Reσ(ω,∆t = 5).
Parameters of the pumping pulse: A0 = 0.5, td = 0.5.
if there is only one dominant peak in equilibrium optical
conductivity Reσ(ω). The argument can be reinforced
by the observation that even if the pumping frequency
ω0 deviates from ωc, the frequency of the induced oscilla-
tion of the single-particle spectrum does not move away
from ωc (not shown here). Now we are in the position to
explain the absence of the spectral weight oscillation for
V = 5.1. This is due to the presence of the significant
zero-frequency peak (the Drude weight) in the equilib-
rium optical conductivity Reσ(ω) as shown in the main
part of Fig. 3 (b), which can largely prevail the possibil-
ity of temporal oscillations. However, we would like to
point out here that the non-zero Drude weight Reσ(ω)
for V = 5.1 is just a finite-size effect in the periodic
BC [34, 43], and it will decrease towards zero with in-
creasing system size, as clearly demonstrated in the inset
of Fig. 3 (b).
We now move to the double-band structure of the
single-particle spectral function for V = 7.0 in the CDW
phase. Recall that the signal of the band-II is enhanced
by the optical pump. The spectral weight oscillation on
it is also recognized [see Figs. 2 (e) and 2 (f)]. In or-
der to quantify the oscillation, we choose the point of
k = 0 on the band-II and study the temporal oscilla-
tion of its intensity. The result is shown in Fig. 3 (d) by
the dashed red line, with the main peak located around
ω = 4. Interestingly, the leading frequency of the point-
II oscillation almost coincides with the emerging peak of
the time-resolved optical conductivity Reσ(ω,∆t) after
pump, represented by dashed blue line in Fig. 3 (d).
According to the discussion in Ref. 42, the emerging
peak of Reσ(ω,∆t) inside the Mott gap indicates the
existence of the photoinduced in-gap state in the CDW
phase. It is therefore quite natural to speculate that the
features of the band-II are closely related to those of the
photoexcited states. On the other hand, the analysis on
the evolved wave function of V = 7.0 shows that it is
principally the superposition of the ground state and the
first excited state for these values of A0 and td [11]. The
statement can be substantially supported by the results
presented in Fig. 4. We see that the electron-removal
spectra I−(k, ω,∆t = 5) after the pump [Fig. 4 (b)] can
be almost perfectly reproduced by the proper combina-
tion of I−(k, ω) with respect to the ground state [Fig. 4
(a)] and the first excited state [Fig. 4 (c)]. A similar
observation also applies to the case of the time-resolved
optical conductivity Reσ(ω,∆t = 5) [Fig. 4 (d)] [44].
Let us make a brief summary regarding the band-II
up to now. First remind that when the phase bound-
ary is crossed from the SDW side to the CDW side, the
single-particle spectrum evolves from the stripe structure
into a well-identified two-band structure in the vicinity of
the boundary [Figs. 1 (c) and 1 (d)]. With increasing V
further, the band-II gradually diminishes and becomes
quite weak at V = 7.0 [Figs. 1 (e) and 1 (f)]. How-
ever, accompanied by the excitation of the first excited
state stimulated by the pumping pulse, the signal of the
band-II reinvigorates [Figs. 2 (e) and 2 (f)], and its spec-
tral oscillation coincides with the optical signal of the ex-
cited state [Fig. 3 (d)]. The properties of the first excited
state have been discussed with a long-range BOW order
identified [11]. Based on the above evidence, we propose
that the band-II is closely related to the single-particle
spectrum in the bond-order background. Actually, the
bond-order configuration can proliferate when the SDW
(or spin-singlet droplets) and the CDW (or doublon-hole
droplets) are nearly degenerate in energy. This observa-
tion can be used to understand the fact that the BOW
can only appear intermediate between SDW and CDW
in the ground-state phase diagram, and the two-band
structure is prominent near the boundary and then dis-
solves with increasing V . On the other hand, with the
bond-order being enhanced in the photoexcited state, the
band-II revives to some extent.
Before closing the section, we present the results on the
time-resolved momentum distribution functions, which
are defined as
n+(k,∆t) =
∫ +∞
−∞
I+(k, ω,∆t) dω (14)
and
n−(k,∆t) =
∫ +∞
−∞
I−(k, ω,∆t) dω. (15)
n+(k,∆t) and n−(k,∆t) represent the momentum dis-
tribution of holes and electrons, respectively. Due to the
sum rule of the spectral function, n(k,∆t) = n+(k,∆t)+
n−(k,∆t) should equal 1 for any k and ∆t. The results
of n+(k,∆t) and n−(k,∆t) for V = 3.0 and V = 7.0 are
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FIG. 5. (Color online) Contour plot of the time-resolved
momentum distribution functions n−(k,∆t) [n+(k,∆t)] for
V = 3.0 (a) [(c)] and V = 7.0 (b) [(d)], respectively. Param-
eters of the pumping pulse: A0 = 0.3, td = 0.5.
given in Fig. 5. We find that the momentum distribu-
tion of the oscillation in SDW is mainly confined in the
vicinity of k = ±pi/2, while in CDW the distribution is
more diverse. This could be due to the difference in the
flatness of bands.
IV. CONCLUSION
In this paper, by combining the twisted BC with the
time-evolution Lanczos technique in the exact diagonal-
ization, we present a study on the time-dependent single-
particle spectral function of the 1D extended Hubbard
model at half filling when it is driven by a transient laser
pulse. We find that the characteristic oscillations of the
spectral weight coincide with the resonant positions of
the optical conductivity, which, expressed by the two-
particle correlations, reflects the charge transport ability.
We investigate the evolution of the two-band structure in
the CDW phase under the photoirradiation, and argue
that the band-II can be regarded as the single-particle
spectrum contributed from the bond-order background.
Therefore, we suggest a high-time-resolution trARPES
measurement on the relevant CDW insulators, such as
the Br-Bridged Pd compounds [45], or on ultracold atoms
platforms. This can deepen our current understanding
from the dynamic perspective of the intermediate BOW
state caused by the competition of different many-body
effects.
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