In this paper we study P({Q > z}), the tail of the steady state queue length distribution at a high-speed multiplexer.
Introduction
Advances in lightwave communication technology have enabled high-speed networks, such as the Asynchronous Transfer Mode (ATM) networks, to support various realtime applications. Statistical multiplexing is extremely important in such networks, since it increases network efficiency by allowing a large number of applications to share network resources. However, when these resources (e.g. buffer space and link capacity) are shared, there also exists the possibility of excessive congestion, which could impact the quality of the underlying applications. Therefore, a network has to be designed and controlled based on certain measures that reflect the degree of congestion in the network. A fundamental measure of congestion that we study in this paper is P({Q > z}), the tail of the steady state buffer occupancy (queue length) distribution at a multiplexer.
"This research was supported in part by NSF CAREER Grant NCR-9624525, NSF Grant CDA-9422250, and the Purdue Research Foundation grant 690-1285-2479. +Please address all correspondence to this author, Tel. +I 765 494-3471, F a . $1 765 494-3358 Computing the queue length distribution at a high-speed multiplexer is a challenging task, especially due to the large number of heterogeneous traffic sources that networks in the future are expected to carry. For example, the computational complexity using traditional Markovian techniques increases rapidly with the number of aggregate sources, resulting in computational infeasibility problems [25] . To address these problems, we characterize the input traffic by a stationary Gaussian process by appealing to the Central Limit Theorem. Before, we describe the specifics of our approach, we provide a brief review of the literature.
For a fairly general class of arrival processes, it has been shown that where f(z) Ez g(z) means that limx.+af(z)/g(z) = 1.
Here is a positive constant called the asymptotic decay rate, and C is a positive constant called the asymptotic constant, and f ( . ) N g(z) means that limz+oo f(z)/g(z) = 1. Therefore, the asymptote Ce-vx has been a natural choice to approximate the tail probability for large values of z. This approximation is often called the asymptotic approzimation. For a large class of queueing systems, computing the asymptotic decay rate r] is quite straightforward even when a large number of sources are multiplexed. However, the asymptotic constant C can be exactly determined only for a limited class of queueing systems. Furthermore, even for these queueing systems, it is usualIy computationally difficult to exactly compute C when the queue serves a large number of arrival processes. Hence, the following simpler approximation has been proposed (by setting the asymptotic constant C to 1). P({Q > z}) M e-7". (2) This approximation is the well-known Effective Bandwidth (EB) approximation, which has also been suggested on the basis of Large Deviations results (e.g. see [8, 20, 221) . In recent papers, however, it has been found that the statistical gain that we can exploit by multiplexing a number of network applications (henceforth, we call it the statistical multiplexing gain), is reflected through the constant C , rather than r]. Therefore, the EB approximation does not account for statistical multiplexing gain and couId be quite 0-7803-4383-2/98/$10.00 0 1998 IEEE.
conservative [14, 251. This has resulted in renewed interest in the accurate estimation of the asymptotic constant C [2, 16, 171. In this paper, we develop a single exponential asymptotic upper bound for the tail probability P({Q > x } ) , based on the Extreme Value Theory for Gaussian processes [4]. Since the asymptotic decay rate of this bound is the same as that of the tail probability, this implies that we find an upper bound to the asymptotic constant C.
Although obtaining a good bound on the asymptotic constant is of both theoretical and practical importance, even the asymptotic approximation may be a poor estimate in the range of tail probabilities of interest. For example, this has been shown in [14] for On-Off arrival processes and in 191 for stationary Gaussian input processes that are correlated at multiple time scales. Hence, based on the single exponential asymptotic upper bound and our earlier lower bound result [9, lo], we develop another asymptotic upper bound which is shown to track the tail probability very closely, over a wide range of queue lengths.
Fluid Queueing Model
In this paper, we model a high-speed statistical multiplexer by a discrete-time fluid queue with an infinite buffer (equivalent results for the continuous-time fluid queue can be found in [12] ). The fluid queue consists of a server that empties the fluid from the buffer at a constant rate p, and a fluid input that fills the buffer at a rate A , .
In other words, the fluid input A , corresponds to the aggregate arrival process to a high-speed multiplexer, and p corresponds to the rate at which fixed size packets (such as ATM cells) are transmitted onto the link. Consequently, Q,, the amount of fluid in the buffer at time n, is closely related to the number of cells in the multiplexer.
In a discrete-time fluid queue, the evolution of the Q,, the amount of fluid in the buffer, can be expressed by Lindley's equation:
where v, := An -p is the net amount of fluid input at time n and (x)+ := max{O,x}. In [24] , it has been shown under some mild assumptions (such as the stationarity and ergodicity of v, and the stability condition, E{v,} < 0 ) , that the distribution of Qn determined by (3) converges to a unique .limiting distribution (the steady state queue distribution) as n goes to infinity, regardless of the initial condition Qo. Further, it has been shown that the supremum distribution of X, defined by X, := C m = l~-m , coincides with the steady state queue length distribution. Therefore, we can write n (4) This relation, which is originally from [24] , has played a key role in obtaining a number of important results on the steady state queue length (or waiting time) distribution, and will do so in our study as well.
Important Notations and Definitions
We now set the stage for our study of P({Q > x } ) , the tail of the steady state queue length distribution. Let Cy(l) := Cov{vn, vn+l} denote the autocovariance function of the net input process v, = A, -p, which is, in fact, the same as the autocovariance function of A, when the service rate is fixed to p. We define two important parameters S and D , that will be used extensively in our analysis, as S := CE-,Cu(Z) and D := 2x&ZCv(Z).
As mentioned in the introduction, we assume that v, is a stationary Gaussian process. This implies that X, is also a Gaussian process (not stationary, but with stationary increments) with mean and variance given by IE{Xn} = -Krb and
1=1
where IC := -lE{v,}.
In the following study of the queue length distribution, it is convenient to define mz,, to be the square of the distance between lE{X,} and x, normalized by Var{X,}; that is,
For example, since X, is Gaussian, it directly follows that
where Q(z) := 1 J," e -G d y denotes the standard Gaussian tail function.
We now list three conditions on Cy@), that will be referred to by the theoretical results introduced in this paper. is that there exists an E > 1 such that Cx(Z) < 1-€ for all sufficiently large 1. It should be noted that condition (Cl) can be thought of as the boundary between the processes that exhibit very long-range dependence (and/or "selfsimilar" behavior) and those that do not [3] (see also [5, 231 and references therein for more about long-range dependence). Also, it has been shown that the tail probability satisfies (1) with 7 = 9 , and some finite constant C under this condition [2].
Condition (C2) is on the absolute summability of a is easy to see that (C2) is somewhat more restrictive than (Cl), and that this condition is satisfied if there exists an E > 2 such that Cx(Z) < Z-€, for all sufficiently large 1. While (Cl) and (C2) are related to the decay rate of an autocovariance function, condition (C3) is related to its shape and sign. Roughly speaking, (C3) is satisfied when Cx(Z), the autocovariance function of an input process, is positive for most values of 1. The class of input processes characterized by (C3) is very important for the analysis of network delay, since positive autocovariance is related to the bursty nature of an input process, which in turn is the main cause of network congestion. However, it should be noted that some types of network applications (such as MPEG video) generate network traffic in a fairly periodic fashion, which may result in a negative portion in the autocovariance function enough to violate condition (C3).
Asymptotic Upper Bounds
In this section, we present two asymptotic upper bounds for P({Q > z}) in the case of fluid queues driven by stationary Gaussian net input processes, and discuss their properties and importance. Due to limited space, we refer to our technical report [ll] for the detailed proofs of all the following theoretical results.
Simple Lower Bound
Before introducing asymptotic upper bounds, we briefly introduce a simple lower bound to the tail probability which provides us important insights in studying the tail probability.
For a general (including non-Gaussian) ergodic stationary net input process vn, it can be shown that P({Xn > z}) + 0, as n + OO.* Therefore, there must exist a finite value of n = 7i, at which P({Xn > z}) attains its maximum. Also, when vn is stationary Gaussian, we can easily see from ( 6 ) that A, is also the index where mx,n attains its minimum value m, := infnm,,,.
Hence, from (4) and ( 6 ) , we get the following simple lower bound for P ( { & > x}).
At first glance, it appears that this simple lower bound is probably loose, since it is the probability that Xn is greater than z at only one point n = A, out of { 0 , 1 , 2 , . . .}. However, the following theorem based on Borell's inequality [4, Theorem 2.11, suggests that the lower bound should be fairly tight.
Proof of Theorem 1 : Proposition 6 and Theorem 8 in [ll] .
The theorem is a direct result of Theorem 1 indicates that when x is large, given that *Note that since un is ergodic, this implies that $Xn = Therefore,
;Cm=l u -~ + -K < 0 as n -+ 00 almost surely.
P({Xn > z}) + 0 as n -+ 00.
X n > x for some n E { O , l , . ..}, it is very likely that Xn > x for n around Az. Therefore, we can expect that the lower bound should not be very different from the tail probability. In fact, in our previous research [9, 101, we have investigated the accuracy of the lower bound as an approximation for P({Q > z}) through extensive numerical studies. As a result, we found that the lower accurately matches the tail probability P({Q bound > *\-) z ) not only for large values of z as Theorem 1
indicates, but also for fairly small values of z. Therefore, remembering that the lower bound is merely a simple function of m,, we can infer that it contains key information about the shape of the tail probability curve as well as about the asymptotic behavior of the tail probability. This observation will later provide a strong motivation for developing an asymptotic upper bound expressed in terms of m,.
Exponential Asymptotic Upper Bound
We say that f(z) asymptotically bounds g(x) from
The following theorem derived using Theorem 1 and Slepian's inequality [4, Corollary 2.41, provides us an asymptotic upper bound for the tail probability which is expressed in a single exponential form.
Theorem 2 Under conditions (Cl)-(C3),
Therefore, e-%(.+y) asymptotically bounds P({Q > x}). Note that since (1) has already been shown to hold with 7 = 9 under condition (Cl), Theorem 2 also provides us with an upper bound e-* to the asymptotic constant C. Further, it is not difficult to see that this bound for the asymptotic constant accounts for the statistical multiplexing gain in the sense that it decreases as the size of a queueing system increases. For instance, consider a fluid queueing system with an infinite buffer and a b e d service rate M p , serving A4 independent identical stationary Gaussian input processes A?) ( i = 1 , 2 , . . . , M ) .
Proof of Theorem
In other words, M can be thought of as a system scaling parameter. If c~( z ) := ~o v {~$ , X~J satisfies (~1 ) -( C 3 ) , then the corresponding bound for the asymptotic constant C will be e -7 where K = p -E{A?)}, S := CE-,Cx(Z), and D := 2C&ZCx(Z). As we can observe, the bound decreases exponentially as M increases. Hence, if we quantitatively define statistical multiplexing gain as the reciprocal of the asymptotic constant, then the gain increases at least exponentially with the system scale M . It should also be noted that this result coincides with the observation made on the asymptotic constant based on experimental studies [14] .
Za2D1\.i
An Interesting Interpretation of Smoothing the tail probability curve, and hence accurate even when The form of the upper bound to the asymptotic constant and the definitions of S and D give us more insights into the queueing behavior for stationary Gaussian sources. It is well known that S, in conjunction with K , determines the asymptotic decay rate r] given in (1) [2, 201, and that the generalized version of the index of dispersion for counts can be expressed in terms of S [3]. Therefore, S can be thought of a measure of the total "burstiness" of the input process, which is invariant to filtering or finite time-shifting of the arrival process. For example, let a, E [0,1] be a sequence that sums to 1, and consider a linear smoothing system which delays a, portion of the input at time n by m 2 0. Then, the output process x , can be expressed as a convolution of a, and the input process A, ; that is, 1, = a,+".
From this relation, the autocovariance function of A, can be computed as (1) will have a smaller value of D than Cz(l). In other words, for the same amount of total burstiness $ in the arrival process, the more the burstiness is spread over time, the larger is the corresponding value of D , and therefore from our bound to the asymptotic constant, the larger is the eventual statistical multiplexing gain. This implies that for a given total burstiness S, by spreading the burstiness over time (e.g. the familiar smoothing concept), we can get better statistical multiplexing gain. Later in Section 4, we will show just how dramatic the difference in this gain can be for two different Gaussian processes having the same value of S.
Maximum Variance Asymptotic Upper Bound
The asymptotic upper bound introduced in the previous section is in a simple exponential form, and provides an upper bound to the asymptotic constant in (1). However, in spite of its simplicity and theoretical value, since it is in a single exponential form, it may fail to accurately approximate the tail probability, when the tail probability converges to its asymptote very slowly (as shown in [9,10,14] ). In contrast, as mentioned in Section 3.1, the simple lower bound given by (7) has been found to match the shape of the convergence of the tail probability to its asymptote is slow. Thus, in this section we obtain another asymptotic upper bound for the tail probability which possesses this attractive property of the lower bound.
As we mentioned in Section 3.1, m, contains key information about the shape of the tail probability curve. Our idea is to find a function h(m,) of m,, which resembles the lower bound Q (&) and is asymptotically similar to the asymptotic upper bound introduced in Section 3.2. In this way, h(m,) would not only asymptotically bound the exact tail probability from above, but also closely track the shape of the tail probability curve. Now, we introduce a theorem which suggests such a function h. (Cl) [19] , i.e., we can see that h(z) is different from 9(&) roughly by a factor of &%. However, this factor is very slowly varying compared to h(z) and q(fi) which are decreasing exponentially as z increases. Therefore, we expect that the MVA upper bound is close to the lower bound, and hence provides a good approximation to B({Q > z}).
Theorem 3 Under conditions

Numerical Examples and Discussions
In this section, we experimentally investigate the tightness of the asymptotic upper bounds introduced in the previous section, and discuss their accuracy as an approximation to the tail probability. We estimate the exact tail probability through Importance Sampling based simulations [7] . Also, we calculate 95% confidence intervals for each tail probability estimated via simulation by the method of batch mean [6]. However, to avoid cluttering the figures, we only show confidence intervals when they are lwpger than *20% of the estimated tail probability.
Example 1
In this example we consider a fluid queue fed by a (Gaussian input process. The autocovariance function of the Gaussian input process is given as Cx(1) = covariance function satisfies conditions (Cl)-(C3). Therefore, from Theorem 2, the SEA upper bound can be computed from the autocovariance function for different values of fi. As one can see in Figure 1 , for large z, the SEA upper bound parallels the corresponding tail probability. This is not a surprising result because both the SEA upper bound and the tail probability are asymptotically exponential with the same decay rate 9. Therefore, the difference between the bound and the tail probability will eventually converge to a finite value. Further note that the bound matches the simulation results quite well for sufficiently large z. This indicates that the limiting error will be fairly small, and e -9 is a tight bound to the asymptotic constant. However, in Figure 1 , the SEA upper bound fails to approximate the tail probability for small queue lengths ( E < 500) when IE = 33.33,42.86. This is because the tail probability is not yet close to its exponential asymptote for these small values of z. On the other hand, in Figure 2 where we compare the MVA upper bound and the tail probability, the MVA upper bound matches the tail probability for all values of z in the figure. This (in conjunction with the fact that the SEA upper bound provides a tight bound for the asymptotic constant) tells us that the MVA upper bound, which eventually approaches the SEA upper bound, will accurately approximate the tail probability for virtually all values of 2 . Also, remember that the The exact tail probability, the EB approximation, the lower bound, the SEA upper bound, and the MVA upper bound for a Gaussian input process with autocovariance function Cx(Z) = 1 0 4~0 . 9 9~'~+ 6 4 . 1 4~0 . 9 9 9~~~+ 3 1 . 8 6~ 0.99991'1 when IE = 33.33.
MVA upper bound is obtained by lifting the lower bound, which usually has almost the same shape as the tail probability. Hence, as illustrated in Figure 2 , the MVA upper bound tightly bounds the tail probability from above, even for small values of queue lengths.
As already observed in [9, 101, the slow convergence of the tail probability to its asymptote (which made the SEA upper bound a poor approximation for small values of z in the previous example) is often caused by the multiple time-scale correlation of the input process. In the following example, we demonstrate a far more significant effect of this multiple time-scale correlation, and show that any single exponential approximation such as the asymptotic approximation, the EB approximation, and the SEA upper bound, can fail poorly even for very large queue lengths.
Example 2 In this example we consider a fluid queue fed by a Gaussian input process with autocovariance function Q(Z)
= 104 x 0.991' 1 + 64.14 x 0.9991'1 + 31.86 x 0.99991'1.
As can be observed, the autocovariance function is a sum of three weighted powers with very different decay rates. This means that this source is correlated at very different time scales. In Figure 3 , the lower bound, two (SEA and MVA) asymptotic upper bounds, the EB approximation and simulation results are obtained for IE = 33.33. Note that the slope of the simulation curve significantly differs from that of the EB approximation (and that of the SEA upper bound) even at 2 = lo5. This implies that the tail probability is not yet close to its asymptote over the entire range of queue lengths shown in the figure. Even though we cannot calculate the exact asymptote in (l), we know that it has to be below the SEA upper bound. Therefore, in this case, none of the approximations; the EB approximation, the asymptotic approximation, and the SEA upper bound, can accurately estimate the tail probability even for very large values of z. For example, for queue length as large as 20,000, the EB approximation overestimates the exact tail probability by five orders of magnitude, while the asymp- totic approximation underestimates the exact tail probability by at least five orders of magnitude. In contrast, both the lower bound and the MVA upper bound do not suffer from the slow convergence of the tail probability, and approximate the tail probability over entire range of queue lengths in the figure. Also, as expected, the MVA upper bound behaves as if it is a global upper bound, and forms a narrow envelope together with the lower bound, which encloses the tail probability.
Multiple time-scale correlation in general occurs when heterogeneous sources are multiplexed. Also certain traffic sources (for example, MPEG and JPEG encoded video) are themselves correlated at different time scales [21] . Since high-speed networks are expected to support many different types of traffic, each of which has its own correlation pattern, the network traffic is very likely to be correlated at multiple time scales. Therefore, it is important, as in the case with the lower bound and the MVA upper bound, to be able to analyze the queue behavior for such traffic.
Although the SEA upper bound may not be suitable for estimating the tail probability as just illustrated, it provides us important insights into the advantage of (statistically) multiplexing network applications. In the following example, we demonstrate the effect of the parameter D on the statistical multiplexing gain, which has been discussed in Section 3.2.
Example 3 In this example, we show that the asymptotic constant and the statistical multiplexing gain can be very different even for stationary Gaussian input processes having the same autocovariance sum S.
Consider two autocovariance functions, Cl(Z) = 25.641 x 0.951'1 and Cz(Z) = 2.5063 x 0.9951'1, both of which sum up to S = 1000. Even though these functions have the same values of S , as shown in Figure 4 , Cz (1) is spread over a wider range of 1 than Cl (1) . Therefore, Cz(1) has a significantly larger value of D than Cl(Z) (19487. 16 for Cl(Z) versus 199501.48 for C2(Z)). Hence, as we discussed in Section 3.2, the asymptotic constant (for the same value of K ) for the Gaussian input process with autocovariance C 2 (I) 0 100 200 300 400 500 600 700 800 900 1" Queue Length (x) Figure 5 : The exact tail probability and the SEA upper bound for two Gaussian input processes with autocovariance functions Cx(Z) = 25.641 x 0.951'1 and Cx(Z) = 2.5063; x 0.9951'1. Here, K is set to 5.
is expected to be smaller than that for the Gaussian input process with autocovariance Cl(Z). In Figure 5 , one can see that the asymptotic constant for the autocovariance function Cz (1) is, in fact, smaller than that for Cl (1) (by almost 4 orders of magnitude!). Further, note that the statistical multiplexing gain as a function of M (the scale 2 2 D &J-of the system) increases as fast as (or faster than) e 7 .
Therefore, as the system scale M increases, the difference between the statistical multiplexing gains for these two Gaussian input processes will also increase very fast.
The Gaussian process with autocovariance C2(Z) can be thought of as the output of a linear smoothing system discussed in the previous section fed by the Gaussian process with autocovariance C1(Z) with the smoothing coefficients a, (m = 0 , 1 , . . .) appropriately chosen. Therefore, this example illustrates that smoothing some types of network traffic which are correlated over a relatively short time scale, can significantly reduce the risk of excessive network congestion.
From Theorems 2 and 3, conditions (Cl)-(C3) are necessary for our asymptotic upper bounds to be valid. Especiallly, when (Cl) is violated, the input process will exhibit long-range dependence, and the resulting tail probability may not be asymptotically exponential (e.g. see [15] ). Therefore, in this case, there cannot exist any asymptotic upper bound for the tail probability in a single exponential form. However, in our more recent studies, we have theoretically shown in great generality (including self-similar input processes), that e-? tightly follows the tail probability [13] . Therefore, even if the MVA upper bound may not be a bound any more when any of (Cl)-(C2) are violated, it can still be used to estimate the tail probability. In the following example, we illustrate this capability of the MVA upper bound by considering an input process that violates (C3). Figure 6 , we show the exact tail probability, the lower bound, and the MVA upper bound for a Gaussian input process whose autocovariance functions is given by Cx(Z) = 10 x O.9l21 cos + 0.1 x O.99Iz1. One can easily verify that these autocovariance functions do not satisfy (C3). Hence, the MVA upper bound in this example may not be an asymptotic upper bound. However, in the figure both the lower bound and the MVA upper bound still accurately match the tail probability curve. In particular, note how these approximations are able to track even minor transitions of the exact tail curve from concavity to convexity. Further, the MVA upper bound seems to be asymptotically tight to the tail probability. This suggests that the bound e-* to the asymptotic constant C in (1) may be used to accurately approximate it even when (C3)
Example 4 In
is violated, or when D takes a negative value.
As mentioned in the introduction the huge capacity of high-speed network links provides motivation for the Gaussian characterization of the aggregate traffic to a multiplexer. For example, FORE SYSTEMS has already built commercial ATM switches to support OC-12 (622.08 Mbps) lines, and ATM networks with OC-24 (1.2 Gbps) lines are already operational (at Cambridge University). Due to the huge capacity of a single ATM link, hundreds or even thousands of network applications are expected to share an ATM link; an OC-3 (155.52 Mbps) line can accommodate over 6800 voice calls (assuming 16 Kbps mean bit-rate) and an OC-12 line over 300 MPEG video calls (assuming 1.5 Mbps mean bit-rate) both at a utilization of p := E{A,}/p = 0.8. These numbers seem to be large enough for the Central Limit Theorem to be applied to characterize the aggregate input process by a Gaussian process. Through empirical evidence we have found that a few hundred sources are generally sufficient for the Gaussian approximation to be quite good [9, 101.
Next, in order to illustrate the effectiveness of the Gaussian characterization and the applicability of the lower and the MVA upper bounds for general traffic models, we apply them for voice and video call admission control. We simply assume that a new call is admitted to an ATM multiplexer with buffer size B if the resulting tail probability o , , , , , , , , , , , , , , , , , , , , , , , other words, cp corresponds to the maximum tolerable tail probability for a call to be admitted.
Example 5 In Figure 7 , we show the admissible region for voice and JPEG-encoded video calls computed by simulation, and via our m,-based bounds. The maximum tolerable tail probability cp and the buffer size B are set to and 20000 cells, respectively. Also, we assume that an OC-12 line serves the multiplexer. Since the required constraint cp is quite small, we use simple Markov Modulated Fluid models for both voice and JPEG video traffic sources in order to employ the importance sampling technique. The complete specifications of these source models are available in [ll] .
Note that in Figure 7 , the admissible regions computed by simulation, the lower bound, and the MVA upper bound are so close that it is virtually impossible to distinguish their boundaries. In fact, the lower bound overestimates and the MVA upper bound underestimates the maximum admissible number of calls by less than 1% in terms of utilization.
Conclusion
In this paper we introduce two asymptotic upper bounds to analyze the tail of the steady state distribution P({Q > z}) in a high-speed multiplexer. We model the multiplexer as an infinite buffer fluid queue and characterize the aggregate input process as a stationary Gaussian process. This enables us to avoid the classical state explosion problem that occurs when many traffic sources are multiplexed.
For a Gaussian input process satisfying fairly general conditions, we obtain a single exponential asymptotic (SEA) upper bound to the tail probability. The asymptotic upper bound also results in a tight upper bound to the asymptotic constant.
Building upon our exponential asymptotic upper bound, we derive another asymptotic (MVA) upper bound e -9 . Through an extensive and systematic numerical study, we find that the MVA upper bound accurately approximates the tail probability as long as the input process can be effectively characterized by a Gaussian process. We also illustrate that our analysis of the tail probabilities results in very efficient admission control.
In this paper we have provided results only for the discrete-time fluid queues in which the fluid arrival and service take place only at discrete times. Equivalent results for the continuous-time fluid queue have already been derived and are available in [12] . We find that Gaussian modeling of the input traffic provides significant simplicity and has great potential, and are currently investigating ways to extend the analysis to a network end-to-end.
