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Lévy Processes and Lévy White Noise
as Tempered Distributions
Robert C. Dalang1 and Thomas Humeau1
Ecole Polytechnique Fédérale de Lausanne
Abstract
We identify a necessary and sufficient condition for a Lévy white noise to be a tempered
distribution. More precisely, we show that if the Lévy measure associated with this noise has
a positive absolute moment, then the Lévy white noise almost surely takes values in the space
of tempered distributions. If the Lévy measure does not have a positive absolute moment
of any order, then the event on which the Lévy white noise is a tempered distribution has
probability zero.
1 Introduction
It is well-known that Gaussian white noise in Rd is a generalized random field that can be viewed
as a random element of the space S 1pRdq of tempered (Schwartz) distributions [13, 27]. It is
natural to ask whether the same is true of Lévy white noise?
This abstract mathematical question was posed to the authors by M. Unser and J. Fageot, who
were interested in developing sparse statistical models for signal and image processing [11]. For
this, they considered generalized random fields with values in S 1pRdq. Lévy white noises provide
interesting examples of generalized random fields, and together with A. Amini, they showed in
[11, Theorem 3] that a sufficient condition for Lévy white noise to take values in S 1pRdq is that
the associated Lévy measure have a positive absolute moment. The main result of this paper is
that this condition is, in fact, necessary and sufficient.
The result of Unser and Fageot improves several other partial results that appear in the
mathematical literature. In [19], Lévy white noise is studied as a natural generalization of
Gaussian white noise, and the authors showed that this process takes values in S 1pRdq if the
associated Lévy measure has a first absolute moment. In order to develop a white noise theory
for Lévy noise, Di Nunno et al. [8] consider Lévy white noise with a Lévy measure that has
a finite second moment. In [20, Theorem 4.1], Y.-L. Lee and H.-H. Shih give a necessary and
sufficient condition for Lévy white noise to take values in S 1pRdq; however, this condition involves
checking the continuity of a functional and does not translate directly into a condition on the
Lévy measure. Finally, knowing that Lévy white noise takes values in S 1pRdq is useful in the
study of stochastic partial differential equations driven by Lévy noise, as in [21], which again
considers the case where the Lévy measure is square integrable.
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In order to address the question of Unser and Fageot, we first consider in Section 2 the case of
dimension d “ 1. In this case, Lévy white noise can be viewed as the derivative of a Lévy process,
for which there is a large literature (see [2, 4, 23], for instance). The question of whether or not
sample paths of a Lévy process belong to S 1pRdq reduces essentially to whether or not this process
is slowly growing (that is, has no more than polynomial growth: see Remark 1.1). We make use
of the Lévy-Itô decomposition Xt “ γt ` σWt `XPt `XMt of a Lévy process pXtqtPR` , in which
pWtq is a standard Brownian motion, pXPt q is a compound Poisson process (term containing the
large jumps of X), and pXMt q is a square integrable pure-jump martingale (term containing the
small jumps of X). Using the strong law of large numbers for Lévy processes with a first moment,
we show that the Lévy process pγt`σWt`XMt q is always slowly growing, so the question reduces
to the study of the process pXPt q.
A first result (Proposition 2.3) is that a compound Poisson process can belong to S 1pRdq if
and only if it is slowly growing. The question now reduces to determining when a compound
Poisson process is slowly growing, which is addressed in the literature (see [23, Section 48]), but
for which we give a direct answer using the law of large numbers of Kolmogorov, Marcinkiewicz
and Zygmund [15] (see Proposition 2.5).
With the result for Lévy processes in hand, we then easily deduce the corresponding result
for Lévy white noise (see Theorem 2.10). Since [11] constructs Lévy white noise as a measure on
the cylinder σ-field of S 1pRdq via the Bochner-Minlos theorem [13], we relate our result to that
of [11] by taking care to show that Lévy noise actually defines a random variable with values in
S 1pRdq equipped with its Borel σ-field (which is in fact equal to the cylinder σ-field, see the proof
of Corollary 2.11).
In Section 3, we turn to Lévy random fields and Lévy noise on Rd, with d ě 1. Again,
in the case of a Lévy random field, the Lévy-Itô decomposition applies (see [1, 6]), and the
three terms with moments greater than 1 always have sample paths with values in S 1pRdq (see
Proposition 3.7). For the term containing the large jumps, which is a compound Poisson sheet
XP , we are hampered by the fact that even if there are multiparameter analogues of the law of
large numbers of Kolmogorov, Marcinkiewicz and Zygmund (see [18]), multiparameter random
walks cannot be easily used to represent compound Poisson sheets. Therefore, we make use
of our study in dimension 1 by considering the Lévy random field XP along a line parallel to
a coordinate axis. This defines a (one-parameter) Lévy process L. A key technical step is to
identify (in Lemma 3.12) a sequence of test functions pϕnq Ă SpRdq with polynomially growing
norms such that xXP , ϕny give precisely the value of L at the time of its n-th jump. This leads
to the characterization of Lévy white noises and random fields that take values in S 1pRdq (see
Theorem 3.13 and Corollary 3.15).
We now introduce the main notation that will be used throughout the paper. Let d P Nzt0u.
For a multi-index α “ pα1, ..., αdq P Nd, a smooth function ϕ : Rd Ñ R, and t P Rd, we write
tα “ śdi“1 tαii and ϕpαq “ B|α|ϕBtα1
1
¨¨¨Bt
αd
d
, where |α| “ řdi“1 αi. For β, γ P Nd, we write `βγ˘ “ β!γ!pβ´γq! ,
where β! “ śdi“1pβi!q. When t P Rd, we also write |t| for the Euclidian norm and the meaning
should be clear from the context. The Schwartz space is denoted SpRdq and is the space of all
smooth functions ϕ : Rd Ñ R such that, for all multi-indexes α, β P Nd, we have
sup
tPRd
ˇˇ
tαϕpβqptqˇˇ ă `8 .
This space is equipped with the topology defined by the family of norms Np, where, for all p P N
2
and ϕ P SpRdq,
Nppϕq “
ÿ
|α|,|β|ďp
sup
tPRd
ˇˇ
tαϕpβqptqˇˇ .
A basis of neighborhoods of the origin for this topology is given by the family
(1.1)
` 
ϕ P SpRdq : Nppϕq ă ε
(˘
pPN, εą0
,
since such a basis is usually given by finite intersections of sets of this form, and for all p P
N, ϕ P SpRdq, Nppϕq ď Np`1pϕq. A sequence pϕnqn converges to zero in SpRdq if for all
p P N, Nppϕnq Ñ 0 as n Ñ `8. The space of tempered distributions is denoted S 1pRdq and is
the space of all continuous linear functionals on SpRdq. Equivalently, u P S 1pRdq if and only if
there is an integer p ě 0 and a constant C such that for all ϕ P SpRdq,
|xu, ϕy| ď CNppϕq .
Remark 1.1. We say that a function f : Rd Ñ R is slowly growing if suptPRd |fptq|p1` |t|q´α ă
8 for some α ě 0. In this case, f defines a tempered distribution by the formula xf, ϕy “ş
Rd
fptqϕptq dt, for all ϕ P SpRdq.
We will also consider the space DpRdq of smooth compactly supported functions and its
topological dual D1pRdq, the space of distributions (see for example [24] or [26]).
2 Lévy processes and Lévy noise in S 1pRq
A Lévy process pXtqtPR` is a real valued stochastic process such that X0 “ 0 almost surely,
X has stationary and independent increments and X is stochastically continuous (that is, for
any s ě 0, |Xt ´ Xs| Ñ 0 in probability as t Ñ s). Every Lévy process has a càdlàg (right
continuous with left limits) modification by [23, Theorem 11.5], and we will always consider
such a modification in the following. An important feature of Lévy processes is the Lévy-Itô
decomposition: for a Lévy process X there exists a unique triplet pγ, σ, νq, where σ ě 0, γ P R,
and ν is a Lévy measure (in particular, ν is nonnegative and
ş
Rzt0u
p1^ |x|2q νpdxq ă `8), such
that the jump measure of X (denoted by JX) is a Poisson random measure on R` ˆRzt0u with
intensity dt νpdxq andX has the decompositionXt “ γt`σWt`XPt `XMt . In this decomposition,
W is a standard Brownian motion, XPt “
ş
sPr0,ts, |x|ą1
xJXpds, dxq is a compound Poisson process
(the term containing the large jumps of X), and XMt “
ş
sPr0,ts, |x|ď1
x pJXpds, dxq ´ dsνpdxqq is
a square integrable martingale (the term containing the small jumps of X).
Since a Lévy process is càdlàg, it is locally Lebesgue integrable, and defines almost surely an
element of D1pRq via the L2-inner product
xX,ϕy “
ż
R`
Xtϕptq dt , for all ϕ P DpRq.
For any càdlàg process L, we define the following subset of Ω:
ΩL “ tω P Ω : Lpωq P S 1pRqu ,(2.1)
with the understanding that when Lpωq P S 1pRq, the continuous linear functional associated with
Lpωq is given by xLpωq, ϕy “ ş
R`
Ltpωqϕptq dt, for all ϕ P SpRq.
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2.1 The case of an integrable Lévy process
In order to handle the first three terms in the Lévy-Itô decomposition, we first consider the
case where X itself has a finite first absolute moment.
Proposition 2.1. Let X be a Lévy process for which E p|X1|q ă `8. Then the set ΩX defined
in (2.1) (with L there replaced by X) has probability one.
Proof. By the strong law of large numbers for Lévy processes such that E p|X1|q ă `8 in [23,
Theorem 36.5], t´1|Xt| Ñ EpX1q almost surely as t Ñ `8. It follows that X is sublinear and
locally bounded (by the càdlàg property) almost surely, so it is slowly growing, which concludes
the proof by Remark 1.1.
Corollary 2.2. Let X be a Lévy process with characteristic triplet pγ, σ, νq and Lévy-Itô decom-
position Xt “ γt` σWt `XPt `XMt . Let Yt “ γt ` σWt `XMt . Then Y is slowly growing a.s.,
and the set ΩY defined as in (2.1) has probability one.
Proof. The process Y˜ “ σW `XM is a sum of two independent square integrable Lévy processes
with mean zero. Hence Y˜ verifies the hypothesis of the Proposition 2.1, therefore it defines a
tempered distribution a.s. Since Y˜ and Y differ by a slowly growing function t ÞÑ γt, we deduce
that Y is a tempered distribution almost surely.
2.2 Growth of a compound Poisson process
In view of Corollary 2.2, it remains to determine when a compound Poisson process belongs
to S 1pRq. We begin with two key results on the growth of a compound Poisson process. Let
Xt “
řNt
i“1 Yi be a compound Poisson process, where N is a Poisson process with parameter λ
that is independent of the sequence pYiqiě1 of i.i.d. random variables. Let S0 “ 0 and pSnqně1 be
the sequence of jump times of X and let Tn “ Sn´Sn´1. Also, let Zn “ XSn “
řn
i“1 Yi. We first
show that on the set ΩX , the compound Poisson process is slowly growing.
Proposition 2.3. Let X be the compound Poisson process defined above and ΩX the set defined
in (2.1). There is a set A of probability one such that for all ω P ΩX XA, the function t ÞÑ Xtpωq
is slowly growing.
Remark 2.4. We point out that this result relies on more than the piecewise constancy of a
compound Poisson process. Indeed, there exists càdlàg piecewise constant functions in S 1pRq
which are not slowly growing. For example consider the function f that is equal to zero except
on intervals of the form rn, n ` 2´nr where it is constant equal to 2n2 for all n P N. Then
f P L1pRq Ă S 1pRq, but f is clearly not slowly growing.
Proof of Proposition 2.3. The main idea is the following. Since X is constant on the interval
rSn, Sn`1r and the jump times are rarely close together, we can build a sequence of random test
functions ϕn supported just to the right of Sn, such that xX,ϕny “ XSn for large enough n.
The control of |xX,ϕny| by a norm Nppϕnq leads to a bound on XSn, and then on Xt since X is
piecewise constant.
For n ě 1, the jump time Sn has Gamma distribution with parameters n and λ. For k ě 1
to be chosen later, and ϕ P DpRq with support in r0, 1s, ϕ ě 0 and ş
R
ϕ “ 1, we consider the
sequence ϕn defined by
(2.2) ϕnptq “ Sknϕ
`pt´ SnqSkn˘ .
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Then
(2.3) supp pϕnq Ă
„
Sn, Sn ` 1
Skn

,
and
ş
R
ϕn “ 1. Furthermore, for any nonnegative integer p and α, β ď p,
sup
xPR
ˇˇ
xαϕpβqn pxq
ˇˇ “ sup
xP
„
Sn,Sn`
1
Skn

ˇˇ
xαϕpβqn pxq
ˇˇ ď ˆSn ` 1
Skn
˙α
Skpβ`1qn sup
xPR
ˇˇ
ϕpβqpxqˇˇ ,
hence,
Np pϕnq1Sně1 ď CNppϕqSpp`1qk`pn 1Sně1 ,(2.4)
where C P R is deterministic, nonnegative, and depends only on p. We define the events
(2.5) An,k “
"
X does not jump in the interval

Sn, Sn ` 1
Skn
„*
.
Using the fact that Tn`1 has exponential distribution with parameter λ and that Tn`1 and Sn
are independent, we have
PpAcn,kq “ P
"
NSn` 1
Skn
´NSn ě 1
*
“ P
"
Tn`1 ă 1
Skn
*
“ E
ˆ
1´ e´
λ
Skn
˙
ď E
ˆ
λ
Skn
˙
.
The Laplace transform of Sn is E
`
e´tSn
˘ “ λnpt ` λq´n, for t ě 0. For n ě 3, integrating twice
from t to `8, we obtain
(2.6) E
ˆ
1
S2n
˙
“ λ
2
pn´ 1qpn´ 2q , n ě 3 .
We deduce that
ř
n E pS´2n q ă `8. Taking k “ 2, we deduce that
ř
n P
`
Acn,2
˘ ă `8 and by the
Borel-Cantelli Lemma,
P
ˆ
lim sup
nÑ`8
Acn,2
˙
“ 0 ,
and the set A “ lim inf
nÑ`8
An,2 has probability one. Let ω P AX ΩX , and Npωq be such that for all
n ě Npωq, ω P An,2. Then for n ě Npωq, because of (2.3) and (2.5),
xX,ϕnypωq “ XSnpωq1An,2pωq ` xX,ϕny pωq1Acn,2pωq “ XSnpωq .(2.7)
Since Xpωq is a tempered distribution by definition of ΩX , there is ppωq P N and Cpωq P R such
that
|xX,ϕnypωq|1Snpωqě1 ď CpωqNppωq pϕnq1Snpωqě1 ď C 1pωqS3ppωq`2n pωq1Snpωqě1(2.8)
by (2.4) with k “ 2. Because Sn Ñ `8 a.s., we can choose Npωq such that Snpωq ě 1 for all
integers n ě Npωq (replacing A by another almost sure set). From (2.7) and (2.8), we deduce
that for all ω P AX ΩX ,
|XSnpωq|
S
3ppωq`2
n pωq
ď C 1pωq ă `8 , for all n ě Npωq .
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Let n ě Npωq and let t ě Snpωq. There is an integer j ě n such that t P rSjpωq, Sj`1pωqr . Then
|Xtpωq| “ |XSj pωq| ď C 1pωqS3ppωq`2j pωq ď C 1pωqt3ppωq`2 .
We deduce that
lim sup
tÑ`8
|Xtpωq|
1` t3ppωq`2 ď C
1pωq ă `8
on the set AX ΩX . This completes the proof.
The next proposition recalls properties of the long term behavior of a compound Poisson
process. Similar results on the growth of Lévy processes are available in [23, Proposition 48.10].
We include a proof for convenience of the reader.
Proposition 2.5. Let X be the compound Poisson process with jump heights pYiqiě1 defined at
the beginning of this section.
(i) Suppose that there is a real number p ą 0 such that Ep|Y1|pq ă `8. Then there is α ą 0
such that
lim sup
tÑ`8
|Xt|
1` tα ă `8 a.s.
(ii) Suppose that Ep|Y1|pq “ `8 for every p ą 0. Then for any α ą 0,
lim sup
tÑ`8
|Xt|
1` tα “ `8 a.s.
Proof. We use the notations introduced at the beginning of Section 2.2. To prove (i), let p ą 0
be such that Ep|Y1|pq ă `8. If p ă 1, then by the law of large numbers of Kolmogorov,
Marcinkiewicz and Zygmund (see [15, Theorem 4.23]), we have n´αZn Ñ 0 a.s., with α “ p´1, so
supně1 n
´α|Zn| ă `8 a.s. If p ě 1, then by the strong law of large numbers, supně1 n´1Zn ă `8.
Finally, for p ą 0, we combine both cases by setting α “ max pp´1, 1q, so that
sup
ně1
|Zn|
1` nα ă `8 a.s.(2.9)
Let t P R`. There is an integer k such that t P rSk, Sk`1r, so that Xt “ XSk “ Zk and
|Xt|
1` tα ď
|Zk|
1` Sαk
“ |Zk|
1` kα
1` kα
1` Sαk
.(2.10)
Since Sk is the sum of k i.i.d. exponential random variables with parameter λ ą 0, the law of
large numbers tells us that k´1Sk Ñ 1λ a.s. We deduce from (2.10) and (2.9) that
lim sup
tÑ`8
|Xt|
1` tα ă `8 a.s.,(2.11)
and (i) is proved.
To prove (ii), suppose that for any p ą 0, we have Ep|Y1|pq “ `8. Then according to the
theorem in [15] mentioned above, for any p P s0, 1r, n´1{pZn does not converge on a set of positive
probability. Since pZnqně1 is a sum of i.i.d. random variables, the existence of a limit at infinity
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is a tail event. From Kolmogorov’s zero-one law, we deduce that for any p P s0, 1r, n´1{pZn does
not converge almost surely, and, in particular,
lim sup
nÑ`8
|Zn|
n1{p
ą 0 a.s. .(2.12)
Fix α ą 0 and let p1 “ 1α`1 P s0, 1r. By (2.12),
lim sup
nÑ`8
|Zn|
n1{p1
ą 0 a.s.(2.13)
For t P R`, there is an integer k such that t P rSk, Sk`1r, so Xt “ XSk “ Zk and
|Xt|
1` tα ě
|Zk|
1` Sαk`1
“ |Zk|
1` k1{p1
1` k1{p1
1` Sαk`1
.(2.14)
By the strong law of large numbers and the fact that p1
´1 “ α ` 1 ą α, we have that
limkÑ8
1`k1{p1
1`Sα
k`1
“ `8. Taking the lim sup on both sides of (2.14) (in fact taking the limit
along some subsequence), we deduce from (2.13) that
lim sup
tÑ`8
|Xt|
1` tα “ `8 a.s.
Corollary 2.6. Let X be a Lévy process with characteristic triplet pγ, σ, νq and ΩX be the set
defined as in (2.1).
(i) If there exists η ą 0 such that E p|X1|ηq ă `8, then PpΩXq “ 1.
(ii) If for all η ą 0, E p|X1|ηq “ `8, then PpΩXq “ 0.
Remark 2.7. If E p|X1|ηq ă `8 for some η ą 0, then we say that X has a positive absolute
moment (PAM). Recall that for η ą 0, E p|X1|ηq ă `8 if and only if
ş
|x|ą1
|x|ηνpdxq ă `8 (see
[23, Theorem 25.3]). Hence the condition PAM can be equivalently expressed in terms of the
Lévy measure ν.
Proof of Corollary 2.6. To prove (i), letXt “ γt`σWt`XMt `XPt be the Lévy-Itô decomposition
of X. Since E p|X1|ηq ă `8, we have
ş
|x|ą1
|x|ηνpdxq ă `8 (see Remark 2.7). The jump
heights pYiqiě1 of the compound Poisson part XP are i.i.d., with law λ´11|x|ą1νpdxq (where λ
is a normalizing constant), therefore E p|Y1|ηq ă `8. Then we can use Proposition 2.1 for the
continuous and small jumps terms of the Lévy-Itô decomposition of X, and Proposition 2.5 for
the large jumps term, to deduce thatX has polynomial growth at infinity. By the càdlàg property
of X and Remark 1.1 we get the result.
To prove (ii), since
tω : t ÞÑ Xtpωq is slowly growingu X tω : @α ą 0 , lim sup
tÑ`8
p1` tαq´1|Xt| “ `8u “ H ,
and under (ii) the second set has probability one by Proposition 2.5, we deduce from Proposition
2.3 that P pΩX X Aq “ 0, where A is the almost-sure set defined in Proposition 2.3. Therefore,
P pΩXq “ 0.
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2.3 Lévy white noise: the general case
Let X be a Lévy process. We can define the derivative of X in the sense of distributions as
follows.
Definition 2.8. Let X be a Lévy process with characteristic triplet pγ, σ, νq. The Lévy white
noise 9X is the derivative of X in D1pRq: for ω P Ω and ϕ P DpRq,
A
9Xpωq, ϕ
E
:“ ´xXpωq, ϕ1y :“ ´
ż
R`
Xtpωqϕ1ptq dt .
Notice that the law of the Lévy white noise 9X is entirely characterized by the triplet pγ, σ, νq
(given that we use the truncation function 1|x|ď1 in the Lévy-Itô decomposition).
Remark 2.9. Our definition of Lévy white noise is equivalent to other definitions such as the
one found in [14, Definition 5.4.1] and in [11, Definition 3]. We postpone the discussion of this
issue to the multiparameter case: see Proposition 3.17.
We now turn to the question of whether or not a Lévy white noise is a tempered distribution.
Similar to (2.1), for any Lévy noise 9X, we define the set
Ω 9X “
!
ω P Ω : 9Xpωq P S 1pRq
)
,(2.15)
and we have the following characterization.
Theorem 2.10. Let X be a Lévy process with characteristic triplet pγ, σ, νq, and 9X the associated
Lévy white noise. Then the following holds for the set Ω 9X defined in (2.15):
(i) If there exists η ą 0 such that E p|X1|ηq ă `8, then P pΩ 9Xq “ 1.
(ii) If E p|X1|ηq “ `8 for all η ą 0, then P pΩ 9Xq “ 0.
Proof. Suppose that X has a PAM of order η. By Corollary 2.6 (i), P pΩXq “ 1. Differentiation
maps S 1pRq to itself, hence on ΩX , the Lévy noise 9X is a tempered distribution: Ω 9X Ą ΩX . We
deduce that Ω 9X has probability one.
Suppose that for all η ą 0, E p|X1|ηq “ `8. Let XPt “
řNt
i“1 Yi be the compound Poisson
part of the decomposition of X, then by Remark 2.7, and from the fact that pYiqiě1 is a sequence
of i.i.d. random variables with law 1|x|ą1νp dxq, we deduce that E p|Y1|ηq “ `8 for all η ą 0. By
Corollary 2.2, ΩX “ ΩXP , and by Corollary 2.6 (ii), PpΩXq “ PpΩXP q “ 0. We now show that
Ω 9X Ă ΩX . Let ω P Ω 9X . Two solutions in D1pRq of the equation u1 “ 9Xpωq differ by a constant
(see [24, Théorème I, chapter II, §4 p.51]) and Xpωq is obviously one of them. Therefore, if there
is a solution to this equation in S 1pRq, then ω P ΩX . To show that such a solution u exists, recall
that a distribution is an element of S 1pRq if and only if it is the derivative of some order of a
slowly growing continuous function (see [24, Théorème VI, chapter VII, §4 p.239]): 9Xpωq “ gpnq
for some continuous slowly growing function g and some integer n. If n ě 1, then u “ gpn´1q is
a solution in S 1pRq of u1 “ 9Xpωq. If n “ 0, then uptq “ şt
0
gpsq ds is a slowly growing solution,
therefore u P S 1pRq.
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Corollary 2.11. Let X be a Lévy process with characteristic triplet pγ, σ, νq, let 9X be the asso-
ciated Lévy noise and suppose it has a PAM. Then there is a random tempered distribution S,
that is a measurable map from pΩ,Fq to pS 1pRq,Bq, where B is the Borel σ-field for the weak-˚
topology, such that almost surely, for all ϕ P SpRq,
xS, ϕy “
A
9X,ϕ
E
“ ´
ż
R`
Xtϕ
1ptq dt .
In addition, the maps C : ω ÞÑ Cpωq and p : ω ÞÑ ppωq such that for all ϕ P SpRq,
|xS, ϕy| ď CNppϕq a.s.
can be chosen to be F-measurable.
Proof. We already know from Theorem 2.10 that P pΩ 9Xq “ 1. We define S to be equal to 9X
(in S 1pRq) on Ω 9X and zero elsewhere. We want to be able to consider S as a measurable map
with values in S 1pRq. More precisely, we equip S 1pRq with the weak-˚ topology. A basis for this
topology is given by cylinder sets of the form
O “
nč
i“1
tu P S 1pRq : xu, ϕiy P Aiu ,
where, for all i ď n, ϕi is an element of SpRq, n is an integer and Ai is an open set in R. The
σ-field generated by all cylinder sets is called the cylinder σ-algebra and is denoted by C. We
first show that S : pΩ,Fq ÝÑ pS 1pRq, Cq is measurable. For this, clearly, it suffices to show that
for all cylinder sets O as above, the set S´1 pOq “ tω P Ω : Spωq P Ou belongs to F . Clearly,
S´1 pOq “
nč
i“1
tω P Ω : xSpωq, ϕiy P Aiu .
The map pt, ωq Ñ Xtpωq is jointly measurable so by Fubini’s Theorem, the map xS, ϕiy : Ω ÝÑ R
is F -measurable and therefore S´1 pOq P F . The Borel σ-field B contains C since every cylinder
set is an open set. The converse inclusion is not immediate: see [9, Proposition 2.1] for a proof
of the equality B “ C. This fact is also mentioned in [12, p.41].
The space SpRq is separable (see [22, 10.3.4 p.176]) and we let A be a countable dense subset.
Then the measurability of the maps C and p comes from the fact that we can choose
ppωq “ min
"
p P N : sup
ϕPA
|xS, ϕy|
Nppϕq pωq ă `8
*
,
and
Cpωq “ sup
ϕPA
|xS, ϕy|
Nppωqpϕqpωq .
Remark 2.12. An alternate proof of Theorem 2.10(ii) is as follows. We can restrict to the case
where X is a compound Poisson process with jump times pSnqně1. We construct here a solution
to the equation u1pωq “ 9Xpωq such that upωq P S 1pRq. Let θ P DpRq be such that θ ě 0, ş
R
θ “ 1
and supp θ Ă r0, 1s. Then let ϕ P SpRq. There exists a function Φ P SpRq such that ϕ “ Φ1 if
9
and only if
ş
R
ϕ “ 0 (consider Φpxq “ şx
´8
ϕptqdt for the if part, the other direction is obvious).
Then consider the linear functional I on SpRq defined by
Iϕptq “
ż t
´8
ˆ
ϕpsq ´ θpsq
ż
R
ϕ
˙
ds .(2.16)
This functional defines an antiderivative on SpRq: for any ϕ P SpRq, I pϕ1q “ ϕ. Also, the reader
can easily check that for all p P N,
sup
tPR
|t|p|Iϕptq| ď CpNp`2pϕq ,
for some constant Cp depending only on p, and therefore, I is a continuous linear functional with
values in SpRq.
This implies that for ω P Ω 9X , we can define a tempered distribution upωq by
xupωq, ϕy “ ´
A
9Xpωq, Iϕ
E
, for all ϕ P SpRq .
This tempered distribution satisfies u1pωq “ 9Xpωq, since for any ϕ P SpRq,
xu1pωq, ϕy “ ´ xupωq, ϕ1y “
A
9Xpωq, Iϕ1
E
“
A
9Xpωq, ϕ
E
.
This implies that u and X only differ by a (random) constant. Indeed,
xupωq, ϕy “ ´
A
9Xpωq, Iϕ
E
“
A
Xpωq, pIϕq¨
E
“ xXpωq, ϕy ´ xXpωq, θy x1, ϕy .
Therefore, this (random) constant is xXpωq, θy, and
Xpωq “ upωq ` xXpωq, θy ¨ 1 ,(2.17)
and so Xpωq P S 1pRq since the right-hand side belongs to S 1pRq. Therefore Ω 9X Ă ΩX . By
Corollary 2.6 (ii), we conclude that P pΩ 9Xq “ 0.
3 Lévy fields and Lévy noise in S 1pRdq
In this section, we consider the same questions as in Section 2, but for a generalization of the
notion of Lévy process, where the “time” parameter is in Rd`, with d ě 1. A general presentation
of this theory of multiparameter Lévy fields can be found in [1]; see also [6].
In the following, for any k P N, 1k (respectively 0k, 2k) denotes the k-dimensional vector
with coordinates all equal to 1 (respectively to 0, 2). We recall that pΩ,F ,Pq is a complete
probability space. Let pXtqtPRd` be a d-parameter random field. For s, t P Rd` with s “ ps1, . . . , sdq,
t “ pt1, . . . , tdq, we say that s ď t if si ď ti for all 1 ď i ď d, and s ă t if si ă ti for all 1 ď i ď d.
For a ď b P Rd`, we define the box sa, bs “
 
t P Rd` : a ă t ď b
(
, and the increment ∆baX of X
over the box sa, bs by
(3.1) ∆baX “
ÿ
εPt0,1ud
p´1q|ε|Xcεpa,bq ,
10
where for any ε P t0, 1ud, we write |ε| “ řdi“1 εi and cεpa, bq P Rd` is defined by cεpa, bqi “
ai1tεi“1u ` bi1tεi“0u, for all 1 ď i ď d. We can check that when d “ 1, then ∆baX “ Xb ´Xa. In
fact, for all d ě 1, ş
ra,bs
ϕp1dqptq dt “ ∆baϕ. The next definition is a generalization of the càdlàg
property to processes indexed by Rd`. We define the relations R “ pR1, ...,Rdq, where Ri is
either ď or ą, and aR b if and only if aiRibi for all 1 ď i ď d.
Definition 3.1. Using the terminology in [1] and [25], we say that X is lamp (for limit along
monotone paths) if we have the following: piq For all 2d relations R, lim
uÑt, tRu
Xu exists; piiq If
R “ pď, ...,ďq then Xt “ lim
uÑt, tRu
Xu; and piiiq Xt “ 0 if ti “ 0 for some 1 ď i ď d.
We are now ready to give the definition of a Lévy field in Rd`.
Definition 3.2. X “ pXtqtPRd` is a d-parameter Lévy field if it has the following properties:
(i) X is lamp almost surely.
(ii) X is continuous in probability.
(iii) For any sequence of disjoint boxes sak, bks, 1 ď k ď n, the random variables ∆bkakX are
independent.
(iv) Given two boxes sa, bs and sc, ds such that sa, bs ` t “sc, ds for some t P Rd, the increments
∆baX and ∆
d
cX are identically distributed.
The jump ∆tX of X at time t is defined by ∆tX “ lim
uÑt, uăt
∆tuX.
This definition coincides with the notion of Lévy process when d “ 1. In addition, for all
t “ pt1, ..., tdq P Rd`, and for all 1 ď i ď d, the process X i,t¨ “ Xpt1,...,ti´1, ¨ ,ti`1,...,tdq is a Lévy
process (the notation here means that it is the process in one parameter obtained by fixing all
the coordinates of t except the i-th).
The Brownian sheet is an example of such a d-parameter Lévy field. It is the analog in this
framework of Brownian motion and further properties of this field are detailed in [5], [7], [16] or
[27].
For all t P Rd`, Xt is an infinitely divisible random variable, and by the Lévy-Khintchine
formula [23, Chapter 2, Theorem 8.1 p.37], there exists real numbers γt, σt and a Lévy measure νt
such that E
`
eiuXt
˘ “ exp “iuγt ´ 12σ2t u2 ` şR `eiux ´ 1´ iux1|x|ď1˘ νtpdxq‰. The triplet pγt, σt, νtq
is called the characteristic triplet of Xt. Since for all 1 ď i ď d and t P Rd`, the process X i,t
defined above is a Lévy process, we deduce that there exists a triplet pγ, σ, νq where γ, σ P R and
ν is a Lévy measure such that pγt, σt, νtq “ pγ, σ, νqLebdpr0, tsq, where Lebd pdxq is d-dimensional
Lebesgue measure. We call pγ, σ, νq the characteristic triplet of the Lévy field X. We can now
state the multidimensional analog of the Lévy-Itô decomposition, taken from [1, Theorem 4.6]
particularized to the case of stationary increments (see also [6]).
Theorem 3.3. Let X be a d-parameter Lévy field with characteristic triplet pγ, σ, νq. The fol-
lowing holds:
(i) The jump measure JX defined on Rd`ˆpRzt0uq by JXpBq “ # tpt,∆tXq P Bu, for B in the
Borel σ-algebra of Rd` ˆ pRzt0uq, is a Poisson random measure with intensity Lebd ˆ ν.
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(ii) For all t P Rd`, we have the decomposition
Xt “ γLebdpr0, tsq ` σWt `
ż
r0,ts
ż
|x|ą1
xJXpds, dxq `
ż
r0,ts
ż
|x|ď1
xJ˜Xpds, dxq ,
whereW is a Brownian sheet, J˜X “ JX´Lebdˆν is the compensated jump measure, and the
equality holds almost surely. In addition, the terms of the decomposition are independent
random fields.
If X is a d-parameter Lévy field, by the lamp property of its sample paths, it is locally
bounded and defines almost surely an element of D1pRdq via the L2-inner product. Similarly to
the one-dimensional case (see Definition 2.3), we now define the d-dimensional Lévy white noise.
Definition 3.4. Let X be a d-parameter Lévy field with characteristic triplet pγ, σ, νq. The Lévy
white noise 9X is the dth cross-derivative of X in the sense of Schwartz distributions: for ω P Ω
and ϕ P DpRdq,
A
9X,ϕ
E
pωq :“ p´1qd @X,ϕp1dqD pωq :“ p´1qd ż
Rd`
Xtpωqϕp1dqptq dt ,
where ϕp1dq “ Bd
Bt1¨¨¨Btd
ϕ.
As in Section 2.3, note that the law of the multidimensional Lévy white noise 9X is entirely
characterized by the triplet pγ, σ, νq (given that we use the truncation function 1|x|ď1 in the
Lévy-Itô decomposition). We will show in Proposition 3.17 that this definition is equivalent to
other definitions of Lévy white noise.
Remark 3.5. Given a d-parameter Lévy field X with characteristic triplet pγ, σ, νq and jump
measure JX , for a suitable class of functions ϕ : Rd` Ñ R, we can define the stochastic integral
(3.2)
ż
Rd`
ϕpsq dXs :“ γ
ż
Rd`
ϕpsq ds` σ
ż
Rd`
ϕpsq dWs
`
ż
Rd`
ż
|x|ą1
xϕpsqJXpds, dxq `
ż
Rd`
ż
|x|ď1
xϕpsqJ˜Xpds, dxq
“ γA1pϕq ` σA2pϕq ` A3pϕq ` A4pϕq ,
where the first integral is a Lebesgue integral, the second integral is a Wiener integral (see [17,
Chapter 2]) and the last two integrals are Poisson integrals (see [15, Lemma 12.13]) with the
space S “ Rd` ˆ pRzt0uq.
The next lemma relates the definition of Lévy white noise above with the mapping ϕ Ñş
Rd`
ϕpsq dXs.
Lemma 3.6. Let X be a d-parameter Lévy field with characteristic triplet pγ, σ, νq and jump
measure JX . Then, for all ϕ P DpRdq,
(3.3)
A
9X,ϕ
E
“
ż
Rd`
ϕpsq dXs .
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Proof. Generically, if µ is a measure on Rd` and if xptq :“ µpr0, tsq, then B
d
Bt1¨¨¨Btd
x “ µ in D1pRdq.
Indeed, by (3.1), for any ϕ P DpRdq,
(3.4)
ż
Rd`
ϕpsqµpdsq “ p´1qd
ż
Rd`
µpdsq
ż
Rd`
dt ϕp1dqptq1těs
“ p´1qd
ż
Rd`
dt ϕp1dqptq
ż
Rd`
µpdsq1těs “ p´1qd
ż
Rd`
ϕp1dqptqxptq dt ,
where the second equality requires a Fubini-type theorem.
Notice that for bounded Borel sets, the set function
B ÞÑ X˜pBq :“
ż
Rd`
1Bpsq dXs
defines an L0pΩ,F ,Pq-valued measure (see e.g. [6, Theorem 2.6]), and Xt “ X˜pr0, tsq a.s. We
shall apply the argument in (3.4) separately to the four integrals in (3.2). For the first integral,
the standard Fubini’s theorem applies. For the second integral, since ϕ P L2pRdq, it is well
defined, and since it has compact support, we use the stochastic Fubini’s theorem [27, Theorem
2.6]. For the third integral, let JXP pds, dxq “ 1|x|ą1JXpds, dxq be the jump measure of the
compound Poisson part XP of the Lévy-Itô decomposition of X. Then JXP “
ř
iě1 δτiδYi, where
pτi, Yiq are random elements of Rd` ˆ pRzt0uq, and A3pϕq “
ř
iě1 Yiϕpτiq. For a fixed ϕ with
compact support, this is a finite sum, so Fubini’s theorem applies trivially. For the term A4pϕq,
the integral is a compensated Poisson integral, and we know that it exists (see [15, Lemma 12.13])
if and only if
(3.5)
ż
Rd`
ż
|x|ď1
`|xϕpsq|2 ^ |xϕpsq|˘ ds νpdxq ă `8 .
Since ϕ P L2pRdq,ż
Rd`
ż
|x|ď1
`|xϕpsq|2 ^ |xϕpsq|˘ ds νpdxq ď }ϕ}2L2
ż
|x|ď1
x2νpdxq ă `8 .
For n P N, define
A4,npϕq :“
ż
Rd`
ż
1
2n`1
ă|x|ď 1
2n
xϕptq J˜Xpdx, dtq
“
ż
Rd`
ż
1
2n`1
ă|x|ď 1
2n
xϕptq JXpdx, dtq ´
ż
Rd`
ż
1
2n`1
ă|x|ď 1
2n
xϕptq νpdxq dt .
Then A4,npϕq is a sequence of centered independent random variables (the compensated Poisson
integrals are over disjoint sets) in L2 and E
``
A24,npϕq
˘˘ “ ş
Rd`
ϕpsq2 ds ş 1
2n`1
ď|x|ă 1
2n
x2νpdxq. Since
ν is a Lévy measure, we see that
ř
n E
``
A2
4,npϕq
˘˘ ă 8 and by Kolmogorov’s convergence
criterion (see [10, Theorem 2.5.3]) we deduce that
(3.6)
ÿ
0ďkďn
A4,kpϕq Ñ
ż
Rd`
ż
|x|ď1
xϕpsq J˜Xpdx, dsq “ A4pϕq as nÑ `8, a.s.
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For each n P N, since the Lévy measure ν is finite on compact subsets of Rd` ˆ
“
1
2n`1
, 1
2n
‰
,
Fubini’s theorem applies to the set function B ÞÑ A4,np1Bq in the same way it did for A3 and A1.
Therefore, letting
X
M,n
t “
ż
Rd`
ż
1
2n`1
ă|x|ď 1
2n
x1těsJ˜Xpds, dxq ,
the argument in (3.4) implies that
A4,npϕq “ p´1qd
ż
Rd`
ϕp1dqptqXM,nt dt .
By [1, Theorem 4.6] (see also [6, Theorem 2.3]),
ř
0ďkďnX
M,k
t Ñ XMt , where XM is the small
jumps part of X, and the convergence is a.s., uniformly on compact subsets of Rd`. Since ϕ has
compact support, (3.6) implies that
A4pϕq “ p´1qd
ż
Rd`
ϕp1dqpsqXMs ds .
3.1 The case of a p-integrable martingale (p ą 1)
We say that a random field M is a multiparameter martingale with respect to a filtration
F “ pFtqtPRd` (see [16, chapter 7, section 2 p.233]) if M is F-adapted, integrable, and for all
s ď t P Rd`, then EpMt|Fsq “Ms. We will also need the notion of commuting filtration (see [16,
Chapter 7, section 2, Definition p.233] ). By [16, Theorem 2.1.1 in chapter 7], to show that F is
commuting, it suffices to show that for any s, t P Rd`, Fs and Ft are conditionally independent
given Fs^t, where ps ^ tqi “ si ^ ti. In particular, if X is a d-parameter Lévy field and Ft is
the σ-algebra generated by the family pXsqsďt, then F is commuting by the independence of the
increments of X.
For any lamp random field L, we consider, similarly to (2.1), the event
(3.7) ΩL “
 
ω P Ω : Lpωq P S 1pRdq( ,
with the understanding that when Lpωq P S 1pRdq, the continuous linear functional associated
with Lpωq is xLpωq, ϕy “ ş
Rd`
Ltpωqϕptq dt, for all ϕ P SpRdq.
Proposition 3.7. Fix p ą 1 and let pMtqtPRd` be a multiparameter martingale with respect to
a commuting filtration pFtqtPRd` , such that for all t P Rd`, E p|Mt|pq “ pcLebd pr0, tsqq
p
2 for some
constant c. Then the set ΩM defined as in (3.7) has probability one.
Proof. Similarly to the one dimensional case, we control the supremum of |t|´α|Mt| as |t| Ñ `8,
or, equivalently, the supremum of |s|´α|Ms| for s P Rd`zr0, ts as mini“1,...,d ti Ñ `8, and prove
that the limit in probability of this supremum, as all the coordinates of t go to `8, is zero. The
proof uses the multidimensional analog of Doob’s Lp inequality: Cairoli’s Strong pp, pq inequality
(see [16, Chapter 7, Theorem 2.3.2]). For all i P Nzt0u, let xi “ 2i´1 and x0 “ 0. For k “
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pk1, ..., kdq P Nd, let ak “ pxk1 , ..., xkdq, and let bk “ p2k1, ..., 2kdq. We fix k P Nd, k ‰ p0, . . . , 0q.
By using successively Jensen’s inequality and Cairoli’s inequality, for any α ą 0, we have
E
˜
sup
sPrak ,bks
|Ms|
|s|α
¸
ď 1|ak|αE
ˆ
sup
sďbk
|Ms|p
˙ 1
p
ď cp|ak|αE p|Mbk |
pq 1p ď cp
a
cLebdpr0, bksq
|ak|α ,
for some constant cp depending only on p and the dimension d, where |ak| and |s| denote here
the Euclidian norm. Since k1 _ ¨ ¨ ¨ _ kd ě 1, we have |ak| ě 2k1_¨¨¨_kd´1, hence
(3.8) E
˜
sup
sPrak ,bks
|Ms|
|s|α
¸
ď cp
?
c2
1
2
dř
i“1
ki
2´αpk1_¨¨¨_kd´1q ď cp
?
c2α2
´pαd´ 12q
dř
i“1
ki
.
We choose α “ td
2
u ` 1. Let t P Rd` be far enough from the origin (we will consider the limit as
all the coordinates of t go to `8), and for all 1 ď i ď d, let ni be the largest integer such that
2ni ď ti and let n “ pn1, ..., ndq. We can suppose that ni ě 2 for all 1 ď i ď n. We write Ξ
for the set of all relations R of the form pr1, ..., rdq, where for all i P t1, ..., du , ri P tď,ěu and
R ‰ pď, ...,ďq. Then r0, tns Ă r0, ts, where tn “ p2n1 , ..., 2ndq. The complement of the box r0, tns
in Rd` is covered by boxes of the form rak, bks, where k P Nd and kRn for some R P Ξ. Therefore,
P
˜
sup
sRr0,ts
|Ms|
|s|α ą ε
¸
ď P
˜
sup
sRr0,tns
|Ms|
|s|α ą ε
¸
ď
ÿ
RPΞ
ÿ
kPNd
kRn
P
˜
sup
sPrak,bks
|Ms|
|s|α ą ε
¸
ď cp
?
c2α
ε
ÿ
RPΞ
ÿ
kPNd
kRn
2
´pαd´ 12q
dř
i“1
ki ÝÑ
t։`8
0 ,
where t ։ `8 means that t1 ^ ... ^ td Ñ `8. To check that the limit is indeed zero, one has
that for any fixed R P Ξ, at least one of the inequalities in R is ě. By symmetry, we can suppose
that it is the first inequality. Then
ÿ
kPNd
kRn
2
´pαd´ 12q
dř
i“1
ki ď Cα,d
ÿ
k1ěn1
2´pαd´ 12qk1 Ñ
n1Ñ`8
0 .
The result follows since Ξ is a finite set. Then supsRr0,ts |s|´α|XMs | Ñ 0 in probability as t։ `8,
therefore |t|´α|Mt| Ñ 0 a.s as |t| Ñ `8. By the lamp property ofM we deduce thatM is slowly
growing, and by Remark 1.1 we deduce that PpΩM q “ 1.
Corollary 3.8. Let X be a d-parameter Lévy field with characteristic triplet pγ, σ, νq and Lévy-
Itô decomposition Xt “ γLebd pr0, tsq ` σWt `XPt `XMt where XP is the large jump part of the
decomposition and XM is the compensated small jumps part. Let Yt “ γLebd pr0, tsq`σWt`XMt .
Then the set ΩY defined in (3.7) has probability one.
Proof. The random field Y˜ “ σW`XM is a sum of two independent square integrable martingales
and by a classical result on compensated Poisson integrals and Brownian sheets,
E
´
Y˜ 2t
¯
“
ˆ
σ2 `
ż
|x|ď1
x2νpdxq
˙
Lebd pr0, tsq ,
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where the multiplicative constant is finite since ν is a Lévy measure. Hence Y˜ verifies the
hypothesis of the Proposition 3.7 with p “ 2, therefore it defines a tempered distribution a.s.
Since Y˜ and Y differ by a slowly growing function, we deduce that Y is a tempered distribution
almost surely.
3.2 The compound Poisson sheet
By Corollary 3.8, for any d-parameter Lévy field X, we have ΩX X ΩY “ ΩXP X ΩY . We
shall prove that ΩXP has probability 0 or 1. In the one dimensional setting, we used the fact
that a compound Poisson process with a PAM is slowly growing a.s (see Proposition 2.5(i)).
As mentioned in the Introduction, the same results in a d-dimensional setting are to the best of
our knowledge unavailable, which leads us to find another approach. In the multiparameter case,
we will use properties of stochastic integrals with respect to a Poisson random measure to show
that under a moment condition, a compound Poisson sheet and its associated white noise define
tempered distributions. While this is in principle a special case of [11, Theorem 3], in view of
Corollary 3.8, the two statements are in fact equivalent.
Lemma 3.9. Let ν be a Lévy measure and M be a Poisson random measure on pRzt0uq ˆ Rd`
with intensity measure 1|x|ąηνpdxq dt, where η ą 0. Suppose that
ş
|x|ąη
|x|ανpdxq ă `8 for some
α ą 0 (PAM) and consider the compound Poisson sheet Pt “
ş
r0,ts
ş
|x|ąη
xMpdt, dxq. Then
(i) M almost surely defines a tempered distribution via the formula
(3.9) xM,ϕy “
ż
Rd`
ż
|x|ąη
Mpdt, dxqϕptqx , ϕ P SpRdq .
(ii) PpΩP q “ 1 and for all ϕ P SpRdq,
(3.10) xP, ϕy :“
ż
Rd`
Ptϕptq dt “
ż
Rd`
ż
|x|ąη
Mpdt, dxq
ż
rt,`8r
ds ϕpsqx ,
(iii) M “ P p1dq in S 1pRdq, where we recall that P p1dq “ Bd
Bt1¨¨¨Btd
P .
Proof. Since M is a Poisson random measure on Rd` ˆ pRz t0uq with jumps of size larger than η,
there are (random) points pτi, Yiqiě1 P Rd`ˆ pRzr´1, 1sq such that M “
ř
iě1 δτiδYi . To prove (i),
we first need to check that the integral in (3.9) is well defined. Let ϕ P SpRdq. The stochastic
integral is a Poisson integral, and it is well defined (as the limit in probability of Poisson integrals
of elementary functions) if and only if (see [15, Lemma 12.13])
(3.11)
ż
|x|ąη
ż
Rd`
p|xϕptq| ^ 1q dt νpdxq ă `8 .
Let r P N. There is a constant C ą 1 such that suptPRd`p1 ` |t|rq|ϕptq| ď C ă `8. Then
|xϕptq| ^ 1 ď C|x|
1`|t|r
^ 1. We write Vd for the volume of the d-dimensional unit sphere. Then, for
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|x| ą 1, ż
Rd`
p|xϕptq| ^ 1q dt ď
ż
Rd`
ˆ
C|x|
1` |t|r ^ 1
˙
dt
ď dVd
ż
R`
ˆ
C|x|
1` ur ^ 1
˙
ud´1 du
ď dVd
˜ż pC|x|´1q 1r
0
ud´1 du` C|x|
ż `8
pC|x|´1q
1
r
ud´1
1` ur du
¸
ď Vd pC|x| ´ 1q
d
r ` dVdC|x|
ż `8
pC|x|´1q
1
r
ud´1
1` ur du .
The last integral has to be well defined so we take r ą d, and thenż `8
pC|x|´1q
1
r
ud´1
1` ur du ď
ż `8
pC|x|´1q
1
r
ud´1´r du “ 1
r ´ d pC|x| ´ 1q
d´r
r ,
so ż
Rd`
p|xϕptq| ^ 1q dt ď Vd pC|x| ´ 1q
d
r ` dVdC|x|
r ´ d pC|x| ´ 1q
d´r
r .
We deduce that there exists a constant C 1 such that for |x| ą 1,
(3.12)
ż
Rd`
p|xϕptq| ^ 1q dt ď C 1|x| dr .
We then choose r large enough so that d
r
ď α^ 1
2
, in which case the moment condition on ν gives us
(3.11), and therefore the Poisson integral is well defined and a.s. finite. Set grptq “ 11`|t|r , t P Rd`.
Then for r sufficiently large, ż
Rd`
ż
|x|ąη
Mpdt, dxqgrptq|x|
is well-defined, since by (3.12) and PAM,ż
|x|ąη
ż
Rd`
p|xgrptq| ^ 1q dtνpdxq ă `8 .
Since M “ ři δτiδYi ,
xM,ϕy “
ÿ
i
Yiϕpτiq .
Now suppose ϕn Ñ 0 in SpRdq. Then for large n, |ϕn| ď gr, and
| xM,ϕny | “ |
ÿ
i
ϕnpτiqYi| ď
ÿ
i
|Yi|grpτiq
“
ż
Rd`
ż
|x|ąη
Mpdt, dxqgrptq|x| ă `8 a.s.
For a.a. fixed ω P Ω, ϕnpτipωqq Ñ 0 as nÑ `8, |ϕnpτipωqq| ď grpτipωqq and
ř
i grpτipωqq|Yipωq| ă
`8. By the dominated convergence theorem,
xMpωq, ϕny “
ÿ
i
ϕnpτipωqqYipωq Ñ 0 as nÑ `8 .
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Therefore, the linear functional ϕn ÞÑ xMpωq, ϕny is continuous on SpRdq, and so Mpωq P S 1pRdq
for a.a. ω P Ω.
To prove (ii), we first prove that the Poisson integral on the right hand side of (3.10) is well
defined, and we will need the PAM condition. Let ϕ P SpRdq and let Φptq “ ş
rt,`8r
ϕpsq ds.
Then (3.10) is well defined if
(3.13)
ż
|x|ąη
ż
Rd`
p|xΦptq| ^ 1q dt νpdxq ă `8 .
Using (3.15) in Lemma 3.10 below, property (3.13) is established in the same way as (3.11)
and, as above, the right-hand side of (3.10) defines almost surely a tempered distribution. Let
ϕ P SpRdq. Thenż
Rd`
ż
|x|ąη
Mpdt, dxq
ż
rt,`8r
ds ϕpsqx “
ÿ
iě1
ż
Rd`
Yi1τiPr0,ssϕpsq ds .(3.14)
Following the argument in (3.4), we want to be able to use Fubini’s theorem to exchange the sum
and the integral in the last expression. For any α P N, by the same argument as in the proof of
Lemma 3.10 below with β “ 0,
sup
tPRd`
p1` |t|αq
ż
rt,`8r
|ϕpsq| ds ď CN|α|`2dpϕq .
As in the proof of (3.11), we deduce thatż
|x|ąη
ż
Rd`
ˆˇˇˇ
ˇx
ż
rt,`8r
|ϕpsq| ds
ˇˇˇ
ˇ^ 1
˙
dt νpdxq ă `8 .
Then
ř
iě1
ş
Rd`
|Yi|1τiPr0,ss|ϕpsq| ds ă `8, and by (3.14) and Fubini’s Theorem,ż
Rd`
ż
|x|ąη
Mpdt, dxq
ż
rt,`8r
dsϕpsqx “
ż
Rd`
ÿ
iě1
Yi1τiPr0,ssϕpsq ds “
ż
Rd`
Psϕpsq ds .
This establishes (3.10). Property (iii) now follows by replacing ϕ by ϕp1dq in (3.10).
Lemma 3.10. For ϕ P SpRdq, let Φ be the function defined by Φptq “ ş
rt,`8q
ϕpsq ds. Let p P N,
α, β P Nd, such that |α|, |β| ď p. Then for all a P Rd, there is C “ Cpp, d, aq ă `8, such that,
for all ϕ P SpRdq,
(3.15) sup
těa
ˇˇp1` |tα|qΦpβqptqˇˇ ď C 1Np`2dpϕq .
Proof. Let t P Rd. Then Φptq “ ş
Rd`
ϕps` tq ds, so Φpβqptq “ ş
Rd`
ϕpβqps` tq ds. Therefore,
ˇˇp1` |tα|qΦpβqptqˇˇ ď p1` |tα|q ż
Rd`
ˇˇ
ϕpβqps` tqˇˇ ds “ p1` |tα|q ż
Rd`
ˇˇ
ϕpβqps` tqˇˇ p1` |pt` sqα`2d|q
1` |pt ` sqα`2d| ds
ď Np`2dpϕqp1` |tα|q
ż
Rd`
1
1` |pt` sqα`2d| ds
ď CNp`2dpϕq
for t ě a, where C is a constant depending only on p, d and a.
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3.3 Multidimensional Lévy white noise: the general case
The following lemma extends to d-parameter Lévy fields the property recalled in Remark 2.7.
Lemma 3.11. Let X be a d-parameter Lévy field with characteristic triplet pγ, σ, νq and let α ą 0.
The following are equivalent: (i) @t P Rd`, E p|Xt|αq ă `8; (ii) Dt P pR`zt0uqd : E p|Xt|αq ă
`8; (iii)
ż
|x|ą1
|x|ανpdxq ă `8 .
Proof. Clearly, (i) implies (ii). Suppose that (ii) is true for some t in pR`zt0uqd. By a previous
discussion, the process X i,t obtained by fixing all coordinates of the parameter t except the i-th
is again a Lévy process with characteristic triplet pγ, σ, νqśj‰i tj . By an application of [23,
Theorem 25.3] we deduce that
ś
j‰i ti
ş
|x|ą1
|x|ανpdxq ă `8 and then (iii) is verified. Suppose
now that (iii) is true. Let t P Rd`, and 1 ď i ď d. Since
ś
j‰i ti
ş
|x|ą1
|x|ανpdxq ă `8, another
application [23, Theorem 25.3] gives us E
`|X i,ts |α˘ ă `8 for all s P R`. Since i and t are taken
arbitrarily, we deduce (i).
We need a technical lemma that essentially states that for a compound Poisson sheet XP ,
there is a well-chosen sequence pϕnqně1 of test-functions with suitably decreasing compact support
such that XP is constant on supp pϕnq for n large enough (this was established in dimension one
during the proof of Proposition 2.3).
Lemma 3.12. Let XP be a d-parameter Lévy field with jump measure JX and characteristic
triplet p0, 0,1|x|ě1νq, where λ :“
ş
|x|ě1
νpdxq ă `8. Let L be the compound Poisson process
defined by Lt “ XPp1d´1,tq, and let pSnqně1 denote its sequence of jump times. Then for all p P N,
there exists a finite non random constant Cp with the following property: for all ω P Ω, there
exists a sequence pϕnqně1 of functions (depending on ω) in DpRdq such that
(3.16) Nppϕnq1Sně1 ď CpS3d`4pn 1Sně1 ,
and there exists an event Ω1 such that PpΩ1q “ 1 and for all ω P Ω1, there exists an integer Npωq
such that, for all n ě Npωq, XP is constant on the support of ϕn and
(3.17)
@
XP , ϕn
D pωq “ LSnpωq .
Proof. As in the proof of Proposition 2.3, we will construct a sequence pϕnqně1 of functions with
suitably decreasing compact support, and then use a Borel-Cantelli argument to show that XP
is constant on this support. Let ϕ P DpRdq with suppϕ Ă r0, 1ds and
ş
Rd
ϕ “ 1. Similar to (2.2),
the sequence pϕnqně1 is defined by
ϕnptq “ S3dn ϕ
`pt1 ´ 1qS3n, ..., ptd´1 ´ 1qS3n, ptd ´ SnqS3n˘ , t P Rd ,
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so that suppϕn Ă
”
p1d´1, Snq ,
´
1` 1
S3n
, ..., 1` 1
S3n
, Sn ` 1S3n
¯ı
and
ş
Rd
ϕn “ 1. Let p P N. Then
Nppϕnq1Sně1 “
ÿ
|α|,|β|ďp
sup
tPRd
ˇˇ
tαϕpβqn ptq
ˇˇ
1Sně1
“
ÿ
|α|,|β|ďp
sup
tPr0,p2,...,2,Sn`1qs
tα
ˇˇ
ϕpβqn ptq
ˇˇ
1Sně1
ď
ÿ
|α|,|β|ďp
2
řd´1
i“1 αi pSn ` 1qαd sup
tPRd
ˇˇ
ϕpβqn ptq
ˇˇ
1Sně1
ď
ÿ
|α|,|β|ďp
2
řd´1
i“1 αi pSn ` 1qαd S3pd`
řd
i“1 βiq
n Nppϕq1Sně1
ď C 1pNppϕqS3d`4pn 1Sně1 ,
for some finite non random constant C 1p. Therefore (3.16) holds and Cp :“ C 1pNppϕq depends
only on ϕ and p. Let
In,k “

p1d´1, Snq ,
ˆ
1` 1
Skn
, ..., 1` 1
Skn
, Sn ` 1
Skn
˙„
,
and let An,k be the event “X
P is constant in the box In,k”. Clearly, (3.17) holds on An,k.
Observe that
PpAcn,kq “ P
 
XP has at least one jump time in the set Jn,k
(
“ P tJXP ppRzr´1, 1sq ˆ Jn,kq ě 1u ,
where Jn,k is defined as the following set:
Jn,k “
„
0d,
ˆ
1` 1
Skn
, ..., 1` 1
Skn
, Sn ` 1
Skn
˙„
z r0d, p1d´1, Snqs “ J1n,k Y J2n,k ,
where J1n,k and J
2
n,k are disjoint sets defined by
J1n,k “
"
x P Rd` : @ 1 ď i ď d´ 1, xi ă 1`
1
Skn
, xd ď Sn, and Di0 P t1, ..., d´ 1u s.t. xi0 ą 1
*
,
J2n,k “

p0d´1, Snq ,
ˆ
1` 1
Skn
, ..., 1` 1
Skn
, Sn ` 1
Skn
˙„
.
Therefore we can write
(3.18)
PpAcn,kq “ P
 
JXP
`pRzr´1, 1sq ˆ J1n,k˘` JXP `pRzr´1, 1sq ˆ J2n,k˘ ě 1(
ď P  JXP `pRzr´1, 1sq ˆ J1n,k˘ ě 1(` P  JXP `pRzr´1, 1sq ˆ J2n,k˘ ě 1( .
Let Fp1d´1,tq “ σ pXs, s P r0d, p1d´1, tqsq and Fp1d´1,8q “
Ž
tPR`
Fp1d´1,tq. We also write H1 “ 
x P Rd` : x1 ď 1, ..., xd´1 ď 1
(
. Then due to the independence of the increments of XP , the fam-
ily of random variables pJXP ppRzr´1, 1sq ˆ AqqAĂRd`zH1 is independent of Fp1d´1,8q. Since Sn is
Fp1d´1,8q-measurable, we deduce that conditionally on Sn, the random variable JXP
`pRzr´1, 1sq ˆ J1n,k˘
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has a Poisson law with parameter λLebd
`
J1n,k
˘
, where λ :“ ş
|x|ą1
νpdxq. Further, on the event
tSn ě 1u,
Lebd
`
J1n,k
˘ “ d´1ÿ
j“1
ˆ
d´ 1
j
˙
Sn
ˆ
1
Skn
˙j ˆ
1` 1
Skn
˙d´1´j
ď 3d´1S´pk´1qn .
Indeed, the Lebesgue measure of a subset of J1n,k of vectors with exactly j components strictly
greater than one is Sn
´
1
Skn
¯j ´
1` 1
Skn
¯d´1´j
, and there are
`
d´1
j
˘
such subsets. We deduce that
P
 
JXP
`pRzr´1, 1sq ˆ J1n,k˘ ě 1( ď P tSn ď 1u ` E´1Sną1 ´1´ e´λLebdpJ1n,kq¯¯
ď P tSn ď 1u ` λ3d´1E
`
S´pk´1qn
˘
.(3.19)
We also define a process L˜t “ XPp2d´1,tq. It is a Lévy process with Lévy measure µpdxq “
2d´11|x|ą1νpdxq. Since XP is piecewise constant, L˜ is a piecewise constant Lévy process, therefore
a compound Poisson process (see [23, Theorem 21.2]). On the event tSn ą 1u, we have J2n,k Ă
rp0d´1, Snq, p2d´1, Sn ` S´kn qs. Therefore if XP has a jump point in J2n,k then L˜ has a jump in‰
Sn, Sn ` S´kn
“
. Let Gt “ σ pXu : u P r0, p2d´1, tsq. Then Sn is a G-stopping time and L˜ is a Lévy
process adapted to the filtration G, so by the strong Markov property, the number of jumps of
the process pLˆtqtě0 “
´
L˜t`Sn ´ L˜Sn
¯
tě0
is independent of Sn and has Poisson distribution of
parameter 2d´1λt. Therefore we can write
P
 
JXP
`pRzr´1, 1sq ˆ J2n,k˘ ě 1( ď P tSn ď 1u ` P ` JXP `pRzr´1, 1sq ˆ J2n,k˘ ě 1(X tSn ą 1u˘
ď P tSn ď 1u ` P
"
L˜ has a jump in
ˆ
Sn, Sn ` 1
Skn
˙*
“ P tSn ď 1u ` P
"
Lˆ has a jump in
ˆ
0,
1
Skn
˙*
“ P tSn ď 1u ` E
ˆ
1´ exp
„
´2
d´1λ
Skn
˙
ď P tSn ď 1u ` E
ˆ
2d´1λ
Skn
˙
.(3.20)
Using the density of the Gamma distribution, we see that
(3.21) P tSn ď 1u “
ż
1
0
λn
pn ´ 1q!e
´λxxn´1 dx ď λ
n
pn´ 1q! .
Integrating the Laplace transform of Sn as in (2.6), for n ě 4, we see that
(3.22) E
`
S´3n
˘ “ λ3pn ´ 1qpn´ 2qpn´ 3q and E `S´2n ˘ “ λ
2
pn´ 1qpn´ 2q .
Then we get from (3.18),(3.19), (3.20) with k “ 3, (3.21) and (3.22), that for n ě 4:
P
`
Acn,3
˘ ď 2λnpn ´ 1q! ` λ3d´1E
ˆ
1
S2n
˙
` λ2d´1E
ˆ
1
S3n
˙
“ 2λ
n
pn ´ 1q! `
λ23d´1
pn´ 1qpn´ 2q `
λ32d´1
pn´ 1qpn´ 2qpn´ 3q ,
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and we deduce that
ř
ně1 P
`
Acn,3
˘ ă 8. By the Borel-Cantelli Lemma,
(3.23) P
ˆ
lim sup
nÑ`8
Acn,3
˙
“ 0 ,
and the set Ω1 “ lim inf
nÑ`8
An,3 has probability one. This completes the proof.
We now return to the question of whether or not a Lévy white noise is a tempered distribution.
Similar to (2.15), for any d-dimensional Lévy noise 9X, we define the set Ω 9X by
Ω 9X “
!
ω P Ω : 9Xpωq P S 1pRdq
)
,(3.24)
and we have the following characterization.
Theorem 3.13. Let X be a d-parameter Lévy field with jump measure JX and characteristic
triplet pγ, σ, νq and 9X the associated Lévy white noise. Then the following holds for the set Ω 9X
defined as in (3.24):
(i) If there exists η ą 0 such that E p|X1d|ηq ă `8, then P pΩ 9Xq “ 1.
(ii) If for all η ą 0, E p|X1d|ηq “ `8, then P pΩ 9Xq “ 0.
Remark 3.14. By Lemma 3.11, the equivalent condition mentioned in Remark 2.7 remains valid
in the d-parameter case.
As mentioned in the Introduction, the first assertion of Theorem 3.13 was established in [11,
Theorem 3] using a different definition of Lévy white noise. In Proposition 3.17 below, we show
that the two definitions are equivalent.
Proof of Theorem 3.13. To prove (i), by the Lévy-Itô decomposition (Theorem 3.3), Corollary
3.8 and Lemma 3.9 (ii), we have P pΩXq “ 1. Since derivation maps S 1pRdq to itself, we deduce
that P pΩ 9Xq “ 1.
To prove (ii), suppose that 9X does not have a PAM. We can use Theorem 3.3 to decompose
X into the sum of a continuous part C, a small jumps part XM and a compound Poisson
part XP . By Corollary 3.8, P pΩC`XM q “ 1. Then we deduce that for all ω P Ω 9X X ΩC`XM ,
9XP pωq “ 9Xpωq´ 9Cpωq´ 9XMpωq “ 9Xpωq´ `Cpωq `XMpωq˘p1dq belongs to S 1pRdq. The general
strategy of the proof is to construct, from the compound Poisson sheet XP , a compound Poisson
process that has the same moment properties, and show that when 9XP P S 1pRdq, this process
has polynomial growth at infinity, and this occurs with probability zero by Proposition 2.5(ii).
We first examine the noise 9XP associated with the compound Poisson part. The jump measure
JXP pds, dxq “ 1|x|ą1JXpds, dxq of XP is a Poisson random measure on Rd`ˆpRzt0uq and JXP “ř
iě1 δτiδYi, where τi P Rd` and |Yi| ě 1. By Lemma 3.6, for all ϕ P DpRdq,A
9XP , ϕ
E
“
ż
Rd`
ż
|x|ą1
xϕptqJXpdt, dxq “
ÿ
iě1
Yiϕpτiq .(3.25)
By Lemma 3.12, for all ω P Ω, there exists a sequence pϕnqně1pωq of smooth compactly supported
functions such that (3.16) holds. Furthermore, there is an event Ω1 Ă Ω with probability one
such that there is an integer Npωq with the property that for all n ě Npωq, XP is constant
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on the support of ϕnpωq, and (3.17) holds. Let L be the compound Poisson process defined in
Lemma 3.12 by Lt “ XPp1d´1,tq. We restrict ourselves to ω P Ω 9X X ΩC`XM X Ω1, but we drop the
dependence on ω in the following for simplicity of notation. We write Φnptq “
ş
rt,`8q
ϕnpsq ds.
Let θ P C8pRdq be such that θ “ 0 on the set  t P Rd : t1 ^ ...^ td ď ´1( and θ “ 1 on
the set
 
t P Rd : t1 ^ ...^ td ě ´12
(
and such that all its derivatives are bounded. Then for all
n ě 1, θΦn P DpRdq Ă SpRdq. So, in particular, for all n ě 1, since θ is constant on Rd`,A
9XP , θΦn
E
“ p´1qd
A
XP , pθΦnqp1dq
E
“ p´1qd
A
XP , pΦnqp1dq
E
“ @XP , ϕnD “ LSn ,
by (3.17), and since Ω 9X X ΩC`XM Ă Ω 9XP , we deduce that
|LSn | ď CNppθΦnq ,(3.26)
for some real number C and integer p (both depending on ω). For α, β P Nd, with |α|, |β| ď p,
we estimate suptPRd
ˇˇˇ
tα pθΦnqpβq
ˇˇˇ
. Since all the derivatives of θ are bounded,
sup
tPRd
ˇˇˇ
tα pθΦnqpβq ptq
ˇˇˇ
“ sup
tě´1d
ˇˇˇ
tα pθΦnqpβq ptq
ˇˇˇ
“ sup
tě´1d
ˇˇˇ
ˇˇtα ÿ
γďβ
ˆ
β
γ
˙
Φpγqn ptqθpβ´γqptq
ˇˇˇ
ˇˇ
ď C1
ÿ
γďβ
sup
tě´1d
ˇˇ
tαΦpγqn ptq
ˇˇ
,
for some constant C1 depending only on p and θ. By (3.15), for some constant C2,
sup
tě´1d
ˇˇ
tαΦpγqn ptq
ˇˇ
1Sně1 ď C2Np`2dpϕnq1Sně1 ď C3S p˜n1Sně1 ,
by (3.16), for some constant C3 and p˜ independent of n. Therefore, for any integer p, there is an
integer p˜ and a constant C depending only p and d, such that
NppθΦnq1Sně1 ď CS p˜n1Sně1 .(3.27)
We deduce from (3.26) and (3.27) thatˇˇˇ
ˇLSnS p˜n
ˇˇˇ
ˇ1Sně1 ď C1Sně1 ă `8 .
As in the proof of Proposition 2.3, we deduce that for all ω P Ω 9X X ΩC`XM X Ω1, there exists
ppωq P N and Cpωq P R` such that
lim sup
tÑ`8
|Lt|pωq
1` tp˜pωq ď Cpωq ă `8 .(3.28)
Since L is a compound Poisson process with no absolute moment of any positive order (it has the
same Lévy measure as XP ) we can now conclude by Proposition 2.5(ii) that Ω 9X XΩC`XM XΩ1 is
contained in a set of probability zero. Since P pΩC`XM X Ω1q “ 1, we deduce that P pΩ 9Xq “ 0.
As a consequence of Theorem 3.13, we get the following result.
Corollary 3.15. Let X be a d-parameter Lévy field with jump measure JX and characteristic
triplet pγ, σ, νq, and let ΩX be the set defined as in (3.7).
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(i) If there exists η ą 0 such that E p|X1|ηq ă `8, then PpΩXq “ 1.
(ii) If for all η ą 0, E p|X1|ηq “ `8, then PpΩXq “ 0.
Proof. Property (i) follows immediately from Corollary 3.8 and Lemma 3.9. To prove (ii), by
the fact that the derivative of a tempered distribution is a tempered distribution, ΩX Ă Ω 9X . By
Theorem 3.13(ii), we conclude that PpΩXq “ 0.
Remark 3.16. The statement of Corollary 2.11 extends directly to d-dimensional Lévy white
noise, with the same proof.
We now relate our definition of Lévy white noise (Definition 3.4) to stochastic integrals, and
to [11, Theorem 3].
Proposition 3.17. Let 9X be a Lévy white noise with jump measure JX and characteristic triplet
pγ, σ, νq that has a PAM.
(i) For all functions ϕ P SpRdq, we have the following equality:
(3.29)
A
9X,ϕ
E
“
ż
Rd`
ϕptq dXt
:“ γ
ż
Rd`
ϕptq dt` σ
ż
Rd`
ϕptq dWt
`
ż
Rd`
ż
|x|ě1
xϕptqJXpdx, dtq `
ż
Rd`
ż
|x|ă1
xϕptq pJXpdx, dtq ´ νpdxq dtq
“ γA1pϕq ` σA2pϕq ` A3pϕq ` A4pϕq ,
where the second integral is a Wiener integral (cf. Remark 3.5), and the last two are Poisson
integrals as defined in [15, Lemma 12.13].
(ii) The characteristic functional of the Lévy white noise is given, for all ϕ P SpRdq, by
E
´
eix 9X,ϕy
¯
“ exp
«ż
Rd`
ψ pϕptqq dt
ff
,
where ψ is the Lévy symbol of X:
ψpzq “ iγz ´ 1
2
σ2z2 `
ż
R
`
eixz ´ 1´ izx1|x|ď1
˘
νpdxq .
Proof. Even without PAM, equality (3.29) has already been proven in Lemma 3.6 when ϕ P
DpRdq. We now assume that X has a PAM and check first that for ϕ P SpRdq, the right-hand
side of (3.29) is well-defined. Since SpRdq Ă L1pRdq X L2pRdq, this is clearly the case for A1pϕq
and A2pϕq. For A3pϕq, using PAM, one checks condition (3.11) as in the proof of Lemma 3.9.
For A4pϕq, one checks condition (3.5) using the same proof as when ϕ P DpRdq.
We now deduce (3.29) for ϕ P SpRdq (assuming PAM). By definition,A
9X,ϕ
E
“ p´1qd
«
γ
ż
Rd`
˜
dź
i“1
ti
¸
ϕp1dqptq dt` σ
ż
Rd`
Wtϕ
p1dqptq dt
`
ż
Rd`
XPt ϕ
p1dqptq dt`
ż
Rd`
XMt ϕ
p1dqptq dt
ff
“ γA˜1pϕq ` σA˜2pϕq ` A˜3pϕq ` A˜4pϕq .
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The equality A3pϕq “ A˜3pϕq comes from Lemma 3.9. For the other three terms, since DpRdq
is dense in SpRdq, it suffices to check that ϕ ÞÑ γA˜1pϕq ` σA˜2pϕq ` A˜4pϕq and ϕ ÞÑ γA1pϕq `
σA2pϕq ` A4pϕq define continuous (in probability) linear functionals of ϕ P SpRdq. For the first,
this is obvious because 9X P S 1pRdq by Theorem 3.13. For the second, consider pϕnq Ă SpRdq
such that ϕn Ñ 0 in SpRdq, hence in L1pRdq and L2pRdq. Then A1pϕnq Ñ 0 and A2pϕnq Ñ 0 in
probability. According to [3, (2.34) p.27],
E pexp piA4pϕqqq “ exp
«ż
Rd`
ż
|x|ă1
`
eixϕptq ´ 1´ ixϕptq˘ dtνpdxq
ff
,
for all ϕ P SpRdq. By the inequality in [15, Lemma 5.14],ˇˇˇ
ˇˇż
Rd`
ż
|x|ă1
`
eixϕnptq ´ 1´ ixϕnptq
˘
dtνpdxq
ˇˇˇ
ˇˇ ď 1
2
ż
Rd`
ϕnptq2 dt
ż
|x|ă1
x2νpdxq Ñ 0 .
So A4 defines a linear functional on SpRdq that is continuous in law at 0, hence continuous in
probability. This completes the proof of (i).
To prove (ii), we use (i) and standard results on the characteristic function of Poisson and
Wiener integrals. See [15, Lemma 12.2] and [3, (2.34) p.27] for the Poisson integrals and [16,
Theorem 1.4.1] for the Wiener integral.
Remark 3.18. In dimension one, we used the map I in Remark 2.12 to give an alternate proof
of Theorem 2.10(ii). The analog of this map I in higher dimensions also exists. Let θ P DpRq
such that θ ě 0, supp θ Ă r0, 1s and ş
R
θ “ 1. We write θ˜ “ θ b ¨ ¨ ¨ b θ the dth-order tensor
product of θ with itself: θ˜ps1, . . . , sdq “ θps1q ¨ ¨ ¨ θpsdq. Let ϕ P SpRdq. Define
Idϕptq “
ż
p´8,ts
ds
ż
Rd
dr∆˜sr
´
ϕ, θ˜
¯
,(3.30)
where
∆˜sr pϕ, θq “
ÿ
εPt0,1ud
p´1q|ε|ϕpcεpr, sqqθ˜pc1´εpr, sqq ,
and cεpr, sq was defined just after (3.1). It is easy to see that if ϕ “ ϕ1 b ¨ ¨ ¨ b ϕd, where
ϕ1, . . . , ϕd P SpRq, then Idϕ “ pI1ϕ1qb¨ ¨ ¨bpI1ϕdq, where I1 coincides with the map I of Remark
2.12. Then, since I was built as an antiderivative, for such ϕ,
(3.31) Id
ˆ Bdϕ
Bt1 ¨ ¨ ¨ Btd
˙
“ ϕ .
We have already shown that I1 maps continuously SpRq to itself. We equip SpRq b ¨ ¨ ¨ b SpRq
with the topology pi generated by the family of semi-norms Np1,...,pdpϕ1b¨ ¨ ¨bϕdq “
śd
i“1Npipϕiq.
Then Id : SpRqb¨ ¨ ¨bSpRq Ñ SpRqb¨ ¨ ¨bSpRq is continuous (and then uniformly continuous by
linearity). We denote SpRqbˆpi ¨ ¨ ¨ bˆpiSpRq the completion of SpRqb ¨ ¨ ¨bSpRq. By [26, Theorem
51.6], SpRqbˆpi ¨ ¨ ¨ bˆpiSpRq » SpRdq, therefore Id extends (by uniform continuity) to a continuous
linear map from SpRdq to itself. Formula (3.31) is true by linearity for ϕ P SpRq b ¨ ¨ ¨ b SpRq.
Let ϕ P SpRdq. There is a sequence pϕnqně1 of elements of SpRq b ¨ ¨ ¨ b SpRq such that ϕn Ñ ϕ
in SpRdq. Since derivation is a continuous map from SpRdq to itself, we deduce that (3.31) holds
for any ϕ P SpRdq.
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