Introduction {#Sec1}
============

The amount of textual data is rapidly growing with an abundant production of digital documents, particularly in the biomedical domain (biomedical scientific articles, medical reports, patient discharge summaries, etc.). Furthermore, these data are generally expressed in an unstructured form (i.e., in natural language), which makes its automated processing increasingly difficult. Thus, an efficient access to useful information is challenging. To do so, a suitable representation of textual documents is crucial. Controlled and structured vocabularies, such as the Medical Subject Heading (MeSH®) thesaurus, are widely used to index biomedical texts \[[@CR1]\] and consequently to facilitate access to useful information \[[@CR2], [@CR3]\]. As regards conceptual indexing, concepts defined in thesauri or ontologies are often used to annotate documents. For example, the MEDLINE® citations are manually indexed by the National Library of Medicine® (NLM) indexers using the MeSH descriptors. Although the task of annotators is now facilitated by a semi-automatic method \[[@CR4]\], the rapid growth of biomedical literature makes manual-based indexing approaches complex, time-consuming and error-prone \[[@CR5]\]. Thus, fully automated indexing approaches seem to be essential. While many efforts have been made to this end, indexing full biomedical texts according to specific segments of these texts, such as their title and abstract, remains a real challenge \[[@CR6]\]. Furthermore, with the large amounts of data, using only partial information to annotate documents is promising (reduction of computational cost).

In this paper, we propose two classification methods for discovering and selecting relevant topics of new (unannotated) documents: a) a kNN-based approach and b) an ESA-based approach. Our main contribution is to be able to suggest relevant topics to any new document based solely on portion of it thanks to a classification model learnt from a large collection containing several hundreds of thousands of previously annotated documents.

Text classification is the process of assigning labels (categories) to unseen documents. The principle of the kNN-based approach is to consider the set of topics (MeSH descriptors, in this case) assigned manually to the k most similar documents of the target document. Then, these topics are ordered by their relevance score so that the most relevant ones are used to classify the document. In a previous work \[[@CR5]\], authors noted that over 85 % of MeSH descriptors relevant for classifying a given document are contained in its 20 nearest neighbours. This appears to better represent the documents rather than what can be found in their title and abstract solely.

First, we have developed a method based on the vector space model (VSM) \[[@CR7]\] to determine similar documents. The latter uses the TF.IDF (term frequency -- inverse document frequency) weighting scheme for representing documents by vectors constituted by unigrams they contain, and the cosine measure for retrieving the document neighbours. Then, we have investigated different types of features and several ML algorithms for selecting relevant topics in order to classify a given document.

On the other hand, ESA \[[@CR8]\] has yielded good results in related issues such as semantic relatedness computation between texts \[[@CR8]\] and even the text classification \[[@CR9]\]. For this reason, we propose to explore it using different association measures in the context where only partial information is exploited for classifying a whole document.

Unlike most works in document classification, our approaches use only partial information (titles and abstracts) of documents in order to predict relevant topics for representing their full content. Since the content of documents is not fully exploited, using large datasets for building the classifiers could be useful for capturing more information. For this reason, we used classifiers built from large collections of previously annotated documents. This is a very challenging task, which has motivated the recent launch of BioASQ: an international challenge on large-scale biomedical semantic indexing and question answering[1](#Fn1){ref-type="fn"} \[[@CR6]\].

The rest of the paper is organized as follows. First, related work concerning biomedical document indexing and, more generally, multi-label classification is reviewed in Section 2. Then, the two proposed methods are detailed in Section 3. In Section 4, the experiments are shown while the results are described in Section 5 and discussed in Section 6. Conclusion and future work are finally presented in Section 7.

Related work {#Sec2}
------------

The identification of relevant topics from documents in order to describe their content is a very important task widely addressed in the literature. In the biomedical domain, the MTI (Medical Text Insdexer) tool \[[@CR4]\] is one of the first attempts to index biomedical documents (MEDLINE citations) using controlled vocabularies. To map biomedical text to concepts from the Unified Medical Language System® (UMLS) Metathesaurus - a system that includes and unifies more than 160 biomedical terminologies - the MTI tool uses the well-known concept mapper MetaMap \[[@CR8]\] and combines its results with the *PubMed Related Citations* algorithm \[[@CR10]\]. The combination of these methods results in a list of UMLS concepts which is then filtered and recommended to human experts for indexing citations. Recently, the MTI was extended with various filtering techniques and ML algorithms in order to improve its performance \[[@CR11]\]. Ruch has designed a data independent hybrid system using MeSH for automatically classifying biomedical texts \[[@CR12]\]. The first module is based on regular expressions to map texts to concepts while the second is based on a VSM \[[@CR7]\] considering the vocabulary concepts as documents and documents as queries. Then, the rankers of the two components are merged to produce a final ranked list of concepts with their corresponding relevance scores. His results showed that this method achieved good performances, comparable to ML-based approaches. One limitation of this system is that it may return MeSH concepts which match partially the text \[[@CR1]\].

ML-based approaches are also proposed to deal with such a task. The idea is to learn a model from a training set constituted of already annotated documents and then to use this model to classify new documents. Trieschnigg et al. \[[@CR1]\] have presented a comparative study of six systems which aim at classifying medical documents using the MeSH thesaurus. In their experiments, they showed that the kNN-based method outperforms the others, including the MTI and the approach developed by Ruch \[[@CR12]\]. In their work, the kNN classifier uses a language model \[[@CR13]\] to retrieve documents which are similar to a given document. The relevance of MeSH descriptors is the sum of the retrieval scores of documents annotated by these descriptors among the neighbouring documents. A similar kNN-based approach has been proposed in \[[@CR5]\]. A language model is used to retrieve the neighbours of a given document. Then, a learning-to-rank model \[[@CR14]\] is used to compute relevance scores and consequently to rank candidate labels[2](#Fn2){ref-type="fn"} collected from these document neighbours. In this work, the number of labels to classify a document is set to 25. Experiments on two small standard datasets (respectively 200 and 1000 documents) showed that it achieves better performances than the MTI tool.

On the other hand, indexing biomedical documents in which each document of the dataset is assigned one or several categories (also called "labels") can be assimilated as a multi-label classification task. Multi-label classification (MLC) is increasingly studied and especially for text classification purposes \[[@CR15]\]. Several methods have been developed to deal with this task \[[@CR16], [@CR17]\]. They can be categorized into two main approaches \[[@CR15]\]: the problem transformation approach \[[@CR18]\] and the algorithm adaptation approach \[[@CR17], [@CR19]\]. The problem transformation approach splits up a multi-label learning problem into a set of single-label classification problems whereas the algorithm adaptation approach adjusts learning algorithms to perform MLC.

In MLC, the kNN-based approach is widely used. This approach has been proven efficient for MLC in terms of simplicity, time complexity, computation cost and performance \[[@CR17]\]. Zhang and Zhou \[[@CR19]\] proposed a ML-KNN (for Multi-Label kNN) method which extends the traditional kNN algorithm and uses the maximum a posteriori principle to determine relevant labels of an unseen instance. For an instance *t*, the ML-KNN identifies its neighbours and estimates respectively the probabilities that *t* has and has not a label *l* based on the training set, for each label *l*. Then, it combines these probabilities with the number of neighbours of *t* having *l* as a category to compute the confidence score of *l*. Spyromitros et al. \[[@CR17]\] propose a similar method, named BR-KNN (for Binary Relevance KNN), and two extensions of this method. The proposed approach is an adaptation of the kNN algorithm using a BR method which trains a binary classifier for each label. Confidence scores for each label are computed using the number of neighbours among the k neighbours that include this label. In \[[@CR20]\], an experimental comparison of several multi-label learning methods is presented. In this work, different approaches were investigated using various evaluation measures and datasets from different application domains. In their experiments, authors showed that the best performing method is based on the Random Forest classifier \[[@CR21]\]. Other recent works address MLC with large number of labels \[[@CR22]\]. Indeed, in many applications, the number of labels used to categorize instances is generally very large. For example, in the biomedical domain, the MeSH thesaurus consisting of thousands descriptors (27,149 in the 2014 version) is often used to classify documents. This large number of descriptors can affect the effectiveness and performance of multi-label models. To address this issue, a label selection based on randomized sampling is performed \[[@CR22]\].

Methods {#Sec3}
=======

In this section, we present the text classification approaches developed in our work: a kNN-based approach and an ESA-based approach.

The kNN-based approach: kNN-classifier {#Sec4}
--------------------------------------

This approach consists of two steps. First, for a given document, represented by a vector of unigrams, its k most similar documents are retrieved. To do so, the TF.IDF weighting scheme is used to determine the weights of different terms in the documents. Then, the cosine similarity between documents is computed. Once the k nearest documents of a target document are retrieved, the set of labels assigned to them are used for training the classifiers (in the training step) or as candidates for classifying the document (in the classification step). Labels, which are the instances here, are first represented by a set of attributes. Thereafter, ML algorithms are used to build models which are then used to rank candidate labels for annotating a given document. For ranking labels, different learning algorithms are explored.

Nearest neighbours' retrieval {#Sec5}
-----------------------------

Our kNN-based approach requires a collection of documents previously annotated for the neighbours' retrieval. For a given document, the aim is to retrieve its k most similar documents. To do so, like the *PubMed Related Citations* approach \[[@CR10]\], we consider that two documents are similar if they address the same topics. The cosine similarity measure, which is commonly used in text classification and information retrieval (IR) with the VSM \[[@CR7]\], is chosen for this purpose. The documents are first segmented into sentences and tokens, while stop words are removed. From these pre-processed texts, all unigrams are extracted and normalized according to a stemming technique \[[@CR23]\]. Then, the cosine measure enables to compute similarity between documents, which are represented by vectors of unigrams. Formally, let *C* = {*d*~1~, *d*~2~, ..., *d*~*n*~}, a collection of *n* documents, *T* = {*t*~1~, *t*~2~, ..., *t*~*m*~}, the set of terms appearing in the documents of the collection and the documents *d*~*i*~ and *d*~*j*~ being represented respectively by the weighted vectors *d*~*i*~ = (*w*~1~^*i*^, *w*~2~^*i*^, ..., *w*~*m*~^*i*^) and *d*~*j*~ = (*w*~1~^*j*^, *w*~2~^*j*^, ..., *w*~*m*~^*j*^), their cosine similarity is defined by \[[@CR12], [@CR24]\]:$$\documentclass[12pt]{minimal}
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In order to optimize the search, the documents in the search space are indexed beforehand using the open source IR API *Apache Lucene.*[3](#Fn3){ref-type="fn"} The k-nearest neighbours' retrieval thus becomes an IR problem where the target document is the query to be processed.

Collection of candidate labels {#Sec6}
------------------------------

For a given document, once its kNN are retrieved, all labels assigned to these documents are gathered in order to constitute a set of candidate labels likely to annotate this document. Since this can be seen as a classification problem, we use ML techniques to rank these candidate labels. Thus, classical classifiers are used to build classification models which are then exploited to determine the relevant labels for annotating any unseen document. For that purpose, candidate labels are used as training instances (in the training step) or instances to be classified (in the classification step).

Feature extraction {#Sec7}
------------------

To determine the relevance of a candidate label, it is represented by a vector of features (also called attributes). In the training step, its class is set to 1 if the label is assigned to the target document and otherwise 0 while in the classification step, the model uses the label features to determine its class. We defined six features based on related works \[[@CR5], [@CR17]\].

For each candidate label, the number of neighbour documents to which it is assigned is used as a feature (Feature 1). This value represents an important clue to determine the class of the label. Moreover, in the classical kNN-based approach, it is the only factor used to classify a new instance. In practice, a voting technique is used to assign the instance to the class that is the most common among its k nearest neighbours.

For each candidate label, the similarity scores between the document to classify and its nearest neighbours annotated with this candidate label are summed and this sum is another feature (Feature 2). Since the distance between a document and each of its neighbours is not the same, we consider that the relevance of the labels assigned to them for the target document is inversely proportional to this distance. In other words, the closer a document is to the target document, the more its associated labels are likely to be relevant for the latter. In \[[@CR1]\], this is the only feature used to determine the relevance scores of candidate labels.

Formally, like in \[[@CR17]\], let *L* = {*l*~*j*~}, *j* = 1, ..., *n*, be the candidate labels set of a new document d, and *V* = {*d*~*i*~}, *i* = 1, ..., *k*, its k nearest neighbours, the values of these attributes for the label *lj* are respectively defined as:$$\documentclass[12pt]{minimal}
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For each candidate label, we also checked if all the constituent tokens appear in the title and abstract of the document and consider it as the third feature (Feature 3). This binary feature has been chosen because it captures disjoint terms (terms constituted of disjoint words) which are frequent in the biomedical texts.

In addition to these features, we computed two other features using term synonyms. Indeed, for indexing biomedical documents, the MeSH thesaurus is commonly used. The latter is composed of a set of descriptors (also called main headings) organized into a hierarchical structure. Each descriptor includes synonyms and related terms, which are known as its entry terms. Thus, for each label (called descriptor here), we check whether one of its entries appears in the document. If this is the case, the fourth binary feature (Feature 4) is set to 1 and the descriptor frequency in the document is computed as a value corresponding to the fifth feature (Feature 5), otherwise the two features are set to 0.

Finally, another feature (Feature 6) is used to verify whether a candidate label is contained in the document's title. Our assumption is that if a label appears in the title, it is relevant for representing this document.

The relevance of each of these features is estimated using the information gain measure (Table [1](#Tab1){ref-type="table"}). The first two features mainly permit to compute relevance scores of candidate labels.Table 1Importance of each feature for the prediction according to the Information Gain measureFeatureDescriptionInformation gainFeature 1Number of neighbours in which the label is assigned0.16Feature 2Sum of similarity scores between the document and all the neighbours' document where the label appears0.17Feature 3Check whether all constituted tokens of the label appear in the target document0.01Feature 4Check whether one of the label entries appears in the target document0.03Feature 5Frequency of the label if it is contained in the document0.03Feature 6Check if the label is contained in the document title0.02

Classifier building {#Sec8}
-------------------

To build the classifiers, a labelled training set consisting of a collection of documents with their manually associated labels is constituted. For each document in the training set, its nearest neighbours and their manually assigned labels are collected. Each label of this collected set is considered as an instance for the training. Thus, for each label, its different features (see the previous section) are computed. Thereafter, labels obtained from neighbours of the different documents of the training set are gathered to form the training data. Then, classifiers are built from this labelled training data. We have tested the following classification algorithms: Naive Bayes (NB) \[[@CR25]\], Decision Trees (DT also known as C4.5 in our case \[[@CR24]\]), Multilayer Perceptron (MLP) and Random Forest (RF) \[[@CR26]\]. We chose these classifiers as they have yielded the best performances in our tests.

For the implementation of these classifiers, we use the WEKA[4](#Fn4){ref-type="fn"} (Waikato Environment for Knowledge Analysis) tool, which integrates many ML algorithms \[[@CR27]\], including the four ones we have tested.

Document classification {#Sec9}
-----------------------

Given a document to be classified, the candidate labels collected from its neighbours are represented as the training ones (see the previous section). The trained model is then used to estimate the relevance score of each candidate label. Indeed, the model computes, for each candidate label, its probabilities to be relevant or not. From these probability measures, the relevance score of each label is derived. Candidate labels are then ranked according to their corresponding scores and the N top-scoring ones are selected to annotate the document, where N is determined using three different techniques.

Selection of the optimal value of N {#Sec10}
-----------------------------------

In order to determine the optimal value of N, we explore three strategies:Initially, N is set as the number of labels having a relevance score greater than or equal to a threshold arbitrarily set to 0.5. This strategy based only on the relevance score of the label regarding the document is inspired by the original kNN algorithm.We then set the value of N as the average size (number of labels assigned) of the sets of labels collected from the neighbours. This strategy has been successfully used for extending the kNN-based method proposed in \[[@CR17]\].Finally, in the third strategy, we use the method described in \[[@CR28]\]. The principle is to compare the relevance scores of successive labels of a list of candidate labels ranked in descending order for determining the cut off condition enabling to discard the irrelevant or insignificant ones. This strategy is defined by the following formula:$$\documentclass[12pt]{minimal}
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The ESA-based approach {#Sec11}
----------------------

ESA is an approach proposed for representing textual documents in a semantic way \[[@CR8]\]. In this method, the documents are represented in a conceptual space constituted of explicit concepts automatically extracted from a given knowledge base.[5](#Fn5){ref-type="fn"} For this, statistical techniques are used to explicitly represent any kind of text (simple words, fragments of text, entire document) by weighted vectors of concepts. In the approach proposed in \[[@CR8]\], the titles of Wikipedia articles are defined as concepts. Thus, each concept is represented by a vector consisting of all terms (except stop words) that appear in the corresponding Wikipedia article. The weight of each word of this vector is the association score between the term and the corresponding concept. Theses scores are computed using the *TF.IDF* weighting scheme \[[@CR29]\].

At the end of this step, each concept is represented by a vector of weighted terms. Then, an inverted index, wherein each term is associated with a vector of its related concepts, is created. In this inverted index, the less significant concepts (i.e., concepts with low weight) for a vector are removed. The index is then used to classify unseen textual documents.

The classification process consists of two steps. For a given document, it is first represented by a vector of terms. The concepts corresponding to these terms are then retrieved in the inverted index and merged to constitute a vector of concepts representing the document. The retrieved concepts are finally ranked according to their relevance score in descending order. The most relevant ones are then selected. This process is illustrated by Fig. [1](#Fig1){ref-type="fig"}.Fig. 1The process of the Explicit Semantic Analysis based approach. The two steps of the ESA-based approach are presented: the indexing step and the classification step

Formally, let *T* be a text, {*t*~*i*~} the terms appearing in *T* and *v*~*i*~, their respective weights. Let *k*~*j*~, be the association score between the term *t*~*i*~ and the concept *c*~*j*~ with *c*~*j*~ ∈ *C*, *C* the set of Wikipedia concepts. The weight of the concept *c*~*j*~ for the text *T* is defined by:$$\documentclass[12pt]{minimal}
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Our ESA-based approach explores this technique in the specific case where only partial information is considered (i.e., the title and abstract in the case of scientific articles). First, we assume the availability of concepts (generally defined in semantic resources) to be used for document classification as well as a labeled training set in which each document is assigned a set of concepts. Unlike the original ESA method where each article is associated with a single concept, in our approach, each document in the training set may be assigned one or more concepts (also called labels here).

From the training set, we use statistical techniques to establish associations between labels and terms extracted from the texts. Thus, for each label, the unigrams that are more strongly associated with it are used for its representation. If the concepts are seen as documents, we face with an IR problem where the goal is to retrieve the most relevant documents (concepts) for a given query (a new document). Therefore, the classical IR models can be used to represent documents and queries, but also to compute the relevance of a document with respect to a given query. In this work, the VSM is used to determine the most relevant concepts for annotating the given document. Like in the kNN-based approach, the documents are processed using the following techniques: segmentation into sentences, tokenization, removal of stop words and normalization using the Porter\'s stemming algorithm \[[@CR23]\].

For computing the association scores between a concept *c* and a term *t*, we experimented the following measures:The *TF.ICF* measure (the TF.IDF scheme adapted to concepts) \[[@CR7]\]:$$\documentclass[12pt]{minimal}
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where *freq*(*t*, *d*) is the frequency of *t* in the document *d*, \|*d*\| is the number of words of *d* and *D*~*c*~ the set of documents annotated by the concept *c*.The *Jaccard coefficient* \[[@CR30]\]:$$\documentclass[12pt]{minimal}
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Finally, to estimate the relevance of a concept to annotate a document, we use the following metric. The relevance score of a concept *c* for a new document *d* is defined by:$$\documentclass[12pt]{minimal}
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Evaluation {#Sec12}
==========

In order to assess the effectiveness of our approaches, we performed two different experiments: one in the context of the task 2a of the international BioASQ challenge to which we participated \[[@CR31]\] and the second experiment conducted on a derived dataset from the BioASQ challenge, as described below.

Datasets {#Sec13}
--------

The BioASQ organizers, within the 2014 edition, provided a collection of over 4 million documents constituted by only titles and abstracts of articles (called also citations), coming from specific scientific journals for the task 2a of this challenge \[[@CR6]\]. These documents, extracted from the MEDLINE database, are annotated by descriptors of the MeSH thesaurus.

In addition, during the challenge, the organizers provided each week PubMed® citations not yet annotated which were used as test sets to evaluate the systems participating in the task 2a. Participants were asked to classify these test sets using descriptors of the MeSH thesaurus. The test sets have subsequently been annotated by PubMed® human indexers for evaluating the proposals of the participating systems.

Experiments {#Sec14}
-----------

### First experiment {#Sec15}

For the kNN retrieval, we used a dataset consisting of all articles of this collection published since 2000 (2,268,724 documents). The motivation for this choice is to discard old documents which are not annotated by descriptors recently added to the MeSH thesaurus (the MeSH thesaurus is regularly updated). This dataset is thereafter extended to the entire collection. For training the classifiers we randomly selected 20.000 articles out of those published since 2013; the citations of the training set are discarded from the former dataset. We assume this training set sufficient to capture relevant information for building the classifiers.

Only the kNN-based approach was used for our participation to the challenge. To assess this method, five of the different test sets provided by the challenge organizers were used.

### Second experiment {#Sec16}

For the second experiment, we first extracted all articles published since 2013 (133,770 documents) from the previous dataset provided by the challenge organizers. We then selected randomly 20,000 documents to be used for training the classifiers and one thousand for constituting the test set. The data used to train the classifiers were then extended to 50,000 documents, since we believed it could improve the classification performances; using large training dataset should enable the classifiers to capture more information. The test collection was also increased to 2,000 documents. Like in the training dataset, each document in the test set was assigned a set of labels by PubMed® annotators. These manually assigned labels were thus used to evaluate the results of our different methods.

Regarding the evaluation of our ESA-based approach, except the documents in the test set, the rest of the collection (i.e., 4,430,399 documents) was exploited to compute the association scores between words and labels.

Evaluation measures {#Sec17}
-------------------

As previously said, indexing biomedical documents can be assimilated to a multi-label classification (MLC) problem. Instead of one class label, each document is assigned a list of labels. Thus, measures usually used for evaluating indexing methods were adapted for the MLC context \[[@CR15]\]. The example-based precision (EBP) measures how many of the predicted labels are correct while the example-based recall (EBR) measures how many of the manually assigned labels are retrieved. Since EBP and EBR evaluate partially the performance of a method, the example-based f-measure (EBF) combines both measures for a global evaluation. The accuracy (Acc) is also a complementary measure \[[@CR15]\]. These measures are computed as follows. Let *Yi* be, the set of true labels (labels manually assigned to the documents), *Zi* the set of predicted labels and *m* the size of the test set:$$\documentclass[12pt]{minimal}
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These measures, in addition to being common, are representative and enable the global evaluation of the systems' performances. The results of our two approaches are presented in the next section.

Experiment environment {#Sec18}
----------------------

In our different experiments, we used the computing facility of the Bordeaux Mésocentre, Avakas,[6](#Fn6){ref-type="fn"} which includes:the compute nodes c6100 (x264), which are the machines on which algorithms are executed. They have the following characteristics:○ Two processors of hexa-cores (12 cores per node) Intel Xeon X5675 @ 3.06 GHz;○ 48 GB RAM.the computation nodes bigmem R910 (x4), which have more memory and whose cores have slower processors:○ 4 processors of 10 cores (40 cores per node) Intel Xeon E7-4870 @ 2.4 GHz;○ 512 GB RAM.

In our case, we used two computation nodes c6100, which provide 48 GB of RAM and 24 cores Intel Xeon X5675.

Results {#Sec19}
=======

Results of the kNN-based approach {#Sec20}
---------------------------------

### Experiment within the BioASQ challenge {#Sec21}

First, we present the results obtained in the task 2a of the BioASQ challenge. For that purpose, we report results of batch 3 in terms of EBP, EBR and EBF. We chose only these measures since they are representative and allow estimating the global performance of the MLC methods. Table [2](#Tab2){ref-type="table"} shows the results of our best system using the kNN-based approach and the ones which obtained the highest measures within the different tests of batch 3. In tests 2 and 5, our best system uses a Naïve Bayes classifier and selects only labels having a confidence score greater than or equal to 0.5 while in the others, the best system sets N to the average size of the sets of labels collected from the neighbours. In most cases, using this value for N yields better or similar results than the other strategy. In the challenge, we do not use the automatic cut-off method to fix the number of labels as described in \[[@CR28]\] but in the second experiment, this technique is explored.Table 2Results of our kNN-based system and the best systems participating in the BioASQ challenge on the different tests of the batch 3TestNumber of documentsSystemEBPEBREBFTest 12,961kNN-Classifier0.550.480.49Best0.590.620.58Test 25,612kNN-Classifier0.520.500.48Best0.620.600.60Test 32,698kNN-Classifier0.550.490.49Best0.640.630.62Test 42,982kNN-Classifier0.490.550.49Best0.630.620.62Test 52,697kNN-Classifier0.500.530.48Best0.640.610.61

### Second experiment {#Sec22}

We evaluate our kNN-based approach with different configurations in the test set of the second experiment and compare the achieved performances. Thus, we test combinations of various classifiers with different techniques for determining the number of labels for annotating a given document. The evaluation of configurations with the two best classifiers in our experiments, NB and RF, are presented in Table [3](#Tab3){ref-type="table"}. The parameter k is empirically set to 25 using a cross-validation technique. When the minimal score threshold is used, the precision often increases significantly, mainly with the RF classifier but the recall is lower. Regarding the "average size strategy", it yields a good recall but the precision decreases slightly. In this case, the results of both classifiers are similar but the RF one slightly outperforms the NB classifier. The best results are achieved with the cut-off method which balances both precision and recall, and yields the best F-measure. Except for the minimum threshold technique where the NB classifier results are better, the best F-measure is achieved with the RF classifier. The DT (C4.5 algorithm of Weka) and the Multilayer Perceptron (MLP) classifiers have also been tested but their results are less interesting. The former yields lower performances while the latter performs very slowly and gets results comparable to the RF ones. The MLP classifier requires more CPU and memory during the training process.Table 3Results of the kNN-Classifier according to the classifier and strategy used for fixing N: a) 0.5 as the minimal confidence score threshold, b) the average size of the sets of labels collected from the neighbours and c) the cut-off method. A training set of 20,000 documents is usedStrategyClassifierEBPEBREBFa)NB0.580.490.49RF0.740.340.43b)NB0.510.540.51RF0.520.540.52c)NB0.560.520.51RF0.610.520.53

When the training set is raised from 20,000 to 50,000, the performances are slightly improved in two test sets (one of 1000 documents and another of 2000). Table [4](#Tab4){ref-type="table"} presents the results of the different classifiers in this larger training set. The value of α (constant used in the strategy based on label scores comparison - strategy c- for optimizing N) also affects the classification performance. The lower the value of α, the higher the precision is but the lower the recall is and vice versa. In these experiments, we set α to 1.6 which yields the best results using cross-validation techniques. Furthermore, we note that when the classifiers are trained on this extended dataset, they yield similar performances but the RF classifier slightly outperforms the others. Table [5](#Tab5){ref-type="table"} gives an example of labels suggested for classifying the document having the PMID 23044786 (Table [6](#Tab6){ref-type="table"}) with the kNN-based approach.Table 4Results of the kNN-Classifier according to the classifier using the cut-off method with a training set of 50,000 documentsClassifierEBPEBREBFAccNB0.590.540.540.39RF0.620.540.550.41C4.50.630.520.540.39MLP0.640.460.510.36Table 5Labels generated by the kNN-Classifier with their corresponding relevance scores for the document having the 23044786 PMIDLabelsRelevanceManual validationHumans0.99YesPostoperative care0.75YesFemale0.60YesMale0.60YesMiddle aged0.32YesGeneral surgery0.32YesMedical errors0.32YesPatient care team0.32NoPostoperative complications0.32NoAdult0.26YesSafety management0.26NoAged0.25YesProspective studies0.21YesLength of stay0.21NoPatient safety0.20YesSurgical procedures, operative0.20NoTable 6Example of a PubMed® (23044786) citation manually annotated by human indexers using MeSH descriptors. This is an example of a PubMed citation, consisting of a title and an abstract, with MeSH descriptors manually selected by indexers for annotating itTitleAn observational study of the frequency, severity, and etiology of failures in postoperative care after major elective general surgeryAbstractObjective:\
To investigate the nature of process failures in postoperative care, to assess their frequency and preventability, and to explore their relationship to adverse events.\
Background:\
Adverse events are common and are frequently caused by failures in the process of care. These processes are often evaluated independently using clinical audit. There is little understanding of process failures in terms of their overall frequency, relative risk, and cumulative effect on the surgical patient.\
Methods:\
Patients were observed daily from the first postoperative day until discharge by an independent surgeon. Field notes on the circumstances surrounding any non routine or atypical event were recorded. Field notes were assessed by 2 surgeons to identify failures in the process of care. Preventability, the degree of harm caused to the patient, and the underlying etiology of process failures were evaluated by 2 independent surgeons.\
Results:\
Fifty patients undergoing major elective general surgery were observed for a total of 659 days of postoperative care. A total of 256 process failures were identified, of which 85% were preventable and 51% directly led to patient harm. Process failures occurred in all aspects of care, the most frequent being medication prescribing and administration, management of lines, tubes, and drains, and pain control interventions. Process failures accounted for 57% of all preventable adverse events. Communication failures and delays were the main etiologies, leading to 54% of process failures.\
Conclusions:\
Process failures are common in postoperative care, are highly preventable, and frequently cause harm to patients. Interventions to prevent process failures will improve the reliability of surgical postoperative care and have the potential to reduce hospital stay.MeSH descriptors assigned manually to the citationAdult, Aged, Aged, 80 and over, Digestive System Surgical Procedures\*, Elective Surgical Procedures\*, Female, General Surgery, Hospitals, Teaching, Urban, Humans, Interprofessional Relations, London, Male, Medical Errors, Medical, Errors, Middle Aged, Outcome and Process Assessment (Health Care)\*, Patient Safety, Postoperative, Care, Postoperative Care, Prospective Studies

In terms of training time, NB, DT and RF classifiers performed similarly with respectively 4, 6 and 9 min once data were represented in suitable format for Weka (e.g. ARFF format (Attribute-Relation File Format)). The pre-processing step (retrieval of neighbours and computation of features values) however takes more time (1 h and 43 min). Note that since we have different types (binary and numeric) of attributes, we discretize the latter in nominal attributes. The MLP classifier is, meanwhile, very costly in terms of training time (23 h).

### Results of the ESA-based approach {#Sec23}

After processing the training set composed of a collection of 4,432,399 documents (titles and abstracts), we obtain 1,630,405 distinct words and 26,631 descriptors assigned to these documents among the 27,149 MeSH descriptors (98.1 %). To simplify the computation and optimize the results of the classification, each concept is represented by a vector consisting of 200 terms, which are the most strongly associated with it. Only terms appearing in at least five documents are considered. Our choice is motivated by the will to simplify the scores computation by excluding the less representative terms. Here, since we used test sets already labelled, the number of concepts which are relevant to annotate the document is known and is used; therefore, EBP and EBR are equivalent; thus we only report the EBF and the accuracy measures.

After evaluating the ESA-based approach, we note, as in previous work, that its performance varies depending on the measure used to estimate the association scores between words and concepts. This behaviour is illustrated in Table [7](#Tab7){ref-type="table"} where the Jaccard measure yields the best results.Table 7Results of the ESA-based approach according to the association scoreAssociation scoreEBFAccJaccard coefficient0.260.16TF.ICF0.220.13

Discussion {#Sec24}
==========

While textual classification has been widely investigated, few approaches are currently able to efficiently handle large collections of documents, in particular when only a portion of the information is available. This is a challenging task, particularly in the biomedical domain.

Our experiments show that our kNN-based approach is promising for biomedical documents classification in the context of a large collection. Our results confirm the findings presented in \[[@CR1]\], where among the multiple classification systems, the kNN-based one yielded the best results. If we compare our method with the latter, we use more advanced features to determine the relevance of a candidate label. Indeed, Trieschnigg and his colleagues determine the relevance of a label by summing the retrieval scores of the k neighbour documents that are assigned to the label \[[@CR1]\]. In our method, this sum is only considered as one feature among others for determining the confidence scores of labels. While the results of our method do not outperform the extended (and improved) MTI system \[[@CR11]\] which is currently used by the NLM curators, it gets promising results (0.49 against 0.56 of F-measure). A direct comparison with the method proposed in \[[@CR5]\] is not simple since the authors used an older collection than the official datasets provided in the BioASQ challenge, which are recent and annotated with descriptors of the recent MeSH thesaurus (2014 version). Similarly to their experiments, when our method is evaluated on 1,000 randomly selected documents, it outperforms this method (0.55 against 0.50 for the F-measure). But a comparison with their recent results in the first challenge of BioASQ \[[@CR28]\] where they integrated the MTI outputs, their system performs better than ours (F-measure of 0.56 against 0.49). Compared with the two approaches proposed in \[[@CR32]\], one based on the MetaMap tool \[[@CR33]\] and another using IR techniques, our method gets better results (0.49 against 0.42 for the F-measure). Our approach outperforms also the hierarchical text categorization approach proposed in \[[@CR34]\].

As part of our participation in the challenge, the NB classifier is combined with the average size of labels assigned to the neighbours to determine relevant descriptors for a given document. In the second experiment, we note however that a combination of RF with the cut-off technique proposed in \[[@CR28]\] yields better results \[[@CR35]\]. A more recent evaluation of our kNN-based approach using a large dataset (50,000 documents) for training the classifiers shows that it provides better performances, comparable to the best methods described in the literature (with an f-measure of 0.55). Moreover, unlike the extended MTI system \[[@CR11]\], we do not use any specific filtering rules. This makes our approach generic and its reuse in other domains straightforward. A comparison of our basic kNN-based system (trained on 20,000 documents, and improved later) to the performing classification systems \[[@CR36]--[@CR38]\], which also participated in the 2014 BioASQ challenge \[[@CR31]\] and the baseline (extended MTI) \[[@CR11]\] is shown in Table [8](#Tab8){ref-type="table"}. The two best systems, Antinomyra \[[@CR36]\] and L2R \[[@CR38]\], rely on the learning to rank (LTR) method. The former extends features generated from the neighbour document retrieval with binary classifiers and the results of the MTI and uses then the LTR method to rank the candidate labels. Meanwhile, the other system, combines information obtained by the neighbours' retrieval, binary classifiers and the MTI results as features and also uses the LTR for the ranking. The Hippocrates system presented in \[[@CR37]\] only relies on binary SVM (Support Vector Machine) classifiers and trains them on a large dataset (1.5 million documents) in contrast to our basic kNN approach trained on 20,000 documents. Note that these three systems use binary classifiers for building a model for each label \[[@CR31]\]. These systems require therefore considerable resources in terms of computation and storage compared to our kNN-based approach.Table 8Comparison of our kNN-Classifier used for participating in the challenge with the best systems and the MTI baseline on the test set of the week 2 of batch 3 consisting of 3009 documents. The used measures are: example-based precision (EBP), example-based recall (EBR), example-based f-measure (EBF) and micro f-measure (MiF) (Source BioASQ 2014)SystemsEBPEBREBFMiFAntinomyra \[[@CR36]\]0.590.620.590.60L2R \[[@CR38]\]0.590.600.580.59Hippocrates \[[@CR37]\]0.590.600.570.59MTI0.590.580.560.57kNN-Classifier0.550.490.490.51

For the kNN retrieval, we have investigated the cosine similarity which is widely used in IR. It would be interesting to combine this measure with domain knowledge resources, such as ontologies, to overcome the limitation of similarity computation based only on common words.

The second method based on the ESA, meanwhile, yields very low performances comparable to basic methods using a simple correspondence between the text and the semantic resource inputs. Thus, although the ESA technique has shown interesting results in text classification \[[@CR9]\], it does not seem appropriate for our targeted classification problem where only partial information is available. Indeed, to compute the association scores between a term and a label, this method exploits the occurrences of this term in the documents annotated by the label. However, in this specific classification problem, labels used to annotate a document are not always explicitly mentioned in the later. Documents are short and it is thereby unlikely that they contain mentions of all relevant labels. It is worth mentioning that in our approach, each concept is represented by a vector consisting of 200 terms, and only terms appearing in at least five documents are considered. For example, the most associated stemmed terms (with their corresponding Jaccard scores) to the label *Body Mass Index* are: index (0.1), waist (0.087), mass (0.079), bodi (0.077), circumfer (0.068), anthropometr (0.062), fat (0.059), adipos (0.048), smoke (0.039), weight (0.038), nutrit (0.037).

Note that we do not use the large Wikipedia's knowledge base, like the work presented in \[[@CR8]\], for the conceptual representation of documents since most of the MeSH descriptors cannot be directly mapped to this resource. Furthermore, contrary to existing works \[[@CR9]\], which use ESA for enriching the bag-of-words approach with additional knowledge-based features, our ESA-based method builds a standalone classifier. However, this approach will be explored in the future in order to enrich the features and consequently improve the performance of our k-NN approach.

Conclusion {#Sec25}
==========

In this paper, we have described two approaches for improving the classification of large collections of biomedical documents. The first one is based on the kNN algorithm while the second approach relies on the ESA technique. The former uses the cosine measure with the TF.IDF weighting method to compute similarity between documents and therefore to find the nearest neighbours for a given document. Simple classification methods determine the most relevant labels from a set of candidates of each document. We have investigated an important feature of the classification problem: the decision boundary which permits to determine the relevant label(s) for a target document. Thus, instead of using voting techniques like in the classical kNN algorithm, ML methods were used to classify documents. The latter is based on the ESA technique which exploits associations between words and labels.

Thanks to an evaluation on standard benchmarks, we noted that the kNN based method using the RF classifier with the cut-off method yielded the best results. We also noted that this approach achieved promising performances compared with the best existing methods. In contrast, our findings suggest that the ESA is not suitable for classifying a large collection of documents when only partial information is available.

For indexing purpose, the representation of documents as bags of words is limited since similarity between the latter is only based on the words they share. Therefore, to improve the performance of our kNN-based approach, we plan to use a wide biomedical resource, such as the UMLS Metathesaurus, for computing the similarity between documents (exploitation of synonyms and relations) and thus overcome this limitation. Other features and similarity measures will be studied to improve the performances of our method.

[http://bioasq.lip6.fr](http://bioasq.lip6.fr/)

Labels are categories used to classify documents

<http://lucene.apache.org/core/>

<http://www.cs.waikato.ac.nz/ml/weka/>

Wikipedia in most cases

<http://www.mcia.univ-bordeaux.fr/index.php?id=45>
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