The aim of this study is to estimate the price elasticity of demand for domestic air travel in Sweden. Using national aggregated data on passenger quantities and fares, price elasticities of demand are estimated with an unbalanced, in terms of stationarity, yet well performing model.
Introduction
When evaluating the future of the national passenger air transport market it is important to understand what drives demand. For instance, in the light of the forthcoming trade of emission permits for the aviation sector, some new estimates of price elasticities are called for. The demand for air travel has received quite substantial attention in the literature during the past four centuries. The empirical literature contains numerous studies on the determinant of air travel demand. Besides fares, population and income (or GDP where disaggregate data is not available) have been shown to have an impact on air travel demand.
1 However, when studying the price elasticity of short haul flights, i.e. on routes where other modes of transport exists as substitutes to air travel, the price and availability of these will likely be of great importance in determining the demand. For example, if it is relatively cheap to travel by train where air travel is also an option one might expect less people to fly this particular distance.
The availability of a substitute to air travel is closely related to the distance of the trip and hence some destinations in Sweden will have more substitutes than others. Of course, the monetary price of other transport modes is not the only factor determining the substitutability of air travel as travel time and other characteristics, such as comfort, play an integral role.
The aim of this study is to, with help of time series analysis, estimate the price elasticity of demand for domestic air travel in the short-, as well as the long-run in Sweden. As a test of robustness of the estimated models, the elasticities for business and leisure travel will be estimated. Control variables for close substitutes, rail and road, will also be included to find cross-price elasticities.
This paper is structured as follows, section 2 contains a brief discussion about the demand for air travel, the aim of the following section 3, is to describe and clarify the data used for the analysis. In section 4, the econometrical models used are discussed while section 5 contains a presentation the results. In section 6, the results and their implications are discussed.
Literature Review
Jung and Fujii (1976) used a quasi-experiment of cross-sectional city-pair data. The data consisted of travel demand from three cities to a number of destinations during the second quarters of 1972 and 1973. Some of these routes were subject to increases in fares and no city pairs were allowed to differ in schedule frequency. All routes considered in the study were located in the southeast and south central regions of the US with distances ranging between 50
and 500 miles (80 to 800 kilometres). They found that the price elasticity of demand was in the range -1.77 to -3.15. Straszheim (1978) discusses potential problems with data when estimating the price elasticity of demand for air travel. It is argued that it is hard to separate the effects of changes in price and changes in service provided when using city-pair data over a long period of time as travel demand changes for one destination if other routes become available. The problem can be corrected if the origin and the destination is known for all passengers, it is however very hard to come by data this specific. Another solution is to use aggregated data for the whole market, then all trips by all passengers will be captured. Straszheim used the latter form of data on the north Atlantic region and found evidence of relatively inelastic price elasticity of demand for first class fares, however more elastic than expected. As for economy fares, the price elasticity of demand was found to be elastic and even more so for discounted low fares.
In a related, at least from a geographical point of view, study Fridström and Thune-Larsen (1988) provides estimates of different air transport related elasticities. It was found that the fare elasticity in the short-to medium-run was -.82 while the (undefined) very long-run price elasticity of demand was found to be -1.63. The analysis was performed using link volumes at Norwegian airports, thus resulting in a double counting of passengers transferring flights. This distorting problem was corrected by accounting for the number of transfers at each airport, which is known. Brons et al. (2002) collected 204 estimates of price elasticities of demand for air travel and conducted a meta-analysis on these previous estimates. One interesting hypothesis in the study was that the price elasticity for Europe ought to be slightly higher than for the US and Australia because of the larger substitutability in passenger travel. This hypothesis was, however, not supported by the data. Among the results it was shown that passengers get more price sensitive over time, i.e. long run elasticities tend to be higher than short-run elasticities.
The explanation to this is that it takes time to change behaviour. It is argued that when price elasticities are used for policy implications, the difference between short-and long-run elasticities has to be taken into account. Anger and Köhler (2010) reviewed several previous studies that had performed estimates of the impact on ticket prices and demand for air travel from the inclusion of the aviation sector into the EU ETS. It is argued that estimates of increases in fares at the higher end, where permit prices in the range of 30-60 euro per tonne have been used, are unlikely to be realised.
Furthermore, it is concluded that changes in quantity demanded for air transport will, due to relatively small changes in air fares, be insignificantly small.
Data
The data for the analysis stems from several different sources. A national monthly aggregate on departing passengers has been gathered from the Swedish Transport Agency. of robustness of the model, a variable explaining price in July will be used. 3 July has traditionally been the month where most Swedes enjoy their vacation, hence it is assumed that business travel is at a minimum during this month and any effect from a price change on demanded quantity would be explained by leisure travellers demand. This will not provide correct point estimates of business and leisure travel but rather a useful illustration of their differences. Furthermore, a similar series, also gathered from Statistics Sweden, of average price of train tickets as well as the cost of driving (an indexed series including price of gasoline) is included. These will account for the two main substitutes to air travel, namely rail During the 1980's, the total number of passengers in domestic air travel (shown in Figure I) increased quite dramatically. However, the trend of increasing demand for air travel seems to have been broken in the beginning of the 1990's. There are numerous reasons that can help explain the decreasing number of passengers in air travel from 1990 and onwards, for example the introduction of high speed rail in 1990, the gulf war and financial crisis and later on, 9/11. 1 9 8 0 1 9 8 2 1 9 8 4 1 9 8 6 1 9 8 8 1 9 9 0 1 9 9 2 1 9 9 4 1 9 9 6 1 9 9 8 2 0 0 0 2 0 0 2 2 0 0 4 2 0 0 6
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Ideally, all time series used should be integrated of order 0 (I(0)). In other words, they should be stationary. The augmented Dickey-Fuller test for a unit root will help provide evidence of whether or not the time series used are indeed stationary. Results are presented in Table II . All variables but the share of passengers at Arlanda Airport are in logs. The two crucial variables are indeed stationary, i.e. integrated of order 0 (I(0)), the number of departing passengers (logged) strictly so while the logged index of fares is stationary allowing for a trend. By applying the Hodrick-Prescott filter the series can be separated into the trend and the detrended series, which is stationary. The null hypothesis of a unit root cannot be rejected for all other variables, hence, these variables are integrated of order 1 (I(1)). They can however be made stationary by differentiation.
Model
The demand for any transport mode can be generalized as
where z i is the demand for that particular mode of transport (in this case air travel), P i …P k are prices of transport services (own price as well as price of substitutes and complements to the particular transport mode of interest) and x l ...x m are other determinants of air travel demand such as income, population or availability of substitutes. Assuming that other transport modes are substitutes to air travel, which is not far fetched for short haul flights, the cross price elasticity of demand is expected to be positive. Also, the income elasticity is expected to be positive and the own price elasticity is expected to be negative, i.e.,
where P j is the price of any particular substitute, x l is income and P i is the price of air fares for domestic flights. The former relationship is the most interesting for this study but the other ones are also important.
A logged version of the demand function (1) will deliver the wanted elasticities for air travel.
Following the specification of demand for air travel made in equation (1) 
Where P t is the fare, P t-k is the lagged effect of fares and P t * vacation is the variation in price during vacation, i.e. July. The dummy variables used describe the introduction of high speed rail in 1990 as well as the terror attacks on September 11 th , the latter assumes that the effect Due to multicollinearity in the lagged fare variables individual effects from each lag might show as insignificant. To account for this a simple variable transformation will allow for estimation of the total effect of the lagged fares. This can be illustrated with an example using two lags;
The long-run effect can be defined as the sum of the lags given by;
The total long-run effect can be estimated with;
Even if the individual β 's in (5) show as insignificant due to multicollinearity, the total longrun effect (θ ) in (7) may be significant.
Empirical Analysis
A possible problem using a time series model to estimate the price elasticity of demand is that it might be hard to separate effects on the number of departing passengers from price on the one hand, and changes in available services on the other (Straszheim, 1978) . During the time period from which data is available, new routes might have been added while other routes have been abandoned. Such changes in service availability that are not necessarily combined with a change in price would most definitely change the number of departing passengers.
These disturbances are due to changes on the supply side. As previously discussed, a variable of the share of all passengers who pass through Arlanda each year is included to account for this.
A Prais-Winsten regression (Prais and Winsten, 1954 ) is applied to correct for serially correlated error terms that were detected when applying classical linear regression analysis.
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The regression output is presented in table III. Two models are estimated, one with and one without the proxy for leisure travellers. As can be seen the original Durbin-Watson (DW) statistic is far from the wanted value, 2. The lead to biased results and unreliable t-statistics and R 2 . One way to correct for this is to estimate the model using first differences of the variables, as long as these first differences are I(0). 6 However, Pagan and Wickens (1989) state that a minimum criterion for an unbalanced regression is that the error term inherits the stationary property of the dependent variable.
Baffes (1997) expands on this and further suggests that if the dependent variable is I(0) and at 6 Results from a first difference Prais-Winsten regression are presented in Appendix A.
least two of the independent variables are I(1) the model can still be considered well performing if the predicted value of the dependent variable is also I(0) and the variance of the observed and predicted dependent variable are equal. This proposes three criteria for the model to fulfil. In our stationarity tests * denotes rejection of the null of an existing unit root at the 1 percent significance level.
The test results, as seen in table IV, are somewhat ambiguous. On the one hand, the error term has inherited the stationary properties of the dependent variable suggesting that the model is well behaved. The stationary properties of the predicted values that each model produce, point towards the same conclusion. In all cases, the null of equal variances can be rejected, i.e. the ratios are significantly different from 1, however, not far from 1. The critical F-statistical values are 1.2 which suggests that the models come very close. These tests indicate that the models are reliable. Now short-run, or immediate, price elasticities of demand for both business and leisure travel in Sweden have been successfully estimated. In order to assess the long-run effect, an optimal number of lags need to be included in the model. From the Schwarz's and Bayesian Information Criterion (SBIC) the optimal number of lags is six. Since there is strong multicollinearity between the lagged price variables, the variable transformation from (7) is used to estimate the summed long-run effect of a permanent price change. The regression output from the long-run estimates, as seen in table V, point towards higher elasticities in the long-run than in the short-run. As discussed, this is an expected result. Other than that, all other point estimates are close to what they were in the static model. 8 The same three test criteria for an unbalanced regression are applied. The results point towards the same direction as earlier, the ratio of variances is, however, slightly higher at 1.41. A summary of the estimated price elasticities of demand for domestic air travel for both business and leisure passengers in the short-and the long-run is presented in table VI (confidence intervals within parenthesis), an aggregated estimate is also provided.
Noteworthy is that the short-run elasticity for business is statistically different from -1, suggesting that the Swedish market for business air travel is indeed price insensitive.
The approach to handling unbalanced regressions with many non-stationary variables used in this paper is unconventional and has not been substantially tested in the literature. A more conventional approach to handling non-stationarity is to use a first-difference model. In addition to the model presented in this paper one such first-difference model has also been estimated. The results from this estimation can be seen in appendix A. Over all, the results from the first difference approach differ from the earlier results by 1 or 2 decimal points. The point estimates for the aggregated travel demand as well as for leisure from the first difference model both fall within the confidence intervals of the earlier results. The first difference point estimate for business falls just outside of the corresponding confidence interval. These results further strengthen the analysis provided in this paper.
Concluding remarks
The aim of this study was to estimate the price elasticity of demand for domestic air travel in both the short-and the long-run in Sweden. In order to do this, a time series model was constructed. The individual effects of increases in fares on business and leisure travel were estimated by including a price variable for the month of July, when Swedes traditionally enjoy their vacation. While this method does not give exact point estimates it provides useful evidence to the difference between the two travel groups. The specific choice of July as the month of vacation can be questioned. Combinations of the months June, July and August can also act as good proxies for vacation time but a wider definition of the time for vacation will likely also include more business travellers resulting in less distinguished estimates. The findings of this study correspond to what earlier studies have concluded.
9 Two general finding is that the fare elasticity is larger (in absolute numbers) for leisure than for business travellers and also that the fare elasticity in the long-run is larger (in absolute numbers) than in the short-run. Fridström and Thune-Larsen's (1988) estimates for Norway provide a good base for comparison of the point estimates because of the similar estimation method as well as similar geographical characteristics as Sweden. They provide an aggregate short-run direct fare elasticity of -.82, very close to the aggregated fare elasticity of -.84 presented in this paper. The aggregated long-run fare elasticity of -1.13 presented in this paper is lower (in absolute numbers) than the very long-run fare elasticity presented by Fridström and ThuneLarsen. The long-run results from this study might not be comparable to the ones presented by
Fridström and Thune-Larsen since different time horizons might have been used. Furthermore, the cross price elasticity for train, one of the closest substitutes to domestic air travel in Sweden came out positive.
9 There are some exisiting evidence of fare elasticity in Sweden from before. The are in the range -.1 to -1.13 and -.2 to -1.0 for business and leisure travel respectively. For more information see for example SIKA Rapport 2002 :19 or SIKA PM 2006 .
APPENDIX A
In contrast to the unbalanced regression, an estimation where all variables are integrated of the same order, specifically I(0), would be interesting to see. In order to achieve this, the first difference approach will be used, i.e. all variables are in differences. Again some first order serial correlation is detected in the error term and hence the Prais-Winsten regression is used to correct for this. 
