I. Introduction
The purpose of this paper is to describe some recent results on speaker independent recognition of isolated words based on word templates obtained from a statistical clustering analysis. An earlier investigation [11 stimulated much of the research reported here. Figure 1 shows a block diagram of the word recognition system [21. The speech signal was recorded using a standard telephone line, bandpass filtered from 100 to 3200 Hz, and sampled at a 6.67 kHz rate. The first step in the digital processing of Fig. 1 is endpoint detection to determine points in time at which the unkflown word begins and ends. The major causes of errors in endpoint detection are clicks on the lines, and heavy breathing at the ends of words. Special care was taken to minimize the possibility of endpoint errors.
II. Word Recognition System
Following endpoint detection the speech is pre-emphasized using a simple first order digital filter with z-transform H(z) = I -az1 (1) where a value of a = 0.95 was used in our simulations. Extensive experimental evidence has shown that pre-emphasis serves to reduce the variance of the distance calculations used in the recognition system when LPC parameters are used as the feature set and the autocorrelation method of analysis is used. The next step in the recognition system is to perform a p-pole autocorrelation analysis of the word. A value of p = 8 was used for the telephone quality speech. The autocorrelation coefficients were calculated from overlapping frames of length N 300 samples (45 msec) using a Hamming window on the data. A total of 67 frames per second (i.e. every 15 msec) were calculated. Each frame of autocorrelation coefficients was then converted to linear prediction coefficients (LPC) (using the autocorrelation method) for subsequent processing and/or storage as reference patterns.
Dynamic Time Warping
The recognition phase is essentially a matching process in which an unknown sample pattern of autocorrelation coefficients is compared with an ensemble of stored reference patterns (templates) [3-51. Fig.   3a . It is seen that the recognition accuracy is about 61% for K = 1 and / = 2, and about 51% for K = 2 and I = 2. As I increases, the K = 2 and K = 3 nearest neighbor rules yield higher recognition accuracies than the K 1 or K = 4 rules. For / = 12 templates per word (the moSt used in our tests) the final recognition accuracy (for C 1) was 79% for the K 2 rule, and from 3 to 5% lower for the other rules.
Similar behavior of the curves of recognition accuracy versus / (for different K values) is seen for the C = 2 top candidates (Fig.   3b) , and for the C S top candidates (Fig. 3c) 2. Tl'e tosret cpoist, C2-I, wapiig algoiithrn piovded the highest recognition accuracies for almost all the data sets and recognition variables that were tested.
3.
The K = 2 and K 3 nearest neighbor decision rules provided a significant improvement in recognition accuracy over the K = I (minimum distance) and K 4 rules.
4.
High accuracies were obtained (98.2%) for speaker mndependent digit recognition.
5.
Experiments with randomly selected templates clearly showed the superiority of the clustering methods in giving an efficient representation of the structure for each word class. The set of e sounds -I, m, n 4.
The set of final fricatives with e or I -f, s, x, 6 5. The set of al sounds -i, y, 5 6. The set of u sounds -q, u, 2 
