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Semi-infinite programming (SIP) problems can be efficiently solved by
reduction-type methods. Here, we present a new reduction method for SIP,
where the multi-local optimization is carried out with a stretched simulated
annealing algorithm, the reduced (finite) problem is approximately solved
by a Newton’s primal–dual interior point method that uses a novel two-
dimensional filter line search strategy to guarantee the convergence to a
KKT point that is a minimizer, and the global convergence of the overall
reduction method is promoted through the implementation of a classical
two-dimensional filter line search. Numerical experiments with a set of
well-known problems are shown.
Keywords: nonlinear optimization; semi-infinite programming; interior
point; filter method; line search
AMS Subject Classifications: 90C30; 90C34; 90C51
1. Introduction
A reduction-type method based on a primal–dual interior point filter method for
nonlinear semi-infinite programming (SIP) is proposed. To allow convergence from
poor starting points, a backtracking line search filter strategy is implemented. The
SIP problem is considered to be of the form
min f ðxÞ subject to gðx, tÞ  0, for every t2T, ðPÞ
where TRm is a nonempty set defined by T¼ {t2Rm : v(t) 0}. Here, we assume
that the set T does not depend on x. If the set T depends on x, the problem is called
as generalized semi-infinite programming problem [31,32,38].
The nonlinear functions f :Rn!R and g :RnT!R are twice continuously
differentiable with respect to x, and g is continuously differentiable function with
respect to t.
There are many problems in the engineering area that can be formulated as SIP
problems. Approximation theory [15], optimal control [10], mechanical stress of
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materials and computer-aided design [43], air pollution control [37], robot trajectory
planning [36], financial mathematics and computational biology and medicine [42]
are some examples. For a review of other applications, the reader is referred to
[7,15,25,28,38].
The numerical methods that are mostly used to solve SIP problems generate a
sequence of finite problems. There are three main ways of generating the sequence:
by discretization, exchange and reduction methods [10,25,36]. Methods that solve the
SIP problem on the basis of the KKT system derived from the problem are emerging
in the literature [12–14,23,24,29,30,43].
This work aims to describe a reduction method for SIP. Conceptually, the
method is based on the local reduction theory. The focus of our proposal is on an
interior point filter line search-based method, to compute an approximation to the
finite optimization problem that emerges in a global reduction algorithm context, for
solving a nonlinear SIP problem. The global convergence analysis of the interior
point filter algorithm to a KKT point that is a minimizer is also included. This work
comes in the sequence of a previous penalty-based reduction-type method presented
in [21]. We have been observing that, when solving SIP problems with this type of
methods, the performance depends strongly on the user-defined penalty parameters
that are present in penalty functions when solving the reduced finite problem, and in
merit functions when promoting the overall algorithm global convergence.
Here, we aim to simplify the solution method while solving the reduced problem,
as well as to improve efficiency in terms of number of iterations required by the
overall algorithm. In the new algorithm, the multi-local procedure uses the stretched
simulated annealing method [21]. To solve the reduced finite optimization problem,
we propose a Newton’s primal–dual interior point method that uses a novel two-
dimensional filter line search to guarantee the convergence to a KKT point, that is a
minimizer. It is shown that every limit point of the sequence of iterates generated by
the algorithm is feasible and satisfies the complementarity condition. We also show
that there exists at least a limit point that is a KKT point of the problem. Finally, to
promote convergence from any initial approximation, a two-dimensional filter
methodology, as proposed in [6], is also incorporated into the reduction algorithm.
This article is organized as follows. In Section 2, we present the basic ideas behind
the local reduction to finite problems. Section 3 is briefly devoted to the multi-local
procedure and Section 4 contains a detailed description of the herein proposed
primal–dual interior point filter line search method for solving the reduced
optimization problem. The global convergence analysis of the algorithm is also
included. Section 5 presents the filter methodology to promote global convergence of
the reduction algorithm and Section 6 lists the conditions for its termination. Finally,
Section 7 contains some numerical results and conclusions.
2. First-order optimality conditions and reduction method
In this section we present some definitions and the optimality conditions of problem
(P). We denote the feasible set of problem (P) by X, where
X ¼ x2Rn : gðx, tÞ  0, for every t2T :
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A feasible point x2X is called a strict local minimizer of problem (P) if there
exists a positive value  such that
8x2X : f ðxÞ  f ð xÞ4 0 ^ x xk k5  ^ x 6¼ x,
where kk represents the euclidean norm. For x2X, the active index set, T0ð xÞ, is
defined by
T0ð xÞ ¼ t2T : gð x, tÞ ¼ 0
 
:
We first assume the following.
ASSUMPTION 2.1 Let x2X. The linear independence constraint qualification (LICQ)
holds at x, i.e. rxgð x, tÞ, t2T0ð xÞ
 
is a linearly independent set.
Since LICQ implies the Mangasarian–Fromovitz constraint qualification (MFCQ)
[15], we can conclude that for x2X there exists a vector d2Rn such that for every
t2T0ð xÞ the condition rxgð x, tÞTd5 0 is satisfied. A direction d that satisfies this
condition is called a strictly feasible direction. Further, the vector d2Rn is a strictly
feasible descent direction if the following conditions hold:
rf ð xÞTd5 0, rxgð x, tÞTd5 0, for every t2T0ð xÞ: ð1Þ
If x2X is a local minimizer of the problem (P) then there will not exist a strictly
feasible descent direction d2Rn \ {0n}, where 0n represents the null vector of Rn.
THEOREM 2.2 [15] Let x2X. Suppose that there is no direction d2Rn \ {0n} satisfying
rf ð xÞTd  0 and rxgð x, tÞTd  0, for every t2T0ð xÞ:
Then x is a strict local minimizer of SIP.
Since Assumption 2.1 is verified, the set T0ð xÞ is finite. Suppose that
T0ð xÞ ¼ t1, . . . , tp
 
, then p n. If x is a local minimizer of problem (P) and if the
MFCQ holds at x, then there exist nonnegative values l for l¼ 1, . . . , p such that
rf ð xÞ þ
Xp
l¼1
lrxgð x, tl Þ ¼ 0n: ð2Þ
This is the Karush–Kuhn–Tucker (KKT) condition of problem (P).
Many papers exist in the literature devoted to the reduction theory
[1,2,9,10,22,25,33]. The main idea is to describe, locally, the feasible set of the
problem (P) by a finite set of constraints. Assume that x is a feasible point and that
each tl 2 T  Tð xÞ is a local maximizer of the so-called lower level problem
max
t2T
gð x, tÞ, ð3Þ
satisfying the following condition:
gð x, tl Þ  g
   ML, l ¼ 1, . . . , L, ð4Þ
where L 	 p and represents the cardinality of T, ML is a positive constant and g is
the global solution value of (3).
Optimization 1311
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ASSUMPTION 2.3 For any fixed x2X, each tl 2 T is an strict local maximizer, i.e.
94 0, 8t2T : gð x, tl Þ4 gð x, tÞ ^ t tlk k5  ^ t 6¼ tl:
When the set T is compact, x is a feasible point and Assumption 2.3 holds, there
exists a finite number of local maximizers of the problem (3) and the implicit
function theorem can be applied, under some constraint qualifications [15]. So, it is
possible to conclude that there exist open neighbourhoods U, of x, and Vl, of tl, and
implicit functions t1ðxÞ, . . . , t LðxÞ defined as
(i) tl : U!Vl\T, for l ¼ 1, . . . , L;
(ii) tlð xÞ ¼ tl, for l ¼ 1, . . . , L;
(iii) 8x2 U, tl(x) is a non-degenerate and strict local maximizer of the
problem (3); so that
fx2 U : gðx, tÞ  0, for every t2T g , fx2 U : gðx, tlðxÞÞ  0, l ¼ 1, . . . , Lg:
So it is possible to replace the infinite set of constraints by a finite set that is
locally sufficient to define the feasible region. Thus the problem (P) is locally
equivalent to the so-called reduced ( finite) optimization problem
min
x2 U
f ðxÞ subject to gl ðxÞ  gðx, tl ðxÞÞ  0, l ¼ 1, . . . , L ð5Þ
where U is an open neighbourhood of x and tl(x), l ¼ 1, . . . , L, are implicitly defined
functions satisfying (ii) and (iii) above.
A reduction method then emerges when any method for finite programming
is applied to solve the locally reduced problem (5). Conceptually, the
reduction method resumes to an iterative process. Thus, at each iteration, indexed
by k, the Algorithm 2.1 shows the main procedures of the proposed reduction
method.
Algorithm 2.1 (Global reduction algorithm)
For k¼ 1, 2, . . . an approximation xk to the SIP problem is required:
(1) Based on xk, compute the set T k, solving problem (3), with condition (4).
(2) Based on the set T k, implement at most imax iterations to get an
approximation xk,i, by solving the reduced problem (5).
(3) Use a globalization technique to compute a new approximation xkþ1 that
improves significantly over xk.
(4) Use termination criteria to decide if the iterative process should terminate.
The remaining part of this article presents our proposals for the four steps of the
global reduction algorithm, Algorithm 2.1, for SIP. An algorithm to compute the set
T k is known in the literature as a multi-local procedure. In this article, a stretched
simulated annealing algorithm that has been previously applied in other reduction-
type methods is used (see [18–21] for details). To solve the reduced problem (5),
a Newton’s primal–dual interior point method is proposed. Further, a filter line
search technique is incorporated into the interior point algorithm in order to
promote global convergence, whatever may be the initial approximation. Each entry
1312 A.I. Pereira et al.
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in the filter is composed by two components that measure the KKT error.
As explained later in this article, the components come naturally from the KKT
conditions for the reduced problem (5). The first component measures feasibility and
complementarity, and the second measures optimality. Additionally to enforce
progress towards a minimizer, and whenever a descent direction for the logarithmic
barrier function (from the barrier problem associated with the reduced problem to be
solved) is computed, a sufficient reduction is also imposed on that function by means
of an Armijo condition. This is the main contribution of this article. As far as we
know, a primal–dual interior point filter line search technique has not been applied
in a nonlinear SIP context. Furthermore, the proposed two-dimensional filter line
search strategy is a novelty in the field of interior point methods. The global
convergence analysis of the interior point algorithm is also included. Finally,
convergence of the overall reduction method to an SIP solution is encouraged by
implementing a filter line search technique. The filter here aims to measure sufficient
progress by using the constraint violation and the objective function value. This filter
strategy has been shown to behave well for SIP problems when compared with merit
function approaches [18,19].
3. The multi-local procedure
The multi-local procedure is used to compute the set T k, i.e. the local solutions of the
problem (3) that satisfy (4). Some procedures to find the local maximizers of the
constraint function consist of two phases: first, a discretization of the set T is made
and all maximizers are evaluated on that finite set; second, a local method is applied
in order to increase the accuracy of the approximations found in the first phase
(e.g. [2]). Our proposal combines the function stretching technique, proposed in [17],
with a simulated annealing (SA)-type algorithm – the ASA variant of the SA in [11].
This is a stochastic point-to-point global search method that generates the elements
of T k sequentially.
The function stretching technique was initially proposed in [17], in a particle
swarm optimization algorithm context, to provide a way to escape from a local
solution, driving the search to a global one. When a local (non-global) solution, bt,
is detected, this technique reduces by a certain amount the objective function
values at all points t that verify gðtÞ  gðbt Þ, and maintains the function values for all
t such that gðtÞ4 gðbt Þ. The process is repeated until the global solution is
encountered.
Since we need to compute global as well as local solutions, the inclusion of the
function stretching technique aims to prevent the convergence of the ASA algorithm
to an already detected solution. Let t1 be the first computed global solution. The
function stretching technique is applied, only locally, in order to transform g(t) in a
neighbourhood of t1, say V"1ðt1Þ ("1> 0), decreasing the function values on the region
V"1 ðt1Þ, leaving all the other maxima unchanged. That particular maximum, g(t1),
disappears although all the other maxima are left unchanged. The ASA algorithm is
then applied to the modified objective function to detect a global solution of the new
problem. This iterative process terminates if no other solution is found for a set of
KML consecutive iterations (see [18,21] for details).
Optimization 1313
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4. Finite optimization procedure
The sequential quadratic programming method is the mostly used finite programming
procedure in reduction-type methods for solving SIP problems. Usually, they use the
L1 and L1 merit functions and rely on a trust region framework to ensure global
convergence (see, e.g. [2,22,33]). Penalty methods with exponential and hyperbolic
penalty functions have already been tested with some success [19,21]. However, to
solve finite inequality constrained optimization problems, Newton’s primal–dual
interior point methods [5,26,27,34,35] and primal–dual barrier methods [5,39–41] have
shown to be competitive and even more robust than sequential quadratic program-
ming and penalty-type methods. This is the motivation of this work. Incorporating a
primal–dual interior point method into a reduction-type method for nonlinear SIP is
the main goal to improve the efficiency over previous reduction methods. The global
convergence analysis of the proposed algorithm is also included.
For simplicity, we now consider the special case of SIP problems where
T¼ {t2Rm : a t b}. To solve the reduced (finite) problem (5), we propose the use
of an infeasible primal–dual interior point (P-DIP) method. We remark that this
infeasible version of the method corresponds to the reformulation of the reduced
problem (5) into an equivalent problem, where the unique inequality constraints are
simple nonnegativity constraints. So, in this methodology, the first step is to
introduce slack variables to replace all inequality constraints by equality constraints
and simple nonnegativity constraints. Hence, adding nonnegative slack variables
w ¼ ðw0,w1, . . . ,wLkþ1ÞT to the inequality constraints, the problem (5) is rewritten as
follows:
min
x2Uk
Rn,w2RLkþ2
f ðxÞ subject to glðxÞ þ wl ¼ 0, l ¼ 0, . . . ,Lk þ 1 , wl 	 0, ð6Þ
where g0(x)¼ g(x, a) and gLkþ1ðxÞ ¼ gðx, bÞ correspond to the values of the constraint
function g(x, t) at the lower and upper limits of set T. The KKT conditions for
problem (6) are
rxLðx,w, z, yÞ ¼ rf ðxÞ þ rgðxÞz ¼ 0
rwLðx,w, z, yÞ ¼ z y ¼ 0
rzLðx,w, z, yÞ ¼ gðxÞ þ w ¼ 0
wTy ¼ 0
w 	 0, y 	 0,
ð7Þ
where L(x,w, z, y)¼ f(x)þ (g(x)þw)TzwTy is the Lagrangian function of the
problem (6) and z and y are the Lagrange multiplier vectors associated with
constraints g(x)þw¼ 0 and w	 0, respectively. From the second equation in (7),
z¼ y, meaning that, at the solution, the multipliers associated with the equality
constraints g(x)þw¼ 0 are the same as the multipliers associated with the
constraints w	 0, and replacing yields
Fðx,w, yÞ 
rf ðxÞ þ rgðxÞ y ¼ 0
gðxÞ þ w ¼ 0
WYe ¼ 0
8><>:
w 	 0, y 	 0,
ð8Þ
1314 A.I. Pereira et al.
D
ow
nl
oa
de
d 
by
 [b
-o
n: 
Bi
bli
ote
ca
 do
 co
nh
ec
im
en
to 
on
lin
e I
PB
] a
t 0
4:3
3 0
6 J
an
ua
ry
 20
12
 
where W ¼ diagðw0, . . . ,wLkþ1Þ and Y ¼ diagð y0, . . . , yLkþ1Þ are diagonal matrices
and e2RLkþ2 is a vector of ones.
In this method, the term ‘infeasible’ refers to the fact that dual and primal
feasibilities (first and second equations in (8)) are not required at the beginning
although they are enforced throughout the iterative process. The term ‘primal–dual’
refers to the fact that the Lagrange multipliers y are treated as independent variables
in all calculations, as we do with the primal variables x and w. The term ‘interior
point’ is used since the slack variables, w, and the dual variables, y, are required to
satisfy the bounds in (8) strictly at the beginning and throughout the iterative
process. By satisfying these bounds, the method avoids spurious solutions, i.e. points
that satisfy the first three equations in (8) but not w	 0 and y	 0.
When Newton’s method is applied to the system (8) to get the search directions
Dx, Dw and Dy, it deals with the linearized complementarity equation
YDwþWDy ¼ WYe
that may cause a serious problem. This equation forces the iterate to stick to the
boundary of the feasible region once it approaches that boundary. This means that if
the component l of the current iterate, wil, becomes zero and y
i
l4 0, it will remain
zero in all iterations after i. The same is true for the components of the vector yi. This
drawback is solved by modifying the Newton formulation so that zero variables
become nonzero in subsequent iterations. This is done replacing the complementarity
equation WYe¼ 0 by the perturbed complementarity WYe ¼ be, where b4 0. The
following perturbed KKT conditions then appear:
F^ðx,w, yÞ 
rf ðxÞ þ rgðxÞ y ¼ 0
WYe be ¼ 0
gðxÞ þ w ¼ 0
8><>:
w 	 0, y 	 0:
ð9Þ
We note that the perturbed KKT conditions for problem (6), given by (9), are
equivalent to the KKT conditions of the barrier problem associated with problem (6),
in the sense that they have the same solutions,
min
x2Uk
Rn,w2RLkþ2
’^ðx,wÞ  f ðxÞ  b XLkþ1
l¼0
lnðwl Þ
subject to gðxÞ þ w ¼ 0,
ð10Þ
where ’^ðx,wÞ is the logarithmic barrier function, for a fixed b4 0 [5].
Applying Newton’s method to the system F^ðx,w, yÞ ¼ 0 in (9), we obtain a linear
system to compute the search directions Dx, Dw, Dy
Hðx, yÞ 0 rgðxÞ
0 Y W
rgðxÞT I 0
264
375 DxDw
Dy
264
375 ¼  rf ðxÞ þ rgðxÞ yWYe be
gðxÞ þ w
264
375, ð11Þ
where Hðx, yÞ ¼ r2f xð Þ þPLkþ1l¼0 ylr2glðxÞ is the Hessian of the Lagrangian. This
system is not symmetric, but is easily symmetrized by multiplying the second
Optimization 1315
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equation by W1, yielding
Hðx, yÞ 0 rgðxÞ
0 W1Y I
rgðxÞT I 0
264
375 DxDw
Dy
264
375 ¼  W1^

264
375, ð12Þ
where we define
  ðx, yÞ ¼ rf ðxÞ þ rgðxÞ y, ^  ^ðw, yÞ ¼WYe be
  ðx,wÞ ¼ gðxÞ þ w: ð13Þ
Let N(x,w, y)¼H(x, y)þrg(x)W1Yrg(x)T denote the dual normal matrix.
THEOREM 4.1 If N is nonsingular, then (12) has a unique solution. In particular,
Dx ¼ N1rf ðxÞ  bN1rgðxÞW1eN1rgðxÞW1Y
Dw ¼ rgðxÞTN1rf ðxÞ þ brgðxÞTN1rgðxÞW1e
 I rgðxÞTN1rgðxÞW1Y :
The proof of these results is left for the Appendix of this article.
It is known that if the initial approximation is close enough to the solution,
methods based on the Newton’s iteration converge quadratically under appropriate
assumptions. For poor initial points, a backtracking line search can be implemented
to promote convergence to the solution of problem (6) [16]. After the search
directions have been computed, the idea is to choose 	i 2 ð0,	imax, at iteration i,
so that xk,iþ1¼ xk,iþ	iDxi, wk,iþ1¼wk,iþ 	iDwi and yk,iþ1¼ yk,iþ	iDyi improve over
a primal–dual estimate solution (xk,i, wk,i, yk,i) for problem (6). The index i represents
the iteration counter of this inner cycle. The parameter 	imax represents the longest
step size that can be taken along the direction to maintain wi and yi strictly positive.
Thus the maximal step size 	imax 2 ð0, 1 is defined by
	imax ¼ maxf	2 ð0, 1 :wi þ 	Dwi 	 ð1 
Þwi, yi þ 	Dyi 	 ð1 
Þ yig ð14Þ
for a fixed parameter 
 2 (0, 1) (close to one).
The strategy to recover b at each iteration considers a fraction of the average
complementarity
b ¼ c, with  ¼ wTy
Lk þ 2 , ð15Þ
where c2 (0, 1) is a centring parameter. This choice of b allows a dynamic reduction
of  (see inequality (23) in Lemma 4.10).
To measure the progress, a penalty or merit function could be used. Although
most penalty or merit functions are defined as a linear combination of the objective
function and a measure of the constraint violation, there are others that also depend
on the Lagrange multiplier vectors, and there is a particular choice that is defined as
the squared l2-norm of the residual vector F(x,w, y) [5]. In the latter, the algorithm
may be more likely to converge to stationary points that are not local minimizers.
In general, penalty or merit functions depend on a penalty parameter.
Unfortunately, a suitable value for the penalty parameter depends on the optimal
1316 A.I. Pereira et al.
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solution of the problem. Thus, the choice of the penalty parameter is a difficult issue.
On the other hand, Fletcher and Leyffer [6] proposed a filter method as an
alternative to a merit function to guarantee global convergence in algorithms for
nonlinear optimization. This technique incorporates the concept of nondominance to
build a filter that is able to accept iterates if they improve either the objective
function or the constraint violation, instead of a linear combination of those two
measures. So the filter replaces the use of merit functions, avoiding the update of
penalty parameters. The filter technique has already been adapted to interior point
methods [3,4,27,34,39–41]. Different filters with two- and three-dimensional entries
have been proposed in this context.
4.1. A novel two-dimensional filter line search approach
The herein proposed two-dimensional filter line search strategy aims to reduce the
residual vector F(x,w, y) and to enforce progress towards a KKT point that is a
minimizer. According to the KKT conditions (8), each entry in the filter is herein
defined by
ðx,w, yÞ ¼ k k2þ 0
 
2
and oðx, yÞ ¼ k k22: ð16Þ
The first entry in the filter, (x,w, y), aims to measure feasibility and complemen-
tarity of each trial iterate, while the other, o(x, y), measures optimality. Recall that
0WYe, according to a previous definition (13). Convergence to KKT points that
are minimizers will be guaranteed when sufficient reductions on o as well as on the
logarithmic barrier function, ’^, are also imposed, as shown later on in this section.
Borrowing the ideas presented in [39–41], our filter is defined as a set Fi that
contains values of  and o that are prohibited for a successful iterate in iteration i.
At the beginning of the iterative process, the filter is initialized to
F0  , oð Þ 2R2 :  	 max4 0, o 	 maxo 4 0
 
:
After computing the search directions Di¼ (Dxi,Dwi,Dyi) by (12), a new iterate
uk,iþ1¼ uk,iþ 	iDi, where u¼ (x,w, y), might be acceptable if the following condition,
known as ‘acceptance condition’, holds:
iþ1  1 1ð Þ i or iþ1o  io  2 i, ðAC-rÞ
where 1, 22 (0, 1). For simplicity, the following notation is used iþ1¼ (uk,iþ1) and
iþ1o ¼ oðxk,iþ1, yk,iþ1Þ. To prevent the convergence to a point that is feasible and
satisfies the complementarity condition but is nonoptimal, another set of conditions
must be satisfied for a trial point uk,iþ1 to be acceptable. If i min (for min> 0) and
the ‘switching conditions’
mi1ð	Þ5 0, mi2ð	Þ5 0 and
mi1ð	Þ4  i
 	r
and mi2ð	Þ4  i
 	r ðSC-rÞ
hold, where
mi1ð	Þ ¼ 	i r’^ðxi,wiÞTD1,i, with D1,i ¼ ðDxi,DwiÞ,
mi2ð	Þ ¼ 	i roðxi, yiÞTD2,i, with D2,i ¼ ðDxi,DyiÞ
ð17Þ
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and ’^ðx,wÞ is the barrier function (10), then uk,iþ1 is acceptable if sufficient
reductions on ’^ and o, according to the ‘Armijo condition’,
’iþ1^  ’i^ þ mi1ð	Þ and iþ1o  io þ mi2ð	Þ ðA-rÞ
are verified, for > 0, r> 1, 2 (0, 0.5). Besides requiring sufficient decrease with
respect to the current iterate, the trial point uk,iþ1 is accepted only if it is acceptable
by the current filter.
We remark that the point uk,iþ1 – or the corresponding pair iþ1, iþ1o
 
– is
acceptable to the filter, i.e.
iþ1, iþ1o
 
=2 Fi
only if iþ1< or iþ1o 5 o for all (, o) in the current filter Fi. This means that the
point is not dominated by any other point in the filter.
We note that using conditions (A-r) progress towards a KKT point that is a
minimizer would be guaranteed. Under mild conditions, as stated later on in
Theorem 4.2, the direction D1,i is a descent direction for the logarithmic barrier
function ’^, at a feasible point, and D
2,i is a descent direction for o. The algorithm
updates the filter using the update formula
Fiþ1 ¼ Fi [ , oð Þ 2R2 :  	 1 1ð Þi and o 	 io  2i
  ð18Þ
if the acceptable iterate satisfies (AC-r), and maintains the filter unchanged if the
acceptable iterate satisfies (SC-r) and (A-r).
If the described backtracking line search cannot find an acceptable 	i		min> 0,
a restoration phase is implemented in order to find a new iterate uk,iþ1 that is
acceptable by the filter, by imposing a sufficient reduction in both measures (see
(13)): feasibility f ¼ 12 k k22 and centrality c ¼ 12 ^
 2
2
,
iþ1f  if þ  	i ðrifÞTD1,i and iþ1c  ic þ  	i ðricÞTD3,i,
respectively, where D3,i¼ (Dwi, Dyi). We remark that the search directions D1 and D3,
computed from (12), are descent directions for f and c, respectively
(see Theorem 4.2). Algorithm 4.1 shows the main steps of the proposed interior
point filter line search technique.
Algorithm 4.1 (Primal-dual interior point filter line search algorithm)
Given xk,0, wk,0> 0, yk,0> 0, 1, 2, , r, , 
max, maxo , 
min,	min, c, 
, 
IP
1 , 
IP
2 ,

s, i
max.
(1) Initialize the filter and set i¼ 0.
(2) Stop if termination criteria are met.
(3) Based on current point ui, compute bi, compute search direction Di and 	imax.
(4) Set 	i ¼ 	imax. Compute trial point uiþ1¼ uiþ 	iDi using backtracking line
search:
(4.1) If 	i<	min go to Step 7.
(4.2) If ui þ 	iDi 2Fi go to Step 4.5.
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(4.3) If (SC-r) and (A-r) hold, go to Step 6.
(4.4) If (AC-r) holds, go to Step 5.
(4.5) Set 	i¼ 	i/2 and go to Step 4.1.
(5) Augment the filter using (18).
(6) Set i¼ iþ 1 and go back to Step 2.
(7) Use the restoration phase to produce a point uiþ1 that is acceptable to the
filter. Augment the filter and continue to Step 6.
The following theorem shows that the search direction D1 defined by (12) is a
descent direction for the barrier function ’^ whenever the problem is strictly convex.
Furthermore, D2 is a descent direction for o, D
1 is a descent direction for f and D
3 is
a descent direction for c.
THEOREM 4.2 The search directions generated by Algorithm 4.1 satisfy:
(i) If the matrix N is positive definite and ¼ 0, then
ðr’^ÞTD1  0:
(ii) Furthermore
ðroÞTD2  0, ðrfÞTD1  0, ðrcÞTD3  0:
In all cases, equality holds if and only if (x,w) satisfies (12) for some y.
The proof of these results is left for the Appendix of this article.
4.2. Algorithm implementation details
4.2.1. Termination criteria
This iterative process terminates at iteration i if
max kik1,
k i0k1
si

 
 IP1 and
kik1
si
 IP2
 
or i4 imax ð19Þ
is verified, where si¼max{1, 
skyik1/(Lkþ 2)}, 0<
s< 1, for some small positive
constants IP1 , 
IP
2 and i
max> 0.
4.2.2. Local adaptation procedure
The classical definition of a reduction-type method considers imax¼ 1 to guarantee
that the optimal set T k does not change. When imax> 1, the values of the maximizers
might change as xk,i changes along this inner iterative process, even if Lk does not
change. Practical implementation of reduction-type methods has shown that
efficiency may be improved if imax> 1 and a local adaptation procedure is used
[8,21]. Our local adaptation algorithm is very simple and is described below as
Algorithm 4.2. This procedure aims to correct the maximizers, if necessary, each time
a new approximation is computed, xk,i.
Optimization 1319
D
ow
nl
oa
de
d 
by
 [b
-o
n: 
Bi
bli
ote
ca
 do
 co
nh
ec
im
en
to 
on
lin
e I
PB
] a
t 0
4:3
3 0
6 J
an
ua
ry
 20
12
 
Algorithm 4.2 (Local adaptation algorithm)
For l¼ 1, . . . ,Lk
(1) Compute 5m random points in the neighbourhood of tletj ¼ tl þ p , j ¼ 1, . . . , 5m where pi  U½0:5, 0:5, i ¼ 1, . . . ,m:
(2) Identify etl (the one with largest g value).
(3) If gðxk,i,etl Þ4 gðxk,i, tl Þ then replace tl byetl.
4.3. Global convergence of the algorithm to a KKT point
This part of the section aims at providing a global convergence analysis of the
Algorithm 4.1 to a KKT point that is a minimizer. In what follows, we denote the set
of indices of those iterations in which the filter has been augmented by AN and the
set of indices of those iterations in which the restoration phase is called by RN.
From Step 7 of Algorithm 4.1 we have RA.
We now state the assumptions that are needed to show global convergence to
stationary points for this interior point filter line search algorithm. These
assumptions are similar to common assumptions on interior point line search
methods [39].
Given a starting point xk,0, and wk,0> 0, yk,0> 0, let {ui} (where ui uk,i for
simplicity and u¼ (x,w, y)) be the sequence generated by Algorithm 4.1, where we
assume that the restoration phase in Step 7 always terminates successfully and the
algorithm does not stop in Step 2 at a KKT point.
ASSUMPTION 4.3 There exists an open set C  Rn with ½ui, ui þ 	imaxDi  C for all i so
that ^ is differentiable on C, and f, g, ,  are differentiable on C, and their function
values, as well as their first derivatives, are bounded and Lipschitz continuous over C,
with n ¼ nþ 2ðLk þ 2Þ:
ASSUMPTION 4.4 The matrices Bi that approximate the Hessian of the Lagrangian
used in (12) are uniformly bounded for all i.
ASSUMPTION 4.5 The matrices Ni¼Biþrg(xi)(Wi)1Yirg(xi)T are uniformly posi-
tive definite on the null space of the Jacobian of the active constraints rgðxiÞTa .
ASSUMPTION 4.6 There exists a constant mg> 0 so that for all i, min(rg(xi)a)	mg,
where min denotes the smallest singular value.
ASSUMPTION 4.7 The sequence {ui} is bounded.
ASSUMPTION 4.8 At all feasible limit points ðx,wÞ of {(xi, wi)}, the gradients of the
active constraints
rgj ðxÞ for j2 fl : gl ðxÞ þ wl ¼ 0g and ej for j2 fl : wl ¼ 0g, ð20Þ
are linearly independent.
ASSUMPTION 4.9 There exist constants e,ew4 0 so that whenever the restoration
phase is called in Step 7 in an iteration i2R with kik  e, it returns a new iterate with
wiþ1j 	 wij for all components satisfying wij  ew.
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4.3.1. Preliminary results
We now state some preliminary results. The global convergence properties of our
algorithm have some similarities with those of [34] and [39]. The first lemma
measures the decrease on the complementarity obtained by the new iterate
uiþ1¼ uiþ 	iDi and is needed to prove Lemma 4.15.
LEMMA 4.10 For 	2 (0, 1] and all l¼ 0, . . . ,Lkþ 1 it holds
wiþ1l y
iþ1
l  1 	ð Þwilyil þ 	ci þ ð	Þ2 D3,i
 2, ð21Þ
wiþ1l y
iþ1
l 	 1 	ð Þwilyil þ 	ci  ð	Þ2 D3,i
 2, ð22Þ
iþ1  ð1 	ð1 cÞÞi þ ð	Þ2 D3,i
 2, ð23Þ
iþ1 	 ð1 	ð1 cÞÞi  ð	Þ2 D3,i
 2: ð24Þ
The proof of these results is left for the Appendix of this article.
We now remark that there are two important issues, related to the barrier
function, that should be addressed when using this type of interior point method:
(i) ’^ is defined only for positive components of w;
(ii) ’^ and its derivatives become unbounded if any component of w approaches
the boundary.
To address the issue (i) we use (14), and (ii) is addressed by Theorem 4.12 which
states that the iterates wi generated by Algorithm 4.1 are bounded away from the
boundary defined by the bound constraints. The following lemma is required for
Theorem 4.12.
LEMMA 4.11 Suppose Assumptions 4.3–4.9 hold. Then, for a given subset of indices
S {0, . . . ,Lkþ 1} and a constant l> 0, there exist s, > 0 so that Dwil4 0 for l2S
whenever i =2R and
ui 2L ¼ wi 	 0 : wil  s for l2S, wil 	 l for l =2S, kik  
 
,
i.e. at sufficiently feasible points, the search direction Dwi points away from almost
active bounds.
The proof of this lemma is based on the solution of the system (12). Since the
perturbed KKT conditions, given by (9), for problem (6), are equivalent to the KKT
conditions of the barrier problem associated with problem (6), a proof similar to that
of Lemma 11 in [39] applies. We remark that in [39] a barrier interior point method is
proposed.
THEOREM 4.12 Suppose Assumptions 4.3–4.9 hold. Then there exists a constant
"w> 0 so that w
i	 "we for all i.
Here a proof similar to that of Theorem 3 in [39] applies.
The following lemma proves that the solution of the system (12) is uniformly
bounded.
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LEMMA 4.13 Suppose Assumptions 4.3–4.7 hold. Then there exists a constant
MD> 0, such that for all i and 	2 (0, 1]
Di
  MD:
Proof From Assumptions 4.3 and 4.7 we have that ,  and ^ are uniformly
bounded. Assumptions 4.4–4.6 also guarantee that the inverse of the matrix in (12)
exists and is uniformly bounded for all i. Consequently, the solution Di is uniformly
bounded. g
Theorem 4.12 and Lemma 4.13, together with (14), establish that the starting step
size in the backtracking line search 	imax is uniformly bounded away from zero.
The following result shows that the search direction is a direction of sufficient
descent for the barrier function at points that are sufficiently close to feasibility and
complementarity, but are nonoptimal.
LEMMA 4.14 Suppose Assumptions 4.3–4.7 hold. If fuijg is a subsequence of iterates
for which kijk2 	  with a constant > 0 independent of j, then there exist constants "1,
"2, "3> 0, such that for all j and 	2 (0, 1]
ij  "1 ) mij1ð	Þ  	"2 ð25Þ
and
m
ij
2ð	Þ  	"3: ð26Þ
The proof of this result is given in the Appendix of this article.
The following lemma provides upper bounds for kk2, kk, k0k and  at the new
iterate uiþ1 in terms of 	iDi and their corresponding values at the current iterate ui.
LEMMA 4.15 Suppose Assumptions 4.3 and 4.7 hold. There exist positive constants
Mo , M, M depending on the Lipschitz constants of r and r, and the constants
M0 , M’^4 0, such that, for 	2 (0, 1]
iþ1o  1 	ð Þio þMo	2 D2,i
 2, ð27Þ
kiþ1k  1 	ð Þkik þM	2 D1,i
 2, ð28Þ
k iþ10 k  1 	ð Þk i0k þM0	2 D3,i
 2, ð29Þ
’iþ1^  ’i^ þmi1ð	Þ þM’^	2 D1,i
 2, ð30Þ
iþ1  1 	ð Þi þM	2 Di
 2: ð31Þ
The proof of these results are given in the Appendix of this article.
The following two lemmas are a direct consequence of the structure of the
Algorithm 4.1. Lemma 4.16 states that all entries in the filter satisfy  > 0 and shows
that no pair (, o) corresponding to a feasible point that satisfies the complemen-
tarity condition is ever included in the filter.
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LEMMA 4.16 Suppose Assumptions 4.3–4.7 hold. For all i and 	2 (0, 1]
ðuiÞ ¼ 0) mi1ð	Þ5 0 ð32Þ
and
i ¼ min  : , oð Þ 2Fi
 
4 0: ð33Þ
Proof If (ui)¼ 0 (and kik¼ 0), we have that kk> 0, otherwise Algorithm 4.1
would have been terminated in Step 2. Using (45), it follows that
mi1ð	Þ=	 ¼ ðr’i^ÞTD1,i  c1kik22 ¼ c1io5 0
and (32) holds. The proof of (33) is by induction. From Step 1 of Algorithm 4.1 it
follows that the claim is valid for i¼ 0 since max> 0. Suppose the claim is true for i.
Then, if i> 0 and the filter is augmented at iteration i, the update rule (18) implies
that iþ1> 0, since 12 (0, 1). On the other hand, if i¼ 0, we have from (32) that
mi1ð	Þ5 0 for all 	2 (0, 1] so that the switching conditions (SC-r) are true for all
trial step sizes (since mi2ð	Þ5 0 also holds). Thus, the accepted 	i should satisfy
the Armijo conditions in (A-r). In this case, the filter is not augmented and
iþ1¼i> 0. g
The following lemma shows that new iterates are always acceptable to the filter.
LEMMA 4.17 In all iterations i	 0, the current iterate ui is acceptable to the filter.
Proof The proof is by induction. Since F is empty in iteration i¼ 0, the initial iterate
u0 is acceptable to the filter. Consider i> 0, and assume that ui is acceptable to the
filter. According to Algorithm 4.1, uiþ1 is either generated in Step 4 or in Step 7. If
acceptance condition (AC-r) holds, then the filter is augmented and uiþ1 is added to
the filter. When conditions (SC-r) and (A-r) hold, the filter remains unchanged, and
uiþ1 is not added to the filter. By the induction hypothesis, ui is acceptable to the
filter. Since the filter is not changed, the same holds true for uiþ1. Finally, if uiþ1 is
obtained in Step 7, then uiþ1 is added to the filter and the restoration phase returns a
point uiþ1 that is acceptable to the filter. g
LEMMA 4.18 From the moment that ui is added to the filter, the filter always contains
an entry that dominates ui.
Here a proof similar to that of Lemma 9 in [34] applies.
4.3.2. Feasibility and Complementarity
In this subsection we show that under Assumptions 4.3–4.7 the sequence {i}
converges to zero, i.e. all limit points of {ui} are feasible and satisfy the
complementarity condition (Theorem 4.21). First, we consider the case where the
filter is augmented only a finite number of times.
LEMMA 4.19 Suppose that Assumptions 4.3–4.7 hold and that the filter is augmented
only a finite number of times, i.e. jAj<1. Then
lim
i!1
i ¼ 0: ð34Þ
The proof of this result is left to the Appendix of this article.
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We now consider the case where infinitely many iterates are added to the filter.
Thus we consider a subsequence fuijg with ij2A for all j.
LEMMA 4.20 Let fuijg be a subsequence of iterates generated by Algorithm 4.1 so that
the filter is augmented in iteration ij (ij2A for all j). It then follows that
lim
j!1
ij ¼ 0: ð35Þ
The proof of this result is given in the Appendix of this article.
Both Lemmas 4.19 and 4.20 are needed for the proof of the following theorem.
THEOREM 4.21 Suppose Assumptions 4.3–4.6 hold. Then
lim
i!1
i ¼ 0: ð36Þ
Proof We have to consider three cases. When the filter is augmented only a finite
number of times, then Lemma 4.19 proves the claim. However, if there exists some
I2N so that the filter is updated by (18) in all iteration i	 I, then Lemma 4.20 proves
the claim.
We now consider the case where for all I2N there exist i1, i2	 I with i12A and
i2 =2A. The proof is by contradiction. We will use a reasoning similar to that of
Theorem 1 in [39]. Suppose lim supi 
i¼M, with M> 0. Next, two subsequences uij
and ulj of ui are defined as follows:
(i) Set j¼ 0 and i1¼1.
(ii) Pick ij> ij1 with
ij 	M=2 ð37Þ
and ij =2A. We remark that Lemma 4.20 ensures the existence of ij =2A since
otherwise ij ! 0.
(iii) Choose lj2A as the first iteration after ij, i.e. lj> ij, in which the filter is
augmented.
(iv) Set j¼ jþ 1 and go back to (ii).
Therefore, every uij satisfies (37), and for each uij the iterate ulj is the first iterate after
uij for which ðlj , ljoÞ is included in the filter.
Since (46) and (47) hold, for all i¼ ij, . . . , lj 1 =2A, we obtain for all j
’
ijþ1
^ 5 ’
ij
^ ec ½M=2r and ljo  ijþ1o 5 ijo ec ½M=2r: ð38Þ
This ensures that for I2N there exists some j	 I with ið jþ1Þo 	 ljo because otherwise
(38) would imply
’
ið jþ1Þ
^ 5 ’
ij
^ ec ½M=2r and ið jþ1Þo 5 ljo5 ijo ec ½M=2r
for all j and consequently limj ’
ij
^ ¼ 1. This contradicts the fact that ’i^ is bounded
below. We remark that io is bounded. Thus, there exists a subsequence { jp} of { j}
such that 
ið jpþ1Þ
o 	 ljpo . This inequality and the filter update rule (18) imply that
ið jpþ1Þ  ð1 1Þljp , ð39Þ
since uijpþ1 =2 Fið jpþ1Þ  Fljp and ljp 2A for all p. Then Lemma 4.20 yields limp ljp ¼ 0 so
that from (39) limp 
ijp ¼ 0, in contradiction to (37). g
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4.3.3. Optimality
Here we show that Assumptions 4.3–4.7 guarantee that the optimality measure io is
not bounded away from zero, i.e. there exists at least one limit point that is a KKT
point for the problem (6) (Theorem 4.26).
The following lemma establishes conditions that guarantee that there exists a step
size bounded away from zero so that the Armijo conditions (A-r) are satisfied.
LEMMA 4.22 Suppose Assumptions 4.3–4.7 hold. Let fuijg be a subsequence and
m
ij
1ð	Þ  	"2 and mij2ð	Þ  	"3 for constant "2 and "3 independent of ij and for all
	2 (0, 1]. Then there exists some constant 	4 0 so that for all ij and 	  	
’
ijþ1
^  ’
ij
^  m
ij
1ð	Þ and ijþ1o  ijo  mij2ð	Þ: ð40Þ
The proof of these results is given in the Appendix of this article.
To show that the sequence fiog converges to zero, we first consider the case where
the filter is augmented only a finite number of times.
LEMMA 4.23 Suppose that Assumptions 4.3–4.7 hold and that the filter is augmented
only a finite number of times, i.e. jAj<1. Then
lim
i!1
io ¼ 0:
The proof of this result is left to the Appendix of this article.
For the case where infinitely many iterates are added to the filter, Lemma 4.24
establishes conditions under which a step size can be found that is acceptable to the
current filter.
LEMMA 4.24 Suppose Assumptions 4.3–4.7 hold. Let fuijg be a subsequence and
m
ij
1ð	Þ5	"2 for a constant "2> 0 independent of ij and for all 	2 (0, 1]. Then there
exist constants c1, c2, c3> 0 so that
ðuij þ 	Dij Þ, oðuij2 þ 	Du2,ijÞ
 
=2 Fij
for all ij and 	  minfc1, c2, c3ðuij Þg:
The proof of this result is given in the Appendix of this article.
Lemma 4.25 shows that in iterations corresponding to a subsequence with only
nonoptimal limit points the filter is eventually not augmented. This result is used in
the proof of the main global convergence theorem (Theorem 4.26).
LEMMA 4.25 Suppose Assumptions 4.3–4.7 hold. Let fuijg be a subsequence with

ij
o4  for a constant > 0 independent of ij. Then there exists I2N so that for all ij	 I
the filter is not augmented in iteration ij (ij =2A).
The proof of this result is given in the Appendix of this article.
We state now the main global convergence result.
THEOREM 4.26 Suppose Assumptions 4.3–4.7 hold. Then
lim
i!1
i ¼ 0, ð41Þ
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lim
i!1
inf io ¼ 0: ð42Þ
In other words, all limit points are feasible and satisfy the complementarity condition,
and there exists a limit point u of {ui} which is a KKT point for the problem (6).
Proof Equation (41) follows from Theorem 4.21. To prove (42) we consider the
two cases. When the filter is augmented only a finite number of times, then
Lemma 4.23 proves the claim. The proof of the case where infinitely many iterates
are added to the filter is by contradiction. Suppose that there exists a subsequence
fuijg so that ij2A for all j. If we assume that lim supi io4 0, then there exist a
subsequence fuijk g of fuijg, and a constant > 0, so that limk ijk ¼ 0 and ijko 4  for all
ijk : By applying Lemma 4.25 to fuijk g, there exists an iteration ijk in which the filter is
not augmented (ijk =2 A). This contradicts the choice of fuijg so that limj ijo ¼ 0,
which proves (42). g
5. Globalization procedure
To achieve convergence to the solution within a local framework, line search
methods use, in general, penalty or merit functions. As previously explained, a
backtracking line search method based on a filter approach, as a tool to guarantee
global convergence in algorithms for nonlinear constrained finite optimization [6,39],
avoids the use of a merit function. This new technique has been combined with a
variety of optimization methods to solve different types of optimization problems.
Its use to promote global convergence to the solution of an SIP problem was
originally presented in [18,19]. Here, we also extend its use to the new proposed
interior point reduction method. Its practical competitiveness with other methods in
the literature suggests that this research is worth pursuing and the theoretical
convergence analysis should be carried out in a near future.
To define the next approximation to the SIP problem, a two-dimensional filter
line search method is implemented. Each entry in the filter has two components, one
measures SIP-feasibility, (x)¼kmaxt2T(0, g(x, t))k2, and the other SIP-optimality, f
(the objective function). First, we assume that dk¼ xk,i xk, where i is the iteration
index that satisfies the termination criteria in (19). Based on dk, the below-described
filter line search methodology computes the trial point xkþ1¼ xkþ dk and tests if it is
acceptable by the filter. However, if this trial point is rejected, the algorithm recovers
the direction of the first iteration, dk¼ xk,1 xk, and tries to compute a trial step size
	k such that xkþ1¼ xkþ 	kdk satisfies one of the below acceptance conditions and it
is acceptable by the filter.
Here, a trial step size 	k is acceptable if a sufficient progress towards either the
SIP-feasibility or the SIP-optimality is verified, i.e. if
kþ1  ð1 Þk or f kþ1  f k  k ðAC-sipÞ
holds, for a fixed  2 (0, 1). kþ1 is the simplified notation of (xkþ1). On the other
hand, if
k  min, 	kðrf kÞTdk5 0 and 	kðrf kÞTdk4  k 	r, ðSW-sipÞ
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are satisfied, for fixed positive constants min,  and r, then the trial approximation
xkþ1 is acceptable only if a sufficient decrease in f is verified
f kþ1  f k þ 	kðrf kÞTdk ðA-sipÞ
for 2 (0, 0.5). The filter is initialized with pairs (, f ) that have 	max> 0. If the
acceptable approximation satisfies the condition (AC-sip), the filter is updated; and
if the conditions (SW-sip) and (A-sip) hold, then the filter remains unchanged. The
reader is referred to [18] for more details concerning the implementation of this filter
strategy in the SIP context.
6. Termination criteria
As far as the termination criteria are concerned, our reduction algorithm stops at a
point xkþ1 if the following conditions hold:
maxfgl ðxkþ1Þ, l ¼ 0, . . . ,Lkþ1 þ 1g5 g and j f
kþ1  f kj
1þ j f kþ1j 5 f

 
or k4 kmax,
for small positive constants g and f.
7. Numerical results and conclusions
The proposed reduction method was implemented in the C programming language
on a Intel Core2, Duo T8300 2.4GHz with 4GB of RAM. For the computational
experiences we consider eight test problems from the literature [2,14,23,24,43].
Different initial points were tested with some problems so that a comparison with
other results is possible [2,43]. In the multi-local procedure we fix the following
constants: KML¼ 3, ML¼ 1.0, "1¼ 0.25. In the primal–dual interior point method
we define the constants IP1 ¼ IP2 ¼ 106, 
s¼ 0.01 and imax¼ 10. The HessianH(x, y)
is approximated by a BFGS quasi-Newton update, with a guaranteed positive
definite initial approximation. Other parameters are defined as follows [41]:
max¼ 104max{1, 0}, min¼ 104max{1, 0}, maxo ¼ 104 maxf1, 0og, max¼
104max{1,0}, min¼ 104max{1,0}, ¼ 1¼ 2¼ 105, ¼ 104, ¼ 1, r¼ 1.1,

¼ 0.95, c¼ 0.1. In the termination criteria we fix the following constants:
kmax¼ 100, g¼ f¼ 105.
In Table 1, P# refers to the problem number as reported in [2], jTj represents the
number of maximizers satisfying (4) at the final iterate, f is the objective function
value at the final iterate, Nrm, NML and NIP give the number of iterations needed by
the reduction method, the number of the multi-local optimization calls and the
average number of iterations needed in the primal–dual interior point method,
respectively. We used the initial approximations proposed in the above-cited paper.
Problems 2, 3, 6 and 14 were solved with the initial approximation proposed in [43]
as well. They are identified in Table 1 with (2). Some problems were also solved using
the initial approximation 0n (see
(1) in the table).
We also include Tables 2 and 3 displaying results from the literature, so that a
comparison between the herein proposed reduction method and a selection of
other well-known methods is possible. The compared results are taken from the
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cited papers. In Table 2, Nit denotes the number of iterations, Nfeval denotes the
number of function evaluations, CPU represents the total cost time in seconds for
solving the problem, and ‘–’ means that the problem is not in test set of the article.
Although there are some differences between the work required at each iteration for
the methods in comparison, the reported results give important information
concerning the efficiency of each method. The results show that the herein proposed
reduction method for nonlinear SIP performs well for these test problems.
The selected results for Table 3 are from papers based on reduction-type
methods. We observe that the use of P-DIP, when solving the reduced optimization
problem, significantly reduces Nrm and NML, especially when compared with our
previous reduction-type methods based on penalty techniques. The comparison with
other reduction-type methods is also favourable to our proposal. The use of the trial
point ‘acceptance condition’ (AC-sip) in the filter methodology results in a
significant reduction of multi-local procedure calls. Further, the use of a filter
method allows the full Newton step to be taken more often. Another advantage
related with the proposed P-DIP filter line search method is that no parameters are
required to be updated during both iterative cycles – the inner cycle, aiming to obtain
Table 1. Computational results.
P# n jT j f  Nrm NML NIP
1 2 1 2.51381E 001 5 6 9
1(1) 1 2.51383E 001 6 7 9
2 2 1 2.61803Eþ 000 2 3 9
2(1) 1 1.94466E 001 3 4 8
2(2) 1 1.94466E 001 2 3 8
3 3 1 5.33469Eþ 000 3 4 9
3(1) 1 5.33469Eþ 000 3 4 9
3(2) 1 5.33469Eþ 000 3 4 9
4 3 1 6.49049E 001 6 7 9
5 3 1 4.30118Eþ 000 15 16 7
6(1) 2 1 1.07422Eþ 002 3 4 9
6(2) 1 1.07422Eþ 002 2 3 9
7 3 2 1.00001Eþ 000 3 4 9
7(1) 2 1.00001Eþ 000 3 4 9
14 2 1 2.20000Eþ 000 3 4 9
14(2) 1 2.20000Eþ 000 2 3 9
Table 2. Results from other methods.
in [12] in [13] in [24] in [23] in [43]
P# n m Nit Nfeval Nit CPU Nit Nit CPU Nit Nfeval
2 2 2 2 22 10 0.13 7 7 0.13 7 20
3 3 1 5 39 9 0.17 4 9 0.17 3 36
6 2 1 3 26 20 0.28 6 5 0.11 5 25
14 2 1 – – 7 0.05 3 6 0.09 3 19
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an approximate solution of the reduced finite problem, and the outer cycle, to find
the SIP solution.
Future developments will address the use of the sparse symmetric indefinite linear
solver MA27 from Harwell Subroutine Library to solve the system (12) in order to
improve efficiency. A dynamic updating of the tolerances IP1 and 
IP
2 (depending on
the iteration counter k) is now under investigation.
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Appendix
Proof of Theorem 4.1
Proof From the second block of equations in (12) we obtain
Dw ¼ Y1^  Y1WDy,
which substituting in the third block of equations, one yields the reduced KKT system
H rg
rgT Y1W
 
Dx
Dy
 
¼  
 Y1^
 
: ð43Þ
Now, solving the second block of equations in (43) for Dy we obtain
Dy ¼W1YrgTDxþW1YW1^,
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and eliminating Dy from the first block of equations in (12) yields a system involving only Dx
whose solution is
Dx ¼ N1   rgW1Yþ rgW1^
 
¼ N1 rf rg y rgðW1Yþ bW1e yÞ 
¼ N1r f N1rgW1Y bN1rgW1e,
where we used the definitions of  and ^. Using this formula of Dx, we can then obtain Dy
and then Dw:
Dw ¼ Y1^  Y1W W1YrgTDxþW1YW1^
 
,
¼ rgTDx ,
¼ rgT N1r f N1rgW1Y bN1rgW1e  
¼ rgTN1rfþ brgTN1rgW1e I rgTN1rgW1Y :
g
Proof of Theorem 4.2
Proof We first consider (i). Note that rx’^ ¼ r f and rw’^ ¼ bW1e: Let y ¼ bW1e and
put ¼rfþrgy. Using the expressions for Dx and Dw given in Theorem 4.1 and assuming
that ¼ 0, we get
r f
y
 T Dx
Dw
 
¼ rfTDx yTDw
¼ rfT N1r f  bN1rgW1e 
 yT rgTN1rfþ brgTN1rgW1e 
¼ rfT N1ðrfþ rgyÞ  yTrgT N1 rfþ rg yð Þ 
¼ rfT N1 þ yTrgT N1 
¼ rfT þ yTrgT  N1 
¼ TN1  0,
which completes the proof. For (ii), we start with the measure o. It is easy to see that
rxo¼ 2H and ryo¼ 2rgT, and from (11) we get
rxo
ryo
 T Dx
Dy
 
¼ 2 HrgT
 T Dx
Dy
 
¼ 2ðTHDxþ TrgDyÞ
¼ 2ðTðHDxþ rgDyÞÞ ¼ 2T ¼ 2o  0: ð44Þ
We now address f. Since rxf¼rg and rwf¼ , from (11) we get
rxf
rwf
" #T
Dx
Dw
" #
¼
rg

" #T
Dx
Dw
" #
¼ TrgT Dxþ T Dw
¼ T rgTDxþ Dw  ¼ T  0:
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We now address the centrality measure c. Since rwc ¼ Y^ and ryc ¼W^, from (11)
we get
rwc
ryc
 T Dw
Dy
 
¼ Y^
W^
 T Dw
Dy
 
¼ T^ ðYDwþWDyÞ ¼ T^ ^  0:
So, the perturbed Newton system indeed gives descent directions for the measures o, f
and c. g
Proof of Lemma 4.10
Proof For each l¼ 0, . . . ,Lkþ 1
wiþ1l y
iþ1
l ¼ ðwil þ 	Dwil Þð yil þ 	Dyil Þ
¼ wilyil þ 	ð yilDwil þ wilDyil Þ þ 	Dwil	Dyil
¼ wilyil þ 	 bi  wilyil þ wiþ1l  wil  yiþ1l  yil 
¼ ð1 	Þwilyil þ 	ci þ wiþ1l  wil
 
yiþ1l  yil
 
:
So, inequalities (21) and (22) follow from this derivation and
wiþ1l  wil
  yiþ1l  yil   ð	Þ2 Dwil  Dyil   ð	Þ2 D3,i 2:
Summing (21) and (22) over all l, we obtain
ðwiþ1ÞTyiþ1  ðwiÞTyi  	ðwiÞTyi þ ðLk þ 2Þ	ci þ ðLk þ 2Þð	Þ2 D3,i
 2
ðwiþ1ÞTyiþ1 	 ðwiÞTyi  	ðwiÞTyi þ ðLk þ 2Þ	ci  ðLk þ 2Þð	Þ2 D3,i
 2:
Dividing these results by Lkþ 2, and using information from (15), we obtain
iþ1  i  	i þ 	ci þ ð	Þ2 D3,i
 2¼ ð1 	ð1 cÞÞi þ ð	Þ2 D3,i 2
iþ1 	 i  	i þ 	ci  ð	Þ2 D3,i
 2¼ ð1 	ð1 cÞÞi  ð	Þ2 D3,i 2
which proves (23) and (24). g
Proof of Lemma 4.14
Proof Consider (25). Recall (17) and the results of Theorem 4.1
m
ij
1ð	Þ=	 ¼ ðr’ij^ÞTD1,ij
¼ ðij ÞTðNij Þ1ij þ ðrfij ÞT ðNij Þ1rgij ðWij Þ1Yijij 
þ ð yij ÞTðrgij ÞT ðNij Þ1rgij ðWij Þ1Yijij þ ð yij ÞTij
¼ ðij ÞTðNij Þ1ij  ðij ÞTðNij Þ1rgij ðWij Þ1Yijij þ ð yij ÞTij
 c1kijk22 þ c2kijk2kijk2 þ c3kijk2
 kijk2 c1 þ c2kijk2 þ
c3

kijk2
 
ð45Þ
for some constants c1, c2, c3> 0, where we used kijk2 	  in the last inequality. If we now
define "1 ¼ 2c12ðc2þc3Þ, it follows for all uij with ij  "1 (and thus kijk2  "1) that
m
ij
1ð	Þ  	
c1
2
kijk2  	
2c1
2
¼ 	"2:
Now, we consider (26). By (44) (in the proof of Theorem 4.2) we have
m
ij
2ð	Þ ¼ 2	ðij ÞTij ¼ 2	 ij
 2
2
 22	 ¼ 	"3: g
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Proof of Lemma 4.15
Proof Let C,C> 1 be the Lipschitz constants for r, r respectively, and 	2 (0, 1].
The positive constants defined in Lemma 4.15 are: Mo ¼ C
2

4 M
2
D, M ¼ C2 , M0 ¼ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðLk þ 2Þ
p
,
M’^4 0 and M ¼ C2 þ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðLk þ 2Þ
p
.
Let su2 ð	Þ ¼ ui2ð	Þ  ui2 ¼ 	D2,i, where we use the simplified notation ui2 ¼ ðxi, yiÞ. For
simplicity, we also define iþ1 ¼ ðui2ð	ÞÞ and i ¼ ðui2Þ, and noting that rx¼H, ry¼rgT
and using (11)
rðu2ÞTsu2 ð	Þ ¼ 	
H
rgT
 T Dx
Dy
 
¼ 	 HDxþ rgDyð Þ ¼ 	ðu2Þ,
we get (iþ1o ¼ iþ1
 2):
iþ1o ¼ iþ1  i þ i
 2
¼ i þ
Z 1
0
r ui2 þ t ui2ð	Þ  ui2
  Tðui2ð	Þ  ui2Þdt 2
¼ i þ
Z 1
0
r ui2
 T
su2 ð	Þdtþ
Z 1
0
r ui2 þ tsu2 ð	Þ
  r ui2  Tsu2 ð	Þdt 2
 i þ r ui2
 T
su2 ð	Þ
Z 1
0
dt
 2þC2 su2 ð	Þ 4 Z 1
0
t dt
 2
¼ 1 	ð Þ2  ui2
  2þ 1
4
C2	
4 D2,i
 4
 ð1 	Þ2io þ
1
4
C2M
2
D	
2 D2,i
 2 ð1 	Þio þ 14C2M2D	2 D2,i 2,
which proves (27).
Similarly, let su1 ð	Þ ¼ ui1ð	Þ  ui1 ¼ 	D1,i, where we use the simplified notation ui1 ¼ ðxi,wiÞ.
Further, we define iþ1 ¼ ðui1ð	ÞÞ and i ¼ ðui1Þ. Noting that rx¼rg, rw¼ I and
using (11)
rðu1ÞTsu1 ð	Þ ¼ 	
rg
I
 T Dx
Dw
 
¼ 	 rgTDxþ Dw  ¼ 	ðu1Þ,
thus
kiþ1k ¼ kiþ1  i þ ik
¼ i þ
Z 1
0
r ui1 þ tðui1ð	Þ  ui1Þ
 Tðui1ð	Þ  ui1Þdt 
¼ i þ
Z 1
0
rðui1ÞTsu1 ð	Þdtþ
Z 1
0
r ui1 þ tsu1 ð	Þ
  rðui1Þ Tsu1 ð	Þdt 
 i þ ðriÞTsu1 ð	Þ
Z 1
0
dt
 þ C su1 ð	Þ 2Z 1
0
t dt
¼ 1 	ð Þkik þ 1
2
C	
2 D1,i
 2,
which proves (28).
The estimate (29) follows from Lemma 4.10, where for each component l¼ 0, . . . ,Lkþ 1
we have
wil ð	Þ yil ð	Þ   ð1 	Þwilyil þ 	bi þ 2	2kD3,ik2,
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and since b ¼ 0 at 0, using the definition 0¼WYe, and taking the norm, one gets
k iþ10 k  ð1 	Þk i0k þ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðLk þ 2Þ
p
	2kD3,ik2,
which proves (29).
Inequality (30) is derived from the second-order Taylor expansion, and noting that
	ðr’^ÞTD1 ¼ mi1ð	Þ, we obtain
’iþ1^ ¼ ’i^ þ 	ðr’i^ÞTD1,i þ
1
2
	2ðD1,iÞTr2’i^D1,i þ   
 ’i^ þmi1ð	Þ þM’^	2 D1,i
 2
for some M’^4 0, which proves (30).
Inequality (31) is derived by applying the previously obtained inequalities (28) and (29):
iþ1 ¼ kiþ1k2 þ k iþ10 k2
 1 	ð Þkik2 þ
1
2
C	
2 D1,i
 2þ 1 	ð Þki0k2 þ 2 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðLk þ 2Þp 	2 D3,i 2
 1 	ð Þ kik2 þ k i0k2
 þ 1
2
C þ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðLk þ 2Þ
p 
	2 Di
 2
¼ 1 	ð Þi þ 1
2
C þ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðLk þ 2Þ
p 
	2 Di
 2,
which proves (31).
Proof of Lemma 4.19
Proof Choose I so that for all iterations i	 I the filter is not augmented in iteration i. This
means that in Step 4.3 of Algorithm 4.1 we have that for all i	 I both conditions (SC-r) and
(A-r) are satisfied for 	i.
From (SC-r) we have  i
 	r5mi1ð	Þ so that from (A-r) we obtain ’iþ1^  ’i^ 
mi1ð	Þ5 i
 	r
. Thus for all i =2A
’iþ1^  ’i^5ec i 	r ð46Þ
holds for some ec4 0: Hence, for all j¼ 1, 2, . . .,
’Iþj^ ¼ ’I^ þ
XIþj1
i¼I
’iþ1^  ’i^
 
5’I^ ec XIþj1
i¼I
i
 	r
:
Since ’Iþj^ is bounded below (Assumption 4.7) as i!1, the series on the right-hand side is
bounded, and (34) follows immediately.
Similarly, from (SC-r) we have  i
 	r
5mi2ð	Þ so that from (A-r) we obtain
iþ1o  io  mi2ð	Þ5 i
 	r
. Thus for all i =2A, and some ec4 0, it also holds:
iþ1o  io5ec i 	r: ð47Þ
Hence, the above reasoning could also be used here.
Proof of Lemma 4.20
Proof We prove by contradiction. Assume that the assertion is wrong. Since by Lemma 4.16,
ij4 0 holds for all ij2A, then we can find "> 0 with ij 	 " for all ij2A. Thus for ij2A,
define the region
Sij ¼ ½ij  1", ij   ½ijo  2", ijo :
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We prove for all ij, il2A, with ij> il, that
Sij \ Sil ¼1 ð48Þ
holds. When uij is added to the filter, the filter contains an entry ujl that dominates uil
according to Lemma 4.18. By Lemma 4.17, uij is acceptable to the filter so that at least one of
the following inequalities holds:
ij  jl  1jl  il  1" or ijo  jlo  2jl  ilo  2",
which implies (48). Thus all the regions Sij , ij2A, are disjoint.
Since the sequence fij , ijog is bounded, we obtain the desired contradiction. g
Proof of Lemma 4.22
Proof LetMD,M’^ andMo be the constants from Lemmas 4.13 and 4.15. It follows that for
all 	  	 with 	 ¼ min 1ð Þ"2
M’^M
2
D
,
1
2ð Þ"3
MoM
2
D

’
ijþ1
^  ’
ij
^ m
ij
1ð	Þ M’^	2 D1,ij
 2
 	 1 ð Þ"2   1 ð Þmij1ð	Þ
and recalling (17) and using (44) we have
ijþ1o  ð1 	Þijo Mo	2 D2,ij
 2
ijþ1o  ijo 
m
ij
2ð	Þ
2
Mo	2 D2,ij
 2
 	 1
2
 
 
"3   1
2
 
 
m
ij
2ð	Þ,
which implies (40). g
Proof of Lemma 4.23
Proof Since jAj<1, there exists I2N so that i =2A for all i	 I. The proof is by
contradiction. Suppose the claim is not true. Then there exist a subsequence fuij g and a
constant > 0 so that 
ij
o4  for all j. From Lemma 4.14 there exist "1, "2, "3> 0 and eI 	 I so
that for all ij 	eI we have ij  "1 and
m
ij
1ð	Þ  	"2 and mij2ð	Þ  	"3 for all 	2 ð0, 1: ð49Þ
Then from (A-r) and for ij 	eI
’
ijþ1
^  ’
ij
^  m
ij
1ð	ij Þ  	ij"2 and ijþ1o  ijo  mij2ð	ij Þ  	ij"3:
Using an argument similar to that in the proof of Lemma 4.19, and since ’
ij
^ and 
ij
o are
bounded below, and ’
ij
^ and 
ij
o are monotonically decreasing for all ij 	eI (from (46) and (47)),
we conclude that limj 	
ij ¼ 0.
Now assume that eI is sufficiently large so that 	ij5	imax. This means that for ij 	eI the
first trial step 	ij ,0 ¼ 	ijmax has not been accepted, and the last rejected trial step size during the
backtracking line search procedure is
	R  	ij, lj ¼ 2	ij , ð50Þ
which satisfies (SC-r) since ij =2A. This rejected trial step size either satisfies
’^ðuij1 þ 	RD1,ij Þ  ’^ðuij1Þ4 mij1ð	RÞ or oðuij2 þ 	RD2,ij Þ  oðuij2Þ4 mij2ð	RÞ ð51Þ
(because (A-r) is violated), or it is not acceptable to the current filter
ðuij ð	RÞÞ, oðuij2ð	RÞÞ
 
2Fij ¼ FI: ð52Þ
We show that neither (51) nor (52) can be true for sufficiently large ij.
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Since limj 	
ij ¼ 0, we also have limj 	ij, lj ¼ 0 (see (50)). In particular, for sufficiently large ij
we have 	ij, lj  	 with 	 from Lemma 4.22. Thus (51) cannot be satisfied for those ij.
Now we consider (52). Let I ¼ min  : , oð Þ 2FI
 
4 0, as defined in Lemma 4.16. Using
Lemmas 4.13 and 4.15, we see that
ðuij ð	ij, lj ÞÞ  1 	ij, lj ðuij Þ þMM2D 	ij , lj 2:
Since limj 	
ij , lj ¼ 0 and from Theorem 4.21 we also have limj ðuij Þ ¼ 0, it follows that for ij
sufficiently large ðuij ð	ij, lj ÞÞ5I, which contradicts (52). g
Proof of Lemma 4.24
Proof LetMD,Mo ,M’^ andM be the constants from Lemmas 4.13 and 4.15 and define the
following constants:
c1 ¼ min 1, "2
M’^M
2
D
( )
, c2 ¼ min 1,
1
2 "3
MoM
2
D

 
and c3 ¼ 1
MM
2
D
:
Let uij be an iterate. The Algorithm 4.1 ensures that
ij , ijo
 
=2 Fij : ð53Þ
For 	 c1 we have 	2  	"2M’^M2D 
mij
1
ð	Þ
M’^ D
1,ij
 2, or equivalently mij1ð	Þ þM’^	2 D1,ij 2 0, and
from (30) it follows that
’
ijþ1
^  ’
ij
^: ð54Þ
For 	 c2 we have 	2  	
"3
2
MoM
2
D
 
m
ij
2
ð	Þ
2
Mo D
2,ij
 2, or
m
ij
2ð	Þ
2
þMo	2 D2,ij
 2  0,
	ijo þMo	2 D2,ij
 2  0
and from (27) it follows that
ijþ1o  ijo : ð55Þ
Now, for 	  c3ij , we have 	2  	ij
M D
ijk k2, or 	
ij þ 	2M Dij
 2 0 and from (31)
ijþ1  ij : ð56Þ
By the filter definition, the claim then follows from (53), (55) and (56). g
Proof of Lemma 4.25
Proof Recall that limi!1 
i¼ 0 by Theorem 4.21. From Lemma 4.14 there exist constants
"1, "2, "3> 0 so that
ij  "1 and mij1ð	Þ  "2	 and mij2ð	Þ  "3	 ð57Þ
for ij sufficiently large and 	2 (0, 1]. (Without loss of generality we can assume that (57) is
valid for all ij.) We use Lemmas 4.22 and 4.24 to obtain the constants 	, c1, c2, c3> 0. We now
choose I2N so that for all ij	 I
ij5 min
	
c3
,
c1
c3
,
c2
c3
,
c3"2

h i 1
r1
,
c3"3

h i 1
r1

 
: ð58Þ
Using an argument similar to that in the proof of Lemma 4.16, if ij ¼ 0 for all ij	 I, we have
that both (SC-r) and (A-r) hold in iteration ij so that ij =2A.
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On the other hand, if ij4 0 for the remaining iterations ij	 I then (58) implies that
 ij
 	r
"2
5
 ij
"2
c3"2

¼ c3ij and
 ij
 	r
"3
5
 ij
"3
c3"3

¼ c3ij ð59Þ
(since r> 1), as well as c3
ij5 minf	, c1, c2g. Choosing an arbitrary ij	 I with ij4 0 and
defining
ij ¼ c3ij ¼ minf	, c1, c2, c3ij g, ð60Þ
Lemmas 4.22 and 4.24 then imply that a trial step size 	ij, l  ij satisfies both
’^ðuij1ð	ij , lÞÞ  ’^ðuij1Þ þ mij1ð	ij, lÞ and oðuij2ð	ij, lÞÞ  oðuij2Þ þ mij2ð	ij, lÞ ð61Þ
and
ðuij ð	ij, lÞÞ, oðuij2ð	ij , lÞÞ
 
=2 Fij : ð62Þ
Assuming that 	ij,L is the first trial step size that satisfies both (61) and (62), then the
backtracking line search implies that 	 	 	ij,L (using (59) and (60))
	 	 ij ¼ c3ij4min
 ij
 	r
"2
,
 ij
 	r
"3
( )
and therefore for 	 	 	ij,L (using (57))
 ij
 	r
5 	"2  mij1ð	Þ and  ij
 	r
5	"3  mij2ð	Þ:
Thus, for all trial step sizes 	ij, l 	 	ij ,L, conditions (SC-r) and (A-r) hold and by definition, we
have 	ij,L 	 	min, i.e. the restoration phase is not implemented. Hence 	ij,L is the accepted step
size 	ij . Since it satisfies both (SC-r) and (61), the filter is not augmented in iteration ij. g
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