The approximate solvability of a generalized system for relaxed cocoercive nonlinear variational inequality in Hilbert spaces is studied, based on the convergence of projection methods. The results presented in this paper extend and improve the main results of [R.U. Verma, Generalized system for relaxed cocoercive variational inequalities and its projection methods, J. Optim. Theory Appl. 121 (1) (2004) 
Introduction and preliminaries
Throughout this paper we assume that H is a real Hilbert space. In this paper, we consider, based on the projection method, the approximate solvability of a system of generalized relaxed cocoercive variational inequalities in Hilbert spaces. The results obtained in the paper extend and improve the main results in [1] [2] [3] [4] [5] .
Let K be a nonempty closed convex subset of H and let T : K × K → H be a mapping. We consider a system of nonlinear variational inequality (SNVI) problem as follows: to find x * , y * ∈ K such that ρT (y * , x * ) + x * − y * , x − x * ≥ 0, ∀x ∈ K and ρ > 0; (1.1) ηT (x * , y * ) + y * − x * , x − y * ≥ 0, ∀x ∈ K and η > 0. (1.2) It is easy to see that the SNVI problem (1.1) and (1.2) is equivalent to the following projection formulas:
where P K is the projection of H onto K . Next we consider some special cases of the SNVI problem (1.1) and (1.2): (I) If η = 0, then the SNVI problem (1.1) and (1.2) reduces to the following nonlinear variational inequality (NVI) problem: to find an x * ∈ K such that
(II) If K is a closed convex cone of H , then the SNVI problem (1.1) and (1.2) is equivalent to the following system of nonlinear complementarity (SNC) problems: to find
where K * is the polar cone to K defined by
(III) If T : K → H is a univariate mapping, then the SNVI problem (1.1) and (1.2) is reduced to the following SNVI problem: to find x * , y * ∈ K such that
It is easy to see that the SNVI problem (1.6) and (1.7) is equivalent to the following projection formulas:
where P K is the projection of H onto K . Recall that (1) A mapping T : H → H is called r -strongly monotone, if for each x, y ∈ H , we have
for a constant r > 0. This implies that
that is, T is r -expansive and when r = 1, it is expansive. (2) T is called μ-cocoercive [1, 3] , if for each x, y ∈ H we have
T is said to be relaxed γ -cocoercive, if there exists a constant γ > 0 such that
(4) T is said to be relaxed (γ , r )-cocoercive, if there exist constants γ , r > 0 such that
For γ = 0, T is r -strongly monotone. This class of mappings is more general than the class of strongly monotone mappings. It is easy to see that we have the following implication: r -strongly monotonicity ⇒ relaxed (γ , r )-cocoercivity. In order to prove our results we need the following lemma: Lemma 1. Let {a n }, {b n } and {c n } be three nonnegative real sequences satisfying the following conditions:
where n 0 is some nonnegative integer, λ n ∈ (0, 1) with
Algorithms
In this section, we deal with an introduction of general two-step models for projection methods and its special form can be applied to the convergence analysis for projection methods in the context of the approximation solvability of the SNVI problems (1.1), (1.2) and (1.6), (1.7) etc. Algorithm 2.1. For arbitrarily chosen initial points x 0 , y 0 ∈ K compute the sequence {x n } and {y n } such that
where P K is the projection of H onto K , ρ and η > 0 are constants and {α n } {β n } are sequences in [0, 1].
If T : K → H is a univariate mapping, then the Algorithm 2.1 is reduced to the following.
Algorithm 2.2.
For arbitrarily chosen initial points x 0 , y 0 ∈ K compute the sequence {x n } and {y n } such that
For β n = 1 in Algorithm 2.1, we arrive at Algorithm 2.3. For arbitrarily chosen initial points x 0 , y 0 ∈ K compute the sequence {x n } and {y n } such that
where α n ∈ [0, 1] ∀n ≥ 0.
For η = 0 and β n = 1 in Algorithm 2.1, we arrive at Algorithm 2.4. For arbitrarily chosen initial points x 0 ∈ K compute the sequence {x n } such that
Main results
Based on Algorithm 2.1, we now present the approximation solvability of the SNVI problem (1.1) and (1.2) involving a mapping T : K × K → H which is relaxed (γ , r ) cocoercive and μ-Lipschitz continuous in the first variable. For the purpose we first give the following definitions: 
Definition 3.2. A mapping T : K × K → H is said to be μ-Lipschitz continuous in the first variable, if there exists a constant μ > 0 such that for all x, y ∈
K T (x, u) − T (y, v) ≤ μ x − y , ∀u, v ∈ K .
Theorem 3.1. Let H be a real Hilbert space, K be a nonempty closed convex subset of H and T (·, ·) : K × K → H be two-variable relaxed (γ , r )-cocoercive and μ-Lipschitz
then the sequences {x n } and {y n } converge strongly to x * and y * respectively.
Proof. Since x * and y * ∈ K are a solution to the SNVI problem (1.1) and (1.2), we know that
It follows from (2.1) that
By the assumption that T is relaxed (γ , r )-cocoercive and μ-Lipschitz continuous in the first variable, therefore we have
Substituting (3.2) into (3.1) and simplifying the resultant result, we have
where θ = 1 + ρ 2 μ 2 − 2ρr + 2ργ μ 2 < 1 (by condition (iii)). Now we make an estimation for y n − y * . It follows from (2.1) that
Now we make an estimation for
Again by the assumption that T is relaxed (γ , r )-cocoercive and μ-Lipschitz continuous in the first variable, we have
where σ = 1 + η 2 μ 2 − 2ηr + 2ηγ μ 2 < 1 by condition (iii). Substituting (3.5) into (3.4) we have
Substituting (3.6) into (3.3) we have
Taking a n = x n − x * , λ n = α n (1 − θ), b n = 0 and c n = θ(1 − β n ) x * − y * in Lemma 1, we know that all conditions in Lemma 1 are satisfied, and so x n − x * → 0 (as n → ∞), i.e., x n → x * (as n → ∞). This completes the proof of Theorem 3.1.
Remark 1. Theorem 3.1 extends and improves the main results in Verma [1] [2] [3] .
The following theorems can be obtained from Theorem 3.1 immediately. 
then the sequences {x n } and {y n } converge strongly to x * and y * respectively. Remark 2. Theorem 3.2 extends and improves the main results on applications in Verma [3] . 
