In this letter, we propose a simple but effective technique that improves statistical model-based voice activity detection (VAD) by both reducing computational complexity and increasing detection accuracy. The improvements are made by applying Taylor series approximations to the exponential and logarithmic functions in the VAD algorithm based on an in-depth analysis of the algorithm. Experiments performed on a smartphone as well as on a desktop computer with various background noises confirm the effectiveness of the proposed technique.
Introduction
Voice activity detection (VAD) has a wide variety of applications such as speech coding, speech recognition, noisy speech enhancement, hands-free conference, and echo cancelation [1] . For this reason, VAD has been extensively studied, and various types of VAD algorithms have been proposed to improve the voice activity detection accuracy [1] - [3] . While detection accuracy is still of paramount importance, the computational complexity of VAD algorithms also deserves attention because these algorithms are usually executed on a short frame basis on battery-powered embedded systems in which power consumption is critically important. Even for alternating current (AC)-powered systems, reducing energy consumption is also desirable. Therefore, computational complexity reduction of VAD algorithms is investigated to increase their power efficiency without degrading detection accuracy.
There are many different VAD algorithms; in this study, we target the statistical model-based VAD with predicted a priori signal-to-noise ratio (SNR) estimation because it is well-known for its superior detection accuracy [1] . Among many subroutines in the VAD algorithm, we observe that the exponential and logarithmic functions are executed as many times as the product of the number of considered frequency bins and the number of input frames; these functions are responsible for about 15% of the VAD algorithm's total execution time.
Because this represents an ample opportunity for improvement in overall execution time, and because the pre- vailing modular programming style allows these functions to be modified easily, we decide to simplify these functions by replacing them with their Taylor series representations [4] . However, because detection decisions are directly dependent on these functions, a naive application of the Taylor approximation may degrade the detection accuracy considerably. Hence, herein we describe a judicious application of the Taylor series approximation that not only maintains but actually improves the detection accuracy of the statistical model-based VAD, based on careful design and detailed analysis of this VAD algorithm.
Target VAD Algorithm
In this section, the targeted VAD algorithm is briefly reviewed and analyzed. First, we assume that a noise signal d(t) is added to a speech signal x(t), with their sum being denoted by y(t), that is
Taking the discrete Fourier transform (DFT) gives us
where k is the frequency bin index (k = 0, 1, . . . , L − 1) and n is the frame index (n = 0, 1, . . .). Assuming that speech is degraded by uncorrelated additive noise, the two hypothesis H 0 and H 1 , which indicate speech absence and presence in the noisy spectral component Y k (n), respectively, are given by
With the complex Gaussian probability density functions (pdf's) assumption [2] , the distributions of the noisy spectral components conditioned on each of the hypotheses are given by
where λ x,k (n) and λ d,k (n) denote the variance of X k (n) and D k (n), respectively. The likelihood ratio of the kth frequency bin is derived as
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where
called the a priori and a posteriori SNRs, respectively [2] . The a posteriori SNR γ k (n) is obtained by λ d,k (n), which is updated during periods of speech absence, and the a priori SNR ξ k (n) is estimated based on the predicted (PD) estimation as follows [5] :
respectively. These estimates are computed aŝ
where ζ x (=0.98) and ζ d (=0.99) are the smoothing parameters under a general stationary assumption on D k (n) and X k (n). The expectations in the above equations can be described as
where the speech absence probability is given by [5] 
) is the a priori probability of speech absence. From (8) to (10), it can be seen that estimating the a priori SNR ξ k (n+1) requires the LR Λ k (n). This relationship will be used in the next section to explain the strategy for applying Taylor series approximation. Finally, the decision rule for VAD is formulated as the geometric mean of the LRs computed for the individual frequency bins such that
with L being the total number of frequency bins and η denoting the threshold for detection. As can be seen from (7) and (13), the VAD algorithm includes one exponential function and one logarithmic function, which are executed for every frequency bin in each input frame, and the VAD decisions are directly computed with the help of these functions.
Strategy for Applying Taylor Series Approximation to VAD

Target Function Rearrangement
Whereas approximating the exponential function in (7) with a Taylor polynomial is straightforward, approximating the logarithmic function in (13) requires a well-thought-out strategy. In order to approximate the logarithmic function in (13) with a Taylor polynomial, we firstly devise a better way of applying the approximation than applying it directly to the logarithmic function. Instead of using Λ k (n) from (7) to compute log Λ k (n), we first take the logarithm of (7) and then use the resulting equation, which is given by
If Λ k (n) were used only for the VAD decision, using (14) to compute log Λ k (n) would be natural and more efficient because the exponential function in (7) can be removed. However, because Λ k (n) is also used to estimate the a priori SNR as explained in the previous section, the use of (7) is still required. Therefore, using Λ k (n) to obtain log Λ k (n) can be considered a natural step, but we nonetheless adopt (14) to calculate log Λ k (n) for the following two reasons. First, the input to the logarithmic function (1/(1 + ξ k (n))) is limited to the interval between zero and one, allowing us more freedom in choosing a Taylor polynomial that satisfies our purpose, which will be described shortly. Second, the use of (14) prevents the errors that are introduced by the approximated version of the exponential function in (7) from significantly affecting the VAD decisions. That is, if Λ k (n) is used to compute log Λ k (n), the VAD accuracy could be severely degraded due to the serial use of the two approximations.
Target Series Selection
Basically, the Taylor series expansion for the exponential function is represented as follows [4] :
Note that, on the other hand, there exist a few Taylor series for the natural logarithmic function according to the input value range. In our case, where the range is confined between zero and one, there are three candidates (see Fig. 1 ): Among these candidates, we set our own criteria for choosing the one that would be used to approximate the log function within the framework of the statistical model-based VAD. The first criterion is computational complexity. Since the main purpose of using approximations is to reduce the computational complexity of the original function, the chosen approximation should be as simple as possible. As far as this criterion is concerned, (18) is the most suitable because the others include an additional division, which is the most expensive single arithmetic operation.
The second criterion is approximation characteristic. Although high approximation accuracy is generally preferred, we have an unconventional requirement: the approximation should be larger than the original log function for small inputs (i.e., inputs between 0 and 0.3), but it should be accurate for larger inputs. This requirement is based on the observation that it is more probable for speech frames to generate more inputs (to the log function) between 0 and 0.3 than nonspeech frames. This is simply because speech frames inherently have higher a priori SNR than nonspeech frames. For example, according to our experimental results, 23% of the inputs to the log function from speech frames fall into this range, whereas only 10% of the inputs from nonspeech frames do. Due to this disparity in the input distribution to the log function between speech frames and nonspeech frames, having an approximation that is larger than the log function in this particular range, such as B and C in Fig. 1 , increases log Λ k (n) of speech frames more frequently than that of nonspeech frames. And, because increased log Λ k (n) implies higher log Λ(n) in (13), the number of beneficial switches from incorrect VAD decisions as nonspeech to correct VAD decision as speech is more than the number of detrimental conversions from correct VAD decision as nonspeech to incorrect VAD decisions as speech, thus improving VAD accuracy overall. Although both B and C satisfy this criterion, we decide to use C because C is computationally less expensive and larger than B for small inputs.
Experimental Results
The effectiveness of the proposed technique was evaluated with 456 s of speech data recorded by four males and four females. We manually labeled each 10 ms frame to provide reference decisions [1] ; the proportions of voiced, unvoiced, and silent frames were 44.5%, 13.4%, and 42.1%, respectively. To create various noise environments, white, babble, office, and street noises were added to the clean speech data with SNRs of 5, 10, and 15 dB.
To measure the execution time of the VAD, we prepared a Linux desktop computer equipped with a 3.0 GHz quad-core x86 processor as well as a smartphone powered by a 1.5 GHz dual-core ARM processor. To measure the influence of the approximation degree on VAD accuracy, we varied the Taylor-series orders for both exponential and logarithmic functions from one to five. Figure 2 shows how the order of the approximation for the logarithmic function affects the VAD accuracy, which was measured as VAD error probability (the sum of the false alarm and missing probabilities) [1] . We fixed the order of the exponential approximation to five to isolate the influence of the approximated logarithmic function. As the order increased, the VAD error probabilities also elevated irrespective of noise types and SNRs. Recalling the benefits of overestimating log Λ k (n) for inputs between 0 and 0.3, the observed behavior is attributable to the fact that this overestimation diminishes as the Taylor-series order increases and the approximation function thereby resembles the original logarithmic function more closely. However, it should be noted that even the fifth-order Tayor series, the highest tested, outperformed the original VAD in every case tested except when street noise was added with 15 dB SNR.
Similarly, we examined the impact of the Taylor-series order for the exponential function on the VAD accuracy, holding constant the first-order logarithmic approximation that performed best (Fig. 3) . In contrast to the logarithmic case, the exponential function resulted in fewer errors as it was approximated more accurately. For example, using the first-order and fifth-order Taylor series respectively for the logarithmic and exponential functions reduced the error probability by 20.93% on average relative to the use of the original, unapproximated functions. To measure the reductions in execution time enabled by the use of the simpler Taylor series alternatives, we conducted experiments with various Taylor series orders on two different platforms: a Linux desktop and an Android smartphone. The resulting execution times are shown in Fig. 4 . Note that the results in the figure are the average values calculated over all noise types. The Taylor series order for the logarithmic function was fixed at one because the VAD execution time was rather insensitive to the Taylor series order for the logarithmic function due to ample instruction level parallelism in the VAD algorithm that can hide a few additional arithmetic operations required for a higher order Taylor series approximation of the logarithmic function.
As can be seen from the figure, replacing the exponential and the logarithmic functions with their respective Taylor polynomials decreases the VAD latency for both processors, but the two processors produce slightly different behaviors: the execution times decrease as the Taylor series order for the exponential function increases on the x86 processor, but on the ARM processor, the execution times are minimized at V(1,2) and increase with Taylor series order thereafter. This small disparity was observed because the execution time decreases due to higher SNRs estimated by higher Taylor series orders (see the figure for this behavior) outweighed the execution time increase caused by additional instructions of higher orders approximations only on the x86 processor, which could execute the additional instructions more efficiently.
The maximum execution time reduction was measured to be 13.55% on the x86 processor and 5.75% on the ARM processor. For the x86 processor, the greatest execution time reduction and the highest VAD accuracy concurred for the same orders, V (1, 5) . However, for the ARM processor, the most accurate algorithm was also V(1,5) but the fastest was V (1,2) . Nonetheless, the use of the most accurate algorithm, V(1,5), allowed an similar execution time reduction of 4.99%.
Conclusions
We have proposed a Taylor series-based technique that effectively enhances both VAD accuracy and latency. In contrast to the general belief that approximations lead to accuracy degradations, the proposed technique can achieve both goals through judicious application of Taylor-series approximation to the VAD algorithm. The proposed technique was proven effective in extensive experiments including various noises types and intensities on two representative real-world hardware platforms, showing its suitability to potentially be adopted in future VAD implementations.
