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Abstract
Typically, it is desirable to design a control system that is not only robustly stable in the presence of parametric uncertainties
but also guarantees an adequate level of system performance. However, most of the existing methods need to take all extreme
models over an uncertain domain into consideration, which then results in costly computation. Also, since these approaches
attempt (rather unrealistically) to guarantee the system performance over a full frequency range, a conservative design is
always admitted. Here, taking a specific viewpoint of robust stability and performance under a stated restricted frequency
range (which is applicable in rather many real-world situations), this paper provides an essential basis for the design of a fixed-
order controller for a system with bounded parametric uncertainties. A Schur polynomial is used in the design and the robust
stability is characterized by the notion of positive realness, such that the required robust stability condition is then suitably
successfully constructed. Also, the robust performance criteria in terms of sensitivity shaping under different frequency ranges
are constructed based on an approach of bounded realness analysis. Necessary and sufficient conditions are provided for both
the robust stability and robust performance criteria. Furthermore, these conditions are expressed in the framework of linear
matrix inequality (LMI) constraints, and thus can be efficiently solved. A numerical example is provided to illustrate the
effectiveness of the proposed approach.
Key words: Robust stability, robust performance, parametric uncertainty, positive realness, bounded realness, linear matrix
inequality, fixed-order controller.
1 Introduction
In quite a large number of control engineering applica-
tions, the presence of parametric uncertainties have been
challenging issues to deal with, and there is a clear and
evident need to consider their effects on the deterioration
of system performance or even the cause of instability.
There thus have been many great efforts which are de-
voted to developments in robust control for designing a
control system that guarantees the required robust sta-
bility. Among all the techniques for robust stabilization,
quadratic stabilization theory provides an effective basis
to cater to these parametric uncertainties [1,2]. Related
work in [3] presents a controller design approach to guar-
antee a prespecified disturbance attenuation level based
on the algebraic Riccati equation. Further, these results
have been extended in [4] to solve the H∞ control prob-
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lem. As a methodology with attractive applicability,H∞
control has been extensively researched and developed
over the period of the 1980s, particularly in view of the
rather commonly needed requirement of robust stabi-
lization and disturbance attenuation. In this very attrac-
tive approach, the frequency domain characteristics are
also expressed by related mathematical statements in
the time domain. With such a framework, developments
proceeded such that in [5], several fundamental results
onH∞ control are established. However, these results are
only for the classes of well-known systems. Then in [6], a
linear system with norm-bounded parametric uncertain-
ties is related to ARE-basedH∞ norm conditions. More-
over, robust H∞ performance problems are addressed
in [7,8,9,10,11,12] and a class of systems with norm-
bounded parametric uncertainties is also taken into con-
sideration.
Substantial further works on guaranteed cost control
have also been presented [13,14,15,16,17], which aim to
design a control system such that an upper bound of the
quadratic performance is guaranteed for all admissible
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parametric uncertainties. Additionally in [18], a stabi-
lizing controller is proposed for a class of systems with
convex-bounded parametric uncertainties, which assures
a certain specified attenuation level. However, to obtain
a deterministic and reliable solution, it is required to
check the stability and performance of the vertex set
consisting of several extreme matrices [19]. Because the
number of extreme systems to be checked increases expo-
nentially with the uncertain parameters, the computa-
tion is always costly [20,21]. Meanwhile, other extensive
developments have been made on the robustness prop-
erty attainment involving interval matrix uncertainties
to reduce the number of vertices that are required to be
checked. For example, the work in [22] presents a new
vertex result for the robust synthesis problem. But here
too, if the interval uncertainties appear in the linear ma-
trix inequality (LMI) in an affine way, a rather substan-
tial number of LMIs will need to be integrated to be
solved, and the solution is still exponential. Yet in some
other scenarios, a randomized algorithm approach is em-
ployed to ensure the required stochastic robust stabil-
ity and performance. However, most of these probabilis-
tic approaches are solved based on Monte-Carlo simula-
tion [23], and they are typically not considered as prac-
tically preferred due to these excessive simulations.
In view of the great potential for practical usage, the
methodology of fixed-order controllers have attracted
considerable attention for finite frequency specifications
due to their simplicity, reliability, and ease of implemen-
tation [24,25]. Though the design of a fixed-order con-
troller in the presence of parametric uncertainties is NP-
hard, a variety of design approaches have been rather
successfully used including bilinear matrix inequality
(BMI) [26,27], convex approximation [28,29] and itera-
tive heuristic optimization [30]. It is worthwhile to men-
tion that for all these above-mentioned control methods,
the robust performance property is achieved over the
full frequency range. However, in many real-world sit-
uations, the control performance specifications are typ-
ically only specified and of pertinent interest within a
stated frequency range for the real-world system to be
controlled. Therefore, the design from the perspective
of the full frequency range is overly conservative. To
cater to the more realistic practical requirement of a re-
stricted frequency range, recent researches reveal that
these control strategies can be combined with certain ap-
propriate frequency weighting functions [31]; but here,
a required concomitant strong computational capability
of the hardware is a burden in practical usage because
these weighting functions invariably cause a marked in-
crease in the system orders. Under these circumstances,
a rather significant and important open problem there-
fore exists on an effective and efficient approach to de-
sign a fixed-order controller for a system affected by
bounded parametric uncertainties, and which considers
robust stability and performance under the condition of
a stated restricted frequency range, but without all the
afore-mentioned practical difficulties.
Thus in this work, the key objective is to design a fixed-
order controller for an uncertain system that guarantees
closed-loop stability and a suitably adequate level of per-
formance under a stated restricted frequency range, and
which addresses all the short-comings previously high-
lighted. As part of the methodology in the development
in this work, the connection between the time domain
method and frequency domain specifications are estab-
lished to meet the stability criteria and the performance
specifications. Several theorems are then developed and
provided to support the derivation of the main results.
Then, necessary and sufficient conditions are given to
ensure the robust stability of the closed-loop system in
the presence of the bounded parametric uncertainties.
Additionally further, necessary and sufficient conditions
are also provided for the robust performance of the sys-
tem which is guaranteed in terms of sensitivity shaping.
These conditions on the closed-loop stability and fre-
quency domain characteristics are suitably expressed by
the respective LMIs.
The remainder of this paper is organized as follows. In
Section II, the necessary preliminaries on the closed-loop
control of a system with bounded parametric uncertain-
ties and frequency range characterization are provided.
Then, a first set of newly developed theoretical results in
this work on the robust stability condition is presented
in Section III. Next, further theoretical results developed
in this work on robust performance criteria are presented
in Section IV. In Section V, to validate the new proposed
controller design approach, a numerical example is pro-
vided with simulation results to show its effectiveness.
Finally, conclusions are drawn in Section VI.
Notations:For matrixA, the symbolsAT andA∗ repre-
sent the transpose and the complex conjugate transpose
of a matrix, respectively. Re(A) denotes the real part
of a matrix. I represents the identity matrix with ap-
propriate dimensions. diag{a1, a2,⋯, an} represents the
diagonal matrix with numbers a1, a2,⋯, an as diagonal
entries. R and C indicates the sets of real and complex
matrices, respectively.Hn stands for the set of n×n com-
plex Hermitian matrices. f ∗ g denotes the convolution
operation of two functions. The operator ⊗ represents
the Kronecker’s product.
2 Preliminaries
2.1 Problem statement
As in typical nomenclature, the Single-Input-Single-
Output (SISO) plant is represented by an nth-order ra-
tional transfer function in continuous time, and is given
by
P (s) = b1sn−1 +⋯ + bn
sn + a1sn−1 +⋯ + an , (1)
where ai and bi are uncertain parameters with ai ∈[ali, aui ] and bi ∈ [bli, bui ], i = 1,2,⋯, n.
2
Next, define aci = (ali + aui )/2 and bci = (bli + bui )/2 as
the medians of the uncertain parameters ai and bi, re-
spectively. Similarly, further define adi = (aui − ali)/2 and
bdi = (bui − bli)/2 as the deviations of the uncertain pa-
rameters ai and bi, respectively. Then, ai = aci + adi δai,
bi = bci + bdi δbi, where δai ∈ [−1,1] and δbi ∈ [−1,1] are
standard interval variables.
Also, define ∆a = diag{δa1, δa2,⋯, δan} and ∆b =
diag{δb1, δb2,⋯, δbn}, and the plant (1) can be expressed
by
P (s) = (bc + [0 bd∆b])sTn(ac + [0 ad∆a])sTn , (2)
whereac = [1 ac1 ac2 ⋯ acn], bc = [0 bc1 bc2 ⋯ bcn],
ad = [ad1 ad2 ⋯ adn], bd = [bd1 bd2 ⋯ bdn],
sn = [sn sn−1 ⋯ s 1]. For brevity, define a =
ac + [0 ad∆a] and b = bc + [0 bd∆b].
By the standard negative feedback configuration, an
mth-order controller is to be designed, which is given by
K(s) = y0sm + y1sm−1 +⋯ + ym
sm + x1sm−1 +⋯ + xm . (3)
Equivalently, (3) is expressed by
K(s) = ysTm
xsTm
, (4)
wherex = [1 x1 x2 ⋯ xm], y = [y0 y1 y2 ⋯ ym],
sm = [sm sm−1 ⋯ s 1].
For the closed-loop system, the sensitivity transfer func-
tion S(s) and the complementary sensitivity transfer
function T (s) are given by
S(s) = Snum
Sden
, T (s) = Tnum
Tden
, (5)
respectively, where Snum = (a ∗ x)sTm+n, Tnum = (b ∗
y)sTm+n, Sden = Tden = (a∗x+b∗y)sTm+n, with sm+n =[sm+n sm+n−1 ⋯ s 1]. Equivalently, we have
Snum = (ac ∗x)sTm+n + ((ad∆a) ∗x)sTm+n−1,
Tnum = (bc ∗ y)sTm+n + ((bd∆b) ∗ y)sTm+n−1,
Sden = Tden = (ac ∗x + bc ∗ y)sTm+n+ ((ad∆a) ∗x + (bd∆b) ∗ y)sTm+n−1,
(6)
where sm+n−1 = [sm+n−1 sm+n−2 ⋯ s 1].
Thus the objective here is to design a fixed-order con-
troller K(s) for the uncertain system P (s) such that
(1). The robust stability of the closed-loop system is
guaranteed in the presence of parametric uncertainties.
(2). The robust performance specifications of the closed-
loop system in terms of sensitivity shaping are satisfied,
i.e. ∣S(jω)∣ < ρs, ω ∈ Ωs and ∣T (jω)∣ < ρt, ω ∈ Ωt.
2.2 Frequency range characterization
A curve on the complex plane is a collection of points
λ(t) ∈ Cp×q continously parameterized by t, for t0 ≤ t ≤
tf , where t0, tf ∈ R ∪ {±∞}, which can be characterized
by a set
Λ(Φ,Ψ) = {λ ∈ C ∶ σ(λ,Φ) = 0, σ(λ,Ψ) ≥ 0}, (7)
where Φ, Ψ ∈ H2 and
σ(λ,Φ) = ⎡⎢⎢⎢⎢⎣
λ
I
⎤⎥⎥⎥⎥⎦
∗
Φ
⎡⎢⎢⎢⎢⎣
λ
I
⎤⎥⎥⎥⎥⎦ , σ(λ,Ψ) =
⎡⎢⎢⎢⎢⎣
λ
I
⎤⎥⎥⎥⎥⎦
∗
Ψ
⎡⎢⎢⎢⎢⎣
λ
I
⎤⎥⎥⎥⎥⎦ . (8)
For the continuous time domain, one has
Φ = ⎡⎢⎢⎢⎢⎣
0 1
1 0
⎤⎥⎥⎥⎥⎦ , Ψ = {jω ∶ ω ∈ Ω}, (9)
where Ω is a subset of real numbers determined by Ψ. Ta-
ble 1 summarizes the characterization of finite frequency
ranges [32].
Table 1
Characterization of frequency range
Ω ω ∈ [0, ωl] ω ∈ [ωl, ωh] ω ∈ [ωh, +∞)
Ψ
⎡⎢⎢⎢⎢⎣
−1 0
0 ω2l
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
−1 j ωh+ωl
2−j ωh+ωl
2
−ωlωh
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
1 0
0 −ω2h
⎤⎥⎥⎥⎥⎦
.
3 Robust stability characterization via real pos-
itiveness analysis
In this section, first of all, pertinent new results Theo-
rem 1 and Theorem 2 are presented, which are used in
the sequel for deriving the robust stability condition.
Theorem 1 Given matrices Q, H, E with appropriate
dimensions, Q is symmetrical, ∆ = diag{δ1, δ2,⋯, δn}
with δi ∈ [−1,1], i = 1,2,⋯, n,
Q + ⎡⎢⎢⎢⎢⎣
0 ET∆HT
H∆E 0
⎤⎥⎥⎥⎥⎦ < 0 (10)
holds if and only if there exists a matrixR = diag{ε1, ε2,⋯, εn}
with εi > 0, i = 1,2,⋯, n, such that
Q + ⎡⎢⎢⎢⎢⎣
ETR−1E 0
0 HRHT
⎤⎥⎥⎥⎥⎦ < 0. (11)
3
Proof of Theorem 1: To prove Theorem 1, Lemma 1
is introduced first.
Lemma 1 [12] Given matrices Q, H, E and R of ap-
propriate dimensions and with Q and R symmetrical and
R > 0, then
Q +HFE +ETFTHT < 0, (12)
for all F satisfying FTF ≤ R, if and only if there exists
some ε > 0 such that
Q + ε2HHT + ε−2ETRE < 0. (13)
Sufficiency: By matrix decomposition, (10) is equivalent
to
Q + ⎡⎢⎢⎢⎢⎣
0
H
⎤⎥⎥⎥⎥⎦∆ [E 0 ] + [E 0 ]
T
∆
⎡⎢⎢⎢⎢⎣
0
H
⎤⎥⎥⎥⎥⎦
T < 0. (14)
[0 H]T can be partitioned as n column vectors, i.e.
H1,H2,⋯,Hn; similarly, [E 0] can be partitioned as n
row vectors, i.e. E1,E2,⋯,En. Then, it is easy to obtain
⎡⎢⎢⎢⎢⎣
0
H
⎤⎥⎥⎥⎥⎦∆ [E 0 ]+[E 0 ]
T
∆
⎡⎢⎢⎢⎢⎣
0
H
⎤⎥⎥⎥⎥⎦
T = n∑
i=1(HiδiEi+ETi δiHTi ).
(15)
Thus, (14) is equivalent to
Q + n∑
i=1(HiδiEi +ETi δiHTi ) < 0. (16)
Define
Qn−1 = Q + n−1∑
i=1(HiδiEi +ETi δiHTi ), (17)
then (16) can be written as
Qn−1 +HnδnEn +ETn δnHTn < 0. (18)
From Lemma 1, (18) holds if and only if there exists
εn > 0 such that
Qn−1 + εnHnHTn + ε−1n ETnEn < 0. (19)
Similarly, define
Qn−2 = Q+n−2∑
i=1(HiδiEi+ETi δiHTi )+εnHnHTn +ε−1n ETnEn,
(20)
then (19) is equivalent to
Qn−2 +Hn−1δn−1En−1 +ETn−1δn−1HTn−1 < 0. (21)
Again, from Lemma 1, (21) holds if and only if there
exists εn−1 > 0 such that
Qn−2 + εn−1Hn−1HTn−1 + ε−1n−1ETn−1En−1 < 0. (22)
Substitute (20) to (22), we have
Q + n−2∑
i=1(HiδiEi +ETi δ−1i HTi ) + εn−1Hn−1HTn−1+ ε−1n−1ETn−1En−1 + εnHnHTn + ε−1n ETnEn < 0. (23)
In a similar way, it is straightforward that (14) holds if
and only if there exists ε1, ε2,⋯, εn > 0 such that
Q + n∑
i=1(εiHiHTi + ε−1i ETi Ei) < 0. (24)
Define R = diag{ε1, ε2,⋯, εn}, we have
Q + [E 0 ]T R−1 [E 0 ] + ⎡⎢⎢⎢⎢⎣
0
H
⎤⎥⎥⎥⎥⎦R
⎡⎢⎢⎢⎢⎣
0
H
⎤⎥⎥⎥⎥⎦
T < 0, (25)
which can be further expressed by
Q + ⎡⎢⎢⎢⎢⎣
ETR−1E 0
0 HRHT
⎤⎥⎥⎥⎥⎦ < 0. (26)
Necessity: it can be proved in a similar way thus is omit-
ted. ◻
Theorem 2 Given matrices Q, Hi, Ei, i = 1,2,⋯,m
with appropriate dimensions, Q is symmetrical, ∆i =
diag{δi1, δi2,⋯, δin} with δij ∈ [−1,1], i = 1,2,⋯,m, j =
1,2,⋯, n,
Q + ⎡⎢⎢⎢⎢⎢⎢⎣
0
m∑
i=1ETi ∆iHTi
m∑
i=1Hi∆iEi 0
⎤⎥⎥⎥⎥⎥⎥⎦ < 0 (27)
holds if and only if there exists matricesRi = diag{εi1, εi2,⋯, εin}
with εij > 0, i = 1,2,⋯,m, j = 1,2,⋯, n, such that
Q + ⎡⎢⎢⎢⎢⎢⎢⎣
m∑
i=1ETi R−1i Ei 0
0
m∑
i=1HiRiHTi
⎤⎥⎥⎥⎥⎥⎥⎦ < 0. (28)
4
Proof of Theorem 2: Theorem 2 is essentially an ex-
tension of Theorem 1, the proof is rather straightforward
and is omitted here. ◻
Next, a Schur polynomial dc(s) is selected and an asso-
ciated transfer function is defined as
Gs(s) =(a ∗x + b ∗ y)sTm+n
dc(s)=Gsn(s) +Gsu(s), (29)
where Gsn(s) and Gsu(s) are the nominal part and un-
certain part of Gs(s), respectively, which are given by
Gsn(s) =(ac ∗x + bc ∗ y)sTm+n
dc(s) ,
Gsu(s) =((ad∆a) ∗x + (bd∆b) ∗ y)sTm+n−1
dc(s) .
(30)
The realization of Gsn(s) in the controllable canonical
form is denoted by
∑sn ≜ {Asn,Bsn,Csn,Dsn}, (31)
and then the realization of Gs(s) is given by
∑s ≜ {Asn,Bsn,Csn + ad∆aX + bd∆bY,Dsn}. (32)
Notably here, the stability of the system is closely related
to the notion of positive realness, and it is guaranteed if
and only if
Re(Gs(s)) > 0. (33)
Then, to construct a condition for the needed robust sta-
bility in the presence of parametric uncertainties, The-
orem 3 is proposed.
Theorem 3 The robust stability of the system (1) in
the presence of bounded parametric uncertainties charac-
terized by standard interval variables is guaranteed under
the controller (3) if and only if there exists a Hermitian
matrix Ps, diagonal matrices Rsa > 0 and Rsb > 0 such
that ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Γs
XT Y T
0 0
X 0
Y 0
−Rsa 0
0 −Rsb
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (34)
where
Γs = ⎡⎢⎢⎢⎢⎣
Asn Bsn
I 0
⎤⎥⎥⎥⎥⎦
T ⎡⎢⎢⎢⎢⎣
0 Ps
Ps 0
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
Asn Bsn
I 0
⎤⎥⎥⎥⎥⎦
− ⎡⎢⎢⎢⎢⎣
0 CTsn
Csn Dsn +DsnT + adRsaadT + bdRsbbdT
⎤⎥⎥⎥⎥⎦ ,
(35)
X and Y are the Toeplitz matrices, where
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 x1 ⋯ xm 0 0 0
0 1 x1 ⋯ xm 0 0⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮
0 0 0 1 x1 ⋯ xm
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
Y =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
y0 y1 ⋯ ym 0 0 0
0 y0 y1 ⋯ ym 0 0⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮
0 0 0 y0 y1 ⋯ ym
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
(36)
Proof of Theorem 3: Before proceeding to prove The-
orem 3, Lemma 2 is introduced.
Lemma 2 [33] Consider∑ ≜ {A,B,C,D} as a minimal
state-space realization of a rational and proper transfer
function G(s), the positive realness condition
Re(G(s)) > 0, (37)
is guaranteed if and only if there admits a Hermitian
matrix P > 0 such that
⎡⎢⎢⎢⎢⎣
A B
I 0
⎤⎥⎥⎥⎥⎦
T ⎡⎢⎢⎢⎢⎣
0 P
P 0
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
A B
I 0
⎤⎥⎥⎥⎥⎦ −
⎡⎢⎢⎢⎢⎣
0 CT
C D +DT
⎤⎥⎥⎥⎥⎦ < 0. (38)
From Lemma 2, considering the state-space realiza-
tion (32), the positive realness condition (33) is guar-
anteed if and only if there exists a Hermitian matrix
Ps > 0 such that
⎡⎢⎢⎢⎢⎣
Asn Bsn
I 0
⎤⎥⎥⎥⎥⎦
T ⎡⎢⎢⎢⎢⎣
0 Ps
Ps 0
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
Asn Bsn
I 0
⎤⎥⎥⎥⎥⎦ −
⎡⎢⎢⎢⎢⎣
0 CTsn
Csn Dsn +DTsn
⎤⎥⎥⎥⎥⎦
+ ⎡⎢⎢⎢⎢⎣
0 −XT∆aaTd − Y T∆bbTd−ad∆aX − bd∆bY 0
⎤⎥⎥⎥⎥⎦ < 0.
(39)
From Theorem 2, (39) holds if and only if there exists
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positive definite diagonal matricesRsa andRsb such that
⎡⎢⎢⎢⎢⎣
Asn Bsn
I 0
⎤⎥⎥⎥⎥⎦
T ⎡⎢⎢⎢⎢⎣
0 Ps
Ps 0
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
Asn Bsn
I 0
⎤⎥⎥⎥⎥⎦ −
⎡⎢⎢⎢⎢⎣
0 CTsn
Csn Dsn +DTsn
⎤⎥⎥⎥⎥⎦
+ ⎡⎢⎢⎢⎢⎣
XTR−1saX + Y TR−1sb Y 0
0 adRsaa
T
d + bdRsbbTd
⎤⎥⎥⎥⎥⎦ < 0.
(40)
Then, we have
⎡⎢⎢⎢⎢⎣
Asn Bsn
I 0
⎤⎥⎥⎥⎥⎦
T ⎡⎢⎢⎢⎢⎣
0 Ps
Ps 0
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
Asn Bsn
I 0
⎤⎥⎥⎥⎥⎦ −
⎡⎢⎢⎢⎢⎣
0 CTsn
Csn Dsn +DTsn
⎤⎥⎥⎥⎥⎦
+ ⎡⎢⎢⎢⎢⎣
0
ad
⎤⎥⎥⎥⎥⎦Rsa [ 0 aTd ] +
⎡⎢⎢⎢⎢⎣
0
bd
⎤⎥⎥⎥⎥⎦Rsb [ 0 bTd ]
+ ⎡⎢⎢⎢⎢⎣
XT
0
⎤⎥⎥⎥⎥⎦R−1sa [X 0 ] +
⎡⎢⎢⎢⎢⎣
Y T
0
⎤⎥⎥⎥⎥⎦R−1sb [ Y 0 ] < 0,
(41)
which can be further expressed in the form of (34). This
completes the proof of the theorem. ◻
4 Robust performance characterization with
sensitivity shaping
To develop an effective methodology for robust perfor-
mance characterization with sensitivity shaping, it is
pertinent to note here that robust performance specifica-
tions are suitably characterized, where the infinity norm
of the sensitivity function and the complementary sen-
sitivity function are bounded by certain values. With a
given Schur polynomial, the stated bound condition on
the infinity norm of a rational transfer function can be
separated by two conditions. To summarize this finding,
Theorem 4 is now presented.
Theorem 4 Consider a rational transfer function
G(s) = n(λ, s)/d(λ, s), where λ is a parameter vector
appeared affinely in the polynomials n(λ, s) and d(λ, s).
For any given Schur polynomial dc(s), ∣G(s)∣ < ρ is
guaranteed if the following two conditions hold:
∣n(λ, s)
dc(s) ∣ < (1 − δ)ρ, (42)
and ∣1 − d(λ, s)
dc(s) ∣ < δ, (43)
where δ ∈ (0, 1).
Proof of Theorem 4: From (43), we have
1 − δ < ∣d(λ, s)
dc(s) ∣ < 1 + δ. (44)
By (42)/(44), it is easy to verify that
∣n(λ, s)
d(λ, s) ∣ < ρ, (45)
which corresponds to ∣G(s)∣ < ρ. ◻
Following the above developments, here remarkably, it
can be seen that it is possible to note that dc(s) is ap-
propriate to be interpreted as a central polynomial to
characterize the basic performance of the system, and
additional discussions on the design of an appropriate
central polynomial can be found in [29].
Then, before proceeding to develop the required robust
performance criterion, Theorem 2 is next readily ex-
tended to be suitable for a more general case, which is
summarized by the following theorem.
Theorem 5 Given matrices Q, Hi, Ei, i = 1,2,⋯,m
with appropriate dimensions, Q is symmetrical, ∆i =
diag{δi1, δi2,⋯, δin} with δij ∈ [−1,1], i = 1,2,⋯,m, j =
1,2,⋯, n,
Q +
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 ⋯ 0 m∑
i=1ETi ∆iHTi
0 0 ⋯ 0 0⋮ ⋮ ⋰ ⋮ ⋮
0 0 ⋯ 0 0
m∑
i=1Hi∆iEi 0 ⋯ 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0 (46)
holds if and only if there exists matricesRi = diag{εi1, εi2,⋯, εin}
with εij > 0, i = 1,2,⋯,m, j = 1,2,⋯, n, such that
Q +
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
m∑
i=1ETi R−1i Ei 0 ⋯ 0 0
0 0 ⋯ 0 0⋮ ⋮ ⋱ ⋮ ⋮
0 0 ⋯ 0 0
0 0 ⋯ 0 m∑
i=1HiRiHTi
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0. (47)
Proof ofTheorem5:Theorem 5 is an extension of The-
orem 2, and the mostly straightforward proof is omitted.◻
At this stage, define the transfer functions Gp1(s) and
Gp2(s) as
Gp1(s) =Gp1n(s) +Gp1u(s),
Gp2(s) =Gp2n(s) +Gp2u(s), (48)
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where
Gp1n(s) =1 −Gsn(s),
Gp1u(s) = −Gsu(s),
Gp2n(s) =(ac ∗x)sTm+n
dc(s) ,
Gp2u(s) =(ad∆a ∗x)sTm+n−1
dc(s) .
(49)
From Theorem 4, ∣S(jω)∣ < ρs, ∀ω ∈ Ωs is guaranteed if
the following two conditions hold:
∣Gp1(jω)∣ < δs, ω ∈ Ωs, (50)
and ∣Gp2(jω)∣ < (1 − δs)ρs, ω ∈ Ωs, (51)
with δs ∈ (0, 1). Since Gp1n(s) and Gp2n(s) can be real-
ized in the controllable canonical form as
∑p1n ≜ {Ap1n,Bp1n,Cp1n,Dp1n},∑p2n ≜ {Ap2n,Bp2n,Cp2n,Dp2n}, (52)
respectively, the state-space realizations of Gp1(s) and
Gp2(s) are given by
∑p1 ≜ {Ap1n,Bp1n,Cp1n + ad∆aX + bd∆bY,Dp1n},∑p2 ≜ {Ap2n,Bp2n,Cp2n + ad∆aX,Dp2n},
(53)
respectively.
Then, the conditions of robust performance specification
in terms of the sensitivity function are summarized by
Theorem 6.
Theorem 6 The robust performance specification∣S(jω)∣ < ρs, ω ∈ Ωs of the system (1) in the presence
of bounded parametric uncertainties characterized by
standard interval variables is guaranteed under the con-
troller (3) if and only if there exists Hermitian matrices
Pp1 and Qp1 > 0, Pp2 and Qp2 > 0, diagonal matrices
Rp1a > 0, Rp1b > 0 and Rp2a > 0, Rp2b > 0 such that
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Γp1
CTp1n
DTp1n
XT
0
Y T
0
Cp1n Dp1n Hp1 0 0
X 0 0 −Rp1a 0
Y 0 0 0 −Rp1b
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (54)
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Γp2
CTp2n
DTp2n
XT
0
Cp2n Dp2n Hp2 0
X 0 0 −Rp2b
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (55)
where
Γp1 = ⎡⎢⎢⎢⎢⎣
Ap1n Bp1n
I 0
⎤⎥⎥⎥⎥⎦
T
Ξp1
⎡⎢⎢⎢⎢⎣
Ap1n Bp1n
I 0
⎤⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎣
0 0
0 −δs
⎤⎥⎥⎥⎥⎦ ,
(56)
Γp2 = ⎡⎢⎢⎢⎢⎣
Ap2n Bp2n
I 0
⎤⎥⎥⎥⎥⎦
T
Ξp2
⎡⎢⎢⎢⎢⎣
Ap2n Bp2n
I 0
⎤⎥⎥⎥⎥⎦+
⎡⎢⎢⎢⎢⎣
0 0
0 (δs − 1)ρs
⎤⎥⎥⎥⎥⎦ ,
(57)
Ξp1 = Φs⊗Pp1 +Ψs⊗Qp1, Ξp2 = Φs⊗Pp2 +Ψs⊗Qp2, Φs
and Θs are matrices that characterize the frequency range
as given in Section I,Hp1 = adRp1aadT +bdRp1bbdT −δs,
Hp2 = adRp2aadT + (δs − 1)ρs, δs ∈ (0,1).
Proof of Theorem 6: Before the proof of Theorem 6,
Lemma 3 is introduced.
Lemma 3 [32] Consider (A,B,C,D) as a minimal
state-space realization of a rational transfer function
G(s), given ρ > 0, the finite frequency bounded realness
condition
∣G(jω)∣ < ρ, ω ∈ Ω, (58)
is guaranteed if and only if there exists Hermitian matri-
ces P and Q > 0, such that
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎡⎢⎢⎢⎢⎣
A B
I 0
⎤⎥⎥⎥⎥⎦
T
Ξ
⎡⎢⎢⎢⎢⎣
A B
I 0
⎤⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎣
0 0
0 −ρ
⎤⎥⎥⎥⎥⎦
CT
DT
C D −ρ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (59)
where Ξ = Φ ⊗ P +Ψ ⊗Q, and Φ and Ψ are matrices to
characterize the frequency range Ω.
From Lemma 3, the robust specification (50) is guaran-
teed if and only if there exists Hermitian matrices Pp1
and Qp1 > 0, such that
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Γp1
CTp1n +XT∆aaTd+ Y T∆bbTd
DTp1n
Cp1n + ad∆aX+ bd∆bY Dp1n −δs
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (60)
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Equivalently, we have
⎡⎢⎢⎢⎢⎢⎢⎢⎣
Γp1
CTp1n
DTp1n
Cp1n Dp1n −δs
⎤⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 0 XT∆aa
T
d + Y T∆bbTd
0 0 0
ad∆aX + bd∆bY 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
< 0.
(61)
From Theorem 5, (61) holds if and only if there exists
positive definite diagonal matrices Rp1a and Rp1b such
that⎡⎢⎢⎢⎢⎢⎢⎢⎣
Γp1
CTp1n
DTp1n
Cp1n Dp1n −δs
⎤⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎢⎣
XTR−1p1aX + Y TR−1p1bY 0 0
0 0 0
0 0 adRp1aa
T
d + bdRp1bbTd
⎤⎥⎥⎥⎥⎥⎥⎥⎦
< 0.
(62)
Then, we have
⎡⎢⎢⎢⎢⎢⎢⎢⎣
Γp1
CTp1n
DTp1n
Cp1n Dp1n −δs
⎤⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0
0
ad
⎤⎥⎥⎥⎥⎥⎥⎥⎦
Rp1a [ 0 0 aTd ]
+
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0
0
bd
⎤⎥⎥⎥⎥⎥⎥⎥⎦
Rp1b [ 0 0 bTd ] +
⎡⎢⎢⎢⎢⎢⎢⎢⎣
XT
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
R−1p1a [X 0 0 ]
+
⎡⎢⎢⎢⎢⎢⎢⎢⎣
Y T
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎦
R−1p1b [ Y 0 0 ] < 0,
(63)
which can be further expressed in the form of (54).
Therefore, it can be obtained that the condition (50) is
guaranteed if and only if there exists Hermitian matrices
Pp1 and Qp1 > 0, and positive definite diagonal matrices
Rp1a and Rp1b such that (54) is satisfied. Similarly, the
condition (51) is guaranteed if and only if there exists
Hermitian matrices Pp2 and Qp2 > 0, and positive defi-
nite diagonal matrices Rp2a and Rp2b such that (55) is
satisfied. This completes the proof of the theorem. ◻
Furthermore, the results on the specification in terms of
the sensitivity function ∣S(jω)∣ < ρs, ω ∈ Ωs can be ex-
tended to the specification on the complementary sensi-
tivity function ∣T (jω)∣ < ρt, ω ∈ Ωt. Thus define transfer
functions Gp3(s) as
Gp3(s) =Gp3n(s) +Gp3u(s), (64)
where
Gp3n(s) =(bc ∗ y)sTm+n
dc(s) ,
Gp3u(s) =(bd∆b ∗ y)sTm+n−1
dc(s) .
(65)
From Theorem 4, ∣T (jω)∣ < ρt, ∀ω ∈ Ωt is guaranteed if
the following two conditions hold:
∣Gp1(jω)∣ < δt, ∀ω ∈ Ωt, (66)
and ∣Gp3(jω)∣ < (1 − δt)ρt, ∀ω ∈ Ωt, (67)
with δt ∈ (0, 1). Gp3n(s) can be realized in the control-
lable canonical form as
∑p3n ≜ {Ap3n,Bp3n,Cp3n,Dp3n}, (68)
then the state-space realization of Gp3(s) is given by
∑p3 ≜ {Ap3n,Bp3n,Cp3n + bd∆bY,Dp2n}. (69)
It is worth mentioning, at this point, that some rather
useful properties hold for the state-space realizations of
the nominal models (31), (52), and (68), where Asn =
Ap1n = Ap2n = Ap3n, Bsn = Bp1n = Bp2n = Bp3n, Csn =−Cp1n, Dsn = 1 −Dp1n.
In a similar manner here, in what follows, Theorem 7 is
proposed to cater to the robust performance specifica-
tion in terms of the complementary sensitivity function.
Theorem 7 The robust performance specification∣T (jω)∣ < ρt, ω ∈ Ωt of the system (1) in the presence
of bounded parametric uncertainties characterized by
standard interval variables is guaranteed under the con-
troller (3) if and only if there exists Hermitian matrices
Pp3 and Qp3 > 0, Pp4 and Qp4 > 0, diagonal matrices
Rp3a > 0, Rp3b > 0 and Rp4a > 0, Rp4b > 0 such that
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Γp3
CTp1n
DTp1n
XT
0
Y T
0
Cp1n Dp1n Hp3 0 0
X 0 0 −Rp3a 0
Y 0 0 0 −Rp3b
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (70)
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Γp4
CTp3n
DTp3n
XT
0
Cp3n Dp3n Hp4 0
X 0 0 −Rp4b
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (71)
where
Γp3 = ⎡⎢⎢⎢⎢⎣
Ap1n Bp1n
I 0
⎤⎥⎥⎥⎥⎦
T
Ξp3
⎡⎢⎢⎢⎢⎣
Ap1n Bp1n
I 0
⎤⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎣
0 0
0 −δt
⎤⎥⎥⎥⎥⎦ ,
(72)
Γp4 = ⎡⎢⎢⎢⎢⎣
Ap3n Bp3n
I 0
⎤⎥⎥⎥⎥⎦
T
Ξp4
⎡⎢⎢⎢⎢⎣
Ap3n Bp3n
I 0
⎤⎥⎥⎥⎥⎦+
⎡⎢⎢⎢⎢⎣
0 0
0 (δt − 1)ρt
⎤⎥⎥⎥⎥⎦ ,
(73)
Ξp3 = Φt⊗Pp3+Ψt⊗Qp3, Ξp4 = Φt⊗Pp4+Ψt⊗Qp4, Φt and
Θt are matrices that characterize the frequency range as
given in Section I, Hp3 = adRp3aadT + bdRp3bbdT − δt,
Hp4 = bdRp4abdT + (δt − 1)ρt, δt ∈ (0,1).
Proof of Theorem 7 The proof of Theorem 7 proceeds
along the same procedures as the proof of Theorem 6.◻
Based on all the above developments and analysis, it
can now be noted that with the work in this paper, the
fixed-order controller considering robust stability and
performance can be designed by solving the LMIs (34),
(54), (55), (70), and (71).
Remark 1 It can also be noted that depending on the
design specifications on a specific problem, the conditions
on the robust stability, the robust performance in terms
of the sensitivity function, and the robust performance in
terms of the complementary sensitivity function can be
implemented either separately or together.
5 Illustrative example
Consider the nominal model of a fourth-order plant
P (s) = b1s3 + b2s2 + b3s + b4
s4 + a1s3 + a2s2 + a3s + a4 , (74)
with a1 = 3, a2 = 5, a3 = 2, a4 = 6, b1 = 2, b2 = 3, b3 =
4, b4 = 8. Assume the parametric uncertainties exist in
a1, a2,⋯, a4 and b1, b2,⋯, b4, and the deviations of these
parameters are all 0.2. A second-order controller is to be
designed, where
K(s) = y0s2 + y1s + y2
s2 + x1s + x2 . (75)
Here, the typical desirable design specifications would
include the robust stability and the robust performance
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Fig. 1. Bode diagrams of the plant, the controller, and the
open-loop system.
with the sensitivity function ∣S(jω)∣ < −3 dB under the
frequency range ω ∈ [0.5 rad/s, 1 rad/s], and the com-
plementary sensitivity function ∣T (jω)∣ < −3 dB under
the frequency range ω ∈ [10 rad/s, 20 rad/s] (essentially
stated in this equivalent manner).
With the methodology proposed here, thus the design
can proceed with the steps where a Schur polynomial is
chosen as dc(s) = s6+7s5+19s4+27s3+34s2+34s+14 and
the parameters δs and δt are chosen as 0.5. The LMIs
(34), (54), (55), (70), and (71) are then constructed and
solved by the YALMIP Toolbox in MATLAB. The re-
sulting controller parameters are given by x1 = 0.6946,
x2 = 0.4759, y0 = 0.7326, y1 = 2.3780, y2 = 1.2615. In
the simulation, we use a plant P˜ (s) with one set of the
uncertain parameters given by a˜1 = 3.0529, a˜2 = 4.8390,
a˜3 = 1.9114, a˜4 = 6.0188, b˜1 = 2.1259, b˜2 = 3.1623,
b˜3 = 3.8508, b˜4 = 8.1654. The controller parameters ob-
tained by the proposed approach are then implemented
on the uncertain plant P˜ (s). The Bode diagrams of the
uncertain plant P˜ (s), the controllerK(s), and the open-
loop system P˜ (s)K(s) are shown in Figure 1. Also, the
Bode diagrams of the sensitivity function S(jω) and
the complementary sensitivity function T (jω) are illus-
trated in Figure 2 and Figure 3, respectively. It can be
verified that all the design specifications are met by us-
ing the proposed approach, and the stated robust sta-
bility and performance are successfully achieved with a
fixed-order controller design under this situation of an
uncertain system.
6 Conclusion
In this work, a fixed-order robust controller design ap-
proach is developed under a specific restricted frequency
range. To achieve this, first of all, an initial set of newly
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developed theoretical results to be used in the robust sta-
bility and robust performance criteria are presented. Sec-
ondly, the robust stabilization condition for the situation
of uncertain systems is constructed with the concept of
positive realness. Thirdly, the robust performance spec-
ifications are characterized under a restricted frequency
range; and the frequency domain system performance
from the viewpoint of sensitivity shaping is realized in
a time domain framework. Necessary and sufficient con-
ditions for robust stability and robust performance are
given and formulated by the respective LMIs. An illus-
trative example of a relevant appropriate controller de-
sign problem is given and the effectiveness of the pro-
posed theoretical results is validated from the simulation
results.
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