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1 Technical details {#se0155}
===================

Program title:HLIBCovNature of problem:To approximate large covariance matrices. To perform efficient linear algebra with large covariance matrices on a non-tensor grid. To estimate the unknown parameters (variance, smoothness parameter, and covariance length) of a covariance function by maximizing the joint Gaussian log-likelihood function with a log-linear computational cost and storage.Software license:HLIBCov (GPL 2.0), HLIBpro (proprietary)CiCP scientific software URL:Distribution format:Distribution format:\*.cc files via githubProgramming language(s):C++Computer platform:anyOperating system:Linux, MacOSX and MS WindowsCompilers:standard C++ compilersRAM:4 GB and more (depending on the matrix size)External routines/libraries:HLIBCov requires HLIBpro and GNU Scientific Library (<https://www.gnu.org/software/gsl/>).Running time:$\mathcal{O}(k^{2}n\log^{2}n)/p$ with *p* number of CPU coresRestrictions:None (similar limitations as HLIBpro)Supplementary material and references:www.HLIBpro.com and references therein.Additional Comments:HLIBpro is a software library that implements parallel algorithms for hierarchical matrices. It is freely available in binary form for academic purposes. HLIBpro algorithms are designed for one, two, and three - dimensional problems.

2 Introduction {#sec0005}
==============

HLIBpro is a very fast and efficient parallel $\mathcal{H}$-matrices library. This is an auxiliary technical paper, which contains technical details to our previous paper [@bib0155]. In [@bib0155] we used the gradient-free optimization method to estimate the unknown parameters of a covariance function using HLIB and HLIBpro.

**Parameter estimation and problem settings.** We let *n* be the number of spatial measurements ***Z*** located irregularly across a given geographical region at locations $\mathbf{\text{s}}: = \{\mathbf{\text{s}}_{1},\ldots,\mathbf{\text{s}}_{n}\} \in \mathbb{R}^{d}$, *d* ≥ 1. We also let ***Z*** = {*Z*(**s**~1~), ..., *Z*(**s**~*n*~)}^⊤^, where *Z*(**s**) is a stationary Gaussian random field. Then, we assume that ***Z*** has mean zero and a stationary parametric covariance function *C*(**h**;***θ***) = cov{*Z*(**s**), *Z*(**s** + **h**)}, where $\mathbf{\text{h}} \in \mathbb{R}^{d}$ is a spatial distance and vector $\mathbf{\theta} \in \mathbb{R}^{q}$ denotes *q* unknown parameters. To infer ***θ***, we maximize the joint Gaussian log-likelihood function,$$\mathcal{L}(\mathbf{\theta}) = - \frac{n}{2}\log(2\pi) - \frac{1}{2}\log|\mathbf{C}(\mathbf{\theta})| - \frac{1}{2}\mathbf{Z}^{\top}\mathbf{C}{(\mathbf{\theta})}^{- 1}\mathbf{Z},$$where ***C***(***θ***)~*ij*~ = *C*(**s**~*i*~ − **s**~*j*~;***θ***), *i*, *j* = 1, ..., *n*. Let us assume that $\widehat{\mathbf{\theta}}$ maximizes [(2.1)](#eq0005){ref-type="disp-formula"}. When the sample size *n* is large, the evaluation of [(2.1)](#eq0005){ref-type="disp-formula"} becomes challenging, due to $O(n^{3})$ computational cost of the Cholesky factorization. Hence, scalable and efficient methods that can process larger *n* are needed.

For this, the hierarchical matrices ($\mathcal{H}$-matrix) technique is used, which approximates sub-blocks of the dense matrix by a low-rank representation of either a given rank *k* or a given accuracy *ϵ* \> 0 (see Section 3.2).Definition 2.1An $\mathcal{H}$-matrix approximation with maximal rank *k* of the exact log-likelihood $\mathcal{L}(\mathbf{\theta})$ is defined by $\widetilde{\mathcal{L}}(\mathbf{\theta};k)$:$$\widetilde{\mathcal{L}}(\mathbf{\theta};k) = - \frac{n}{2}\log(2\pi) - \sum\limits_{i = 1}^{n}\log\{{\widetilde{\mathbf{L}}}_{ii}(\mathbf{\theta};k)\} - \frac{1}{2}\mathbf{\text{v}}{(\mathbf{\theta})}^{\top}\mathbf{\text{v}}(\mathbf{\theta}),$$where $\widetilde{\mathbf{L}}(\mathbf{\theta};k)$ is an $\mathcal{H}$-matrix approximation of the Cholesky factor ***L***(***θ***) with maximal rank *k* in the sub-blocks, ***C***(***θ***) = ***L***(***θ***)***L***(***θ***)^⊤^, and vector **v**(***θ***) is the solution of the system $\widetilde{\mathbf{L}}(\mathbf{\theta};k)\mathbf{\text{v}}(\mathbf{\theta}) = \mathbf{Z}$.

To maximize $\widetilde{\mathcal{L}}(\mathbf{\theta};k)$ in [(2.2)](#eq0010){ref-type="disp-formula"}, we use the Brent-Dekker method [@bib0045], [@bib0165]. It could be used with or without derivatives.

An additional difficulty is the ill-posedness of the optimization problem. Even a small perturbation in the covariance matrix ***C***(***θ***) may result in large perturbations in the log-determinant and the log-likelihood. A possible remedy, which may or may not help, is to take a higher rank *k*.

**Features of the** $\mathcal{H}$**-matrix approximation.** Other advantages of applying the $\mathcal{H}$-matrix technique are the following:1.The $\mathcal{H}$-matrix class is large, including low-rank and sparse matrix classes;2.***C***(***θ***)^−1^, ***C***(***θ***)^1/2^, \|***C***(***θ***)\|, Cholesky decomposition, the Schur complement, and many others can be computed in the $\mathcal{H}$-matrix format [@bib0080];3.Since the $\mathcal{H}$-matrix technique has been well studied, there are many examples, multiple sequential and parallel implementations and a solid theory already available. Therefore, no specific MPI or OpenMP knowledge is needed;4.The $\mathcal{H}$-matrix cost and accuracy is controlled by *k*;5.The $\mathcal{H}$-Cholesky factor and the $\mathcal{H}$-inverse have often moderate ranks.

**Structure of the paper.** After introduction and problem setting in Section 2, we explain the $\mathcal{H}$-matrix approximation of Matérn covariance matrices in Section 3. In Section 4, we describe the software installation details, the input, and output of the HLIBCov code. In Section 5, we provide dependence of the storage and computing costs vs. the $\mathcal{H}$-matrix rank *k*. We visualize the shapes of the log-likelihood functions for different *n*. Finally, we demonstrate how to estimate three unknown parameters $\mathbf{\theta} = {(\ell,\nu,\sigma^{2})}^{\top}$ of ***C***(***θ***). Best practices are listed in Section 6. We end the paper with a conclusion in Section 7. The auxiliary $\mathcal{H}$-matrix and log-likelihood details are provided in the Appendices A and B.

3 Methodology and algorithms {#sec0010}
============================

3.1 Matérn covariance functions {#sec0015}
-------------------------------

Matérn covariance functions [@bib0160] are a very widely used class of functions [@bib0070], [@bib0100].

For any two spatial locations **s** and **s**′ and the distance **h** : = \|\|**s** − **s**′\|\|, the Matérn class of covariance functions is defined as$$C(\mathbf{\text{h}};\mathbf{\theta}) = \frac{\sigma^{2}}{2^{\nu - 1}\Gamma(\nu)}\left( \frac{\mathbf{\text{h}}}{\ell} \right)^{\nu}K_{\nu}\left( \frac{\mathbf{\text{h}}}{\ell} \right),$$where $\mathbf{\theta} = {(\ell,\nu,\sigma^{2})}^{\top}$; ℓ \> 0 is a spatial range parameter; *ν* \> 0 is the smoothness, with larger values of *ν* corresponding to smoother random fields; and *σ*^2^ is the variance. Here, $K_{\nu}$ denotes a modified Bessel function of the second kind of order *ν*, and Γ(·) denotes the Gamma function. The values *ν* = 1/2 and *ν* = ∞ correspond to the exponential and Gaussian covariance functions respectively.

3.2 Introduction to hierarchical matrices {#sec0020}
-----------------------------------------

Detailed descriptions of hierarchical matrices [@bib0060], [@bib0075], [@bib0080], [@bib0085], [@bib0090], [@bib0145] and their applications can be found elsewhere [@bib0005], [@bib0010], [@bib0030], [@bib0105], [@bib0115], [@bib0120], [@bib0150].

The $\mathcal{H}$-matrix technique was originally introduced by Hackbusch (1999) for the approximation of stiffness matrices and their inverses coming from partial differential and integral equations [@bib0040], [@bib0060], [@bib0075]. Briefly, the key idea of the $\mathcal{H}$-matrix technique is to divide the initial matrix into sub-blocks in a specific way, identify those sub-blocks which can be approximated by low-rank matrices and compute the corresponding low-rank approximations.

The partitioning of the matrix into sub-blocks starts by recursively dividing the rows and columns into disjoint sub-sets, e.g., splitting the set of all rows into two (equal sized) sub-sets, which are again divided. This yields a *cluster tree* where each sub-set of rows/columns is called a *cluster*. By multiplying the cluster trees for the rows and the columns, a hierarchical partitioning of the matrix index set is obtained, the so called *block cluster tree* or $\mathcal{H}$. Within this block cluster tree, low-rank approximable blocks are identified using an *admissibility condition*. Such *admissible* blocks are not further refined into sub-blocks, i.e., the corresponding sub-tree is not computed or stored. For all admissible blocks a low-rank approximation of the initial matrix is computed, either with a given rank *k* (fixed-rank strategy) or an accuracy *ε* \> 0 (fixed-accuracy strategy). The result of this computation is called an $\mathcal{H}$-matrix. This process is also shown in [Fig. 1](#fig0005){ref-type="fig"}.Definition 3.1Let *I* be an index set (representing the rows/columns) and *T*~*I*~ be a cluster tree based on *I*. Furthermore, let *T*~*I*×*I*~ be a block cluster tree based on *T*~*I*~ and an admissibility condition adm : *T*~*I*×*I*~ → {*true*, *false*}. Then the set of $\mathcal{H}$-matrices with maximal rank *k* is defined as$$\mathcal{H}(T_{I \times I},k): = \{\mathbf{C} \in \mathbb{R}^{I \times I}|\,{rank}(\mathbf{C}|_{t \times s}) \leq k\,{\text{  }{for}\,\,\,{all}}\,(t,s)\,{of}\, T_{I \times I}\,{with}\,{adm}(t,s) = {true}\}.$$Fig. 1Examples of a cluster tree *T*~*I*~ (left) and a block cluster tree *T*~*I*×*I*~ (right). The decomposition of the matrix into sub-blocks is defined by *T*~*I*×*I*~ and the admissibility condition.Fig. 1

Here the block cluster (*t*, *s*) is an element (a vertex) of the block cluster tree *T*~*I*×*I*~.

Various partitioning strategies for the rows and columns of the matrix and admissibility conditions have been developed to approximate different types of matrices. Typical admissibility conditions are *strong* (also called *standard*), *weak* and based on domain decomposition [@bib0080], for which examples are shown in [Fig. 2](#fig0010){ref-type="fig"}. The red blocks indicate dense or in-admissible blocks whereas green blocks are identified as admissible. The maximal size of the dense blocks (i.e., how deep the hierarchical subdivision into sub-blocks is) is regulated by the parameter "*n*~min~", whose value affects the storage size and the runtime of the $\mathcal{H}$-matrix arithmetic, e.g., a smaller value leads to less storage but is often in-efficient with respect to CPU performance. Typically values of *n*~min~ are in the range 20 to 150.Remark 1With a more appropriate choice of the admissibility condition (criteria), one can influence the depth of the hierarchy, the size of the sub-blocks, their number, the number of empty sub-blocks. The choice of the admissibility criteria is not crucial here; the $\mathcal{H}$-matrix rank (or accuracy) in each sub-block is much more crucial. If the $\mathcal{H}$-matrix rank in each block is sufficiently large, then any admissibility criteria will work. In our numerical tests, we used the standard admissibility criteria.Fig. 2Examples of three different block partitioning, generated with three different admissibility criteria: (left) strong, (middle) domain-decomposition-based, and (right) weak.Fig. 2

For the computation of the low-rank approximation for admissible sub-blocks many different methods are available, e.g., adaptive cross approximation (ACA), hybrid cross approximation (HCA), rank-revealing QR, randomized SVD [@bib0015], [@bib0025], [@bib0035], [@bib0040], [@bib0055], [@bib0095], [@bib0110]. For the fixed-rank strategy, the resulting low-rank matrix is of rank at most *k*. In case of the fixed-accuracy strategy with a given *ε* \> 0, the low-rank approximation $\widetilde{\mathbf{M}}$ of the sub-block ***M*** is computed such that $\left\| \mathbf{M} - \widetilde{\mathbf{M}} \right\|\left. \leq \varepsilon \right\|\left. \mathbf{M} \right\|$. The storage size of the resulting $\mathcal{H}$-matrix is of order $\mathcal{O}\left( {{k\ n}\log n} \right)$ [@bib0060].

In [Fig. 3](#fig0015){ref-type="fig"} (left), an example of an $\mathcal{H}$-matrix approximation to ***C***(***θ***) can be found. There, the local ranks and the decay of singular values in the admissible blocks (green) in logarithmic scale are shown.Fig. 3Examples of $\mathcal{H}$-matrix approximations of the exponential covariance matrix (left), its hierarchical Cholesky factor $\widetilde{\mathbf{L}}$ (middle), and the zoomed upper-left corner of the matrix (right), *n* = 4000, ℓ = 0.09, *ν* = 0.5, *σ*^2^ = 1. Approximation and arithmetic performed with a fixed-accuracy of 10^−5^. The number inside a sub-block indicates the maximal rank, while the "stairs" represent its singular values in logarithmic scaling.Fig. 3

In addition to efficient matrix approximation, $\mathcal{H}$-matrices also permit full matrix arithmetic, e.g., matrix addition, matrix multiplication, inversion or factorization. However, similar to matrix compression, $\mathcal{H}$-matrix arithmetic is approximate to maintain log-linear complexity. The approximation during arithmetic is again either of a fixed-rank or a fixed-accuracy [@bib0060]. In this work, we make use of the $\mathcal{H}$-Cholesky factorization of ***C***(***θ***) (see [Fig. 3](#fig0015){ref-type="fig"}).

For ***C***(***θ***), the predefined rank (or accuracy *ε*) defines the accuracy of the $\mathcal{H}$-matrix approximation, for the initial approximation of ***C***(***θ***) as well as for the Cholesky factorization for ***C***(***θ***)^−1^.

3.3 Parallel hierarchical-matrix technique {#sec0025}
------------------------------------------

We used the parallel $\mathcal{H}$-matrix library HLIBpro [@bib0065], [@bib0125], [@bib0135], [@bib0140], which implements $\mathcal{H}$-matrix approximation and arithmetic functions using a task-based approach to make use of todays many-core architectures. For this, the mathematical operation is decomposed into small atomic *tasks* with corresponding incoming and outgoing data dependencies. This set of tasks and dependencies forms a directed acyclic graph (DAG), which is used for scheduling the tasks to the CPU cores, e.g., if all incoming data dependencies are met, the corresponding task is executed on the next free CPU core available.

The computational complexity of the different $\mathcal{H}$-matrix operations is shown in [Table 1](#tbl0005){ref-type="table"}. Here, \|*V*(*T*)\| denotes the number of vertices, \|*L*(*T*)\| is the number of leaves in the block-cluster tree *T* = *T*~*I*×*I*~. The sequential terms in those estimates are typically due to the sequential behaviour of the corresponding algorithm, e.g., strictly following the diagonal during Cholesky factorization, but usually do not show in practical applications since the majority of the computation work is parallelized.Table 1Parallel complexity of the main linear operations in HLIBpro on *p* cores. Truncated multiplication and addition are denoted by ⊙ and ⊕.Table 1OperationParallel Complexity [@bib0130] (Shared Memory)build $\widetilde{\mathbf{C}}$$\frac{\mathcal{O}(n\log n)}{p} + \mathcal{O}(|V(T) \smallsetminus L(T)|)$store $\widetilde{\mathbf{C}}$$\mathcal{O}(kn\log n)$$\widetilde{\mathbf{C}} \cdot \mathbf{z}$$\frac{\mathcal{O}(kn\log n)}{p}$$\alpha\widetilde{\mathbf{A}} \oplus \beta\widetilde{\mathbf{B}}$$\frac{\mathcal{O}(n\log n)}{p}$$\alpha\widetilde{\mathbf{A}} \odot \widetilde{\mathbf{B}} \oplus \beta\widetilde{\mathbf{C}}$$\frac{\mathcal{O}(n\log n)}{p} + \mathcal{O}(|V(T)|)$${\widetilde{\mathbf{C}}}^{- 1}$$\frac{\mathcal{O}(n\log n)}{p} + \mathcal{O}({nn}_{\min}^{2})$$\mathcal{H}$-Cholesky $\widetilde{\mathbf{L}}$$\frac{\mathcal{O}(n\log n)}{p} + \mathcal{O}(\frac{k^{2}n\log^{2}n}{n^{1/d}}),d = 1,2,3$determinant $|\widetilde{\mathbf{C}}|$$\frac{\mathcal{O}(n\log n)}{p} + \mathcal{O}(\frac{k^{2}n\log^{2}n}{n^{1/d}}),d = 1,2,3$

4 HLIBCov and HLIBpro installation {#sec0030}
==================================

This section contains a summary of the information provided at <https://www.hlibpro.com> and <https://github.com/litvinen/HLIBCov.git>. HLIBpro supports both shared and distributed memory architectures, though in this work we only use the shared memory version. For the implementation of the task-parallel approach, Intel\'s Threading Building Blocks (TBB) is used, [Table 2](#tbl0010){ref-type="table"}. HLIBpro is free for academic purposes, and is distributed in a pre-compiled form (no source code available). Originally, HLIBpro was developed for solving FEM and BEM problems [@bib0065], [@bib0140]. In this work, we extend the applicability of HLIBpro to dense covariance matrices and log-likelihood functions.Table 2Version of Software used for Experiments.Table 2**SoftwareVersion**HLIBCov1.0HLIBpro2.6GSL1.16TBB4.3

**Installation:** HLIBCov uses the functionality of HLIBpro; therefore, HLIBpro must be installed first. All functionality implemented by HLIBCov is based on HLIBpro, i.e., no extra software is needed in addition to the libraries needed by HLIBpro. This also holds for the Matérn kernel, which uses Bessel functions and maximization algorithms, both being provided by the GNU Scientific Library (GSL) and also used by HLIBpro. The reader can easily replace GSL with his own optimization library. The Bessel functions are also available in other packages.

To install HLIBpro on MacOS and Windows, we refer the reader to www.HLIBpro.com for further details.

**Hardware.** All of the numerical experiments herein are performed on a Dell workstation with two Intel(R) Xeon(R) E5-2680 v2 CPUs (2.80GHz, 10 cores/20 threads) and 128 GB main memory.

**Adding HLIBCov to HLIBpro.** The easiest form of compiling HLIBCov is by using the compilation system of HLIBpro. For this, the source code file of HLIBCov is placed in the *examples* directory of HLIBpro and an entry is added to the file *examples/SConscript*:

Afterwards, the make process of HLIBpro is run to compile also HLIBCov (see HLIBpro installation instructions at www.hlibpro.com).

**Input of HLIBCov.** The input contained in the first line is the total number of locations *n*. Lines 2,..., *n* + 1 contain the coordinates *x*~*i*~, *y*~*i*~, and the measurement value. An example is provided below;

HLIBpro requires neither a list of finite elements nor a list of edges. We provide several examples of few input files of different size on the open-access file hosting service GitHub (<https://github.com/litvinen/HLIBCov.git>). We added two data sets to GitHub: data.tar.gz and moisture_data.zip. Both examples contain multiple data sets of different sizes.

**Output of HLIBCov.** The main output is the three identified parameter values $\mathbf{\theta} = {(\ell,\nu,\sigma^{2})}^{\top}$. The auxiliary output may include $\mathcal{H}$-matrix details: the maximal rank *k*, the maximal accuracy in each sub-block, and the Frobenius and spectral norms of $\widetilde{\mathbf{C}},\,\,{\left. \widetilde{\mathbf{L}},\,\,{\widetilde{\mathbf{L}}}^{- 1},\,\, \right\|\left. I - {\widetilde{\mathbf{L}}{\widetilde{\mathbf{L}}}^{\top}}^{- 1}\overset{}{} \right\|}_{}$. Additionally, iterations of the maximization algorithm can also be printed out. The example of an output file provided below contains two iterations: the index, *ν*, ℓ, *σ*^2^, $\widetilde{\mathcal{L}}$, and the residual TOL of the iterative method:

If the iterative process is converging, then the last row will contain the solution $\mathbf{\theta}^{*} = {(\ell^{*},\nu^{*},{\sigma^{*}}^{2})}^{\top}$. When computing error boxes, the output file will contain *M* solutions (*n*, ℓ\*, *ν*\*, ${\sigma^{*}}^{2}$), where *M* is the number of replicates:

The name of the output file can be found in the main() procedure in loglikelihood.cc.

5 Numerical experiments {#sec0035}
=======================

We perform several numerical tests. First, we investigate how the approximation errors and the Kullback-Leibler divergence depend on the maximal rank *k*. Second, we show how the memory requirement for the matrix $\widetilde{\mathbf{C}}$ depends on ℓ and *ν*. Third, we compute the variances of ℓ and *ν* vs. *k* and *n*. Fourth, we estimate the unknown parameters.

5.1 Convergence errors and memory requirement {#sec0040}
---------------------------------------------

The Kullback-Leibler divergence (KLD) *D*~*KL*~(*P*\|\|*Q*) is a measure of information loss when a distribution *Q* is used to approximate *P*. For the multivariate normal distributions (***μ***~0~, ***C***) and $(\mathbf{\mu}_{1},\widetilde{\mathbf{C}})$, it is defined as follows:$$D_{KL}(\mathbf{C},\widetilde{\mathbf{C}}) = 0.5\left( {{tr}({\widetilde{\mathbf{C}}}^{- 1}\mathbf{C}) + {(\mathbf{\mu}_{1} - \mathbf{\mu}_{0})}^{\top}{\widetilde{\mathbf{C}}}^{- 1}(\mathbf{\mu}_{1} - \mathbf{\mu}_{0}) - n - \log\left( \frac{|\mathbf{C}|}{|\widetilde{\mathbf{C}}|} \right)} \right).$$

In [Tables 3](#tbl0015){ref-type="table"} and [4](#tbl0020){ref-type="table"}, we show the dependence of KLD and two matrix errors on the $\mathcal{H}$-matrix rank *k* for the Matérn covariance function with parameters ℓ = {0.25, 0.75}, *ν* = {0.5, 1.5}, and *σ*^2^ = {1.0, 1.0}, computed on the domain $\mathcal{G} = {\lbrack 0,1\rbrack}^{2}$. All errors are under control, except for the last column. The ranks *k* = {10, 12} or *k* = {10, 20} are too small to approximate the inverse, and, therefore, the resulting error $\left\| \mathbf{C}{(\widetilde{\mathbf{C}})}^{- 1} - \mathbf{I} \right\|_{2}$ is large. Relatively often, the $\mathcal{H}$-matrix procedure, which computes the $\mathcal{H}$-Cholesky factor $\widetilde{\mathbf{L}}$ or the $\mathcal{H}$-inverse, produces "NaN" (not a number) and terminates. One possible cause is that some of the diagonal elements can be very close to zero, and their inverse is not defined. This may happen when two locations are very close to each other and, as a result, two columns (rows) are linearly dependent. To avoid such cases, the available data should be preprocessed to remove duplicate locations. Very often, the nugget *τ*^2^***I*** is added to the main diagonal to stabilize numerical calculations (see more in Section 5.5), i.e., $\widetilde{\mathbf{C}}: = \widetilde{\mathbf{C}} + \tau^{2}\mathbf{I}$. In [Tables 3](#tbl0015){ref-type="table"} and [4](#tbl0020){ref-type="table"}, the nugget is equal to zero.Table 3KLD and $\mathcal{H}$-matrix approximation errors vs. the $\mathcal{H}$-matrix rank *k* for Matérn covariance function, ℓ = {0.25, 0.75}, *ν* = 0.5, *σ*^2^ = 1, domain $\mathcal{G} = {\lbrack 0,1\rbrack}^{2}$, and \|\|***C***~(ℓ=0.25,0.75)~\|\|~2~ = {212, 568}.Table 3*k*KLD$\left\| \mathbf{C} - \widetilde{\mathbf{C}} \right\|_{2}$$\left\| \mathbf{C}{(\widetilde{\mathbf{C}})}^{- 1} - \mathbf{I} \right\|_{2}$ℓ = 0.25ℓ = 0.75ℓ = 0.25ℓ = 0.75ℓ = 0.25ℓ = 0.75102.6 × 10^−3^2.0 × 10^−1^7.7 × 10^−4^7.0 × 10^−4^6.0 × 10^−2^3.1 × 10^0^125.0 × 10^−4^2.2 × 10^−2^9.7 × 10^−5^5.6 × 10^−5^1.6 × 10^−2^5.0 × 10^−1^151.0 × 10^−5^9.0 × 10^−4^2.0 × 10^−5^1.1 × 10^−5^8.0 × 10^−4^2.0 × 10^−2^204.5 × 10^−7^4.8 × 10^−5^6.5 × 10^−7^2.8 × 10^−7^2.1 × 10^−5^1.2 × 10^−3^503.4 × 10^−13^5.0 × 10^−12^2.0 × 10^−13^2.4 × 10^−13^4.0 × 10^−11^2.7 × 10^−9^Table 4KLD and $\mathcal{H}$-matrix approximation error vs. the $\mathcal{H}$-matrix rank *k* for Matérn covariance function, ℓ = {0.25, 0.75}, *ν* = 1.5, *σ*^2^ = 1, domain $\mathcal{G} = {\lbrack 0,1\rbrack}^{2}$, and \|\|***C***~(ℓ=0.25,0.75)~\|\|~2~ = {720, 1068}.Table 4*k*KLD$\left\| \mathbf{C} - \widetilde{\mathbf{C}} \right\|_{2}$$\left\| \mathbf{C}{(\widetilde{\mathbf{C}})}^{- 1} - \mathbf{I} \right\|_{2}$ℓ = 0.25ℓ = 0.75ℓ = 0.25ℓ = 0.75ℓ = 0.25ℓ = 0.75201.2 × 10^−1^2.7 × 10^0^5.3 × 10^−7^2.3 × 10^−7^4.5 × 10^0^7.2 × 10^1^303.2 × 10^−5^4.0 × 10^−1^1.3 × 10^−9^5.0 × 10^−10^4.8 × 10^−3^2.0 × 10^1^406.5 × 10^−8^1.0 × 10^−2^1.5 × 10^−11^8.0 × 10^−12^7.4 × 10^−6^5.0 × 10^−1^508.3 × 10^−10^3.0 × 10^−3^2.0 × 10^−13^1.5 × 10^−13^1.5 × 10^−7^1.0 × 10^−1^

[Fig. 4](#fig0020){ref-type="fig"} shows that the $\mathcal{H}$-matrix storage cost remains almost the same for the different parameters ℓ = {0.15, ..., 2.2} (left) and *ν* = {0.3, ..., 1.3} (right). The Matérn covariance function is discretized in the domain \[32.4, 43.4\] × \[−84.8, − 72.9\] with *n* = 2, 000 mesh points.Fig. 4Dependence of the matrix size on (left) the covariance length ℓ (other two parameters are fixed *ν* = 0.325, *σ*^2^ = 0.98), and (right) the smoothness *ν* (other two parameters are fixed ℓ = 0.58, *σ*^2^ = 0.98) for two different accuracies in the $\mathcal{H}$-matrix sub-blocks *ε* = {10^−4^, 10^−6^}, for *n* = 2, 000 locations in the domain \[32.4, 43.4\] × \[−84.8, −72.9\].Fig. 4

5.2 Uncertainty in parameters vs. *k* and *n* {#sec0045}
---------------------------------------------

In [Fig. 5](#fig0025){ref-type="fig"} (left), the results for computing ℓ with a different rank in the $\mathcal{H}$-matrix approximation for 100 replicates are shown. On each box, the central red line indicates the median. The lower edge of the box indicates the 25% percentile, and the top edge indicates the 75% percentile. The outliers are marked by the red symbol '+'. The bold long red line denotes the true value of the parameter ℓ = 0.0334. With a larger rank and hence, with a better approximation, the variance of ℓ decreases.Fig. 5(left) Dependence of the boxplots for ℓ on the $\mathcal{H}$-matrix rank *k*, when *n* = 16, 000; (right) Convergence of the boxplots for *ν* with increasing *n* (read this plot from right to the left); 100 replicates.Fig. 5

The dependence of *ν* on the problem size, e.g., the number of measurements is also tested with the results shown in [Fig. 5](#fig0025){ref-type="fig"} (right). As the results demonstrate, with a larger number *n* the estimation of the parameter *ν* is getting better. This experiment is also showing that the estimations, obtained on a smaller data set, say with *n* = 2000 measurement, could be used as a starting value in the next experiment with a larger data set, say *n* = 4000.

5.3 Log-likelihood vs. ℓ and *ν* for different *n* {#sec0050}
--------------------------------------------------

In [Fig. 6](#fig0030){ref-type="fig"}, we illustrate the dependence of $- \widetilde{\mathcal{L}}/n$ on the parameters ℓ (left, with *ν* = 0.5, *σ*^2^ = 1), and *ν* (right, with ℓ = 0.0864 and *σ*^2^ = 1). Both figures demonstrate the smooth dependence of $\widetilde{\mathcal{L}}/n$ on ℓ and *ν*. It also illustrates the locations of the minima for different numbers *n* = {2000, 4000, ..., 128000}.Fig. 6(left) Shape of the scaled log-likelihood function, $- \widetilde{\mathcal{L}}/n$, vs. ℓ for different sample sizes *n*. (right) Shape of the scaled log-likelihood function, $- \widetilde{\mathcal{L}}/n$, vs. *ν* for different sample sizes *n*.Fig. 6

5.4 Identification of unknown parameters {#sec0055}
----------------------------------------

We generate a "synthetic" data set with parameters $(\ell^{*},\nu^{*},{\sigma^{*}}^{2}) = (0.0864,0.5,1.0)$ and then try to infer these parameters. To build *M* various datasets (*M* replicates) with *n* ∈ {64,...,4,2} × 1000 locations, we generate a large vector ***Z***~0~ with *n*~0~ = 2 ×10^6^ locations, and randomly sample *n* points from it. We note that if the locations are very close to each other, then the covariance matrix may be singular or the Cholesky factorization will be very difficult to compute.

To generate the random data $\mathbf{Z}_{0} \in \mathbb{R}^{n_{0}}$, we compute the $\mathcal{H}$-Cholesky factorization of $\widetilde{\mathbf{C}}(0.086,0.5,1.0) = \widetilde{\mathbf{L}}{\widetilde{\mathbf{L}}}^{\top}$. Then, we evaluate $\mathbf{Z}_{0} = \widetilde{\mathbf{L}}\mathbf{\xi}$, where $\mathbf{\xi} \in \mathbb{R}^{n_{0}}$ is a normal vector with zero mean and unit variance. We generate ***Z***~0~ only once. Next, we run our optimization algorithm and try to identify (recover) the "unknown" parameters ${(\ell,\nu,\sigma^{2})}^{\top}$. The resulting boxplots for ℓ and *σ*^2^ over *M* = 100 replicates are illustrated in [Fig. 7](#fig0035){ref-type="fig"}. We see that the variance (or uncertainty) decreases with increasing *n*. The green line indicates the true values.Fig. 7Synthetic data with known parameters $(\ell^{*},\nu^{*},{\sigma^{*}}^{2}) = (0.0864,0.5,1.0)$. Boxplots for ℓ and *σ*^2^ for *n* = 1, 000 × {64, 32,..., 4, 2}; 100 replicates.Fig. 7

To identify all three parameters simultaneously, we solve a three-dimensional optimization problem. The maximal number of iterations is set to 200, and the residual is 10^−6^. The behavior and accuracy of the boxplots depend on the $\mathcal{H}$-matrix rank, the maximum number of iterations to achieve a certain threshold, the threshold (or residual) itself, the initial guess, the step size in each parameter of the maximization algorithm, and the maximization algorithm. All replicates of ***Z*** are sampled from the same generated vector of size *n*~0~ = 2 ×10^6^.

In [Table 5](#tbl0025){ref-type="table"}, we present the almost-linear storage cost (columns 3 and 6) and the computing time (columns 2 and 5).Table 5Computing time and storage vs *n*. The number of parallel computing cores is 40, $\widehat{\nu} = 0.33$, $\widehat{\ell} = 0.65$, ${\widehat{\sigma}}^{2} = 1.0$. $\mathcal{H}$-matrix accuracy in each sub-block for both $\widetilde{\mathbf{C}}$ and $\widetilde{\mathbf{L}}$ is 10^−5^.Table 5*n*$\widetilde{\mathbf{C}}$$\widetilde{\mathbf{L}}{\widetilde{\mathbf{L}}}^{\top}$comp. timesizekB/dofcomp. timesize$\left\| \mathbf{I} - {(\widetilde{\mathbf{L}}{\widetilde{\mathbf{L}}}^{\top})}^{- 1}\widetilde{\mathbf{C}} \right\|_{2}$sec.MBsec.MB32,0003.31625.12.4172.72.4 × 10^−3^128,00013.37766.113.9881.21.1 × 10^−2^512,00052.834206.777.641503.5 × 10^−2^2,000,000229147907.4473189701.4 × 10^−1^

The shape of the negative log-likelihood function and its components are illustrated in [Fig. 8](#fig0040){ref-type="fig"}. This helps us to understand the behavior of the iterative optimization method, and the contributions of the log-determinant and the quadratic functional. We see that the log-likelihood is almost flat, and that it may be necessary to perform many iterations in order to find the minimum.Fig. 8Dependence of the negative log-likelihood and its ingredients on parameters ℓ (on the left); *ν* (in the middle); and *σ*^2^ (on the right). In each experiment the other two parameters are always fixed: (*ν* = 0.325, *σ*^2^ = 0.98) on the left, (ℓ = 0.62, *σ*^2^ = 0.98) in the middle; (ℓ = 0.62, *ν* = 0.325) on the right; *n* = 64, 000.Fig. 8

To research how close to each other the log-likelihood functions are, computed with different $\mathcal{H}$-matrix accuracy, we demonstrate [Table 6](#tbl0030){ref-type="table"}. It contains the values of three log-likelihood functions computed with three different $\mathcal{H}$-matrix accuracies {10^−7^, 10^−9^, 10^−11^}. The covariance function is exponential (i.e., *ν* = 0.5) and is discretized in the domain \[32.4, 43.4\] × \[−84.8, − 72.9\] with *n* = 32, 000 mesh points (locations). The columns correspond to different covariance lengths {0.001,...,0.1}.Table 6Comparison of three log-likelihood functions computed with three different $\mathcal{H}$-matrix accuracies {10^−7^, 10^−9^, 10^−11^}. Exponential covariance function discretized in the domain \[32.4, 43.4\] × \[−84.8, −72.9\], *n* = 32,000 locations.Table 6ℓ0.0010.0050.010.020.030.050.070.1$- \widetilde{\mathcal{L}}(\ell;10^{- 7})$4465736157364274052245398684507046790649$- \widetilde{\mathcal{L}}(\ell;10^{- 9})$4458536352361134174847443602867068890615$- \widetilde{\mathcal{L}}(\ell;10^{- 11})$4452937655363904202047954603717278590639

5.5 Adding nugget *τ*^2^ {#sec0060}
------------------------

When diagonal values of $\widetilde{\mathbf{C}}$ are very close to zero, the $\mathcal{H}$-Cholesky procedure becomes unstable. It produces negative entries on the diagonal during computation. By adding a diagonal matrix with small positive numbers, all the singular values become larger and move away from zero. However, by adding a nugget, we redefine the original matrix as $\widetilde{\mathbf{C}}: = \widetilde{\mathbf{C}} + \tau^{2}\mathbf{I}$. Below, we analyze how the loglikelihood function, as well as its maximum are changing by this.

We assume $\left\| \widetilde{\mathbf{C}} \right\| \neq 0$. For a small perturbation matrix **E** [@bib0050], it holds that$$\frac{\left\| {(\widetilde{\mathbf{C}} + \mathbf{\text{E}})}^{- 1} - {(\widetilde{\mathbf{C}})}^{- 1} \right\|}{\left\| {\widetilde{\mathbf{C}}}^{- 1} \right\|} \leq \kappa(\mathbf{C}) \cdot \frac{\left\| \mathbf{\text{E}} \right\|}{\left\| \widetilde{\mathbf{C}} \right\|} = \frac{\kappa(\widetilde{\mathbf{C}})\tau^{2}}{\left\| \widetilde{\mathbf{C}} \right\|},$$where $\kappa(\widetilde{\mathbf{C}})$ is the condition number of $\widetilde{\mathbf{C}}$, and **E** = *τ*^2^***I***. Alternatively, by substituting $\left. \kappa(\widetilde{\mathbf{C}}): = \right\|\left. \widetilde{\mathbf{C}} \right\|\left. \cdot \right\|\left. {\widetilde{\mathbf{C}}}^{- 1} \right\|$, we obtain$$\left. \frac{\left\| {(\widetilde{\mathbf{C}} + \tau^{2}\mathbf{I})}^{- 1} - {(\widetilde{\mathbf{C}})}^{- 1} \right\|}{\left\| {\widetilde{\mathbf{C}}}^{- 1} \right\|} \leq \tau^{2} \right\|\left. {\widetilde{\mathbf{C}}}^{- 1} \right\|.$$From [(5.1)](#eq0035){ref-type="disp-formula"}, we see that the relative error on the left-hand side of [(5.1)](#eq0035){ref-type="disp-formula"} depends on the norm $\left\| {\widetilde{\mathbf{C}}}^{- 1} \right\|$, i.e., the relative error is inversely proportional to the smallest singular value of $\widetilde{\mathbf{C}}$. This may explain a possible failing of approximating matrices, where the smallest singular values tend towards zero. The estimates for the $\mathcal{H}$-Cholesky and the Schur complement for general sparse positive-definite matrices are given in [@bib0020]. The approximation errors are proportional to the $\kappa(\widetilde{\mathbf{C}})$, i.e., matrices with a very large condition number may require a very large $\mathcal{H}$-matrix rank.

[Fig. 9](#fig0045){ref-type="fig"} (left) demonstrates three negative log-likelihood functions computed with the nuggets 0.01, 0.005, and 0.001. For this particular example, the behavior of the likelihood is preserved, and the minimum does not change (or changes very slightly). [Fig. 9](#fig0045){ref-type="fig"} (right) is just a zoomed version of the picture on the left.Fig. 9(left) Dependence of the log-likelihood on parameter ℓ with nuggets ({0.01, 0.005, 0.001}) for Gaussian covariance. (right) Zoom of the left figure near minimum; *n* = 2000 random locations, rank *k* = 14, *σ*^2^ = 1.Fig. 9

6 Best practices (HLIBCov) {#sec0065}
==========================

In this section, we list our recommendations and warnings.

For practical computations, use adaptive-rank arithmetic since it produces smaller matrices and faster runtime.

For the input, it is sufficient to define a file by three columns in 2D and four columns in 3D: location coordinates (*x*, *y*, *z*) and the observed value; no triangles or edges are required.

If two locations coincide or are very close to each other, then the matrix will be close to singular or singular. As a result, it will be hard to compute the Cholesky factorization. Our suggested remedy is to improve the quality of the locations by preprocessing the data.

By default, the $\mathcal{H}$-Cholesky or $\mathcal{H} -$LU factorizations use a task-based approach employing a DAG (directed acyclic graph). For sequential computations this can be turned off to revert to a slightly faster recursive implementation by setting"HLIB::CFG::Arith::use_dag = false"

By default, HLIBpro uses all available computing cores. To perform computations on 16 cores, use HLIB::CFG::set_nthreads(16) at the beginning of the program (after command INIT()).

Since HLIBpro is working in *d* = 1, 2, 3, .. .-dimensional case, only very minor changes are required to move from 1D locations to 2D or 3D (or higher). Replace dim= 2 with dim= 3 in"TCoordinate coord(vertices, dim);"

then add "\> \>z" to"in \> \>x \> \>y \> \>z \> \>v;"

The $\mathcal{H}$-matrix data format is a rather complicated data structure (class) in HLIBpro. Therefore, the $\mathcal{H}$-matrix objects (or the pointers on them) are neither the input nor the output parameters. Instead, the input parameters for the HLIBpro C++ routines are: a vector (array) of locations and a vector of observations ***Z***. The triangulation (a list of triangles/edges) is not needed. The output parameters are either scalar values or a vector; for example, the determinant, the trace, a norm, the result of the matrix-vector product, and an approximation error.

7 Conclusion {#sec0070}
============

We extended functionality of the parallel $\mathcal{H}$-matrix library HLIBpro to infer unknown parameters for applications in spatial statistics. This new extension allows us to work with large covariance matrices. We approximated the joint multivariate Gaussian likelihood function and found its maxima in the $\mathcal{H}$-matrix format. These maxima were used to estimate the unknown parameters (ℓ, *ν*, and *σ*^2^) of a covariance model. The new code is parallel, highly efficient, and written in C++ language. With the $\mathcal{H}$-matrix technique, we reduced the storage cost and the computing cost ([Tables 4, 5](#tbl0020){ref-type="table"}) of the log-likelihood function dramatically, from cubic to almost linear. We demonstrated these advantages in a synthetic example, where we were able to identify the true parameters of the covariance model. We were also able to compute the log-likelihood function for 2, 000, 000 locations in just a few minutes on a desktop machine ([Table 5](#tbl0025){ref-type="table"}). The $\mathcal{H}$-matrix technique allowed us to increase the spatial resolution, handle more measurements, consider larger regions, and identify more parameters simultaneously.

Appendix A. Admissibility condition {#sec0075}
===================================

Here we give an example of the admissibility criteria [@bib0075], [@bib0060], [@bib0040]. Let$${cov}(x,y): = \log|x - y|,\quad x,y \in \mathbb{R}^{d},$$with singularity at *x* = *y*. We will introduce a condition, which divides all sub-blocks into admissible and inadmissible. Admissible blocks will be approximated by low-rank matrices.Definition A.1Let *I* be an index set of all degrees of freedom, i.e. *I* = {1, 2, ..., *n*}. Denote for each index *i* ∈ *I* corresponding to a basis function *b*~*i*~ the support $\mathcal{G}_{i}: = {supp}b_{i} \subset \mathbb{R}^{d}$.

Let *τ*, *δ* ∈ *T*~*I*~ be two clusters (elements of the cluster tree *T*~*I*~). Clusters *τ*, *δ* are subsets of *I*, i.e. *τ*, *δ* ⊆ *I*. We generalise $\mathcal{G}_{i}$ to clusters *τ* ∈ *T*~*I*~ by setting $\mathcal{G}_{\tau}: = \bigcup_{i \in \tau}\mathcal{G}_{i}$, i.e., $\mathcal{G}_{\tau}$ is the minimal subset of $\mathbb{R}^{d}$ that contains the supports of all basis functions *b*~*i*~ with *i* ∈ *τ*.

Suppose that $\mathcal{G}_{\tau} \subset \mathbb{R}^{d}$ and $\mathcal{G}_{\delta} \subset \mathbb{R}^{d}$ are compact and *χ*(*x*, *y*) is defined for $(x,y) \in \mathcal{G}_{\tau} \times \mathcal{G}_{\delta}$ with *x* ≠ *y*. The standard assumption on the kernel function in the $\mathcal{H}$-matrix theory is asymptotic smoothness of $\chi(x,y) \in C^{\infty}(\mathcal{G}_{\tau} \times \mathcal{G}_{\delta})$, i.e, that$$\left. |\partial_{x}^{\alpha}\partial_{y}^{\beta}\chi(x,y)| \leq C_{1}|\alpha + \beta|!C_{0}^{|\alpha + \beta|} \right\|\left. x - y \right\|^{- |\alpha + \beta| - \gamma},\quad\alpha,\,\beta \in \mathbb{N},$$holds for constants *C*~1~, *C*~0~ and $\gamma \in \mathbb{R}$. This estimation is used to control the error *ϵ*~*q*~ from the Taylor expansion$$\chi(x,y) = \sum\limits_{\alpha \in \mathbb{N}_{0}^{d},|\alpha| \leq q}{(x - x_{0})}^{\alpha}\frac{1}{\alpha!}\partial_{x}^{\alpha}\chi(x_{0},y) + \epsilon_{q}.$$

Suppose that *χ*~*k*~(*x*, *y*) is an approximation of *χ* in $\mathcal{G}_{\tau} \times \mathcal{G}_{\delta}$ of the separate form (e.g., Taylor or Lagrange polynomials):$$\chi_{k}(x,y) = \sum\limits_{\nu = 1}^{k}\varphi_{\nu}(x)\psi_{\nu}(y),$$where *k* is the rank of separation. We are aiming at an approximation of the form [(A.2)](#eq0055){ref-type="disp-formula"} such that exponential convergence$$\left\| \chi - \chi_{k} \right\|_{\infty,\mathcal{G}_{\tau} \times \mathcal{G}_{\delta}} \leq \mathcal{O}(\eta^{k})$$holds.

Let $B_{\tau},\, B_{\delta} \subset \mathbb{R}^{d}$ be axis-parallel bounding boxes of the clusters *τ* and *δ* such that $\mathcal{G}_{\tau} \subset B_{\tau}$ and $\mathcal{G}_{\delta} \subset B_{\delta}$.Definition A.2The *standard admissibility* condition (Adm~*η*~), shown in [Fig. 2](#fig0010){ref-type="fig"} on the left, for two clusters *τ* and *δ* is$$\min\{{diam}(B_{\tau}),{diam}(B_{\delta})\} \leq \eta{dist}(B_{\tau},B_{\delta}).$$

Another example is$$\max\{{diam}(B_{\tau}),{diam}(B_{\delta})\} \leq \eta{dist}(B_{\tau},B_{\delta}),$$where *η* is some positive number.Definition A.3We will say that a pair (*τ*, *δ*) of clusters *τ* and *δ* ∈ *T*~*I*~ is admissible if the condition [(A.4)](#eq0065){ref-type="disp-formula"} is satisfied. The blocks for which condition [(A.4)](#eq0065){ref-type="disp-formula"} is true are called admissible blocks.

The admissibility condition indicates blocks that allow rank-*k* approximation and those that do not. Admissible blocks are either very small (and computed exactly) or are approximated by rank-*k* matrices. All other (inadmissible) blocks are computed as usual.

In order to get a simpler partitioning (see an example in [Fig. 2](#fig0010){ref-type="fig"}, right), we define the *weak admissibility condition* Adm~*W*~ for a pair (*τ*, *δ*):$$\left. {Block}\text{ \,\,}\text{ \,\,}b = \tau \times \delta \in T_{I \times I}\quad{{is}\text{  }\,{weak}\,\,\,{admissible}}\Leftrightarrow({(b\,\,{is}\,\, a\,\,{leaf})\,{or}}\,\,\delta \neq \tau), \right.$$where *τ*, *δ* are assumed to belong to the same level of *T*~*I*×*I*~.

See more details about derivation of admissibility condition for covariance matrices in [@bib0120].

Appendix B. Maximum of the log-likelihood function {#sec0080}
==================================================

The C++ code for computing the maximum of the log-likelihood function (*loglikelihood.cc*):

Below we list the C++ code, which computes the value of the log-likelihood for given parameters (*loglikelihood.cc*):

**Rank-***k* **Adaptive Cross Approximation (ACA):** An $\mathcal{H}$-matrix contains many sub-blocks, which can be well approximated by low-rank matrices. These low-rank approximations can be computed accurately by truncated singular value decomposition (SVD), but it is very slow. HLIBpro uses the Adaptive Cross Approximation method (ACA) [@bib0055] and its improved modifications such as ACA+ and HACA [@bib0015], [@bib0025], [@bib0035].Remark B.1Further optimization of the ACA algorithm can be achieved by a recompression using low-rank SVD. If we suppose that a factorization of the matrix ***R*** = ***AB***^⊤^, $\mathbf{A} \in \mathbb{R}^{p \times K}$, $\mathbf{B} \in \mathbb{R}^{q \times K}$, is found by ACA and that the actual rank of ***R*** is *k*, *k* \< *K*. Then we can apply the low-rank SVD algorithm to compute ***R*** = ***U***Σ***V***^⊤^ in $\mathcal{O}((p + q)K^{2} + K^{3})$ time.
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