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Résumé :
Dans cet article, nous étudions la notion de capacité et
en particulier sa relation à la notion d’actions, dans un
contexte multi-agents. Après avoir proposé une définition
informelle de la notion de capacité, nous en proposons
une modélisation dans le calcul des situations.
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Abstract:
In this paper, we study the notion of ability and its relation
with the notion of action in a multi-agent context. The
main contribution of this work is a modelisation of the
notion of ability in the situation calculus formalism.
Keywords: Ability, actions, multi-agents, situation calcu-
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1 Introduction
Les problèmes d’allocation de tâches à des
agents [3] ou plus généralement les pro-
blèmes de planification dans un contexte multi-
agents[8], nécessitent de prendre en compte les
capacités des agents (c’est à dire « ce qu’ils sont
capables de faire »), afin de ne pas assigner une
tâche à un agent dont on peut savoir a priori qu’il
sera incapable de la réaliser le moment venu.
La principale question qui se pose alors est de
savoir quels sont les paramètres définissant la
notion de capacité. S’il est clair qu’un des pa-
ramètres est l’agent lui-même1, on peut s’inter-
roger sur la nature de ce sur quoi porte une ca-
pacité : porte-t-elle sur une action ou sur un état
du monde ? Par exemple, lorsque l’on dit que
« Jean peut peindre la porte », on peut considé-
rer deux interprétations :
– soit cela signifie que Jean peut réaliser l’ac-
tion qui consiste à peindre la porte ;
– soit cela signifie que Jean peut faire en sorte
que la porte soit peinte (par exemple, Jean
est capable de faire en sorte que la porte soit
1On peut également considérer plusieurs agents, nous y reviendrons
plus loin.
peinte parce qu’il peut déléguer ce travail à
d’autres personnes).
Le problème de modélisation de la capacité ren-
voie donc à un autre problème : comment mo-
déliser la notion d’action ?
Historiquement, il existe deux grandes ap-
proches à la théorie de l’action. La première
approche consiste à donner, dans le langage,
des moyens de parler explicitement des actions.
C’est le cas par exemple de la logique dy-
namique [9], qui offre des opérateurs modaux
pour parler de l’exécution d’une action, voire de
l’exécution d’une action par un agent. C’est le
cas également du calcul des situations [14, 17],
formalisme qui permet non seulement de repré-
senter les actions, mais également les situations
comme résultats d’application d’une action dans
une situation à partir d’une situation initiale.
Dans la deuxième approche par contre, les lan-
gages ne permettent pas de raisonner explicite-
ment sur les actions. Les principaux opérateurs
permettent seulement d’exprimer que l’agent
fait en sorte qu’une propriété soit vérifiée (cf.
l’opérateur stit pour seeing to it that [11] ou la
notion d’agency dans [7]). Ainsi, si dans la pre-
mière approche, on peut parler explicitement de
l’action qui consiste à « peindre une porte » et
raisonner sur l’exécution de cette action (pour
en définir les résultats, comme par exemple :
une fois que cette action est réalisée, la porte
est peinte), dans la deuxième approche, on ne
raisonnera plus sur le fait qu’un agent « peigne
une porte », mais sur le fait qu’il « fait en sorte
que la porte soit peinte ».
Comme la notion de capacité est très fortement
liée, voire dépend de la notion d’action, elle a
été étudiée selon ces deux approches.
Par exemple, le formalisme KARO [20] vise à
définir la notion de capacité d’un agent à réali-
ser une action et s’appuie donc sur la première
approche précédemment citée. Pour cela, il re-
pose sur une logique propositionnelle multimo-
dale, et emprunte des constructeurs de la lo-
gique dynamique. Les notions primitives sont
les concepts de connaissances de l’agent, capa-
cité de l’agent à réaliser une action, résultat de
la réalisation d’une action par l’agent et oppor-
tunité associée à une action (la capacité et l’op-
portunité relatives à une action sont deux no-
tions interconnectées, nous y reviendrons dans
ce qui suit).
En ce qui concerne la deuxième approche de
la théorie de l’action, la notion de capacité qui
est définie ne porte plus sur des actions simples
ou complexes, mais sur la capacité de l’agent à
faire en sorte qu’une propriété soit vraie [10, 7].
Ces deux formalismes utilisent des logiques mo-
dales propositionnelles. Elgesem définit dans
[7] la capacité et l’action comme des notions
primitives. Il considère une fonction f qui per-
met de déterminer pour un monde donné w et
un but donné ϕ quels sont les mondes dans les-
quels l’agent aura exercé sa capacité à faire en
sorte que ϕ soit vrai à partir de w. Pour qu’un
agent soit capable de faire en sorte que ϕ soit
vrai, il faut et il suffit que l’ensemble de mondes
f(w, ϕ) soit non vide. Cette définition lui per-
met de relier la capacité à l’action qui est définie
également grâce à f : par exemple, si un agent
fait en sorte que A soit vraie, c’est qu’il en a la
capacité. Il obtient ainsi une logique multimo-
dale de l’agency qui possède de bonnes proprié-
tés (cf. [7] pour plus de détails).
Horty quant à lui utilise des modèles temporels
ramifiés [18] pour représenter l’action. Un agent
fait en sorte que ϕ soit vraie à un moment m s’il
restreint les « histoires » passant par m pour que
ϕ soit garantie. La capacité pour l’agent de faire
en sorte que ϕ soit vraie est alors définie comme
étant la possibilité (au sens classique de la lo-
gique modale [2]) pour l’agent de faire en sorte
que ϕ soit vraie. Il est à noter que dans ce for-
malisme, Horty évite bon nombre de paradoxes.
Ainsi, on ne peut pas déduire que si ϕ est vraie,
l’agent a la capacité de faire en sorte que ϕ soit
vraie.
Il faut également mentionner les travaux de Les-
pérance et al. [12], qui, tout en se plaçant dans
le calcul des situations, s’intéressent à la modé-
lisation de la notion de « capacité à atteindre un
but », c’est à dire la « capacité de rendre une
proposition vraie ». Dans un contexte mono-
agent, deux définitions sont proposées pour la
notion de capacité. Selon la première définition,
la plus simple à utiliser selon les auteurs, l’agent
a la capacité, dans une situation s, de faire que ϕ
soit vraie (autrement dit l’agent peut atteindre le
but ϕ) s’il existe une suite d’actions dont l’agent
sait, dans s, qu’il peut atteindre un état où ϕ est
vraie en exécutant ces actions.
Ce rapide état de l’art montre qu’il n’y pas de
consensus sur ce sur quoi porte la capacité. Ce-
pendant, indépendamment de ces divergences, il
existe dans la littérature un certain nombre de
points plus ou moins consensuels relatifs à la
notion de capacité.
Ainsi, il est évident que la notion de capacité ne
doit pas être confondue avec la notion de pos-
sibilité, ni avec la notion de permission [19].
Ces confusions possibles sont dues aux ambi-
guïtés du langage naturel. Ainsi, la phrase « je
peux ouvrir la porte » peut vouloir dire « je suis
capable d’ouvrir la porte » (c’est à dire j’ai les
moyens physiques et intellectuelles pour ouvrir
la porte). Mais elle peut également vouloir dire
« l’occasion fait qu’il m’est maintenant possible
d’ouvrir la porte » (par exemple, la porte est
déverrouillée), mais ceci ne sous-entend pas du
tout que j’en suis capable. Enfin, elle peut vou-
loir dire « j’ai la permission d’ouvrir la porte »,
ce qui n’implique pas non plus que j’en sois ca-
pable.
Il est également admis que l’on doive distinguer
deux types de capacité [19, 20, 6, 1].
On peut distinguer tout d’abord ce qui est appelé
« capacité générique » par certains (ou « capa-
cité » par d’autres) et qui fait référence aux com-
pétences de l’agent pour réaliser une action dans
des conditions normales. Ainsi, « je peux ouvrir
la porte » dès lors que je connais les gestes qu’il
faut faire pour ouvrir la porte, et ce indépen-
damment de mon état intellectuel ou physique
et indépendamment de l’état exact du monde.
On peut ensuite distinguer ce que certains ap-
pellent « capacité occasionnelle » (ou « possibi-
lité pratique » ou encore « opportunité d’exercer
une capacité » par d’autres) et qui fait référence
cette fois-ci à la situation exacte dans laquelle
on se pose le problème de définir cette capacité.
Ainsi « je peux ouvrir la porte » signifie selon
cette deuxième notion, que non seulement « je
peux ouvrir la porte » au sens précédent de ca-
pacité générique, mais que la situation courante
est telle que les conditions sont réunies pour que
je puisse exercer cette capacité (par exemple, la
porte n’est pas bloquée et je n’ai pas les deux
bras dans le plâtre).
Enfin, dans un contexte multi-agents, un pro-
blème incontournable est celui qui consiste à
définir la notion de capacité relativement à un
groupe d’agents, et en particulier, comment in-
férer la capacité d’un groupe à partir des capa-
cités des agents individuels qui le constituent.
Par exemple, à quelles conditions peut-on dire
qu’un groupe est capable de peindre la porte,
ou est capable de poncer la porte puis de la
peindre ? Ce problème n’est pas trivial car la
notion de capacité appelée « occasionnelle » ci-
dessus, qui nous semble la plus pertinente, est
une notion dynamique qui dépend de l’état du
monde au moment où on la calcule. Or dans un
contexte multi-agents, la dynamique du monde
est plus difficile à prévoir du fait qu’il y a plu-
sieurs agents qui peuvent modifier l’environne-
ment.
La définition de la capacité dans un groupe
d’agents est le sujet principal de cet article. No-
tons qu’à notre connaissance, il n’existe pas
de travaux qui se sont posés cette même ques-
tion. En particulier, il faut noter que la notion
de capacité que nous cherchons à modéliser est
différente de celle que Pauly a étudiée [16].
En effet, dans son travail, « un agent (ou un
groupe d’agents) peut faire que quelque chose
soit vraie » signifie que cet agent (ou ce groupe)
a une stratégie efficace qui garantit, quoi que
fassent les autres agents, que cette propriété sera
vraie. En particulier, la logique définie par Pauly
écarte le cas où un premier agent est capable de
faire que la porte soit ouverte et un deuxième
agent est capable de faire qu’elle ne soit pas ou-
verte.
Notre article est organisé comme suit. Dans
la section 2, nous discutons informellement de
quelques exigences relatives à la notion de ca-
pacité. La section 3 propose ensuite une modé-
lisation formelle des différents concepts relatifs
à la capacité dans le calcul des situations dont
nous justifions l’utilisation. Quelques propriétés
de cette modélisation sont données dans la sec-
tion 4, et un exemple est décrit dans la section
5. La section 6 est consacrée à une discussion
et décrit en particulier quelques perspectives de
travail.
2 Modélisation informelle de la no-
tion de capacité
Nos choix de modélisation reposent sur les deux
paradigmes suivants :
– d’une part, nous centrons notre modélisation
autour de la notion d’action. Nous devrons
donc pouvoir raisonner explicitement sur les
actions ;
– d’autre part, suivant [6], nous définissons
la capacité d’un agent à réaliser une action
comme résultant de l’association de ses com-
pétences et de conditions favorables lui per-
mettant de réaliser cette action. Nous distin-
guerons les conditions relatives à l’agent de
celles relatives au monde et valables pour tous
les agents, en introduisant la notion intermé-
diaire de capacité théorique.
Nous avons choisi de modéliser la phrase
« l’agent a (ou le groupe d’agents A) est capable
de réaliser l’action α » plutôt que « l’agent a
(ou le groupe d’agents A) est capable de faire
que l’état du monde où α a été réalisée soit at-
teint ». En effet, comme nous nous intéressons
au problème d’allocation de tâches à des agents,
nous souhaitons manipuler explicitement la no-
tion d’action et en particulier les notions de
composition d’actions, comme la séquence ou
l’itération, et éventuellement de durées des ac-
tions.
Nous considérerons le cas général où la réali-
sation de certaines actions primitives nécessite
plusieurs agents : par exemple, soulever un objet
lourd est une action qui nécessite deux acteurs.
Un groupe d’agents sera représenté par un en-
semble d’agents et en particulier, l’agent a sera
représenté par le singleton {a}.
2.1 Modèle d’action
Dans notre modèle d’action, à toute action pri-
mitive sera associée la liste des préconditions
nécessaires à l’exécution de l’action, indépen-
damment des agents qui vont la réaliser. Ces
préconditions définissent les conditions néces-
saires à la réalisation de l’action [17] et lors-
qu’elles sont réunies, on dira que l’action est
possible. Par exemple, l’action de « poncer »
n’est possible que si une ponceuse est dispo-
nible.
2.2 Définition de la capacité
La notion de capacité que nous définissons ici
n’est pas une notion primitive comme dans [7].
Elle est définie à partir d’une notion primi-
tive, la compétence, et ne peut être exercée que
lorsque certaines conditions particulières sont
vérifiées. En particulier, nous distinguons la ca-
pacité théorique pour un agent à réaliser une ac-
tion qui ne dépend que des propriétés propres à
l’agent, de la capacité à réaliser cette action dans
un état de l’environnement donné. Nous expli-
quons dans ce qui suit ces distinctions.
Compétence. La notion de compétence est
considérée ici comme primitive. Elle représente
la connaissance par l’agent (ou les agents) d’une
pratique relative à l’exécution de l’action. Cette
connaissance, ou savoir-faire, peut être innée,
mais elle résulte en général d’une phase d’ap-
prentissage. Ainsi, dire que « Jean est compé-
tent pour peindre » sous-entend que Jean sait
ce qu’il faut faire pour peindre (i.e. il connaît la
succession de gestes à faire pour peindre). Dire
que « Jean et Pierre sont compétents pour sou-
lever ensemble un piano » sous-entend que Jean
et Pierre savent ce qu’il leur faut faire pour sou-
lever un piano.
Considérer que la compétence est une notion
primitive revient donc à considérer comme don-
nées des phrases comme : « l’agent a est com-
pétent pour réaliser l’action α ».
Par hypothèse, nous considérons de plus que les
compétences des agents sont pérennes2. Cette
hypothèse est justifiée dès lors que l’on s’inté-
resse à un horizon temporel assez restreint.
On notera que cette notion de compétence est
différente de celle que Cohen et Levesque consi-
dèrent dans [5], où, si un agent compétent pour
une proposition p croit p, alors p est vraie.
Capacité théorique. À partir de la notion de
compétence d’un agent ou d’un groupe d’agents
à réaliser une action, nous définissons tout
d’abord la notion de capacité théorique3.
Définition 1 Soit A un groupe d’agents non
vide et α une action. A est théoriquement ca-
pable de réaliser α ssi :
1. A est compétent pour réaliser α
2. certaines conditions portant sur les agents
de A sont réunies.
Par exemple, pour qu’un agent humain soit
théoriquement capable de poncer, il faut qu’il
soit compétent pour poncer et qu’il ne soit pas
fatigué. Par contre, on pourrait considérer un ro-
bot pour qui la propriété « fatigué » ne s’ap-
plique pas, mais pour qui la propriété « en état
2Nous reviendrons sur cette hypothèse dans la section 6
3Rappelons qu’un agent seul est assimilé à un groupe d’agents réduit
à un singleton.
de marche » devrait être vérifié afin qu’il soit
compétent théoriquement pour poncer. On peut
remarquer que cette notion de capacité théo-
rique est très proche de la notion d’ability pro-
posée dans [20].
Capacité. La notion de capacité est alors défi-
nie en référence au modèle d’action et plus pré-
cisément aux conditions qui définissent la pos-
sibilité d’exécuter l’action.
Définition 2 Soient A un groupe d’agents non
vide et α une action. A est capable de réaliser
α ssi :
1. A est théoriquement capable de réaliser α
2. α est possible.
Par exemple, pour qu’un agent soit (réellement)
capable de poncer, il faut non seulement qu’il
soit compétent pour poncer, qu’il ne soit pas fa-
tigué, mais il faut également qu’il dispose d’une
ponceuse. Cette capacité est une capacité « oc-
casionnelle » au sens présenté en section 1, car
elle prend en compte les préconditions de l’ac-
tion considérée.
Notons que la distinction entre les conditions
favorables spécifiques à l’agent et celles por-
tant sur l’environnement (représentées par des
préconditions) permet une représentation plus
compacte des informations participant à la des-
cription des capacités des agents. Ainsi, dans le
cas d’une action réalisable par différents types
d’agents, les conditions sur l’environnement in-
dépendantes des agents ne sont énoncées qu’une
seule fois.
On peut également remarquer que la condition
« α est possible » est très proche de la notion
d’« opportunité d’exercer une capacité » men-
tionnée dans [6], ainsi que de celle proposée
dans [20]. On peut dire que dans notre approche,
un agent est capable d’exécuter une action s’il a
l’opportunité d’exercer sa capacité théorique à
réaliser l’action.
2.3 Extensions
Dans un contexte de planification multi-agents,
il est nécessaire d’étendre cette modélisation
de la capacité d’un agent à réaliser une ac-
tion primitive selon deux axes : la composition
d’actions, et la dérivation de capacités pour un
groupe d’agents à partir des capacités des sous-
groupes de ce groupe.
Actions composées. Dans un premier temps,
nous nous intéressons à un type de composi-
tion d’actions : la séquence. Cela permet par
exemple de considérer l’action « soulever la
porte, puis la poncer, puis la peindre ».
Nous aimerions valider l’assertion suivante (cf.
[20]) : l’agent a est capable de faire la séquence
α puis β si a est capable de faire α et après que
a ait fait α, a est capable de faire β.
Par exemple, supposons que poncer la porte
soit une action qui fatigue l’agent qui l’exécute.
On aimerait alors dériver que l’agent particulier
Jean n’est pas capable de réaliser l’action com-
posée « poncer puis peindre ». En effet, même
s’il est capable de poncer, une fois qu’il aura
poncé il sera fatigué et donc il ne sera plus ca-
pable de peindre.
Dérivation des capacités d’un groupe d’agents. On
dira qu’un groupe d’agents est capable de réali-
ser une action primitive dès lors qu’un de ses
sous-groupes (éventuellement réduit à un sin-
gleton) est capable de réaliser cette action. Par
exemple, le groupe {Jean, Pierre, Paul} est ca-
pable de soulever la porte si le groupe {Jean,
Pierre} en est capable.
Dans le cas des actions composées par la sé-
quence, on dira qu’un groupe d’agents est ca-
pable de réaliser α puis β dès lors qu’un de ses
sous-groupes (éventuellement réduit à un sin-
gleton) est capable de réaliser α et que, une fois
que ce sous-groupe a réalisé α, le groupe est
alors encore capable de réaliser β.
Par exemple, en supposant qu’il y ait une pon-
ceuse, qu’il y ait de la peinture, que les agents
Jean et Pierre ne soient pas fatigués et que
Jean soit compétent pour poncer la porte et que
Pierre soit compétent pour la peindre, alors le
groupe {Jean, Pierre} est capable de réaliser la
séquence « poncer puis peindre ». En effet, Jean
est capable de poncer la porte et une fois qu’il
l’aura poncée, Pierre sera capable de la peindre.
3 Modélisation de la notion de capa-
cité dans le calcul des situations
3.1 Choix du formalisme
Nous proposons d’utiliser le calcul des situa-
tions pour modéliser ces notions. En effet, un
des problèmes incontournables pour la planifi-
cation d’actions ou la distribution de tâches est
d’exprimer les lois d’actions, i.e. dire ce qui
change dans le monde après qu’un agent ait fait
une action. Il faut en particulier pouvoir régler le
frame problem : comment, de façon simple, re-
présenter ce qui ne change pas dans le monde
après qu’un agent ait réalisé une action [14].
Reiter a défini une solution simple et élégante
au frame problem dans le cadre du calcul des si-
tuations. Nous allons donc nous appuyer sur ce
formalisme pour modéliser les actions et les ca-
pacités des agents.
3.2 Modélisation
Nous considérons le langage du premier ordre
LCS du calcul des situations [14] qui va nous
permettre de modéliser et de raisonner sur
les actions et les capacités. Dans ce langage,
les changements du monde sont le résultat
d’actions. Une séquence d’actions est un terme
du premier ordre appelé situation. Nous rappe-
lons brièvement ici les composantes de LCS et
nous présentons les extensions que nous y ajou-
tons :
– un ensemble d’agents A ;
– un ensemble de fonctions et de constantes
du premier ordre pour représenter les ac-
tions primitives, paramétrées ou non. Par
exemple, le terme peindre(x) représente l’ac-
tion « peindre l’objet x » ;
– une fonction binaire ; qui permet
de représenter la séquence d’actions.
poncer(x); peindre(x) représente l’action
qui consiste d’abord à poncer l’objet x puis à
le peindre ;
– un terme constant nop qui représente l’action
qui consiste à ne rien faire ;
– un terme constant S0 qui représente la situa-
tion initiale ;
– une fonction ternaire do.
do({a}, peindre(x), s) représente la si-
tuation suivant la situation s après que l’agent
a ait peint l’objet x. Par rapport au calcul
des situations « classique », ici nous paramé-
trons la fonction do par l’agent ou le groupe
d’agents qui réalise l’action ;
– un ensemble de prédicats, appelés fluents re-
lationnels, qui représentent des propriétés qui
peuvent changer après l’exécution d’actions.
Le dernier argument d’un fluent est toujours
une situation. Par exemple, peinte(porte, S0)
représente le fait que la porte est peinte dans
la situation S0.
– un fluent binaire particulier, competent, qui
permet de représenter qu’un groupe d’agents
est compétent pour réaliser une action. Par
exemple, competent({a}, peindre(porte), s)
représente le fait que l’agent a est compétent
pour peindre la porte dans la situation s ;
– un fluent binaire particulier, able_t qui repré-
sente le fait qu’un groupe d’agents est capable
théoriquement (cf. section 2.2) de réaliser une
action ;
– un fluent binaire particulier, able qui repré-
sente le fait qu’un groupe d’agents est capable
(cf. section 2.2) de réaliser une action.
Dans un premier temps, l’état initial du monde
doit être représenté dans la situation initiale S0.
Pour cela, on définit un ensemble d’axiomes de
la forme
f(. . . , S0) (1)
où f est un fluent instancié.
Dans un second temps, il faut représenter les
lois d’actions. En particulier, il faut pouvoir re-
présenter les préconditions et les postconditions
pour chaque action élémentaire ou primitive.
Pour toute action primitive α, on considérera
l’axiome
primitive_action(α) (2)
qui va nous permettre de distinguer les actions
primitives des actions composées. On exprimera
ensuite les préconditions de cette action primi-
tive par un axiome du type :
∀S pre(α, S) → Poss(α, S) (3)
où pre(α, S) liste les préconditions nécessaires4
à la réalisation de l’action α dans une situation
S quelconque.
De la même façon, nous pouvons définir les pré-
conditions d’une séquence d’actions en utilisant
les deux axiomes suivants (α est une action pri-
mitive et β peut être une action complexe) :
∀S Poss(nop, S) (4)
∀S∀G∀α∀β Poss(α, S) ∧ Poss(β, do(G, α, S))
→ Poss(α; β, S)
(5)
4On ne demande pas des conditions nécessaires et suffisantes pour
éviter le problème de la qualification [15]
L’axiome (4) nous indique que l’action nop qui
ne consiste à rien faire est possible dans toutes
les situations. L’axiome (5) nous indique que si
α est possible dans la situation S et que β est
possible dans la situation dans laquelle on se
trouve après que α ait été réalisée dans S, alors
la séquence α; β est possible dans S.
Pour pouvoir résoudre le frame problem, nous
utilisons la technique proposée par Reiter [17].
Pour chaque fluent f(t1, . . . , tn), on va écrire un
axiome d’état successeur qui va indiquer quelles
sont les actions qui changent la valeur de ce
fluent.
∀S∀G∀α Poss(α, S) →
[f(t1, . . . , tn, do(G, α, S))
↔ γ+f (t1, . . . , tn, α, S)
∨ (f(t1, . . . , tn, S)
∧ ¬γ−f (t1, . . . , tn, α, S))]
(6)
où γ+f (t1, . . . , tn, α, S) représente les condi-
tions conduisant à rendre f vrai après l’exé-
cution de l’action α dans la situation S.
γ−f (t1, . . . , tn, α, S) représente les conditions
conduisant à rendre f faux après l’exécution de
l’action α dans la situation S. Par exemple, pour
le fluent peint(x,y) qui représente le fait qu’un
objet x soit peint dans une couleur y, on pourrait
exprimer l’axiome d’état successeur suivant :
∀S∀G∀α Poss(α, S) → [peint(x, y, do(G, α, S))
↔ (α = peindre(x, y) ∧ ponce(x, S))
∨ (peint(x, y, S)
∧ ¬∃c α = peindre(x, c) ∧ c 6= y)]
qui signifie que pour qu’un objet x soit peint
avec la couleur y après une action réalisée par
un groupe G, il faut et il suffit que :
– soit G ait exécuté l’action de peindre x avec la
couleur y dans la situation où x a été poncé ;
– soit x avait déjà la couleur y et G n’a pas peint
x avec une autre couleur que y.
D’autres détails peuvent être trouvés dans [17].
Pour tout groupe d’agents G compétent pour
réaliser l’action primitive α dans la situation ini-
tiale S0, on considérera l’axiome suivant :
competent(G, α, S0) (7)
qui permet de modéliser toutes les compétences
à l’état initial. Comme competent est un fluent,
nous pouvons exprimer un axiome d’état suc-
cesseur. Nous choisissons dans notre modélisa-
tion de considérer que les compétences sont pé-
rennes, i.e. que si un groupe d’agent a une cer-
taine compétence dans la situation S0, il conser-
vera cette compétence.
∀α∀β∀G∀S Poss(β, S) → (competent(G, α, S)
↔ competent(G, α, do(G, β, S)))
(8)
Nous allons maintenant détailler les axiomes qui
nous permettent de dériver les capacités théo-
riques et capacités « réelles ». Dans un premier
temps, nous considérons l’axiome suivant :
∀G∀α∀S competent(G, α, S)
∧ primitive_action(α)
∧ conditions_t(G, α, S)
→ able_t(G, α, S)
(9)
Cet axiome nous permet d’exprimer, pour une
action primitive α, quelles sont les conditions
relatives aux agents du groupe G pour que G
soit théoriquement capable de réaliser α dans
la situation S. Ces conditions sont représentées
par conditions_t(G, α, S). Par exemple, consi-
dérons un agent a compétent pour poncer une
porte. Une des conditions pour que a soit ca-
pable théoriquement de poncer la porte est qu’il
ne soit pas fatigué, car poncer une porte de-
mande de l’énergie.
Pour pouvoir ensuite dériver les capacités théo-
riques d’un groupe d’agents à partir des capa-
cités théoriques des sous-groupes de ce groupe,
nous considérons les axiomes suivants :
∀G∀G′∀α∀S primitive_action(α)
∧G′ ⊆ G
∧ able_t(G′, α, S)
→ able_t(G, α, S)
(10)
∀G∀G′∀α∀β∀S G′ ⊆ G ∧ able_t(G′, α, S)
∧ able_t(G, β, do(G′, α, S))
→ able_t(G, α; β, S)
(11)
L’axiome (10) exprime le fait que si un sous-
groupe d’agents G′ est capable théoriquement
de réaliser une action primitive α, alors le
groupe G est également capable de réaliser α.
L’axiome (11) exprime le fait que si un sous
groupe d’agents est capable théoriquement de
réaliser une action α et que le groupe d’agents
est capable théoriquement de réaliser β après
que le sous-groupe ait réalisé α alors le groupe
est capable théoriquement de réaliser α puis β.
Enfin, l’axiome suivant nous permet de dériver
les capacités d’un groupe d’agents :
∀G∀α∀S able_t(G, α, S) ∧ Poss(α, S)
→ able(G, α, S) (12)
Comme introduit dans la section 2.3, la capa-
cité d’un groupe d’agents fait intervenir non
seulement des conditions sur le groupe d’agents,
mais également sur l’environnement représenté
ici par les préconditions de l’action à réaliser.
4 Quelques propriétés de la modéli-
sation
Dans cette section, nous nous intéressons à
quelques propriétés intéressantes du forma-
lisme. En particulier, nous vérifions que l’on
peut déduire les propriétés intuitives de la no-
tion de capacité à partir de l’axiome (12).
Propriété 1
` ∀α∀β∀G∀G′∀S able(G, α, S)
∧ able(G′, β, do(G, α, S))
→ able(G ∪G′, α; β, S)
On prouve cette propriété par une induction sur
la longueur de la séquence α; β.
Cette propriété signifie que si le groupe d’agents
G est capable de faire l’action α dans la situa-
tion S, et si le groupe d’agents G′ est capable
de faire l’action β après que G ait fait α dans la
situation S, alors le groupe G ∪ G′ est capable
de faire la séquence α; β dans S.
Un corollaire immédiat de cette propriété est le
suivant :
Corollaire 1
` ∀α∀β∀G∀S able(G, α, S)
∧ able(G, β, do(G, α, S))
→ able(G, α; β, S)
Cette propriété garantit que si le groupe d’agent
G est capable de faire l’action α dans la situa-
tion S, et si le groupe G est capable de faire l’ac-
tion β après avoir fait α dans la situation S, alors
il est capable de faire la séquence α; β dans S.
Propriété 2 Soient f un fluent et
α une action tels que ` ∀G∀S
Poss(α, S) → f(. . . , do(G, α, f)), alors
6` ∀S∀G′ f(. . . , S) → able(G′, α, S).
On prouve cette propriété en exhibant un contre-
exemple.
Cette propriété garantit que l’on ne validera pas
l’assertion suivante : si α est une action dont une
postcondition est f (donc après toute exécution
de α par un groupe d’agents G, f est vrai) et si
f est vraie dans une situation, alors un groupe
d’agents quelconque G′ est capable de faire α.
Par exemple, même la porte est peinte dans
la situation S, on ne déduira pas que Jean est
capable, dans la situation S, de peindre la porte,
si par exemple, Jean n’est pas compétent pour
peindre la porte.
Enfin, on peut remarquer qu’un groupe d’agents
peut avoir la capacité théorique de réaliser une
action sans en être capable : il suffit pour cela
que les préconditions de l’action ne soit pas
vraie dans la situation considérée.
5 Exemple
5.1 Description de l’exemple
Nous utilisons pour exemple une extension de
l’exemple présenté dans [4]. Nous considérons
un groupe de trois agents a, b et c qui effectuent
diverses opérations sur une porte. Nous décri-
vons le problème dans ce qui suit.
– Les actions primitives sont les suivantes : sou-
lever la porte, poncer la porte et peindre la
porte.
– Les compétences des agents sont les sui-
vantes : a sait poncer la porte, et il sait peindre
la porte. b ne sait que peindre la porte, a et b
ensemble savent soulever la porte. c ne sait
rien faire.
– Dans la situation initiale, il y a une ponceuse,
il y a de la peinture, et les agents ne sont pas
fatigués.
– Poncer n’est possible que s’il y a une pon-
ceuse. Peindre n’est possible que s’il y a de
la peinture.
– Les capacités théoriques sont définies comme
suit : un agent est théoriquement capable de
poncer la porte s’il est compétent pour le faire
et s’il n’est pas fatigué. Un agent est théori-
quement capable de peindre la porte s’il est
compétent pour le faire et s’il n’est pas fa-
tigué. Deux agents ensemble sont théorique-
ment capables de soulever la porte s’ils sont
compétents pour le faire ensemble, et s’ils ne
sont pas fatigués.
– Les axiomes d’états successeurs sont définis
comme suit : un agent ne se fatigue que s’il
ponce ou que s’il a participé à soulever la
porte. Après qu’on ait peint, il n’y a plus de
peinture. Le fait qu’il y ait une ponceuse n’est
remis en cause par aucune action.
5.2 Modélisation de l’exemple en Prolog
Nous utilisons un programme Prolog pour pou-
voir raisonner sur les capacités des agents. Dans
ce programme, nous codons les axiomes pré-
sentés dans la section 3.2. Comme dans [13],
nous utilisons un prédicat holds dont le der-
nier argument est une situation plutôt que de ra-
jouter pour chaque fluent une situation en argu-
ment. Le programme Prolog qui modélise alors
l’exemple est :
/* Actions primitives */
primitive_action([soulever]).
primitive_action([poncer]).
primitive_action([peindre]).
/* Situation initiale */
holds(competent([a,b],[soulever]),s0).
holds(competent([b,a],[soulever]),s0).
holds(competent([a],[poncer]),s0).
holds(competent([a],[peindre]),s0).
holds(competent([b],[peindre]),s0).
holds(ok([a]),s0).
holds(ok([b]),s0).
holds(ok([c]),s0).
holds(peinture,s0).
holds(ponceuse,s0).
/* Axiomes d’états successeurs */
holds(competent(A,X),do(B,Y,S)):-
holds(competent(A,X),S), poss(Y,S).
holds(able_t([X,Y],[soulever]),S) :-
holds(ok([X]),S),
holds(ok([Y]),S),
holds(competent([X,Y],[soulever]),S).
holds(able_t(A,[poncer]),S) :-
holds(ok([A]),S),
holds(competent([A],[poncer]),S).
holds(able_t([A],[peindre]),S) :-
holds(ok([A]),S),
holds(competent([A],[peindre]),S).
holds(ok([A]), do(B,X,S)):-
B=[A], \+X=[poncer], holds(ok([A]),S), poss(X,S) ;
subseq0(B,[A]), \+X=[soulever], holds(ok([A]),S),
poss(X,S) ;
\+subseq0(B,[A]), holds(ok([A]),S), poss(X,S).
holds(peinture,do(B,X,S)) :-
\+ X=[peindre],
holds(peinture,S), , poss(X,S).
holds(ponceuse,do(B,X,S)) :-
holds(ponceuse,S), poss(X,S).
/* Préconditions pour les actions */
poss([soulever],S).
poss([poncer],S) :- holds(ponceuse,S).
poss([peindre],S) :- holds(peinture,S).
5.3 Quelques questions
En utilisant le programme Prolog présenté pré-
cédemment, on peut poser les questions sui-
vantes :
– holds(able_t([a], [peindre]), do([a],
[peindre], s0)).
yes
Comme peindre ne fatigue pas, même si a
a déjà peint, il est capable théoriquement de
peindre encore.
– holds(able([a], [peindre]), do([a],
[peindre], s0)).
no
Par contre, si a a déjà peint, il ne reste plus de
peinture, donc a n’est plus capable de peindre
à nouveau.
– holds(able([a,b], [soulever]), do([a],
[peindre], s0)).
yes
Ni a, ni b ne sont fatigués une fois que a a
peint, donc ensemble ils sont capables de sou-
lever la porte.
– holds(able_t([a], [peindre]), do([a,b],
[soulever], s0)).
no
Après avoir soulevé la porte avec b, a est fati-
gué donc il n’est plus capable théoriquement
de peindre.
– holds(able([a,b], [peindre,soulever]), s0).
yes
Après qu’un agent ait peint, celui-ci n’est pas
fatigué, donc a et b sont capables de soulever
la porte après l’avoir peinte.
– holds(able([a,b], [soulever,peindre]), s0).
no
Après avoir soulevé la porte, a et b sont fati-
gués donc ni l’un ni l’autre ne peut peindre.
Nous rajoutons maintenant que c est compétent
pour peindre la porte :
holds(competent([c],[peindre]),s0).
On peut alors poser la question suivante :
– holds(able([a,b,c], [soulever, peindre]), s0).
yes
Si deux agents soulèvent la porte, cela ne fa-
tigue pas le troisième qui est capable ensuite
de peindre. Donc le groupe formé des trois
agents est capable de soulever puis de peindre
la porte.
6 Discussion
Nous avons présenté ici une modélisation de la
notion de capacité pour un agent ou un groupe
d’agents en utilisant le calcul des situations.
La capacité d’un groupe d’agents est définie en
fonction des compétences des agents du groupe
(i.e. de leur savoir-faire), de la capacité théo-
rique du groupe d’agents, en tenant compte
des caractéristiques des agents et de l’état du
monde.
Nous avons établi quelques propriétés de cette
modélisation mais nous devons encore en établir
d’autres. En parallèle, nous avons implanté ce
modèle en Prolog.
En ce qui concerne l’extension de ce travail,
nous pourrions dans un premier temps nous
intéresser à des d’autres actions complexes :
concurrence, itération ou actions de test. De
plus, nous pourrions intégrer ce travail à Golog,
qui est un langage permettant de raisonner sur
des actions complexes dans le calcul des situa-
tions [13] et disposant déjà d’opérateurs modé-
lisant ces actions.
Par ailleurs, nous ne prenons pas en compte le
temps dans notre approche. Celui-ci n’est mo-
délisé que par les situations et nous ne dispo-
sons pas d’une quantification du temps. Nous
pourrions ajouter un paramètre permettant par
exemple de donner la durée d’une action, ou de
spécifier les changements de valeurs de vérité
des fluents suivant une horloge. En particulier,
les compétences des agents sont pérennes ici : il
pourrait être intéressant de les faire évoluer au
cours du temps.
Les actions extérieures ne sont également pas
prises en compte. Une solution simple mais non
étudiée ici serait d’introduire un agent « exté-
rieur » qui permettrait de modéliser les change-
ments du monde indépendants des agents.
Enfin, nous avons émis une hypothèse forte
lorsque nous avons défini la capacité théorique
d’un groupe : un groupe d’agents est capable
théoriquement de réaliser une action dès lors
qu’un de ses agents est capable de la réali-
ser théoriquement. Or, il existe certainement
d’autres façons de définir la notion de capacité.
Par exemple, un agent capable seul de réali-
ser une action peut ne plus être capable de la
réaliser lorsqu’il appartient à un groupe. Nous
devrons donc étendre notre modélisation pour
prendre en compte ce problème.
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