In this paper, we consider the Wright's generalized Bessel kernel K (α,θ) (x, y) defined by
1 Introduction and statement of results
Muttalib-Borodin ensembles and the Wright's generalized Bessel kernel
In 1995, Muttalib proposed the following class of joint probability density functions is the standard Vandermonde determinant. Due to the appearance of two body interaction term ∆(x θ 1 , . . . , x θ n ), it was pointed out in [28] that these ensembles provide more effective description of disordered conductors in the metallic regime than the classical random matrix theory. A more concrete physical example that leads to (1.1) (with θ = 2, w(x) = x α e −x ) can be found in [26] , where the authors proposed a random matrix model for disordered bosons. These ensembles are further studied by Borodin [5] under a more general framework, namely, biorthogonal ensembles. Following the conventions used in [16] , we will refer to the class of joint probability density functions (1.1) as Muttalib-Borodin ensembles.
Muttalib-Borodin ensembles have drawn much attention recently. In [7] , Cheliotis constructed certain triangular random matrices in terms of a Wishart matrix whose squared singular values are distributed according to (1.1) for the Laguerre weight; see also [16] for the Jacobi case. Note that when θ = 1 and w(x) = x α e −x , (1.1) reduces to the well-known WishartLaguerre unitary ensemble and plays a fundamental role in random matrix theory; cf. [1, 12] . The limiting mean distribution of Muttalib-Borodin ensembles can be described by a minimizer of an equilibrium problem; see [3, 6, 8, 23] for the general weights and [10, 14, 15] for the special weights. The local behavior for the Laguerre weight can be found in [37] .
From (1.1), it is readily seen that they form the so-called determinantal point processes. This means there exits a correlation kernel K (α,θ) n (x, y) such that the density functions can be rewritten as the following determinantal forms
The kernel K n (x, y) has a representation in terms of biorthogonal polynomials (cf. [22] for a definition). Let p j (x) = κ j x j + . . . , q k (x) = x k + . . . , κ j > 0, (1.2) be two sequences of polynomials of degree j and k respectively, and they satisfy the orthogonality conditions Note that the polynomial q k is normalized to be monic. We then have K n (x, y) = n−1 j=0 p j (x)q j (y θ )w(x). (1.4) For the cases that w is a special Jacobi weight
or a Laguerre weight w(x) = x α e −x , x > 0, α > −1, the scaling limit of K n at the origin (hard edge scaling limit) is given by a new kernel K (α,θ) (x, y) depending on the parameters α and θ [5] . For example, let K Lag n be the correlation kernel corresponding to the Laguerre weight, it was shown by Borodin [5, The kernel K (α,θ) (x, y) has the following explicit representations:
sin πs sin πt 6) where J a,b is Wright's generalization of the Bessel function [11] given by
and Σ is a contour starting from +∞ in the upper half plane and returning to +∞ in the lower half plane which encircles the positive real axis with Re t > c for t ∈ Σ. In (1.6), the first two formulas are given in [5, Equation (3.6) The non-symmetric hard edge scaling limit generalizes the classical Bessel kernel [13, 32] (corresponding to θ = 1), and due to the appearance of Wright's generalized Bessel function, we call K (α,θ) (x, y) the Wright's generalized Bessel kernel in this paper. When θ = M ∈ N = {1, 2, 3, . . .} or 1/θ = M , the Wright's generalized Bessel kernel is related to the Meijer G-kernel arising from products of M Ginibre matrices [25] , as shown in [24] .
It is the aim of this paper to study the Wright's generalized Bessel kernel and the associated Fredholm determinant under the condition that θ ∈ Q, i.e., θ is a rational number. Our results are stated in the next few sections.
Integrable representation of K (α,θ)
Recall that an integral operator with kernel K(x, y) is called integrable in the sense of Its-Izergin-Korepin-Slavnov if
for some n ∈ {2, 3, . . .}, and certain functions f i and g i ; see [20] . The kernels of standard universality classes (sine, Airy, Bessel) encountered in random matrix theory all belong to the class of integrable operators. It comes out that the Wright's generalized Bessel kernel K (α,θ) is integrable as well for special parameters as stated in the following theorem. 8) where B(·, ·) is the bilinear concomitant [19] defined by
The constants b i in (1.9) are determined by
10)
that is,
with e i (ν 1 , . . . , ν m+n−1 ) being the elementary symmetric polynomial. Equivalently, one has
0,m+n is the Meijer G-function (see (A.1) below for a definition) and
with the same b i used in (1.9).
Due to the determinantal structure (1.1), the associated Fredholm determinant det(I −K α,θ ) gives us the gap probability (the probability of finding no particles) on the interval J for the limiting process of certain Muttalib-Borodin ensembles. This fact also implies that the Fredholm determinant is well-defined, and the operator I − K α,θ is invertible. It is well-known that, for many integrable correlation kernels arising from random matrix theory, the associated Fredholm determinants are related to systems of integrable differential equations [31] - [34] . As we shall see, it is also the case for the Fredholm determinant associated with Wright's generalized Bessel kernel in Theorem 1.1. Hence, we will assume that θ = m n and α > m − 1 − m n in the rest of this paper.
To this end, let 0 ≤ a 1 < a 2 < . . . < a 2ℓ . Given a Wright's generalized Bessel kernel 
where 17) and 18) and where for i = 0, 1, . . . , m + n − 1, 
The system of partial differential equations
For j = 0, 1, . . . , m + n − 1 and k = 1, . . . , 2ℓ, we introduce the quantities 23) where b j depending on the parameters α, m and n is defined in (1.12) for j ≥ 0 and b −1 := 0. Note that all these quantities are actually functions of a = (a 0 , . . . , a 2ℓ ), and they satisfy the following system of partial differential equations.
The functions x j,k , y j,k , u j and v j satisfy the following system of coupled partial differential equations
while for j = m + n − 1, we have
while for j = 0, we have
The partial differential equations are similar to those derived for the sine kernel by Jimbo, Miwa, Môri and Sato [21] ; for the Airy and Bessel kernels by Tracy and Widom [32, 33] , and for the Meijer G-kernel by Strahov [30] , as is their derivation.
As in [34, 30] , we also have a Hamiltonian interpretation for the dynamical equations stated in Proposition 1.2. To this end, let us set
In the 2ℓ(m + n − 1) canonical coordinates
for any two functions f and g of these variables, we define the Poisson bracket by
It is then readily seen that the following symplectic Poisson brackets hold:
With the Hamiltonians H k defined in (1.32), we have
and they are in involution so that
Furthermore, the equations (1.24)-(1.31) can be written as
The Hamiltonian interpretation particularly implies the complete integrability of the partial differential equations, as explained in [34] for the sine kernel.
Gap probability on a single interval (0, s)
Our final result is concerned with the Fredholom determinant over a single interval, i.e., the probability of finding no particles on this interval.
.
(1.41)
Then, we have
where the functions x 0 , y m+n−1 and v 0 are solutions of the following system of 4(m+n) nonlinear ordinary differential equations:
with initial conditions
The initial conditions (1.49)-(1.50) follow directly from their definitions, but it is not clear whether the solutions with this behaviour are unique or not. We also provide some plots of the determinants in Figure 1 , using the strategy in [4] .
Since K α, m n is equivalent to the Bessel kernel if θ = 1, the system of ordinary differential equations should be related to a particular Painlevé III system as shown in [32] ; see also [35] for an explanation. In general, it would be very interesting to see whether one could reduce a single differential equation satisfied by v 0 from (1.43)-(1.48). This will in turn provide a higher order generalization of the third Painlevé equation, and be helpful to establish the large s asymptotics of F α, m n . The study of this aspect has been conducted in [35] for the case that θ = 2, based on the results in [30] , where an explicit 4-th order differential equation has been derived and its relation to the so-called 4-dimensional Painlevé-type equation is discussed. Remark 1.5. It was pointed out by one of the referees that the small s asymptotics of F α,θ (s) can be derived quickly from the double contour integral representation of Wright's generalized Bessel kernel given in (1.6) for general θ. Indeed, by (1.16) and (1.6), it follows that, as s → 0,
To this end, we note that the integrand in (1.51) has poles in t (due to sin(πt)) at 0, 1, 2, . . ., and in ̺ (due to Γ(α + 1 + θ̺)) at − α+1 θ − θk, k = 0, 1, 2, . . .. Since s is small, the main contribution to the integral comes from the residues in t and ̺ that are closest to each other, which corresponds to s = − α+1 θ and t = 0. A straightforward calculation with the help of residue theorem then gives us that
where we have made use of the Euler's reflection formula for the gamma function in the last step.
Organization of the rest of the paper
The rest of this paper is organized as follows. The proof of Theorem 1.1 is given in Section 2, following the strategy in [2, 25] . The essential issue is that, if b is rational, the Wright's generalized Bessel function J a,b satisfies an ordinary differential equation and is related to the Meijer G-function. The proofs of Propositions 1.2-1.3 and Theorem 1.4 are presented in Section 3, where we start with a review of some basic facts about the operators. Since the Wright's generalized Bessel kernel is not symmetric in general, we have to introduce extra quantities y j,k in (1.21), and the argument follows from Strahov's extension of Tracy-Widom theory [30] , dealing with the Meijer G-kernel. Although these two kernels are related to each other for special cases, we emphasize that they are not equivalent in general. For convenience of the readers, we include some basic properties of the Meijer G-function and the Wright's generalized Bessel function used throughout this paper in the Appendix.
Proof of Theorem 1.1
We set
By (1.6), our task is then to evaluate the integral
under the condition that θ = m/n ∈ Q, where m, n ∈ N and (m, n) = 1. In view of (A.4), it is readily seen that 
where in the last step we have made use of (A.2). Hence, Note that the Meijer-G function satisfies the differential equation (A.3). For f and g defined (2.6) and (2.7), it is readily seen that, for every t, Subtracting (2.8) from (2.9) we obtain
where the constants b i are defined in (1.10) and (1.12). To this end, we observe that
thus,
This, together with (2.5), implies that To show (2.12), we first observe from (2.6), (2.7) and (1.7) that, as t → 0+,
and
14)
The condition α > m − 1 − m n now ensures that
Hence, the terms in B(f (t
m y), j = 1, 2, . . . , m + n − 1 will vanish as t → 0+.
We next consider the term involving g(t 1 m y), which is given by
In view of the differential equation (2.8) satisfied by f (t 1 m x), it is readily seen that
Note that
for some constants c i with c 0 = Γ( To show (1.13), we observe from the third equality in (2.5) that The first equality can then be proved in a manner similar to that of (1.8). The second equality follows from the relations between Meijer-G functions and Wright's generalized Bessel functions, as indicated in (2.6) and (2.7). This completes the proof of Theorem 1.1.
3 Proofs of Propositions 1.2-1.3 and Theorem 1.4
Preliminaries
It is the aim of this section to fix the notations and to collect some basic facts about the operators for later use.
Throughout Section 3, we shall denote by ) (x, y) defined in (1.18), the following proposition is immediate. Proposition 3.1. We have
Furthermore, the functions f and g satisfy the differential equations
respectively.
Proof. The equality (3.2) follows from the fact that Next, we come to the operators; cf. [12, 34] for more information. Let K be an operator depending smoothly on a parameter s such that its derivative with respect to s exists, it is readily seen that d ds
For any operator L, the following commutator identity holds: If necessary, a subscript will be put on an operator to indicate the variable on which it acts. Suppose that the operator L has the kernel L(x, y), then
where . = is understood as "has kernel". With the operator K α, 
By definitions, it is readily seen that ) (y, x)χ J (x). By definition, it is readily seen that
Finally, we recall that since both K α, are integrable in the sense of Its-IzerginKorepin-Slavnov [20] , their resolvent operators are integrable as well. Indeed, for 0 ≤ j ≤ m + n − 1, by introducing functions
where a stands for the collection of parameters a 1 , a 2 , . . . , a 2ℓ , the functions φ j and ψ j are given in (1.19) and (1.20), respectively, we have the following proposition. , respectively. Then, their explicit expressions are given below:
where the functions Q j and P j are given in (3.11) and (3.12), respectively.
Proof. See [20] or [9, lemma 2.8].
In view of (1.21), (3.11) and (3.12), we have that
Thus, it is natural to derive differential equations satisfied by Q j and P j in order to prove our theorems, which we will deal with in the next section.
3.2 Partial differential equations for Q j and P j Proposition 3.3. With P j (x; a) defined in (3.12), we set
The functions Q j (x; a) defined in (3.11) then satisfy the following system of partial differential equations: for 0 ≤ j < m + n − 1, we have
where b i is given in (1.12). Finally, for the derivative with respect to a k , we have
Proof. With the operators M and D defined in (3.7), it is easily seen that (3.20) for j = 0, 1, . . . , m + n − 1. Our strategy is then to evaluate the two parts in the last equality separately.
For the first one, by (3.6), it follows that
In view of (3.8), we further have
where we have made use of the fact that
A key observation here, due to (3.2) and the integration by parts, is that
recall that the functions φ i and ψ i are defined in (1.19) and (1.20), respectively. Hence,
This, together with (3.21), implies that
see (3.10) for the first equality. It is then immediate that
For the function (I − K α,
, we observe from (1.19) and (3.1) that, if 0 ≤ j < m + n − 1,
If j = m + n − 1, we first obtain from (3.3) and (1.10) that
or equivalently, on account of (1.19),
Hence,
It then remains to evaluate (I − K α, m n ) −1 M φ 0 (x) and a straightforward calculation yields
By (3.6), one has
and by (1.18),
Combining the above two formulas, we obtain that
Inserting (3.30) into (3.29) , it is readily seen that
which, by (3.28) , also gives us
The equation ( (3.33) for any 0 ≤ j ≤ m + n − 1 and 1 ≤ k ≤ 2ℓ. Since 34) it then follows that
Inserting the above formula into (3.33) gives us (3.19) . This completes the proof of Proposition 3.3.
The system of partial differential equations satisfied by the functions P j are given in the next proposition. w i,m+n−1 P i (y; a) + (−1) n (y − w 0,0 + w m+n−1,m+n−1 )P m+n−1 (y; a)
Finally, for the derivative with respect to a k , we have
Proof. The proof is similar to that of Proposition 3.3. The main difference is that we need to use the following fact:
which can be seen from (1.20), (3.1), (1.10) and (3.4) . This also explains why the results are stated for j = 0 and 1 ≤ j ≤ m + n − 1, respectively. We leave the details to interested readers. This completes the proof of Proposition 3.4.
Finally, we also need to relate the partial derivatives of w i,j and R α, m n to P j and Q j . The relations are summarized in the following proposition.
Proposition 3.5. With w i,j defined in (3.16), we have
Furthermore, the resolvent kernel R α,
Proof. By (3.16), we obtain from (3.38), Proposition 3.2, (3.11) and a straightforward calculation that
where in the last step we have used (3.9) which asserts that
Thus,
. This, together with (3.5) and (3.35), gives us (3.41). Finally, we see from (3.8 
On the other hand, it is easily seen that
A combination of the above two formulas and (3.24) shows that
which, in view of (3.41), is equivalent to (3.42) . This completes the proof of Proposition 3.5.
Proofs of Propositions 1.2 and 1.3
Proof of Proposition 1.2 In view of (3.15), it is readily seen from (3.19) and (3.13) that This completes the proof of Proposition 1.3.
Proof of Theorem 1.4
It is easily seen that the equations ( where we have made use of (1.48) and the integration by parts in the last step. In view of (1.16), we have that 
