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EXTREMISERS FOR THE TRACE THEOREM ON THE SPHERE
NEAL BEZ, SHUJI MACHIHARA, AND MITSURU SUGIMOTO
Abstract. We find all extremisers for the trace theorem on the sphere. We
also provide a sharp extension for functions belonging to certain Sobolev spaces
with angular regularity.
1. Introduction
Suppose d ≥ 2, s ∈ (12 , d2 ) and let R denote the operator which restricts complex-
valued functions on Rd to the unit sphere Sd−1 in Rd. The classical trace theorem
on Sd−1 asserts that R is a bounded linear operator from the homogeneous Sobolev
space of order s, denoted H˙s(Rd), to L2(Sd−1, dσ), where dσ denotes the induced
Lebesgue measure on Sd−1. The exact value of the operator norm was found very
recently by Ruzhansky and Sugimoto in [9]; in particular, they showed that
(1.1) ‖Rf‖2L2(Sd−1,dσ) ≤ 21−2s
Γ(2s− 1)Γ(d2 − s)
Γ(s)2Γ(d2 − 1 + s)
‖f‖2
H˙s(Rd)
holds for all f in H˙s(Rd), and that the constant in (1.1) is optimal.
In [9] the question of which (if any) functions are extremisers for (1.1) (i.e. nonzero
functions f ∈ H˙s(Rd) such that we have equality in (1.1)) was not answered. In
this paper we answer this question by establishing the following characterisation of
extremisers.
Theorem 1.1. Let d ≥ 2 and s ∈ (12 , d2 ). Then f is an extremiser for (1.1) if and
only if
f ∈ span
(
1
| · |d−2s ∗ dσ
)
\ {0} ,
or equivalently, the Fourier transform, f̂ , of f is such that
f̂ ∈ span
(
J d
2
−1(| · |)
| · | d2+2s−1
)
\ {0} .
Here, ∗ denotes convolution and J d
2
−1 is the Bessel function of the first kind of
order d2 − 1. When d = 3 the function | · |2s−d ∗ dσ has a particularly nice explicit
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expression. Indeed, for s ∈ (12 , 32 ), one can use the rotation invariance of dσ to
obtain
1
| · |3−2s ∗ dσ(x) = C(s)
(|x|+ 1)2s−1 − ∣∣|x| − 1∣∣2s−1
|x|
for some nonzero constant C(s). Specialising further to the case s = 1 we see that
extremisers to the optimal trace estimate
‖Rf‖L2(S2,dσ) ≤ ‖∇f‖L2(R3)
are precisely nonzero multiples of f given by
f(x) =
{
1 if |x| ≤ 1
1
|x| if |x| > 1 .
Since we will be handling explicit constants, we clarify that our convention for the
Fourier transform is
f̂(ξ) =
∫
Rd
f(x) exp(−ix · ξ) dx ,
so that the inverse is given by
f∨(x) =
1
(2π)d
∫
Rd
f̂(ξ) exp(ix · ξ) dξ ,
for appropriate functions f : Rd → C.
The main ingredient in proving Theorem 1.1 is a duality argument and an analysis
of weighted L2-estimates for the Fourier extension operator G 7→ Ĝdσ associated
to the sphere, where the weight is homogeneous; see the forthcoming Theorem 2.1.
With this approach we prove rather more than Theorem 1.1; we present a sharp
version of recent dual trace estimates due to Fang and Wang [5] which incorporate
certain angular regularity and permit reverse estimates too. This allows us to
extend the sharp estimate in (1.1) to certain sharp trace estimates for f belonging
to Sobolev spaces which incorporate angular regularity and we characterise the
extremisers.
In addition, we find the exact operator norm of R as a mapping H˙s(Rd) →
Lp(Sd−1, dσ) for the same range of d and s, where p = 2(d−1)
d−2s . This is, in fact,
a stronger estimate than (1.1) because p > 2 and we may apply Ho¨lder’s in-
equality on Sd−1 to deduce (1.1). There is no loss of optimality in the con-
stant under this application of Ho¨lder’s inequality because the class of extrem-
isers for R : H˙s(Rd) → Lp(Sd−1, dσ) contains certain radial functions, which
means their restriction to the sphere is constant. We obtain the operator norm
of R : H˙s(Rd) → Lp(Sd−1, dσ) via the sharp Hardy–Littlewood–Sobolev inequal-
ity on Sd−1, due to Lieb [8]. We shall use Lieb’s characterisation of extrem-
isers for this inequality to obtain a complete description of the extremisers for
R : H˙s(Rd) → Lp(Sd−1, dσ). This class of extremisers turns out to be larger than
the class of extremisers in Theorem 1.1; see the forthcoming Theorem 4.1 (this
result was independently obtained by Beckner in [1].).
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2. Proof of Theorem 1.1
Before proceeding with the full proof of Theorem 1.1, we enter into a few preliminary
remarks to explain how the class of extremisers can be seen to arise. It is natural to
expect that certain radial functions are amongst the class of extremisers for (1.1).
The Euler–Lagrange equation for (1.1) is
(2.1) R̂∗Rf(ξ) = λ(f)f̂(ξ)|ξ|2s
for almost all ξ ∈ Rd and for some constant λ(f) which depends on f . A calculation
shows that if f is radial then R̂∗Rf is a constant multiple of d̂σ and (2.1) implies
that f̂(ξ) is a constant multiple of
d̂σ(ξ)
|ξ|2s = (2π)
d
2
J d
2
−1(|ξ|)
|ξ| d2+2s−1 .
This argument shows that if radial extremisers exist then they necessarily have this
form, and one may show that such f are indeed extremisers by substituting into
both sides of (1.1) and calculating everything explicitly. Showing the uniqueness
of extremisers requires more work, and this will be established in the remainder of
this section.
We shall abbreviate L2(Sd−1, dσ) to L2(Sd−1) and we use the decomposition
L2(Sd−1) =
∞⊕
k=0
Hk ,
where Hk denotes the space of spherical harmonics of degree k. Let (λk)k∈N0 be
the sequence given by
λk = 2
1−2sΓ(2s− 1)Γ(k + d2 − s)
Γ(s)2Γ(k + d2 − 1 + s)
.
Also, let S : L2(Rd)→ L2(Sd−1) be the linear operator given by
Sg = RD−sg ,
where D =
√−∆. The adjoint operator S∗ : L2(Sd−1)→ L2(Rd) can be calculated
as
S
∗G = (| · |−sĜdσ)∨ .
Key to our proof of Theorem 1.1 is the following spectral decomposition of SS∗.
Theorem 2.1. Let d ≥ 2 and s ∈ (12 , d2 ). If k ∈ N0 and Pk is any spherical
harmonic of degree k, then
(2.2) SS∗Pk = λkPk .
The sequence of eigenvalues (λk)k∈N0 is a strictly decreasing sequence converging
to zero and consequently
(2.3) ‖S∗G‖2L2(Rd) ≤ λ0‖G‖2L2(Sd−1) ,
where the constant is optimal and equality holds if and only if G is constant.
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Proof of Theorem 2.1. First observe that, for ω ∈ Sd−1 we have
(2.4) SS∗G(ω) = 2−2sπ−
d
2
Γ(d2 − s)
Γ(s)
∫
Sd−1
G(ϕ)
|ω − ϕ|d−2s dσ(ϕ) ,
where we have used Fourier inversion and the formula
1̂
| · |d−ζ (ξ) = 2
ζπ
d
2
Γ(12ζ)
Γ(12 (d− ζ))
1
|ξ|ζ ,
for ζ ∈ (0, d), giving the Fourier transform of a Riesz potential. If k ∈ N0 and Pk is
a spherical harmonic of degree k, then it follows immediately from (2.4) and Lemma
5.1 from [3] that SS∗Pk = λkPk. Lemma 5.1 of [3] also says that the sequence of
eigenvalues (λk)k∈N0 is strictly decreasing to zero.
We may now write
SS
∗ =
∑
k∈N0
λkHk ,
where Hk is the projection operator L
2(Sd−1) → Hk. This means that for each
G ∈ L2(Sd−1) we have
(2.5) ‖S∗G‖2L2(Rd) =
∑
k∈N0
λk‖HkG‖2L2(Sd−1)
and (2.3) clearly follows, with equality when G ∈ H0; that is, G is constant. There
are no further cases of equality because if G is an extremiser then∑
k∈N0
λk‖HkG‖2L2(Sd−1) = ‖S∗G‖2L2(Rd) = λ0‖G‖2L2(Sd−1) =
∑
k∈N0
λ0‖HkG‖2L2(Sd−1)
and the strict decreasingness of (λk)k∈N0 forces HkG = 0 for k 6= 0. This completes
our proof of Theorem 2.1. 
By duality, (1.1) is an immediate consequence of (2.3). We now show how to use
the characterisation of extremisers in Theorem 2.1 to deduce Theorem 1.1.
Proof of Theorem 1.1. Writing f = D−sg, we have that f is an extremiser for (1.1)
if and only if
(2.6) ‖Sg‖2L2(Sd−1) = λ0‖g‖2L2(Rd) .
Also, f belongs to the span of | · |2s−d ∗ dσ if and only if g belongs to the span of
| · |s−d ∗ dσ, or equivalently, that g belongs to the span of S∗1, where 1 denotes
the constant function taking the value 1 everywhere. Thus, it suffices to show that
(2.6) holds if and only if g ∈ S∗(H0).
Firstly, if g ∈ L2(Rd) \ {0} is such that (2.6) holds, and if G ∈ L2(Sd−1) is given by
G =
Sg
‖Sg‖L2(Sd−1)
,
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then we have
λ0‖g‖2L2(Rd) = ‖Sg‖2L2(Sd−1)
= 〈Sg,G〉2L2(Sd−1)
= 〈g, S∗G〉2L2(Rd) ≤ ‖g‖2L2(Rd)‖S∗G‖2L2(Rd) ≤ λ0‖g‖2L2(Rd) .
This means G is an extremiser for (2.3) and hence G ∈ H0. Also, from equality
in the above application of the Cauchy–Schwarz inequality we know g and S∗G are
linearly dependent, which means g ∈ S∗(H0), as desired. Conversely, if g = S∗G
for some G ∈ H0, then from (2.2) we have Sg = λ0G, which implies
‖Sg‖2L2(Sd−1) = λ0〈Sg,G〉L2(Sd−1) = λ0〈g, S∗G〉L2(Rd) = λ0‖g‖2L2(Rd) .
Therefore g satisfies (2.6), as desired. 
3. Sharp trace theorems with angular regularity
We may easily generalise the arguments in the previous section to obtain certain
sharp trace estimates which allow the inclusion of angular regularity. To state our
results in this direction, it is necessary to establish some further notation.
We write −Λ for the Laplace–Beltrami operator on Sd−1 and use the well-known
fact that the eigenvalues of −Λ are k(k + d− 2) for k ∈ N0 and the corresponding
eigenspaces are Hk. Thus
−Λ =
∞∑
k=0
k(k + d− 2)Hk ,
where, as before, we use Hk for the projection from L
2(Sd−1) to Hk. The operator
Hk may be written as
HkG(ω) =
Nk,d
|Sd−1|
∫
Sd−1
G(ϕ)Pk,d(ω · ϕ) dσ(ϕ) ,
where Pk,d is the Legendre polynomial of degree k in d dimensions and
Nk,d =
(2k + d− 2)(k + d− 3)!
k!(d− 2)! .
Thus, we may homogeneously extend Hk to functions on R
d by setting
Hkg(x) =
Nk,d
|Sd−1|
∫
Sd−1
g(|x|ϕ)Pk,d( x|x| · ϕ) dσ(ϕ)
and, furthermore, we may define
θ(−Λ) =
∞∑
k=0
θ(k(k + d− 2))Hk
on either Sd−1 or Rd, for functions θ on [0,∞).
For appropriate functions θ, let Sθ : L
2(Rd) → L2(Sd−1) be the linear operator
given by
Sθg = R θ(−Λ)D−sg
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with adjoint operator S∗θ : L
2(Sd−1)→ L2(Rd) given by
S
∗
θG = (| · |−sθ(−Λ)Ĝdσ)∨ .
Of course, the operator S from Section 2 coincides with S1.
We also introduce the notation λk(θ) for the sequence given by
λk(θ) = 2
1−2sΓ(2s− 1)Γ(k + d2 − s)
Γ(s)2Γ(k + d2 − 1 + s)
|θ(k(k + d− 2))|2
for appropriate functions θ on [0,∞), and related index sets k and K by
k = {k ∈ N0 : λk(θ) = inf
ℓ∈N0
λℓ(θ)} and K = {k ∈ N0 : λk(θ) = sup
ℓ∈N0
λℓ(θ)} .
The following substantially generalises Theorem 2.1.
Theorem 3.1. Let d ≥ 2 and s ∈ (12 , d2 ). If k ∈ N0 and Pk is any spherical
harmonic of degree k, then
(3.1) SθS
∗
θPk = λk(θ)Pk .
Consequently, we have
(3.2) inf
k∈N0
λk(θ)‖G‖2L2(Sd−1) ≤ ‖S∗θG‖2L2(Rd) ≤ sup
k∈N0
λk(θ)‖G‖2L2(Sd−1) ,
where the constants are optimal. If infk λk(θ) > 0, then the extremisers for the lower
bound are precisely the nonzero elements of
⊕
k∈k Hk, and if supk λk(θ) <∞, then
the extremisers for the upper bound are precisely nonzero elements of
⊕
k∈K Hk.
Remarks. (1) The above statement should be interpreted appropriately in the sense
that if the index set k (respectively,K) is empty, then the lower bound (respectively,
upper bound) in (3.2) has no extremisers.
(2) It is an easy consequence of Stirling’s approximation that, for some constants
c(d, s) > 0 and C(d, s) <∞ we have
c(d, s)
(1 + k)2s−1
≤ 21−2sΓ(2s− 1)Γ(k +
d
2 − s)
Γ(s)2Γ(k + d2 − 1 + s)
≤ C(d, s)
(1 + k)2s−1
for all k ∈ N0. From this, for a given θ, one should expect to be able to easily verify
the hypotheses that infk λk(θ) > 0 and supk λk(θ) <∞ in Theorem 3.1.
Proof of Theorem 3.1. Since Sθ = θ(−Λ)S1, we obtain immediately from (2.2) that
SθS
∗
θPk = λk(θ)Pk. It follows that
(3.3) ‖S∗θG‖2L2(Rd) =
∑
k∈N0
λk(θ)‖HkG‖2L2(Sd−1)
and the bounds (3.2) clearly follow. We also note here that if K = ∅ (respectively
k = ∅) then the upper bound (respectively, the lower bound) in (3.2) holds strictly
for G ∈ L2(Sd−1) \ {0}, and hence there are no extremisers. Despite this, it is easy
to see that the bounds are optimal in this case.
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In the case where K is nonempty, suppose we have equality in the upper bound, so
that
(3.4) ‖S∗θG‖2L2(Rd) = λk(θ)‖G‖2L2(Sd−1)
for any choice of k ∈ K. Then∑
ℓ∈N0
λℓ(θ)‖HℓG‖2L2(Sd−1) =
∑
ℓ∈N0
λk(θ)‖HℓG‖2L2(Sd−1) .
Since λℓ(θ) < λk(θ) whenever ℓ /∈ K, we have HℓG = 0 for ℓ /∈ K, and hence
G =
∑
ℓ∈KHℓG ∈ (
⊕
ℓ∈K Hℓ) \ {0} as desired. Conversely, it is clear that if
G =
∑
ℓ∈KHℓG then (3.4) holds. A similar argument shows that the space of
extremisers for the lower bound in (3.2) is precisely (
⊕
ℓ∈kHℓ) \ {0}. 
Sharp Fourier extension equivalences with angular regularity. Via an ap-
plication of Plancherel’s Theorem, as an aside, we note that the estimates in (3.2)
are equivalent to sharp lower and upper weighted L2-estimates for the Fourier ex-
tension operator G 7→ Ĝdσ, with a homogeneous weight, and incorporating certain
angular regularity given by θ. For certain natural choices of θ, one may simul-
taneously obtain infk λk(θ) > 0 and supk λk(θ) < ∞ so that (3.2) is a bona fide
equivalence. In fact, choosing θ(̺) = (1 + ̺)
2s−1
4 we obtain the following.
Corollary 3.2. Let d ≥ 2 and s ∈ (12 , d2 ). Then
(3.5) inf
k∈N0
λ˜k‖G‖2L2(Sd−1) ≤ ‖| · |−s(1− Λ)
2s−1
4 Ĝdσ‖2L2(Rd) ≤ sup
k∈N0
λ˜k‖G‖2L2(Sd−1) ,
where
λ˜k = (2π)
d21−2s
Γ(2s− 1)Γ(k + d2 − s)
Γ(s)2Γ(k + d2 − 1 + s)
(1 + k(k + d− 2))s− 12
and the constants infk λ˜k > 0 and supk λ˜k <∞ are optimal.
Remarks. (1) In Theorem 1.1 of [5], the equivalence of the quantities
‖| · |−s(1− Λ) 2s−14 Ĝdσ‖2L2(Rd) and ‖G‖2L2(Sd−1)
was established, but the optimal constants were not obtained.
(2) The sharp lower and upper bounds infk λ˜k > 0 and supk λ˜k < ∞ in Corollary
3.2, along with the associated space of extremisers, can be calculated more explicitly,
but it is not straightforward and the values of k ∈ N0 at which these extrema are
attained (if any) depends in a very delicate way on the dimension d and the relative
size of s to d. When d = 2, 3, we have
inf
k∈N0
λ˜k = lim
k→∞
λ˜k = 2
1−2sΓ(2s− 1)
Γ(s)2
and
sup
k∈N0
λ˜k = λ˜0 = 2
1−2sΓ(2s− 1)Γ(d2 − s)
Γ(s)2Γ(d2 + s− 1)
.
Also, in such dimensions, there are no extremisers for the lower bound, and constant
functions on Sd−1 are the only extremisers for the upper bound. For d ≥ 4 the
situation is rather more complicated and since this is not the main focus of this
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paper, we refer the reader to Theorem 2.1 of [4] where this information can easily
be extracted.
(3) We highlight one further very distinguished case where d = 4 and s = 1. Here,
one can show that λ˜k =
1
2 for all k ∈ N0 and hence (3.5) is the rather miraculous
identity
‖| · |−1(1− Λ) 14 Ĝdσ‖2L2(R4) = (2π)
d
2 ‖G‖2L2(S3)
for all G ∈ L2(S3).
Sharp trace estimates with angular regularity. We recall that
Sθg = R θ(−Λ)D−sg and S∗θG = (| · |−sθ(−Λ)Ĝdσ)∨ .
From Theorem 3.1 we may obtain the following sharp trace estimates which allow
the inclusion of angular regularity.
Corollary 3.3. Let d ≥ 2 and s ∈ (12 , d2 ). Then, for θ such that supk λk(θ) < ∞
we have
(3.6) ‖R θ(−Λ)f‖2L2(Sd−1) ≤ sup
k∈N0
λk(θ)‖f‖2H˙s(Rd)
where the constant is optimal and the space of extremisers is precisely the nonzero
elements of D−sS∗θ(
⊕
k∈K Hk).
Proof. The estimate (3.6) is an immediate consequence of the upper bound in (3.2)
and duality, so it remains to characterise the space of extremisers. For this, it
suffices to show that
(3.7) ‖Sθg‖2L2(Sd−1) = sup
k∈N0
λk(θ)‖g‖2L2(Rd)
if and only if g ∈ S∗θ(
⊕
k∈K Hk). When K is empty we know that there are no
extremisers for the upper bound in (3.2) and it follows that there are no g ∈
L2(Rd) \ {0} satisfying (3.7). Thus, it remains to consider the case where K is
nonempty, and we take any k ∈ K. If g ∈ L2(Rd) \ {0} is such that (3.7) holds,
and if G ∈ L2(Sd−1) is given by
G =
Sθg
‖Sθg‖L2(Sd−1)
,
then we have
λk(θ)‖g‖2L2(Rd) = 〈g, S∗θG〉2L2(Rd) ≤ ‖g‖2L2(Rd)‖S∗θG‖2L2(Rd) ≤ λk(θ)‖g‖2L2(Rd) .
This means G is an extremiser for the upper bound in (3.2), hence G ∈⊕ℓ∈K Hℓ;
moreover, g and S∗θG must be linearly dependent, which means g ∈ S∗θ(
⊕
ℓ∈K Hℓ),
as desired.
Conversely, suppose g = S∗θG for some G =
∑
ℓ∈KHℓG ∈
⊕
ℓ∈K Hℓ so that Sθg =
λk(θ)G by (3.1). Hence
‖Sθg‖2L2(Sd−1) = λk(θ)〈Sθg,G〉L2(Sd−1) = λk(θ)〈g, S∗θG〉L2(Rd) = λk(θ)‖g‖2L2(Rd)
and g satisfies (3.7). 
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Except for the case where θ = 1, the optimal constant in (3.6) is new. Recall that
the optimal constant when θ = 1 was found in [9], but no information regarding
extremisers was given. Thus, the characterisation of extremisers in Corollary 3.3 is
new in all cases.
4. Sharp trace theorem into Lp(Sd−1)
Let L(d, s) denote the space of complex-valued functions G on Sd−1 given by
G(ω) =
c
(1− x · ω) d2+s−1
for some c ∈ C \ {0} and x ∈ Rd with |x| < 1. This class of functions is precisely
the set of extremisers to the sharp Hardy–Littlewood–Sobolev estimate on Sd−1,
due to Lieb [8],
(4.1)
∫
Sd−1
∫
Sd−1
G(ω)G(ϕ)
|ω − ϕ|d−2s dσ(ω)dσ(ϕ) ≤ L(d, s)‖G‖
2
Lq(Sd−1) ,
where q = 2(d−1)
d+2s−2 and
L(d, s) = π
d−2s
2
Γ(2s−12 )
Γ(d2 + s− 1)
(
Γ(d− 1)
Γ(d−12 )
) 2s−1
d−1
is the optimal constant. Clearly L(d, s) contains the (nonzero) constant functions
on Sd−1 by taking x = 0.
Theorem 4.1. Let d ≥ 2, s ∈ (12 , d2 ) and p = 2(d−1)d−2s . Then
(4.2) ‖Rf‖2Lp(Sd−1) ≤ 21−2s
Γ(2s− 1)Γ(d2 − s)
Γ(s)2Γ(d2 − 1 + s)
(
Γ(d2 )
2π
d
2
) 2s−1
d−1
‖f‖2
H˙s(Rd)
for all f ∈ H˙s(Rd). The constant is optimal and equality holds if and only if
f =
1
| · |d−2s ∗Gdσ
for some G ∈ L(d, s).
Proof. Let C(d, s) be given by
C(d, s) = 21−2s
Γ(2s− 1)Γ(d2 − s)
Γ(s)2Γ(d2 − 1 + s)
(
Γ(d2 )
2π
d
2
) 2s−1
d−1
.
If q = 2(d−1)
d+2s−2 then it follows from (2.4), (4.1) and the duplication formula for the
Gamma function Γ(z)Γ(z + 12 ) = 2
1−2zπ
1
2Γ(2z), that
(4.3) ‖S∗G‖2L2(Rd) = 〈SS∗G,G〉 ≤ C(d, s)‖G‖2Lq(Sd−1) .
Here, the constant is optimal and G is an extremiser if and only if G ∈ L(d, s).
Since q′ = p, by duality, we get
(4.4) ‖Sg‖2Lp(Sd−1) ≤ C(d, s)‖g‖2L2(Rd)
and hence (4.2).
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It remains to characterise the extremsiers for (4.2). To do this, we follow the idea
of the proof of Theorem 1.1. First, if g is an extremiser for (4.4) then we define
G =
|Sg|p−2Sg
‖Sg‖p−1
Lp(Sd−1)
so that ‖G‖Lq(Sd−1) = 1 and
C(d, s)‖g‖2L2(Rd) = ‖Sg‖2Lp(Sd−1)
= 〈Sg,G〉2L2(Sd−1)
= 〈g, S∗G〉2L2(Rd) ≤ ‖g‖2L2(Rd)‖S∗G‖2L2(Rd) ≤ C(d, s)‖g‖2L2(Rd) .
Equality throughout implies firstly that G is an extremiser for (4.3) and hence
G ∈ L(d, s). Secondly, equality at the application of Cauchy–Schwarz forces g and
S∗G to be linearly dependent. So, if g is an extremiser for (4.4), then g belongs to
the image of L(d, s) under S∗.
Now we show that such g are indeed extremisers for (4.4). So, suppose g = S∗G for
some G ∈ L(d, s). Since G is an extremiser for (4.1), in particular, it satisfies the
corresponding Euler–Lagrange equation, which one can check is
(4.5)
∫
Sd−1
G(ϕ)
|ω − ϕ|d−2s dσ(ϕ) = λ(G)|G(ω)|
q−2G(ω) ,
where
λ(G) =
1
‖G‖q
Lq(Sd−1)
∫
Sd−1
∫
Sd−1
G(ω)G(ϕ)
|ω − ϕ|d−2s dσ(ω)dσ(ϕ) .
Using that G is an extremiser for (4.1), we obtain
λ(G) = L(d, s)‖G‖2−q
Lq(Sd−1)
and therefore, by (2.4), we have
(4.6) SS∗G(ω) = C(d, s)‖G‖2−q
Lq(Sd−1)
|G(ω)|q−2G(ω) .
Using (4.6) we have
‖Sg‖2Lp(Sd−1) = ‖SS∗G‖2Lp(Sd−1) = C(d, s)2‖G‖2Lq(Sd−1)
and using that G is an extremiser for (4.3), it follows that g is an extremiser for
(4.4), as desired. 
The exponent p = 2(d−1)
d−2s in Theorem 4.1 cannot be improved in the sense that R is
not a bounded operator from H˙s(Rd) to Lp(Sd−1) for any p > 2(d−1)
d−2s . This can be
seen, for example, by showing that q ≥ 2(d−1)
d+2s−2 is necessary for (4.3) by testing on
the so-called Knapp example (where G is a characteristic function of a small cap
on the sphere).
Lieb’s sharp Hardy–Littlewood–Sobolev inequality (4.1) and characterisation of
extremisers (along with the well-known characterisation of extremisers for Ho¨lder’s
inequality) is more than enough to prove Theorem 1.1, since Theorem 4.1 is a
stronger result via an application of Ho¨lder’s inequality. Our argument to prove
Theorem 1.1 in Section 2 is based on Theorem 2.1 which is perhaps more natural if
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one wishes to consider the classical trace theorem H˙s(Rd)→ L2(Sd−1), since it is a
slightly more direct approach and readily permits the generalisations in Section 3.
Interestingly, a key aspect of the proof of Theorem 2.1 and the proof of Lieb’s
inequality (4.1) given in [7] is that integral operators on the sphere with kernelsK(ω·
ϕ) diagonalise with respect to the spherical harmonic decomposition of L2(Sd−1),
and the eigenvalues are explicitly computable via the Funk–Hecke formula. The
argument in [7] leading to (4.1) is, unsurprisingly, more involved than the argument
required to prove Theorem 2.1, which follows almost immediately from the Funk–
Hecke formula. Also, such a diagonalisation property and the Funk–Hecke formula
were important ingredients in fundamental work of Beckner [2] and the very recent
and elegant argument of Foschi [6] where the optimal constant and extremisers were
identified for the Stein–Tomas extension estimate L2(S2)→ L4(R3) for the Fourier
extension operator G 7→ Ĝdσ associated to the sphere in R3.
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