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INTRODUCTION 
This paper is devoted to the following problem. Let R be any ring with 
identity and let V and U be two finite free modules over R, rank V/= 17, 
rank U = m. 
In the affine space 
a = Hom(U, I’) x Hom(V, U) 
consider the variety of pairs (vi, q2) of maps 
qll: v-t u, 
tJ*: u+ v 
Call W such variety. If we choose bases B(V) = {a,,..., a,], B(U) = 
v i ,..., b,} for each module, we can identify W with the variety of pairs of 
matrices (Y, x) with entries in R, X being an m X n matrix, Y an II X m 
matrix, such that 
x. Y=Omx, 
Y.X=Onxm. 
Now let A’ be the coordinate ring of the affine space a of dimension 
2(m x n), i.e., the polynomial ring R [X,, Yji], i = l,..., m, j = I ... n and 
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B = R [ W] the reduced coordinate ring of W and let Z be the ideal in 2 
generated by the elements 
k=l 
i, j= 1 ..- n, 
2 YikXkj, i, j= 1 *GO m. 
k=l 
Now let W(k,, k,) be the subvariety of W consisting of matrices M, , M2 
such that rank Mi < ki, where k,, k, are such that ki < min(n, nz). If 
I(k,, k,) is the ideal generated by Z and the determinants of the minors of X 
(resp. Y) of size k, + 1 (resp. k, + 1) and B(k,, k?) is the reduced coordinate 
ring of W(k,, k,), we want to prove that B(k,, k,) rx/Z(k,, kZ), i.e., the 
equations of the varieties W(k,, k2) are given, 
Moreover it is shown that such varieties, whenever the ring R is 
Cohen-Macaulay and normal and k, + k, < min(n, m), are Cohen- 
Macaulay and normal. Such results are obtained in the following way. 
In Section 1, Young tableaux are used to give an explicit basis for x/Z, i.e., 
the basis of the so-called “special standard double tableaux.” Using 
combinatorial methods, it is obtained that the ideals involved are reduced. 
In Section 2, the coordinate ring of W(k,, kz) is interpreted as Hodge 
algebra, i.e. as an algebra with straightening law, and the results in [ I] are 
used to get the Cohen-Macaulayness of our varieties. Finally we use Serre’s 
criterion for normality [2] to prove normality in all cases except when 
n = m = k, + k?. In this last situation we briefly obtain normality using 
Hironaka’s criterion [ 3 ]. 
Such results represent a generalization of the work on the variety of 
complexes [4] and moreover they have quite a useful interpretation in the 
case k, + k, = min(n, m). 
As a matter of fact, under this assumption we can think of the variety 
W(k,, k?) as the conormal bundle of the determinantal variety of n X m 
matrices of rank < k, . 
Such a statement is explained in the following way. By the conormal 
bundle N” in this case we mean the Zariski closure in the cotangent bundle 
to the space of all matrices, of the conormal bundle N to the smooth part 2 
of the determinantal variety. 
So, if A is an n x m matrix of rank k,, i.e., a point of 2, then B E N*, i.e., 
is on the fiber of A, N*(A), if and only if AB = 0 and BA = 0. 
To prove this we proceed as follows. N*(A) is the annihilator of the 
tangent space in A, T(A), this being the set of matrices B such that 
rank(A + EB) < k, (mod E*). 
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I claim that T(A) = L, + L,, where L, is the space of matrices B such 
that Im B G Im A and L, is the space of matrices C such that Ker C 2 Ker A. 
As a matter of fact, it is clear that L, + L, G T(A). On the other hand, the 
dimension of T(A) equals the dimension of the determinantal variety on 
Spec R, which in our case is (n + m - k,)k, [5]. 
But dimL,=nk,, dimL,=mk, and dim(L,nLz)=k:. so that 
dim(L,+L?)=dimT(A),giving T(Aj=L,+L2. 
So, as N*(A) is formed by all m x n matrices B such that Tr(BX) = 0 for 
X E T(A) and we have just shown that T(A) = L, + L1 3 we get that N*(A) = 
N, nN,, N, being formed by all matrices B such that Tr(BX) = 0 for 
X E L, and N, being formed by all matrices B such that Tr(BX) = 0 for 
XE Lz= 
Now let BA = 0. This means that Ker B 3 Im A. But then Ker B 2 Im X 
foranyXEL,,andsoBX=OandTr(BX)=O. 
Vice versa, suppose there exists w E Im A such that B(w) = L’ # 0. 
Let S be a complement of (w). Define X by setting X(v) = w and X(s) = 0 
for all s E S. Such X belongs clearly to L, and ‘ds E S, BX(s) = 0. 
BX(tl) = c, so that Tr(BX) = 1, and this means that B 66 N1, a contradiction. 
So ifBA#O,B&N,. 
In an analogous way, one can see that AB f 0 u B 66 N,. So 
B E N*(A) o BA = 0 and AB = 0. 
I. THE EQUATIONS OF THE VARIETIES W(k,,k2j 
For all the definitions and basic properties concerning Young diagrams 
and tableaux, the reader can refer to the introduction of [6]. 
Let us now introduce the following notation The symbol 
will denote the determinant of the minor of the matrix X= (X,,) (resp. of the 
matrix Y = (Y,,)) if k = n (if k = nr), whose rows are those of indices i, . + ’ i, 
and whose columns are those whose set of indices is the complement 
(hi < ..= < h,} taken in order, in (1 ... n} (resp. {l ..b m}) of the set of 
indices P= {J; ---j,;,} (re_sp. J= {A . ..j.-,}) times (-I)‘, t being the sign 
of the permutation (5, ... J,-,h, ... h,) (resp. (J; m..jnr-sh, ... h,)). 
In order to use the symbol (+) in an easy way, we are going to write it 
with the following compact expressions: 
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where I = (ir . . . i,) and j = (j, --- j,-,) in the first case and .?= (j, .- - j,,-,) 
in the second case. 
Moreover, if M = (m, ,..., m,.) and A = (A r ,..., A,), then we shall denote the 
determinant of a minor whose rows (resp. columns) are those of indices 
Cm ,,.**, m,, 2, v-*-3 A,) in the given order by 
[MUA 1.Q (resp. [I 1 ST(M U A)]). 
Now we shall write any element in z/I as a linear combination of “special 
standard’double tableaux,” where the following is meant. 
Consider the tableaux 
c**> Ty = (H; ( K;) = (H’ ) IV’)~ 
j,, . . . . . . . . . . jsmeh, 
where 1 <irr<m and 1 < j,,<n in (*) and 1 <irr<n and 1 < jrr<m in 
(**)a 
We can associate to (H 1 K),, (H’ ) K’)v polynomials in x which we shall 
write as follows. 
respectively, 
TX (resp. Ty) will be called “standard” if both the tableau H, and the 
tableau kX (resp. H, and zU), where 
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are standard. 
By abuse of notation, whenever it is convenient, we shall write (H I Kj, or 
(H 1 IQ instead of (H, 1 K,) and (Hr 1 K,). 
Now suppose TX and Ty are double tableaux. We can associate to TX and 
T, the “special double tableau” 
where S= (sr, s,), sr = # boxes in H, s2 = # boxes in K. 
By the “special double shape C,” of the above object, we mean the pair of 
shapes associated to the given double tableau, together with the pair of 
indices S= (s, , sz). 
Remark. Vice versa, given a double tableau of such kind, the polynomiai 
is fully determined because sI and s2 are known. 
We now state the following. 
PROPOSITION 1.1. Each element in A/I can be written as a linear 
combination of “special standard double tableaux.” 
Proof. The argument of 1.4 in [4] can be carried out in this case with 
obvious adjustments. 
As before, let W(k,, k2) be the subvariety of W consisting of matrices 
M,, M, such that rank Mj < ki, i = 1, 2, and let B(k,, k,) be its reduced 
coordinate ring. 
What we need to show now is the following. 
PROPOSITION 1.2. The special standard double tableaux TX,u, such that 
the length of the longest row in H is less or equal to k, and the length of the 
longest row in H’ is less or equal to k,, are linearly independent in B(k, 9 k&. 
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Remark. Before proving Proposition 1.2, we note that from it we 
immediately get 
PROPOSITION 1.3. B(k,, k2) rz/I(k,, k2). 
Proof of Proposition 1.2. In order to get linear independence, it is enough 
to prove it over the rationais. So, from now on, let R = Q. 
Observe that on W(k,, k2) we have a natural action of the group 
G = GZ( v) x GI( U) defined as follows. 
Given (M, , M,) E W(k,, kJ, (g,, g,) E G, we define 
(+> (go, ‘Y,wf,?M,) = (go~&‘~ kofg;‘). 
It is clear that (+) also belongs to W(k,, k2), so the action of G on W 
induces an action of G on B(k,, k,). We shall consider B(k,, k,) as a 
representation of G. 
Let us recall for a moment some well-known facts on the representation 
theory of GZ(n). 
Let B c GZ(n) be the Bore1 subgroup of lower triangular matrices and let 
w, .** w, be the fundamental weights with respect to B. 
Let w=C~=iciwi, cjEZ+. 
Then it is well known that there is a unique irreducible polynomial 
representation 9 of G,(n) whose maximal weight is Wand whose dimension 
is equal to the number of standard tableaux whose shape o has c, rows of 
length n, c,-, rows of length II - 1, c,-~ rows of length n - 2, and whose 
entries are integers from 1 to n. 
Furthermore, given any irreducible representation w of G/(n), 
Vr 9 @ Lh, where Lh = deth, n is any integer and the maximal weight of 
W is w + ~94’~. 
Since every irreducible representation for G is a tensor product of an 
irreducible representation for GZ( V) times an irreducible representation of 
G/(U), we immediately get that the number of special double standard 
tableaux of a given special double shape L2; = (oO, a,) is equal to the 
dimension of the representation 9(X) = y(o,) 0 9(0,), whose maximal 
weight is w” + I.v’, ).vi, i = 0, 1, being the maximal weights of 9(ui), i = 0, 1. 
Notice that B(k,, k2) is naturally bi-graded, that each special double tableau 
is a homogeneous element and that two special double tableaux with the 
same special double shape have the same bi-degree. In fact each special 
double tableau is a product of determinants of the matrix X and determinants 
of the matrix Y and such determinants are clearly homogeneous and of bi- 
degree (0, z) or (z, 0), where z is the size of the minor, so that the degree of a 
special double tableau is a sum of the bi-degrees of those various deter- 
minants. 
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Let I?@,, Ic& be the homogeneous component of bidegree S = (sr , sz) of 
B(k, , kJ. Then the dimension of B(k,, k,), is < D, where D is the number of 
special standard double tableaux 
We call such special double tableaux “admissible” for k, 3 k,, and the 
special double shape “admissible” for k,, k,. 
By the above remark, D is the sum of the dimensions of the represen- 
tations of G whose special double shape I; is admissible for k, , k,. 
Let us now fix such a special double shape, Z = (oO, or). 
Let T be the correspondent special double tableau obtained by the two 
double tableaux 
where 
are the canonical tableaux [6] of the given shapes. Let K be the maximal 
torus in G which is the product of the maximal tori of diagonal matrices, gP 
i= 1, 2 in GE(V) for i= 1, G/(U) for i= 2. 
Then it is straightforward to see [6] that T is a weight vector for 5 whose 
weight up to an invertible character of G is equal to the maximal weight of 
Y(Z). So, if we show that there exists a point P E W(kl, k2) such that 
T(P) # 0, then B(k, , k2) will contain a copy of the irreducible representation 
whose dimension is equal to that of Y(X) and since two special double 
shapes have nonisomorphic corresponding representations, this will impIy 
that dim B(k, , k,) > D. 
Since we have already observed that dim B(k,, k2) < D, this will imp!y 
our claim. 
The weight of the vector given by (,*) is 
1 
w(al) w(az) (det, az)#& 
If s is the length of the longest row in ;I,, take the point P = (M,, M?), 
where 
I = (k, - 1) x (k I - 1) identity matrix, 
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and 
I= (k, - 1) x (k, - 1) identity matrix; 
then clearly P E FV(k,, k,) and by computation of determinants, we get that 
T,(P) f 0 for each special double shape Z. 
2. PROPERTIES OF THE VARIETIES W(k,,kJ 
In this section we shall prove that when k, + k, < min(rz, m) and R is 
Cohen-Macaulay and normal, then the variety W(k,, kz) is Cohen- 
Macaulay and normal. 
Let us first recall some general facts from [I]. 
DEFINTION 2.1. Let H be a finite set. A “monomial” ,&? on H is an 
element of iNH. If -4’ and JP are monomials, then the product is defined by 
(i&X’)(x) = J(x) + J’(x) for x E H. 
We say that ~9~ divides ~7 if J’(X) <J(X) for all x E H. 
An “ideal of monomials” is a subset .Z c klH such that .,z%? E .Z and 
;Ir E R\l” imply J&Y E Z. A monomial ,4? is called “standard” with respect 
to Z, if,&&Z. 
A “generator” of an ideal C is an element of Z which is not divisible by 
any other element of X. The set of generators of ,Z is finite, as can be seen, 
for example, by regarding .Z as a set of m&indices, defining an ideal 
generated by ordinary monomials in a polynomial ring. If A is a com- 
mutative ring and an injection ~1: H + A is given, then to each monomial J 
on H we may associate &&) = n,,, am’“’ EA. One usually identities 
H with p(H) and writes J E A for &4) E A. 
Now if R is a commutative ring, A a commutative R-algebra, H a finite 
partially ordered set with an injection ~1: H-+ A, and C an ideal of 
monomials on H, we call A a “Hedge-algebra” (or algebra with straightening 
law) governed by Z and generated by p(H), if the following axioms are 
satisfied. 
Hodge 1. A is a free R-module admitting the set of standard monomials 
(with respect to C) as a basis. 
Hodge 2. If ,/tr E Z is a generator and 
is the unique expression for JV E A as a linear combination of distinct 
standard monomials generated by Hodge 1, then for each x E H which 
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divides J and each J<fl-,i there is Yd+*,i E H which divides -&7q.j and satisfies 
Y_p-,i < x. 
The relations (*) are called the “straightening relations” for A. 
We say that Z or A is “ordinal” if C is generated by the products of the 
pairs of elements which are incomparable in the partial order on H. 
Now let A be an ordinal Hodge algebra; that is. we assume C = C,. 
DEFINITION 2.2. (1) An element J E H is a ‘icover” of an element x E Ip 
if s < ~1 and no element of H is properly between x and J’. 
(2) H is “wonderful” if the following condition holds in the poset 
H U (-co, co} obtained by adjoining least and greatest elements to H; if 
y 1 ) y2 < z are covers of an element x, then there is an element y < z which is 
a cover of both y, and JJ*. 
Suppose now A is graded by positive integers in such a way that R has 
degree 0 and each x E H is homogeneous of degree >O. 
In [ 1 ] it is shown that 
PROPOSITION 2.3. If A is a gruded Hodge algebra and H is wonder-L’, 
then A is Cohen-Macaulay. 
We now go back to our case. Fixed the integers II and m, consider the 
variety W(k,, k,) and its coordinate ring B(k,, k,). Let H(k,, k:) be the 
subset of B(k,? k,) consisting of elements [I (& and [I ijk)- defined in 
Section 1, such that 1 II <k,, for [Il.&, and 111 <k,, for [IIJ],, 
Call [I / .& “an element of type X’ and [I / jly “an element of type Y.” 
We introduce a partial ordering on H(k,, k,) in the following way: 
DEFINITION 2.4. We say that 
if the tableau 
is standard, while 
if 
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is standard. Moreover, [I ] J^], is never <[I’ ] 31 Y and 
P IJq,< nfl, 
if 
is standard. 
As in [4] and using the results of Section 1, we immediately get 
PROPOSITION 2.5. For integers k, < n, k, < m, B(k,, kJ is a graded 
Hodge algebra on H(k, , kJ. 
Therefore, in order to get Cohen-Macaulayness, we have to prove the 
following: 
PROPOSITION 2.6. H(k, , k,) is wonderful. 
Proof: If k, or k, = 0, there is nothing to prove, because in this case 
wonderfulness is shown in [ 11. 
Let now k, or k, > 1. The minimal element of the poset H(k,, k2) is 
[nl L2 ... m - l]r, while the maximal element is [m 1 1, 2 ... n - 11,. 
Therefore the fact that H is wonderful will follow if we prove that, given 
d E H(k,, k2), and F%i,, gz that cover the same element d in H(k,, k2), there 
exists a unique g3 covering g, and gz such that if ,u > g,, gzF then ,u >, g3. 
If EF = [I (&, as any element in H(k,, k,) which is >[[I] .& is still of 
type X, then we get our statement simply because we have it for H(k,, 0) 
[l]. So now let K=[Z]j], and [Zjj],=[i, ...i,IJ;...jm.~S]Y, 
1 <i, < .*a <i,<n, s<k,, m-s>m-k,>k,. In order to carry out the 
proof of Proposition 2.6 we want to give the following two results. 
LEMMA 2.7. Given [i, ... i, ( j, ... j,-,lY and [I) & > ET, then 
[zl~l,~[~,...~k,14,...4n-k,].u=~~~~ 
where q, . . . qn-k, is te maximal subsequence with n -k, elements out of 
{I *.. n 1 and containing {i, a.. i,\. (Such a subsequence is easily seen to be 
uniquely determined.) 
ProoJ Let [Z/j],=[t,...t,Iti,...li,_,],h~k,. As 
[I) & > [iI ... i, / J; a.. j,-,I, s ,<k,, 
we have 
and 
SO 
and 
but then 
as 
because of n - h > 17 - k, and the supposed maximality. 
LEMMA 2.8. If (T, p cover 6, then 6 = d (resp. 12 = 5) or Cr and p cover 
g and 6 # ,ri. If R and 0 cover LT, then L? covers Lq and 0. ’ 
Proof. The proof is an easy consequence of the definition of H(k,, k2) 
and therefore we leave it to the reader. 
Let us now go back to the proof of 2.6. Suppose first that K,, gz covering 
& are of type Y. In this case, as the subposet formed by the elements of type 
Y is well known to be wonderful [ 11, there exists g3 of type Y covering 
gi. gz and such that if ,u > gI, Kz;, y of type Y, ,u > C3, where K3 is the 
unique element covering & and gz. 
Using Lemma 2.7 we see that if p is of type X and ,K 2 Kr, Kz;, then P > ES 
and F1, but then, from the first part of Lemma 2.8, we get that ,D > g3 > E-X ~ 
Now Iet gI be of type X and gz of type Y. From Lemma 2.7 it follows that 
~,=&?andif~>~r,~z,then~isoftypeX. 
So E? > gz > 5, = Z as follows immediately from -Lemma 2.7. 
Furthermore, since d covers 8, Lemma 2.8 implies that also Kz covers &;: 
and therefore we take & = gz. 
Finally we can state 
THEOREM 2.9. If k, + k2 < min(n, m), the variety W(k,, k2) is Cohen- 
illacaulay. 
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We are now left with the proof of the normality of the variety W(k,, kJ 
when li, + kz < min(n, m). 
For this purpose we first observe that amongst the pairs of matrices A, B 
in W(k,, k,) such that AB = 0, BA = 0 and such that rank A < k,, 
rank B < k, , the dense open set P of matrices A, B such that rank A = k, and 
rank B = k, is smooth, being an orbit under the action of GI( V) X GZ(U). So 
in order to use Serre’s criterion for normality [2], we must prove that the 
complement of P has dimension <dim W(k,, k,) - 2. 
But as the complement of P is W(k, - 1, k,) U W(k,, k, - l), we have 
reduced ourselves to comparing the dimensions of W(k, - 1. k,), 
W(k,, k2 - I), with the dimension of W(k, 7 k,). 
In order to make this computation, we give a general formula for the 
dimension of such varieties. 
PROPOSITION 2.10. Let h, k be such that h + k < min(n, m). Then 
dim W(k, , k2) = [rz + m -,(h + k)](h + k). 
ProoJ: As above, let P be the dense open set of pairs of matrices A, B 
such that rank A = h, rank B = k. Then it is clear that dim W(h, k) = dim P. 
Any matrix A such that rank A = h is a point of the determinantal variety of 
n x m matrices; therefore such point depends on (n + m - h) . h parameters. 
Fixed A, consider Ker A and Im A and choose B such that AB E P. This 
means that KerA 3 Im B and KerB s ImA and rank B = k. This is the 
same as giving a linear map 
B’: lV/Im A -+ Ker A 
of rank k. But dim( w/Im A) = m - h, while dim Ker A = n - h. The deter- 
minantal variety of matrices of rank < k has dimension 
c*> [(n - h) + (m - h) - k]k. 
Thus summing up we obtain dim P, i.e., 
dim P = (n + m - h) . h + [(n - h) + (m - h) - k]k 
= [n + m - (h + k)](h + k). 
So we have that 
(**I dim W(h, k) = [n + m - (h + k)](h + k). 
Using (**) for W(k,-1, k2) and W(k,, k, - 1) we see that both these 
varieties have dimension 
(“1 [n + m - (k, + kz - l)](k, + k, - 1). 
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We now make the following computation: 
[M + m - (k, + k,)](k, + k2) - [n + m - (k, + k, - i)](k, + k? - 1) 
= n + m - 2k, - 2k, -t 1 
and 
n t m - 2k, - 2k, + 1 > 2 o n + m - 2(k, + k2) > 1. 
Therefore we have normality, by Serre’s criterion, in all cases, except when 
(“> n + m = 2(k, + k,). 
If this is the situation, suppose II <m (obviously we get analogous 
conclusions if n > m). 
Clearly (“) stands if and only if n = m and k, + k, = II. (We can clearly 
assume k, > 1 (resp. k, > i], since otherwise W(0, n) ]resp, W(n, O)] is an 
affrne space, hence trivially normal.) 
In order to go through the last case, we use Hironaka’s criterion for 
normality [3]. 
Consider the element 
t=[nl 12.=.n-- l]EB(k,,kz), 
i.e., the function on W(k,, k,) whose value up to sign on a poim 
(A, B) E W(k,, k,) is the (n, n)-entry of B. 
LEMMA 2.11. B(k,, kJ(f) is reduced. 
Proof By our description in Section 1 of the basis for B(k, , k3) formed 
by the special standard double tableaux, it follows that for any special 
standard double tableau T, the product T. t is also a special standard double 
tableau, so that the ideal generated by T has a basis formed by the special 
standard double tableaux containing t. This implies that B(k, , kz)/(t) is itseif 
an algebra with straightening law: hence B(k, , k,)/(t) is reduced [I ]. 
In order to be as clear as possible, in the following lemma we shall write 
,B(k,, k,, nj instead of B(k,, k2) and R W(k,, k,, M) instead of W(k,, k,), in 
order to point out that we are considering maps between free R-modules, Y 
and U, of rank n. 
LEMMA 2.12. Let B=,B(k,,k,,n)[l/t], k,+k,=n. Then BE 
,,B(k,,k,- l,n- l), where R’=R[Y,,, .m. Y,,+,, Y,*,.~’ Y,l-I,nr~, l/t]. 
Proof: Let (X, Y). X= (Xii), Y= (Ye), i= 1 ..- n, j= 1 ... n, he the 
generic point of -n’(k,, kz, n) = W(k,, k,, n) - {t = 0). 
481:75;2-!h 
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There exist [6, 7] g,, g, E Gl(n, R’) such that if 
g= kl5 &> 
then (X, Y)” = (g,Xg;‘, g, Yg;‘) with the property 
g,Yg,‘= (‘d y), 
where Y’=(Yb), i=l...n-1, j=l...n-I, is an (n-l)X(n-1) 
matrix. Furthermore, as XY = 0, YX = 0, we have that 
(8, yg;‘)(lM..;‘) = g,(Wg;’ = 0 
and 
(&a;‘xg, J%‘> = khGwk;L = 0; 
therefore the last row and the last column of g,Xg; r are both identically 
zero: 
It is also clear that rank Y= k, - 1 and rank X= k,. 
Therefore we get an epimorphism 
~:.,B(k,-l,k,,n-l)-t~. 
v, is readily seen to be an isomorphism. 
We can now state the following. 
PROPOSITION 2.13. If n = m, k, + k2 = n, W(k,, k2) is normal. 
Proof: By induction on n. If n = 0, there is nothing to prove. So assume 
the proposition true for n - 1. But then using the fact that R’ is normal, we 
get that B is normal. Since by Lemma 2.11, t generates a radical ideal, we 
have by Hironaka’s criterion that B(k, , k,) is integrally closed. 
So we can finally state the following. 
THEOREM 2.14. If k, + k, < min(n, m), the variety W(k, , k,) is normal. 
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