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Abstract
Cell transition data is obtained from a cellular phone that switches its
current serving cell tower. The data consists of a sequence of transition
events, which are pairs of cell identifiers and transition times. The focus of
this thesis is applying data mining methods to such data, developing new
algorithms, and extracting knowledge that will be a solid foundation on
which to build location-aware applications.
In addition to a thorough exploration of the features of the data, the
tools and methods developed in this thesis provide solutions to three distinct
research problems. First, we develop clustering algorithms that produce a
reliable mapping between cell transitions and physical locations observed by
users of mobile devices. The main clustering algorithm operates in online
fashion, and we consider also a number of oﬄine clustering methods for
comparison.
Second, we define the concept of significant locations, known as bases,
and give an online algorithm for determining them. Finally, we consider
the task of predicting the movement of the user, based on historical data.
We develop a prediction algorithm that considers paths of movement in
their entirety, instead of just the most recent movement history. All of
the presented methods are evaluated with a significant body of real cell
transition data, collected from about one hundred different individuals.
The algorithms developed in this thesis are designed to be implemented
on a mobile device, and require no extra hardware sensors or network
infrastructure. By not relying on external services and keeping the user
information as much as possible on the user’s own personal device, we
avoid privacy issues and let the users control the disclosure of their location
information.
Computing Reviews (1998 ) Categories and Subject Descriptors:
I.5.3 [Pattern Recognition]: Clustering—Algorithms, Similarity
measures
I.6.4 [Simulation and Modeling]: Model Validation and Analysis
H.2.8 [Database Management]: Database Applications—Data mining
iii
iv
General Terms: Algorithms, Experimentation
Additional Key Words and Phrases: Mobile and ubiquitous computing,
cellular data, state transition sequence, route prediction,
online algorithms
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C H A P T E R 1
Introduction
Cell-based location data makes it possible to determine locations thatare significant to users, and to predict future locations. A mobile phone
communicates wirelessly with a base station, usually with the one that is
physically closest to it. The area covered by the base station is known as a
cell. The phone can be handed over to another cell and its base station; this
occurs, for example, when the phone is moved outside its current cell. We
call this event a cell transition, and exploring data from such cell transitions
is the main focus of this thesis. Our goal is to use data mining methods to
extract useful knowledge from this data, and to provide a robust foundation
for location-aware applications.
This chapter begins with an overview of location data, of which the
current serving cell is but one type. We describe several kinds of location
data and methods used to collect such data, and then discuss a number
of applications that utilize location data. We then proceed to give a brief
overview of ContextPhone, the system that was used to collect the data
that is used in the experiments in this thesis. The closing section of this
chapter describes the goals, scope and contributions of this work.
1.1 Location Data
Giannotti and Pedreschi [30] define the term mobility data mining as “the
analysis of mobility data by means of appropriate patterns and models
extracted by efficient algorithms.” This field can be regarded as a step in
geographic knowledge discovery process, which begins with data acquisition
and ends with the validation and assessment of the results. Our focus is on
spatiotemporal data, which is associated with a certain location and certain
time. (For background information on general data mining methods, see
the book by Hand et al. [35]; for spatiotemporal data mining in particular,
the survey by Nanni et al. [70] covers current research trends.)
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Figure 1.1. Paths between three separate locations, in presence of
(a) partially overlapping cells, or (b) a fixed coordinate grid.
We will use the term location data for the part of mobility data that
directly concerns positioning. Using a mobile phone generates other types
of data, such as details of calls and text messages, but we will mostly ignore
them. However, even this apparently simple term can stand for different
things, as not all location data is based on physical coordinates.
Location data that does not include coordinates is called landmark-based,
which means that the “location” is defined by staying in the vicinity of some
recognizable object, such as a cellular base station, a wireless access point
or Bluetooth-enabled device. The situation is illustrated by Figure 1.1(a),
which shows a number of overlapping cells and paths between locations. As
the cells are defined by the coverage of the base station radio signal, and as
this signal can be blocked by terrain or other obstacles, the cell boundaries
are only approximate. The overlapping cells also provide redundancy, which
can be necessary to better handle network congestion.
Because of such circumstances, cell transitions can occur more or less
unpredictably. For example, when the person in the figure leaves home, the
current cell could be either 1 or 2. If we assume the trip then proceeds
with constant velocity along the marked path and sample the current cell at
regular intervals, we might still obtain a sequence such as 11121232333 . . . ,
where the actual movement is mixed with spurious cell transitions. This
makes it difficult to determine the actual physical movement based on the
sequence, and indeed, Trevisani and Vitaletti [92] find that cell data is
not sufficiently accurate for positioning purposes because of these inherent
characteristics. (We discuss this topic in detail in Chapters 2 and 3.)
On the other hand, a coordinate-based system, such as the Global
Positioning System (gps) [45], gives us physical coordinates, including
latitude and longitude. For some applications less precise coordinates are
enough, and we could discretize the coordinates to some predefined grid, as in
Figure 1.1(b). The location data stream now uses grid coordinates and looks
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like (9, 1), (9, 2), (8, 1), . . . , which appears to be much easier to work with—
why would we want to use landmark-based data at all? The answer is that
cell information (and other landmark data) is readily available, requires no
additional hardware investment neither for consumers nor service providers,
and for many applications this kind of location data suffices [23]. Google,
for example, announced in November 2007 broad support for cell-based
positioning [32].
gps-enabled devices have certainly become more common, and a number
of (generally higher-end) mobile phones now feature gps. However, ordinary
gps receivers have a long start-up time (a clear signal path is required
for up to a minute in order to retrieve satellite information) and tend to
draw relatively large amounts of battery power. Most importantly, gps only
works outdoors, and in urban areas, buildings can shadow the satellite signal
even when one is outside. In fact, many applications that use gps, such as
the comMotion system by Ashbrook and Starner [7, 8], equate the loss of
signal with being indoors. When learning locations from gps data, they
specifically look for this situation to find potentially important locations.
Marmasse and Schmandt [64] treat the gps signal in a similar fashion.
gps coordinate readings are typically clustered to determine meaningful
locations. Ashbrook and Starner used k-means clustering on the coordinates;
Zhou et al. [98] argue for density-based clustering, which can better detect
irregularly-shaped clusters. Kang et al. [43] propose a “sensor-agnostic”
method that can use any kind of landmark-based or coordinate-based data.
These are then incrementally clustered using timestamps.
There have been various efforts to combine different kinds of location data.
Assisted gps [21, 45] works by combining gps with cell-based positioning,
typically by installing a gps receiver in the base station. End-user devices
can query the base station (where lack of visibility and battery consumption
are not issues) for gps coordinates. This coordinate data can be used
instead of or in conjunction with normal gps; however, support from the
network infrastructure is required. A multitude of other technologies exist
for obtaining location data, ranging from the use of wireless access points
to extensive end-to-end systems; for surveys, see [30, Chapter 3] and [94].
The Place Lab system, developed by LaMarca et al. [10, 54], is based
on the idea that any device can listen to radio signals from various radio
beacons, such as mobile base stations or Wi-Fi access points. A device
simply needs to have a listing of such “fingerprints” and their physical
coordinates. For example, in Figure 1.1 there would exist a mapping of
cell 3 to coordinates {x = [5 . . 7], y = [1 . . 3]}. Taking into account all the
observed fingerprints (and their signal strengths) will allow quite precise
positioning. Of course, a pre-existing mapping is called for, and creating
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such a mapping requires considerable effort. Chen et al. [13] study the
mapping of gsm cells to coordinates by covering an area by car, observing
visible cells and at the same time tracking their gps coordinates. Using
the resulting data with the Place Lab system, they report an accuracy of
about 100 meters in downtown, slightly less in residential areas. Weighting
with radio signal strength and utilizing multiple network providers further
improves the accuracy. Although the system appears useful, the initial cost
and work involved probably prevents it from becoming commonly deployed.
The fingerprints, however, can be useful on their own, without any
coordinate information. Hightower et al. [39] present BeaconPrint, which
allows one to say that a certain place should be remembered, and to enable
the system to recognize that place again in the future by matching beacon
fingerprints. In this way, it is possible to create semantic locations, such
as “home,” “work,” or “coffee shop.” Such locations are meaningful to the
person or persons who created them, and possibly to their social circle.
In summary, location data can mean a number of different things,
including physical coordinates and landmarks. It is also possible to combine
different kinds of data to obtain, e.g., better precision or coverage. The
present work is based on gsm cell data, which can be obtained easily,
without additional hardware investment and without active support from
the network operator. We will use the term “recognizing locations” to stand
for the process of moving from low-level location data to something that
would be meaningful to a human user of the system.
1.2 Applications
Already in 1991, Mark Weiser [96] described a vision of ubiquitous computing,
where computers are woven into “the fabric of everyday life until they are
indistinguishable from it.” A decade later, Satyararayanan [83] listed some
of the technological challenges that were preventing Weiser’s vision from
becoming reality. In both of these articles the idea is that people would
carry some sort of a device that would interact with computers that were
embedded in the environment: personal and public spaces, buildings, and
so forth.
At present, such wide-scale deployment of intelligent embedded compo-
nents has not happened, but people certainly do carry a computing device
with them: a mobile phone. Indeed, Abowd et al. [1] argue that the smart-
phone (that is, a programmable mobile phone) is in fact the first ubiquitous
computing platform. Accordingly, many location-aware applications make
use of mobile phones. The following is a brief listing of some representative
applications; see [38] for more.
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Other people can be interested in one’s location; giving them access to
this information is known as social disclosure of place. The information that
is disclosed could be semantic (“home”) or coordinate-based (“Zurich”), and
one can usually control both the access to this information and its precision.
ContextContacts [74, 75] is an example of a system that makes this possible.
It augments the familiar address book of the mobile phone with location as
well as various cues, such as phone profile and the number of nearby people;
such cues can be used, e.g., to determine whether a person is likely to be
able to answer a phone call. Smith et al. [88] describe a disclosure system
that additionally allows one to explicitly tell others that “I’m here.” Both
of these systems use the current cell to determine user location.
There are a number of privacy issues and questions that arise from place
disclosure. Who can see my location? If I query someone’s location, will that
person know I made the query? Can people lie about their whereabouts?
Consolvo et al. [15] explore the reasons why and to whom people disclose
their location, and what aspects of their location they are willing to reveal;
Raento [80] discusses the inherent privacy issues and design decisions in
depth. Interestingly, many systems tacitly assume that a person’s location
is the same as the location of one’s mobile phone, which may not always be
true. A study by Patel et al. [76] shows that it is usually possible to train a
classifier to determine whether the phone is with its owner, but that the
appropriate classifier features vary widely with each person.
Location-awareness is also desirable in applications without social aspect.
For example, vehicle navigation devices that use gps are widely used, and
location-aware guides have been used or proposed for many other settings.
Another application type is location-dependent reminders [63, 89], where
one can leave reminders to oneself, to be triggered on arrival to or departure
from a certain place. For example, one could set the reminder “buy bread”
to appear later in the day when one passes a grocery store.
Liao et al. [56, 57] propose algorithms that combine the recognition of
significant locations from gps data with activity recognition. Activities are
modes of behavior such as staying at home, traveling by car, sleeping, or
shopping. The proposed application is a public transportation assistant that
can learn the user’s typical routes and then use the recognized activities
to distinguish between modes of transport such as walking or riding a bus.
The system is thus able to monitor the travel and alert the user if the trip
deviates from the expected model. Algorithmically Liao et al.’s approach is
more sophisticated than many other systems cited here, employing relational
Markov networks (a type of conditional random field model). However, such
complexity can preclude the implementation of the system on currently
available mobile devices, which are still resource-constrained.
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Outside the sphere of personal applications, location data has been
used, for instance, in logistics applications, such as managing containers in a
seaport [17], or traffic planning [36]. Another important class of applications
is mobility prediction, which refers to attempting to determine where a
(moving) object moves next, given historical data about its movement. For
example, in Figure 1.1(b), the person currently located in cell (7, 2) will most
probably move either to cell (6, 2) or to cell (8, 1), depending on the direction
of movement. Being able to predict the mobility of cellular phone owners is
important to network operators, who can prepare for smooth hand-overs by
preallocating resources in the cell where the phone will probably move next.
While algorithms related to recognizing locations tend to use some
clustering variant, mobility prediction needs to deal with trajectories of
movement. This can be done in several different ways. In many cases,
locations are represented as points in a fixed grid (see Figure 1.1), although
the coordinate discretization can lead to problems of its own [42]. The
concept of movement itself can be treated in several ways. Liang and Haas
[55] employ a stochastic Gauss-Markov process (a Markov process with
a normally distributed velocity adjustment term) to model several means
of movement, and Karimi [46] superimposes a predefined “road network”
on top of the spatial map and then uses a discrete Markov model. Also
frequent sequence mining (on sequences of grid coordinates) [97] and neural
net classifiers [60] have been applied to the problem.
1.3 ContextPhone and Reality Mining
ContextPhone [81] is a set of software components that runs on mobile
phones equipped with Symbian∗ operating system and Nokia S60 smartphone
platform.† It is meant to be a prototyping platform, on top of which various
context-aware services can be built. While the latest versions are functional
enough to be genuinely useful to end users, ContextPhone was begun as a
context data gathering and logging tool.
The current serving cell tower was one piece of context information that
has been available from the beginning. Besides the current cell, Context-
Phone can track, among other things, phone usage (calls, call attempts,
text messages, active applications), physical location via gps (if a gps
receiver is available), and surrounding Bluetooth devices. Since the software
architecture is extensible, new sensor types can be added relatively easily.
The software is also robust enough that it can be downloaded to a phone,
∗ http://www.symbian.com
† http://www.s60.com
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launched once and then essentially forgotten. We are thus able to collect
a continuous stream of context data for extended periods of time. Since
the normal use of the phone is not affected, users do not have to alter their
behavior in any way.
The unobtrusiveness of ContextPhone has been an enabling feature for
social networking research. This research investigates how people commu-
nicate and interact with each other, and how groups and teams form and
behave. Where previously such research required someone to physically
observe people (a task with obvious shortcomings), now it is possible to
give people mobile phones equipped with software such as ContextPhone,
collect context logs from the participants, and then analyze the data.
Such research was undertaken at mit Media Lab under the “Reality
Mining” project [24, 25]. About one hundred test subjects, mostly students
and faculty personnel, joined the project and were loaned smartphones with
ContextPhone installed. Although the emphasis of the project was on ana-
lyzing social networking, for our purposes the most important contribution
was that the dataset, including cell transition data for 95 subjects, was made
available.∗ Many other types of information (call logs, nearby Bluetooth
devices, applications used) can be found in the dataset, but in this work
the emphasis is solely on the cell transition data. We have also included
three additional datasets collected locally: the result is a dataset of 98 cell
transition sequences with cellular operators on two continents. This is “the
dataset” we will use for testing the algorithms developed in this thesis. The
properties of the dataset are described in detail in Chapter 2.
ContextPhone and its commercial successor, Jaiku,† have also utilized
the online clustering algorithm that is developed in Chapter 3.
1.4 Contributions and Organization of the Thesis
There are three main research questions addressed in this thesis:
1. How to recognize coherent and meaningful locations from gsm cell
transition data? How to accomplish this in an online fashion and with
few resources, so that the location discovery can run continuously on
a mobile device?
2. Out of all locations discovered, how to automatically determine the
locations that could be semantically important to the user?
3. How to predict the movement of the user, based on historical data?
∗ The dataset is available at http://reality.media.mit.edu/download.php.
† http://www.jaiku.com
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As we saw above, recognizing meaningful locations has been investigated
by many others, as has movement prediction, in context of mobility pre-
diction. However, our approach is novel in several respects. Our location
recognition algorithm can run on mobile phones with little memory and
processing power. This both makes the system easy to deploy and protects
the user’s privacy: no data need to leave the user’s device without explicit
consent. When it comes to movement prediction, we aim to predict the ulti-
mate destination instead of merely the next cell. For example, in Figure 1.1,
if a person left home and is currently in cell 2, the next-cell prediction could
be “3.” Instead, we would answer either “Office” or “Library,” depending
on past behavior.
The validity of all of our algorithms has been tested on the Reality
Mining dataset, consisting of 98 people with divergent patterns of movement
and behavior. We can be reasonably confident that the algorithms and
parameter choices presented in this thesis will work with people from varying
backgrounds. Our mobile learning algorithms are intended to provide value
immediately, or at least within a few days of use. A theoretically superior
method that requires weeks of training data is not very useful in practice.
∗ ∗ ∗
The rest of this thesis is organized as follows. Chapter 2 introduces
the mathematical model for cell transition data, then presents the Reality
Mining dataset in detail, discussing various statistics and properties the
data possesses. Chapter 3 shows how we can incrementally find meaningful
locations by presenting an online clustering algorithm for cell data. We also
propose a numeric score function to evaluate the goodness of a clustering.
A preliminary version of the online algorithm was published in Pervasive
2004 conference [53], but the version here is substantially different, and the
evaluation of the algorithm is also new. Chapter 4 considers clustering from
a different, oﬄine perspective, to further validate the performance of the
online algorithm by comparing it to well-known, established methods.
Chapter 5 introduces “bases,” locations where the user stays for long
periods of time, and gives a method for determining them. The definition
of a base was originally published in [53]; the entire discussion of “base
stays” and the experiments is original work. In Chapter 6 we consider the
prediction of the next base when the user is traveling between bases. We
present an algorithm that is based on clustering whole paths between bases.
An early form of this algorithm was published by the author [52], but many
of the details have changed since the original publication. The evaluation of
the algorithm is also greatly expanded. Finally, Chapter 7 concludes the
thesis.
C H A P T E R 2
Cell Transition Sequences and Graphs
This chapter describes the fundamental concepts used in the analysisof cell transition data. We will first introduce state sequences and the
associated state transition graph. The methods developed in this work are
applied to a set of real-world data obtained with the ContextPhone platform;
this dataset and its properties is presented in detail in this chapter.
2.1 State Sequences and Graphs
2.1.1 State Sequence
We begin with a formal definition of a state sequence, which serves as an
abstraction for a series of cell transitions.
Definition 2.1. A state sequence (or just “a sequence”) is a pair (S, S), where
S is a set of states and S is a finite, time-ordered series of state transitions:
S =
〈
(s1, t1), (s2, t2), . . . , (sn, tn)
〉
. (2.1)
Here si ∈ S and ti ∈ R for all i = 1, 2, . . . , n. We also require that si 6= si+1
and ti < ti+1, when i < n. The length of the state sequence is |S| = n.
We often abbreviate a sequence (S, S) as S, unless it is important to
know the specific set of states S. To refer to the ith state transition in
the sequence we use notations Si and S[i]; the symbols si and ti refer to
the state and occurrence time of Si, respectively. We will write s ∈ S to
mean that there exists an index i such that si = s. A string-like notation
S = s1s2 . . . sn can be employed when the focus is on the states and not
on the times at which transitions occurred. Finally, the term event is a
synonym for a state transition; in other words, Si is the event of observing
a transition to state si at time ti.
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The intuition behind Definition 2.1 is that a sequence enters the state s1
at time t1 and remains in that state until time t2, when it enters some other
state s2. The restriction si 6= si+1 means that no state transitions back
to itself. The second restriction ti < ti+1 excludes equivalence, because a
state that would last for zero time is essentially meaningless and would be
ignored. A state sequence is always (with exception of gaps, discussed in a
moment) in some state, defined as follows:
Definition 2.2. Let S be a sequence. The state of the sequence at time t is
stateS(t) =
{
si | arg max1≤i≤n{ti ≤ t}
}
. If t < t1 or t > tn, the state is
undefined.
A subsequence of a sequence S can be thought as a subset with ordering;
and a window is a subsequence whose items are consecutive in S. We have
the following definition:
Definition 2.3. Let S be a sequence of length n. A window S[i . . j] is a state
sequence that consists of the consecutive state transitions Si, Si+1, . . . , Sj .
The length of the window is
∣∣S[i . . j]∣∣ = j − i + 1. A sequence S′ is a
subsequence of S, denoted by S′ v S, if S′ = 〈Si1 , Si2 , . . . , Sim〉, where
1 ≤ i1 < i2 < · · · < im ≤ n.
For most of the time in this work the states si ∈ S are cell identifiers,
and the events are cell transitions. However, the interpretation of a sequence
as an ordered set of transitions remains unchanged: if Si = (si, ti), the user
entered cell si at time ti, and implicitly stayed in that cell until the next
event Si+1 occured. The state of the sequence at time t is, in this context,
called the current cell; according to Definition 2.2, this is just the last cell
that occurred before time t.
In gsm networks a cell tower is identified by a series of four numbers
(mcc,mnc, lac, cellid), forming a hierarchical namespace [26]. The mobile
country code (mcc) and mobile network code (mnc) identify the cellular
operator; the local area code (lac) and the cell code (cellid) are assigned by
the operator for their network. Since the structure behind the numbers is
not public, little useful information can be retrieved from this cell identifier
hierarchy. For this reason, among others, we will treat the identifiers s ∈ S
as if they were completely opaque. The only assumption is that |S|  |S|:
the sequence length can be much larger than the number of distinct cell
identifiers.
A special identifier λ is the gap symbol. Gaps occur when the data
stream is interrupted for some (unplanned) reason, and the gap symbol
is a placeholder for the missing data. If the sequence is S = 〈. . ., (si, ti),
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λ, (si+1, ti+1), . . .〉, the gathering of data was interrupted at some time
ti < t < ti+1. Gap symbols do not have an associated time, since the exact
time t is unknown. We only know that the duration of the gap is at most
ti+1 − ti. This means that the data does not indicate how long the state
remains si after time ti. Even if si+1 = si, it is risky to assume that the
state was unchanged. It may be marginally acceptable if ti+1 − ti is very
short, but the safest choice is to let the state be undefined for the entire
interval (ti, ti+1). Since gaps break the implicit adjacency relation, the effect
of gaps in algorithms is that the partial sequences separated by gaps are
treated as they were distinct sequences. Gaps unfortunately occur often
enough (from a few to a few dozen gaps per thousand events in sequences
studied in this work) that they cannot be entirely ignored.
Another detail that would complicate our algorithms is boundary condi-
tions, that is, handling the beginning and the ending of a sequence. Most
sequences of interest are rather long, and for ongoing data gathering there
is no definite end to the sequence. With this is mind, we will ignore the
existence of sequence boundaries. In the few algorithms where they matter
one can assume that a gap symbol λ is placed at the beginning and at the
end of the sequence. In order to avoid needless clutter we will often omit
both gap and boundary checking when discussing algorithms. Such checks
are simple to add when needed.
In an online setting a cell transition sequence grows as new events occur.
In principle the sequence could grow forever, or at least long enough to
exhaust available memory to store it. Since we want to retain the state
sequence on the phone, the issue of memory use needs to be addressed.
Even if there were plenty of memory, it would make little sense to keep a
precise log of all cell transitions. Instead of having a “frozen” snapshot,
represented by the full state sequence S, our approach is to process the
sequence incrementally. This means that state transitions are observed as
they occur, and it is not possible to “peek into the future.” Accordingly, we
will retain only a history of h most recent events
Hh(S) =
〈
(sn−h+1, tn−h+1), (sn−h+2, tn−h+2), . . . , (sn, tn)
〉
(2.2)
for some appropriate value of h. Of course, some information from older
events is kept as well, but it will be transformed and condensed from the
original format.
If s is a state in a sequence S, it is interesting to study the context
where s appears. There are two kinds of contexts: the spatial context (the
previous and the next state, for example) and the temporal context (what
states can occur within time t after state s occurred, or how often we usually
stay in state s).
12 2 Cell Transition Sequences and Graphs
Definition 2.4. Given a sequence S = s1s2 . . . sn, the occurrence or index set
of state s is IS(s) = { i | si = s for i = 1, 2, . . . , n }. When the sequence S is
clear from context, we use the simpler notation I(s). The size of I(s) is the
support of the state s, and the (relative) frequency of s is fr(s) = |I(s)|/n.
We can speak of the probability of a state s, which can be understood
in the frequentist sense as the frequency fr(s) when |S| → ∞.
Definition 2.5. The k-reachable states from position i are defined as Rk(i) =
{ si+j | j = 1, 2, . . . , k }. The k-reachable states from state s are Rk(s) =⋃
i∈I(s)Rk(i).
We could define “k-preceding states” in an analogous way. These sets are
not extended across gaps, as mentioned above. For example, if S = abcbebλf ,
then R2(b) = {b, c, e} does not contain state f . A state can belong to its
own set of k-reachable states only when k > 1.
Definition 2.6. The set of states that can be reached from position i in time
∆t is R∆t(i) =
{
si+j | j ≥ 1 and tj − ti ≤ ∆t
}
. The ∆t-reachable states
from state s are defined as R∆t(s) =
⋃
i∈I(s)R∆t(i).
Definition 2.7. The arrival time distribution for state s is the set of times
when a transition to this state occurred: Arr(s) = { ti | i ∈ I(s) }. The visit
or stay time distribution Stay(s) = { ti+1 − ti | i ∈ I(s) } records how long
the sequence was in state s before a transition to some other state occurred.
The mean of the stay time distribution has special notation:
θ(s) = 1|Stay(s)|
∑
t∈Stay(s)
t , (2.3)
or, if Stay(s) is empty, we let θ(s) = 0.
Example 2.8. Consider the following state sequence, which will be used
several times in this thesis as a running example:
S =
〈
(a, 1), (b, 5), (c, 8), (b, 13), (d, 15), (e, 20), (b, 21), λ,
(d, 30), (e, 34), (d, 37), (e, 40), (d, 42), (f, 48)
〉
.
(2.4)
Now the arrival time distribution of state b is Arr(b) = {5, 13, 21}. The
stay time distribution of b is Stay(b) = {2, 3}, because the third occurrence
of b is before a gap, so its duration is unknown. From state d we can
reach in one step states e and f , hence R1(d) = {e, f}. On the other hand,
R∆t=10(d) = {b, d, e, f}. uunionsq
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2.1.2 Some Graph Theory
Before considering how event sequences correspond to graphs, it is useful to
review some definitions from graph theory. The notation is mostly standard,
and follows Diestel’s textbook [19]. Since what follows is essentially just a
long list of definitions, we will omit definition numbers in this section.
A graph is a pair G = (V,E), where the elements of set V are the vertices
(or nodes), and the elements of set E are the edges of the graph G. To refer
to the vertices and edges of some graph G, we can write V (G) and E(G),
even if the sets themselves have other names.
Unless otherwise specified, graphs in this work will be undirected and
weighted, so edges are unordered pairs of vertices E =
{ {u, v} | u, v ∈ V }.
An edge {u, u} is called a self-loop. We will also write u−−−v if and only if
{u, v} is an edge of some graph. The weight of an edge {u, v} is denoted
by ω({u, v}) ∈ R. The number of vertices |V (G)| is the order of the graph,
also written as |G|, while the number of edges |E(G)| is its size.
The vertices Γ(v) = {u ∈ V | {v, u} ∈ E } form the neighborhood of v,
and vertices v and any u ∈ Γ(v) are neighbors. The degree of a vertex is the
number of neighbors it has, deg(v) = |Γ(v)|. The set of all vertex degrees
of a graph forms the degree distribution, leading to quantities such as the
maximum degree ∆(G) = max{ deg(v) | v ∈ V } and the average degree
d(G) = 1|V |
∑
v∈V
deg(v).
Suppose that u and v are two vertices, and that the graph contains
edges u−−− v1−−− v2−−− · · ·−−− vk−1−−− v. These edges form a path p(u, v)
between u and v. The length of this path is |p(u, v)| = k. If there is no
shorter path p′(u, v) with |p′| < |p|, then k is the distance between u and v,
denoted by d(u, v) = k. If there is no path between the two nodes, we let
d(u, v) = ∞. A graph is connected if a path exists between each pair of
vertices. The maximum distance in the graph is the diameter, which we
define as follows:
diam(G) = max{ d(u, v) | u, v ∈ V and d(u, v) <∞}.
The conventional definition, it must be noted, does not include the condition
that distances be finite. This would make many of our graphs, which are
not connected, have infinite diameter. The above definition proves to be
more useful in practice. The average (connected) distance ad(G) is defined
similarly as the average distance over pairs (u, v) such that d(u, v) <∞.
If R ⊂ V is a set of vertices, then R can induce a subgraph GR = (R,ER),
where ER = { {u, v} ∈ E | u, v ∈ R }. The induced subgraph GR thus
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includes all the edges from E that have their both endpoints in R. We say
that degint(R) = |ER| is the internal degree of R. A related quantity is the
external degree
degext(R) =
∣∣{ {u, v} ∈ E | u ∈ R and v ∈ V \R }∣∣, (2.5)
which is the number of edges leaving the vertex set R.
Let G = (V,E) be a graph with |V | = n > 1 and |E| = m. If m = (n2),
the graph is complete, having the largest possible number of edges. We
measure the relative number of edges in G with density
δ(G) = m
/(n
2
)
. (2.6)
For a subset R ⊂ V we define analogously the local density
δ(R) = degint(R)
/(|R|
2
)
; (2.7)
if R is a clique, that is, if the induced subgraph GR is complete, then
δ(R) = 1. A set consisting of a single node has no edges and thus its density
is zero. Finally, the relative density [84] is defined as
ρ(R) = degint(R)degint(R) + degext(R)
. (2.8)
Watts and Strogatz [95] introduced the clustering coefficient C(v) in
relation to their research on “small-world” networks. It measures how well
the neighbors of v are connected. Indeed, it is defined via the local density
of the neighborhood of v, so that C(v) = δ(Γ(v)). For a set R ⊆ V the
clustering coefficient is simply averaged over the vertices:
C(R) = 1|R|
∑
v∈R
C(v).
2.1.3 Transition Graph
The graph that corresponds to a state sequence is defined as follows:
Definition 2.9. A state sequence S = s1s2 . . . sn induces a transition graph
G(S) = (S, E), with states as vertices. The edges
E =
{ {si, si+1} | 1 ≤ i < n }
correspond to observed transitions, and the weight ω of each edge is the
number of transitions along that edge, that is,
ω({s, s′}) = ∣∣{ i | {si, si+1} = {s, s′} for 1 ≤ i < n }∣∣. uunionsq
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Example 2.10. The transition graph G = G(S)
shown in Figure 2.1 corresponds to sequence S =
5
2
a
b
cd
e
f
Figure 2.1.
A transition graph.
abcbdebλdededf . Except where marked, all edges
have weight ω = 1. We easily get the average
degree d(G) = 2 and the diameter diam(G) = 3.
Density of the graph is δ(G) = 6/
(6
2
)
= 25 . The
clustering coefficient is averaged over the nodes (in
alphabetical order) to yield C(G) =
(
0 + 1/
(4
2
)
+
0 + 1/
(3
2
)
+ 1 + 0
)
/6 =
(1
6 +
1
3 + 1
)
/6 = 14 . The local density δ(D) of the set
D = {d, e} is 1, and its relative density is ρ(D) = 1/(1 + 3) = 14 . uunionsq
2.2 Reality Mining Dataset
This section describes the dataset that is used in the experiments in this
work. The aim is to examine various aspects of the sequences and graphs in
order to understand what kind of data we will be studying. (See Section 1.3
on page 6 for background information on the dataset.)
2.2.1 Properties of the Data
We begin with Figure 2.2, which depicts a single transition graph. The
whole graph G, shown in the small inset, has an elongated shape (with
large diameter diam(G) = 217), but there are two very different regions
in the graph. The center region appears much more dense than the outer
areas. This is the graph that results from life in a city with a daily commute.
Within urban areas, cells are small and frequently overlapping, and this
results in many cells being observed even on relatively short trips. The thin
strands that extend from the core are weekend and vacation trips. Because
each of those destinations was visited only once or twice, the sequence
of cells is close to a simple path. Subsequent trips along the same route
would add some variation. Although this example graph is connected, many
transition graphs are not. Switching the phone off for the duration of a
flight, for example, can make the graph unconnected.
Although the portion of the graph shown in the main figure has only
about 30% of the nodes of the entire graph, it is definitely the most inter-
esting portion: it accounts for over 70% of all events in the sequence and
over 90% of total time during the five months in which the data in G was
being collected.
We can informally define the core G′ of a transition graph G in the
following manner. First remove all edges that have been traversed only once,
that is, have weight ω = 1. After this, choose the connected component C
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Figure 2.2. The core portion of a cell transition graph. All the strands at the
borders of the figure continue further. Infrequently traveled edges are shown in
gray. Nodes in the core graph are represented by solid black dots, other nodes by
hollow circles. The inset shows the entire graph, with the dense core in the center.
The graph was laid out with Graphviz software∗; the positions of the nodes bear
no relation to actual geographical locations.
of G that has the largest number of nodes. Finally, the core G′ is the induced
subgraph GC . This is illustrated in Figure 2.2, where nodes in the core
are drawn in black. We see that the core covers most of the dense center,
and extends somewhat along the strands. It may be that the definition is
perhaps a bit too simplistic; a better alternative could be to drop edges
whose weight is severely below the average for a node.
Obviously the relative size of the core depends on the specific user’s
traveling habits: people who did not make any long trips during the data
gathering period would be expected to have a core that covers most of the
transition graph. And similarly people who spent their time traveling would
have a relatively small core. The relative core size, in fact, varies quite a
∗ http://www.graphviz.org
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Figure 2.3. Time coverage of the cell transition dataset. On the vertical axis are
the users, sorted by the length of the period covered. Each dot shows how much
data was collected during a single 24-hour day, with darker dots indicating larger
coverage. The inset shows the distribution of total durations over the dataset,
with all gaps omitted. (Each bar shows the number of sequences in a half-month
period.)
lot, from 4% to 92%, with a mean of 32%. But even if core was very small,
a majority of time was spent within it. Over the entire dataset, the core
stay time average is 79%. Since most people spend most of their time in
very few places such as home and work, this result is unsurprising.
Statistics. There are 98 event sequences in the dataset, together containing
about 2.8 million state transition events. The number of events in a sequence
varies from 230 to over 80,000. One of the reasons for such large variety is
that the data was gathered for periods of very different lengths.
In Figure 2.3, the shortest sequence only covers three days, while the
longest contains events for a period of over ten months. The figure also
shows that gaps occurred frequently. Some gaps are very short: restarting
the phone takes only a few minutes. Some are longer, such as turning the
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Table 2.1. Statistics for some representative graph variables.
Statistic |S| |V (G)| |E(G)| nc ∆(G) d(G) ad(G) C(G)
Minimum 230 17 31 1 6 2 2 0.146
Maximum 80,732 3,142 5,492 12 60 7 317 0.622
Mean 28,807 1,065 1,869 3.6 31 3.8 48 0.292
Median 25,767 870 1,579 3 29 4 34 0.269
Std deviation 18,575 801 1,348 2.5 10 0.9 49 0.082
phone off for a night, for example; and there are also gaps that last for
months. Consequently, uninterrupted ranges of data are rather short. The
median of per-user longest time period without any gaps is just four days.
Ignoring short gaps (less than 10 hours) increases the median to about 19
days. Uninterrupted sequences of events that last for months are thus rare.
The sequence on the last row of Figure 2.3 covers a period of 310 days.
However, if we ignored gaps in the data and just summed all the stay times,
we would obtain a total time period of 205 days. Plotting the distribution of
such total coverage times for all sequences is shown in the inset of Figure 2.3.
We see that most sequences have at least a month’s worth of data, and that
extremely short sequences (less than two weeks) are a small minority.
Table 2.1 shows a number of statistics for the dataset, represented by
sequences S and their transition graphs G. The columns are, from left
to right, number of events in the sequence (|S|), number of distinct cell
identifiers (|V (G)|, as this is also the order of the transition graph G),
number of edges in G (|E(G)|), number of connected components in G (nc),
maximum and average degrees of G (∆(G) and d(G)), average connected
distance ad(G) and the clustering coefficient C(G).
In addition to the large variation in the sizes of sequences and graphs,
we can see that the number of connected components nc is fairly well con-
centrated around its mean of 3.6. As noted above, unconnected components
form, for example, by flying to a different location, which probably does not
happen very often with most people. The average degree d(G) is fairly small,
and also well concentrated. The reason for this is that the graph G models
a physical network of cells. A certain cell has a relatively small number of
neighbors; larger in congested areas, smaller elsewhere. Additionally, of the
transitions to these neighbors each particular user probably only observes a
subset. Of course, this is the average case: the maximum degree ∆(G) is
appreciably larger.
The graph distances also vary: the diameter of the transition graph
ranges from 4 to 856, with median of 204. The large diameters are a result
of most transition graphs resembling the elongated graph of Figure 2.2. The
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Table 2.2. Spearman’s rank correlation coefficient ρ for pairs of graph variables.
|S| Days |V (G)| |E(G)| δ(G) ∆(G) d(G) ad(G)
Days 0.850
...
...
...
...
...
...
...
|V (G)| 0.750 0.763 ... ... ... ... ... ...
|E(G)| 0.798 0.817 0.986 ... ... ... ... ...
δ(G) −0.714 −0.717 −0.989 −0.958 ... ... ... ...
∆(G) 0.480 0.529 0.447 0.510 −0.374 ... ... ...
d(G) −0.153 −0.092 −0.447 −0.347 0.533 0.212 ... ...
ad(G) 0.372 0.401 0.608 0.566 −0.640 0.272 −0.522 ...
C(G) −0.188 −0.248 −0.567 −0.480 0.632 −0.082 0.756 −0.592
general shape also affects the densities, which are typically very small. The
median density is just δ(G) = 0.0042. If we restrict our attention to the
core G′, the median density increases to δ(G′) = 0.02 and the diameter drops
sharply to diam(G′) = 24. This provides perhaps a better characterization
of the dataset, since long paths outside the core no longer distort the results.
Correlations. We can investigate how the quantities of Table 2.1 depend
statistically on each other by studying the pairwise correlations. Table 2.2
lists the Spearman rank correlation of various graph-related quantities.
Additionally, the variable “Days” denotes the number of (calendar) days in
the sequence on which data was gathered. Since we cannot assume there
is an underlying normal distribution with most of the variables here, the
Pearson’s linear correlation coefficient is not suitable to the task.
Most of the correlations are easy to explain: it is not surprising that the
sequence size |S| is correlated with number of days, for example. Similarly,
we see that gathering more data increases both the size and the order
of the graph. But density appears to decrease: as the size n and the
order m are almost linearly dependent, we see from definition (2.6) that
δ(G) ∝ m/n2 ≈ 1/n, so the density is inversely proportional to graph
size. Furthermore, dense graphs have large average degrees, relatively large
clustering coefficients, and small pairwise distances. But the amount of data
does not affect the average degree or clustering coefficient. These quantities
are probably more dependent on the individual movement patterns and the
cellular network of a particular person.
2.2.2 Movement Patterns
While the transition graph is useful for finding patterns in the spatial domain,
we can also look for regularities in the event times. In the next section
we discuss the time and stay time distributions of cells and groups of cells.
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Figure 2.4. Distance from home cell as a function of time. The gray areas
are weekends (Saturday and Sunday). Notice the logarithmic vertical axis.
Before that we will look at movement patterns. Suppose we fix an arbitrary
node u of the transition graph. If we let v(t) be the node where the user
is at time t, we can define the distance function du(t) = d
(
u, v(t)
)
, which
measures the distance to the fixed node u as a function of time.
A sample distance function is plotted in Figure 2.4 for a person P . Here u
was chosen to be a single cell visible at home. Values 1 or 2 of du(t) also
imply being at home, since u was only one of several cells associated with
this location. Person P ’s workplace is five steps from home, although this
is the shortest, and not the usual path distance between the two locations.
There appears to be a fairly regular daily pattern of leaving home in
the morning and returning in the evening. We also see that the figure
consists mostly of flat plateaus separated by nearly vertical transitions. This
happens simply because movement is usually rather brief. Out of 24 hours,
even an hour-long commute represents just four percent. There are also
several places where the distance seems to oscillate between 0 and 1. This
does not necessarily imply that P was moving, since any given location can
be served by several cells; we return to this topic in the next section.
Fourier analysis. To examine time-related patterns, we can use the Fourier
transform, which takes a function of time and transforms it into the frequency
domain (see, e.g., [79, chapter 12] for an introduction). Since the transform
is essentially a linear combination of trigonometric functions, we can find the
components with particularly large coefficients and see to which frequencies
they correspond. Figure 2.5 shows the Fourier transform of the distance
function for P , which was illustrated in Figure 2.4. However, a much larger
sample was taken, one that covered 39 weeks (80,000 sample points at
5-minute intervals, to be exact) instead of just five.
The transform of n discrete input values is a series of n/2 complex
numbers, and Figure 2.5 shows the amplitude of the first 370 Fourier
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Figure 2.5. Discrete Fourier transform of the distance data.
components, while the other 39,630 components form a rapidly decreasing
series. The first component is zero, because the input distance data was
transformed to have zero mean. Finally, as the output is discrete, the points
in the figure are joined with lines only to ease comprehension.
As expected, a prominent peak occurs with frequency that corresponds
to one day. Finding longer-term regularities proves to be difficult, since
the data has long periods of missing values. As Figure 2.3 shows, periods
of uninterrupted data gathering are rather short. The next interesting
cycle length would be one week, or frequency 0.144 day−1, and indeed there
appears to be a peak near that position. It is dangerous, though, to claim
existence of a true pattern based on this evidence. It can be that the problem
is only the lack of long-term data, but an equally plausible conclusion is
that—in case of person P , at least—there is no long-term cyclical behavior.
Despite this we see that the transition data can be broadly divided into
two classes. First are the plateaus, where the user stays (roughly) in the
same location. The majority of most people’s time is spent like this. And
second, there are quick transitions between plateaus. Moving from a place
to another takes a small portion of our time, but it is these portions that
are computationally the most interesting.
2.2.3 Cell Jitter
Sequences contained about one thousand distinct cells (see Table 2.1). The
frequency distribution typically has a power law distribution (with a negative
exponent), as a small number of cells account for most of the events, and
there is a large group of cells that rarely occurs.
In the dataset, the maximum frequency per sequence varies between 46
and 15,364, with median at 3,188. This can be contrasted with the median
average frequency, which is just 27. (See also Table 2.3 below on page 25.)
The extremely large variation in the maximum frequency is also exaggerated
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by the fact that longer sequences naturally produce larger frequencies.
Looking at the relative maximum frequency rm (which is for each sequence
the maximum cell frequency divided by the sequence length) we see that
rm varies from 5% to 45%, with median of 13%. In other words, more than
one tenth of sequence events come from a single cell. Taking into account a
few more cells, the data shows that on the average half of all events come
from under 9 most frequent cells. In the most homogenous sequence, it
takes just two cells to cover 50% of all events. The conclusion, illustrated
in Figure 2.6, is that while there are lots of events in the dataset, for the
most part it is the result of a small group of cells (such as one’s home and
workplace) repeating over and over again.
But there is also another cause for some large frequencies. Most locations
are covered by several cells, of which one (the primary cell) serves the user.
If the signal strength from the primary cell becomes too weak, or if the
primary cell experiences congestion, the phone can be handed over to some
secondary cell. But this does not necessarily improve reception—perhaps the
user was moving and the initial cell was only briefly shadowed, or perhaps
both alternatives have similarly weak reception. A new hand-over, possibly
back to the original cell, can thus happen very quickly after the first. This
whole procedure then repeats.
Such repeated hand-overs, which we call cell jitter, are very common.
We define cell jitter precisely as a reoccurrence of some cell s within a short
time τ . (The term reoccurrence implies that some other cell or cells were
observed between the two occurrences.) Recalling Definition 2.6 of reachable
states, we say that jitter occurs at position i if si ∈ Rτ (i). The jitter ratio
for a sequence is the ratio of positions where jitter occurs:
Jτ (S) =
1
|S|
|S|∑
i=1
[
si ∈ Rτ (i)
]
. (2.9)
(The Iverson bracket notation [P ] evaluates to 1 if condition P is true,
0 otherwise.) It turns out that with τ = 5 minutes, J(S) is 43% on the
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Figure 2.7. Frequencies of cells observed on a set of 137 trips between two fixed
locations. The white bars show the number of trips on which a certain cell occurs;
the cells are ordered according to this number. The medium gray represents the
actual number of occurrences, while the dark gray is the number of occurrences
after simple jitter correction.
average in the dataset. Although J(S) ranges widely, from 27 to 68 percent,
jitter forms an integral feature of cellular transition data, occurring in every
sequence of the dataset.
As a concrete example of the effects of cell jitter, let us take portions
of a certain sequence S so that we get a set T of subsequences, each of
which begins and ends at the same cell in S. The set T includes a total of
137 subsequences (or trips). The frequency distribution of cells is shown in
Figure 2.7. The lower portion (white bars) counts the occurrence of a cell
only once per trip, and the cells are ordered according to this count. We
see that there is a group of about dozen cells, all of which occur on all of
the 137 trips. Then there is a sharp drop to the tail portion, which consists
of cells that occur now and then or just a few times. Altogether, there are
102 cells that occurred at least once.
The original sequence was chosen so that we can be sure that each trip
was mostly linear in the physical world. In theory, we would expect to see
little or no repetitions of cells, but in reality, as we see from the actual
counts (medium gray), some cells exhibit much larger frequencies. Even
larger amounts of jitter and repetition occur with cells where people stay
for longer periods. If one’s home or workplace happens to be covered by
several cells, the phone can switch its primary cell hundreds times per day,
even if the phone never moves physically. However, hand-over times can
be arbitrarily long, which makes it sometimes difficult to distinguish jitter
from actual movement.
Cell jitter is an instance of noise in the data. Instead of a tidy linear cell
stream that would closely correspond to the route taken in the physical world,
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we have a sequence of events with jitter and where some cells sometimes
occur and sometimes do not. Noise increases greatly the information content:
in the above example of 137 trips between two fixed places, no two trip
sequences were exactly alike. Storing and learning such noisy information is
difficult and has little benefit. Removing jitter is a simple way to reduce
noise, as the category “jitter-corrected” in Figure 2.7 shows; this number
counts the number of occurrences of a cell, with jitter instances removed.
2.3 Jitter Adjustment
Suppose we have a state sequence S and we wish to compute the stay time
distribution Stay(s) for some cell s. In principle, it is straightforward to
implement Definition 2.7 by enumerating the index set I(s) and collecting
the stay times. (Of course, we need to ignore position i ∈ I(s) if si+1 is a
gap. Such checks will not be included in pseudocode algorithms to avoid
obscuring the discussion.)
But in presence of cell jitter, this may be a poor reflection of the actual
physical movement of the user. Consider the following example:
State:
Arrival time:
. . .
. . .
c
t1
d
u1
e
u2
. . .
. . .︸ ︷︷ ︸
t2−t1≤τ
c
t2
d
u3
f
u4
. . .
. . .︸ ︷︷ ︸
t3−t2≤τ
c
t3
g
t4
. . .
. . .
(2.10)
Since c reoccurs within the jitter threshold time τ , we will consider the
switching away from c to be jitter and ignore it. So there is only one
occurrence of c in this example: it was entered at time t1 and left at time t4.
But the occurrences of the other cells cannot be just ignored. For example,
if u3 − u1 ≤ τ , then cell d jitters, too. Thus at time t2 we can be effectively
in at least three cells, namely c, d and e.
Although at any given time only one state is “current,” the existence of
jitter indicates that the current state may not yield a complete description
of the effective location. As the previous example shows, a better view of
the current location is that it can be described by a set of cells instead
of a single cell. Jitter can be seen as a manifestation of this view, as the
phone keeps switching its current cell among equally good alternatives.
Our research problem then becomes to find a suitable representation for
(physical) locations and to accurately build the chosen representation from
low-level cell transition data.
Algorithm 2.1 shows how to compute the jitter-adjusted stay time
distribution Stay(s). We enumerate the index set I(s), and at each position
where s occurs we check the τ -reachable cells for another occurrence of s.
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Stay-Time-Distribution(S, s, τ)
Input: Sequence S, state s, and jitter threshold τ
Output: Stay time distribution of s
1 k ← 1, T ← ∅
2 while I≥k(s) 6= ∅ do  I≥k(s) def= I(s) ∩ {k, k + 1, . . . }
3 i← j ← min I≥k(s)
4 while s ∈ Rτ (j) at position j′ > j do
5 j ← j′
6 k ← j + 1
7 T ← T ∪ {tk − ti}
8 return T
Algorithm 2.1. Computing jitter-adjusted stay time distribution.
At line 7 the index i refers to the first (non-jitter) occurrence (such as t1 in
the above example) and index k is one past the last occurrence of c in this
group (this would be at t4 above).
Modifying line 7 to read “T ← T ∪ {ti}” computes the arrival time
distribution Arr(s) of cell s. In this case, |T | is the jitter-adjusted number of
occurrences of s; this is how the frequency after jitter correction in Figure 2.7
was computed. Table 2.3 shows the effect of this adjustment on frequencies
over the entire dataset. Roughly two thirds of the frequency of the most
often occurring cells was due to jitter; furthermore, this ratio was about
one half when all cells were considered.
Time distributions. The next step is to apply Algorithm 2.1 to some actual
cells and their time distributions. Cells A and B in Figure 2.8 show two
examples. Both are transient cells occurring on a route between home
and workplace. The distributions pictured are density estimates produced
by a Gaussian kernel; bandwidths of the kernel functions were selected
manually. Cell A is fairly representative. There is medium amount of jitter
(22%), so jitter adjustment is moderate, the result being very similar to
Table 2.3. Cell frequencies in the dataset, with and without jitter adjustment.
Original Jitter-adjusted
Statistic Maximum Mean Maximum Mean
Minimum 46 6 20 3
Maximum 15364 170 4216 74
Mean 3774 40 1298 17
Median 3188 27 1135 12
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the original distribution. The mean visit time θ(A) increases by about 20
seconds. However, cell B shows that the jitter-corrected distribution can
become quite different. Cell B jitters much more frequently (about 50%),
and applying the correction shows that the mean visit time is actually in
the vicinity of 1.5 minutes rather than the 19 seconds of the original data.
Jitter adjustment is appropriate when determining time distributions
of transient cells, but it has problems with places where the user stays
longer. The adjusted stay time distribution of cell C still has far too many
short-lived entries. Although the mean visit time has increased, the intuition
would be that for a workplace cell, the mean visit time should be on the order
of several hours. The problem is that although the jitter threshold τ needs
to kept fairly small (here 5 minutes) in order to not mistakenly assume very
short trips are jitter, jitter is not restricted to only such small timescales.
In case C the graphed cell was just one of a group that was visible at
work. While a majority of “visits” to this cell were extremely short, some
lasted for several hours, and occasionally the entire workday was spent there
with no cell transitions. However, with a fixed threshold τ , jitter correction
is unable to cope with this. The time distribution would be more accurate
if we grouped work-related cells into a single entity and then considered
this group as a whole, disregarding individual cells. Methods that work in
this way are considered in the next chapter.
C H A P T E R 3
Recognizing Locations
In this chapter we explore the idea that in cell transition sequencesthere is not necessarily a one-to-one correspondence between cells and
physical locations. Instead, a single logical location can be represented by
a number of cells. The goal in this chapter is to define a reliable mapping
between the cell identifiers and the physical location of the user. Having
such a mapping allows us to learn higher-level movement patterns of the
user, for example, to find frequently-visited locations.
We will discuss clustering methods for detecting locations. We first
define the cell clustering problem and then describe a numeric score function
that measures the goodness of a clustering. Then we proceed to give both
online and oﬄine clustering algorithms for location recognition. Finally, in
Section 3.5 we evaluate the proposed methods.
3.1 Cell Clustering
We saw above that in some situations the phone may jitter between two or
more cells. When this happens rapidly, jitter adjustment can be used to
smooth it out, but longer-term oscillation remains a problem. We should
likewise recall that as a result of jitter adjustment, the phone can be
considered to be in several cells simultaneously.
Clustering is a framework we can use to tackle these issues, by letting
some groups of cells form clusters. Cell transitions that occur within a
cluster can then be ignored, without regard to the cell transition rate. This
enables us to treat clusters as representatives of locations. Clustering has
two further major benefits: we get rid of undesirable cell jitter, and storing
a clustered sequence typically occupies only a small fraction of the space
required for the original sequence.
Before giving a formal definition of cell clustering, we list some features
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and requirements that a good cell clustering method should have:
• A cell clustering is local, in the sense that cells that are clustered are
typically neighbors in the transition graph. Locality also implies that
clustering decisions made in one site of the transition graph have no
effect on clustering in some other site. The number of clusters is not
specified beforehand, as it is in many global clustering methods.
• Clusters should be small enough so that no useful information is lost,
but large enough to minimize the effects of jitter.
• Clustering should be online, that is, to evolve with time as the transi-
tion graph changes.
Definition 3.1. Let (S, S) be a state sequence with states S, and assume
we are given a set of clusters F = {C | C ⊂ S }. Clusters partition S:
first, we have C ∩ C ′ = ∅ for all C,C ′ ∈ F such that C 6= C ′; and second,⋃
C∈F C = S. Clusters consisting of a single state are called singletons.
A clustered sequence Ŝ is a state sequence that is unambiguously pro-
duced from its base sequence S by mapping each si ∈ S to the cluster Ci
that contains it, and then removing all except the first of adjacent identical
elements Ci.
A clustered sequence is thus a state sequence where we generalize the
state space to include collections of states. That is, it has the form
Ŝ =
〈
(C1, t1), (C2, t2), . . . , (Cn, tn)
〉
.
A state s can remain unclustered (in which case it is a singleton {s}, or “one-
item cluster”). Clustering algorithms are not required to return singleton
clusters explicitly, as they can be trivially added, if needed.
Formally, the elements of F are sets, even when they are singletons.
However, as a notational convention, we will often omit the braces from
singletons; that is, we write s ∈ F instead of {s} ∈ F.
Example 3.2. As special cases of Definition 3.1, there are two trivial (and
generally uninteresting) clusterings, namely F =
{ {s} | s ∈ S } and F = {S}.
The former accomplishes nothing, while the latter simply collapses the entire
sequence to a single item. uunionsq
All the concepts that relate to ordinary state sequences apply to clustered
sequences as well. For example, θ(C) is the average visiting time to cluster C.
Each cluster C also induces a subgraph GC of the transition graph G(S).
We can imagine that all vertices in such a cluster subgraph can be collapsed
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into a “cluster vertex,” a process which deletes all intracluster edges. If this
is done for all vertices, we end up with the clustered transition graph G(Ŝ).
(As the notation suggests, this graph is the same that we obtain if we
regard Ŝ as an ordinary sequence and compute its regular transition graph.)
In the base sequence a cluster C produces runs, which are maximal
contiguous series of states, which all belong to C.
Definition 3.3. Given a sequence S and a cluster C, a run of cluster C is an
index pair (i, i′) such that all sj ∈ C, when i ≤ j ≤ i′. Runs are assumed to
be maximal, so si−1 and si′+1 /∈ C. Analogously to Definition 2.4, we let
IS(C) = {(i1, i′1), (i2, i′2), . . . } denote the set of runs of C in sequence S.
Note that IS(C) is a set of runs (ordered pairs of indices), but IŜ(C)
is an ordinary index set, because a cluster never produces runs in a clus-
tered sequence. The subscript is used, if needed, to eliminate any possible
ambiguity.
Example 3.4. Let S be as in Example 2.8 on page 12, and let the set of
clusters be F =
{{a}, {b, c}, {d, e}, {f}}. The clustered sequence and its
corresponding transition graph are thus
Ŝ =
〈
(a, 1), ({b, c}, 5), ({d, e}, 15), ({b, c}, 21), λ,
({d, e}, 30), (f, 48) 〉; (3.1)
G(Ŝ) = 2a f{b, c} {d, e} .
From (2.4) we find the set of runs of cluster D = {d, e} to be IS(D) =
{(5, 6), (9, 13)}, while for the clustered sequence Ŝ we obtain, by (3.1), a
simple index set I
Ŝ
(D) = {3, 6}. uunionsq
3.2 Evaluating a Clustering
Once we have an algorithm for cell clustering, we wish to know how “good”
it is. The number of different datasets and algorithms makes it infeasible
to have a human being assess the quality of an individual clustering, not
to mention that such evaluation is often unreliable. However, devising an
objective evaluation for a clustering algorithm is a notoriously difficult task
[34]. Since there is no “one true clustering” for a set of data, we cannot in
general define an error function that would measure the difference between
a proposed and the best possible clustering.
What we can do is to choose some attribute or attributes that are affected
by the clustering, then define a score function based on these attributes,
and finally settle on the algorithm or parameters that maximizes that score
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function. Our overall goal is to use the score function to evaluate different
algorithms or parameter settings, that is, to compare the outputs of the
algorithms. There are also approaches where the entire clustering is driven
by a score function, as a form of an optimization process. Such cases are
studied in Chapter 4.
An unavoidable problem is that both the choice of attributes and indeed
the entire form of the score function are subjective. The function presented
here, however, appears to work reasonably well. We present the score
function before a discussion of clustering algorithms themselves, in order to
emphasize the separation between the algorithms and the method used to
evaluate them.
Our cluster score function takes the form σ : F → R+. It is designed
to yield 1 for singletons. When singleton states are merged into clusters,
we attempt to maintain “continuity,” so that the score would be close to 1
unless the cluster is particularly good or particularly bad. In general, a
value σ > 1 means that the cluster is in some sense an improvement, while
σ < 1 suggests that the states would better remain unclustered. Other than
this, the actual numeric value of σ is unimportant; in particular, it makes
little sense to compare the score values for different datasets.
In this section our aim is to define the score function for a single cluster C;
the score σ(F) for the entire clustering F is defined later. The function σ(C)
is composed of several parts, which measure
• how concentrated the subgraph for C is in the transition graph;
• how well the introduction of C removes jitter from the sequence;
• how long stay times are achieved by C; and
• how quickly the states s ∈ C mix.
These components are described in the next few sections. We define the
score components in two parts: we begin with a property r(C), computed
from the cluster in question. The property is then passed to a response
function f : R → [0, 2], which maps the property to a fixed real interval.
This is done mainly to bound the property values and make the different
components have equal impact on the total. A secondary motivation was to
make a judgment on different property values in actual clusters by mapping
“appropriate” values to the interval [1, 2].
Graph score. Let S be a state sequence and G = G(S) its associated
transition graph. The graph score function is defined as
σg(C) =
{
fg
(
diam(C)
) · (δ(C) + 12), if |C| > 1;
1, if |C| = 1. (3.2)
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Here δ(C) is the local density (2.7) and diam(C) is the diameter of the
induced subgraph GC . A cluster with large local density is well-connected;
the maximum value δ(C) = 1 means that the subgraph is a clique. Since
δ(C) ≤ 1, the additive term is necessary to reward larger densities. The
diameter penalty function has the form
fg(d) =
{
exp
(−13(d− 52)2), if d > 2;
1, if d ≤ 2;
this yields g(3) ≈ 0.92, g(4) ≈ 0.48, and g(5) ≈ 0.12. (See Figure 3.1 for
a graph of this and other response functions.) Because a cluster aims to
represent a single real-world location, we would like to include only those
cells that are visible to this location. The optimal cluster diameter would be
one, as discussed in Section 3.3. In practice, this turns out to be too strict
a requirement, and we consider diam(C) = 2 to be as good. But diameters
larger than two are penalized progressively more severely.
Schaeffer [84] additionally employs the relative density ρ(C) defined
in (2.8). This measures how many of the connections are inside the cluster:
its maximum value would be attained by a cluster that was completely
disconnected from the rest of the transition graph. In cell transition networks,
most clusters are surrounded by numerous other cells, which results in low
relative density, whether or not the cluster is otherwise appropriate.
Jitter adjustment score. One of the goals of clustering is to reduce the
amount of jitter. We can measure whether we were successful by investigating
the jitter ratio for the cluster, which can then be compared to the jitter
ratios of the constituent cells. The jitter ratio for a single state or cluster is
defined similarly to equation (2.9):
Definition 3.5. Let S = s1s2 . . . sn be a state sequence, and s ∈ S an
arbitrary state. The jitter ratio of s in S with time interval τ , denoted by
32 3 Recognizing Locations
Jτ (s, S), is defined as
Jτ (s, S) =
1
|I(s)|
∑
i∈I(s)
[
si ∈ Rτ (i)
]
. (3.3)
The jitter ratio thus tells how large a fraction of the occurrences of s
is repeated within the time threshold τ . For a cluster C in a clustered
sequence Ŝ we define the property
rj(C) =
|C|J(C, Ŝ)∑
s∈C J(s, S)
;
that is, the jitter ratio of the cluster divided by the average of the ratios for
its members. The response function
σj(C) = 21−r
2
j (C) (3.4)
yields approximately linear behavior near rj = 1, and bounds the value of
the score in the case of large values of rj .
Time coverage score. Creation of a cluster should also make the visit times
to the cluster larger than the individual visit times to cluster members.
However, we have to be careful in defining the measure for this. The simple
approach of comparing the average visit time θ(C) against the individual
averages θ(si) for si ∈ C may lead to wrong conclusions, because the number
of occurrences of each si can vary widely, potentially allowing a single outlier
to have a disproportionate effect.
Instead, we consider each run of the cluster separately. For each run,
we compute its duration and divide this by the maximum individual stay
time during the run. The property rt is then the average of these values
over all runs of the cluster:
rt(C) =
1
|IS(C)|
∑
(i,i′)∈IS(C)
ti′+1 − ti
maxi≤j≤i′(tj+1 − tj) (3.5)
It is clear that rt(C) ≥ 1, and that rt(C) = 1 when C is a singleton. The
response function
σt(C) = 1 + tanh
rt(C)− 1
3 . (3.6)
maps rt to the interval [1, 2), with the factor 1/3 governing the speed at
which the score grows. (Again, see Figure 3.1.)
We could also imagine measuring the run lengths (number of transitions)
of cluster C. Unfortunately, it is not true in general that a large run
length indicates a good cluster. More often, large run lengths are merely
a byproduct of cell jitter causing volumes of essentially meaningless cell
transitions.
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Mixing score. While we stay within a cluster, we observe transitions si → sj
between cluster states, where we write x → y to mean that Si = x and
Si+1 = y for some index i and a sequence S. If the cluster represents a
single location, we expect such transitions to follow a more or less random
pattern. Furthermore, it should not take too many transition steps to visit
all states si ∈ C. For example, consider the simple cluster Figure 3.2(a),
and suppose that the current state is a. The next state is either b or c, but
in two steps we could in principle be in any state. If this is the case when
the sequence visits the cluster, we say that the cluster is well-mixing.
Figure 3.2(b) illustrates a cluster that is not well-mixing. The cluster
contains two smaller “subclusters,” and the only way from group A to
group B is via the edge {a1, b1}. Most pairwise distances in the transition
graph between groups A and B, such as d(a2, b2), are equal to 3, the diameter
of the graph. Although the example is a bit oversimplified, such clusters
can occur when two distinct locations are neighbors or almost neighbors. It
is of course possible, given enough time and transitions, to eventually reach
any node in the cluster graph. However, a well-mixing cluster should do so
quickly, because it has no subclusters.
We can model the cluster as a finite, time-homogenous Markov chain.
(Numerous textbooks discuss Markov chains; see, for instance [67].) Our
goal is to define an idealized state transition matrix P whose entries are
derived from state frequencies. (The information from the entire sequence is
available, since score computation is always an oﬄine process.) The mixing
score is then derived from the difference between P and the actual observed
transition matrix, which we denote by Q.
If the cluster C has n states s1, . . . , sn, the corresponding Markov chain
will have n + 1 states s0, s1, . . . , sn, with the state s0 representing the
“outside world.” We know the exact number of occurrences of each state:
they are fi =
∣∣IS(si)∣∣ for si ∈ C. The cluster occurred fC = ∣∣IŜ(C)∣∣ times
in the clustered sequence Ŝ. We now define the transition probabilities
Pij = Pr(Sn+1 = sj | Sn = si) so that Pij is proportional to fj :
Pij =

fj
/∑
k 6=i
fk, if i 6= j;
0, if i = j.
(3.7)
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We need to have Pii = 0, because Definition 2.1 requires that Sk 6= Sk+1
for all sequence indexes j. The normalization then makes P a stochastic
matrix, i.e., one whose all rows sum to one. With f0 = fC , the transition
matrix (3.7) now defines a model for the cluster. In this idealized model
clusters are assumed to be cliques (since Pij 6= 0 for all i 6= j); in practice,
of course, this is rare unless n ≤ 3.
Using (3.7) we get the k-step transition matrix P k, and starting from
state si, the state distribution in at most k steps is the row i of
P (k) = 1
k
(P + P 2 + · · ·+ P k). (3.8)
This matrix is then compared against the actual transitions. We define the
observed transition matrix Q(k) with
Q
(k)
ij = αi
∣∣{ i′ ∈ I(si) ∣∣ sj ∈ Rk(i′) }∣∣, (3.9)
that is, we count those occurrences of si where the state sj follows in at
most k steps. The constant αi normalizes the row sum to unity, so that Q
is also a stochastic matrix.
Finally, the mixing error is defined as the average Euclidean row distance
between P and Q:
E(P,Q) = 1
n+ 1
n∑
i=0
( n∑
j=0
(Pij −Qij)2
)1/2
= 1
n+ 1
n∑
i=0
‖Pi −Qi‖. (3.10)
From the latter form we get an upper bound E(P,Q) ≤ √2, since
‖P −Q‖2 = ‖P‖2 + ‖Q‖2 − 2〈P,Q〉 ≤
∑
j
Pj +
∑
j
Qj = 1 + 1,
when P and Q are stochastic vectors with non-negative elements, and where
〈P,Q〉 denotes the inner product of P and Q. With this bound in mind we
write the mixing score as
σm(C, k) =
{1
2
(√
2− E(P (k), Q(k)))4, if |C|>1;
1, if |C| = 1. (3.11)
(Again, refer to Figure 3.1 for a graph of this function.) In practice, the error
values are typically far below
√
2: “good” clusters should achieve values
less than E = 0.20, and an error of more than E = 0.5 marks the cluster
as wholly undesirable from the mixing point of view. These observations
explain the form of (3.11), as the polynomial falls below 1 at approximately
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E = 0.24 and reaches zero at the maximum value for E. When |C| = 1, the
matrices P and Q are always equal to
(0 1
1 0
)
, because the system only has
two states, the single element of the cluster and the outside s0. This would
give σm = 2, which goes against the rule that singleton clusters should have
a score of one.
The one remaining issue is the choice of k. If we let k = 1, most clusters
would not be able to mix at all, because they are not actually cliques. The
choice k = 2 is not optimal either, because it tends to emphasize oscillation—
moving back and forth between cells. As explained earlier, k should also not
be too large, as most clusters will exhibit mixing, given enough transitions.
For these reasons we selected k = 3.
Total score function for clustering. The concluding task is to combine the
constituent scores, and this can be done by simply multiplying the scores
together. The score function for a single cluster C is thus
σ(C) =
∏
x∈{g,j,t,m}
σx(C). (3.12)
We see immediately that σ(C) = 1 when |C| = 1.
These scores for individual clusters are then combined to get the final
score for the whole clustering F. This score cannot depend on |F|, because
otherwise we can only compare clusterings with roughly an equal number
of clusters. To avoid this problem, we will use the average cluster score.
However, this average should be weighted, so that clusters that are visited
often or where one stays long periods of time will have an quantifiable effect
on the score. The weight function
w(C) = θ(C) · |Stay(C)| =
∑
∆t∈Stay(C)
∆t (3.13)
does this, being proportional to both the cluster frequency and its average
stay time. Additionally, this w(C) is resistant to jitter, since only the total
time is used; it does not matter even if it was parceled into small pieces
by cell jitter. However, places where the user is stationary (not physically
moving) typically have total stay times much larger than places that were
observed in transit, and the weight function (3.13) would all but ignore
clusters not associated with stationary locations.
We can remedy this problem with logarithmic scaling:
L(T ) =

(
1 + ln T
T0
)β
, if T ≥ T0;( T
T0
)β
, if T < T0.
(3.14)
36 3 Recognizing Locations
Table 3.1. Approximate values of L(T ) for various choices of T0 (with β = 1).
Time- Period of time T
scale T0 Hour Day Week Month Year
1 s 9 12 14 16 18
1 h 1 4 6 8 10
1 d 0.04 1 3 4 7
Here T0 defines the scale of time, as L(T0) = 1; the parameter β is a sec-
ondary scaling factor. There is no simple answer as to how these parameters
should be chosen: this depends on what is the expected range of stay times.
A few sample values are tabulated in Table 3.1. For example, if we choose
T0 = 1 s, there is little difference between a stay of one month and one year,
as the weight function is geared to work with short periods of time.
Definition 3.6. Let F be a set of clusters. A score function for F is
σ(F) =
∑
C∈F σ(C) · L(w(C))∑
C∈F L(w(C))
,
where the score σ(C), weight w(C), and scaling L(T ) are given by formu-
las (3.12–14).
Example 3.7. Consider again the sequence S = abcbdebλdededf (cf. Exam-
ples 2.8 and 2.10), with stay times given in Example 2.8 on page 12. Suppose
we have one (non-singleton) cluster D = {d, e}, and we want to know if
using this cluster increases the score function σ. (The clustered sequence is
thus Ŝ = abcbDbλDf .) Let the jitter threshold be τ = 7.
Since the score for singletons is equal to 1, we only need to compute
σ(D) and compare it to 1. The local density δ(D) = 1 was computed in
Example 2.10, and since diam(D) = 1, we have σg(C) = 32 . The jitter ratio
J(d) is obtained from (3.3); because positions 9 and 11 in I(d) = {5, 9, 11, 13}
reoccur within time τ , we have
J(d) = 1|I(d)|
∑
i∈I(d)
[
si ∈ Rτ (i)
]
= 12;
similarly, J(e) = 1/3. Since J(D) = 0, the jitter score reaches its maximum
value σj(D) = 2. The coverage factors for the two runs of D (see also
Example 3.4 on page 29) are found to be 65 and
18
6 = 3, hence the average
coverage factor is, by (3.5), equal to rt(D) = 12 ·
(6
5 + 3
)
= 2110 . The time
coverage score is then σt(D) ≈ 1.35.
3.3 Clustering by Stay Time 37
We then turn to finding the mixing score. Let us denote the outside
of D by Λ. The cluster D occurs twice in Ŝ, hence fΛ = 2. Furthermore,
noting the frequencies fd = 4 and fe = 3 we can write the ideal transition
matrix (3.7) as
P =

0 44+3
3
4+3
2
2+3 0
3
2+3
2
2+4
4
2+4 0
 =

0 47
3
7
2
5 0
3
5
1
3
2
3 0
 .
(The order of rows and columns is Λ, d, e.) To build the actual transition
matrix we go through the occurrences of each state, and examine the k-
reachable states, where k = 3. For this purpose we write the sequence in
the form ΛdeΛdededΛ, where runs of the cluster alternate with the outside.
The first run, for example, yields transitions
Λ→ d
Λ→ e
Λ→ Λ
d→ e
d→ Λ
e→ Λ
Note that the forward scan stops when Λ is reached; this is why there is
only one transition that originates from e. Altogether, we get
Q(3) =

1
6
3
6
2
6
3
9
2
9
4
9
2
6
3
6
1
6
 ≈
0.17 0.50 0.330.33 0.22 0.44
0.33 0.50 0.17
 ,
and this is then compared against the 3-step matrix (3.8)
P (3) = 13(P + P
2 + P 3) ≈
0.20 0.43 0.370.30 0.29 0.41
0.29 0.46 0.26
 .
The matrices look quite similar; indeed, the average row distance is, accord-
ing to (3.10), equal to 0.090, yielding a final mixing score of σm = 1.54.
Putting all the components together, we find σ(D) = 32 · 2 · 1.35 · 1.54 =
6.24, so according to this score, D makes an exceptionally good cluster. uunionsq
3.3 Clustering by Stay Time
In this section we present an algorithm that computes a cell clustering when
the entire sequence is available. The clustering is based on stay times and a
few simple transition-graph heuristics. An online approximation algorithm
using the same general ideas is given in the next section.
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3.3.1 Cell Clusters
Let C be a set of cells. If there are many transitions that occur between
members of C, we might stay relatively long in the set C, even when
individual cell transitions happen at a faster rate. Our goal in this section
is to define a clustering that takes advantage of this phenomenon, and to
give an algorithm to compute this clustering.
Intuitively, we say that C is a cluster if, in general, stay times of C are
longer than the stay times of any member of C. In other words, we are
looking for sets of cells that have long-lasting runs. Instead of examining any
particular visit to C, we will employ the mean visiting times θ(C) (mean
visit time to set C) and θ(si) (mean visit time to cell si ∈ C). Although
the condition
θ(C) >
∑
s∈C
θ(s) (3.15)
appears natural, it does not actually work too well. First, it is too lenient,
permitting almost all pairs of adjacent cells to form clusters; and second,
sums of time averages can be problematic, as we noted in the discussion of
the time coverage score.
We will use instead a condition that can be regarded as an upper bound
of the sum; we require that
θ(C) > |C|max
s∈C
θ(s). (3.16)
No formal justification for choosing this particular condition is apparent;
however, it places more prominence on the large (in the sense of visiting
time) cells, and the factor |C| serves as an effective penalty against too large
groupings. Most importantly, the choice appears to work well on real data,
producing the kinds of clusters we want to see.
Because (3.16) does not admit equality, no single-item set can be a
cluster. But even with this somewhat stricter condition a huge number of
sets could be considered clusters. For example, in many cases (3.16) would
permit the entire sequence to be reduced to a single cluster containing all
cells in S. To keep the number and size of clusters to reasonable levels, we
need to set additional restrictions on cluster sizes.
Definition 3.8. Let (S, S) be a state transition sequence, and suppose that
C ⊂ S is a set of states. Define a ratio function
γ(C) = θ(C)|C|maxs∈C θ(s) . (3.17)
The set C is a cluster (by stay time), if the following four conditions hold:
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1. [Stay time] Inequality (3.16) holds, that is, γ(C) > 1.
2. [Diameter] The subgraph induced by C in the transition graph G(S)
is connected and has a diameter at most 2.
3. [Togetherness] In the sequence S there is at least one run (k, k′) such
that ⋃{ si | k ≤ i ≤ k′ } = C.
4. [Minimality] All subsets C ′ ⊂ C satisfy γ(C ′) ≤ γ(C). uunionsq
Conditions 2–4 narrow the search space for clusters by specifying what
kinds of sets are acceptable. The constraint on the subgraph diameter means
that at most two edges can separate any cells in the cluster. This is motivated
by our desire to have a cluster correspond to a single logical location instead
of stretches of movement. While this constraint already ensures that cluster
elements are near each other, condition 3 enforces this requirement in another
way: the elements must also appear together at least once in the sequence.
Consider, for instance, the sequence S from Example 2.10 on page 15. The
transition graph of Figure 2.1 has several diameter-two subgraphs that never
occur together, such as {a, b, d} and {b, c, e}. Such sets should not form
clusters even if they satisfy the remaining conditions.
The condition 4 indicates our preference for small clusters in yet another
manner. The intuition is that a cluster cannot have another cluster as
a subset, and in fact, this was the original formulation of this condition.
However, it often happens that there is some subset C ′ ⊂ C that would be
a cluster in its own right, but the larger cluster C would have a much longer
mean stay time. In such cases it seems appropriate to prefer the larger
cluster; as the function γ(C) already includes a “size penalty” term |C|, the
larger cluster does indeed have to yield a markedly better stay time.
One issue with Definition 3.8 is that it allows overlapping and subset
clusters. In other words, a cell can belong to two (or more) clusters C and
C ′ such that C ∩ C ′ is nonempty. Since a clustering is supposed to be a
partitioning, we need a way to define the final clustering so that each cell
belongs to a unique cluster. The easiest, but not the only alternative is to
combine, via transitive closure, all the clusters that have shared cells.
Definition 3.9. Let P be a set of clusters prescribed by Definition 3.8. Let
the set of clustered states be K = ⋃C∈PC. If we now choose s ∈ K, there
exists (at least one) cluster C such that s ∈ C; denote this (arbitrary)
cluster with C(s). The clustering by stay time F is defined as the set
F = { cl(C(s)) | s ∈ K }, where cl(C) is the transitive closure of overlapping
clusters:
cl(C) = C ∪
⋃
X : X∩C 6=∅
cl(X). uunionsq
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Offline-Clustering(S)
Input: A state sequence S
Output: A set of non-singleton clusters for S
1 k ← 1
2 P← T ← ∅
3 for i← 2 to |S| do
4 R← {si}
5 for j ← i− 1 downto k do
6 R← R ∪ {sj}
7 if R /∈ T then
8 T ← T ∪ {R}
9 if diam(GR) > 2 then
10 k ← j + 1
11 break  Exit the inner for loop
12 r ← γ(R)
13 r′ ← max{ γ(X) | X ⊂ R and 1 < |X| < |R| }
14 if r > 1 and r ≥ r′ then
15 P = P ∪ {R}
16 return P
Algorithm 3.1. Computing clusters by stay time.
3.3.2 Oine Clustering Algorithm
In this section we present an algorithm that finds the clusters that satisfy
Definition 3.8. Once we have this set P, it is a simple task to use, e.g., the
Floyd-Warshall algorithm (see [28] or [16, §25.2]) to compute the transitive
closure of P to obtain the final clustering F.
The primary task of Algorithm 3.1 is to find an appropriate search
space of subsets C ⊂ S, as we clearly cannot check every possible potential
cluster. However, conditions 2 and 3 of Definition 3.8 supply the tools for
finding suitable cluster candidates quickly. According to the togetherness
condition, each cluster occurs in its entirety as a single run somewhere in
the sequence. Therefore it will be enough to make a single sweep over the
sequence, extracting runs of cells. The length of these runs can then be
bounded by the diameter condition.
To implement this search we maintain two indices i and k to the sequence.
The index i is the running index, advancing on each iteration of the outer
for loop (line 3). The index k lags behind; it is incremented (line 10)
when the diameter of the set R = ⋃{ sj | k ≤ j ≤ i } grows larger than 2.
Each candidate R needs to be tested only once against the conditions of
Definition 3.8; the sets T and P collect all tested sets and those accepted as
clusters, respectively.
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Example 3.10. Consider again the sample sequence S = abcbdebλdededf ,
with stay times given in Example 2.8 on page 12. Let us first write the
sequence with durations (as subscripts) instead of arrival times:
S =
〈
a4, b3, c5, b2, d5, e1, b∗, λ, d4, e3, d3, e2, d6, f∗
〉
, (3.18)
where notation a4 means state a lasted for 4 time units; the two unknown
durations are shown as ‘∗’. We note here the following mean stay times:
θ(a) = 4
θ(b) = 2.5
θ(c) = 5
θ(d) = 4.5
θ(e) = 2
θ(f) = undefined
(3.19)
The table on the right shows the candi- R Durations θ(R) M |R|·M
ab 7, 2 4.5 5 10
bc 10 10 5 10
abc 14 14 5 15
bd 3, 7, 4, 3, 6 4.6 4.5 9
bcd 15, 4, 3, 6 7 5 15
abcd 19, 4, 3, 6 8 5 20
de 6, 18 12 4.5 9
bde 3, 8, 18 9.7 4.5 13.5
bcde 16, 18 17 5 20
abcde 20, 18 19 5 25
be 3, 2, 1, 3, 2 2.2 2.5 5
date sets R inspected by Algorithm 3.1, in
the order they are found; as Figure 2.1 on
page 15 shows, all of these sets satisfy the
diameter condition. A few sets contain-
ing f are omitted, because the analysis for
them is exactly the same without the f .
The first column in the table is the set R
(the shorthand ab means {a, b}), and the
second column shows the stay times to
this set. The third column is the mean
of these stay times, and it is followed by
M = maxs∈R θ(s), the maximum of individual mean stay times. We see
that only the set {d, e} satisfies the condition (3.16), that is, θ(R) > |R| ·M ;
however, {b, c} comes close with γ(bc) = 1. In this example there is no need
to check any subsets for smaller clusters or to combine overlapping clusters
using transitive closure; the final set of (non-singleton) clusters is simply
F =
{{d, e}}.
Incidentally, had we used the sum of component averages (3.15) instead
of the maximum, the visit time condition would have yielded clusters bc,
abc, de, bcde, and abcde. The minimality condition of Definition 3.8 then
reduces this to bc and de (for example, γ˜(bcde) = 1.21 < γ˜(de) = 1.85,
where γ˜ is the “sum ratio function”). uunionsq
Performance. It is difficult to assess the performance of Algorithm 3.1 by
analytical means, as it depends heavily on the input. In any event, there
are clearly two separate tasks. The first task is the gathering of sets R for
testing. By the time we arrive at line 12, a new candidate set R is ready.
Then the second task is the evaluation of the ratio function and the subset
checking.
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The collection of the sets is not hard. The diameter check ensures that
most sets are fairly small (the computation of diameter takes quadratic
time, but this is not a problem in practice). For test datasets the number
of candidates R varied between 0.3n and 0.6n, where n is the length of the
sequence.
To test a candidate R we need to compute its ratio function γ(R), which
can be done in time O(n), with a single pass over the sequence. If the
first condition (γ > 1) is satisfied, we then need to check the subsets of R
to ensure that there are no smaller clusters. In principle, this takes time
proportional to 2|R|, and would appear to dominate the time requirements
for the entire algorithm. However, in many cases |R| is not too large (in
the datasets the average value of max|R| is 17). Furthermore, we usually
do not have to check all 2|R| subsets, since larger sets in general tend to
have a smaller cluster as a subset, and finding just one cluster R′ with ratio
γ(R′) > γ(R) is enough to show that R cannot be a cluster.
The expected performance of the algorithm depends on whether the
exponential term is significant or not. When it is, all the other considerations
become negligible; the algorithm spends exponential time checking subsets.
But in the best (and in practice, the average) case we can expect to check
about O(n) sets, each taking approximately linear time, so the total time
requirements would be O(n2). But we can speed things up with memoization
techniques [66], e.g., by remembering evaluations of θ(X), so that cached
values can be retrieved quickly.
An experimental evaluation of Offline-Clustering, including its
running time, can be found below in Section 3.5.
3.4 Online Clustering
In this section we will present another clustering algorithm, which is in a
sense an online approximation to Algorithm 3.1 of the previous section.
There are two main reasons to want such an algorithm. First, as we saw
above, the clustering algorithm is at best quadratic in n, where n is the
length of the sequence. Furthermore, there is a part that takes exponential
time, so for some input sequences, the execution of the entire algorithm can
be prohibitively slow.
The second drawback is that the entire sequence needs to be available.
Although the algorithm apparently makes just a single pass through the
sequence, to evaluate the ratio function γ we need the time distribution of
an arbitrary state set R. The number of possible candidate sets is too large
to be cached, and the computation of an average is an inherently global
operation: to do it accurately the entire sequence is needed. This means that
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an approximation algorithm cannot rely on θ(C), when |C| > 1. However,
our general assumption has been that the number of distinct states is small
enough that we can maintain the mean stay time θ(s) for singleton states s.
3.4.1 Online Clustering Algorithm
The general approach we will take is to inspect the sequence one state
transition event at a time, and update a number of structures with each
transition. At each step we look for promising groups of states. If the
appropriate conditions are fulfilled, such groups are promoted to clusters.
This promotion decision is based solely on recently acquired information,
and we do not maintain any permanent records on groups whose size is larger
than one. Since a group can become cluster based on a single occurrence,
the conditions described below are somewhat stricter than those of the
oﬄine algorithm. This causes the algorithm to find fewer clusters, but those
that it finds are usually clusters also in the sense of Definition 3.8.
Given a sequence S whose length is n, we use a three-event history
H3(S) =
〈
(sn−2, tn−2), (sn−1, tn−1), (sn, tn)
〉
.
In this section we will call these three states as the previous, current and
next states, respectively, and employ the following shorthand notation:
s−1 = sn−2
s = sn−1, d = tn − tn−1
s+1 = sn
That is, we moved from the previous state s−1 to the current state s, and
will transition to state s+1 after time d. The reason for trailing the actual
end of the sequence by one step is that we need the duration d of the current
state s.
At any given time the algorithm maintains an active list, which is a
set of p-clusters. A p-cluster (prototype cluster) is a group of states that
the algorithm tracks. Each time a new transition occurs, the p-clusters on
the active list are updated. When we determine that the current transition
will leave some p-cluster, that p-cluster will be evaluated; if it fulfills
the clustering conditions, it is promoted to a full cluster; otherwise, it is
forgotten.
The promotion decisions are based on the online transition graph G0(S)
and the online mean visit time θ0(s). Both are updated by the algorithm as
it runs. Given enough occurrences of state s, the average θ0(s) is expected
to approach the global mean stay time θ(s). However, the online transition
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graph has an important difference to G(S): in
addition to regular edges si−−−si+1, we include
2-edges in the graph. (In general, the term k-
edge refers to an edge si−−−si+k.) For example,
Figure 3.3 shows such a transition graph, with
a
b
cd
e
f
Figure 3.3. A transition
graph with dotted 2-edges.
2-edges drawn with dots to separate them from
regular edges. (In the actual graph the edges
carry no such designation.) For example, the
2-edge a−−−c would have been added when we
observed the sequence fragment abc.
The reason for adding 2-edges is that it allows us to check quickly whether
a set C has a diameter at most two. Namely, if C is a clique in G0(S),
then there is no pair s1, s2 ∈ C that would be more than two steps away
from each other. For example, the set {b, c, d} is such a clique in Figure 3.3.
Of course, this rule ignores many sets that satisfy the diameter condition,
such as {a, b, d} in the figure, but that is not a big problem, since we are
interested in clusters where the cluster members form a clique or almost a
clique. In this latter case the addition of 2-edges often completes the clique.
Clique-like clusters are important because they have small diameters and
thus satisfy one of the conditions given earlier.
Definition 3.11. Let S be a set of states. A p-cluster is a multiset of pairs
(state,duration):
p =
{
(s1, d1), (s2, d2), . . . , (sk, dk)
}
, (3.20)
where si ∈ S and the durations di are non-negative. Each element of the
set is a visit to p; the number of visits is |p| = k. A p-cluster p has a set of
states, denoted by S(p), such that S(p) = { si | i = 1, . . . , k }. The subset
relation between p-clusters p and q is defined to mean that p ⊂ q if and
only if S(p) ⊂ S(q).
Let us next define a number of useful operations on a p-cluster p. In
the following, the index i runs from 1 to |p|:
Number of occurrences of
state s freq(p, s) =
∣∣{ i | si = s and di > 0 }∣∣
Longest visit to p max visit(p) = max{ di }
Total stay time in p duration(p) =
∑
i
di
The clustering algorithm collects information to update the active p-clusters.
While the current state and duration are only used for updating each p-
cluster p, it is the relationship of the next state s+1 to p that determines
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what the algorithm does with p. The simplest case is that s+1 ∈ S(p);
then we will stay in p. Otherwise there are two possibilities. If the online
transition graph contains edges x−−−s+1 for all x ∈ S(p), we can add s+1
to p without violating the diameter condition. However, if a missing edge is
found, p will not be extended further.
A p-cluster p is evaluated when the sequence moves outside it. There
are three alternative outcomes: (1) we promote p to a cluster, (2) promotion
is declined, but we continue tracking the set, growing it with s+1, or (3) the
p-cluster p is not promoted and is unable to grow, so it will be dropped.
The evaluation condition is the following:
function can promote(p, τc) is
d← duration(p); U ← S(p)
if d > τc and d > maxs∈U θ0(s) and
d > |U | ·max visit(p) and mins∈U freq(p, s) ≥ 2 then
return true
else
return false
The stay time d in p has to therefore satisfy three conditions. First, it must
exceed a minimum time threshold τc. The second condition requires that
this stay must be longer than the observed average stay time to any member
of p. The third condition states that d must exceed the maximum individual
stay time multiplied by the number of states in p. Doing this is only possible
if the sequence oscillates between the states in U = S(p). Finally, the fourth
condition enforces this further by requiring that all member states must
have been seen at least twice in this p-cluster. The conditions are thus quite
different from those in Definition 3.8, but this is warranted by the need to
make local decisions. In particular, the only “historical” information we use
is the mean stay time θ0; we do not know how the group S(p) behaved in
the past or what will happen in the future.
The pseudocode for the online clustering algorithm is given in Algo-
rithms 3.2 and 3.3. The function add edge(G, u−−−v) adds an edge u−−−v
and the endpoint vertices to graph G, unless they already exist. The
call to update average(s, d) adds a new entry of duration d to the stay
time distribution of state s; this is used to compute the online mean stay
time θ0(s).
Algorithm 3.2 is called with each transition, as shown in Algorithm 3.3.
The latter routine builds the actual clusters only once at the end, but in
practice, we would expect to refresh the clustering at regular intervals, e.g.,
once per day. The function Build-Clusters combines all the return values
of Process-Transition into a set of final clusters. The simplest way to
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Process-Transition(s−1, s, d, s+1, τc, A)
Input: Previous state s−1, current state s, duration d of s, next state s+1,
minimum time threshold τc, list A of active p-clusters
Output: A set of clusters P, modified active list A
State: The online transition graph G0
1 if s−1 is valid then
2 add edge(G0, s−1−−−s)
3 add edge(G0, s−1−−−s+1)
4 add edge(G0, s−−−s+1)
5 update average(s, d)
6 P← ∅
7 A′ ← A  Iterate over a static copy of A
8 for each p ∈ A′ do  Update and evaluate p-cluster p
9 p = p ∪ {(s, d)}
10 leaving ← promoted ← false
11 if there exists x ∈ S(p) such that {x, s+1} /∈ E(G0) then
12 leaving ← true
13 if leaving or s+1 /∈ S(p) then
14 Remove p from A
15 if can promote(p, τc) then
16 promoted ← true
17 Remove all p′ ⊂ p from A
18 P = P ∪ {p}
19 if not promoted and not leaving then
20 Add p ∪ {(s+1, 0)} to A
21 Remove all p′ ∈ A that intersect some p ∈ P
22 Add p-cluster {(s, d), (s+1, 0)} to A
23 return (P, A)
Algorithm 3.2. Processing state transitions for online clustering.
do this is to follow Definition 3.9 and return a transitive closure of P. At
the end of the sequence and when we encounter gaps λ, the current active
list is drained by flush active(A). This entails the evaluation of each p ∈ A,
similar to lines 8–18 of Process-Transition. The clusters that can be
promoted are added to P, but the active list itself is cleared.
Example 3.12. Let us apply the algorithm to the sample sequence (3.18) in
Example 3.10. The execution is traced in Table 3.2 on pages 48–49. In the
table, each entry shows first the current transition (that is, the parameters
to Online-Clustering). This is followed by the graph G0(S) after it
has been updated with the current transition, and the active list A; the
values shown are what the corresponding variables would have on line 7 of
Algorithm 3.3. A few notational shortcuts have been employed: sd refers
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Online-Clustering(S, τc)
Input: Sequence S, minimum time threshold τc
Output: A clustering F
1 A← ∅  List of active p-clusters
2 P← ∅  Cluster components
3 for each (si, ti) ∈ S do
4 if si = λ or si+1 = λ then
5 P ← flush active(A)  Evaluate all p ∈ A
6 A← ∅
7 else
8 (P,A)← Process-Transition(si−1, si, ti+1 − ti,
si+1, τc, A)
9 P← P ∪ P
10 P← P ∪ flush active(A)
11 return Build-Clusters(P)
Algorithm 3.3. Online clustering algorithm.
to state s with duration d, and Di means duration(pi). The minimum visit
time is set to τc = 7.
We see that the online algorithm finds the same cluster {d, e} as did
the oﬄine algorithm (cf. Example 3.10). In practice, this does not always
happen, as the online algorithm both misses some viable sets and finds
clusters that satisfy the local conditions, but would not be clusters with the
entire sequence. uunionsq
3.4.2 Building Clusters
Both the online and the oﬄine clustering algorithm return a set P of proposed
clusters, but there is a small obstacle: the clusters can overlap. We can use
the transitive closure to build a clustering that will be a partitioning of the
state space, as suggested by Definition 3.9. However, this approach is not
the most suitable for online clustering.
The problem stems from the online nature of the algorithm: it considers
a series of sets in turn, and each set is either promoted to a cluster or
dropped, without regard to other sets. Over time, and especially for often-
visited locations, the algorithm can promote a number of sets that are nearly
equal. Combining all these sets with transitive closure potentially creates
very large groups of cells. Such clusters are no longer local representations
of physical locations, contrary to the goals set for clustering.
Another issue, related to some clusters growing too big, is that sometimes
clusters encompass two or more distinct locations. Consider, for example,
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Table 3.2. Execution of Algorithm 3.3 in Example 3.12.
s−1 sd s+1 Graph G0 Active list Actions
- a4 b
a
b Empty Add p-cluster {a4, b0}
a b3 c
a
b
c
p1 = {a4, b0} Update p1 to {a4, b3}
Evaluate p1 (because c /∈ p1): D1 6> τc
Update p1 to {a4, b3, c0}
Add {b3, c0}
b c5 b
a
b
c
p1 = {a4, b3, c0}
p2 = {b3, c0}
Update p1 to {a4, b3, c5}
Update p2 to {b3, c5}
c b2 d
a
b
cd p1 = {a4, b3, c5}
p2 = {b3, c5}
Update p1 to {a4, b3, c5, b2}
Evaluate p1 (leaving):
D1 6> |S(p1)|max visit(p1)
Update p2 to {b3, c5, b2}
Evaluate p2 (d /∈ p2):
D2 6> |S(p2)|max visit(p2)
Drop p1, grow p2 to {b3, c5, b2, d0}
Add {b2, d0}
b d5 e
a
b
cd
e
p2 = {b3, c5,
b2, d0}
p3 = {b2, d0}
Update p2 to {b3, c5, b2, d5}
Evaluate p2 (leaving):
D2 6> |S(p2)|max visit(p2)
Update p3 to {b2, d5}
Evaluate p3 (e /∈ p3): D3 6> τc
Drop p2, grow p3 to {b2, d5, e0}
Add {d5, e0}
d e1 b
a
b
cd
e
p3 = {b2, d5, e0}
p4 = {d5, e0}
Update p3 to {b2, d5, e1}
Update p4 to {d5, e1}
Evaluate p4 (b /∈ p4): D4 6> τc
Grow p4 to {d5, e1, b0}
Add {e1, b0}
e b∗ λ
a
b
cd
e
p3 = {b2, d5, e1}
p4 = {d5, e1, b0}
p5 = {e1, b0}
Next to a gap λ. Flush the active list
by evaluating all p ∈ A. None of the
clusters can be promoted.
- d4 e
a
b
cd
e
Empty Add {d4, e0}
d e3 d
a
b
cd
e
p6 = {d4, e0} Update p6 to {d4, e3}
No evaluations needed, because d ∈ p6
e d3 e
a
b
cd
e
p6 = {d4, e3} Update p6 to {d4, e3, d3}
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Table 3.2 (continued).
s−1 sd s+1 Graph G0 Active list Actions
d e2 d
a
b
cd
e
p6 = {d4, e3, d3} Update p6 to {d4, e3, d3, e2}
e d6 f
a
b
cd
e
f p6 = {d4, e3,
d3, e2}
Update p6 to {d4, e3, d3, e2, d6}
Evaluate p6 (f /∈ p6):
p6 is promoted to a cluster
Add {d6, f0}
d f∗ λ
a
b
cd
e
f p7 = {d6, f0} End of sequence. Flush the active list, as
above: cannot promote p7.
the situation depicted in Figure 3.4. The matrix on the left shows 50 clusters
produced by Algorithm 3.2 over a set of 21 cells. These cells cover a person’s
home and workplace, which are neighbors at the resolution of cell towers.
These locations see a lot of traffic, and consequently a large number of
clusters are found.
Although the matrix on the left (where the rows are in the order the
corresponding clusters were found by the algorithm) does not make it
obvious, the transitive closure of the set includes all 21 cells. However,
choosing a suitable row and column permutation yields the matrix on the
right. This configuration shows that there are in fact two distinct entities,
and that almost all clusters belong to just one of them. The single exception,
which brings everything together in the closure, is the bottommost row of
the right-side matrix.
We can improve upon the transitive closure by using additional informa-
tion. Online-Clustering maintains a set P of all clusters, as this is needed
to compute the final clustering F. We augment the set P with statistics
Figure 3.4. (Left) A set of 50 overlapping
clusters (rows) over 21 cells (columns).
The transitive closure of this set would
cover all 21 cells. (Right) Choosing a
suitable permutation of columns and
rows uncovers two distinct structures,
joined only by the bottommost row.
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Figure 3.5. Partitioning of
prototype clusters P into
families of sets F .
P1 P2
P3
F1 = {P1, P2} F2 = {P3}
on its members; doing this does not increase the memory requirements
significantly, nor does the additional bookkeeping take too much time. For
each P ∈ P, the statistics we will track are
• n(P ), the number of visits to P ;
• T (P ), the total visit time (a sum of visit durations); and
• v(P ), the number of covering visits to P .
A covering visit is one that visits all members of P at least once before
leaving. This is important because otherwise the cluster visit counts can be
skewed by frequently occurring subclusters. For example, in the sequence
S = abcbdebdededf there are five visits to P = {b, e}, but v(P ) = 1. We can
use an auxiliary set seen(P ) to record visited members of P ; if at exit time
seen(P ) = P , the visit was covering. The tracking described here takes time
O(|P|) if the clusters are kept in a simple list. Although this should suffice
in practice, as |P| is usually quite small, we can speed things up with data
structures that allow fast access to all P ∈ P when given a state s ∈ P .
The cluster postprocessing algorithm Build-Clusters is executed on
the complete set of clusters returned by Process-Transitions. The basic
idea is to build a suitable graph and to prune certain parts from it, taking
the remaining parts as the final clustering.
Let P denote the set of all clusters given as input to Build-Clusters.
We begin by executing the Floyd-Warshall algorithm, but instead of finishing
the closure, the set P is partitioned into cluster sets F such that cl(F ) =⋃
P∈F P ; that is, the closure of each set F is equal to the union of clusters
in F . (See Figure 3.5 for an illustration.) The case |F | = 1 needs no further
processing, so we assume now that we have a family F of at least two
clusters. We compute the online ratio function (cf. Definition 3.8)
γ0(P ) =
θ0(P )
|P |maxs∈P θ0(s) , where θ0(P ) =
T (P )
n(P ) . (3.21)
This is an approximation to true γ(P ), using the available information. Its
accuracy depends on how long the set P has been tracked.
The next step is to build a graph representation of F . We let GF =
(V,E), where V = cl(F ) and E =
{ {s1, s2} ∣∣ s1, s2 ∈ P for some P ∈ F }.
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An edge thus indicates that the endpoints belong to the same (original)
cluster. The weight of an edge is set to the weighted average of the ratio
function:
ω({s1, s2}) =
∑
P [s1, s2 ∈ P ] v(P )γ0(P )∑
P [s1, s2 ∈ P ] v(P )
.
The sum is computed over all clusters that contributed to that edge. The
idea is that v(P ) is the “importance” of cluster P , and that the edge weight
represents the strength of association between the endpoint vertices.
We can now remove infrequently accessed portions of GF . A vertex s is
removed if
f(s) =
∣∣{P | s ∈ P and P ∈ F }∣∣
|F | < fmin ,
where fmin is a given frequency threshold. Furthermore, let the per-cluster
ratio distribution be {γ0(P )}, where each item has multiplicity v(P ). Then,
if this distribution has mean γ¯ and standard deviation σγ , we define a
minimum accepted ratio
γmin =
{
γ¯ − σγ , if |F | ≥ nmin ;
0, otherwise;
and remove edges that have weight less than γmin. The reason for this
choice is that in some cases most, if not all, proposed clusters in F have a
ratio below 1. The natural threshold 1 would be too strict in such a case,
but a lower fixed threshold (e.g., 0.5) would not help to prune cases with
higher ratios. Hence this distribution-dependent threshold was chosen.
After this initial pruning pass has operated on GF , the next step is to
run Algorithm 3.4, Prune-Cluster-Graph. This removes edges until
the graph has been separated into components each having diameter at
most dmax . The removed edges are chosen in a greedy fashion, starting with
the smallest weights. Note that even if we remove an edge having weight ω
from some component C, other components are not affected, as long as they
satisfy the diameter condition. The goal is to remove the minimum number
of edges to obtain a set of clusters.
Finally, when all cluster sets F are processed, the return values from
Prune-Cluster-Graph are put together into a set of non-singleton, non-
overlapping clusters F. The returned clusters do not necessarily satisfy the
conditions of Definition 3.8; in particular, the ratio function γ can be less
than 1. Sometimes this happens because the algorithm does not find the
right combination of cells from F ; the results would substantially improve, if
we could compute γ(R) for an arbitrary R, but this is obviously not possible
in an online setting.
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Prune-Cluster-Graph(GF , dmax)
Input: Graph GF , maximum component diameter dmax
Output: A set of disjoint clusters
1 while true do
2 Suppose that GF has k components C1, . . . , Ck
3 changed ← false
4 for i← 1 to k do
5 if diam(Ci) > dmax do
6 Remove edges arg minu,v∈Ci
{
ω({u, v})}
7 changed ← true
8 if not changed then
9 return
{
Ci
∣∣ |V (Ci)| > 1 for i = 1, . . . , k }
Algorithm 3.4. Pruning weak edges from the cluster graph.
Computational complexity. The time complexity of Build-Clusters de-
pends, in the worst case, on the size of the graph GF . Suppose that there
are n states in cl(F ), and thus n vertices in GF . The upper bound on the
number of edges is
(n
2
)
= O(n2). In the worst case no preliminary pruning is
done, and the graph GF given to Prune-Cluster-Graph is complete, or
nearly complete. Finding the connected components of a graph (V,E) can
be done with a breadth-first search, taking time O(|V | + |E|) [16, §22.2].
Computing the diameter takes quadratic time in |V |, and removing mini-
mum weight edges is linear in |E|; so, in both cases the worst case is that
the graph is connected (k = 1). One iteration of the while loop thus takes
time O
(|V |2 + |E|) = O(n2).
The number of iterations of the main loop depends on the shape of the
graph: if GF is a complete graph, one iteration suffices, but we may have
to remove up to |E|/(dmax + 1) edges, if the graph is linear. This gives an
upper bound of O
(|E| · (|V |2 + |E|)) = O(n4); fortunately, the average case
complexity is much better, and in any case, since n is just the closure size,
it is usually not very large.
3.5 Empirical Results
In this section we evaluate both the oﬄine (Algorithm 3.1) and online
clustering (Algorithm 3.3) algorithms with the Reality Mining dataset. We
will investigate a number of quantities, such as the score and quality of
returned clusters. The algorithms were implemented in C++, compiled with
gnu g++ and run on a Macintosh computer with a 2.2 GHz Core 2 Duo
series cpu.
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There are two variants of Algorithm 3.3, Online-Clustering, which
differ in how they build the final set of clusters. The first (OnC for brevity)
uses a transitive closure that simply merges all overlapping clusters together;
the second (OnP) is the pruning method described in Section 3.4.2. The
online algorithms returned the final clustering F only once at the end of
the sequence. This clustering was then assigned a score σ(F) according to
Definition 3.6. Given the typical cluster stay times in the data, the timescale
parameters (3.14) were chosen as T0 = 3 hours and β = 1.5.
We will begin the evaluation on how to choose the parameters for the
online algorithms. Once a reasonable parameter set has been selected, the
two online methods will be compared both against each other and against
the oﬄine algorithm.
3.5.1 Choosing Parameters
The oﬄine clustering algorithm does not have any adjustable parameters,
while the online algorithm has at least the minimum time threshold τc.
The pruning cluster-building method has three additional parameters, the
maximum diameter dmax , the cutoff value nmin below which the initial
pruning pass is not run, and the frequency threshold fmin .
The parameters were assigned values as follows:
τc = {1, 2, 3, 4, 5, 6, 8, 10, 15, 20, 30} min
dmax = {2, 3}
nmin = {2, 3, 4, 5, 8}
fmin = {0, 0.05, 0.08, 0.1, 0.15, 0.2, 0.25}
(3.22)
A time threshold of τc = 1 min allows almost any cell to be considered a
cluster, while at the other end a threshold of 30 minutes would only consider
cells that are definitely stationary. The diameter threshold naturally includes
the value 2; the other choice, d = 3, was included to see what effect this
relaxation would have on the clustering.
Altogether, (3.22) gives 11 test cases for the OnC algorithm, and 11×
2× 5× 7 = 770 cases for the OnP algorithm. Running the entire test thus
yields 781 vectors σi of 98 elements, where each σij is a score for sequence j
and parametrization i. Our primary interest is at first in the average score
σ¯i = |σi|−1∑j σij of parametrization i.
To find similar parameter assignments, the 781 vectors σi were clustered
with the k-means clustering algorithm [44], using Euclidean distance. The
resulting clusters, with k = 20, are shown in Table 3.3; the oﬄine algorithm
is also shown for comparison as the 21st line. The table is ordered by the
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Table 3.3. Clusters of parameter assignments. The columns show the range of the
average scores, number of items in the cluster, and the parameter variation that
occurs within the cluster. Underlining shows the parameter combination with the
best average score. The symbol ‘#’ denotes the OnC algorithm.
Score range Size Time (min) dmax nmin 100 · fmin
1.6 1.8
1
5
10
15
20
25 50 75
1–4, 5 # # #
1, 2, 3, 4 2, 3 2, 3, 4, 5, 8 20, 25
6–10, 15 2, 3,# 2, 3, 4, 5, 8,# 20, 25,#
2–4, 5 2, 3 2, 3, 4, 5, 8 20, 25
20, 30 2, 3,# 2, 3, 4, 5, 8,# 10, 15–25,#
1, 2–5 3 2, 3, 4, 5, 8 10, 15
6, 8, 10–20 2, 3 2, 3, 4, 5, 8 15, 20, 25
20, 30 3,# 2, 3, 4, 5, 8,# 0, 5, 8, 10,#
1–4, 5 2 2, 3, 4, 5, 8 15
6, 8, 10 3 2, 3, 4, 5, 8 0, 5, 8–15
15 3 2, 3, 4, 5, 8 0, 5, 8, 10
1, 2, 3 3 2, 3, 4, 5, 8 8, 10
4, 5 3 2, 3, 4, 5, 8 8, 10
20, 30 2 2, 3, 4, 5, 8 0, 5–15
4, 5 3 2, 3, 4, 5, 8 0, 5
1, 2, 3 3 2, 3, 4, 5, 8 0, 5
6, 8, 10, 15 2 2, 3, 4, 5, 8 8, 10
1–4, 5 2 2, 3, 4, 5, 8 8, 10
6, 8–15 2 2, 3, 4, 5, 8 0, 5
1–4, 5 2 2, 3, 4, 5, 8 0, 5
Oﬄine * * *
average σ¯i, where i ranges over the cluster in question. The “Size” column
shows the number of parameter sets in the cluster. The last four columns
describe the parameters that occur within the cluster; the assignment that
resulted in the largest average score is underlined.
The table shows that the closure and pruning methods separate clearly
from each other. In general, it appears that we get best results when
dmax = 2 and fmin is small. On the other hand, the value of nmin does
not seem to affect the results, at least not within this range. The time
threshold τc should be around 5–6 minutes; this probably manages to utilize
the data best, while still avoiding noise caused by very short visits.
Figure 3.6 illustrates the values of the clustering score σ(F) for individual
sequences. As mentioned in Section 3.2, the numeric scores for different
sequences cannot be meaningfully compared. For this reason we consider
only the difference σ(F) − σ(F∗), where F∗ is the clustering produced by
the oﬄine algorithm, and F is from some variant of the online algorithm.
The four topmost rows in the figure show how the score changes within
the parameter set (3.22). For each sequence in turn, we compute the dif-
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0 0.5−0.5−1.0−1.5
Relative score
Closure (OnC)
Lowest
Highest
Pruning (OnP)
Lowest
Highest
OnC: τc = 20
OnP: τc = 5, d = 2,
n = 4, and f = 0
Figure 3.6. Relative scores for individual sequences, with parameters (3.22). All
values are relative to the score given by the oﬄine algorithm. On the topmost
four rows we vary the parameterization separately for each sequence, plotting
the distribution of minimum and maximum scores. In the bottom two cases, the
parameters and the algorithms are fixed to the values shown.
ference, for example, between min{σOnC} and the oﬄine score. (That is, we
select the parameter values that yield the minimum score for this sequence,
over all possible parameterizations.) The distribution of these values is then
visualized with a boxplot, where the box shows the interquartile range (be-
tween first and third quartiles), and the line in the middle of the box is the
median. The “whiskers” portion extends to at most 1.5 times the interquar-
tile range; points outside this range are plotted individually [35, p. 63].
The two rows at the bottom show specific cases, where we use the same
parameter set for all sequences. In both cases the parameters shown yield
the highest average score over the dataset. For the OnC algorithm, this
is achieved with τc = 20 min (row 8 of Table 3.3). The OnP algorithm
reaches its highest average with parameters from row 20 of the table, namely
τc = 5 min, dmax = 2, nmin = 4 and fmin = 0. Unfortunately, no method is
presently known for selecting the appropriate parameter values that would
maximize the score for an arbitrary sequence.
There are only four sequences where max{σOnC} > max{σOnP}, that is,
where the simple closure achieves in every case a better result than pruning.
Broadly speaking, in fact, pruning almost always improves the score of
online clustering. Furthermore, the comparison between oﬄine clustering
and OnP on the last row of the figure yields almost a tie, with the median of
the score difference almost exactly at zero. This is a surprising result, given
that the online algorithm started as an approximation of Algorithm 3.1.
Even though the two methods are clearly independent, neither being clearly
superior to the other, we can conclude that edge pruning makes the online
clustering a viable alternative to the oﬄine clustering algorithm, when it
comes to the score σ(F).
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Figure 3.7. Comparing the online
and oﬄine clustering algorithms.
(a) Size of the clustered sequence
relative to the size of the original
sequence. (b) Average number of
states in non-singleton clusters.
(c) Number of states clustered in
non-singleton clusters, relative to
the number of distinct states in
the sequence. In all figures, cir-
cles denote the online algorithm
with closure (OnC) and crosses
the online algorithm with pruning
(OnP).
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3.5.2 Comparison of Methods
In this section we look at other aspects of clustering. Figure 3.7 compares
the clustering methods (OnC, OnP, and oﬄine) with scatterplots.
The subfigure (a) shows the size of the clustered sequence relative to the
original sequence size. We see that the online clustering is in general more
aggressive in reducing the sequence size, but both approaches condense most
sequences, some substantially. It must be remembered that a 90% reduction
in size might not be entirely beneficial, if it was caused by aggregating most
cells into a single huge cluster. It appears that such overcondensation might
occur in some cases with the OnC algorithm, as its sequence sizes are often
much smaller than those of the OnP variant.
The small relative sequences sizes of the OnC algorithm imply that
the clusters would be large; Figure 3.7(b) shows that this is indeed the
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Figure 3.8. Running times (black lines) for the oﬄine clustering algorithm,
plotted in comparison with the sequence size (gray bar). A few running times
too large to fit into the picture have been stated explicitly. The inset shows
the corresponding running times for both variants of the online algorithm.
case. The pruning method, however, appears to do the opposite, breaking
larger clusters apart until the average size hardly ever goes above three.
The subfigure (c) shows that the oﬄine algorithm clusters more states. The
number of cells clustered appears be quite consistently between 10 and
20 percent. The figure also shows that the OnP algorithm clusters a slightly
smaller number of states than OnC. This happens because it drops some
infrequently occurring candidate clusters, while OnP includes everything it
ever promotes to a cluster.
Finally, the running times for the algorithms are shown in Figure 3.8.
The main figure describes the oﬄine algorithm. We can see that the run time
more or less follows the sequence size—the gray bars show the length of the
sequence in units of 103 events. However, some sequences completely deviate
from this pattern. The problem in all of these cases is that the sequence has
some large clusters, and the oﬄine algorithm spends exponential time in
checking their subsets, looking for smaller clusters. The online algorithms
are significantly faster: as the inset graph shows, the OnC variant finished
in all cases under one second. The pruning pass increases the running time
to some extent, but the result is still much faster than the oﬄine method.
3.5.3 Cluster Quality
Apart from the score, we can assess the quality of the clustering methods in
different ways. We have already seen that clustering condenses the state
sequence, sometimes considerably so. Figure 3.9(a) shows that jitter is also
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Figure 3.9. (a) Jitter ratio of the original and clustered sequence. Circles
and crosses denote the OnC and oﬄine algorithms, respectively. (b) Ratio
of online clusters satisfying the oﬄine cluster definition.
diminished. The plot shows the jitter ratio (2.9) of the original sequence
against the clustered sequence. The circles denote the OnC algorithm,
which appears to be very aggressive in reducing jitter. However, this is
mostly a side effect of the large clusters that the method produces. The
crosses show that the oﬄine algorithm (the OnP is nearly identical to this,
and it was omitted to avoid cluttering the figure) with its smaller clusters
does not absorb jitter as well. However, with a size-constrained clustering it
is not possible to remove jitter in its entirety, since it can occur at practically
any edge of the transition graph.
We can also see how many clusters produced by the online algorithms
would satisfy Definition 3.8. The algorithms themselves, of course, cannot
do this automatically, because the definition entails the computation of
statistics that are available only after seeing the entire sequence. The results
in Figure 3.9(b) are a bit startling: first, the definition is satisfied roughly
in half of the cases, that is, not very often. Second, the simpler closure
method fares better in this respect. The reason is probably that a larger
cluster encompasses more back-and-forth transitions, thus making it easier
to satisfy the ratio condition of Definition 3.8.
Our final topic in this section is to investigate how well the oﬄine and
online clusterings agree with each other. Suppose that A and B be two
families of clusters. Member clusters are disjoint: that is, if Ai, Aj ∈ A,
then Ai ∩ Aj = ∅ unless i = j. We then define an “inclusion function”
I(x,K) as the set X ∈ K that contains x; by assumption, there is at most
one such set. If there is no X ∈ K such that x ∈ X, we let I(x,K) = ∅.
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Figure 3.10. Percentage of cells where the clustering constructed by the oﬄine and
online algorithms disagrees (circles, upper section for OnC and lower section for
OnP). The percentage of cells not clustered and the average cell support are also
shown. Sequences are arranged in ascending order by number of states.
Finally, let us define a count
n(x,A,B) =
{∣∣{ I(y,B) | y ∈ I(x,A) }∣∣, if I(x,B) 6= ∅;
0, otherwise.
This is the number of clusters in B that cover the entries of the cluster
A ∈ A that includes x. For example, in the case of
· · · a b c d e f g · · ·
· · · a b c d e f g · · ·A:
B:
(where the boxes indicate clusters) we have n(a,A,B) = 2, because there
are two clusters in B that intersect the cluster that contains a in A.
The clustering of state x is said to disagree, if
n(x,A,B) > 1 or n(x,B,A) > 1.
In the above example, the gray states a, c and d are in disagreement. The
“cluster disagreement” of Figure 3.10 is the fraction of states whose clustering
disagrees between the online and the oﬄine algorithms. The rationale behind
this is that it is not an issue if the online method includes a few states less
or a few states more in a cluster. However, producing two separate clusters
(or locations) in a place where the oﬄine method discovered only one, would
be troublesome.
Figure 3.10 shows that the pruning method in general agrees well with
oﬄine clustering. The sequences have been arranged in ascending order
by the number of distinct states, so on the left are the sequences with the
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smallest transition graphs. The figure also demonstrates that these are
the sequences with the largest fraction of clustered states. Once the state
transition graph starts to grow, the portion corresponding to frequently
seen states (i.e., the core) becomes relatively smaller. With many states
seen only once, the average support also grows smaller. On the right side of
the figure are sequences with hundreds of distinct states. It appears that
given such a large body of data, the OnC algorithm achieves its best results.
The pruning algorithm, however, appears to work well also with smaller
sequences, rarely disagreeing with the oﬄine clustering.
3.6 Discussion
In this chapter we discussed the problem of finding clusters from to represent
logical locations, and presented both online and oﬄine algorithms for clus-
tering. Finding a good clustering enables us to have a much more consistent
idea of the user’s current location, and this in turn will make it possible to
develop applications that depend on location information. Furthermore, in
order to evaluate the goodness of a clustering, we also presented a heuristic
scoring function.
The evaluation results show that the online clustering algorithm with
weak-edge pruning (OnP) is extremely fast to compute, and achieves scores
that are close to the oﬄine algorithm. This makes it a viable algorithm
for being implemented in mobile phones and other resource-constrained
environments. Being an online algorithm, it is somewhat conservative in
creating clusters, but the clusters it does generate very rarely contradict
with clusters created by the oﬄine algorithm.
C H A P T E R 4
Transition Graph Clustering
We continue to discuss the cell clustering problem in this chapter,from a different point of view: the focus will be on oﬄine clustering
of the transition graph. The goal is to use existing, well-known clustering
methods to find how well the data can be clustered, if we can observe a
state transition sequence for long periods of time. Instead of concentrating
primarily on efficiency and using scoring to evaluate the results afterwards,
we will present algorithms that directly aim to maximize the score of the
clustering, in order to determine how large scores are possible.
4.1 Vertex Distance
We will work with a fixed state transition sequence S and its induced
transition graph G(S), in accordance with Definition 2.9. Most of our
methods for graph clustering are based on an appropriate distance function
between vertices of G(S). As in Chapter 3, our ultimate goal is to find
a clustering F where each cluster closely corresponds to a single physical
location.
Definition 4.1. Let G be a graph. A graph distance function is a function
D : V (G) × V (G) 7→ R+ that satisfies D(u, v) = D(v, u) and D(u, u) = 0
for all u, v ∈ V (G).
We do not require the triangle inequality D(u, v) ≤ D(u,w) +D(w, v)
to hold, so D is not necessarily a metric. A distance function is closely
associated with (vertex) similarity: a small distance corresponds to large
similarity, and vice versa. However, distance is not bounded, while simi-
larities are usually restricted to interval [0, 1]. We say informally that two
vertices u and v are “similar,” to mean that D(u, v) is small.
We have already encountered the shortest path distance d(u, v), but this
does not suffice for clustering purposes, as any two neighbor vertices have the
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Figure 4.1. The notation used in
Definition 4.2. The edges denote
k-step transitions. The set Rk(s, t)
consists of states reachable from s
or t in at most k steps, omitting s
and t, which are joined into state u.
· · ·
s
t
s t
Rk(s, t)
u
nk(s, t)
nk(s, s)
nk(t, t)
same unit distance. Sometimes the graph density δ(G) is used as additional
information [84]; intuitively, areas of high relative density of edges should
produce good clusters. This is not always true of cell transition graphs,
where such density-based clustering tends to only separate frequently and
infrequently visited areas.
However, we can exploit the fact that the graph was constructed from
a state transition sequence S, and consider two vertices to be similar if
they occur in similar contexts in the sequence that induced the graph. The
context we are interested in consists of those states that are observed near
each other. Let s ∈ V (G(S)) be a vertex (or state). We can compute the set
of nodes that can be reached from s in at most k steps; this set is Rk(s), the
set of k-reachable states. Furthermore, since each state r ∈ Rk(s) occurs a
certain number of times, this gives rise to a probability distribution that we
call the reach distribution. With this concept we are now able to declare
two nodes to be similar if their reach distributions are similar.
Definition 4.2. Let (S, S) be a state sequence and s, t ∈ S two states. Given
a reach distance k, for an arbitrary state x ∈ S the number of k-reachable
transitions from s to x is
nk(s, x) =
|S|−k∑
i=1
k∑
j=1
[si = s and si+j = x].
Let Rk(s, t) =
(
Rk(s)∪Rk(t)
) \ {s, t}, which is the set of k-reachable states
from either s or t, except that the states s and t themselves are removed.
(See Figure 4.1.) The reach distribution of state s with respect to state t,
denoted by Rk(s | t), is a discrete probability distribution in which the
probability of state x is
Rk(x; s | t) =

nk(s, x)/Z, if x ∈ Rk(s, t)(
nk(s, t) + nk(s, s)
)
/Z, if x = u
0, otherwise
where u is a join state for s and t, and Z = ∑y∈Rk(s)∪Rk(t) nk(s, y) is a
normalization factor. uunionsq
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Figure 4.2. Two k-
reachable digraphs.
Unlabeled arcs have
unit weight.
The reach distribution Rk(s | t) is always defined for a pair of nodes,
because we want to treat transitions that occur within the pair (s, t) in a
uniform manner. Such transitions are relabeled as if their destination was a
“join state” u. This increases the similarity of distributions between states
that exhibit large numbers of transitions between them. Alternatively, we
can say that for the purposes of computing the reach distribution, the vertex
pair (s, t) is contracted into a single vertex u.
Example 4.3. Let us consider again the sample sequence (2.4). It is conve-
nient to build a k-reachable digraph that includes arcs (directed edges) for
all k-step (and shorter) transitions. Figure 4.2 shows such graphs for k = 1
and k = 3; making the graph (a) undirected yields the regular transition
graph shown in Figure 2.1. From the graph it is easy to find the reach
distribution by examining the outgoing edges and their weights. We have,
when we replace d and e with a join state u, the reach distributions of d
and e:
R3(d | e) =
{
b : 19 , f :
2
9 , u :
2
3
}
R3(e | d) =
{
b : 16 , f :
1
6 , u :
2
3
} (4.1)
(The notation x : p means that the probability of state x is p.) uunionsq
The next task is to assess the similarity of two reach distributions. Our
starting point is the standard information-theoretic measure for distribution
similarity, the Kullback-Leibler (abbreviated K-L) divergence [51], which is
defined for two discrete probability distributions P = {pi} and Q = {qi} as
the unsymmetric function
div(P ‖ Q) =
∑
i
pi log2
pi
qi
. (4.2)
A symmetric variant can be obtained with the sum
DKL(P,Q) = div(P ‖ Q) + div(Q ‖ P ). (4.3)
However, the K-L divergence is not the best alternative. First of all, (4.2)
is not bounded in the case 0 = qi < pi. Since this case occurs frequently, a
64 4 Transition Graph Clustering
smoothing term ξ becomes necessary, giving rise to a modified distribution
p′i =
pi + ξ∑
i(pi + ξ)
= pi + ξ1 + |P |ξ .
But such smoothing causes problems of its own. Consider the case of two
“disjoint” distributions {pi} and {qj}. For computing (4.3), we need to
augment the distributions with entries from each other; we have
P = { p1, p2, . . . , pn, 0, 0, . . . , 0 }
Q = { 0, 0, . . . , 0, q1, q2, . . . , qm } (4.4)
When we add the smoothing term ξ to all of these (and normalize each one
with N = 1 + ξ(n+m)), the expression (4.2) becomes
div(P ‖ Q) =
∑
i
pi + ξ
N
log pi + ξ
ξ
+
∑
j
ξ
N
log ξ
qj + ξ
.
Adding to this the mirror term div(Q ‖ P ) we obtain
DKL(P,Q) =
1
N
(∑
i
pi log(pi + ξ) +
∑
j
qj log(qj + ξ)− 2 log ξ
)
. (4.5)
If ξ is small, the first two terms are approximately equal to the (negative)
entropies of the original distributions; the whole divergence is, however,
dominated by the third, constant term. (See Figure 4.3.)
However, it is possible to avoid the additional smoothing parameter.
Lin [58] defines the Jensen-Shannon divergence as
DJS(P,Q) = 12 div(P ‖M) + 12 div(Q ‖M), (4.6)
whereM = (P+Q)/2 is the average of the two distributions. This divergence
has many nice properties, foremost being that it is bounded: DJS(P,Q) ≤ 1.
Indeed, for the disjoint distributions P and Q of (4.4) the Jensen-Shannon
(abbreviated J-S) divergence attains its maximum value, that is,
DJS(P,Q) =
1
2
∑
i
pi log
pi
pi/2
+ 12
∑
j
qj log
qj
qj/2
= 1,
because ∑i pi = ∑j qj = 1.
Figure 4.3 illustrates the two divergences on real data. We compute
the reach distributions (with distance k = 4) for pairs of nodes in a single
transition graph. The figure shows a histogram of the values of DKL (with
smoothing term ξ = 10−4) and DJS, where each row consists of vertex
pairs with a specific path distance d. Not surprisingly, neighboring vertices
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Figure 4.3. Distribution of (a) symmetric, smoothed Kullback-Leibler and
(b) Jensen-Shannon divergences (4.3) and (4.6) for a single person, as a
function of the path distance d between the graph vertices, with k = 4.
(with d = 1) tend to be more similar to each other than vertices that are
further away. The two divergences produce somewhat comparable results
for small values of d, but when the distance grows, the differences become
more pronounced. Most of the pairs with distance d = 6 have fully disjoint
reach distributions. On the right, the J-S divergence (4.6) has a single peak
at 1, as expected. The K-L divergence, as shown by (4.5), is dominated by
the term −2 log ξ ≈ 26.6. Instead of having a single value, these essentially
unrelated vertices produce rather a wide distribution of divergences. For
these reasons, the J-S divergence will be used from now on.
We now have the components for the vertex distance function, which will
be a combination of the path distance d(u, v) and a distribution distance
function between two reach distributions, R(u | v) and R(v |u). The simplest
approach of joining these two distances is a linear combination
D(u, v) = bd(u, v) +DJS
(
R(u | v),R(v |u)), (4.7)
where b is a scaling constant. Figure 4.3 shows that the distribution of
divergences is already dependent on the path distance. The additional term
in (4.7) emphasizes this dependency further, by shifting each row to right
by b× d units.
4.2 Graph Clustering Techniques
We look next at two graph clustering techniques, hierarchical and spectral
clustering. Both are global clustering methods (requiring access to the entire
transition graph) based on a distance function.
Given a graph G, a cluster is a subset of V (G), the set of vertices. If G
is a transition graph, then a cluster is a set of cells. Clusters are disjoint,
and as in Definition 3.1, the symbol F denotes the set of all clusters.
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4.2.1 Hierarchical Clustering
The familiar agglomerative hierarchical clustering [35, 37] uses the distance
function to group similar items together. Once two vertices or clusters are
joined into a new cluster, they are replaced by this new cluster. The process
then repeats until eventually only a single cluster is left, although we usually
stop the clustering when a suitable stopping condition is reached. Stated in
pseudocode, the algorithm is as follows:
F ← { {v} | v ∈ V (G) }
while stopping condition not met do
(C,C ′)← arg minC,C′∈FD(C,C ′)
Replace C and C ′ in F with C ∪ C ′ (4.8)
The cluster distance function D(C,C ′) is given by (4.7) when both C
and C ′ are singleton clusters; that is, D({u}, {v}) = D(u, v). There are
many possibilities for a distance function in the case of non-singleton clusters.
Let ∆ be the multiset of all pairwise distances D between vertices of C
and C ′. Out of the usual choices of single linkage (min ∆), complete linkage
(max ∆) and average linkage (taken over ∆), we believe that average linkage
Davg(C,C ′) =
1
|C||C ′|
∑
u∈C
v∈C′
D(u, v) (4.9)
best captures the concept of a distance between sets of vertices. For example,
suppose we want to compute the distance of the two clusters (consisting
of vertices marked with and ) of graph . Using the shortest path
distance for simplicity as D(u, v), we have ∆ = {1, 2, 3, 1, 1, 2}, hence the
single, complete and average linkage distances are 1, 3, and 5/3, respectively.
We will consider the choice of a stopping condition in Section 4.3.
Example 4.4. (Continues Example 4.3.) Hierarchical
a b c d e f
0
1/4
1/2
3/4
1
5/4
M
er
ge
di
st
an
ceclustering of the sequence (2.4) with average linkage
and distance function (4.7) with b = 0.1 yields the
dendrogram (cluster tree) on the right. Each node of
the tree is drawn at the height of the cluster distance
of the resulting merged cluster. For instance, by (4.1)
and (4.7) we have
D(d, e) = 0.1 · 1 + g(19 , 16) + g(29 , 16) + g(16 , 19) + g(16 , 29) ≈ 0.107,
where g(x, y) = (x/2) log
(
2x/(x+ y)
)
. From the dendrogram we can infer
that the natural clusters would probably be {b, c} and {d, e}, which agrees
with the earlier examples with this sequence. uunionsq
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4.2.2 Spectral Clustering
The basic idea of spectral clustering is to translate the graph to a suitable
matrix form and to search for clusters in the eigenspace of this matrix.
There are numerous variations on this basic theme; we use mainly the
ncut-minimizing algorithm of Shi and Malik [85], with some ideas borrowed
from the normalized spectral clustering algorithm by Ng et al. [72]. The
notation follows the presentation by von Luxburg [93].
Let the vertices of the transition graph G be numbered sequentially
as v1, v2, . . . , vn, where n = |V (G)|. Spectral clustering uses a n × n
symmetric non-negative weight matrix W . An element wij of W stands for
the strength of the connection between vi and vj (this is different from edge
weight ωij—there need not be an edge between the vertices), so in a sense,
weight is the opposite of distance.
Since we already have a distance function D(vi, vj), a natural way to
define the weight matrix is to simply invert the distance:
wij =
{
(1 + )Dmax −D(vi, vj), when D(vi, vj) <∞
0, otherwise.
Here Dmax is the largest finite distance in the graph and  is a small positive
constant, which maps Dmax to a small but nonzero weight.
The next step is to compute the degree matrix D, which is a diagonal
matrix of row sums ofW , that is, D = diag(d1, . . . , dn), where di =
∑n
j=1wij .
We can now define the Laplacian matrix ; the basic unnormalized Laplacian
is simply L = D −W . A normalized variant can be obtained by letting
Lsym = D−1/2LD−1/2 = I −D−1/2WD−1/2,
where I is the n × n identity matrix. The Laplacian is symmetric and
positive semidefinite, hence its eigenvalues are real and nonnegative. The
smallest eigenvalue λ1 of L is always zero, corresponding to an eigenvector
of all ones. The matrices L and Lsym have the same eigenvalues, but if x is
an eigenvector of L, then D1/2x is an eigenvector of Lsym . Another way to
normalize L is to use Lrw = D−1L; this matrix is no longer symmetric, but
it is still positive semidefinite. (This form originates from graph random
walk studies, hence the subscript “rw.”) According to von Luxburg [93], Lrw
should lead to better results. In our experience, Lsym works almost equally
well, and being symmetric, its eigenvectors can be computed faster.
Regardless of the Laplacian, spectral clustering can proceed in two
different ways, either by graph partitioning or by clustering a subset of
eigenvectors. We first order the eigenvalues of the Laplacian in ascending
order, and let u1, . . . , un be the corresponding eigenvectors.
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Spectral-Partitioning(V )
Input: Set of graph vertices V
Output: Partitioning of V into two clusters
1 n← |V |
2 Construct a weight matrix W on V
3 Dii ←
∑n
j=1 wij ; L← I −D−1W
4 Let f be the eigenvector corresponding to the second
smallest eigenvalue of L
5 Sort the elements of f into ascending order; let v(i) be
the vertex corresponding to ith smallest element of f
6 k ← arg min
i=1,...,n−1
ncut
({v(1), . . . , v(i)}, {v(i+1), . . . , v(n)})
7 return V1 = {v(1), . . . , v(k)} and V2 = V \ V1
Algorithm 4.1. One step in the Shi-Malik spectral clustering algorithm.
The second eigenvector u2, also known as the Fiedler vector f [27], can
be used to partition the set of vertices into two two sets. Shi and Malik
introduced the concept of normalized cut: we want to minimize the cut value
(which is the total weight of the edges being cut) between the two partitions,
but at the same time, we want to avoid unbalanced cuts. Specifically, we
define the cut value between two vertex sets U and V as
cut(U, V ) =
∑
i∈U
∑
j∈V
wij
and the normalized cut as
ncut(U, V ) = cut(U, V )
( 1
volU +
1
volV
)
,
where volU = ∑i∈U Dii. With the Fiedler vector, a linear sweep suffices
to find V1 and V2 that minimize ncut(V1, V2). After this partitioning we
then repeat the process separately for vertex sets V1 and V2, continuing to
partition the graph until only single items remain. We thus obtain a divisive
clustering algorithm, which builds a dendrogram from top to bottom. The
pseudocode for a single partitioning step is given in Algorithm 4.1.
However, many spectral clustering algorithms (e.g., those by Ng et al.
[72] and by Meilă and Shi [65]) do not use recursive partitioning. Instead,
if we know k, the desired number of clusters, the recommended method is
take the first k eigenvectors, arrange them into a n× k matrix M and then
use, for example, k-means clustering on the k-dimensional row vectors of M .
This method is used, e.g., by Nurmi and Koolwaaij [73]. However, in our
application k is unknown, so the approach is infeasible.
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Example 4.5. (Continues Example 4.3.) We will apply spectral clustering
to the sample sequence (2.4). With b =  = 0.1, the weight matrix becomes
W =

0 1.15 0.98 0.70 0.80 0.13
0 1.33 1.14 1.07 0.23
0 1.01 0.98 0.13
0 1.32 0.33
0 0.23
0
. (4.10)
(The symmetric lower diagonal portion has been omitted for clarity.) From
this we compute the normalized Laplacian Lrw = I −D−1W , whose first
four eigenvectors are the columns of
M =

0.41 −0.19 −0.41 −0.64
0.41 −0.09 −0.17 0.20
0.41 −0.15 −0.06 0.62
0.41 0.13 0.35 0.05
0.41 0.05 0.41 −0.38
0.41 0.96 −0.71 0.10
.
We now proceed by partitioning on the Fiedler vector f . Ordering the
vertices by f and computing the normalized cut values we obtain
fi −0.19 −0.15 −0.09 0.05 0.13 0.95
vi a c b e d f
ncut 1.19 1.18 1.09 1.16 1.05
where “ncut” values correspond to the normalized cut value, if the cut was
located between the respective two elements. Choosing the minimum cut,
we obtain a partitioning {a, b, c, d, e} and {f}. Repeating the process, the
former set further splits into {a, b, c} and {d, e}, and in the third round {a}
is separated from {b, c}.
Since in this case we know that the number
y
a
b
c
d
e f
x
z
of clusters is k = 4, we could have used k-means
clustering on the row vectors ofM . The six points
are shown on the right (each point is accompanied
with a “shadow,” the projection of the point onto
the xy-plane), and we can see that based on Eu-
clidean distances in R3, the same clusters would
most likely have been obtained. uunionsq
4.3 Score-optimizing Clustering
In this section we consider methods that produce a clustering F by choosing
a configuration that maximizes the score function σ(F) of Section 3.2. This
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differs from the approach in Chapter 3, where we only used σ(F) to evaluate
a pre-existing clustering.
4.3.1 Tree Optimization
The methods presented in the previous section both output a dendrogram,
a binary tree whose nodes represent the merging of two clusters. For such a
dendrogram to be useful, we need to derive a set of clusters from it, and
to do this, a stopping condition is called for. The merge distance D does
not suit this purpose: it increases at each merge step, so there is no natural
maximum value to pick; furthermore, the distances themselves are highly
dependent on the dataset, so it is not possible to give a universal threshold
value. Instead, our strategy will be to build a clustering by combining the
dendrogram with the score σ(F).
Conceptually, after each merge step (4.8) we have an intermediate
clustering Fi. One way to maximize the score is to construct the dendrogram
as usual, and produce the final clustering by letting F = arg maxi σ(Fi). (At
each merge step it is only necessary to recompute the score for the newly
formed cluster, since the scores for other clusters remain constant.) Strictly
speaking, this is not a stopping condition, as we need to finish (or almost
finish) the building of the dendrogram before we can find the maximum
score. The score starts from one, increases for a while and then starts to
decrease again when cluster sizes grow too large. However, this is only a
high-level description of the actual behavior: locally, the score can fluctuate
up and down, so all the values σ(Fi) are needed.
It turns out that we can achieve even better results by using the tree
structure of the dendrogram to optimize the score. We first define appropri-
ate terminology:
Definition 4.6. A cluster tree T is a binary tree. There are two kinds of trees,
leaves and interior trees. A leaf tree has no children. Instead, it has a value,
denoted by v(T ). An interior tree has two children, left(T ) and right(T ),
which are both cluster trees, and merged(T ), a Boolean indicator.
The set of values represented by a tree T is given by
V (T ) =
{
{v(T )}, if T is a leaf;
V (left(T )) ∪ V (right(T )), otherwise.
A cluster tree T represents a set of one or more clusters,
C(T ) =
{
{V (T ) }, if merged(T ) is true;
C(left(T )) ∪ C(right(T )), otherwise. uunionsq
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There is a natural mapping from a dendrogram to a cluster tree: we
retain the tree structure of the dendrogram, but ignore the merge distance
and the order in which the nodes were added. The merged flags uniquely
specify the clustering represented by the tree. For example, the tree
a b c d e
(4.11)
where the black interior node has the merged indicator set, represents a set
of three clusters {{a, b, c}, {d}, {e}}. In particular, the merge state of the
node a b is ignored.
The number of possible clusterings, or partitionings of the state space, is
given by Bell numbers Bn, and asymptotically Bn = Θ(n/ logn)n [50]. The
clustering phase vastly reduces this huge search space, making it possible to
find the partitioning that maximizes the score by traversing the clustering
tree. For example, there are B5 = 52 possible partitionings for a set of five
elements, but only 7 are possible with the tree (4.11).
An interesting question is to determine how large this search space
reduction is. In general, the number of partitionings N(T ) derivable from a
cluster tree T depends on the shape of the tree, and not just its size. We
have a recurrence
N(T ) = N(left(T )) ·N(right(T )) + 1, (4.12)
where the second term corresponds to the partition with only one set that
covers all of V (T ). It is clear that (4.12) is maximized when the left and
right subtrees are symmetric or nearly symmetric. To find an upper bound
for N(T ), we build a nearly symmetric cluster tree and then compute N(T )
for such a tree. We begin with a list R that consists of the n leaves, and
then apply the following rules until r = |R| becomes one:
1. If r is even, merge adjacent items of R into a new tree , and
replace R with a list of r/2 such trees.
2. Otherwise, when r is odd, build a new tree from the rightmost
3 items, and pair the other r− 3 items as before. Replace R with this
new list of (r − 1)/2 items.
Figure 4.4 illustrates this process for n = 10. Rule 2 is invoked on the
second iteration, when r = 5. We denote the number of partitions possible
with such a tree by pn; from (4.12) we find that, for example, p10 = 56. We
can now estimate pn.
Theorem 4.7. The number of partitionings pn is O(cn), where c ≈ 1.50.
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Figure 4.4. A nearly symmetric
clustering tree of n = 10 items.
Proof. When n = 2k, the tree is complete, and the recurrence (4.12) becomes
pn = p2n/2 + 1. When n is large enough, the term 1 is negligible, and the
solution is simply pn = cn. The value of c can be determined by computing
a few leading terms of the sequence manually. Since p16 = 677, for example,
the equation 677 = c16 yields c = 6771/16 ≈ 1.5028. The exact value, which
includes the additive term, will always be slightly larger than the estimate.
If n is not a power of two, pn will in most cases be below the estimate cn,
because the use of Rule 2 will break the symmetry and make the tree sparser.
However, if n has a large factor 2k, the symmetry will be broken closer
to the root, and in this case, the error from the approximation will be
more significant, making cn < pn. Comparison of exact values against the
estimate shows that the relative error is about 9% when n is odd and less
than 5% when n is even. uunionsq
The conclusion is that the ratio between the number of cluster tree
partitionings and all possible partitionings is at most O((c/n) logn)n, and
usually still smaller, as the cluster tree is in general not balanced.
Once a clustering tree T has been constructed, Maximize-Tree-Score
(Algorithm 4.2) finds the partitioning that maximizes the clustering score
σ(F). The algorithm does a postorder traversal of the tree, considering
each interior node of the tree with and without merging. At each step, it
determines which choice leads to a larger score, and assigns the merged flag
accordingly. It is important to note that a node may set merged ← false,
but its parent node will again combine its children. The time-scaling function
L(t) for cluster weights was discussed in Section 3.2.
Example 4.8. Applying Maximize-Tree-Score to
the dendrogram from Example 4.4 yields the results
shown on the right. At each node we write the scores
as σσ
∣∣w, where σ and σ are the scores of the merged
and divided subtrees, respectively, and w is the scaled
weight of the tree. The score for {d, e} was derived
in Example 3.7 on page 36; others are computed
a
b c d e
f
2.3
1.0 3.3
6.2
1.0 4.2
3.9
4.5 4.5
1.6
3.6 4.6
0.8
3.6 4.6
analogously. Recall that leaves (single cells) have a
unit score by definition.
For simplicity, we let T0 = β = 1 in (3.14) so that the weight of a cluster
reduces to L(w(C)) = 1+lnw(C), where w(C) is the unscaled weight, given
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Maximize-Tree-Score(T )
Input: A clustering tree T
Output: Implicitly, changes the clustering C(T ) represented by tree T
1 function Tree-Score(T ) is  Return σ(T ) for subtree T
2 σ ← w ← 0
3 Q← empty queue
4 push(Q,T )
5 while not empty(Q) do
6 T ← pop(Q)
7 if not merged(T ) then
8 push(Q, left(T ))
9 push(Q, right(T ))
10 else
11 C ← V (T )  States represented by T
12 σ ← σ + L(w(C))σ(C)  L(t) defined by (3.14)
13 w ← w + L(w(C))
14 return σ/w
15 function Choose-Tree-Score(T ) is
16 if T is a leaf then
17 return
18 σ ← Tree-Score(T )
19 merged(T )← false
20 Choose-Tree-Score(left(T ))
21 Choose-Tree-Score(right(T ))
22 if σ > Tree-Score(T ) then
23 merged(T )← true
24 Initialize merged(T ) to true for all tree nodes T
25 Choose-Tree-Score(T )
Algorithm 4.2. Maximizing the score of the clustering represented by a tree.
by (3.13) as the total stay time in cluster C.
We obtain the familiar result that {b, c} and {d, e} are the subtrees
where σ > σ and which thus qualify as clusters. Incidentally, in this small
example the “bottom-up” score maximization mentioned at the beginning
of this section would yield identical results. With larger state transition
sequences, Algorithm 4.2 in general prevails. uunionsq
4.3.2 Brute-force Search
What is the highest possible clustering score for a particular sequence?
Knowing this would provide a useful indicator against which to measure
the various algorithms. A definitive answer could be found by trying each
74 4 Transition Graph Clustering
possible clustering in turn, but this is prohibitively expensive to do. We
could conceivably use upper portions of the clustering tree, and try all
possible partitionings with subtrees whose size is below a certain threshold.
But this approach ignores the fact that the tree was built bottom-up: should
there be a systematic bias in the lower levels, it would be reflected to higher
levels in the tree.
The algorithm presented below takes a heuristic approach. Since a true
exhaustive search is infeasible, we find places (“kernels”) that should be
clustered together, and then do a local search for the best possible cluster
around that cluster kernel. This search amounts to testing all possible
subgraphs in some neighborhood of the kernel; as the number of subsets is
still exponential, we need to carefully control the size of the neighborhood
that we examine. Of course, since the initial choice of a kernel is simply a
heuristic and because only a fraction of all possible subgraphs is examined,
there is no absolute guarantee that we find the clustering that maximizes
the score.
Algorithm 4.3 is based on the observation that heavily visited edges are
more likely to belong to clusters. It therefore gathers all the edges of the
graph and orders them by weight. Each edge x−−−y is then processed in
turn. If both x and y are still unclaimed by any cluster, we proceed to
collect a set A of eligible neighbors. This set basically includes unclaimed
vertices at most distance d from either x or y. If the graph is dense, the
set A could become too large, and we avoid this by progressively filtering
low-frequency nodes and edges until |A| is within the threshold N .
The subroutine filter graph(G, ν, η) returns a subgraph H of G, removing
nodes whose frequency (the total number of occurrences of the corresponding
state) is less than ν, and edges whose weight is less than η. Filter settings
are tried out in turn; each setting removes more vertices than its predecessor.
Currently the list of filters (ν, η, d) is
(0, 3, 2), (0, 5, 2), (0, 3, 1), (0, 5, 1), (10, 10, 2), (10, 10, 1);
these are tried from left to right. In about 97% of cases the first entry
suffices, although the other cases (and the emergency filtering on lines 11–12)
are necessary to process all datasets. Having η1 > 0 is necessary to remove
spurious edges from data.
Once the set A has been chosen, brute force search is used to select the
connected subset U∗ of A ∪ {x, y} that yields the largest score. Finally, if
the cluster U∗ that was found has a score larger than one, it will be added
to the clustering F and its vertices are marked as claimed. Once a cluster
has been formed, its vertices are never considered again for inclusion in
another cluster.
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Brute-Force-Clustering(G)
Input: A transition graph G
Constants: Set of filtering parameters (ν, η, d), where ν is the minimum node
frequency, η the minimum edge weight, and d the maximum
distance from kernel vertices; maximum set size N
Output: A clustering F
1 F ←M ← ∅
2 E ← List of edges {x, y} ∈ E(G), arranged in descending order by weight
3 for each {x, y} ∈ E do
4 X ← {x, y}
5 if X ∩M = ∅ then
6 for each (νi, ηi, di) in the filter set do
7 H ← filter graph(G, νi, ηi)
8 A← { v ∈ V (Gi) \M ∣∣ min(dH(v, x), dH(v, y)) ≤ di }
9 if |A| ≤ N do
10 break
11 if |A| > N then
12 Remove vertices from A in order of ascending frequency
13 U← {U ∪X | U ⊆ A and U ∪X is connected in G }
14 U∗ ← arg maxU∈U σ(U)
15 if σ(U∗) > 1 then
16 F ← F ∪ {U∗}
17 M ←M ∪ U∗
18 return F
Algorithm 4.3. Clustering by an exhaustive search near frequent edges.
The maximum subset size N needs to be chosen carefully, as for each
edge x−−−y we may need to check the score of up to 2N candidate subgraphs.
(Usually many of those subgraphs will not be connected, however.) The
value used in the experiments is N = 13. The computation of the score σ(U)
for a set U is not especially fast, as it was not designed for time-critical
code.
4.4 Experiments
In this section we will first consider appropriate parameter assignments for
the clustering algorithms presented earlier in this chapter. Then we will
compare these oﬄine algorithms against the methods from the previous
chapter. The primary goal is to compare the scoring, to see if the oﬄine
algorithms that attempt to maximize the score are able to produce signifi-
cantly better results than those of the previous chapter. We will also look
at other aspects of clusterings.
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Figure 4.5. (a) Score distribution for hierarchical clustering and Algorithm 4.2,
when parameter b is varied in steps of 0.1. At each point the 5th and 95th
percentiles, the interquartile range and the median are shown. Scores are rela-
tive to corresponding score from brute-force clustering. (b) Spectral clustering
(Algorithm 4.1), followed by Algorithm 4.2. In both figures the vertical dotted
line denotes the value of b that yields the highest average score.
Parameter selection. We choose the parameters for clustering algorithms to
maximize the score σ(F) of the resulting clustering F. This is accomplished
by first running a clustering pass (with either hierarchical or spectral
clustering) and then applying the Maximize-Tree-Score algorithm to
the clustering tree.
The numeric scores are not directly comparable between different users,
because they depend on individual travel patterns and the structure of the
underlying transition graph. We can get a better picture of the quality of
an algorithm by comparing it to some other algorithm on the same data.
The brute-force clustering algorithm is well-suited to this purpose, because
it often (though not always) produces the highest score, and in particular
because the algorithm is parameter-free. We will thus work with the relative
score σ(F)− σ(FF ), where F stands for Algorithm 4.3.
Figure 4.5(a) illustrates this scheme for hierarchical clustering. We vary
the distance balance b from 0 (which omits the path distance entirely) to 1.0.
The figure shows the distribution of the relative score, with 5th and 95th
percentiles, the interquartile range (with shading) and the median. The
distribution shows relatively little change over the parameter range. It
seems that the effect of the path distance term (b > 0) is positive, but too
large values of b again decrease the score. Accordingly, we choose b = 0.1
in further experiments. It is worth noting that in several cases the score
of hierarchical clustering exceeds that of brute-force search, showing that
Algorithm 4.3 can be surpassed. (This can happen if the original frequent-
edges heuristic fails, or because we cannot actually check all the possible
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Table 4.1. Clustering algorithms used in the evaluation.
Sym-
bol
Description Alg# Page
L Online, “local” clustering with edge pruning
(parameters given by the example set in Figure 3.6)
3.3, 3.4 47, 52
G Oﬄine, “global” clustering based on stay time 3.1 40
B Hierarchical clustering with bottom-up score
maximization (arg maxi σ(Fi) on page 70)
- 66, 70
T Hierarchical clustering with top-down score
optimization, with b = 0.1
4.2 66, 73
S Spectral clustering with score optimization, with
b = 0.05
4.1, 4.2 68, 73
F Brute-force score-maximizing clustering 4.3 75
candidates in dense areas of the graph.)
Replacing hierarchical with spectral clustering leads to the results shown
in Figure 4.5(b). We have used the symmetric Laplacian Lsym , because it is
much faster to compute the eigenvectors of a symmetric matrix; the results
for Lrw are not materially different. The effect of increasing b is now much
more pronounced, and on the whole, the scores trail those of hierarchical
clustering. We let b = 0.05 in the sequel.
Comparison of clusterings. The clustering algorithms listed in Table 4.1 are
used in the evaluation. Each algorithm will be referred to by its symbol
letter, which denotes the complete algorithm, including its parameters. Only
algorithm L is online, others are oﬄine.
Figure 4.6 shows the distribution of three different quantities. The distri-
butions are visualized with boxplots, where the box shows the interquartile
range (iqr) of the distribution (the bottom of the box is the 25th percentile
and the top is the 75th percentile), with a horizontal line located at the
median. The “whiskers” portion show data that is outside the iqr, but
whose distance from the box is no more than 1.5× iqr; points outside this
range are plotted individually.
On the left, Figure 4.6(a) displays the relative score (again, relative to
algorithm F ). The hierarchical algorithms clearly outperform the others.
Spectral clustering is only slightly better than algorithms L and G, which is
surprising, given that the latter two algorithms make no attempt to optimize
their score rank. Also, while the distribution of score values for L and G
is rather wide, the hierarchical clustering methods consistently reach very
close to the F value, or even exceed it.
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Figure 4.6. Comparison of different clustering algorithms. (a) Distribution of
scores, relative to F clustering. (b) Running time, times the running time
of the corresponding G clustering. (c) Portion of state space included in
non-singleton clusters.
In the middle, Figure 4.6(b) shows the running time of the clustering
algorithms. The plotted values are multiples of the running time of algo-
rithm G. Algorithm L was not used for this purpose because it finishes
usually under one second (cf. Figure 3.8), so relative times are not very
reliable. Spectral clustering is slow, because it must (in the beginning)
process many relatively large matrices. And finally, it comes as no surprise
that the brute-force search consumes the most time. Processing the 98 state
transition sequences in the dataset, on a computer with 2.2 GHz Core 2
Duo processor, takes the following amounts of time:
Type L G B T S F
All 37 s 1:11 0:22 0:22 1:09 2:13
All but one 35 s 0:20 0:19 0:19 0:38 2:08
The entry for L is in seconds, and all others are given in hours:minutes.
It happens that both algorithms G and S have one sequence that takes a
particularly long time; the second row shows the total time excluding the
maximum individual duration for that type. The sequences are different:
for G, dense subgraphs can require exponential time, while for S the culprit
is that the transition graph had a very large connected component.
The final interesting quantity is the coverage, which is the portion
of states that are members of some non-singleton cluster. According to
Figure 4.6(c), the online clustering algorithm is the most conservative in
creating clusters, while algorithm F basically joins together everything it
possibly can. Neither strategy is clearly superior to the other, it is just
interesting to observe the differences across the methods. The coverage
also affects the score, in the sense that oﬄine algorithms can process the
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entire sequence and find clusters also in areas that are visited infrequently.
Algorithm L never does this, so its coverage and score are necessarily lower.
It is also interesting to note how hierarchical and spectral clustering, which
both use the same score optimization pass, result in rather different scores
and coverage values.
Visualizing clusters. Instead of using abstract scores to characterize cluster-
ings, it is possible to look at the actual clusters. However, since clusters
are supposed to represent physical locations, it is necessary to have some
external knowledge on the correspondence between the transition graph and
the physical world. In addition, actual transition graphs are usually large,
which makes it difficult to visualize them.
Figure 4.7 illustrates the clusters discovered by the various algorithms.
The graph is an excerpt from a transition graph, consisting mainly of cells
observed between the user’s home and workplace, with a few low-frequency
cells omitted. Thickness of edges denotes increasing weight. Vertices with
labels were explicitly named by the user (at the time this data was collected,
no external location-naming services were available), but because the actual
names connote meaning mostly to the user himself, the picture labels are
here reduced to single letters.∗ However, labels that differ only by their
subscript (with the exception of M) were given identical names, usually
because several different cells were visible in the given location. Indices
are randomly assigned. Primed labels (e.g., H ′) are located close to the
corresponding unprimed locations, but they should still be treated as two
distinct locations. The two important locations in the picture are home H
and workplace W .
Clusters are represented by shading. Based on the above naming con-
vention and our goal of having clusters represent physical locations, a good
cluster should include all the cells with same letter (and no other cells).
Having different letters in the same cluster is thus undesirable, although
a mix of both primed and unprimed letters is a smaller problem. Unfor-
tunately, user-supplied names are not very precise, as they were assigned
retroactively (if at all) and the user was usually moving at the same time.
The different algorithms produce clusters that only rarely agree com-
pletely. Online clustering yields the fewest clusters, a fact reflected in its
relatively low score. All algorithms produce clusters for the more frequently
occurring places, although spectral clustering has created too big a H cluster.
At the other end (near W ), it is unclear which alternative clustering is best:
jitter is present, indicated by the thick edges, from the W cells onto cells
∗Some of the letters are initials of locations in Eastern Helsinki. It can be noted that
Mi are subway (metro) stations, numbered from east to west.
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Figure 4.7. Clusters found by different algo-
rithms. The graph is a subset of the whole
transition graph, showing cells encountered
between the user’s home (at the bottom,
labeled H) and workplace (near the top,
labeled W ). Clusters are represented by
shaded areas, while edge thickness indicates
frequency. Vertices (except M) with labels
were named by the user, such that labels
differing only by their subscript denote the
same physical location. For each algorithm
F, . . . , S we show the overall score σ, cover-
age ratio r, and the number of clusters n in
the entire clustering.
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named with nearby streets (U and V ). If we ignore the labels and look at
the actual transition sequence, it seems that the extended versions shown
in the two leftmost figures (brute force and local algorithms) are close to
optimal.
4.5 Discussion
In this chapter we investigated graph-based clustering methods. We defined
a vertex distance function that combines straightforward path distance with
distribution similarity, so that states that occur in similar contexts in the
transition sequence will be considered to be similar in the graph. Similar
methods have been used in other domains, e.g., discovering synonyms from
text corpora [59], but to our knowledge, they do not incorporate the path
distance component.
Equipped with this distance function we used both hierarchical and
spectral clustering on the graph, producing the final clustering by post-
processing the cluster tree to maximize the score. For comparison purposes
we also developed a brute-force algorithm that attempts to find the largest
possible score for a sequence.
The comparison of clustering algorithms shows that the algorithms based
on stay time distributions produce results that have a somewhat lower score
and coverage than the graph-based methods. On the other hand, the online
algorithm executes in a fraction of time taken by other methods, making it
suitable for use in resource-constrained environments. An oﬄine clustering
method could also be run occasionally to produce good baseline clusters,
augmented with the online algorithm.
It is moderately surprising to see that hierarchical clustering performs
so well overall, sometimes even reaching a score that is higher than that of
the brute-force heuristic. This clearly indicates that the choice of vertex
distance function was justified. However, further research would be needed
to investigate why spectral clustering underperforms; changing the weight
function to a more amenable form may provide an answer. Furthermore,
there are other graph clustering algorithms: see Karypis and Kumar [48, 49]
and the references therein.
Much of the analysis in this and the preceding chapter relies on the score
σ(F) to provide an objective measure of cluster quality. While the results
seem promising, further human evaluation would be required to assess and
possibly tune the scoring.
Other directions. There are many features, besides clusters, that one can
derive from sequences in general and state transition sequences in particular;
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the Dong and Pei’s monograph [22] is a good introduction to the subject.
The definition of a “sequence” is typically more general than ours: instead
of a series of single items, a sequence consists of a series of itemsets; for
example, 〈a(bc)〉 stands for a sequence where a is followed by b and c, but
the order of b and c is unspecified. (We could represent cell jitter in this way
by grouping jittering states into such itemsets.) Given a set of sequences,
one can find frequent sequential patterns that occur in the set; see, e.g.,
Agrawal and Srikant [4] and Pei et al. [78]. Although we have studied only
a single sequence at a time, it would be easy to obtain a sequence database,
for instance, by grouping events by days or by trips between two specific
locations.
We can also look for episodes, which are partially ordered collections of
events that occur as a subsequence within a given (time) window [62]. Our
sample sequence
a b c b d eb λ d e d e d f
5 10 15 20 25 30 35 40 45 50t = 0
might contain a serial episode d e and an episode b c
d
with an
arbitrary partial order, when the window ( ) size is 5.
Experiments with both sequential patterns and episodes indicate that
such features seem to be easier to find when the cell transition sequence has
been clustered. By removing unwanted transitions the resulting sequence
provides a better foundation for mining higher-level constructs. Formalizing
these somewhat vague notions is an interesting topic for future work.
Sequences can also be segmented, which uses frequency and entropy
between items to divide the sequence into segments such that the items
within a segment are homogenous in some sense [14]. Segmentation at-
tempts to fulfill the same need as clustering does, but in our experience the
peculiarities of cell transition data require methods that are tailored for it.
Our online clustering algorithm is a simple example of a broader class of
research that is concerned with data streams. Here the input is a potentially
infinite sequence a1, a2, . . . ; suppose ai ∈ A and |A| = N . The processing
time per item ai and storage requirements at any time t in the stream are
strict: both should be o(N, t), and preferably polylog(N, t) [69]. In such a
model even the simple task of counting frequencies becomes probabilistic
[47]. Of course, we have assumed that the state set S is not overly large,
so algorithm L is not a proper data stream algorithm, even if it is online.
Gaber et al. [29] and Muthukrishnan [69] provide overviews of data stream
analysis; for data stream clustering in particular, see [3, 12].
C H A P T E R 5
Bases
Some locations, such as one’s home and place of work, are more impor-tant than others. We call such semantically meaningful places “bases.”
In this chapter we give a definition for bases, and then describe how they
are found and how we detect visits to them. We also briefly consider the
general problem of building a classifier with time inputs.
5.1 Finding Bases
An important location, or a base, is defined as a location where the user
spends a large portion of his or her time. Recently observed events are
given more weight in this regard, to adapt to changes in the movement
patterns of the user. Of course, there are many other ways for locations to
be significant, not all of which are both quantifiable and measurable, so in
this work, we will concern ourselves with time-related significance only.
The rationale of studying significant locations is twofold. First, recogniz-
ing semantically important places can be used to trigger location-sensitive
behavior. This kind of location-aware processing is almost certainly needed
only for locations that are in some sense prominent. Second, if we label
certain places as “important,” we implicitly designate all other places as,
well, unimportant. Simplifying things a little, we can regard the act of
visiting non-base states as “traveling;” such travel occurs between base
states. We consider this in the next chapter.
As above, we use the term “location” collectively for cells and cell
clusters. We use notation L for the set of all locations. In most cases state
transition sequences can be clustered or non-clustered without affecting the
results; if a particular case is assumed, this will be stated explicitly. Of
course, this does not mean that the choice of clustering algorithm (or its
absence) is irrelevant.
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Figure 5.1. The time weight function
χL(u)rt−u for some location L. The
function is nonzero only when the
user stays in L. The area under the
curve is timeL(t).
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Definition 5.1. The weighted time spent in location L ∈ L is
timeL(t) =
∫ t
t0
χL(u)rt−u du, (5.1)
where t0 is the time of the first observation, t is the current time, and
0 < r ≤ 1 determines the rate of aging. The characteristic function χL(u)
has value 1 if the user is at location L at time u; in other words, χL(u) =
[state(u) = L]. (See Figure 5.1.)
The aging rate r is determined heuristically. The idea is to allow
regularly occurring events to demonstrate their regularity, but also to avoid
assigning overly large weights to events that occur every day. Assuming that
most regular events happen at least once a week, a rate that would allow
two-week old events have reasonably high weights would be appropriate.
We can require the weight term rt−u of (5.1) to be of the order 0.25 at
u = t − 14 days, which gives an estimate r = 0.9 (per day). Decreasing r
shortens the “recent” time range.
Definition 5.2. The set B of bases at time t consists of the minimal set of
locations that cover fraction β of all weighted time:
B(t) = arg min
B′⊆L
{
|B′|
∣∣∣ ∑
B∈B′
timeB(t) ≥ β
∫ t
t0
rt−u du
}
. (5.2)
Note that B is a function of time, which at any time t selects the
locations that cover at least fraction β of all time up to t. Because of the
weighting, events older than a few weeks will have negligible effect on the
set of bases.
We can simplify the condition in (5.2) by noting that (5.1) can be written
as
timeB(t) =
∫
U(B)
rt−u du,
where U(B) = T (B) ∩ [t0, t] and T (B) = { t | state(t) = B } is the time
cover of B. The set U(B) can be written as a union U(B) = ⋃n(B)i=1 Ui(B),
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where each Ui is a time interval. By letting
A(t1, t2; t) = − ln r
∫ t2
t1
rt−u du = rt−t2 − rt−t1
the condition takes the form
∑
B∈B′
n(B)∑
i=1
A
(
Ui(B); t
) ≥ βA(t0, t; t). (5.3)
In other words, we can readily evaluate the condition by iterating over
the time ranges of the candidate base B. (In practice, the right hand side
of (5.3) will be replaced with a similar iteration over non-gap time ranges.)
While this definition of bases is simple, the use of a hard threshold β is
not without problems. A typical person, who works eight-hour days, can
spend about 21–22 hours of the day, combined, at work and at home. It is
very easy to pick these as bases by setting, e.g., β = 0.8. The problem is
now that these two places are usually not the only interesting or important
locations, but relative to the whole, these other places will have much smaller
weights. If we try and counter this by increasing β, we risk including purely
transitional cells in the set of bases.
We solve this problem by letting the threshold be fairly high, but at the
same time we place a restriction on what constitutes a visit to a base: in
essence, the user is required to stay a certain time in the base, or the visit
is considered transitional. We return to this topic in Section 5.2.
A second problem with a threshold is that some locations inevitably end
up being on the threshold: depending on the current time t, they remain
either just above or just below the threshold. Recurring changes like this
are undesirable, because they make the set of bases appear unstable. One
solution is as follows: when a location becomes a base, it can retain its status
for a given period of time (one month, for example) even if it subsequently
falls below the threshold again. This ensures stability, but also allows the
set of bases to slowly evolve over time.
Online algorithm. It is difficult to implement Definition 5.2 as such, because
the precise state information does not extend very far into the past. Fur-
thermore, in practical applications it is usually not important to recompute
the set of bases on the instant something happens.
We use Algorithm 5.1 to consume state transitions and choose new bases
at regular intervals. It would be a waste of resources to choose bases at each
state transition, so we use a time interval tint (typically 24 hours) instead.
Bases are recomputed when at least time tint has elapsed from the previous
selection.
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Process-Transition-For-Base(L, t, d)
Input: Location L, time t, duration d
Constants: Aging ratio r, portion of bases β, time interval tint
State: Set of bases B, weight factor f (initially 1), weights weight(L),
previous time tprev
1 if t > tprev + tint then  Choose new set of bases
2 tprev ← t
3 f ← f/r
4 v ← array of locations L sorted into descending order by weight(L)
5 W ←∑L∈L weight(L)
6 B← first k entries of v such that ∑ki=1 weight(v[i]) ≥ β ·W
7 weight(L)← weight(L) + f · d
Algorithm 5.1. Processing state transition events and choosing bases B.
The algorithm is given each state transition in turn, in terms of a
location L, time of arrival t and duration of stay d. For each location L we
maintain a weight(L), which is incremented by a product of the duration d
and a weight factor f = 1/rn, where n is the number of time intervals tint
passed. We thus scale the weight up by r instead of scaling past events
down. The weight is approximated by a rectangular area instead of the
smooth function of Figure 5.1. (In effect, we implement (5.2), replacing the
integrand with a step function.)
In an actual implementation we need to restrict the exponential growth
of f . Assuming r = 0.9 and daily updates, after a month f = 1/r30 ≈ 24,
but in a year of continuous use we would reach f = 5 · 1016. Since the
weights are only used for ranking, a simple remedy is to scale all weights,
at certain intervals, to range (0, 1] and take f = 1 again.
As discussed above, once a base is placed into B, it is not removed, in
order to avoid the problem of alternating between above and below the
selection threshold β. Furthermore, the algorithm is allowed to update the
weights for a few days before choosing bases for the first time. A production
system would have to tackle the problem of reliably aging bases, so that
the set of bases would not indiscriminately grow over years of use.
5.2 Base Stays
Given a set of bases B and a state transition sequence S, our next goal is
to identify when the user is staying at some B ∈ B. Perhaps surprisingly,
merely checking whether Si ∈ B is not sufficient, because of the following
two reasons:
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• The user does stay in a base, but due to cell jitter, the current cell
switches momentarily to a non-base. (The location in question may
occur rarely, so that it was not considered to be part of the cluster
that defines the base.)
• It appears that the user is in a base, but the traveled route just
coincides with the base location, without the user actually stopping
there.
The solution in both cases is to delay the decision for a short period of
time. In other words, a stay in a base requires a certain amount of time
within the base, and similarly a base is left unequivocally behind only when
some time is spent outside it. We call the former time the minimum stay
time τstay and the latter lag time τlag. Formally, we have the following
definition:
Definition 5.3. Let S =
〈
(s1, t1), (s2, t2), . . .
〉
be a state transition sequence
and B a base. Let d(k) = tk+1 − tk stand for the duration of event k. A
sequence window S[i . . j] defines a stay in base B, if the following conditions
all hold:
(1)
∑
i≤k≤j
d(k) [sk ∈ B] ≥ τstay ,
(2) max
i≤k≤j
{
d(k) | sk /∈ B
} ≤ τlag ,
(3) There is no window [i′ . . j′] ) [i . . j] satisfying (1) and (2).
Here τstay and τlag are constant time values. uunionsq
Within the window [i . . j] we thus need to stay in the base for at least
time τstay, not leaving it for more than τlag at a time. In practice, τstay
might be between 10–15 minutes and τlag shorter, perhaps five minutes or
even less. The stay needs to be maximal; according to condition (3), no
larger window exists that would still satisfy the time restrictions.
Putting off the decision about whether the user really is staying at a
base can make the system appear indecisive. Different bases exhibit different
behavior: sometimes the simple membership check would suffice, while some
bases are actually visited rarely in proportion to their observations. We can
cast this as a learning problem. For example, upon observing a location L
in some base B we can compute the probability that the user will stay in B.
If this probability is above a certain threshold, the system can “tentatively”
be regarded as staying in B. After the appropriate time, when the actual
state becomes known, we can update the internal state of the learning
mechanism.
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5.2.1 Classi cation with Time
At this point we will take a short detour to consider classification problems
with time inputs. Such problems are encountered when we want to use
the time component of event sequences. A thorough study of the general
learning problem is outside the scope of this work. What we are interested
in is a lightweight mechanism that is appropriate for the application domain.
We are given a set of discrete classes C, a set of times ti, and know the
class C(ti). The problem is to find C(t) for an arbitrary time t. This is a
supervised learning problem, but time inputs cannot be treated simply as
real values. Many events have an approximate periodicity, but it is usually
not possible to determine such periods automatically. Instead of classifying
numeric time values, it becomes necessary to extract the appropriate time
features, transforming the problem into one of feature selection.
The application domain of learning from users’ daily movement patterns
suggests the appropriate features might range from the hour of the day to
the day of week; using months would already require too much training data
to be useful. One requirement for a practical classifier is that, as always, it
must be usable with very little training data.
With these requirements in mind, we concentrate on the following two
features:
• Hour of the day appears to be self-explanatory. Here the main choice
is selecting between a real-valued time (e.g., seconds since midnight)
and bins (dividing the day into a number of ranges, represented by an
integer).
• Since for many people the movement patterns for weekends differ from
those of the workdays, the day of the week is a relevant feature. It
is even simpler to divide the week just into two bins, weekend and
non-weekend.
Matrix classi er. Rashad et al. [82] have observed that a discrete classifier
based on the hour of the day can work better than a continuous one. Their
recommendation is to divide the day into four “quadrants” of six hours.
Anagnostopoulos et al. [5] uses the same scheme for the time of day. The
day of week is reduced to a binary variable w = {workday, weekend}. A
time value thus references an element of a 2× 4 matrix that stores observed
frequencies.
We use a modification of this system, with a frequency matrix N = (nij).
To make predictions with scarce data, we utilize also the neighboring matrix
elements of N , not just the element that corresponds to the given time.
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Figure 5.2. A simple classifier matrix with three-hour periods. When
determining neighbor elements, the matrix behaves in a circular fashion.
The lower right corners give the neighbor scaling α1 = α2 = 1/3 for
element n16. Parameter q is the row scaling.
The probability estimation of an element nij is retrieved with the help of
neighbor scaling that resembles a smoothing filter applied to digital images
[31, pp. 116–124]. But with this feature the division into quadrants proves to
be too coarse, since a quadrant and its two neighbors will cover 18 hours of
a day. Our solution is to double the number of slots: we use eight “octants”
of three hours, and probabilities are estimated from a matrix element and
its three neighbors. Figure 5.2 illustrates a classifier matrix.
The complete classifier has |C| classes, each corresponding to a matrix
N (c), where c ∈ C. Training data increments the appropriate matrix element.
Predictions are made from a weight matrix, computed for each class c. The
weight matrix elements are given by
w
(c)
ij = n
(c)
ij qi + α1qi
(
n
(c)
i,j−1 + n
(c)
i,j+1
)
+ α2qi+1n(c)i+1,j , (5.4)
which contains two sets of scaling factors. First, the workday scaling qi
multiplies all weekend elements with q2 = 5/2, in order to compensate for
the number to weekend days against the number of workdays. (Workday
entries have q1 = 1 instead.) Second, we compute a weighted average of
neighboring elements, where the weights are given by parameters α1 and α2.
Neighbors in this context are understood in a circular fashion; all indexing
is to be taken modulo matrix width and height. Since the matrix has only
two rows, the “upper” and “lower” neighbors refer to the same element,
which is why (5.4) only refers to row i+ 1, not row i− 1. Figure 5.2 shows
the parameters used in the experiments; we simply use equal weights for
all neighbors. (Note that it does not matter if the αi sum to one, as the
weights wij need not be normalized. It is the relation of αi to the implicit
unit weight of nij that is significant.)
The prediction for a class c ∈ C is produced by the following simple
algorithm: First, break the time t into matrix indices i and j. If the set of
classes is C, choose the class arg maxc∈C w
(c)
ij , if this maximum is unique.
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Figure 5.3. Flowchart for detecting base stays. The symbol ∆t denotes the
total stay time in the base. The circled numbers are referred to from the text.
Otherwise, if the classes C ′ ⊆ C have weights approximately equal to the
maximum, choose the class arg maxc∈C′
∑
ij n
(c)
ij . In other words, we choose
the class with majority support, where majority can refer either to the
element weight (5.4) or the matrix sum (total support for the entire class).
5.2.2 Detecting Base Stays
To detect stays, we use a state machine with three states, as depicted in
Figure 5.3. To avoid confusion, we refer to the states of this system as
“modes;” the term “state” still refers to the current observable state, e.g.,
the current cell. There are three modes, counterclockwise from the top:
• not currently staying in any base (mode N);
• a base is transient, that is, it has been observed, but the stay conditions
have not yet been fulfilled (mode T);
• the stay at a base has been confirmed (mode S).
If we are asked whether the user is currently at a base, the answer is a
definite no or yes, respectively, in modes N and S. In mode T we are not
sure; each base has a classifier described in the previous section, and based
on the current time, it can give a probability for the stay.
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In addition to regular state changes (shown as solid arrows), we use
scheduled events. An operation sched(E, t) means that at time t the system
will generate a notification E. This can, but need not be an asynchronous
function call, as we see below. There are two event types, stay and leave,
and at most one can be pending at any given time. (That is, if stay event is
pending, calling sched(leave) overwrites the earlier stay.)
We begin in the mode N, “not in a base.” When a base is observed, we
enter mode T. When a new base occurs for the first time (refer to 1 in
Figure 5.3), at some time t, we initialize the stay duration ∆t to zero and
remember t as the original arrival time. We also schedule a stay event to
occur at t+ τstay . If nothing else happens for time τstay , the event fires, and
we enter mode S. However, we need to react to intervening state transitions.
If we observe a new, different base, the cycle begins anew. Before entering
mode T for the new base, the old base is cleaned up first. This means that
if the accrued stay time was enough to qualify for a stay, we now post a
belated stay notification for the old base, and immediately follow this by a
leave notification 2 (see below). If ∆t < τstay, the visit was transient after
all, and a pass-by notification is posted 3 . In mode S a stay notification has
been posted already, so in the case of a new base a single leave notification
suffices 5 .
A non-base cell does not cause us to immediately change the current
mode. Instead, we schedule a leave event to occur at t+ τlag, unless one is
already pending 4 . That is, we wait for only a single τlag before actually
leaving the base. Upon receiving the leave event, mode N is re-entered.
There are three notifications that mark externally visible events:
• A stay notification, sent when transitioning to mode S and at 2 .
Indicates the user will stay at the tracked base B. An instance (Stay, t),
where t is the original arrival time, is added to the base classifier for B.
• A pass notification (sent at 2 and 6 ) indicates the user is passing the
tracked base B. An instance (Pass, t) is added to the classifier for B.
• A leave notification always follows a stay notification, sent at 2 and
when exiting mode S; the classifier remains unchanged.
These notifications are also listened to by higher-level components; see
Predict-Next-Base on page 117.
Algorithm 5.2 presents the detection process in pseudocode. (Here the
function clause specifies an internal function, which is assumed to have
access to the scope in which it is defined.) The mode is represented by
variable staying and by base B∗; if B∗ = nil, there is no tracked base, and
we are in mode N. The code handles the scheduled events in a synchronous
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Process-Transition-For-Stay(B, t)
Input: The current base B, or nil if current state is not a base; current time t.
State: Current tracked base B∗; base-specific information arrived, stay time,
and events; mode indicator staying, with possible values no, maybe,
and yes; event trigger time event time and handler event func; previous
base B′; previous transition time t′.
1 function Stay() is  Enter Stay mode.
2 if staying 6= yes then
3 notify(B∗, arrived(B∗), stay)
4 staying ← yes
5 function Leave() is  Leave current base.
6 if staying = maybe then
7 if stay time(B∗) ≥ τstay then
8 notify(B∗, arrived(B∗), stay)
9 notify(B∗, arrived(B∗), leave)
10 else
11 notify(B∗, arrived(B∗),pass)
12 else
13 notify(B∗, t, leave)
14 B∗ ← nil
15 staying ← no
16 if t ≥ event time and event func 6= nil then
17 event func()  Call scheduled event handler.
18 event func ← nil
19 if B′ 6= nil and B∗ = B′ then  Update stay time for B∗
20 stay time(B∗) = stay time(B∗) + (t− t′)
21 if B = nil then  Non-base, schedule Leave call.
22 if event func 6= Leave and B∗ 6= nil then
23 event func ← Leave(); event time ← t+ τlag
24 else
25 if B 6= B∗ and B∗ 6= nil then  Abandon previous base.
26 Leave()
27 if B∗ = nil then  Arrival at a new base.
28 B∗ ← B
29 arrived(B∗)← t
30 stay time(B∗)← 0
31 events(B∗)← 1
32 staying ← maybe
33 else
34 events(B∗)← events(B∗) + 1
35 event func ← Stay(); event time ← t+ τstay
36 t′ ← t; B′ ← B
Algorithm 5.2. Detecting base stays.
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manner (lines 16–18): if an event is due, the event function is called before
any other processing. The sched operation mentioned above then reduces
to directly storing a function in event func.
When the user leaves a base, or when a stay or pass is confirmed,
Process-Transition-For-Stay calls an external function notify(B, t, c).
This function performs the tasks described in the list above, that is, updates
the classifier for base B and time t and calls any higher-level event listeners.
However, as the classifier described in the previous section is based on
keeping count of passes and stays, we need to take some care in updating
these counts. In particular, it is possible to observe numerous “extra” pass
events in cases where jitter-like behavior causes us to repeatedly encounter
a base without actually staying there. (If the frequency of such oscillation
is high enough, jitter correction will solve the problem.) To consolidate
such unwanted events, we added a rule that any classifier is only given one
notification of a particular type per trip, where a trip is (roughly) defined as
a series of state transitions between two base stays. We can implement this
constraint with notification handlers setting a flag that prevents repetition,
and by clearing this flag when transitioning in or out of mode S.
5.3 Experiments
The concept of a base is essentially subjective, so it is not possible to
evaluate the “goodness” of Definition 5.2. A listing of locations chosen as
bases can presumably be evaluated only by the subject person. Furthermore,
as mentioned above, the locations themselves are outputs of a clustering
algorithm, and in many cases an apparent deficiency in the set of bases
turns out to be an artifact of clustering.
We can still do a number of experiments to illustrate the definitions
and algorithms in this chapter, and we can evaluate Algorithm 5.2 of the
preceding section. We have used Offline-Clustering (Algorithm 3.1) to
cluster the state sequences; completely omitting clustering yields generally
unsatisfactory results, as neighboring cells may form separate bases.
Approximation accuracy. We have proposed Algorithm 5.1 that approxi-
mates Definition 5.2 by recomputing the set of bases once per day. Figure 5.4
shows the set of bases found by this algorithm compared to the function
B(t) of the definition. The base set was computed at six-hour intervals
throughout the entire state sequence, using formula (5.3). The Algorithm 5.1
was used as is, except that the figure shows exactly when the given location
was no longer included in the set B (see line 6 in the pseudocode). We set
r = 0.9 and β = 0.8.
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Figure 5.4. Bases for a single user as a function of time. The results for
Definition 5.2 (frame) and the approximate Algorithm 5.1 (gray) are shown
along the characteristic function for the base location (black).
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Figure 5.5. Effect of β on
|B|/|L|, the number of bases
as a percentage of all locations.
Light gray shading covers the
entire range of results over the
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We see that the approximation agrees remarkably well with the definition,
although the exact definition picks up new bases faster. The figure in fact
omits 13 bases whose total stay time is less than 24 hours during the entire
sequence. In this sense, recomputing the bases only once per day seems to
produce better results. We see also that gaining the status of a base does
not require many days’ stay (e.g., bases 21–26 that represent a vacation
trip). Even when the stay ends, the weighting keeps the base around for
a few weeks. This “base lifetime” can be seen to vary depending on the
user’s movement patterns. Since home and work bases are the ones with
the largest weight, their occasional absence can affect the selection of other
bases. Both in April and later during July–August the user did not stay at
home, leaving room for other locations to get promoted to bases.
The location 18 resides near the user’s home, which explains the strong
correlation of the characteristic functions. However, the stays at this location
are mostly very short (perhaps jitter from the home location), and the total
stay time is only about 23 hours for the entire sequence. This illustrates
how the definition emphasizes the stay time over the number of visits; in
this case the decision appears justified.
Number of bases. The number of bases found, denoted by |B|, depends
heavily on the parameter β of Definition 5.2. Figure 5.5 plots the distribution
of b = |B|/|L| over the entire dataset. (We study the relative number of
bases, as the number of locations and consequently the number of bases
vary widely over different sequences.) The values of β range from 0.5 to 0.98.
Each marker shows the median of the distribution at the given value of β.
The extent of the distributions is shown with shading: the lightest gray for
entire range of values, medium gray for the range between the 10th and
90th percentiles, and dark gray at the middle for the interquartile range
(the distance between 25th and 75th percentiles).
We see that the ratio b behaves in a fairly uniform fashion across the
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Figure 5.6. Effect of β
on the number of bases,
when only locations L
that have θ(L) ≥ 20 min
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dataset. Only a few bases are found for small values of β, but the number
of bases starts to grow after β = 0.8, and then explodes when we move
past 0.9. The majority of one’s time is spent in a few locations (cf. Figure 2.6
on page 22), and it appears that β needs to be larger than 0.7 to include
anything else. Increasing β, we find locations that would be good bases, but
are perhaps not visited daily. And when that set of locations is exhausted,
we start to include transitional cells and places seen only once or twice.
To avoid such undesirable bases, it is possible to add constraints to
the definition of base. For example, we could require that the mean stay
time θ(B) ≥ 20 min, in order to reject purely transitional cells from being
included in the set of bases. The results are shown in Figure 5.6: the growth
of b is much more moderate, even when β approaches 1. This means that
we do not need to be as careful with the selection of β as above, because
undesirable locations would not satisfy the mean stay time constraint.
Detecting stays. We now consider the performance of Algorithm 5.2 in the
case where the system is in mode T (transient base). As described above,
the system has for each base a classifier that, based on the current time,
gives a prediction as to whether the user will stay at that base. We have
used τstay = 10 min and τlag = 5 min. If the system predicts wrongly that
the user will pass a certain base, the apparent state will thus be incorrect
for five minutes.
The quantity we are interested is the weighted average error rate. First,
we use a system similar to the one described above to prevent unwanted
pass events from affecting the classifier, where only one prediction result is
counted per trip, so that the relative occurrence frequency does not skew the
results. If there are ei wrong and fi correct predictions in case of base Bi,
the error rate is ei/(ei + fi). By weighting each rate with the total number
of predictions, we obtain the average E = ∑i ei / ∑i(ei + fi).
Figure 5.7 shows the quantities Epass and Estay for the dataset; these are
the error rates for passing and staying in a base, respectively. We see that
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the error rate for base pass is, in general, somewhat larger than for base stay.
Although there are several cases of bad performance (where Epass ≥ 0.5),
they are almost always due to a short event sequence, so the number of
instances from which the error rate computed is also very small. But the
median of Epass is still about 0.4; how bad is that?
To answer this question, we look at a few actual cases. Table 5.1 shows
a selection of frequently visited bases for three users, which we refer to,
from left to right, as users 1–3. The names of the bases, while edited here to
remove geographical references, were given by the users themselves. (Some
bases were left unnamed.) The table shows how many times the predictions
for pass and stay gave correct classification (n+) or were misclassified (n−).
The bottom row gives the associated error rate E for both types of events,
over all the bases for the user.
There are several kinds of different behavior. A few bases, such as “Work”
of user 2, are never passed, yielding a perfect record. Home of user 2 fails
the pass prediction completely, although there are relatively few instances
of passes. Then it is also possible to produce mixed results for passes (e.g.,
home and work for users 1 and 3). There are also some bases where stays
are rare and passing is then predicted with better results.
A large error rate is caused by two coinciding factors: (1) both passes
and stays are occurring; the more equal their numbers are, the more difficult
the classification task, and (2) arrival time cannot be used to distinguish
between them. When the latter condition holds, classification decisions are
based on frequency only, which leads to failures.
User 2 sometime passes the base “Home” in order to buy groceries
before going home. In all the misclassified cases, a true stay is due in about
15 minutes, so the error might not be very severe in some applications. For
“Home” of user 1, staying has a clear majority, so it is predicted almost
perfectly. (“Staying” here is referred to in the sense of Definition 5.3, and
this model may not agree with the user’s perception.) The situation is
depicted in Figure 5.8(a), which shows the time distribution of staying and
passing visits, with a histogram of failing and succeeding pass classifications.
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Table 5.1. A selection of bases found for three users, and the performance of
Algorithm 5.2 on them. The columns n+ and n− show correct and incorrect
classifications, respectively. The bottom row shows the associated error rate for all
bases (not only of those shown) of the user.
Pass Stay
n+ n− n+ n− Name
26 - 25 208 - 2 Home
19 - 14 97 - 3 Work
0 - 8 28 - 0 Work 2
2 - 5 18 - 0 Relatives
0 - 1 7 - 1 Work 3
21 - 2 4 - 2 Unnamed
20 - 3 4 - 2 Unnamed
11 - 4 3 - 2 Unnamed
0.40 0.038 E
Pass Stay
n+ n− n+ n− Name
0 - 18 137 - 0 Home
0 - 0 76 - 0 Work
0 - 9 25 - 0 Downtown 1
53 - 3 14 - 2 Downtown 2
1 - 6 14 - 0 Shopping
12 - 4 4 - 1 Downtown 3
0 - 0 3 - 0 Parents
0.40 0.011 E
Pass Stay
n+ n− n+ n− Name
68 - 41 102 - 7 Home
30 - 11 82 - 0 Work
0 - 7 67 - 0 Girlfriend’s home
0 - 11 46 - 0 Student assoc.
11 - 10 21 - 1 Family business
1 - 5 18 - 2 Parents’ home
3 - 15 16 - 1 Friends
1 - 5 14 - 1 Downtown
12 - 4 2 - 1 Unnamed
0.46 0.059 E
There is a fairly clear separation between the distributions, but it must be
noted that the graph is drawn with knowledge of the entire event sequence;
the classifier, which operates online, lacks this information. In fact, most of
the errors had already occurred before the 8 o’clock peak formed. It appears
that with overlapping distributions, some errors are inevitable, but with
enough time, the situation usually corrects itself, as long as the distributions
remain reasonably separate.
But the distributions can exhibit even larger overlap. For example,
Figure 5.8(b) shows the “Home” base of user 3. In this case both distributions
have a similar bimodal shape, but the pass distribution has a much more
prominent peak in the mornings. The user in question regularly left work
to visit his girlfriend, and the route taken went past his own home. Coming
back to work in the mornings, he rarely needed to stop at home, hence
the difference in the peak sizes. The available information, however, is
insufficient to make an informed decision in the evenings. We can notice
that the correct pass predictions correspond closely to the places where the
pass distribution overtakes the stay distribution.
Finally, the case depicted in Figure 5.8(c) is the most problematic.
The distributions for this base, K, are almost completely identical. The
numbers are (n+, n−) = (18, 231) for pass, and (297, 24) for stay, giving
a pass error rate of 93%, which suggests that random choice (a coin toss)
would yield better performance. It is hard to believe that anyone could
be so unpredictable, and indeed, the behavior is caused by base-to-base
jitter . This means that there are neighboring bases of K and they still jitter;
perhaps the frequency of oscillation is too low so that jitter adjustment
(see Section 2.3) ignores it. This alternation between K and other bases is
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(a) Home of user 1
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(b) Home of user 3
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Figure 5.8. The upper portion of each graph shows the time distributions for
arrival times to a base when the user eventually either stayed (thick line) or passed
the base (thin line). These possibilities are determined by Definition 5.3, not
necessarily the user’s perception of the situation. The distribution functions are
smoothed with a Gaussian kernel and have unit area. The histograms in the lower
portion show the number of correct (light shading) and incorrect (dark shading)
classifications for base pass, grouped into half-hour intervals.
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interpreted more or less randomly as passing or staying visits, depending
on the particular visit time.
The problem is not with the stay detection algorithm as such: there
clearly is still room for improvement in areas of clustering and jitter preven-
tion. On the other hand, being in mode T consists of a fairly small portion
of the whole, so the effect of wrong predictions might not be very serious.
And finally, because the prediction capabilities of software are almost never
perfect, we can alleviate the problem by just admitting that the user “might”
be staying at the base. If the classifier prediction probability is near 1/2,
this is probably the most truthful answer we can give.
5.4 Discussion
We have defined the concept of an important location, or base, and discussed
how to find them efficiently. We also defined how a stay in a base is defined
in a precise way, and gave an algorithm for determining whether an observed
base event will result in a stay. The matrix-based classifier performs well
if the underlying time distribution allows this; there are a few situations
where the available information is not sufficient.
One simplifying assumption we have made is that the questions “is this
base visit a pass or a stay?” form a series of independent Bernoulli trials.
However, the previous predictions and their classifications, if they occurred
recently enough, could be used as additional context information.
Another possible improvement could be the use of departure times:
instead of learning just arrival times, the training data would be a set of
time ranges. Related to this, Peddemors et al. [77] study the availability
of wireless base stations. They attempt to learn the probability density
function of the availability, using kernel density estimation (similar to the
curves in Figure 5.8). It is not clear if this approach would directly work
in our application, as there are two event classes, stay and pass, instead of
just one.
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Base Prediction
Given a network of bases, we consider the problem of predicting afuture base as the user moves. This chapter first describes a well-
known method based on Markov chains. We then proceed to propose a
new method, known as “path clustering,” which is much more resilient to
noise in cellular data. After looking at how path clusters are built, we then
describe how multiple prediction methods can be brought together on the
problem. Finally, we evaluate the prediction methods on the Reality Mining
dataset, using a number of different clustering algorithms.
6.1 Base Prediction Problem
Informally, the base prediction problem is to decide, when the user is not in
a base, what is the most probable next base? A more formal statement of
the problem is as follows:
Problem 6.1. Let B be a set of bases. Given a previous base Bprev and
the state transition sequence S =
〈
(s1, t1), . . . , (sn, tn)
〉
observed after leav-
ing Bprev , provide a prediction Bˆ ∈ B of the next base Bnext where the user
will stay longer than time τstay.
In other words, after leaving the previous base Bprev the user has observed
a series of state transitions and remains currently in state sn. The task is
to determine where the user is heading. Eventually we will see an arrival
at some base Bnext , in the sense of a “stay” given by Definition 5.3, and
the problem amounts to giving an estimate Bˆ for Bnext . Incidentally, we
often refer to the “user,” an entity that somehow “produces” the observed
state transition sequence. This is necessary simply because it is difficult to
comprehend the sequence going somewhere, as it is just data.
It must be emphasized that we are not interested in the next state sn+1.
Depending on circumstances, the difficulty of predicting the next state varies
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enormously. Predictors based on Markov models do usually well on local
scope, but following the “most probable state path” until the next base is
problematic. To make the prediction, the system can use the entire current
path s = s1s2 . . . sn and the time information t1, . . . , tn, either separately
or in combination. A “current prediction” is required to be available at all
times. However, since the state of the entire system only changes when a
state change event (si, ti) is observed, the current prediction is effectively
updated only at discrete times ti.
6.2 Prediction with Recent Context
This section describes methods for solving the prediction problem by using
the recent context. This usually means taking a fixed number of most recent
items from the observed sequence S.
6.2.1 Markov Predictors
In general, an order-h Markov chain is a sequence X1, X2, . . . of random
variables such that
Pr(Xn = xn | Xn−1 = xn−1, Xn−2 = xn−2, . . . , X1 = x1)
= Pr(Xn = xn | Xn−1 = xn−1, Xn−2 = xn−2, . . . , Xn−h = xn−h);
in other words, the probability distribution of Xn can depend only on the
previous h items in the sequence. Markov chains have been widely used in
location-aware applications: see, e.g., [8, 9, 11, 90, 91].
We can build a base predictor from this idea: the future state of the
system can be predicted using recent context, which in our case comes to
the h most recent states from the current trip S. We write S|h to stand for
the last h items of S, that is, the window S[max(n− h+ 1, 1) . . n], where
n = |S|. (If n < h, the notation just covers all items of S.) As mentioned
above, we are not predicting the next state, but the next base B, so the
Markov property takes the form
Pr
(
B = b
∣∣ S = 〈s1, . . . , sn〉) = Pr(B = b ∣∣ S|h = 〈u1, . . . , uh〉).
The learning algorithm is thus simple: When we arrive at a base B,
take the observed trip T and at each position i = h, h+ 1, . . . , |T |, extract
the “current context” H = T [i − h + 1 . . i] and associate it with B. We
can use a frequency counting scheme, where H selects a map of observed
bases and their frequencies. When a prediction for the next base is required,
we acquire the “key” S|h and return the most frequent next base from the
corresponding map. The history is thus used to find in which direction
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the user is currently heading, and from that we can determine the most
probable next base B. We can also use the current time (see Section 5.2.1
for a simple classifier) to obtain a more precise estimate for B.
This scheme works well, except in the presence of noise. The jitter of
the current state diminishes the information content of H, typically making
it hard to infer the direction of movement. We might try to counteract this
by using larger values of h, but the probability of observing a particular
length-h sequence usually decreases drastically when h grows, because there
usually is no exact, definite ordering to the observed state sequence.
A partial solution is a model that resembles a variable-order Markov
chain: We have two limits h and h′ such that h > h′. Then we begin with
context H = S|h. If H is not found, we try S|h−1 instead. And so on, until
we reach S|h′ . When a trip is finished, at each position we store context
information for all levels between h and h′. This is an improvement over
the fixed-h Markov model, but there are drawbacks. First, a large value
of h causes an explosion in the number of patterns we need to store, and
each pattern may still only be observed a few times, so storing them mainly
just wastes memory. Second, jitter between neighboring states can continue
for a while, so it is uncertain how much information a given context really
carries. Both of these issues could be addressed in the Markov framework,
although at the cost of additional memory.
6.2.2 Graph-based Prediction
A different approach is to use the transition graph, and to infer the user’s
direction of movement from the graph. For example, consider the graph
fragment
a
b
c
d
e
B (6.1)
and suppose the recent history is H = 〈a, b, c, d〉. If we compute for each
history item s ∈ H the distance d(s,B) in the graph, we get a series
〈3, 2, 2, 1〉. As this series is decreasing, we can conclude that the user is in a
some sense moving towards base B. If the next transition is d→ e, the last
four distances are 〈2, 2, 1, 1〉, and the outcome becomes less certain.
As can be seen, this approach has some intuitive appeal, but formulating
precise conditions under which the history H can be considered approaching
is not easy. Algorithm 6.1 gives pseudocode for a simple heuristic, which
examines the history and counts the number of transitions with decreasing
distance. If at least fraction f of the k − 1 transitions indicates movement
towards B (or away from B), the function returns this result; otherwise it
returns unsure. (In the example above we had k = 4 and f = 2/3.)
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Is-Approaching(S,B,G, k, f)
Input: Sequence S, base B, transition graph G = G(S), number k
of recent entries to examine, required support f
Output: One of constants approach, retreat, unsure
1 L← empty list
2 for each s ∈ S|k do
3 Compute graph distance d← dG(s,B)
4 if d <∞ then
5 Append d to L
6 if
∣∣{Li < Li−1 | i ≥ |L| − k }∣∣ ≥ fk then
7 return approach
8 else if
∣∣{Li > Li−1 | i ≥ |L| − k }∣∣ ≥ fk then
9 return retreat
10 return unsure
Algorithm 6.1. Determining if the user is approaching or retreating
from a given base.
This approach is not without its problems. First, it is computationally
quite expensive: Dijkstra’s algorithm [20] to compute the shortest path
requires O
(|E| log|V |) time for a graph G = (V,E). This is then executed
for at least k items in the history, and for all possible candidate bases. (It
is possible to cache distances, of course, if the graph remains constant.)
Furthermore, the algorithm performs poorly in dense graphs, because graph
distances might remain the same even when the user is actually moving. It
also cannot be employed as the only method of base prediction, because it
does not always produce a result. However, as will be shown later, sometimes
Is-Approachng is able to select the correct answer when another method
has found more than one feasible candidate and needs to rank them.
6.3 Path Clustering
A path is a sequence of observed cells between a pair of bases. This section
describes path clustering. A path cluster aims to represent a single physical
route traveled by the user. This is possible, despite lots of fluctuation and
noise at cell level, since we can learn to distinguish between different routes
by processing entire paths as strings of cell identifiers.
6.3.1 String Alignment
String alignment is a method of assessing, among other things, the similarity
between two strings. A state sequence is readily converted to a string
by taking the state identifiers and concatenating them into a string. The
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“characters” of such a string come from an alphabet, the set of states S. In
this context, sequence windows (see Definition 2.3) are called substrings. In
the following examples, we often use an alphabet {a, b, . . . , z} of lowercase
letters for illustration.
Definition 6.2. An alignment Align(S1, S2) of two strings S1 and S2 is an
arrangement where the strings are placed one above the other, and spaces
are inserted either into or at the ends of the strings so that every item or
space in S1 is opposite a unique item or space in S2, and vice versa.
We will use the symbol ‘ ’ to denote spaces. Furthermore, the nota-
tion (Sˆ1, Sˆ2) = Align(S1, S2) means that an alignment of S1 and S2 yields
two new strings Sˆ1 and Sˆ2, with spaces possibly inserted in them.
Definition 6.3. If S is an aligned string, its gap size Gap(S) is defined as
the length of the longest contiguous series of spaces it contains.
It follows that the aligned strings have equal length. However, the
definition does not give any indication of the goodness of the alignment.
That can be defined with the help of a related concept, the edit distance.
An edit distance between strings S1 and S2 specifies the number of editing
operations (insertions, deletions and substitutions) that are needed to
transform S1 into S2. An optimal alignment is one that minimizes the
corresponding edit distance.
We can generalize the model further, by assigning a cost to each editing
operation. (This is known as weighted edit distance.) This is readily
represented by a cost matrix M , whose element M(x, y) gives the cost
of transforming symbol x into y. (For deletion y = ‘ ’, and for insertion
x = ‘ ’.) For our purposes a simple cost structure suffices: matches are free,
insertions and deletions have a cost 1 and substitutions have a cost 2. (The
intention here is to never actually use substitutions.) In other words, we let
M(x, y) =

0, if x = y;
1, if x = ‘ ’ or y = ‘ ’;
2, otherwise.
(6.2)
This cost matrix corresponds to a well-known variant of the edit distance,
the longest common subsequence (lcs) distance [6].
Definition 6.4. Let S1 and S2 be strings. A common subsequence is a
subsequence of both S1 and S2. The longest common subsequence problem
is to find a common subsequence of maximal length. We denote this with
lcs(S1, S2).
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String-Alignment(S1, S2)
Input: Two strings S1 and S2
Output: A list with aligned element pairs
1 D(0, 0)← 0
2 for i← 1 to n do  Leftmost column
3 D(i, 0)← i · d; E(i, 0)← up
4 for j ← 1 to m do  Topmost row
5 D(0, j)← j · d; E(0, j)← left
6 for i← 1 to n do  Fill in arrays D and E
7 for j ← 1 to m do
8 diag ← D(i− 1, j − 1) +M(S1[i], S2[j])
up ← D(i− 1, j ) +M(S1[i],  )
left ← D(i , j − 1) +M( , S2[j])
9
10
11 D(i, j)← min(up, left, diag)
12 E(i, j)← Edge that corresponds to chosen minimum cost
13 i, j ← n,m  Trace path back to (0, 0)
14 L← empty list
15 while i > 0 or j > 0 do
16 case E(i, j) of
17 up: prepend(L, S1[i],  ); i← i− 1
18 left: prepend(L,  , S2[j]); j ← j − 1
19 diag: prepend(L, S1[i], S2[j]); i← i− 1; j ← j − 1
20 return L
Algorithm 6.2. Computing the alignment between two strings.
The optimal alignment can be found using the familiar dynamic pro-
gramming algorithm [33, §11], shown in Algorithm 6.2. One detail of the
algorithm that is worth mentioning is that line 11 chooses the minimum
cost from the three alternatives. In case of ties, the leftmost feasible alter-
native is chosen. In particular, this and the choice (6.2) of M ensures that
substitutions are not used.
Example 6.5. Let S1 = tie and S2 = three. The matrices D and E are
shown in the adjacent table. (Note how there are cases, such as D(3, 4) =
3 where the same cost could have achieved also with a diagonal edge,
but the algorithm chose the upward edge instead, because diag appears
last on line 11.) Using this table we trace
the highlighted path from the bottom-right 0 1 2 3 4 5
1 0 1 2 3 4
2 1 2 3 4 5
3 2 3 4 3 4
 t h r e e
 
t
i
e
corner to the top-left corner, giving the
alignment
{ t
t
 
h
 
r
i
 
e
e
 
e
}
. In this alignment
the gap size of tie is 2. uunionsq
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6.3.2 Path Similarity
We consider next a similarity function for path strings. Such similarity
function is needed to, e.g., choose the appropriate cluster for absorbing
newly observed paths. In this section the path strings are denoted by R
(for route) and P (for pattern). For reasons explained below, the string R
can be assumed to be longer than P .
To estimate the similarity of event sequences, Mannila and Moen [61]
and Moen [68] describe a scheme which uses the edit distance coupled with
event-level similarity. Events are considered similar if they appear in similar
contexts. The weighted edit distance between sequences is computed so
that substitution among similar events carries very small cost. The problem
with this approach is that computing and storing the event similarity matrix
takes quadratic time and space. Although the matrix is fairly sparse, the
method is computationally too expensive for mobile devices.
To find a simpler heuristic method, we can begin from the Jaccard
measure
simJ(R,P ) =
nRP
nR + nP − nRP ,
where nR and nP are the number of elements in R and P , respectively, and
nRP is the number of elements that are in both. Measure simJ is symmetric,
but ignores order, so a string is equivalent to its reverse. For example,
simJ(tropics, sport) = 5/(7 + 5− 5) = 5/7, although the words look quite
dissimilar. Exact palindromes are rare as paths, but it is still important to
distinguish between paths that go in opposite directions.
The similarity function we will use is based on the Jaccard measure, but
is asymmetric: Strings R and P are considered equivalent if every element
of P appears in R in the same relative order, and elements in R but not
in P are ignored. More formally, we have the following:
Definition 6.6. Let R and P be strings, and let their optimal alignment be
(Rˆ, Pˆ ), with n = |Rˆ| = |Pˆ |. A position 1 ≤ i ≤ n is considered “matching”
if Rˆ[i] = Pˆ [i]. The inclusion similarity of strings R and P is defined as
sim(R,P ) = 1|P |
n∑
i=1
[
Rˆ[i] = Pˆ [i]
]
. (6.3)
It is easy to see that 0 ≤ sim(R,P ) ≤ 1 and that sim(P, P ) = 1.
Example 6.7. We compute S = sim(closure, cluster) by constructing the
optimal alignment {c l o  su  r e
c l  u s  t e r  
}
, (6.4)
so by (6.3) we have S = 4/7. Similarly, sim(tropics, sport) = 1/5. uunionsq
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This example highlights an important point: it would be possible to
augment the set of editing operations with transpositions, where two adjacent
symbols exchange places. With transpositions counted as matches, the pairs
(s, u) and (r, e) in (6.4) would be matching, and S would be higher than 4/7,
depending how we would choose to define the similarity. It is possible to
modify Algorithm 6.2 to allow transpositions; the corresponding distance
is known as the Damerau-Levenshtein string distance [18, 71]. However,
perhaps surprisingly, such change has negligible effect, as will be seen below
in Section 6.6. Because of this, further details will be omitted.
Definition 6.6 also suggests a method to compute sim(R,P ). Let |R| = m
and |P | = n. Computing the optimal alignment using String-Alignment
requires O(nm) time and space. Counting the matching pairs takes no more
than O(n + m) time; this is the maximum length of the aligned strings.
We can do better, however, because constructing the alignment itself is not
essential, only the number of matching pairs is.
The series of matching character pairs in an optimal alignment between
R and P clearly forms a common subsequence. Recalling Definition 6.4,
it is also the lcs, because of the cost structure (6.2) and the fact that
String-Alignment does not use substitutions. Then, if l =
∣∣lcs(R,P )∣∣,
we get from R to the lcs in m− l deletions, and from the lcs to P in n− l
insertions. Hence the value of the optimal alignment is m+ n− 2l, and by
minimizing this value the algorithm finds a maximal number of matching
character pairs, that is, a lcs. Therefore we can rewrite the similarity
function (6.3) as
sim(R,P ) =
∣∣lcs(R,P )∣∣
|P | ; (6.5)
and since we only need the length of the lcs, we can use a more efficient
algorithm than alignment for this purpose. An improvement in this regard
is significant, because the similarity function will be heavily used.
One such efficient method is a reduction to the longest increasing subse-
quence (lis) problem [33, §12.5]. Given a sequence of integers, an increasing
subsequence is a subsequence whose values strictly increase from left to
right. We create such an integer sequence Π from all occurrences of the
symbols of P in string R. (Special rules exist for handling multiple symbol
occurrences.) If we denote by r(i) the number of occurrences of P [i] in R,
then the length of this list is r = ∑ni=1 r(i). It can be shown that the lis of
sequence Π corresponds to the lcs of the original strings [6, 41] and that
the lis can be found in time O(r logn) [40]. In the present application r(i)
is usually equal to one, which means that in general we can compute the
path similarity in time O(n logn), a major improvement over the O(nm)
time of dynamic programming.
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6.4 Building Path Clusters
A path cluster is the result of many combined paths. Such clusters are built
when the user has arrived at a base B′; we now know the preceding base B
and the complete state transition sequence S that led from B to B′. Each
such base pair has a set of path clusters, corresponding to different routes
between the bases. Collectively, these path clusters are known as the path
database.
Definition 6.8. Let S be a set of states. A path P is a set of triplets:
P =
{
(s1, x1, k1), (s2, x2, k2), . . . , (sn, xn, kn)
}
,
where si ∈ S and ki is the number of observations of state si. The num-
ber xi ∈ [0, 1] gives the position of the ith node, in the sense that the path
conceptually forms a sequence when the nodes are arranged in ascending
order by xi. The length |P| of path P is n. To refer to element si of a
specific path P we write P(si). A path database between bases B and B′,
denoted by P(B,B′), is a set of paths.
A path P can be reduced to a string P by first ordering the items in
ascending order by xi and then dropping the position, leaving only a sequence
of states. That is, if s(i) refers to the item with ith largest x-value, the
string is P = s(1)s(2) . . . s(n). In the following, when String-Alignment or
the similarity function are applied to paths, this path-to-string conversion
is carried out implicitly.
The process of clustering a sequence S is outlined in Algorithm 6.3.
First the sequence is converted to path structure S. Then (line 2) we find
the path P∗ that is most similar with S. If the similarity is above a given
Add-Sequence(S,B,B′, φ)
Input: A state sequence S, endpoint bases B and B′,
similarity threshold φ
State: Path database P(B,B′)
1 S← Sequence-To-Path(S)  Algorithm 6.4
2 P∗ ← arg max{ sim(P,S) ∣∣ P ∈ P(B,B′)}
3 if sim(P∗,S) > φ then
4 Merge S into P∗  Algorithm 6.5
5 else
6 P(B,B′)← P(B,B′) ∪ S
Algorithm 6.3. Building path clusters from sequences.
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Sequence-To-Path(S, τn)
Input: A state transition sequence S, near time threshold τn
Output: A path structure
1 L← empty list of pairs (s, x)
2 for each distinct s ∈ S do
3 I ← IS(s)
4 for i← 1 to |I| − 1 do
5 if |ti − ti−1| > τn then
6 Place marker after element i
7 for each subsequence J ⊂ I separated by markers do
8 Append (s,
∑
j∈J j/|J |) to L
9 Sort L in ascending order by the x-component
10 P← empty path, n← |L|
11 if n = 1 then
12 Add (L[1].s, 0, 1) to P
13 else
14 for i← 1 to n do
15 Add (L[i].s, (i− 1)/(n− 1), 1) to P
16 return P
Algorithm 6.4. Constructing a path structure.
minimum value φ, the new path is merged with P∗; otherwise S is added as
a new cluster for this route.
Before considering the remaining portions of the algorithm, a small
implementation detail can be noted. We keep trips going in opposite
directions in the same path database. In other words, P(A,B) and P(B,A)
actually refer to the same database, if A 6= B. In most cases the actual
route the user takes does not depend on direction, so combining the opposite
paths conserves memory and yields better clusters.
6.4.1 Constructing Paths from Sequences
In addition to converting a state transition sequence to a path, we have a
secondary goal of reducing the noise inherent in the sequence. This is done
by collapsing nearby occurrences of a given state into one path element.
The task is performed by Algorithm 6.4, which looks a bit involved,
but is actually quite simple. Lines 1–9 build a list L, whose elements
are pairs (s, x). Here s is a state identifier, and x is the position of s in
the original sequence. If s reoccurs within a short time τn (a “near time”
threshold), x is set to the average of all such occurrences. Instances of s
are not combined when they are separated by enough time; this typically
occurs on cyclic paths, where one returns on the same path, but in reverse.
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The second half of the process is just normalization: the list L is sorted
to get an initial ordering, and then an item at position i is given an x-value
of xi = (i− 1)/(n− 1), where n is the length of the path.
Example 6.9. Consider the following state sequence:
Index 1 2 3 4 5 6 7 8 9 10 11 12 13
State s a b c b d e b d e d e d f
Time t 1 5 8 13 15 20 21 30 34 37 40 42 48
.
This is identical to Example 2.8 on page 12, except there is no gap λ in the
middle. Sequences with gaps are not used for route learning because of the
uncertainty associated with gaps.
Let τn = 14. Algorithm 6.4 first collects the different states and their
occurrences, then places markers where the neighboring times are more
than τn units distant. We have (‘|’ denotes a marker)
State s a b c d e f
Time t 1 5, 13, 21 8 15|30, 37, 42 20, 34, 40 48
Position 1 2, 4, 7 3 5 |8, 10, 12 6, 9, 11 13
Computing the position averages for these groups yields the list L, which
after sorting is
L =
〈
(a, 1), (c, 3), (b, 133 ), (d, 5), (e,
26
3 ), (d, 10), (f, 13)
〉
.
Now the sequence positions are replaced with normalized x-values, yielding
the path (with counts ki all set to 1):
P =
{
(a, 0, 1), (c, 16 , 1), (b,
2
6 , 1), (d,
3
6 , 1), (e,
4
6 , 1), (d,
5
6 , 1), (f, 1, 1)
}
.
The parameter τn was chosen to illustrate the forming of groups; in practice
it would be larger so that events such as the repetition of d would be
unlikely. uunionsq
6.4.2 Merging Paths
The next operation to consider is the merging of two paths P and S. As the
context in Algorithm 6.3 shows, the situation is asymmetric: S was recently
constructed from an observed state sequence, while P is an existing clustered
path. The function given below, Merge-Path, returns the merged path;
line 4 of Algorithm 6.3 then becomes
P∗ = Merge-Path(P∗,S).
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Definition 6.10. A path is called uniform, if its positions xi are uniformly
distributed on the range [0, 1]; in other words, a uniform path of length n
has
xi =
i− 1
n− 1 for all i = 1, . . . , n, (6.6)
given that n ≥ 2. A path with length 1 is uniform by definition.
Algorithm 6.5 shows how path merging is performed. We first construct
the alignment of the two paths using a slight modification of Algorithm 6.2.
The function Align-Path takes two paths, constructs their alignment and
then returns the aligned strings as paths such that the positions xi and
counts ki of the original states are kept intact. The positions and counts of
the intermingled “space states” are irrelevant.
Line 12 checks the relative gap constraint. Although the similarity check
presumably prevents completely incompatible paths from being merged, we
can catch another bad match here. If P and S are both sufficiently long,
there can be a segment of S that is completely foreign to P; the similarity
can still be above the threshold, if the problematic segment is short relative
to the length of the whole path. When the alignment is constructed, such
a segment will cause a large gap to open in P, and we can disallow the
merging if the gap becomes too large. Since P contains cells from many
separate trips, the gap size of the new path S is typically much larger, since
the alignment needs to skip over all the cells not observed on that trip. For
this reason the gap constraint is only applied to P.
After the gap constraint check we “widen” the path. The subroutine
Widen-Path adjusts the original path positions xi for the spaces inserted
by the alignment. If the original path was uniform, it will remain so—we
only need to adjust the denominator in (6.6). For non-uniform paths the
adjustment on line 8 multiplies each xi by the relative change in position.
For x = 0 and the leftmost path element (which usually are the same) we
merely assign a new uniform position.
Now we have two aligned and position-adjusted paths, ready for merging.
State symbols that only occur in either path are just moved over to the
result; symbols that occur on both paths are more interesting. The merging
code (lines 17–25) iterates over all occurrences of symbol u on path P (there
can be more than one) and attempts to find a match on path S. If a match
exists, it must be in the approximately same part of the path: the distance
between x-positions may not exceed a given threshold δ. For a matching
pair a merge item is created, with a sum of the counts and a weighted
average of the x-positions.
In any other case (no appropriate matching symbol) the corresponding
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Merge-Path(P,S, g, δ)
Input: Paths P and S, maximum relative gap size g, maximum
merge distance δ
Output: Merged path, or nil on gap threshold violation
1 function Widen-Path(P, Pˆ) is
2 i← 1  Index into P
3 for j ← 1 to |Pˆ| do
4 if Pˆ(sj) 6= ‘ ’ then
5 if Pˆ(xj) = 0 or i = 1 then
6 Pˆ(xj)← (j − 1)/(|Pˆ| − 1)
7 else
8 Pˆ(xj)← Pˆ(xi) (j − 1)(|P| − 1)(i− 1)(|Pˆ| − 1)
9 i← i+ 1
10 return Pˆ  Return the adjusted path
11 Pˆ, Sˆ← Align-Path(P,S)
12 if Gap(Pˆ)/|Pˆ| > g then
13 return nil
14 Pˆ←Widen-Path(P, Pˆ); UP ← {P(si) | 1 ≤ i ≤ |P| }
15 Sˆ←Widen-Path(S, Sˆ); US ← {S(si) | 1 ≤ i ≤ |S| }
16 R← empty path
17 for each u ∈ UP ∩ US do
18 for each i such that P(si) = u do
19 D ← { |P(xi)− S(xj)| ∣∣ S(sj) = u}
20 if minD < δ then
21 j ← arg minD
22 k ← Pˆ(ki) + Sˆ(kj)
23 x← Pˆ(xi)Pˆ(ki) + Sˆ(xj)Sˆ(kj)
Pˆ(ki) + Sˆ(kj)
24 Add a new node with (s = u, x, k) to R
25 Mark P[i] and S[j] as consumed
26 Add all remaining (unconsumed) nodes from P and S to R.
27 return R
Algorithm 6.5. Merging two paths.
node is retained with no changes in the merged path. This strategy accu-
mulates everything into the merged path, but frequency-based filtering can
be carried out, if necessary, using the counts ki.
Example 6.11. Let us consider the merging of the two paths
P = 〈a0.1, b0.25, c0.3, d0.5, f0.6, g0.9, h1〉 and S = 〈a0, c1/4, b1/2, e3/4, h1〉,
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Figure 6.1. Illustrates the merging of two paths P and S by Algorithm 6.5.
where the subscript gives the x-position of the node. All the counts ki of
path P are 2, while for the uniform simple path S we have ki = 1.
Figure 6.1 illustrates the execution of Merge-Path. The top and the
bottom row show the original paths, with symbols placed according to their
x-position. The edges show the effect of Widen-Path adjustment to the
positions, computed from the aligned paths shown on gray background.
Finally we compute the weighted position average, which yields the final
merged path at the middle.
The relative order of b and c is a bit uncertain; had the weight in P
been larger, they would appear in opposite order in the merged path. The
state e is also placed somewhat arbitrarily after g. In both cases further
merges can easily change the result; if df and e never occur together, their
relative order in the merged path is unimportant. uunionsq
The algorithm for path merging may appear to be more complicated than
necessary. Both major parts (alignment and the averaging of positions) are
necessary, however. Omitting the alignment would work if the merged paths
were similar. Alignment will be needed to prepare structurally different
paths for merging; consider, for example, “a . . . bc” and “abc”, when the
omitted section is long. Similarly, relying on only string alignment would
mostly suffice. However, characters in a string are ordered: a character a
either precedes b or comes after it. We need to model the case where a and
b are unordered and occupy essentially the same position in the string. This
is more easily accomplished with a real-valued x-position.
6.4.3 Path Segmentation
A trip (an instance of a path between two base stays) can include bases, if
the user does not stay at those locations. It is usually better to strive for a
situation where a single trip contains only non-base locations. This way the
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“subpaths” between two bases can be utilized for learning different routes,
leading to better results with less redundant information being stored. We
call this path segmentation, as the full path is broken into segments at
intervening bases. We discuss path segmentation in this section on a high
level, omitting implementation details.
When a new path is received to be added to the appropriate path
database, we check if there are base locations within the path. A path will
be segmented, if it has the form
B B′B1 Bk
S1 Sk+1S2 Sk (6.7)
where B = B0 and B′ = Bk+1 are the bases where the trip started and
where it finished, respectively, and B1, . . . , Bk are the intermediate bases.
A path Si appears between bases Bi−1 and Bi.
Given a path that has the form (6.7), the next step is to condense it.
If the path Si is short, that is, it has few transitions and the elapsed time
from Bi−1 to Bi is not too long (about one minute, at most), we consider
the bases Bi−1 and Bi to be neighbors. This means we will usually consider
them equivalent. The short subpath Si is discarded and only one of the
bases is retained in the path.
After condensation, we still have a path with structure (6.7), although
with k ≥ 0. Now all the subpaths are separately added to the path data-
base, using calls Add-Sequence(Si, Bi−1, Bi) for all i = 1, . . . , k + 1. To
distinguish this trip from k + 1 isolated trips, we add a future base link to
each intermediate base: future(B1) = B′
B B′B1 B2
That is, if we predict B1 or B2 as the next base, then B′ must also be a
possible choice.
When we are making a prediction, a similar segmentation procedure is
applied to the recent history H. The difference is that the history never
includes the terminating base B′ and may not include the initial base B,
either. We can reduce the general matching problem to the case of matching
only non-base paths by considering the following two cases:
• If the history H ends with a nonempty subpath Sk, and there is a
previous base Bk−1, we must restrict ourselves to trips originating
from Bk−1. This shortens the history to Sk, making it appear as if
Bk−1 was our actual previous base.
• Otherwise, if the history ends with a base Bk, there are two ways to
proceed. We can just look at the future(Bk), which yields directly
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the possible future bases. Alternatively, we can discard the last base
component and do the matching of the previous step with subpath Sk.
(These approaches can also be combined.)
6.5 Making Predictions
In the preceding section we presented an algorithm for constructing a path
database P(B,B′) for each observed pair (B,B′) of bases. We now switch
our focus to how predictions of the next base are made, looking first at a
high-level overview of an online predictor system to see how the various
pieces depend on each other, and then describing the prediction-making
algorithms in more detail.
Figure 6.2 shows a high-level flowchart of the system. The process is
driven by incoming state transition events E. The first thing we need to
know is whether we are now staying in a base. For this reason the main
program passes the event to Algorithm 5.2, described in Section 5.2.2. The
base stay detector consumes events silently, but it can produce asynchronous
notifications of staying in and leaving a base.
After the event has been used to update the internal state, we use the
recent state change history to prepare a prediction. Various prediction
engines, the path database among them, can be used to yield predictions.
Finally, the generated predictions are assigned a score and combined to
form the final output of the system.
The figure does not include two important parts of the whole: the
clustering module constructs clusters from raw cell data, either in an on-
line fashion or “semi-oﬄine,” at regular intervals. And finally, the set of
bases B is selected, typically once per day. Both of these subsystems work
independently of the predictor.
Figure 6.2. The compo-
nents of the base prediction
system. The solid arrows
indicate the flow of events,
and the dotted arrows show
function calls.
Path
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Predict-Next-Base(s, t)
Input: New current location s, transition time t
Output: Ranked list of predicted next bases
State: Current sequence S∗, current base B∗, previous base Bprev,
list of bases B
1 B ←
{
s, if s ∈ B
nil, otherwise
2 Process-Transition-For-Stay(B, t) with  Algorithm 5.2
3 function Notify-Stay(B, t) is
4 k ← index of event with time t in S∗
5 Add-Sequence(S∗[1 . . k − 1], Bprev, B)  Algorithm 6.3
6 Add time classifier instance (B, t∗1) to Bprev
7 Decrease the adjacent-weight of states
⋃k
i=1 S
∗
i in Bprev
8 Erase window S∗[1 . . k − 1]
9 B∗ ← B  Currently in base
10 function Notify-Leave(B) is
11 k ← max{ i | S∗i = B }
12 Increase the adjacent-weight of states
⋃k
i=1 S
∗
i \B in B
13 Erase window S∗[1 . . k]
14 Bprev ← B
15 B∗ ← nil  Currently traveling
16 Append (s, t) to S∗
17 〈Continued on page 119〉
Algorithm 6.6. Generating base predictions.
Learning paths. Algorithm 6.6 shows the first part of prediction generation,
which is concerned with maintaining internal state. Given a new event (s, t),
we first determine if the current state s is in a base, setting “base location” B
to s or nil, as appropriate. Then the event is passed to Algorithm 5.2,
for detecting stays. It is important to remember that the stay and leave
notification functions may be called before the call on line 2 returns; the
“with” clause in the pseudocode indicates that the indented code is supplied
to Process-Transition-For-Stay as callbacks.
Each new event is appended to the current sequence S∗. It consists of
the most recent trip since leaving the previous base. The idea is that the
most recent event is always appended to S∗, and when base stay and leave
events are confirmed, a suitable prefix is removed from S∗. With base stay,
this prefix is the trip between the two most recent bases; with base leave,
the prefix corresponds to the stay in the base and can be ignored.
Recall from Section 5.2.2 that the function Notify-Stay(B, t) is called
when a stay that began at time t in a base B was confirmed. Likewise, the
function Notify-Leave(B) signals that the user has now definitely left
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the base B after staying there. Both of these notifications trail the actual
events they represent, and for this reason Notify-Stay has to search for
the original arrival event. This event divides the sequence into two portions:
the trip whose destination was B, and the stay in B. (It is of course possible
that the user has left B already behind.) The trip is added to the route
database, possibly with segmentation, as discussed in Section 6.4.3.
Each base also possesses a time classifier, described in Section 5.2.1.
The classes are the possible next bases, and the classifier is trained with
the departure time, which is the time component of S∗[1]. Notice that this
classifier is entirely separate from all other methods of base prediction seen
in this chapter, and can be used with any of them.
Finally, line 7 of Notify-Stay is designed to enhance the robustness
of the system. There can be non-base locations that appear to belong to a
base, after all. This can happen because the base-detection has overlooked
the location, or if the clustering of cells to locations is suboptimal. The
pattern we typically observe is that there is a transition to some location L,
and a relatively quick transition back to the original base. Each time L is
observed within a base stay, its adjacent weight to the original base B is
increased; when L occurs in a trip originating from B, its adjacent weight
decreases. A value larger than zero indicates that transition to L probably
does not begin a trip.
Once we leave base B (line 10), we want to remove the stay from
the current sequence. If there were non-base locations within this range
that extends from the arrival to the last occurrence of B, we increase the
adjacency weight of those locations. Then we remove the stay sequence
from S∗ and set the previous base Bprev to B. Finally, clearing the current
base completes the departure from base B.
Generating predictions. The second portion of Predict-Next-Base is
concerned with determining the most probable next base. Before discussing
the algorithm itself, we define a data structure for candidate scores.
Definition 6.12. A base scoring record u is a structure of three fields: a base
B(u) ∈ B, a probability pi(u) and a similarity σ(u). Both pi(u) and σ(u)
are in the range [0, 1]. Let R1 and R2 be sets of base scoring records, and
let R = R1 ∪R2. Their combination is defined as
R1 ⊕R2 =
⋃
B∈B(R)
(
B, pi = max
u∈U(B)
pi(u), σ = max
u∈U(B)
σ(u)
)
, (6.8)
where U(B) = {u ∈ R | B(u) = B } and B(R) is the set of all bases in R1
and R2, that is, B(R) =
⋃
u∈RB(u). uunionsq
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Predict-Next-Base(s, t) [continued]
17 if B∗ = nil then
18 if B 6= nil and is staying(B, t) then
19 return “Staying at base B”
20 else
21 H ← S∗|h; B′ ← Bprev; tp ← t∗1
22 else
23 if B 6= nil or s is adjacent to B∗ then
24 return “Staying at base B∗”
25 n← |S∗|
26 k ← max1≤i≤n
{
i | S∗i ∈ B or S∗i is adjacent to B∗
}
27 H ← S∗[k + 1 . . n]; B′ ← B∗; tp ← t∗k+1
28 R1 ← base scoring records (B, 0, σ) from match routes(B′, H)
29 R2 ← base scoring records (B, pi, 0) from time classify(B′, t∗p)
30 D ←
{ (
B(u), µ(u), σ(u)
) ∣∣ u ∈ R1 ⊕R2,
µ(u) =
√(
1− pi(u))2 + (1− σ(u))2 }
31 Order destinations D in ascending order by their distance µ
32 if |D| > 1 then
33 if Is-Approaching(H,B(D1)) 6= approach and
34 Is-Approaching(H,B(D2)) = approach and
35 σ(D2) ≥ σ(D1) then
36 return “Next base is B(D2)”
37 else if |D| > 0 then
38 return “Next base is B(D1)”
39 else
40 return “Unable to predict”
Algorithm 6.6. Generating base predictions (continued from page 117).
The intuition of (6.8) is simply to collect base rankings from several
sources, and if some base is mentioned in more than one set of results, the
combination is furnished with the largest probability pi and similarity σ.
The first section of Algorithm 6.6 on this page (lines 17–27) handles the
case of predicting staying at a base. If the user is traveling (B∗ = nil), and
the current state is a base, we ask the base stay detector (via is staying)
if this visit is going to be a stay. If not, we obtain a h-tail of the current
path for later analysis. The variable t∗p is the time of departure from the
previous base Bprev .
However, if the current state indicates a stay in base B∗, we enter the
branch at line 23. Now the task is the inverse of above: we need to estimate
if the user has in fact left the base already. We assume this is the case, unless
the current state is a base, or is adjacent to one. (See the previous section
for details on adjacency weight assignments.) An appropriate history H
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then needs to be extracted from S∗, although this is made more difficult by
Notify-Leave not having yet updated the internal state.
The next section on lines 28–31 is the crux of the algorithm, where we
obtain the base candidates and combine their scores into a set of desti-
nations D. As written, the code is geared towards the path database; a
Markov-based predictor would modify line 28 accordingly. Each base also
has a time classifier conditioned on the departure time, and we retrieve
a set of bases and their probabilities from it. In the combination, each
score pair (pi, σ) is treated as a point in R2 and we compute the distance µ
between the pair and the highest score (1, 1). (The path similarities are
not probabilities and do not sum to one, hence they cannot be directly
combined with time classifier probabilities.)
Finally, on lines 32–36 we apply the transition graph heuristic, which
means that if the user is not approaching the base D1 that has the highest
score, and if there is another destination D2 that has at least as good path
similarity, we return D2 instead. This curious logic is designed to handle
the following case: Suppose there are two paths that diverge at some point,
and path 1 is traveled more often. The user then passes the branching
point, but chooses path 2. In this case, because σ1 ≈ σ2 and pi1 > pi2, the
prediction would be base 1. But this is exactly where the graph heuristic
works well: we should approach base 2, and get retreat or unsure for
base 1. Typically after a few more transitions, σ1 will start to decrease and
the correct prediction will be reached by scoring alone.
Matching routes. The final detail of generating predictions is the subroutine
match routes, which has few surprises:
function match routes(B,S, φm) is
D ← {B′ | There exists a path P ∈ P(B,B′) such that
sim(P, S) ≥ φm
}
MB,B′(S)← max{ sim(P, S) | P ∈ P(B,B′) }
return
{ (
(B′, σ = MB,B′(S)
) ∣∣ B′ ∈ D }
Given a base B, we search P(B, ·) for paths that match the given history H;
the threshold φm can be lower than the cluster-building threshold φ. If
there are several paths that match, the one with the largest similarity is
chosen.
The use of the previous base B is intended mainly to speed up the search;
the only intrinsic reason it is included is that just after leaving a base the
current history is short by necessity, so any additional information can help
in the search. But we can first execute the above code, and if it returns a
good match, then that is returned to Predict-Next-Base; in the case it
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. . . c d b e b f b a d c f c . . .
τstay τlag
path to b stay in b path from b
1 2 3 4 5 6
a ∈ Adj(b)e, f /∈ Adj(b)
Figure 6.3. A sample event sequence, with time running from left to right. The
shaded portion marks the time when the user was physically staying in base b.
The circled numbers denote times that are referred to from the text, and the
notation Adj(b) stands for the set of locations that are adjacent to base b.
does not, we can then make another pass over the route database, doing a
wildcard search by omitting the previous base B.
Example 6.13. Consider the event sequence in Figure 6.3, which shows an
arrival to base b, followed by a stay and a departure. Predict-Next-Base
will proceed as follows, with numbers referring to the figure:
1 The current path is S∗ = 〈. . . cdb〉. Since B = b, line 18 of Predict-
Next-Base invokes the time classifier of base b to predict whether
the user will stay at base b; assume that a stay is predicted.
2 The time τstay has now passed, but in a synchronous implementation,
nothing happens yet, only on the next state transition.
3 The pending stay event is handled first by calling Notify-Stay. We
process the path 〈. . . cd〉, then set S∗ = 〈bfb〉 and B∗ = b. But since
f /∈ Adj(b), we carry out base prediction with H = 〈f〉 and Bp = b.
Although the user did not leave the base yet, there will be a short
period of time where the system will act as if that happened.
4 Current path is now S∗ = 〈bebfba〉. Because a is adjacent to base b,
the prediction will be that the user remains at b.
5 This is a repeat of 3 : we end up doing base prediction with H = 〈d〉,
although internally B∗ = b still.
6 A leave event is received, Notify-Leave sets S∗ to 〈dcf 〉, and B∗
becomes nil. The adjacent weight of e and f is increased. uunionsq
6.6 Experiments
In this section we describe experiments that were used to evaluate the
algorithms described in this chapter. A secondary goal is to determine
how the different clustering algorithms (or lack of clustering) affect the
prediction of the next base.
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6.6.1 Organization of Experiments
Most of the experiments examine the error ratio in base prediction. We test
mainly the path clustering methods, using Markov predictors for contrast.
The interesting question is how the prediction error changes when we
change the prediction algorithm, its parameters, or even the underlying
clustering. Since the methods aim to be efficient on resource-constrained
mobile devices, we will also study the running time and memory requirements
of the algorithms.
Before looking at the actual results, we specify in detail what will be
evaluated, how the experiments are carried out, and what kind of metrics
we will be using.
Input. In essence, what we do is to run a prediction algorithm on a state
transition sequence. More precisely, we can distinguish between the following
three phases of the task:
• The raw sequence data is first run through a clustering algorithm to
produce clusters that represent locations.
• Base detection then classifies locations into bases and non-bases.
• Finally, non-base locations are grouped into trips, and at each state
transition that is part of a trip, the prediction algorithm is executed.
In principle these phases run in parallel: incoming data is clustered using
an online clustering algorithm, the location stream is fed (once per day)
to the base detection algorithm, and the route prediction always uses the
current sets of locations of bases.
However, in this evaluation the phases are separated. The input se-
quence S is first clustered, which yields a set of locations L. This set is used
to transform S into a clustered sequence, which is then passed to the base
detector. And finally, when we have both L and the set B of bases, we start
again at the beginning of the (clustered) sequence. This approach allows us
to observe the effect of changing a single part of the “pipeline,” instead of
always mixing the results of many separate algorithms into a single number.
Furthermore, we want to use oﬄine clustering algorithms from Chapter 4 to
validate the online algorithm of Chapter 3, and this would not be possible
in a strictly online setting.
For the purposes of this evaluation, we define the input to be a series
of trips S1, S2, . . . , SN . Each trip Si is a state transition sequence, Si =
〈(si1, ti1), (si2, ti2) . . . 〉; each sij stands for either a plain state or a cluster
identifier.
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Clustering. We use again the set of clustering algorithms listed in Table 4.1
on page 77, except the bottom-up hierarchical clustering algorithm (B) is
omitted, as its results are practically identical to hierarchical clustering with
tree optimization (algorithm T ).
We also evaluate the prediction algorithm without clustering. However,
as mentioned in Chapter 5, detecting bases does not work very well with
unclustered data, so we need to use some clustering algorithm to produce
a location sequence for base detection. When this phase is done, we will
ignore the clustering, using the original sequence again to run the base
prediction phase. This arrangement is denoted by a prime symbol, e.g., G′
means cell-level prediction with bases determined from locations produced
from algorithm G clusters.
Error measures. At each state change to state sij we update the current
prediction for the next base. We define an error indicator
eij =
{
1, if prediction for sij is incorrect;
0, otherwise.
(6.9)
In other words, eij is one if the particular prediction fails, and zero if it
succeeds. Then the simplest error measure is the ratio of failed predictions
to the total number of predictions:
E =
∑N
i=1
∑|Si|
j=1 eij∑N
i=1|Si|
(6.10)
This is, however, not the only error value that we might want to use. Doing
badly on a long trip with many locations will have an adverse effect on E
(although the opposite effect can also manifest itself). We can treat all trips
as equal by using an average error ratio
Ea =
1
N
N∑
i=1
1
|Si|
|Si|∑
j=1
eij , (6.11)
where we average a trip error rate 0 ≤ Ei ≤ 1 over all trips.
One remaining issue concerns grace trips. When a trip between bases B
and B′ is observed for the first time, the system is following (at least in
theory) an uncharted path, and it is almost certain that the prediction
will fail while on that trip. To allow the system to learn a path before
keeping score, we allow a number ng of grace trips. This means that for each
distinct pair (B,B′) of bases, we only start counting errors (and successful
predictions) after we have observed ng trips from B to B′ (or from B′ to B).
124 6 Base Prediction
Table 6.1. Parameters and their default values used in the evaluation.
Parameter Sym-
bol
Value Parameter Sym-
bol
Value
All methods Path clustering
Number of grace trips ng 2 Similarity threshold φ 0.7
Error measure E Match threshold φm 0.4
Type of clustering F History length h 8
Maximum stay time τstay 10 min Max. relative gap g 0.3
Lag time τlag 5 min Near time threshold τn 10 min
Markov predictors Max. merge distance δ .5
Context length (max) h 4 Use transpositions no
Context length (min) h′ 1
Notation and parameters. The results are visualized with boxplots, such
as Figure 6.4. The horizontal axis lists a series of test cases, usually a
particular combination of a clustering method and a prediction algorithm,
and for each case we plot the distribution of a certain variable, such as the
error ratio (6.10).
Labels for individual test cases are partially supplied by the figure itself,
except that elements shared by all test cases (in the same figure) are usually
not spelled out. For example, in Figure 6.4 the labels do not mention
the clustering algorithm (F ) or parameter values, because they remain
constant. In general, unless overridden, the various parameters take the
values specified in Table 6.1.
The symbols for clustering algorithms are given in Table 4.1. The letters
P and M distinguish between path clustering and Markov-based predictors,
and primed letters such as P ′ stand for no clustering, as explained above.
6.6.2 Evaluation Results
We begin with Figure 6.4, which shows the effect of increasing ng, the
number of grace trips. Even allowing for only one trip to learn a previously
unseen route already improves the error ratio E by about 10%. A smaller
reduction of E occurs at ng = 2, and further decreases are negligible; we
can thus conclude that the predictor requires one or two trips to properly
“learn” a path. (In the following experiments we set ng = 2.) The figure also
shows that cell paths (cases with P ′) are roughly equivalent to clustered
paths, when it comes to error ratio (although running time and memory
usage are both larger for non-clustered paths, as we will see later).
Figure 6.5 compares the Markov predictors. Somewhat surprisingly,
increasing the maximum history length h has little, if any effect on error
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ratio, as Figure 6.5(a) shows. The relative
error ratio (b) shows that using longer cell-
level paths helps in some cases, hinders in
others, but the median difference is very close
to zero. (Relative error ratio of test caseX is
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Figure 6.4. The effect of ng,
the number of grace trips, on
the error ratio E.
the difference E(X)−E(FM4).) Somewhat
larger variations exist when the clustering
changes, but in most cases they are not too
significant. The extreme cases happen in very
small datasets, where granularity changes in
clustering can significantly change the results.
Finally, Figure 6.5(c) shows why we can-
not expect the results to change much with
larger values of h: in most cases, the event
history only matches fragments with length of one or two. The figure shows
the distribution of k, the length at which a match was found in the set of
stored fragments, or in other words, the longest previously observed tail S∗|k.
The experiment was run with model FM4, so the possible values of k range
from one to four.
In addition to not being used, storing longer fragments consume more
memory, as shown in Figure 6.6 on the next page. Memory usage is reported
in units of “words,” where we assume that each state identifier fits in one
word. (Maintaining an actual data structure in a computer requires addi-
tional storage, which is not accounted for here.) We see that clustering makes
the data somewhat smoother, decreasing the number of stored patterns.
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Figure 6.5. (a) Error ratio for Markov predictors with various configurations and
history lengths. The values on the horizontal axis specify h, the maximum history
length. (b) Error ratio, relative to the error ratio of FM4. (c) For model FM4, the
distribution of length k where a match with a stored fragment was found.
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Next, in Figure 6.7 we compare path
clustering with Markov predictors, vary-
ing the clustering algorithm. The median
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Figure 6.6. Memory consumed
by Markov predictors, in words.
error rate can be seen to decrease dramat-
ically, from E(SM4) = 0.49 to E(LP) =
0.27. The relative error ratio (b) shows
that cell-based prediction yields again very
similar results to using clustered input,
and that there are few differences between
the five clustering methods.
Figures 6.8(a) and (b) illustrate the
memory usage differences between path
clustering and Markov predictors. The
storage required for a typical set of paths is measured in a few dozen kilobytes,
while the Markov predictors can consume several hundred kilobytes, which
is still substantial in the context of mobile devices. (The figure omits some
cases that already appeared in Figure 6.6.)
However, Markov predictors clearly have an edge when it comes to
running time. Figure 6.8(c) shows the running time of predictors, relative
to the baseline FM3. Using cells instead of clusters slows down the Markov
predictor, but only a little. Path clustering appears to be considerably
slower, and even more so if one uses longer, non-clustered paths. This is
to be expected, as building and matching path clusters involves more work
than just accessing the most recent entries of a trip sequence. Most of
the time is in fact spent in Is-Approaching that computes the transition
graph heuristic. Disabling this feature cuts down the running time of
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Figure 6.7. (a) Performance of path clustering. Each group of three shows the
result of path clustering, path clustering with cell data, and a Markov predictor M4
for comparison. (b) Error ratio, relative to the error ratio of FP.
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Figure 6.8. (a) Memory usage (in words). (b) Memory usage, relative to path
clustering (FP). (c) Running times, relative to FM3; here Pg is path clustering
without the graph heuristic.
path prediction significantly, as the case Pg in Figure 6.8(c) demonstrates.
Nonetheless, the additional expense per each prediction was small enough
for the feature to be retained.
6.6.3 Adjusting Features and Parameters
The prediction algorithm incorporates many separate components whose
results are brought together for the final prediction of the next base. We
can see what happens when some of these features are turned off, or when
we adjust the parameters of the algorithms.
We look first at path clustering, and take the algorithm FP as a starting
point. Figure 6.9 shows the result of disabling various features. The graph
heuristic is probably the slowest part of the prediction, as described above,
and we see here that its effect on the results is minimal. This is probably
because its use was highly constrained to begin with; furthermore, because
of the nature of graph-based prediction, it tends to return unsure most of
the time. However, for some users it provides a useful contribution.
The entry “no time” means that we disable the time classifier associated
with each base, that is, replace line 29 of Predict-Next-Base with
“R2 ← ∅,” which reduces the distance formula on the following line to
µ(u) = 1 − σ(u). Overall this is a clearly for the worse, although there
are cases where we see an improvement—this could happen in the case of
persons who do not have strong time-like behavioral patterns. Doing the
opposite, that is, omitting the path prediction by setting R1 = ∅ on line 28,
but keeping the time classifier, is clearly not sufficient on its own, as the
“no path” case shows.
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Figure 6.9. Absolute (left) and rel-
ative (right) error ratios for path
clustering where certain features
were omitted. From left to right,
the cases are: include all features,
omit the graph heuristic, disable
the time-based classifier, disable
both the graph heuristic and the
time classifier, disable path clus-
tering, and support transpositions
when computing string alignments.
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In the final experiment of Figure 6.9 we modify Algorithm 6.2, which
computes string alignments, to include transpositions. This makes, for
instance, sim(ab, ba) = 1. However, it appears that the path merging
process already handles locally interchanged symbols sufficiently well, as
the results are virtually unchanged from the baseline case. This is a good
thing, because the algorithm described in Section 6.3.2 for computing path
similarity does not support transpositions, and we would need to use the
slower method of computing the alignment first, in order to be able to
include processing of transpositions.
Let us then adjust some of the parameters of path clustering. In
Figure 6.10 we change the similarity threshold φ, which was introduced in
Algorithm 6.3 on page 109 to control the construction of path clusters; if
the similarity of two paths is more than φ, the paths are merged into a
cluster. Changing this parameter has apparently no discernible effect on
the prediction results, as the case (a) shows. In case (b), we see that the
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Figure 6.10. Changing φ, the threshold for path merging, and the resulting (a) error
ratio, (b) relative memory usage, and (c) relative memory usage for non-clustered
case. In all cases the baseline is algorithm FP, with φ = 0.7.
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Figure 6.11. Changing h, the maximum length of recent history to match against
stored path clusters, with (a) error ratio, (b) relative running time, and (c) relative
running time for the non-clustered case. The baseline is algorithm FP, with h = 8.
amount of memory needed for paths slowly rises when φ increases; case (c)
shows the same phenomenon, this time with no clustering. (The baseline is
still the same, FP with φ = 0.7.)
Although the behavior of the error ratio is at first surprising, it is easily
explained. When φ is small, most paths with the same endpoints will be
merged, and typically the path database P(B,B′) for a pair (B,B′) of bases
will only have one entry. At the other extreme, many trips will occupy their
own cluster, which consumes more memory. But the number of clusters does
not really affect prediction quality, as a given history sequence matches a
large combined path as well as one of a set of separate paths. The combined
path probably does no longer correspond to any path in the physical world,
and would perform poorly if we were trying to predict what locations would
occur further on the path. (The default value φ = 0.7 was selected to
produce path clusters that seem to have a good correspondence to physical
routes, but this property was not formally evaluated.)
The second parameter we will examine is h, the maximum length of
recent history that is matched against the stored path clusters; it is used
on line 21 of Predict-Next-Base, and should not be confused with the
maximum context length of Markov predictors. Notice that h is only the
upper bound on the history length; if at some point |S∗| = n < h, we just
use the n states that are available.
Figure 6.11 shows what happens when h increases from 1 to 12. Again,
the error ratio (a) stays nearly constant, except for h ≤ 2, and even then
the changes are minor. The differences are with the running time (b), which
increases approximately linearly with h. Case (c) is again the non-clustered
case, which takes even longer to execute. (In this and the above figure,
the error ratio behavior in the non-clustered case is nearly identical to the
depicted case.) The conclusion is that sometimes it helps to have a long
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context, with a large h, but in many cases just the most recent location is
enough to infer the correct path. It does not hurt to use a longer context, if
it is available. (Often it is not: see Figure 6.14 on page 132.)
6.6.4 Sources of Errors
Over the entire Reality Mining dataset, the median error rate E with path
clustering is between 25–30 percent, as Figure 6.7(a) shows. At first glance,
this seems like a large number, and proof that the methods proposed in this
chapter must not be very good. In this section we discuss where the errors
come from, and whether there is anything we can do about them.
We can gain some insight from the way the errors are counted. There
is a difference between the error ratio E and the average error Ea of (6.11),
as Figure 6.12 shows. The number Ea causes
every trip carry equal weight. This method of
measuring the performance is advantageous
if errors tend to occur on longer than average
trips, as the following example illustrates.
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Figure 6.12. The difference
between the error ratio E
and the average error Ea.
Example 6.14. Suppose there are n trips Si,
and that |Si| = i. Assume first that errors
occur proportionally more often on longer
trips: let fraction i/n of Si be errors. Then
the number of errors per trip, Ei, is given
by Ei =
∑|Si|
j=1 eij = i2/n, and the difference
between the error ratios is
E − Ea =
∑n
i=1Ei∑n
i=1 i
− 1
n
n∑
i=1
Ei
i
=
∑
i i
2
n
∑
i i
− 1
n2
∑
i
i.
Substituting the summation formulas ∑ni=1 i = n(n+ 1)/2 and ∑ni=1 i2 =
n(n+ 1)(2n+ 1)/6 we get, after simplification,
E − Ea =
(2
3 +
1
3n
)
−
(1
2 +
1
2n
)
= n− 16n > 0.
Then let us reverse the situation so that errors occur more often on shorter
trips, and assume that fraction 1 − i/n of Si results in errors. In this
case Ei = i − i2/n, so we have E − Ea = (1 − n)/6n < 0. Concentrating
errors to longer trips thus results in E > Ea, and if errors are more frequent
on shorter trips, we get E < Ea. uunionsq
Based on this and Figure 6.12, it seems that many errors do occur
on longer trips. This is typically a consequence of such trips being less
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Figure 6.13. Trip lengths versus error ratios for two users. The symbols
designate occurrences of the trip endpoints. (a) E = 0.51 and Ea = 0.28;
median trip length = 10. (b) E = 0.32 and Ea = 0.49; median trip length = 5.
frequently traveled. Figure 6.13 illustrates the situation for two users. The
figure shows each trip in the dataset, except for grace trips that were ignored.
For each trip we plot the length n of the trip on the x-axis (the experiment
was run with model FP, so the trips consist of clusters) and the error ratio
(number of failed predictions divided by n) on that trip. The plotting
symbols also change depending on how many occurrences of the endpoint
bases had been observed before.
The upper figure (a) represents the common case of E > Ea. The longer
trips typically have high error ratios, as predicted. Furthermore, there are
many very short trips with perfect results. Most trips with a higher error
ratio indeed have low frequency, but errors are still possible anywhere. For
example, the 71st trip between this user’s home and workplace contained
only three clusters, and at each step the prediction was wrong because of
an unexpected time to be moving along that route, and the meager path
context was unable to counterbalance the time classifier.
There are also a few instances of the opposite case, where E < Ea,
as Figure 6.13(b) demonstrates. Such cases almost always have a very
frequently observed one- or two-location paths where prediction constantly
fails; this is related to base-to-base jitter we encountered in Chapter 5. The
longer trips were learned with more success.
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Figure 6.14. Number of datasets having specified median trip length, and the
corresponding mean error ratio E. (a) Trip length measured in cells, prediction
with algorithm FP ′. (b) Trip length in clusters, prediction with FP.
Most trips are, in fact, rather short, as Figure 6.14 shows. Unfortunately,
the number of datasets having longer median lengths is too small to draw
conclusions on how well the methods work in general with such data. Very
short trips are problematic because we cannot make reliable predictions
based on history. Short trips occur most often because the physical world
distance really is small; most people in the Reality Mining dataset are
students presumably living on-campus. The second reason for short trips is
coarse cell resolution, which in rare cases is further reduced by clustering.
(Overall, as we have seen, clustering is still beneficial in terms of resource
consumption and prediction quality.)
The occurrence of errors is by no means restricted to short or low-
frequency trips. Stationary locations are especially problematic. These are,
roughly speaking, places where the user is either not physically moving or
is moving within a restricted area; detecting such locations (when they are
not clustered, or not bases) is important, because the recent history of state
transitions ceases to be useful and can be misleading. It is possible, employ-
ing techniques from this thesis, to develop heuristics to detect stationarity,
but a complete solution seems to require hardware support; see, e.g., [87].
The prediction system also has trouble with “overlapping” routes, which
have the following shape:
B1
B2
B3
F
This causes problems when the user leaves base B1 with the intention of
going to B3, but the system predicts base B2 for all locations between B1
and the fork F . (This assumes the current time is unable to separate the
two alternatives, after which the system relies on trip frequency.) The
prediction of B2 may well be reasonable, in the sense that it matches best
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the user’s past behavior, but in this case we will suffer errors for the entire
path B1, . . . , F .
The path clusters can be used to determine such fork points, and we
could modify the prediction problem so that it would be acceptable to give
an answer such as “moving towards F , then either to B2 or to B3.” Such
extensions are not considered here further.
Overlapping paths is an example of a general trait of the system: in
the end, all predictions reflect the past, so doing something different from
the dominant choice may not be predicted correctly. Going shopping on
a Monday morning, or visiting the office on Sunday are (usually) such
exceptions, so it is simply not possible to predict them, or anticipate other
whims of the human users of the system. Adjusting the error rate to ignore
such cases, where the system could not possibly predict the next base, would
require human intervention. This is not feasible, given the amount of data.
It therefore remains a somewhat open question to find a good and fair way
to evaluate base prediction.
6.7 Discussion
The base prediction problem is to predict, based on users’ history of move-
ments, the next base where they will stay. The results obtained indicate
that the path clustering method developed in this chapter outperforms
the—admittedly simpler—Markov-based predictor, using very little memory.
The algorithm is slightly slower, although still acceptable; without the
graph-based heuristic, its performance would be nearly on par with Markov
predictors. It is also worth noting that the running times in the experiments
count all the predictions made for the sequence; in actual uses the time
would be amortized over weeks and months of use.
Sigg et al. [86] suggest an alignment-based method for matching pre-
viously occurred context sequences, resembling the computation of path
similarity. The paper, however, only gives the idea, without an accompany-
ing implementation or analysis of results.
One possible extension to the present system would be a confidence
evaluation of results. Algorithm 6.6 produces a distance µ (see page 119)
that it uses to rank the available candidate bases, and we could evidently
use this distance to estimate the confidence of the prediction: for example,
a prediction could be called “weakly correct” if eij = 0 but the distance is
over some threshold. Alternatively, if the two top-ranked bases had nearly
equal distances, both could be returned to the user. Such features would
probably be useful in user-facing applications, but they would complicate
the evaluation by blurring the boundaries between “right” and “wrong”
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answers, which is why they were omitted here. Refinements in this area
nearly always require human evaluation to assess whether the predicted
results were useful in the context of some application.
Prediction of the next base may not always be the most useful thing to
do, and it is possible to define higher-level structures on top of bases. In
[53] we defined areas, which are essentially clusters of bases. Areas can be
defined at progressively longer time resolutions, going, for example, from the
base of one’s home to the suburb to the entire city. The appropriate area
would be chosen when predicting the next base, and instead of predicting the
next base, the idea was predict the roughest possible area that is different
from the area that contained the previous base. For example, starting from
a different city towards one’s home would simply predict one’s home city,
if that was the topmost area. This prediction would already communicate
the direction in which the user was moving, and was deemed useful in a
presence service application.
C H A P T E R 7
Conclusion
In this thesis we have studied mining cellular transition data. Our goalwas to use this transition data to reliably detect users’ current locations
and to predict their future movements. A guiding principle was to design
the algorithms so that they can run on stock mobile devices, needing no
service provider infrastructure or additional sensors.
We described the dataset collected in the Reality Mining project, consist-
ing of a large body of cell transition sequences. One of the most noteworthy
features of this data is that the current cell often changes with no corre-
sponding physical movement. We proposed clustering as means of obtaining
a reliable mapping between clusters (groups of cells) and physical locations,
and then proceeded to define several clustering algorithms. We established
a scoring function that quantifies desirable aspects for a cell clustering to
possess, and used both this scoring and existing well-known algorithms to
evaluate the quality of our proposed methods. We defined significant loca-
tions, bases, considered how to define and detect a stay in a base location,
and discussed the prediction of the base where the user will stay next.
The results show that it is possible to develop location-enabled applica-
tions starting from cell-based location data. Additionally, running software
on the user’s mobile device reduces privacy issues with potentially sensitive
data. The online clustering algorithm developed in Chapter 3 is extremely
fast, but it still yields clusters whose quality is not far from those produced
by oﬄine methods. Path clustering, from Chapter 6, outperforms the base-
line Markov predictors even when most of the available data consists of short
trips. Moving from storing numerous short sequence fragments to learning
entire paths between locations also significantly reduces memory usage. Cell-
level clustering, in turn, reduces memory requirements for all considered
methods and makes them run faster, without noticeable effects in the error
rate; for Markov predictors, clustering in fact led to an improvement in
quality.
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To some extent this research has been shaped by technological con-
straints. We decided to concentrate on algorithms whose running time
and resource requirements were small enough to make them able to run on
the smartphones that were available in 2003. Although the capabilities of
mobile devices have increased significantly since then, both in the sense of
more capable hardware and more advanced programming environments, the
decision automatically precluded many machine learning techniques from
consideration. Even today, battery power is scarce, and too frequent use
of the processor or the wireless antenna drains the battery quickly. On
the other hand, the decision to emphasize frugality with resources would
make it extremely easy to implement the algorithms on any programmable
cell-based mobile device.
There are certainly aspects that could be improved with further work.
Some tasks, such as detecting stationarity, would become easier if physical
coordinates from gps were available. Since gps probably will not supplant
cell-based positioning, at least not in urban areas, a hybrid system would
use coordinate data to augment the results derived from cell-based locations.
Although such composite systems exist [2, 10, 73, 94], there is usually room
for improvement in the use of cell data. gps data also by no means solves
the research problems addressed in this thesis.
It should be possible to enhance the accuracy of the system also without
gps. In a network with a smaller cell size, such as Wi-Fi or umts, the
mapping between cells and locations would be more precise. Even in plain
gsm networks, having access to the secondary cells (identifiers for cell towers
which are not current, but which the phone keeps in reserve) and their
signal strengths would enable markedly better accuracy with trilateration
techniques. Alternatively, knowing the physical locations of cell towers
would provide a rough idea of the physical location of the user. It is also
possible that additional context variables besides location and time could
improve the prediction accuracy.
Comparisons with alternative methods, such as sequence segmentation,
could provide further insight on which is the most useful idiom for processing
cellular data. It would also be intriguing to quantitatively measure the
benefit of clustering as a preprocessing method for various data mining tasks,
such as finding frequent sequential patterns; or to determine if data stream
methods become necessary in prolonged use. We also need to remember that
an ideal data mining algorithm in a mobile context should simultaneously
accomplish two at times contradicting goals: It should produce useful results
almost “out of the box,” with little room for learning, and it should be able
to process data for years to come, or at least until the user buys a new
device, whichever occurs first.
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