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Abstract
We prove sharp inequalities for arbitrary complex vectors and weights generated by the
gamma function. Some limiting cases and applications are discussed. They include general
combinatorial, exponential, and integral inequalities.
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1. Introduction
Euler’s gamma function (z) and the classical Cauchy–Schwarz inequalities∣∣∣∣∣
n∑
k=0
akbk
∣∣∣∣∣
2

n∑
k=0
|ak|2 ·
n∑
k=0
|bk|2
(ak, bk are arbitrary complex numbers; n = 1,2, . . .) are of great importance in
mathematics and applications. Our attempt to join their might has led to the results
described in this paper. We were motivated by the effectiveness of exponential
inequalities in the theory of univalent functions (see [1–3], [6, Chapters 2, 3]) and
wanted to produce more general inequalities applicable to a much wider spectrum
of problems.
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We used binomial coefficients (defined below) to establish a sequence of sharp
inequalities for arbitrary complex vectors and positive real parameters. They are
given in Section 2. Though the new inequalities are reminiscent of the Cauchy–
Schwarz inequalities, they are substantially deeper than the latter. Some limiting
cases and applications are considered. They include general combinatorial,
exponential, and integral inequalities. In particular, we have an alternative
approach to Milin’s exponentiation for univalent functions [6, Chapters 2, 3].
Some remarkable properties of the gamma function are expressed in terms of
the binomial coefficients:
dn(α)= α(α + 1) . . . (α+ n− 1)
n! (n= 1,2, . . .), d0(α)= 1, (1)
arising from the expansion
(1− z)−α =
∞∑
n=0
dn(α)z
n.
The connection with (z) is given by the equations
dn(α)= (α + n)
(α)n! (n= 0,1, . . .). (2)
(z) is the simplest representative of the infinite set of meromorphic functions
that generate the binomial coefficients as in (2) (see, e.g., [4, Chapter 10]).
Our first lemma is a direct consequence of formula (1).
Lemma 1. For n= 1,2, . . . , the identity
dk(α)dn−k(β)
dn(α + β) =
α
α + β
dk−1(α + 1)dn−k(β)
dn−1(α + β + 1)
+ β
α + β
dk(α)dn−1−k(β + 1)
dn−1(α + β + 1) (3)
holds for any α,β with dn(α + β) = 0 and k = 0,1, . . . , n(d−1(·)= 0).
For α > 0, (2) follows from the integral representation (Euler’s integral of the
second kind)
(z)=
∞∫
0
tz−1 e−t dt (	 z > 0).
One can use (2) and the connection between Euler’s integrals of the first and
second kinds (i.e. between the gamma and beta functions)
(α)(β)
(α + β) =
1∫
0
tα−1(1− t)β−1 dt (4)
to derive identity (3) with α,β > 0.
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2. Main result
Our main result is presented in two equivalent versions: Theorems 1 and 2.
Theorem 1 involves two complex vectors a and b, and three real parameters
α,β,λ. Theorem 2 deals with four complex vectors u,v,x,y and four real
parameters γ,µ, ν,λ. Theorem 1 is obtained from Theorem 2 by setting u =
x = a, v = y = b, µ = α, ν = β , γ = 0. At the same time Theorem 2 is
a consequence of Theorem 1. The proof of this fact is shown in Lemma 2. We
prove Theorem 2 by induction using Lemmas 1 and 2.
Theorem 1. Let a = (a0, . . . , an) and b = (b0, . . . , bn) be non-zero complex
vectors (n = 1,2, . . .). Then for any numbers α,β > 0, λ  0 the following
inequality holds:
dn(λ+ α + β)
n∑
k=0
dn−k(λ)
dk(α + β)
∣∣∣∣∣
k∑
l=0
albk−l
∣∣∣∣∣
2

n∑
k=0
dn−k(λ+ β)
dk(α)
|ak|2 ·
n∑
k=0
dn−k(λ+ α)
dk(β)
|bk|2. (5)
For λ = 0, the equality in (5) holds if and only if
ak = ηkdk(α)a0 and bk = ηkdk(β)b0 (|η| = 1, k = 1, . . . , n).
Remarks. 1. The case n= 0 in inequality (5) is trivial.
2. For n= 1, (5) is equivalent to the inequality
∣∣αβa0b¯0 − a1b¯1∣∣2 + λ
α + β |αa0b1 − βa1b0|
2  0.
For a,b = 0 and λ = 0, the equality here holds if and only if a1 = ηαa0 and
b1 = ηβb0, |η| = 1. Thus, the statement of Theorem 1 is true for n= 1.
3. The case λ = 0 in (5) corresponds to the Cauchy–Schwarz inequality. For
b = 0, the equality in this case holds if and only if dn−k(β)ak = cdk(α)b¯n−k for
all k  n and a constant c.
4. In some cases a restatement of Theorem 1 is convenient. Replace ak and
bk for each k = 1, . . . , n in (5) by dk(α)ak and dk(β)bk , correspondingly, and
divide both sides of the inequality by [dn(λ+ α+ β)]2. The equality for a,b = 0
and λ = 0 will take place if and only if ak = ηka0 and bk = ηkb0 (|η| = 1,
k = 1, . . . , n). For λ= 0 and b = 0, the equality will hold if and only if ak = cb¯n−k
for all k  n and a constant c.
5. One can use (2) and (4) to restate inequality (5) in an integral form.
6. It is important that the function f (z)= (1 − z)−1 (whose powers generate
the sequence dn(α)) has nonnegative logarithmic coefficients. However (1− z)−1
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cannot be replaced (in (5)) by an arbitrary function f (z)= 1+ f ′(0)z+ · · · with
the same property. To see this take, for example,
n= 5, f (z)= exp[z+ z5/2], a = b = (1,0,0,0,0,0),
α = β = λ= 1.
Theorem 2. Let u = (u0, . . . , un), v = (v0, . . . , vn), x = (x0, . . . , xn), and y =
(y0, . . . , yn) be non-zero complex vectors (n = 1,2, . . .). Then for any numbers
µ,ν > 0, γ,λ 0 the following inequality holds:
2dn(λ+µ+ ν + γ )
n∑
k=0
dn−k(λ)
dk(µ+ ν + γ )
∣∣∣∣∣
k∑
l=0
ulvk−l ·
k∑
l=0
xlyk−l
∣∣∣∣∣

n∑
k=0
dn−k(λ+ ν)
dk(µ+ γ ) |uk|
2 ·
n∑
k=0
dn−k(λ+µ)
dk(ν + γ ) |yk|
2
+
n∑
k=0
dn−k(λ+ ν + γ )
dk(µ)
|xk|2 ·
n∑
k=0
dn−k(λ+µ+ γ )
dk(ν)
|vk|2. (6)
For λ = 0, the equality in (6) holds if and only if |u0y0| = |x0v0| and the following
conditions are satisfied for k = 1, . . . , n:
uk = ηk1dk(µ+ γ )u0, vk = ηk1dk(ν)v0 (|η1| = 1)
and
xk = ηk2dk(µ)x0, yk = ηk2dk(ν + γ )y0 (|η2| = 1).
Remarks. 7. For n = 0, inequality (6) is equivalent to the inequality (|u0y0| −
|x0v0|)2  0.
8. The case λ= 0 in (6) is obtained by using the Cauchy–Schwarz inequality.
For v,y = 0, the equality in this case holds if and only if dn−k(ν)uk =
c1dk(µ+γ )vn−k and dn−k(ν+γ )xk = c2dk(µ)yn−k for all k  n and some c1, c2
of the same modulus.
9. Remarks 4 and 5 apply here as well.
Lemma 2. The statement of Theorem 1 for a given n 1 implies the statement of
Theorem 2 for the same value of n.
Proof. We show that (5) implies (6) for a given n 1. By the Cauchy–Schwarz
inequality,
I =
n∑
k=0
dn−k(λ)
dk(µ+ ν + γ )
∣∣∣∣∣
k∑
l=0
ulvk−l ·
k∑
l=0
xlyk−l
∣∣∣∣∣
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
[
n∑
k=0
dn−k(λ)
dk(µ+ ν + γ )
∣∣∣∣∣
k∑
l=0
ulvk−l
∣∣∣∣∣
2
·
n∑
k=0
dn−k(λ)
dk(µ+ ν + γ )
∣∣∣∣∣
k∑
l=0
xlyk−l
∣∣∣∣∣
2]1/2
. (7)
Now use inequality (5) with a = u, b = v, α = µ + γ , β = ν, and with a = x,
b = y, α = µ, β = ν + γ to estimate the right-hand side of (7). We have
dn(λ+µ+ ν + γ )I  [UnVnXnYn]1/2  12 [UnYn +XnVn], (8)
where
Un =
n∑
k=0
dn−k(λ+ ν)
dk(µ+ γ ) |uk|
2, Vn =
n∑
k=0
dn−k(λ+µ+ γ )
dk(ν)
|vk|2,
Xn =
n∑
k=0
dn−k(λ+ ν + γ )
dk(µ)
|xk|2, Yn =
n∑
k=0
dn−k(λ+µ)
dk(ν + γ ) |yk|
2.
The inequality (6) follows. For u,v,x,y = 0, µ,ν,λ > 0, and γ  0, the equality
conditions in (5) imply the equality conditions in (6):
uk = ηk1dk(µ+ γ )u0, vk = ηk1dk(ν)v0 (|η1| = 1)
and
xk = ηk2dk(µ)x0, yk = ηk2dk(ν + γ )y0 (|η2| = 1)
for 1  k  n. The last inequality in (8) implies that |u0y0| = |x0v0|. Thus, the
statement of Theorem 2 for the considered n is true. ✷
Proof of Theorem 2. We use induction on n. Remark 2 and Lemma 2 imply that
the statement of Theorem 2 is correct when n= 1.
We will show that the statement of Theorem 2 holds for n=m 2 if it is valid
for n= (m−1). According to Lemma 2, it is sufficient to prove inequality (5) and
the case of equality in it for n=m. We will use the restatement of inequality (5)
mentioned in Remark 4.
Inequality (5) for any n  1 (together with the equality conditions) is true
for complex vectors a and b and parameters α,β > 0, λ  0 if and only if the
inequality
Ln(λ,α,β;a,b)Rn(λ,α,β;a,b) (9)
(together with the equality conditions) is true, where
Ln =
n∑
k=0
dn−k(λ)dk(α+ β)
dn(λ+ α + β)
∣∣∣∣∣
k∑
l=0
dl(α)dk−l (β)
dk(α + β) albk−l
∣∣∣∣∣
2
,
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Rn =
n∑
k=0
dn−k(λ+ β)dk(α)
dn(λ+ α + β) |ak|
2 ·
n∑
k=0
dn−k(λ+ α)dk(β)
dn(λ+ α + β) |bk|
2. (10)
We prove inequality (9) for n = m and complex vectors a = (a0, . . . , am) and
b = (b0, . . . , bm) by obtaining a recursive inequality for the difference Rm − Lm
(see (16) below).
First we deal with Lm. We have by (10) and Lemma 1
(λ+ α + β)Lm = λ
m−1∑
k=0
dm−1−k(λ+ 1)dk(α + β)
dm−1(λ+ 1+ α+ β)
×
∣∣∣∣∣
k∑
l=0
dl(α)dk−l (β)
dk(α + β) albk−l
∣∣∣∣∣
2
+ 1
α + β
m∑
k=1
dm−k(λ)dk−1(α + 1+ β)
dm−1(λ+ α + 1+ β)
×
∣∣∣∣∣α
k∑
l=0
dl−1(α + 1)dk−l(β)
dk−1(α + 1+ β) albk−l
+ β
k∑
l=0
dl(α)dk−1−l (β + 1)
dk−1(α + 1+ β) albk−l
∣∣∣∣∣
2
. (11)
Let a′ = (a0, . . . , am−1), b′ = (b0, . . . , bm−1), a′′ = (a1, . . . , am), and b′′ =
(b1, . . . , bm). Then it follows from (11) that
(λ+ α + β)2Lm(λ,α,β;a,b)
= λ(λ+ α + β)Lm−1(λ+ 1, α,β;a′,b′)
+ α
2(λ+ α + β)
α + β Lm−1(λ,α + 1, β;a
′′,b′)
+ β
2(λ+ α + β)
α + β Lm−1(λ,α,β + 1;a
′,b′′)
+ 2
(
λαβ
α+ β + αβ
)m−1∑
k=0
dm−1−k(λ)
dm−1(λ+ α + 1+ β)dk(α + 1+ β)
×	
[
k∑
l=0
dl(α + 1)dk−l(β)al+1bk−l
·
k∑
l=0
dl(α)dk−l (β + 1)albk+1−l
]
. (12)
We estimate the last summand in (12). First note that
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2λαβ
α+ β {triple sum}
 λαβ
α + β
m−1∑
k=0
dm−1−k(λ)
dm−1(λ+ α + 1+ β)dk(α + 1+ β)
×
[∣∣∣∣∣
k∑
l=0
dl(α+ 1)dk−l(β)al+1bk−l
∣∣∣∣∣
2
+
∣∣∣∣∣
k∑
l=0
dl(α)dk−l (β + 1)albk+1−l
∣∣∣∣∣
2]
.
Then estimate 2αβ {triple sum} using inequality (6) for n= (m− 1) with
uk = dk(α + 1)ak+1, vk = dk(β)bk, xk = dk(α)ak,
yk = dk(β + 1)bk+1, µ= α, ν = β, γ = 1, λ= λ.
Consequently (12) yields a recursive inequality for Lm:
(λ+ α + β)2Lm(λ,α,β;a,b)
 λ(λ+ α + β)Lm−1(λ+ 1, α,β;a′,b′)
+ α(λ+ α)Lm−1(λ,α + 1, β;a′′,b′)
+ β(λ+ β)Lm−1(λ,α,β + 1;a′,b′′)
+ αβ[A′m−1B ′m−1 +A′′m−1B ′′m−1], (13)
where
A′m−1 =
m−1∑
k=0
dm−1−k(λ+ β + 1)dk(α)
dm−1(λ+ α + 1+ β) |ak|
2,
B ′m−1 =
m−1∑
k=0
dm−1−k(λ+ α + 1)dk(β)
dm−1(λ+ α + 1+ β) |bk|
2,
A′′m−1 =
m−1∑
k=0
dm−1−k(λ+ β)dk(α + 1)
dm−1(λ+ α + 1+ β) |ak+1|
2,
B ′′m−1 =
m−1∑
k=0
dm−1−k(λ+ α)dk(β + 1)
dm−1(λ+ α + 1+ β) |bk+1|
2. (14)
Now use (10), Lemma 1, and (14) to break down Rm:
(λ+ α + β)2Rm(λ,α,β;a,b)
= λ(λ+ α + β)Rm−1(λ+ 1, α,β;a′,b′)
+ α(λ+ α)Rm−1(λ,α + 1, β;a′′,b′)
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+ β(λ+ β)Rm−1(λ,α,β + 1;a′,b′′)
+ αβ[A′m−1B ′m−1 +A′′m−1B ′′m−1]. (15)
It follows from (13) and (15) that
(λ+ α + β)2[Rm −Lm]
 λ(λ+ α + β)[Rm−1(λ+ 1, α,β;a′,b′)−Lm−1(λ+ 1, α,β;a′,b′)]
+ α(λ+ α)[Rm−1(λ,α + 1, β;a′′,b′)−Lm−1(λ,α + 1, β;a′′,b′)]
+ β(λ+ β)[Rm−1(λ,α,β + 1;a′,b′′)−Lm−1(λ,α,β + 1;a′,b′′)].
(16)
Since Theorem 1 is a case of Theorem 2, the induction hypothesis implies that
Lm Rm.
The case of equality follows from (16) and the equality conditions described
in Remarks 2 and 4. ✷
3. Some limiting cases and applications
3.1. We replace the parameters α,β,λ in (5) by αt,βt, λt (t > 0) and take
vectors a and b with components aktk/k! and bktk/k!, correspondingly. Then
dividing (5) by t2n and taking t →∞ we obtain a sharp combinatorial inequality.
Corollary 1. Let a = (a0, . . . , an) and b = (b0, . . . , bn) be non-zero complex
vectors (n = 1,2, . . .). Then for any numbers α,β > 0, λ  0 the following
inequality holds:
(λ+ α + β)n
n∑
k=0
(
n
k
)
λn−k
(α + β)k
∣∣∣∣∣
k∑
l=0
(
k
l
)
albk−l
∣∣∣∣∣
2

n∑
k=0
(
n
k
)
(λ+ β)n−k
αk
|ak|2 ·
n∑
k=0
(
n
k
)
(λ+ α)n−k
βk
|bk|2. (17)
For λ = 0, the equality in (17) holds if and only if ak = (ηα)ka0 and bk =
(ηβ)kb0 (|η| = 1, k = 1, . . . , n). For λ= 0 (in this case “00” = limλ→0+ λ0 = 1),
the equality holds if and only if βn−kak = cαkb¯n−k (k = 0, . . . , n) for some
constant c.
One can prove Corollary 1 directly using induction on n. Note that it is
sufficient to consider only the case λ= 1.
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3.2. Let f be a formal Taylor series expansion about z = 0 and let {f }n
denote its coefficient of zn. Assuming that {f }0 = 1, one can determine the Taylor
coefficients of logf and f t for any t :
{logf }0 = 0, {logf }1 = {f }1, . . . and{
f t
}
0 = 1,
{
f t
}
1 = t{f }1, . . . .
For n = 1,2, . . . and real numbers a, b (0 < b  a), define the function g(t),
t ∈ (0,1], by the formula
g(t)=
[
1
dn(a)
n∑
k=0
dn−k(a − bt)
dk(bt)
∣∣{f t}
k
∣∣2]1/t .
Then
g(t/2)=
[
1
dn(a)
n∑
k=0
dn−k(a − bt/2)
dk(bt/2)
∣∣{f t/2}
k
∣∣2]2/t .
Note that {f t }k =∑kl=0{f t/2}l{f t/2}k−l and apply Theorem 1 with ak = bk ={f t/2}k (k = 0, . . . , n), α = β = bt/2, and λ= a − bt . It follows that
g(t) g(t/2) (18)
and therefore g(1) limj→∞ g(2−j ). Since
lim
t→0+g(t)= exp
[
1
dn(a)
n∑
k=1
dn−k(a)
(
k
b
∣∣{logf }k∣∣2 − b
k
)]
and since the equality in (18) for a = bt holds if and only if {f t/2}k = ηkdk(bt/2)
(|η| = 1, k = 1, . . . , n), we obtain a sharp exponential inequality.
Corollary 2. Let f = 1 + {f }1z + · · · be a formal Taylor series. Then for any
numbers a, b with 0 < b a and n= 1,2, . . . the following inequality holds:
n∑
k=0
dn−k(a − b)
dk(b)
∣∣{f }k∣∣2
 dn(a) exp
[
1
dn(a)
n∑
k=1
dn−k(a)
(
k
b
∣∣{logf }k∣∣2 − b
k
)]
. (19)
The equality in (19) holds if and only if
{f }k = ηkdk(b) (|η| = 1, k = 1, . . . , n).
Corollary 2 generalizes basic exponential inequalities developed by I.M. Milin
[6, Chapter 2]. For b= (a− 1), (19) gives the most general form of the Lebedev–
Milin exponential inequality first announced in [5] and proved in [6]. We finally
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have an alternative proof of this result. A case of the Lebedev–Milin inequality
(a = 2) became famous as a link between the Bieberbach and Milin conjectures
for coefficients of univalent functions [1,2], [6, Chapter 3]. Since this link works
only together with the Cauchy–Schwarz inequality, one might prefer to use (19)
with a = b= 2 instead.
3.3. Corollary 3 gives an interesting relation between the binomial coefficients.
It is a direct consequence of inequality (5) when each vector a and b has exactly
one non-zero entry.
Corollary 3. The binomial coefficients satisfy the inequality
dn(α + β + λ)dk(α)dl(β)dn−k−l (λ)
 dk+l(α + β)dn−l (α+ λ)dn−k(β + λ),
where α,β,λ are any nonnegative numbers and k + l  n= 1,2, . . . .
3.4. Finally, we state two integral inequalities implied by inequality (5) and
formulas (2) and (4). The first of them, Corollary 4, is a restatement of (5)
with λ = 0 in terms of two analytic functions. To prove the second integral
inequality, Corollary 5, we replace the kth components of vectors a and b in (5)
by dk(α)
∑Na
j=1 zja
k
j and dk(β)
∑Nb
m=1 ζmbkm for each k = 0,1, . . . , n and some
complex numbers aj , zj , bm, ζm (j = 1, . . . ,Na , m= 1, . . . ,Nb).
For α,β,λ > 0 and n= 1,2, . . . introduce the kernel Knλ,α,β :
Knλ,α,β(z, ζ, u, v)
=
1∫
0
1∫
0
1∫
0
1∫
0
[
(1− τ1)(1− τ2)
]λ−1
(τ1τ2)
α+β−1[t1(1− t2)]α−1[(1− t1)t2]β−1
× [(1− τ1t1 + τ1t1zζ )n(1− τ2t2 + τ2t2uv)n
− (1− τ1 + τ1(t1z+ (1− t1)u)((1− t2)ζ + t2v))n] · dτ1 dτ2 dt1 dt2,
where z, ζ, u, v are complex variables.
Corollary 4. Let f (z) =∑∞k=0 akzk and g(z) =∑∞k=0 bkzk be analytic in the
closed unit disk D = {z: |z| 1}. Then for any α,β,λ > 0 and n = 1,2, . . . the
following inequality holds:∫
|z|=1
∫
|ζ |=1
∫
|u|=1
∫
|v|=1
f (z)f (ζ )g(u)g(v)Knλ,α,β (z, ζ, u, v)
dz
z
dζ
ζ
du
u
dv
v
 0.
If at least one ak (k = 0, . . . , n) is not equal to zero and at least one bk (k =
0, . . . , n) is not equal to zero, then the equality holds if and only if ak = ηka0 and
bk = ηkb0 (|η| = 1, k = 1, . . . , n).
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Corollary 5. Let aj , zj , bm, ζm be non-zero complex numbers (j = 1, . . . ,Na,
m = 1, . . . ,Nb , aj1 = aj2 , bm1 = bm2 for 1  j1 < j2  Na and 1  m1 <
m2 Nb). Then for any α,β,λ > 0 and n = 1,2, . . . the following inequality
holds:
Na∑
j,k=1
Nb∑
l,m=1
zj zkζlζmKnλ,α,β(aj , ak, bl, bm) 0.
The equality holds if and only if
Na > n+ 1 and
Na∑
j=1
zja
k
j = 0 for all k  n,
or
Nb > n+ 1 and
Nb∑
m=1
ζmb
k
m = 0 for all k  n,
or
Na∑
j=1
zja
k
j = ηk
Na∑
j=1
zj and
Nb∑
m=1
ζmb
k
m = ηk
Nb∑
m=1
ζm
(|η| = 1, k = 1, . . . , n). The last case holds for Na  n if and only if Na = 1,
a1 = η and for Nb  n if and only if Nb = 1, b1 = η.
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