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Abstract 
In this paper, we propose a novel no-reference (NR) video quality assessment (VQA) algorithm. First, each frame in 
the distorted video is transformed into wavelet domain and decomposed to form oriented band-pass responses. The 
obtained subband coefficients are then utilized to extract a series of statistical features of distortions. These statistical 
features are stacked to form a vector, which is a statistical description of all the distortions in the frame. We utilize 
the feature vector across images to perform classification and mapping to quality scores, and then a combination is 
performed to obtain the frame quality in wavelet domain. Next, to evaluate the temporal quality, we propose a 
motion-compensated approach based on block and motion vector. Finally, the quality of each frame is pooled along 
temporal trajectory to obtain the overall quality of the distorted video. The proposed algorithm is tested on LIVE 
video database and the result shows that it outperforms the full-reference (FR) Peak Signal-to-Noise Ratio (PSNR), 
and is indeed competitive with the modern popular Structural Similarity (SSIM).  
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Introduction 
Digital video has been increasingly finding their way into the day-to-day lives of people via the 
explosion of video applications. Most often, the end user of video applications is a human observer, so the 
subjective assessment is long considered to be the final arbiter of video quality. However, it is well 
known that subjective assessment is quite time consuming and expensive, and cannot be implemented 
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into video application systems, so nowadays, there has been an increasing push to develop objective VQA 
assessment algorithms, which can automatically obtain the quality ratings correlating well with human 
observers. However, many modern FR and reduced-reference (RR) VQA algorithms require access to the 
distortion-free reference video, which does not exist or is unavailable in many real-world scenarios. It is 
therefore important to develop no-reference algorithms, which can obtain the quality scores without any 
information about the original reference video. 
Present day NR VQA algorithms generally assume that the distortion affecting the video is known, so 
they are always designed and applied to particular distortion types. In this paper, we propose a novel 
general-purpose approach for designing NR VQA algorithm using statistical features of natural scene 
statistics (NSS) along temporal trajectory. Once trained, the proposed approach does not require further 
foreknowledge of the distortions affecting the video to be assessed. The work closest in concept to ours is 
that proposed in [1], where a series of techniques are used to measure distortion indicators such as blur 
and blocking, which are then combined through Minkowski summation. Here, in our approach, we do not 
explicitly seek to characterize the structure of different distortions using local filters, but instead utilize 
features from NSS to classify different distortions and then map them to different quality scores. Further, 
we pool the frames not using a simple Minkowski summation without considering the temporal impact, 
but instead utilize a block-based motion-compensated approach along temporal trajectory. 
1. No-reference Frame Quality Assessment Based on Statistical Features 
1.1.     Describing the framework 
First, given a distorted frame, we estimate the presence of a set of distortions in the frame. Here, the set 
consists of JPEG, JPEG2000, white noise, Gaussian Blur and fast fading, which are included in LIVE 
image database. The probability of each distortion in the frame is gauged and denoted as pi (i=1,2,3,4,5). 
The first step is essentially a classification. Then, in the second step, we evaluate the quality of the frame 
along each of these distortions and obtain qi (i=1,2,3,4,5), which represent the quality scores from each of 
the five quality assessments corresponding to the five distortions. The second stage is essentially a map 
that maps a particular distortion category to a corresponding quality score. The quality of the frame is 
then expressed as a probability-weighted summation: ∑ == 5 1i iiwi qpQ , where wiQ denotes the quality 
score of the ith frame in wavelet domain. 
1.2.     Classifying distortions using statistical features 
We first transform the distorted frame into wavelet domain using Daubechies 9/7 wavelet basis [2] over 
three orientations (horizontal, vertical and diagonal) and three scales. Research on NSS has shown that 
the coefficients of all subbands from such a transformation are distributed in a Laplacion fashion. Each 
distortion affects these subbands statistics in a characteristic way and this characteristic can be 
parameterized by fitting these statistics using a generalized Gaussian distribution, which is 
)(),,;( )(2 Rxaexf xbx ∈= −−
γμγσμ , where μ, σ2 and γ are the mean, variance and shape-parameter of the 
distribution , and a=βγ2/2Γ, )/1(/)/3( γσγ ΓΓ=b , Γ(x)=∫tx-1e-tdt(x>0). Since wavelet bases act as band-
pass filters in nature, the mean of the responses are 0 and hence for each subband we estimate 2 
parameters(γ,σ2), which are stacked across subbands to form an 18 (3 scales× 3 orientations× 2 
parameters) dimensional vector, which is the representative feature vector for this frame. Here, we 
estimate the two parameters using the approach proposed in [3]. The feature vector is sufficient to 
characterize the primary distortion affecting the image with high accuracy. Given a training set of 
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distortion images, we use a classifier with the feature vector to classify the images into five different 
distortion categories. In our approach, the classifier is performed using a multiclass support vector 
machine (SVM) with a radial-basis function kernel since it performs well in high-dimensional spaces, 
avoids over-fitting and has good generalization capabilities [4].  
Note that by classifying the frames into these categories, we do not mean to insinuate that the 
categories are disjoint. As a matter of fact, some of those overlap to some extent. For example, JPEG 
images exhibit some amount of blur apart from blocking. Our goal here is not an absolute classification 
but a probabilistic one, so the classifier returns probability estimates of different distortions present in the 
frame being analyzed and a greater value indicates a higher proportion of that distortion. There are two 
parameters to be set in the SVM-(C, γ) and it is generally carried out using 5-fold cross validation on the 
training set of images. 
1.3. Mapping to quality scores 
Given a frame belonging to a particular distortion category, we reuse the computed feature vector to 
compute the quality of this frame. In order to produce a quality index, we utilize support vector regression 
(SVR), which is performed here using ν-SVM. Particularly, for each distortion considered here, a ν-SVM 
is trained using quality scores from the training set to ‘learn’ the mapping from the feature space to these 
scores. Then given a distorted frame from the category that the ν-SVM is trained for, this regression 
produces a score representative of the quality of this frame. Coupled with the step above of distortion 
classification, given any distorted frames, the algorithm will produce quality scores, which is 
representative of different distortion categories and correlates well with human perception. Finally, since 
the parameters(C, γ) for the ν-SVM have been set (mentioned above), the left parameter ν needs to be 
determined. Generally, ν is the default value 0.5 and our experiments have shown that changing the value 
of ν does not affect the performances much. 
2. Pooling Along Temporal Trajectory 
Temporal quality estimation in our algorithm is carried out using block-based motion estimation and 
FR multi-scale structural similarity (MSSIM). Further, instead of utilizing a filter-bank which requires a 
large temporal support, we utilize only neighboring frames. Even though the critical time for temporal 
vision is considered to be about 200-350ms, in real-time scenario, our scheme will help assessing 
instantaneous quality without the need to wait for enough frames. 
The estimation algorithm is applied on a frame by frame basis using adaptive-rood-pattern-search 
(ARPS) [5], where motion vectors for the ith frame are obtained from its preceding i-1th frame. Given a 
distorted video of dimensions P×Q with N frames, the block size is set to b×b. For the block (m, n) 
(m=1,2,…P/b; n=1,2,…Q/b) in the ith frame, we compute the motion-compensated block (m’, n’)in the i-
1th frame by displacing the block (m, n) by an amount indicated by the motion vector. We then perform a 
quality computation between block (m, n) and block (m’, n’). Here, the computation is performed using 
MSSIM, which is able to capture distortions as they occur across scales, as well as better matching HVS 
and outperforming SSIM largely [6]. Note that although here we use a FR approach, the two inputs of this 
method are from the same distorted video, so the proposed is indeed a reference-free algorithm. For each 
block we obtain a quality sore, and for each frame, we obtain a quality map of dimension (P/b, Q/b). To 
choose a better blocksize b, we tried three different values including 4, 8 and 16, and the experiment 
results show that the quality scores is relatively robust to b. here we just set it at 4. 
Temporal quality assessment is performed not only on the “Y” component, but also on the color 
components “Cr” and “Cb”. For each of the channels, motion estimation is performed to extract the 
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corresponding motion vectors and the approach mentioned above is applied to obtain quality scores. 
Let tiQ represent the temporal quality index for the ith frame thus obtained, then  
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3. Experiments and Comparisons 
3.1. Training 
The SVM needs a training to calibrate the relationship between the extracted statistical features and the 
distortion categories, as well as Difference Mean Opinion Score (DMOS). Taking the true classes and the 
feature vectors as inputs, the classifier ‘learn’ the mapping from feature space to class label. Once trained, 
our approach is capable of assessing the quality of any distorted image without the need of reference. 
Similarly, given a set of training images with known quality scores for different categories, we train the 
SVR that maps the feature vector to the associated quality scores. Since each module is trained 
specifically for each distortion, these regression modules function as distortion-specific assessors of 
quality under the assumption that the image is distorted with that particular distortion. The frame whose 
quality is to be assessed is passed through each of these trained distortion-specific modules and hence we 
obtain the quality score of this frame. We trained our algorithm using LIVE image database, which 
consists of 29 reference images and 779 distorted images that span various distortion categories along 
with the associated DMOS. 
3.2. Experiments on LIVE video database 
After training, we test the performance of our approach on LIVE video database and take comparisons 
with two FR VQA algorithms, SSIM and PSNR. Two popular metrics are employed in our experiment. 
The first is Spearman Rank Order Correlation Coefficient (SROCC), which measures the monotonicity of 
the objective prediction with respect to DMOS. The second is Linear Correlation Coefficient (LCC) after 
nonlinear regression, which measures the prediction accuracy. The LCC is computed after performing a 
nonlinear regression on the objective algorithm scores using a logistic function. We used the logistic 
function and the procedure recommended by the report of VQEG, which is outlined in [7], to fit the 
objective algorithm scores to DMOS. The function is as follow:  
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where Q represents the predicted score by VQA algorithm, Q’ represents the fitted score by the function. 
Nonlinear least squares optimization is performed using the Matlab function “nlinfit” to obtain the 
optimal parameters β that minimize the least squares error between the predicted scores and DMOS. The 
initial values of parameters β were also given in [7]. We linearly rescaled the algorithm scores before 
performing the optimization to facilitate numerical convergence. Then, the SROCC and LCC here are 
computed between the fitted scores (Q’) and DMOS. Fig.1 shows the scatter plots of the three algorithms 
tested on LIVE video database. Table 1 shows comparisons of the two metrics for the three algorithms. It 
can be clearly seen that the proposed algorithm outperforms PSNR very much and performs 
competitively with SSIM. 
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Fig. 1. Scatter plots of  PSNR, SSIM and the proposed algorithm. Also shown is the best fitting logistic function. 
Table 1. Comparison of  the performances of PSNR, SSIM and the proposed algorithm. 
Algorithm SROCC LCC 
PSNR(FR) 0.3684 0.4035 
SSIM(FR) 0.5257 0.5444 
PROPOSED(NR) 0.5069 0.5182 
 
 
4. Conclusion and Future Work 
In this paper, we propose a new NR VQA algorithm based on statistical features. Note that, the 
proposed algorithm, which obtains the quality score only given the distorted video, produces correlations 
with human subjective judgments at a level that is statistically indistinguishable from the FR SSIM that 
needs both reference and distorted videos. This suggests that after some improvements in the future, the 
proposed algorithm can fully replace the FR SSIM without any loss in performance. Our future work will 
involve understanding how to utilize more statistical features, for example, properties of localization [8]. 
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