Abstract. We show (among other results) that a symmetric Jacobi matrix whose diagonal is the zero sequence and whose super-diagonal hn > 0 satisfies
Introduction
The Jacobi operators considered in this paper are operators H acting on the Hilbert space 2 (N) with the inner product
φ(n)ψ(n).
The operator H is determined by a sequence h = (h n ), h n > 0 and its action on a vector ψ ∈ 2 (N) is determined by (Hψ)(n) = h n−1 ψ(n − 1) + h n ψ(n + 1). (1.1)
If (ξ n = ξ(n))
∞ n=1 is a sequence in some vector space, then set ξ n = ξ(n) = 0 if n ≤ 0.
The domain of H is the maximal domain D(H) = {ψ ∈ 2 (N) : Hψ ∈ 2 (N)}. We will impose conditions on h ensuring that H is the closure of its restriction to the minimal domain c (N), the sequences with finite support.
There has recently been considerable interest in the study of spectral properties of Jacobi matrices; see e.g., [dMS98] , [dMS99] , [Cla96] , [DP97] , [JM00] , [JN99a] , [JL99] , [KL00] , [LS99] . Many more references can be found in the recent book [Tes00] .
As advertised in the abstract, the aim in this note is to prove The condition h 2n−1 = h 2n > 0 implies that H is essentially self-adjoint on the set of finite sequences (see [DP98] ), so there is a unique spectral measure associated to H. Theorem 1.1 extends results from [DP98] where we proved the result when h 2n−1 = h 2n = n. Theorem 1.1 is not a consequence of results by Janas and Naboko (e.g. [JN99a] , [JN99b] ); their bounded variation conditions are not compatible with h 2n−1 = h 2n even when h 2n = n. The situation where h 2n−1 = h 2n = n + g(n) and
n is bounded is of interest because it is known [HL78] , [DP97] 
then H has pure point spectrum. It is also a boundary case in another sense; see Section 4 below. This paper began as an attempt to use Mourre's conjugate operator method (e.g., [Mou81] , [CFKS87] ) in the context of Jacobi operators determined by a sequence h n with h 2n−1 = h 2n . Let a n be a sequence of real numbers, and let A be the skew-symmetric Jacobi operator determined by (Aψ)(n) = −a n−1 ψ(n − 1) + a n ψ(n + 1 [DP98] . We will therefore use the method from [DP98] . The method from [DP98] is an extension due to Dombrowski of a commutator method developed by Putnam [Put67] . See Section 2. This paper is motivated by a desire to extend the results from [DP98] to the case where h 2n−1 = h 2n = n + g(n) and g(n) is of order less than one in the sense that
n is bounded. Writing c n = 1 + ε n , we have h 2n = n c n , where c n = 0. At this point the only condition imposed on c n is c n = 0; further conditions will be imposed below.
The commutator method
This section will summarize Dombrowski's commutator method as it is currently understood. We will first state the method in an abstract form and then give some typical special cases. In particular, we will show that the method is stronger than what [JM00] might lead one to believe. The focus will be on the case where (as in (1.1)) the matrix of the Jacobi operator H has zero diagonal with respect to the canonical basis for 2 (N). 
for all bounded subintervals ∆ of I. Then the restriction of the spectral measure µ ψ0 (·) := E(·)ψ 0 2 to the interval I is absolutely continuous with respect to Lebesgue measure on I.
Proof of Theorem 2.1. Let µ(β) := E(β)ψ 0
2 be the scalar spectral measure associated to ψ 0 . Denote Lebesgue measure by m. We will show that
for all Borel subsets β of the interval I.
The vector E(∆)ψ 0 is in the domain of H since ∆ is bounded. Let λ be the mid-point of ∆. Then
where the last inequality used A * = A and
Since a Borel set can be approximated by a disjoint union of open intervals, we get (2.2) for all Borel subsets β of I.
Below, we will write [H, A]φ|ψ as shorthand for Aφ|Hψ − Hφ|A * ψ for all φ and ψ in the domain of H.
In this paper we will only use skew-adjoint bounded operators A, i.e., only A's satisfying A * = −A will be used. More precisely, A will be given by (1.3) for suitable a n 's.
When considering Jacobi operators as in (1.1) we will use ψ 0 = δ 1 as the first canonical basis vector for 2 (N) without further mention. The vector δ 1 is a cyclic vector for a Jacobi operator, hence in this case, Theorem 2.1 leads to absolute continuity.
A different modification of Putnam's Theorem is proved in [JM00] . Their version also allows H to be unbounded; it is closer to Putnam's Theorem in that it requires [H, A]ψ|ψ > 0 for all ψ = 0. Note that (2.1) may hold even if [H, A]ψ|ψ < 0 for some ψ = 0. This will be the case in the proof of Theorem 1.1 below.
The Mourre method requires that [H, A]E(I)ψ|E(I)ψ ≥ b E(I)ψ
2 for all ψ ∈ H. In (2.1) we only need ψ = E(∆)ψ 0 for subintervals ∆ of I. On the other hand the Mourre method allows A to be unbounded.
The 4th power in (2.1) is explained by the proof of Corollary 2.2 below. Dombrowski's choices for A are motivated by considering H to be the real part of a weighted shift S and choosing A to be closely related to the imaginary part of S. In this paper it is shown that different choices for A may work better in certain circumstances.
Corollary 2.2. Let h n be a positive sequence and suppose H given by (1.1) is a selfadjoint operator. Suppose there exists a bounded sequence a n of real numbers such that either :
Then H has purely absolutely continuous spectrum. Here k n,n := h n a n − h n−1 a n−1 and k n+2,n = k n,n+2 := h n+1 a n − h n a n+1 .
Proof. Let ∆ be any bounded interval and let A be given by (1.3). Let δ n ∈ 2 (N) be the sequence with a 1 in the nth position and zeros everywhere else. Hence, (δ n ) ∞ n=1 is the canonical basis for 2 (N).
This is the reason for the choice of subscripts in k n,n and k n,n+2 in the statement of this corollary.
The reader may verify that
Thus it follows from (i) that
Hence H is purely absolutely continuous by Theorem 2.1. Suppose (ii). Let K be given by
and let U be given by U δ n = (−1) n−1 2 δ n ; then U KU = −K . The idea is that K ≤ 0, by a modification of a well-known criterion (e.g., [Ber68] , p. 505), and therefore K ≥ 0. Mimicking the calculation from the proof of Theorem 2.2 in [DP95] it follows that
Setting ψ = E(∆)δ 1 it follows from (ii) and Proof. It follows from [DP98] that H is essentially self-adjoint, when considered as an operator with domain c , the sequences with finite support. We will also denote the self-adjoint closure by H. In fact, the closure of H is the adjoint of H minimal and is therefore defined on the maximal domain.
Fix ε > 0. Let ∆ be an open subinterval of the interval (ε, ∞).
It is easy to see that H is unitarily equivalent to −H. In fact, −H = U HU where
, where E denotes the projection valued spectral measure associated to H. It follows that
The equality (3.1) was observed in [DP98] , with the same proof.
The reader may verify that K = [H, A] = HA − AH is given by
where the last equality used (3.1). Now Hδ 1 = h 1 δ 2 , and therefore 
The choice for a n in (3.3) is designed to make Kδ 2n−1 = 2δ 2n−1 , i.e., g(n) = 1 for all n.
Now |f (n)| ≤ 1 is equivalent to
It is easy to see that (3.5) holds if and only if n c n ≤ (n + 1) c n+1 and c n+1 ≤ c n . (3.6) This is (1.2) up to a change in notation. An application of Theorem 3.1 completes the proof.
In the following result we allow the entries in H to be negative. 
Then H given by (1.1) is self-adjoint on its maximal domain and its spectral measure is purely absolutely continuous.
Proof. It is an immediate consequence of (4.1) that h −1 n = ∞, hence H is selfadjoint by Carleman's criterion. Let c n = hn n . Let f (n) be given by (3.4). It follows as in the proof of Theorem 1.1 that |f (n)| ≤ 1. Let A be given by (1.3) with a n = c −1 n . The sequence a n is positive and non-increasing, hence bounded. The reader may verify that K = HA − AH is given by
Since |f (n)| ≤ 1 it follows from Corollary 2.2 that the spectral measure for H is absolutely continuous with respect to Lebesgue measure. The paper [JM00] compares various approaches to the study of spectral properties of Jacobi operators. One of the conclusions reached there is that their version of Theorem 4.1 "seem to be quite strong tools for spectral studies. This theorem works also for some cases which cannot be studied by subordination methods. Hδ n = h n−1 δ n − (h n−1 + h n )δ n + h n δ n+1 .
Then H is self-adjoint on its maximal domain and its spectral measure is purely absolutely continuous.
It follows from the work of Janas and Naboko [JN99a] , [JN99b] that if H is given by Hδ n = h n−1 δ n − g n δ n + h n δ n+1 and gn hn = c, then (in many cases) H has purely discrete spectrum if c > 2 and purely absolutely continuous spectrum if c < 2. Theorem 4.2 is a boundary case because there c = 2.
