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Scattering moments provide nonparametric models of random
processes with stationary increments. They are expected values of
random variables computed with a nonexpansive operator, obtained
by iteratively applying wavelet transforms and modulus nonlineari-
ties, which preserves the variance. First- and second-order scattering
moments are shown to characterize intermittency and self-similarity
properties of multiscale processes. Scattering moments of Poisson pro-
cesses, fractional Brownian motions, Le´vy processes and multifractal
random walks are shown to have characteristic decay. The Gener-
alized Method of Simulated Moments is applied to scattering mo-
ments to estimate data generating models. Numerical applications
are shown on financial time-series and on energy dissipation of tur-
bulent flows.
1. Introduction. Defining nonparametric models of non-Gaussian sta-
tionary processes remains a core issue of probability and statistics. Com-
puting polynomial moments is a tempting strategy which suffers from the
large variance of high order moment estimators. Image and audio textures
are examples of complex processes with stationary increments, which can be
discriminated from a single realization by the human brain. Yet, the amount
of samples is often not sufficient to reliably estimate polynomial moments
of degree more than 2. These non-Gaussian processes often have a long
range dependency, and some form of intermittency generated by randomly
distributed bursts of transient structures at multiple scales. Intermittency
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is an ill-defined mathematical notion, which is used in physics to describe
those irregular bursts of large amplitude variations, appearing, for example,
in turbulent flows [39]. Multiscale intermittency appears in other domains
such as network traffics, financial time series, geophysical and medical data.
Intermittency is created by heavy tail processes, such as Le´vy processes.
It produces large if not infinite polynomial moments of degree larger than
two, and empirical estimations of second-order moments have a large vari-
ance. These statistical instabilities can be reduced by calculating expected
values of nonexpansive operators in mean-square norm, which reduce the
variance of empirical estimation. Scattering moments are computed with
such a nonexpansive operator. They are calculated by iteratively applying
wavelet transforms and modulus nonlinearities [25]. This paper shows that
they characterize self-similarity and intermittency properties of processes
with stationary increments. These properties are studied by computing the
scattering moments of Poisson processes, fractional Brownian motions, Le´vy
processes and multifractal cascades, which all have very different behavior.
Scattering moments provide nonparametric descriptors, revealing nontriv-
ial statistical properties of time series. The generalized method of simulated
moments [16, 28] applied to scattering moments gives a parameter estimator
for data generating models, and a goodness of fit under the appropriate sta-
tistical setting. Besides parameter estimation, a key challenge is to validate
data generating models from small datasets.
Section 2 reviews the scaling properties of wavelet polynomial moments
for fractal and multifractal processes. Scattering moments are defined and
related to multi-scale intermittency properties. Poisson processes illustrate
these first results. Section 3 proves that self-similar processes with station-
ary increments have normalized scattering moments which are stationary
across scales. Gaussian processes are discriminated from non-Gaussian pro-
cesses using second-order scattering moments. Results on fractional Brown-
ian motion and stable Le´vy processes illustrate the multi-scale intermittency
properties of these moments. Section 4 extends these results to self-similar
multifractal cascades [5, 26, 27].
Section 5 applies scattering moments to estimate model parameters. It in-
troduces a scattering moment estimator whose variance is bounded. Param-
eters of data generating models are estimated from scattering moments with
the generalized method of simulated moments [16, 28]. Scattering moments
of financial time-series and turbulence energy dissipation are computed from
numerical data. Models based on fractional Brownian, Le´vy stable and mul-
tifractal cascade processes are evaluated with a J-test. Computations can be
reproduced with a software available at www.di.ens.fr/data/software/scatnet.
Notation. We denote {X(t)}t
d
= {Y (t)}t the equality of all finite-
dimensional distributions. The dyadic scaling of X(t) is written LjX(t) =
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X(2−jt). IfX(t) is stationary then E(X(t)) does not depend on t and is writ-
ten E(X), and σ2(X) = E(|X|2)−E(X)2. We denote B(j) ≃ F (j), j →∞
(resp., j→−∞) if there exists C1,C2 > 0 and J ∈ Z such that C1 ≤
B(j)
F (j) ≤
C2 for all j > J (resp., for all j < J).
2. Scattering transform of intermittent processes.
2.1. Polynomial wavelet moments. Polynomial moments of wavelet coef-
ficients reveal important multiscaling properties of fractals and multi-fractals
[1, 3, 7, 17–19, 30, 32, 36, 37]. We consider real valued random processes
X(t) having stationary increments X(t)−X(t− τ) for any τ ∈R. A wavelet
ψ(t) is a function of zero average
∫
ψ(t)dt= 0 with |ψ(t)|=O((1 + |t|2)−1).
The wavelet transform of X(t) at a scale 2j is defined for all t ∈R by
X ⋆ψj(t) =
∫
X(u)ψj(t− u)du,(1)
where ∀j ∈ Z, ψj(t) = 2
−jψ(2−jt) is a dilated version of ψ. A wavelet ψ(t)
is said to have q vanishing moments if
∫
tkψ(t) = 0 for 0 ≤ k < q. Since∫
ψ(t)dt= 0, if X has stationary increments, then one can verify that X ⋆
ψj(t) is a stationary process [32]. The dyadic wavelet transform of X(t) is
WX = {X ⋆ψj}j∈Z.(2)
A wavelet ψ satisfies the Littlewood–Paley condition if its Fourier trans-
form Ψ satisfies for all ω 6= 0
∞∑
j=−∞
|Ψ(2jω)|2 +
∞∑
j=−∞
|Ψ(−2jω)|2 = 2.(3)
If X(t) is a real valued stationary process with E(|X(t)|2) <∞, then the
wavelet transform energy equals the process variance σ2(X)
E(‖WX‖2) =
∑
j∈Z
E(|X ⋆ψj |
2) = σ2(X).(4)
This is proved by expressing E(|X ⋆ψj |
2) in terms of the power spectrum of
X and inserting (3).
The decay of monomial wavelet moments across scales can be related to
the distributions of pointwise Holder exponents [3, 19, 32, 36, 37]. Moments
of degree q define a scaling exponent ζ(q) such that
E(|X ⋆ψj(t)|
q)≃ 2jζ(q).
Monofractals such as fractional Brownian motions have linear scaling expo-
nents: ζ(q) = qζ(1). These Gaussian processes have realizations which are
4 BRUNA, MALLAT, BACRY AND MUZY
uniformly regular. The curvature of ζ(q) is related to the presence of dif-
ferent pointwise Holder exponents, in each realization of X [7, 17, 18]. It
has been interpreted as a measurement of intermittency [1]. Such properties
cannot be obtained with Fourier moments, which depend upon the global
Holder regularity of each realization, as opposed to pointwise Holder ex-
ponents. However, as q deviates from 1, estimations of moments become
progressively more unstable which limits the application of this multifractal
formalism to very large data sets.
2.2. Scattering moments. Scattering moments are expected values of a
nonexpansive transformation of the process. They are computed with a cas-
cade of wavelet transforms and modulus nonlinearities [25]. We review their
elementary properties.
Let ψ be a C1, complex wavelet, whose real and imaginary parts are or-
thogonal, and have the same L2(R) norm. In this paper, we impose that
ψ has a compact support normalized to [−1/2,1/2], which simplifies the
proofs. However, most results remain valid without this compact support
hypothesis. We consider wavelets ψ which are nearly analytic, in the sense
that their Fourier transform Ψ(ω) is nearly zero for ω < 0. The compact
support hypothesis prevents it from being strictly zero. All numerical com-
putations in the paper are performed with the compactly supported complex
wavelets of Selesnick [34], whose real and imaginary parts have 4 vanishing
moments and are nearly Hilbert transform pairs.
Let X(t) be a real valued process with stationary increments having finite
first-order moments: E(|X(t) −X(t − τ)|) <∞ for all τ ∈ R. The wavelet
transform X ⋆ ψj1(t) is a complex stationary random process. First-order
scattering moments are defined by
∀j1 ∈ Z, SX(j1) =E(|X ⋆ψj1 |).
First-order scattering moments do not capture the time variability of
wavelet coefficients X⋆ψj1(t). This information is partly provided by second-
order scattering moments computed from the wavelet transform of each
|X ⋆ψj1(t)|:
∀(j1, j2) ∈ Z
2, SX(j1, j2) =E(||X ⋆ψj1 | ⋆ ψj2 |).
These moments measure the average multi-scale time variations of |X ⋆ψj1 |,
with a second family of wavelets ψj2 . If j2 < j1 then SX(j1, j2) has a fast
decay to zero as j1 − j2 increases. Its amplitudes depend on the wavelet
properties as opposed to the properties of X . Indeed, if |ψ| is Cp and has
p vanishing moments then |X ⋆ ψj1 | is typically almost everywhere C
p so
SX(j1, j2) =E(||X ⋆ψj1 |⋆ψj2 |) =O(2
p(j2−j1)). We thus concentrate on scat-
tering moments for j2 > j1.
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The expected value of second-order moments averages the time variability
of ||X ⋆ ψj1 | ⋆ ψj2(t)|. This lost information can be recovered by calculating
the wavelet transform of ||X ⋆ ψj1 | ⋆ ψj2(t)| for each (j1, j2). Iterating this
process computes scattering moments at any order m≥ 1:
∀(j1, . . . , jm) ∈ Z
m, SX(j1, . . . , jm) =E(||X ⋆ψj1 | ⋆ · · · | ⋆ ψjm |).(5)
If E(|X(t) −X(t− τ)|) <∞ for all τ ∈ R, then E(|X ⋆ ψj1 |) <∞ and one
can verify by induction on m that SX(j1, . . . , jm)<∞.
The vector of all scattering moments of X defines a nonparametric rep-
resentation
SX = {SX(j1, . . . , jm) :∀(j1, . . . , jm) ∈ Z
m,∀m ∈N∗}.
Its ℓ2 norm is
‖SX‖2 =
∞∑
m=1
∑
(j1,...,jm)∈Zm
|SX(j1, . . . , jm)|
2.(6)
Since the wavelet transform preserves the variance in (4) and the modulus
operator obviously also preserves the variance, each wavelet transform and
modulus iteration preserves the variance. If E(|X|2)<∞ then by applying
(4), we verify [25] by induction on l that scattering coefficients satisfy
l−1∑
m=1
∑
(j1,...,jm)∈Zm
|SX(j1, . . . , jm)|
2
= σ2(X)−
∑
(j1,...,jl)∈Zl
E(||X ⋆ψj1 | ⋆ · · · | ⋆ ψjl |
2),
with σ2(X) =E(|X|2)−|E(X)|2. It results that ‖SX‖2 ≤ σ2(X). Numerical
experiments indicate that for large classes of ergodic stationary processes,∑
(j1,...,jl)∈Zl
E(||X ⋆ ψj1 | ⋆ · · · | ⋆ ψjl |
2) converges to zero as 2l increases. It
then implies ‖SX‖2 = σ2(X). Similarly to the Fourier power spectrum, the
l
2 norm of scattering moments is then equal to the variance. However, this
remains a conjecture [25].
The scattering norm (6) can be approximated with a summation restricted
to moments of order m = 1,2, because higher order scattering moments
usually have a much smaller energy [2, 9]. First- and second-order scattering
moments applied to image and audio textures as well as intrapartum electro-
cardiograms for fetal monitoring provide state of the art classification errors
[2, 9, 13, 35], but these results are strictly numerical. These algorithms
are implemented with deep convolutional neural network structures [24].
In the following, we concentrate on the mathematical properties of first-
and second-order scattering moments, which characterize self-similarity and
intermittency properties.
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2.3. Normalized scattering and intermittency. Scattering moments are
normalized to increase their invariance properties. Invariance to multiplica-
tive factors is obtained with
S˜X(j1) =
SX(j1)
SX(0)
=
E(|X ⋆ψj1 |)
E(|X ⋆ψ|)
.
Second-order scattering moments are normalized by their first-order mo-
ment:
S˜X(j1, j2) =
SX(j1, j2)
SX(j1)
=
E(||X ⋆ψj1 | ⋆ ψj2 |)
E(|X ⋆ψj1 |)
.
This can be rewritten
S˜X(j1, j2) = SX˜j1(j2) =E(|X˜j1 ⋆ ψj2 |) with X˜j1 =
|X ⋆ψj1 |
E(|X ⋆ψj1 |)
.
If X has stationary increments then X˜j1 is a normalized stationary process
providing the occurrence of “burst” of activity at the scale 2j1 . Normalized
second-order moments S˜X(j1, j2) thus measure the time variability of these
burst of activity over time scales 2j2 ≥ 2j1 , which gives multi-scale measure-
ments of intermittency.
Intermittency aims at capturing the geometric distribution of burst of
high variability in each realization of X . It is not modified by the action
of derivative operators, which are translation invariant. We verify that this
invariance property holds for normalized second-order moments. Let dα be
a fractional derivative defined by the multiplication by (iω)α in the Fourier
domain. Since
dαX ⋆ψj1(t) = 2
−αj1X ⋆ ψαj1(t),
where ψα = dαψ and ψαj1(t) = 2
−j1ψα(2−j1t), it results that
SdαX(j1) = 2
−αj1E(|X ⋆ψαj1 |)(7)
and
S˜dαX(j1, j2) =
E(||X ⋆ψαj1 | ⋆ ψj2 |)
E(|X ⋆ψαj1 |)
.(8)
If X(t) has no oscillating singularity [21], then its wavelet coefficients calcu-
lated with ψ and ψα have the same asymptotic decay, so
SdαX(j1)≃ 2
−αj1SX(j1) and S˜d
αX(j1, j2)≃ S˜X(j1, j2).(9)
Modifications of regularity produced by derivative operators affect the decay
of first-order scattering moments but not the decay of normalized second-
order moments. Fractional Brownian motions illustrate these properties in
Section 3.2.
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Global intermittency parameters computed with wavelet moments can be
related to normalized second-order scattering moments. If E(|X ⋆ ψj|
q) ≃
2jζ(q) then intermittency is measured by the curvature of ζ(q). If one quan-
tifies it by ζ(2)− 2ζ(1), we verify from (4) that
2j(ζ(2)−2ζ(1)) ≃
E(|X ⋆ψj |
2)
E(|X ⋆ψj |)2
≥ 1 +
+∞∑
j2=−∞
|S˜X(j, j2)|
2.
It results that if
∑+∞
j2=−∞
S˜X(j, j2)
2 ≃ 2jβ as j →−∞ with β < 0, then
ζ(2)− 2ζ(1)< 0. However, these moments eliminate the dependency on the
scale parameter 2j2 , which provides a finer multi-scale characterization of
the intermittency regularity. This dependency upon 2j2 is studied in the
next sections and is used for model selection in Section 5.
2.4. Scattering Poisson processes. The properties of scattering moments
are illustrated over a Poisson process, which is a simple Le´vy process with
stationary increments. A homogeneous Poisson process {X(t), t ≥ 0} has
increments X(t+∆)−X(t) which count the number of occurrence of events
in ]t, t + ∆], and have a Poisson distribution of intensity λ. Figure 1(a)
Fig. 1. (a) Realization of a Poisson process X(t) of intensity λ= 10−4. (b) log2 S˜X(j)
and log2 S˜ dX(j) as a function of j. (c) log2 S˜X(j1, j2) as a function of j2 − j1 for several
values of j1. (d) The same curves as in (c), but restricted to j2 <− log2(λ)− 1.
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shows an example. The following proposition gives the decay of first- and
second-order scattering moments of Poisson processes.
Theorem 2.1. If X is a Poisson process of intensity λ and ψ¯(t) =∫ t
0 ψ(u)du then for all j1 ≤ j2
SX(j1) = 2
j1λ‖ψ¯‖1(1 +O(2
j1λ)),(10)
lim
j1→∞
2−j1/2SX(j1) = Cλ
1/2 > 0,(11)
where C depends only upon the wavelet ψ, and
S˜X(j1, j2) =
‖|ψ¯| ⋆ ψj2−j1‖1
‖ψ¯‖1
(1 +O(λ2j1) +O(λ2j2)),(12)
lim
j2→∞
2j2/2S˜X(j1, j2) =C
′ > 0.(13)
The proof is in Appendix A in [10]. At scales 2j1 ≤ 2j2 ≪ λ−1, the Poisson
process typically has 1 jump over the support of each wavelet, which implies
(10). When 2j1 ≫ λ−1, Appendix A proves that X ⋆ ψj1(t) converges to
the wavelet transform of a Gaussian white noise of variance λ2j1 , which
implies (11).
When 2j2 ≪ λ−1, (12) implies that
lim
j1→−∞
S˜X(j1, j2) = ‖ψ‖1(1 +O(2
j2λ)).
This convergence to a constant indicates a high degree of intermittency,
because fine scale wavelets see individual Diracs occurring randomly. This
property is observed in Figure 1(d), which gives log2 S˜X(j2 − j1, j2) as a
function of j2 − j1. These curves overlap for different j1, and converge to
‖ψ‖1.
If 2j2 ≫ λ−1 then S˜X(j1, j2)≃ 2
−j2/2. This decay is characteristic of Gaus-
sian stationary processes, which are uniformly regular, and thus have no
intermittency. This is further studied in Section 3.2 for fractional Brownian
motions. Figure 1(c) verifies that S˜X(j2− j1, j2) decays with a slope of −1/2
as a function of j2 − j1.
When going fromX to dX then the sum of jumps is replaced by a measure
which is a sum of Diracs. We verify from Appendix A that S dX(j1) ≃
2−j1SX(j1). This reflects the change of regularity. Figure 1(b) shows that
the difference between the slopes of log2 S˜X(j1) and log2 S˜ dX(j1) is indeed
equal to 1. For normalized second-order moments, S˜ dX(j1, j2) is nearly
equal to S˜X(j1, j2), as expected from (8).
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3. Self-similar processes. Second-order scattering moments of self-similar
processes are proved to be stationary across scales. Fractional Brownian mo-
tions and Le´vy stable processes are studied in Sections 3.2 and 3.3.
3.1. Scattering self-similarity. Self-similar processes of Hurst exponent
H are stochastic processes X(t) which are invariant in distribution under a
scaling of space or time:
∀s > 0, {X(st)}t
d
= {sHX(t)}t.(14)
We consider self-similar processes having stationary increments. Fractional
Brownian motions and α-stable Le´vy processes are examples of Gaussian
and non-Gaussian self-similar processes with stationary increments.
If X is self-similar, then applying (14) with a change of variable u′ = 2−ju
in (1) proves that
∀j ∈ Z, {X ⋆ψj(t)}t
d
= 2jH{X ⋆ψ(2−jt)}t.
The following proposition proves that normalized second-order scattering
moments can be written as a univariate function.
Proposition 3.1. If X is a self-similar process with stationary incre-
ments then for all j1 ∈ Z
S˜X(j1) = 2
j1H ,(15)
and for all (j1, j2) ∈ Z
2
S˜X(j1, j2) = SX˜(j2 − j1) with X˜(t) =
|X ⋆ψ(t)|
E(|X ⋆ψ|)
.(16)
Proof. We write Ljx(t) = x(2
−jt). Since ψj1 = 2
−j1Lj1ψ, a change of
variables yields Lj1 |X ⋆ψ|= |Lj1X ⋆ψj1 |, and hence
|X ⋆ ψj1 |= Lj1 |L−j1X ⋆ ψ|
d
= 2j1HLj1 |X ⋆ψ|.(17)
If Y (t) is stationary, then E(LjY (t)) =E(Y (t)), which proves (15).
By cascading (17), we get
∀(j1, j2), ||X ⋆ψj1 | ⋆ ψj2 |
d
= 2j1HLj1 ||X ⋆ ψ| ⋆ ψj2−j1 |,(18)
so SX(j1, j2) = 2
j1HE(||X ⋆ψ| ⋆ψj2−j1 |). Together with (15), it proves (16).

Property (16) proves that if X is self-similar then S˜X(j1, j1+ l) is a func-
tion of l, which can be interpreted as a stationary property across scales.
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Fig. 2. (a) Realization of a Brownian motion X(t). (b) log2 S˜X(j1) as a function of j1.
(c) The curves log2 S˜X(j1, j1 + l) as a function of l are identical for different j1.
This function of l is a scattering intermittency measure of the random pro-
cess. A Brownian motion is a Gaussian self-similar process with a Hurst
exponent H = 1/2. It results from (15) that log2 S˜(j1) = j1/2, which is illus-
trated by Figure 2(b). Figure 2(c) displays S˜X(j1, j2) expressed as a function
of j2 − j1, for different j1. The curves for different j1 are equal, as proved
by (15). When j2− j1 < 0, S˜X(j1, j2) increases with a slope which does not
depend on X but on the number of vanishing moments and on the regularity
of the wavelet ψ. For j2− j1 ≥ 0, the decay depends upon the property of X
and satisfies S˜X(j1, j2)≃ 2
−(j2−j1)/2. The next section proves this result in
the more general context of fractional Brownian motions, and shows that it
reflects the fact that a Brownian motion is a Gaussian process.
3.2. Fractional Brownian motions. We compute the normalized scatter-
ing representation of fractional Brownian motions, which are the only self-
similar Gaussian processes with stationary increments. A fractional Brown-
ian motion of Hurst exponent 0<H < 1 is defined as a zero mean Gaussian
process {X(t)}, satisfying
∀t, s > 0, E(X(t)X(s)) = 12 (t
2H + s2H − |t− s|2H)E(X(1)2).
It is self-similar and satisfies
∀s > 0, {X(st)}t
d
= sH{X(t)}t.
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Fig. 3. (a), (b) Realizations of fractional Brownian motions X(t) with H = 0.2 in (a)
and H = 0.8 in (b). (c) log2 S˜X(j1) as a function of j1, for H = 0.2,0.4,0.6,0.8. Slopes
are equal to H . (d) log2 S˜X(j1, j1 + l) as a function of l do not depend on j1 for all H .
Proposition 3.1 proves in (15) that S˜X(j1) = 2
Hj1 . This is verified by Fig-
ure 3(a) which shows that log2 S˜X(j1) =Hj1 for several fractional Brownian
motions with H = 0.2,0.4,0.6,0.8.
Figure 3(c) displays log2 S˜(j1, j2), which is a function of j2− j1, as proved
by (16). Modulo a proper initialization at t= 0, if X is a fractional Brownian
motion of exponent H then dαX is a fractional Brownian motion of exponent
H−α. We thus expect from (9) that log2 S˜X(j2−j1) nearly does not depend
upon H . This is shown by Figure 3(c) where all curve superimpose for
j2 − j1 > 0, with a slope of −1/2. This result is proved by the following
theorem.
Theorem 3.2. Let X(t) be a fractional Brownian motion with Hurst
exponent 0<H < 1. There exists a constant C > 0 such that for all j1 ∈ Z
lim
l→∞
2l/2S˜X(j1, j1 + l) =C.(19)
For a fractional Brownian motion, log2 S˜X(j1, j1+ l) does not depend on
j1 or H , and its slope is thus equal to −1/2 when l increases. This value is
characteristic of wide-band Gaussian stationary processes. It indicates that
there is no intermittency phenomenon at any scale.
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3.3. α-stable Le´vy processes. In this section, we compute the scattering
moments of α-stable Le´vy processes and analyze their intermittency behav-
ior for 1< α≤ 2. These processes have finite polynomial moments only for
degree strictly smaller than α≤ 2 [23]. Indeed, for α> 1, α-stable Le´vy pro-
cess X(t) have stationary increments and E(|X(t)−X(t− τ)|)<∞ for any
τ ∈R. Its scattering moments are thus well defined at all orders. Self-similar
Le´vy processes have stationary increments with heavy tailed distributions.
Their realizations contain rare, large jumps, which are responsible for the
blow up of moments larger than α. They induce a strongly intermittency
behavior.
X(t) satisfies the self-similarity relation
{X(st)}t
d
= sα
−1
{X(t)}t,(20)
so Proposition 3.1 proves that
S˜X(j1) = 2
j1α−1 .(21)
This is verified in Figure 4 which shows that log2 S˜X(j1) = α
−1j1. First-order
moments thus do not differentiate a Le´vy stable processes from fractional
Brownian motions of Hurst exponent H = α−1.
The self-similarity implies that S˜X(j1, j1 + l) does not depend on j1.
However, they have a very different behavior than second-order scattering
moments of fractional Brownian motion. Figure 4 shows that log2 S˜X(j) has
a slope which tends to α−1 − 1 and hence that when l increases
S˜X(j1, j1 + l)≃ 2
l(α−1−1).(22)
For α < 2, then α−1 − 1 > −1/2, so S˜X(j1, j1 + l) has a slower decay for
α-stable Le´vy processes than for fractional Brownian motion, which cor-
responds to the fact that these processes are highly intermittent and the
intermittency increases when α decreases. For α= 2, the Le´vy process X is
a Brownian motion and we recover that S˜X(j1, j1 + l)≃ 2
−l/2 as proved in
Theorem 3.2.
The scaling property (22) is explained qualitatively, without formal proof.
We proved in (16) that
S˜X(j1, j2) =
E(||X ⋆ψ(t)| ⋆ ψl|)
E(|X ⋆ψ|)
for l= j2 − j1.(23)
The stationary process |X ⋆ψ(t)| measures the amplitude of local variations
of the process X . It is dominated by a sparse sum of large amplitude bumps
of the form a|ψ(t − u)|, where a and u are the random amplitudes and
positions of rare large amplitude jumps in X(t), distributed according to
the Le´vy measure. It results that
E(||X ⋆ψ| ⋆ ψl|)≃E(|dX ⋆ |ψ¯| ⋆ ψl|) with ψ(t) =
∫ t
0
ψ(u)du.(24)
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Fig. 4. (a), (b) Realizations of α-stable Le´vy processes X(t) with α= 1.1 and α= 1.5.
(c) log2 S˜Xα(j1) as a function of j1 with α = 1.1,1.2,1.3. Slopes are equal to α
−1.
(d) log2 SXα(j1, j1 + l) as a function of l do not depend on j1. Slopes tend to α
−1
− 1
when l increases.
If 2l ≫ 1, then |ψ¯| ⋆ ψl ≈ ‖ψ¯‖1ψl, and E(|dX ⋆ ψl|) ≃ 2
l(α−1−1) because the
Le´vy measure dX(t) satisfies the self-similarity property
{dX(st)}t
d
= sα
−1−1{dX(t)}t.
Inserting (24) in (23) gives the scaling property (22).
4. Scattering moments of multiplicative cascades. We study the scatter-
ing representation of multifractal processes which satisfy a stochastic scale
invariance property. Section 4.2 studies the particularly important case of
log-infinitely divisible multiplicative processes.
4.1. Stochastic self-similar processes. We consider processes with sta-
tionary increments which satisfy the following stochastic self-similarity:
∀1≥ s > 0, {X(st)}t≤2L
d
=As · {X(t)}t≤2L ,(25)
where As is a log-infinitely divisible random variable independent of X(t)
and the so-called integral scale 2L is chosen (for simplicity) as a power of
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2. The Multifractal Random Measures (MRM) introduced by [6, 29] are
important examples of such processes. Let us point out that MRMs are
stationary increments versions of grid bound multiplicative cascades initially
introduced by Yaglom [38] and Mandelbrot [26, 27], and further studied by
Kahane and Peyriere [22]. In that respect, all the results that we obtain on
MRMs can be easily generalized to discrete multiplicative cascades. For the
sake of conciseness, we did not include them here.
SinceX has stationary increments and satisfies (25), with a change of vari-
ables, we verify that ∀j ≤ L, {X ⋆ ψj(t)}t
d
=A2j{X ⋆ ψ(2
−jt)}t, and hence,
for all q ∈ Z and j ≤L
E(|X ⋆ ψj|
q) =E(|A2j |
q)E{|X ⋆ψ|q} ≃Cq2
jζ(q),(26)
where ζ(q) is a priori a nonlinear concave function of q [17, 18]. Similarly to
Proposition 3.1, the following proposition shows that normalized scattering
moments capture stochastic self-similarity with a univariate function.
Proposition 4.1. If X is randomly self-similar in the sense of (25)
with stationary increments, then for all j1 ≤ L
S˜X(j1) =E(|A2j1 |).(27)
Moreover, if 2j1 +2j2 ≤L then
S˜X(j1, j2) = SX˜(j2 − j1) with X˜(t) =
|X ⋆ψ(t)|
E(|X ⋆ψ|)
.(28)
Proof. Property (15) is a particular case of (26) for q = 1. If j1+j2 ≤L,
with the same derivations as for (18), we derive from (25) that
||X ⋆ψj1 | ⋆ ψj2 |
d
=A2j1Lj1 ||X ⋆ψ| ⋆ ψj2−j1 |,(29)
so SX(j1, j2) = E(A2j1 )E(||X ⋆ ψ| ⋆ ψj2−j1 |). Together with (27), it proves
(28). 
Figure 5 shows the normalized scattering of a multiplicative cascade pro-
cess described in Section 4.2, with an integral scale 2L = 217. When 2j2 ≥ 2L
is beyond the integral scale, as for a Poisson process, wavelet coefficients
converge to Gaussian processes. It results that log2 S˜(j1, j2) decays with a
slope −1/2 as a function of j2 − j1 for j2 > L, as shown in Figure 5(a). If
j1 < j2 < L then (28) proves that S˜X(j1, j2) only depends on j2 − j1, and
all curves in Figure 5(b) superimpose in this range.
Propositions 3.1 and 4.1 show that the stationary property S˜X(j1, j2) =
S˜X(j2 − j1) can be used to detect the presence of self-similarity, both de-
terministic and stochastic. This necessary condition is an alternative to the
scaling of the q-order moments, E(|X ⋆ψj |
q)≃Cq2
jζ(q), which is difficult to
verify empirically for q ≥ 2 or q < 0.
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Fig. 5. (a) log2 SXα(j1, j1 + l) as a function of l for a Multifractal Random Measure
(MRM) with λ2 = 0.04 and an integral scale 2L = 213. Different colors stand for different
values of j1. (b) Same curves restricted to j2 = j1 + l < L− 1.
4.2. Log-infinitely divisible Multifractal Random Processes. Multiplica-
tive cascades as introduced by Mandelbrot in [26, 27] are built as an iter-
ative process starting at scale 2L. They are obtained as the (weak) limit
of the measure dMn whose restriction over a dyadic interval of the form
[k2L−n, (k+1)2L−n] is uniform and equal to
∏n
i=1W
(k)
i dt, where the W
(k)
i ’s
are i.i.d. log-infinitely divisible random variables. Multifractal Random Mea-
sures (MRM), introduced in [6, 29], are the stationary increments versions
of these multiplicative cascades, and are an important class of processes re-
producing multi-fractal behavior while having stationary increments. They
are built using an infinitely divisible random noise dP distributed in the
half-plane (t, s) (s > 0). Using the previous notations, the noise around (t, s)
can be seen as the equivalent of the infinitely divisible variable log2W
(t/s)
log s .
More precisely, if ω2
L
l (t) =
∫
A2
L
l
(t)
dP where A2
L
l (t) is the cone in the (t, s)
half-plane pointing to point (t,0) and truncated for s < l, the MRM is de-
fined as the weak limit: dM(t) = liml→0 e
ω2
L
l
(t) dt. For a rigorous definition
of ω2
L
l and of a Multifractal Random Measure, we refer the reader to [6].
One can prove that dM satisfies (25), and hence that is multifractal, in
the sense that
E(|X ⋆ψj |
q) =E(|A2j |
q)E{|X ⋆ψ|q} ≃Cq2
jζ(q),
where ζ(q) is a nonlinear function which is uniquely defined by the infinitely
divisible law chosen for dP . If dP is Gaussian, dM is generally referred to
as a “log-Normal” MRM, and in this case [6]:
ζ(q) =
(
1 +
λ2
2
)
q −
λ2
2
q2.(30)
The curvature of the concave function ζ(q) at q = 0 (λ2 in the latter case)
plays the role of the so-called “intermittency factor” in the multifractal
formalism [17, 18]. The larger λ2, the more intermittency.
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The self-similarity properties of dM are mainly direct consequences of the
“global” self-similarity properties of ω2
L
l :
{ωs2
L
sl (st)}t
law
= {ω2
L
l (t)}t, ∀L,∀s > 0,(31)
and of the stochastic self-similarity property:
{ω2
L
sl (su)}u<T
law
= {Ωs + ω
2L
l (u)}u<T , ∀L,∀s < 1,(32)
where Ωs is an infinitely divisible random variable independent of ω
2L
l (u)
such that E(eqΩs) = e−(q−ζ(q)) ln(s). More precise results used in the proofs
are stated in Appendix D in [10].
In this section, we will study the scaling properties of scattering moments
associated with X = dM . Thanks to the discussion in Section 2.3, one can
easily show that all our results can be extended to X(t) =M(t) =
∫ t
0 dM .
The following theorem characterizes the behavior of normalized first- and
second-order scattering moments of dM :
Theorem 4.2. Let dM be a Multifractal Random Measure, then
∀j < L, S˜ dM(j) = 1,(33)
and if ζ(2) > 1 then as long as j1, j2 < L, S˜ dM(j1, j2) depends only on
j1 − j2 and there exists K˜ > 0 such that for each j2 ≤ L
lim
j1→−∞
S˜ dM(j1, j2) = K˜.(34)
The proof is in Appendix E in [10]. Let us illustrate this theorem in the
log-normal case. Figures 6(a), (b) displays two realizations of log-Normal
MRM cascades for λ2 = 0.04 and λ2 = 0.07, with an integral scale 2L =
213. Figure 6(c) shows estimations of normalized first-order scattering mo-
ments for λ2 = 0.04, λ2 = 0.07 and λ2 = 0.1. As predicted by Theorem 4.2,
log2 S˜ dM(j1) = 0 for j1 <L= 13. The second-order scattering moments for
the same values of λ2 are displayed in Figure 6(d). As expected from The-
orem 4.2, log2 S˜ dM(j1, j2) only depends on j2 − j1 for j2 <L. It converges
to a constant K˜ when j2 − j1 increases.
With a Taylor expansion, one can show that, for large j2 − j1, K˜ is a
linear function of λ up to some O(λ2) additive term. This is numerically
verified by Monte Carlo simulations which shows that K˜ ≈ 0.82λ. We see
here again the correspondence between scattering coefficients and intermit-
tency measurements. The constant 0.82 depends upon the choice of wavelet
ψ.
Another important class of stochastic self-similar processes are the Multi-
fractal Random Walks (MRW) [6, 31], defined as X(t) = B(M(t)), where
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Fig. 6. (a), (b) Realizations dM of log-normal Multifractal Random Measures with
λ2 = 0.04 and λ2 = 0.1. (c) log2 S˜ dM(j1) with λ
2 = 0.04, λ2 = 0.07 and λ2 = 0.1. (d)
log2 S˜ dM(j1, j1+ l), for λ
2 = 0.04, λ2 = 0.07 and λ2 = 0.1, as a function of l, for j1+ l < L
where 2L = 213 is the integral scale.
B(t) is a standard Brownian motion and M(t) is an MRM. MRWs are
stochastic volatility models, which account for asset price fluctuations in
financial markets by mimicking the stochastic behavior of asset volatility
[4, 5, 31]. Appendix F in [10] shows that the MRW satisfies the analog of
Theorem 4.2, with the same second-order behavior, revealing the under-
lying intermittency structure introduced by M(t), but different first-order
asymptotics, due to the scaling of the Brownian motion.
5. Parametric model estimation with scattering moments. Section 5.1
introduces estimators of scattering moments. Section 5.2 applies the gen-
eralized method of simulated moments to estimate the parameters of data
generating models. Sections 5.5 and 5.6 analyze the scattering moments of
turbulence data and financial time series to evaluate fractional Brownian,
Le´vy stable and multifracal cascade models.
5.1. Estimation of scattering moments. We study scattering moment es-
timators introduced in [25], and compute upper bounds of their mean-square
error. A scattering moment SX(j1, . . . , jm) =E(||X ⋆ψj1 | ⋆ · · · | ⋆ψjm |) is es-
timated by replacing the expected value by a time averaging at a scale 2M .
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It is calculated with a time window φM (t) = 2
−Mφ(2−M t) with
∫
φ(t)dt= 1.
For any (j1, . . . , jm) ∈ Z
m with jk ≤M , the estimator is
ŜX(j1, . . . , jm) = ||X ⋆ψj1 | ⋆ · · · | ⋆ ψjm| ⋆ φM (t0),(35)
where t0 is typically in the middle of the domain where X(t) is known. Since∫
φM (t)dt= 1, this estimator is unbiasedE(ŜX(j1, . . . , jm)) = SX(j1, . . . , jm).
The following theorem, proved in Appendix G in [10], gives an upper bound
of the mean squared estimation error at each scale.
Theorem 5.1. Suppose that the Fourier transform Φ(ω) of φ satisfies
|Φ(ω)|2 ≤
1
2
∞∑
j=1
(|Ψ(2jω)|2 + |Ψ(−2jω)|2) with Φ(0) = 1.(36)
If X has stationary increments and E(|X⋆ψj1 |
2)<∞ then the mean squared
estimation error
ε(j1)
def
= E(|ŜX(j1)− SX(j1)|
2)
+
∞∑
m=2
∑
−∞<j2,...,jm≤M
E(|ŜX(j1, . . . , jm)− SX(j1, . . . , jm)|
2)
satisfies
ε(j1)≤ σ
2(|X ⋆ψj1 |)−
∞∑
m=2
∑
−∞<j2,...,jm≤M
|SX(j1, . . . , jm)|
2.(37)
When j1 is close to M then |X ⋆ ψj1(t)| decorrelates slowly relatively
to the averaging window scale 2M so ε(j1) is large, but it is bounded by
σ2(|X ⋆ ψj1 |). Large variance estimators ŜX(j1, . . . , jm) are eliminated by
keeping only small scales jk ≤ J for 1 ≤ k ≤ m, with M − J sufficiently
large. For most classes of random processes, including fractional Brownian
motions and multi-fractal random walks, we observe numerically that ε(j1)
converges to zero as the averaging scale 2M goes to∞. Equation (37) proves
that it is the case if for all j1
σ2(|X ⋆ψj1 |) =
∞∑
m=2
∑
−∞<j2,...,jm≤∞
|SX(j1, . . . , jm)|
2.
This energy conservation has been conjectured for large classes of processes
in [25], but it is not proved.
For n independent realizations {Xk(t)}1≤k≤n, we compute an averaged
scattering estimator
ŜX = n−1
n∑
k=1
ŜXk.(38)
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Its variance is thus reduced by n−1. When n goes to ∞, the central limit
theorem proves that ŜX−SX converges to a zero-mean normal distribution
whose variance goes to 0.
5.2. Generalized method of simulated scattering moments. The general-
ized method of simulated moments [28] computes parameter estimators for
data generative models, from arbitrary families of moments. We apply it to
scattering moments.
Suppose that {Xk}1≤k≤n are n independent realizations of a parametric
model Yθ. Then ŜX is an unbiased estimator of SYθ, so m(θ) = E(ŜX)−
SYθ = 0. The generalized method of moments estimates this moment condi-
tion with
mˆ(θ) = ŜX − SYθ.(39)
When n goes to ∞ the central limit theorem proves that mˆ(θ) converges
to a normal distribution. The generalized method of moments finds the
parameter θˆ such that θˆ = argminθ mˆ(θ)Wmˆ(θ)
T for appropriate matrices
W . Setting W = Id gives
θˆ1 = argmin
θ
‖ŜX − SYθ‖
2.(40)
The two-step generalized method of moment updates the first estimator θˆ1
by setting W = Ŵθˆ1 , where Ŵθ is the inverse of the empirical covariance
Ŵθ =
(
n−1
n∑
k=1
(ŜXk − SYθ)(ŜXk − SYθ)
T
)−1
.(41)
It computes
θˆ = argmin
θ
mˆ(θ)Ŵθˆ1mˆ(θ)
T .(42)
Since in general we cannot compute SYθ analytically, according to the
simulated method of moments [28], SYθ is replaced in (39) and (41) by an
estimator ŜYθ calculated with a Monte Carlo simulation. This estimator is
computed with n′≫ n realizations which are adjusted in order to yield a
negligible mean-square error E(‖ŜYθ − SYθ‖
2). We also compute a p-value
for the null hypothesis which supposes that the parameterized model is valid.
The J-test [16] is a chi-squared goodness of fit test normalized by the p− d
degrees of freedom:
χ2red = (p− d)
−1nmˆ(θˆ)Ŵθˆmˆ(θˆ)
T .(43)
Under the null hypothesis, (p− d)χ2red asymptotically follows a chi-squared
distribution with p− d degrees of freedom.
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In practice, one must optimize the number p of scattering moments to
have enough discriminability with an estimator having small variance. In
the present work, we limit ourselves to first- and second-order scattering:
SX = (SX(j1), SX(j1, j2))J0<j1≤J,j1<j2≤J .
Indeed, finest scale coefficients j1 ≤ J0 are removed to avoid errors due to
aliasing, discretization or to some data smoothing, Similarly, large scale co-
efficients ji > J are also removed to since to the largest variance estimators,
and SX(j1, j2) for j2 ≤ j1 are also eliminated because they carry little infor-
mation onX . The resulting scattering vector has J−J0 first-order scattering
moments and (J − J0 − 1)(J − J0)/2 second-order moments.
If we observe a single realization X(t) where sufficiently far away wavelet
coefficients become independent, ŜX becomes asymptotically normal when
computed at intervals ∆:
ŜXk(j1) = |X ⋆ψj1 | ⋆ φM (k∆) and
(44)
ŜXk(j1, j2) = ||X ⋆ψj1 | ⋆ ψj2 | ⋆ φM (k∆).
The goodness of fit J-test supposes that the variable (43) follows a chi-
squared distribution with p− d degrees of freedom, which requires that the
estimators ŜXk are independent for different k. If X has an integral scale
T , as in multifractal cascades, then increments are independent at distances
larger than T . One can thus set ∆ = 2T . Other processes, such as fractional
Brownian motions have no integral scales but their wavelet coefficients be-
come nearly independent at distances much larger than the scale. Nearly
independent estimators are thus obtained if ∆≫ 2M .
The situation is easier if we are only interested in the parameter estima-
tor θˆ with (42), without goodness of fit. Its consistency requires that ŜX
converges to a normal distribution, but we can estimate its covariance up
to an unknown multiplicative factor. Thus, setting ∆= 1 only introduces a
multiplicative factor in the covariance estimation, which does not affect the
estimator θˆ in (42).
5.3. Intermittency estimation on multiplicative cascades. The properties
of the Scattering Method of Moments are illustrated on the estimation of
the intermittency parameter θ = λ2 for multifractal random measures. Sec-
tion 4.2 proves that normalized second-order scattering moments converge
to a constant K˜ which is proportional to λ, showing that the intermittency
λ2 is characterized by first- and second-order scattering moments. However,
the information is not just carried by this asymptotic value, which is why
all scattering moments are used for the estimation. The scattering estima-
tion is compared with two estimators dedicated to this particular estimation
problem [5].
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Table 1
Estimation of λ2 for a multi-fractal random measure. The table gives the mean and the
standard deviation of estimators computed with a wavelet moment regressions (45), a log
covariance regression (46), and the method of simulated scattering moments, for several
values of λ2 and several sample sizes N
λ2 N θˆ wavelet θˆ log-cov θˆ scattering J χ2
red
p-value
0.02 106 0.025± 2 · 10−3 0.02± 2 · 10−4 0.02± 2 · 10−4 7 1.1± 0.3 0.7± 0.3
0.05 106 0.055± 2 · 10−3 0.05± 6 · 10−4 0.05± 3 · 10−4 6 0.8± 0.3 0.5± 0.3
0.1 106 0.105± 4 · 10−3 0.1± 10−3 0.1± 10−3 5 0.8± 0.5 0.5± 0.3
0.1 105 0.109± 10−2 0.1± 3 · 10−3 0.1± 2 · 10−3 5 0.7± 0.3 0.3± 0.3
0.1 104 0.12± 3 · 10−2 0.1±1.3 ·10−2 0.1± 9 · 10−3 5 N/A N/A
Scattering moment estimators are computed from n independent realiza-
tions of size 211 of a multifractal random measure having an integral scale
T = 210. The total number of data points is N = n · 211, and we set J0 = 0.
For different values of N = n · 211, we report in Table 1 the value of J which
minimizes the mean squared error E(|θˆ− θ|2), estimated with Monte Carlo
simulations. We also give the average value of the reduced χ2red test in (43)
and the model p-value. For small values of n, the covariance of ŜX is com-
puted up to a multiplicative constant, from correlated scattering coefficients
calculated within each realization with ∆ = 1 in (44). It leads to a good
estimation of θˆ but the model p-value cannot be estimated.
The intermittency parameter of multifractal random measures can also
be estimated directly from wavelet coefficients. Section 4.2 explains that the
scaling exponent of wavelet moments of order q is ζ(q) = (12 + λ
2)q − λ
2
2 q
2.
It results that λ2 = 2ζ(1)− ζ(2). The intermittency parameter can thus be
estimated with a linear regression on the estimated first- and second-order
moments of wavelet coefficients at scales 2j < 2L:
2 log2E(|X ⋆ψj|
2)− log2E(|X ⋆ ψj|)
2 ≈ j(ζ(2)− 2ζ(1)) +C.(45)
The wavelet moments E(|X⋆ψj |
2) and E(|X⋆ψj |) are estimated with empir-
ical averages of |X ⋆ψj | and |X ⋆ψj |
2, calculated from the N data samples.
An improved estimator has been introduced in [4, 5] with a regression on the
covariance of the log of the multifractal random measure. One can indeed
prove that
Cov(log|X ⋆ψj(t)|, log|X ⋆ψj(t+ l)|)≃−λ
2 ln
(
l
2L
)
+ o
(
j
l
)
,(46)
which leads to lower variance estimations.
Table 1 shows that the scattering moment estimation of λ2 has a smaller
variance than the regression of first- and second-order wavelet moments.
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This is due to the low variance of the scattering estimators which are com-
puted with nonexpansive operators. It gives comparable results with the log-
covariance estimator, which was optimized for this problem [5], and which
is also closely related to the wavelet leaders estimator of [20]. In the case
of log-normal multiplicative cascades, the log-covariance estimator does not
suffer from outliers, although it is not a contractive operator, and the log-
log linear regression used to recover λˆ2 in (46) reduces the variance of the
estimator. This explains the similar behavior with respect to the GMM scat-
tering estimator.
The J-test validates the multifractal model, since we obtain a normalized
J-test with mean and standard deviation close to 1±
√
2
p−1 , corresponding
to mean and standard deviation of a chi-squared distribution with p − 1
degrees of freedom. The resulting p-values for rejecting the true model are
of the order of 0.5. As expected, reducing the maximum scattering scale
J improves the estimation of λ2 for high intermittencies. It removes large
variance coefficients. However, numerical experiments confirm that the gen-
eralized method of moments is robust to the choice of J , because the inverse
covariance Ŵ in (42) reduces the impact of high variance coefficients.
5.4. Estimation of Blumenthal–Gethoor index on Le´vy processes. We ap-
ply the same methodology to estimate the Blumenthal–Gethoor index of
Le´vy processes, defined as
β = inf
{
r≥ 0 s.t.
∫
|x|≤1
|x|r dΠ(x)<∞
}
,
where Π(x) is the Le´vy measure associated to an observed Le´vy process
X(t). If X(t) is α-stable, then β = α. This index can be estimated using
spectral methods in [8], which require an estimation of the characteristic
function.
We concentrate in the case of α-stable processes, and we assume here
that 1 < α ≤ 2, which implies that we cannot consider the covariance of
ŜX . Instead, we use the simplified GMM estimator (40). Besides the sim-
plified GMM scattering estimator, we also consider a log-linear regression
on wavelet coefficients
log2E|X ⋆ψj | ≃ α
−1j,
and also a log-linear regression on scattering moments, using the asymptotic
results of Section 3.3:
log2 SX(j)≃ α
−1j, log2 S˜X(j1, j1 + l)≃ (α
−1 − 1)l.
For that purpose, we estimate scattering moments ŜX(j1, j2) with j2 ≥ j1+δ
and δ = 3. Table 2 shows that a regression on scattering moments improves
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Table 2
Estimation of α for α-stable Le´vy. The table gives the mean and the standard deviation
of estimators computed with a wavelet moment regressions (45) and the method of
simulated scattering moments, for several values of α for N = 220
α αˆ wavelet regr. αˆ scatt. regr. αˆ scattering GMM J
1.1 1.2± 0.1 1.2±8 ·10−2 1.1±4 ·10−2 7
1.5 1.55± 7 · 10−2 1.51±6 ·10−2 1.5±2 ·10−2 5
the performance of wavelet regression, and that GMM scattering signifi-
cantly improves with respect to the regression method. Second-order scat-
tering coefficients produce statistically significant new information, which
improves regression results. Moreover, the information on α is not just con-
tained in the asymptotic regime j2 ≫ j1 but also in the transient regime,
which is exploited by the GMM estimator.
5.5. Turbulence energy dissipation. Turbulent regimes appear in a wide
variety of experimental situations, and are characterized by random fluctu-
ations over a wide range of time and space scales. Making a theory of the
famous Richardson “energy cascade” across the inertial range remains one of
the main challenges in classical physics [15]. Normalized scattering moments
are computed over dissipative measurements of a turbulent gas, to analyze
their self-similarity and intermittency properties. This study does not pre-
tend evaluating general turbulence physical models. However, it shows that
one can have confident model evaluations from data sets, despite intermit-
tency phenomena.
The data we used has been recorded by the group of B. Castaing in Greno-
ble in a low temperature gazeous Helium jet in which the Taylor scale-based
Reynolds number is Rλ = 703 [12]. A single probe provides measures of veloc-
ity temporal variations at a fixed space location that involve both Lagrangian
and Eulerian fluctuations. Figure 7(a) shows a sample of the surrogate dis-
sipation field X(t) as a function of time, estimated from the experimental
velocity records.2 The Kolmogorov (dissipative) scale η is observed at ap-
proximately 22 sample points, whereas the integral scale is approximately
2L = 211 sample points.
First-order scattering coefficients are normalized at the finest scale defined
by j1 = 2. These coefficients are displayed in Figure 7(b). In the inertial
range 21 = 2J0 < 2j1 ≤ 2L = 211 the scaling law of the exponents is S˜X(j1)≃
2−0.25j1 . If 2j1 ≥ 2L then S˜X(j1)≃ 2
−j1/2 because the low frequencies of a
turbulent flow becomes Gaussian and independent beyond the integral scale.
2One assumes the validity of the Taylor hypothesis [15].
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Fig. 7. (a) Realization of dissipation X(t) = ( ∂v
∂t
)2 in a turbulent flow. (b) Estimation
log2
̂˜
SX(j1) as a function of j1, calculated from 4 realizations of 2
19 samples each. (c)
log2
̂˜
SX(j1, j1+ l) as a function of l, for 2≤ j1 ≤ 12. (d) log2
̂˜
SX(j1, j1 + l) in the inertial
range j1 + l < L− 1 = 10. We plot the confidence intervals corresponding to the standard
deviation of the estimated log2
̂˜
SX(j1, j1 + l).
Figure 7(c) gives estimated normalized second-order coefficients
log2 S˜X(j1, j1 + l) as a function of l, for different j1. For j2 = j1 + l > L,
the slopes increase up to −1/2 because beyond the integral scale, wavelet
coefficients converge to Gaussian random processes. Below the integral scale,
j2 = j1+ l < L−1, Figure 7(d) shows the curves log2 S˜X(j1, j1+ l) with error
bars giving the standard deviations of each estimated values. In this inertial
range, the average slope of all curves is −0.2. This slope is very different
from the −1/2 decay of Gaussian processes, which indicate the presence of
intermittent phenomena. Although these curves are similar, one can observe
that they differ significantly compared to the error bars, which indicates
the self-similarity of turbulence data is violated. This nonself-similarity is
likely to originate from the fact that, as already observed in [11, 14], Taylor
hypothesis does not rigorously hold. We consider the three following mod-
els for inertial range turbulence: (i) the square of a Fractional Gaussian
Noise parameterized by θ =H , (ii) the square of the increments of α-stable
Le´vy processes, parameterized by θ = α and finally (iii) log-normal mul-
tifractal random measures, parameterized by the intermittency parameter
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Table 3
Parameter estimation for the turbulence data in
Figure 7(a), calculated from Fractional Brownian
Noise measures (FBN), Le´vy stable measures (LS),
and Multifractal Random Measures (MRM)
FBN LS MRM
θˆ H = 0.9 α= 1.98 λ2 = 0.09
χ2red 28 29 29
p-value <10−6 <10−6 <10−6
θ = λ2. Setting J0 = 1 eliminates coefficients below the diffusion scale. We
have N = 4 · 106 data samples, divided into 4 realizations. Within each re-
alization, since the integral scale is T = 2 · 103, samples are independent at
a distance larger than T . The maximum scale is set to 2J = 28 but its mod-
ification has a marginal impact on the estimation. The size of the resulting
scattering vector is p= (J − J0 +1)(J − J0)/2 = 28.
Table 3 gives an optimal parameter θˆ as well as the value of the χ2red
goodness of fit test in (43), together with its p-value. All models are rejected
with very high confidence. For nearly the same number of data values, with
integral scales of same size, Table 1 gave much higher p-values for valid mul-
tifractal random measure models of same intermittency. Fractional Brown-
ian motions can explain the behavior of first-order scattering, but not the
second-order (−1/2 as opposed to −0.2). Le´vy stable processes have first-
and second-order scattering which decay with a slope of α−1 − 1. To match
the slopes in Figure 7(c), (d), respectively equal to −0.25 and −0.2, we would
need that α≈ 1.2 which is far from the value α= 1.98 obtained in Table 3.
Multifractal random measure model misfit comes from their first-order co-
efficients which remain constant whereas turbulence data coefficients decay
with a slope close to −0.2.
5.6. Financial time-series analysis. In the following, we analyze the nor-
malized scattering moments of two financial time series: high-frequency
Euro-Bund trade data3 and intraday S&P 100 index trade data. Each trade
occurs at a given price, whose logarithm is noted X(t).
Every single day, the logarithmic returns of the price [i.e., the increments
of X(t)] are computed on rolling 10 second intervals, after preprocessing
the microstructure noise using the technique advocated in [33]. Each day
corresponds to 9 hours of trading, and hence 3240 increments. Intraday
3Euro-Bund is one of the most actively traded financial asset in the world. It corre-
sponds to a future contract on an interest rate of the Euro-zone.
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Fig. 8. (a) One day of the deseasonalized Euro-Bund log-price X(t). (b) Estimated
log2
̂˜
SX(j1). (c) Estimated log2
̂˜
SX(j1, j1 + l). (d) Estimated log2
̂˜
SX(j1, j1 + l) for
j1 + l < 9.
financial data are subject to strong seasonal intraday effects. These effects
are removed with a standard “deseasonalizing” algorithm which normalizes
the returns by the square root of the intraday seasonal variance.
Figure 8 displays the resulting deseasonalized Bund log-price X(t) and its
estimated scattering moments. The decay of first-order scattering moments
is log2 S˜X(j)∼ 0.48j, whereas for second-order is log2
̂˜
SX(j1, j1+ l)∼−0.2l
for all j2 = j1 + l. Contrarily to turbulence data, we do not see an integral
scale, beyond which second-order coefficients would have a fast decay of
−0.5l. This is not surprising since the integral scale is known to be larger
than few months [5]. Figure 8(d) gives intra-day second-order coefficients
j2 = j1+ l < 9. The variance of
̂˜
SX(j1, j1+ l) is indicated with vertical error
bars. Observe that log2
̂˜
SX(j1, j1 + l) has small variations as a function of
j1, which is a strong indication of self-similarity.
The same scattering computations are performed on the S&P 100 index,
sampled every 5 minutes from April 8th, 1997, to December 17th, 2001, to
yield 78 samples every day. Figure 9 shows the scattering moments estimated
on the S&P time series. Observe that log2 S˜X(j1) remains regular for j1 close
to 6, and that for j2 = j1 + l= 6 the coefficient log2 S˜X(j1, j1 + l) is higher
INTERMITTENT PROCESS ANALYSIS WITH SCATTERING MOMENTS 27
Fig. 9. (a) Three years of the deseasonalized S&P 100 index log-price X(t). (b) Estimated
log2
̂˜
SX(j1). (c) Estimated log2
̂˜
SX(j1, j1 + l) for j1 + l < 9.
than expected, relatively to other coefficients, which means a higher level of
intermittency. 26 roughly corresponds to a trading day 78≃ 26.
We consider the three following models: (i) fractional Brownian motions
models with θ =H , (ii) Le´vy stable processes parameterized with θ = α and
(iii) multifractal random walks with θ = λ2. For each model family, Table 4
estimates an optimal parameter θˆ from first- and second-order scattering.
They are computed from a total of N = 3 · 106 (resp., N = 105) samples
for the Euro-Bund (resp., S&P 100). The maximum scale 2J is adjusted to
J = 8 (resp., J = 6), and we set J0 = 1 to eliminate discretization effects
in both cases. For fractional Brownian motions, the estimated parameter
θˆ =H = 0.5 corresponds to a Brownian motion. Brownian motion models
explain the power-spectrum decay of these processes but are known not
to be appropriate because they do not take into account the intermittency
behavior of financial markets. This appears in the second-order scattering
moments of Figure 8(d) and 9(c), which have a much slower decay than
Brownian motions. The Le´vy-stable parameters α in Table 4 are close to 2
(order 2 moment of financial time-series are known to be finite). Estimated
models of multifractal random walks show the existence of intermittency
which is larger for the S&P 100 data set than for the Euro-Bund data. For
each model, Table 4 gives the value of the J-test variable χ2red computed
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Table 4
The left and right parts of the table correspond to Euro-Bund and S&P 100 time series.
The first row gives the estimated parameter value θˆ for Fractional Brownian Motion
(FBM), Le´vy stable processes (LS) and Multifractal Random Walks (MRW)
Euro-Bund S&P
S FBM LS MRW FBM LS MRW
θˆ H = 0.5 α= 1.95 λ2 = 0.03 H = 0.5 α= 1.8 λ2 = 0.08
χ2red 29 26 23 17 16 10
with (43). Multifractal random walks have the lowest value χ2red, and hence
provide the better stochastic model of the data. However, one cannot com-
pute a p-value because the empirical covariance matrix is computed from
correlated scattering estimators ŜXk in (44). Because the integral scale is
too large, one cannot fix an interval ∆ providing independent scattering
values.
SUPPLEMENTARY MATERIAL
Proofs of theorems (DOI: 10.1214/14-AOS1276SUPP; .pdf). We provide
the technical derivations of all the results.
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