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Nous pre´sentons un algorithme distribue´ simple calculant le process number des arbres en n e´tapes, avec un nombre to-
tal d’ope´rations en O(n log(n)) et un total de O(n log(n)) bits e´change´s. De plus cet algorithme est facilement adaptable
pour calculer d’autre parame`tres sur l’arbre, dont le node search number.
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Nous commenc¸ons par introduire deux invariants de graphes : le process number et le node search
number. Le point commun entre ces deux invariants est qu’ils peuvent eˆtre calcule´s a` partir d’actions
e´le´mentaires sur les sommets.
Process number Le process number d’un graphe oriente´ (digraphe) est un invariant qui a e´te´ introduit
dans [1, 2] dans le cadre de l’e´tude de la reconfiguration du routage a` l’inte´rieur d’un re´seau WDM. Les
modifications a` apporter sont mode´lise´es par un digraphe, qui peut eˆtre vu comme un digraphe de conflits.
Passer d’un routage R1 a` un routage R2 revient a` supprimer tous les sommets du digraphe des conflits en
respectant les re`gles suivantes :
– On peut a` tout moment mettre un sommet dans une me´moire temporaire s’il n’y est pas de´ja`. Ce
faisant, on supprime tous les arcs entrant dans ce sommet.
– On peut supprimer un sommet qui n’a pas d’arc sortant. Si de plus le sommet e´tait dans une me´moire
temporaire, il la libe`re.
Une suite d’actions permettant de supprimer tous les sommets d’un digraphe D est appele´e strate´gie. Le
nombre maximun de me´moires temporaires simultane´ment utilise´es par une strate´gie est appele´ couˆt de la
strate´gie. Le minimum des couˆts des strate´gies permettant de supprimer tous les sommets est le process
number du digraphe, note´ pn(D).
Le process number d’un graphe (non oriente´) G est le process number du graphe oriente´ syme´trique
associe´ D.
Node search number Le node search number est un autre invariant important qui a e´te´ introduit par
Parson [6] dans le cadre des jeux de capture. Ces jeux tour a` tour opposent un fugitif a` des agents. Le
but de ces jeux est de de´terminer le nombre minimun d’agents ne´cessaire pour capturer le fugitif dans un
graphe sous certaines conditions de de´placement des agents et du fugitif. Dans le cadre du node search
number, le fugitif a le droit a` chaque tour de se de´placer sur n’importe quel sommet du graphe tant qu’il
ne passe pas par un sommet occupe´ par un agent. Ensuite, a` chaque tour, un des agents peut faire une des
deux actions suivantes :
– Se placer sur un sommet (quelconque) du graphe s’il est en dehors du graphe.
– Sortir du graphe s’il est sur un sommet du graphe.
La seule information dont les agents disposent est la position des autres agents. Le fugitif est capture´
s’il se trouve sur un sommet occupe´ par un agent. Etant donne´ un graphe G, le nombre minimun d’agents
ne´cessaire pour capturer le fugitif est appele´ le node search number et est note´ sn(G).
Il a e´te´ prouve´ par Ellis et al. [3] que sn(G) = pw(G) + 1, ou` pw(G) est la pathwidth de G, et par
Kinnersley [5] que pw(G) = vs(G), ou` vs(G) est la vertex separation de G. Ces re´sultats montrent que la
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FIG. 1: Exemple d’arbres dont les vecteurs associe´s sont vect(w) = (1,2) et vect(w) = (3,3).
vertex separation, le node search number et la pathwidth sont e´quivalents. Le lecteur est invite´ a` lire l’e´tat-
de-l’art e´tablit par Fomin et Thilikos [4] pre´sentant de nombreuses variantes des proble`mes de capture.
Lien entre le process number et le node search number La proposition 1, prouve´e dans [1], e´tablit le
lien e´troit qui existe entre le process number et la vertex separation d’un digraphe D, note´e vs(D). A ce
jour il n’est pas connu si le process number et la vertex separation sont e´quivalents.
Proposition 1 Pour tout digraphe D, on a vs(D)≤ pn(D)≤ vs(D)+ 1.
Nos re´sultats Nous pre´sentons ici un algorithme distribue´ permettant de calculer le process number d’un
arbre et qui peut eˆtre aise´ment adapte´ au calcul de son node search number ou a` celui d’invariants cor-
respondant a` diffe´rentes variantes des jeux de capture. Notre algorithme en n e´tapes effectue un total de
O(n log(n)) ope´rations et transmet O(n log(n)) bits. Ainsi, la version de cet algorithme adapte´e pour cal-
culer le node search number ne donnera pas l’algorithme le plus performant qui soit connu puisqu’il existe
un algorithme line´aire [7]. Cependant notre algorithme est le premier permettant de calculer le process
number d’un arbre et donne une caracte´risation des arbres T pour lesquels on a pn(T ) = vs(T ) (= pw(T )),
l’algorithme pre´sente´ dans [1] e´tant inexact.
Notre algorithme est base´ sur la de´composition d’un arbre T = (V,E) en sous-arbres de telle manie`re
que ces sous-arbres forment une structure hie´rarchique. Son principe d’exe´cution est le suivant :
(1) Initialisation de l’algorithme au niveau des feuilles. Les feuilles envoient un message a` leurs pe`res
(unique voisin). Les feuilles deviennent traite´es.
(2) Un sommet v, ayant rec¸u un message de tous ses voisins sauf un, traite les informations rec¸ues et
envoie un message a` son dernier voisin (son pe`re). Le sommet v devient traite´.
(3) Le dernier sommet rec¸oit un message de tous ses voisins puis calcule le process number de l’arbre.
Nous allons de´crire plus en de´tails la nature des messages envoye´s et ce qu’ils de´crivent. Avant cela on note
que l’algorithme est bien distribue´, qu’il peut s’e´xe´cuter dans un environnement asynchrone et qu’il y a au
total autant d’e´tapes que de sommets dans l’arbre.
Le but d’un message transmis lors du point (2) par un sommet v au voisin v0 dont il n’a pas rec¸u de
message, est de de´crire de manie`re synthe´tique la structure de l’arbre enracine´ en v. L’arbre enracine´ en v
e´tant la partie connexe de l’arbre T prive´ de l’areˆte vv0 (T \ vv0) contenant v. On note ce sous-arbre Tv.
En fait nous de´crivons une de´composition hie´rarchique du sous-arbre Tv. Nous de´composons un tel arbre
en sous-arbres : T wv . Les sous-arbres T wv forment une partition de Tv et on note Rv l’ensemble des racines de
ces sous-arbres. Un sous-arbre peut eˆtre de deux types : stable ou instable. Un sous-arbre stable a un process
number qui n’est pas influence´ par l’ajout de structures de meˆme taille alors qu’un sous-arbre instable va
voir son process number augmenter.
Un sous-arbre T wv de Tv enracine´ en w, qu’il soit stable ou instable, est de´crit par le couple de parame`tres
(pn(w),pn+(w)), ou` pn(w) est le process number de T wv et pn+(w) est le process number de T wv avec la
contrainte supple´mentaire que le traitement termine avec w en me´moire. De manie`re ge´ne´rale, on repre´sente
un sous-arbre par ce couple de parame`tres, comme illustre´ par la Fig. 1. Les valeurs pn(w) et pn+(w) sont
associe´es a` w de manie`re unique et inde´pendante de v au cours de l’algorithme. Un tel couple est associe´ a`
chaque sommet.
Le sous-arbre T wv est dit stable si pn(w) = pn+(w), instable sinon. Par extension, il en est de meˆme
pour w.
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FIG. 2: Exemple de de´composition hie´rarchique d’un arbre Tv de process number 9.
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FIG. 3: Structure d’un sous-arbre instable Sv. vect(v1) = vect(v2) = (pn(v),pn(v)) et ∀i ∈ [3,5] ,pn(Ti) < pn(v).
Dans la de´composition hie´rarchique de l’arbre Tv, on impose
qu’un sous-arbre T wv ait un process number plus grand que le
sous-arbre T xv de Tv contenant le pe`re de w, comme l’illustre la
figure ci-contre.
T xv
w
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x
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On impose de plus a` une de´composition hie´rarchique que le seul sous-arbre stable, s’il y en a un, soit T vv ,
le sous-arbre de Tv enracine´ en v. La Fig. 2 montre une de´composition hie´rarchique d’un arbre Tv avec un
tel sous-arbre stable.
La Proposition 2 de´crit la structure d’un sous-arbre instable. Connaissant cette structure, il est possible
a` partir de la de´composition hie´rarchique de calculer le process number de l’arbre Tv.
Proposition 2 (c.f. fig. 3) Soit w un sommet et T wv son sous-arbre associe´. On note Γ(w)∩Tw = {w1, . . . ,wk},
ou` Tw est le sous-arbre enracine´ en w. Si w est instable, alors w a deux voisins w1,w2 ∈ Γ(w)∩Tw qui sont
tous les deux stables et ve´rifient pn(w1) = pn(w2) = pn(w). De plus T wv est forme´ de sa racine w, et de
l ≤ k−2 autres sous-arbres T w3w3 , . . . ,T
wl+2
wl+2 dont les racines sont des voisins traite´s. Le process number des
autres sous-arbres T3, . . . ,Tl+2 est au plus pn(w)−1.
De la de´composition hie´rarchique d’un arbre, on en de´duit un parcours. Dans l’exemple de la Fig.2, la
strate´gie consiste a` traiter une des branches de T v6v de process number 9, donc en utilisant 9 me´moires, puis
de laisser le sommet v6 en me´moire. Il reste alors 8 me´moires disponibles. Ensuite, on traite la totalite´ de
T v10v en utilisant 7 me´moires et en terminant avec v10 en me´moire. On traite de meˆme T v9v en terminant avec
v9 en me´moire. Il reste alors 6 me´moires disponibles, ce qui est suffisant pour traiter T v3v en terminant avec
v3 en me´moire. On peut alors traiter v9 et v10, libe´rant ainsi 2 me´moires. On vient de finir le traitement de
Tv3 . Maintenant, en partant de v3, on traite une partie de T vv en remontant vers v. Si on rencontre un parent u
de v1 ou de v2, on laisse le sommet u en me´moire, et avec les 7 me´moires disponibles, on traite Tu−{u}−
T v6v comme on a traite´ Tv3 . Ensuite, on continue a` traiter T vv en direction de v. Lorsque l’on a finalement
traite´ v, 8 me´moires sont disponibles et on les utilise pour finir le traitement de T v6v , la Proposition 2 nous
assurant que cela est bien possible.
En de´finitive, pour connaıˆtre le process number de Tv, il suffit de connaıˆtre les parame`tres des sous-arbres
formant sa de´composition hie´rarchique. Afin de faciliter l’acce`s a` ces informations, on stocke dans chaque
sommet u de l’arbre, les parame`tres des sous-arbres de l’arbre Tu dans un tableau. Ainsi, dans l’exemple de
la Fig.2, v stocke le tableau suivant, ainsi que le couple de valeurs (pn(v),pn+(v)) de T vv :
tv = 0 0 2 2 2 1 0 0 1 et (pn(v),pn+(v)) = (2,2)
Le tableau t est indice´ de 1 a` L(t), ou` L(t) est le plus grand indice d’une case non nulle. La case d’indice
i contient 2 s’il y a au moins 2 sous-arbres dont le couple est (i, i + 1), 1 s’il y en a qu’un seul, 0 sinon.
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C’est donc un tableau d’au plus 2L(t) bits.
Etant donne´ un tableau correspondant a` une structure hie´rarchique d’un arbre T , le process number de T
est donne´ par le The´ore`me suivant :
The´ore`me 1 Etant donne´ un arbre T , un sommet v ∈ V, une structure hie´rarchique de racine v et son
tableau associe´ t, pn(Tv) = L(t) ssi ∃i ∈ [2,L(t)] ,ti = 0 et ∀ j ∈ [i+ 1,L(t)] ,t j = 1, ou ∀i ∈ [2,L(t)] ,ti = 1.
Nous pouvons maintenant de´crire plus pre´cisement les e´tapes de l’algorithme.
(1) Chaque feuille de l’arbre initialise son tableau a` 0 et son couple a` (0,0). Elle transmet ensuite ces
informations a` son pe`re (son unique voisin).
(2) Un sommet v rec¸oit ces informations de tous ses voisins sauf un. Il effectue un traitement en temps
line´aire en la somme des tailles des tableaux rec¸us pour calculer son tableau et son couple qu’il trans-
met ensuite a` son pe`re (unique voisin n’ayant pas transmis d’information). Les de´tails de cette e´tape se
trouvent sur la page internet http://www-sop.inria.fr/mascotte/David.Coudert/Capture/.
(3) Le dernier sommet effectue le meˆme traitement qu’un sommet a` l’e´tape (2), en ayant rec¸u les infor-
mations de tous ses voisins. Le The´ore`me 1 permet de conclure quant au process number de l’arbre.
Complexite´ L’analyse de cet algorithme permet de de´duire :
– Nombre d’e´tapes de l’algorithme : n.
– Couˆt des calculs au sommet v : O(∑w∈N(v) L(tw)), ou` N(v) est le voisinage de v qui a envoye´ un
message a` v, et tw le tableau transmis par w.
– Couˆt total des calculs dans l’arbre : O(n log(n)). En effet, on a ∑v∈V ∑w∈N(v) L(tw) ≤ npn(T ) ≤
n log(n).
– Nombre de messages transmis : n−1.
– Taille du message transmis par le sommet v a` son pe`re : les 2L(tv) bits du tableau et le couple
(pn(v),pn+(v)). Comme pn+(v)≤ pn(T )+ 1 ≤ log(n), la transmission du couple de valeurs requiert
O(log log(n)) bits. Le sommet v transmet donc O(log(n)) bits.
– Quantite´ totale d’information transmise au cours de l’algorithme : O(n log(n)) bits.
De manie`re ge´ne´rale, on ne sait pas caracte´riser en temps polynomial les graphes G tels que pn(G) =
pw(G). Dans le cas de arbres, on peut e´tablir le lemme suivant :
Lemme 1 A la fin de l’exe´cution de l’algorithme on obtient que le sommet v terminant l’algorithme est
instable si et seuleument si pn(T ) = pw(T ) = sn(T )−1.
Conclusion Il reste encore de nombreux proble`mes a` explorer dont le premier est de de´terminer si le pro-
cess number est e´quivalent ou non au search number. Nous cherchons e´galement a` e´tendre notre algorithme
aux graphes planaires exte´rieurs pour lesquels le meilleur algorithme connu a une complexite´ supe´rieure a`
O(n11).
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