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Abstract
We generalize the Abel—Ruffini theorem to arbitrary dimension, i.e. classify general
square systems of polynomial equations solvable by radicals. In most cases, they reduce to
systems whose tuples of Newton polytopes have mixed volume not exceeding 4. The proof is
based on topological Galois theory, which ensures non-solvability by any formula involving
quadratures and single-valued functions, and the computation of the monodromy group of
a general system of equations, which may be of independent interest.
MSC2010: 14H05, 14H30, 20B15, 52B20, 58K10
1 Introduction
The classical Abel—Ruffini theorem states that the general univariate polynomial equation of
degree d is solvable by radicals if and only if the number of its solutions is less than five, which
is equivalent, by the fundamental theorem of algebra, to d < 5. For a multivariate polynomial,
a natural generalization of the degree is its Newton polytope, and the natural generalization
of the fundamental theorem of algebra is the following Kouchnirenko theorem ([2]): the square
system of general equations with a Newton polytope A has VolA solutions, where Vol is the
lattice volume normalized by the volume of the standard simplex.
We describe all lattice polytopes A such that the square system of general equations with
the Newton polytope A is solvable by radicals. The answer consists of all polytopes of lattice
volume less than 5 (Theorem 1). In particular, we classify all lattice polytopes of lattice volume
not exceeding 4 (Section 3). Our topological approach ensures that systems with the Newton
polytope of volume greater than 4 are not solvable in a much stronger sense: the solution cannot
be given by a formula involving quadratures and single-valued functions.
If we do not restrict our attention to systems, all of whose equations have the same Newton
polytope, then the classification of solvable systems becomes less straightforward: there do exist
solvable systems of general equations with more than 4 solutions. In this generality, we only
conjecture the answer (Conjecture 1) and prove it in some special cases (Theorems 2, 3, and 4;
in the latter case, we can even prove that the system with N solutions cannot be solved by a
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formula involving quadratures, single-valued functions and solutions of algebraic equations of
degree smaller than N).
Our results are based on the computation of the monodromy group for a square system of
general equations, or, more generally, the monodromy ζ-function of an arbitrary system (Sec-
tions 4 and 5). We then relate the solvability of the system to the solvability of its monodromy
group by means of topological Galois theory. For a polynomial f ∈ C[x], f : C → C, its mon-
odromy group is usually interpreted as the Galois group of the polynomial f(x) − t ∈ C(t)[x]
(see e.g. [11]), so the univariate version of our approach falls within the scope of the classical
Galois theory over function fields. However, for systems of more than two equations, we do
not see a natural algebraic interpretation for our topological approach. We implement this ap-
proach in two ways: the first one (presented in Section 6) resembles Ritt’s technique and leads
to the proof of Theorems 1, 2, and 3. The second one (presented in Sections 7 and 8) resembles
Arnold’s and Khovanskii’s technique and yields Theorem 4.
2 Abel—Ruffini theorem for multivariate polynomials
We first introduce definitions and notation used throughout the paper. Let A be a tuple of
finite sets A1, A2, . . . , An ⊂ Z
n. For every j = 1, 2, . . . , n, denote a tuple of complex numbers
(cj,a, a ∈ Aj) by cAj , and the space of all such tuples by C
Aj . In this paper, we consider the
space CA := CA1 ⊕CA2 ⊕ . . .⊕CAn of tuples cA = (cA1 , cA2 , . . . , cAn). This is the configuration
space of systems of (Laurent) polynomials f = (f1, f2, . . . , fn), fj(x) =
∑
a∈Aj cj,ax
a, where xa
stands for the monomial xa11 · x
a2
2 · . . . · x
an
n .
Definition.
1. The solution of the general system of equations supported at A1, A2 . . . , An, is the (mul-
tivalued) function F : CA → (C \ 0)n whose value at every tuple cA ∈ C
A is the set of
solutions for the system of polynomial equations
∑
a∈Aj
cj,ax
a = 0, j = 1, 2, . . . , n. (∗)
2. The general system is solvable by radicals, if every point cA ∈ C
A such that F (cA) is finite
admits a Zariski open neighborhood U and a multivalued function G : U → (C \ 0)n on it
such that F (c) ⊂ G(c) for c ∈ U , and G is a composition of rational functions and roots
of arbitrary degree. The system is solvable by generalized quadratures, if G is allowed to
be a composition of single-valued functions, roots and taking antiderivatives.
Remark. We cannot expect G to be defined on the whole CA = CA1 ⊕ CA2 ⊕ . . . ⊕ CAn : if
n = 1 and A1 = {0, 1, 2}, then the standard formula
−c1±
√
D
2c2
for the roots of the equation
c2x
2 + c1x+ c0 = 0 is defined outside the plane {c2 = 0} ⊂ C
A, and there is another formula
for the roots defined on this plane outside {c0 = 0}, namely
2c0
−c1±
√
D
. We also cannot expect
F (c) = G(c): the Cardano formula for the roots of the general cubic equation gives six values,
of which only three are the roots.
Remark. Solvability satisfies the following monotonicity property: if the general system of
equations supported at A1, A2, . . . , An ⊂ Z
n is solvable by radicals or quadratures, then so is
the genral system supported at arbitrary subsets B1 ⊂ A1, B2 ⊂ A2, . . . , Bn ⊂ An.
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A tuple A1, A2, . . . , An ⊂ Z
n is said to be irreducible, if 0 ∈
⋂
j Aj and
⋃
j Aj generates
Zn. We restrict our attention to irreducible tuples from here on in the paper, because the
general system of equations {f1(x) = f1(x) = . . . = fn(x) = 0} supported at an arbitrary
tuple A1, A2, . . . , An is equivalent to a system supported at an irreducible one. In fact, let
A′1, A
′
2, . . . , A
′
n be shifted copies of A1, A2, . . . , An that contain 0. Assume they generate a
sublattice L ⊂ Zn. If rkL < n, then the system {fj(x) = 0} is inconsistent. Otherwise, L is
the image of the inclusion ϕ : Zn → Zn given by a matrix (ϕik), and the system {fj(x) = 0} is
equivalent to the general system {gj(y) = 0} supported at the sets ϕ
−1(A′1), . . . , ϕ
−1(A′n) under
the change of variables yi =
∏
k x
ϕki
k .
2.1 Equations supported at the same set
Theorem 1 The general system of equations supported at an irreducible tuple A1 = A2 =
. . . = An = A ⊂ Z
n is solvable by radicals (⇔ in generalized quadratures) if and only if it
has at most 4 solutions, i.e. the volume of the convex hull convA of the polytope A is at most
4. Every such set A is contained in one of the following 34 sets or in the set obtained from
one of those 34 by applying iteratively the following procedures: (1) taking the standard cone
B  {0, . . . , 0, 1} ∪ B × {0} ⊂ Zm+1 over B ∈ Zm, (2) taking the image under an affine
automorphism of the lattice.
• n = 6, Vol(convA) = 4 : the circuit S6 ∪ {(−1,−1,−1, 1, 1, 1)}, where Sn is the set of
vertices of the standard n-dimensional simplex.
• n = 5, Vol(convA) = 4 : the circuit S5∪{(−2,−1, 1, 1, 1)} and the join (S1×S1)⋆(S1×S1),
where A⋆B for A ⊂ Zm and B ⊂ Zn is the union A×{0}×{0}∪{0}×B×{1} ⊂ Zm⊕Zn⊕Z.
• n = 4, Vol(convA) = 4 :
– the circuits S4 ∪ {(−2,−1, 1, 1)}, S4 ∪ {(−1,−1,−1, 1)}, S4 ∪ {(−1,−1,−1, 2)},
– the prism S1 × S3,
– the join (2S1) ⋆ (S1 × S1),
– the sum (S1 × S1) ⊕ (S1 × S1), where A ⊕ B for A ⊂ Z
m and B ⊂ Zn is the union
A× {0} ∪ {0} ×B ⊂ Zm ⊕ Zn.
• n = 4, Vol(convA) = 3 : the circuit S4 ∪ {(−1,−1, 1, 1)}.
• n = 3, Vol(convA) = 4 and 3: the circuits S3 ∪ {(−1,−1,−1)}, S3 ∪ {(1, 1,−3)}, S3 ∪
{(1, 1,−2)}, the prism P = S2×S1 and the sets P ∪{(0, 0, 2)}, {−1, 0, 1}⋆{−1, 0, 1}, D∪
{(0, 0,−1)}, D ∪ {(0, 0, 2)}, D ∪ {(1, 1, 1)} and D ∪ {(1, 1,−1)}, where D is the square
pyramid S3 ∪ {(1, 1, 0)}. All of them (except for the first one) are shown below:
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• n = 2, Vol(convA) 6 4:
• n = 1, Vol(convA) 6 4 : S1, 2S1, 3S1, 4S1.
Example. The roots of the general equation ca0x
a0 + ca1x
a1 + . . . + canx
an = 0, a0 < a1 <
. . . < an, can be expressed by radicals in terms of the coefficients ca0 , ca1 , . . . , can if and only if
an−a0
GCD(a1−a0,...,an−a0) 6 4.
The “only if” part of this theorem can be reduced to the subsequent Theorem 3 by means
of Example 1 and monotonicity of solvability. The relation between the number of solutions
and the volume is the Kouchnirenko formula. The classification of lattice volume 4 polytopes
is proved in Section 3. The “if” part follows from the observation that each of the 34 systems
on the list above is solvable (we do not provide 34 obvious explicit formulas here).
Remark. The list above only includes irreducible lattice sets, the volume of whose convex
hull is at most 4. In order to list all the lattice polytopes of volume at most 4 (up to affine
automorphisms of the lattice and taking the standard cone), we should add the empty simplices
of volume at most 4 and the pyramides Dn⊕ (S1×S1), Dn ⋆ (S1×S1), Dn⊕ (2S1), Dn ⋆ (2S1),
where Dn, for n > 3, is the (unique) n-dimensional volume 2 empty simplex that is not a
standard cone over another volume 2 simplex. Recall that an empty, or lattice-free simplex is
a simplex that contains no lattice points besides its vertices. Classification of empty simplices
of small volume is an interesting question out of the scope of this paper; see e.g. [8] for how to
classify multidimensional empty simplices.
2.2 Equations with arbitrary supports
We now try to drop the assumption A1 = A2 = . . . = An.
Proposition 1 Assume that ∆ ⊂ Rn is a lattice polytope, and every set Ai in an irreducible
tuple A1, . . . , An equals Z
n ∩ (di · ∆) for some di ∈ N. Then the general system of equations
supported at (A1, . . . , An) is solvable by radicals (⇔ in generalized quadratures) if and only if
d1 · . . . · dn ·Vol∆ 6 4.
The proof is the same as for Theorem 1.
Example. The general square system of polynomial equations of degrees d1, . . . , dn is solvable
by radicals if and only if d1 · . . . · dn 6 4.
However, as soon as the convex hulls of the support sets are not homothetic, the question
of solvablility becomes drastically more complicated. For instance, an irreducible tuple
A1 = {0, 1, 2, 3, 4} × {0}, A2 = {0} × {0, 1, 2, 3, 4}
gives rise to a general system of equations, which has 16 solutions but is solvable by radicals.
This is because this tuple is not reduced in the following sense.
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Definition. An irreducible tuple A1, A2 . . . , An ⊂ Z
n is said to be reduced, if the dimension of
the convex hull of the union ∪j∈IAj is greater than |I| for every I ( {1, 2, . . . , n}.
From here on in the paper, we restrict our attention to reduced tuples, because the ques-
tion of solvability of the general system supported at a non-reduced tuple can be reduced
to the same question for systems of fewer variables as follows. For an irreducible tuple of
sets A1, A2 . . . , An ⊂ Z
n, which is not reduced, a suitable automorphism of the lattice ϕ :
Zn → Zn sends Aj to A
′
j such that A
′
1, A
′
2, . . . , A
′
k are contained in the first coordinate plane
Zk × {0, . . . , 0} ⊂ Zn, k < n. The corresponding change of variables yi =
∏
m x
ϕmi
m , where
(ϕim) is the matrix of ϕ, sends the general system fj(x) = 0 supported at A to the general
system gj(y) = 0 supported at A
′ := (A′1, A
′
2, . . . , A
′
k), and the latter can be solved in two
steps: first, solve the system g1(y1, y2, . . . , yk) = g2(y1, y2, . . . , yk) = . . . = gk(y1, y2 . . . , yk) = 0,
then, for every solution (y01 , y
0
2 , . . . , y
0
k), solve the system gj(y
0
1 , . . . , y
0
k, yk+1, . . . , yn) = 0, j =
k+1, k+2, . . . , n. The first system is the general system supported at A′1, A
′
2, . . . , A
′
k ⊂ Z
k, and
the second one is equivalent to the general system supported at the images of A′k+1, A
′
k+2, . . . , A
′
n
under the projection Zn → Zn/Zk × {0, 0, . . . , 0}.
Conjecture 1 The general system of polynomial equations supported at a reduced tuple
A1, A2, . . . , An is solvable by radicals (⇔ in generalized quadratures) if and only if it has at
most 4 solutions.
Remark. Recall the Kouchnirenko—Bernstein formula ([2]): the number of solutions for the
general system of equations supported at a tuple A1, A2, . . . , An equals the mixed volume of the
convex hulls of A1, A2, . . . , An, which is defined as the unique symmetric function of n polytopes
in Rn, multilinear with respect to the Minkowski addition A + B = {a + b | a ∈ A, b ∈ B}
and assigning the number Vol(A) to every tuple of the form (A,A, . . . , A). Because of this,
Conjecture 1 raises the question of classification of reduced tuples of polytopes of mixed volume
4. Reduced tuples of mixed volume 1 are classified in [6]. Reduced tuples of volume 6 4 in R2
and of volume 6 2 in R3 are classified below.
Remark. The solvability of a general system with at most 4 solutions easily follows from a
general argument of elimination theory: let {fj(x) = 0} be the general system of equations
supported at A, consider fj as a Laurent polynomial Fj in x2, x3, . . . , xn with coefficients in
C[x1, x
−1
1 ], then the mixed resultant of F2, F3, . . . , Fn equals R ∈ C[x1, x
−1
1 ]. The roots of R are
the first coordinates of the roots of the system {fj(x) = 0}; if there are at most 4 of them, then
the equation R = 0 can be solved by the Ferrari formula. See [6] for a more explicit polynomial
time algorithm that finds the solution of a general system provided that the solution is unique.
Theorem 2 Conjecture 1 is valid for n = 2. Moreover, the general system of two polynomial
equations supported at a reduced pair A,B ⊂ Z2 has less than 5 solutions if and only if there
exist G ∈ SL(Z2) and a and b ∈ Z2, such that the sets GA + a and GB + b are contained in
one of the 14 pairs of polygons in Figure 1.
The “only if” part can be reduced to Theorem 3 by means of Example 2, the classification
is proved in Section 3, and the “if” part follows from the observation that each of the listed 14
systems is explicitly solvable.
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Figure 1: Maximal pairs of polygons of mixed volume 4
We cannot prove Conjecture 1 in full generality for n > 2, nor can we classify tuples of
lattice polytopes of mixed volume 4 in Zn, n > 2. The rest of this section is devoted to solving
these problems in certain special cases.
Definition. A point a ∈ A1 is said to be a lucky point of a tuple A1, A2, . . . , An ⊂ Z
n, if every
tuple of faces Γj of the convex hulls of Aj such that a ∈ Γ1, dimΓ1 > 0, and Γ =
∑
j Γj is a
face of the convex hull of
∑
j Aj satisfies the following two conditions:
1. if there exists I ( {1, 2, . . . , n} such that dim
∑
j∈I Γj < |I|, then I can be chosen so that
1 /∈ I.
2. if there is no such I, then the lattice distance from the affine hyperplane L containing Γ
to the set
(∑
j Aj
)
\ L is smaller than the half of the mixed volume of the convex hulls
of A1, A2, . . . , An.
Example 1 If the volume of the convex hull of an irreducible set A ⊂ Zn is greater than 2,
then every a ∈ A is a lucky point of the tuple (A,A \ {a}, . . . , A \ {a}). Moreover, the mixed
volume of the convex hulls of this tuple equals the volume of the convex hull of A.
Proof. The equality of volumes easily follows from the Kouchnirenko—Bernstein formula.
For any collection Γ1,Γ2, . . .Γn in the definition of the lucky point, we have Γ2 = Γ3 = . . . = Γn
and Γ1 = conv(Γ2 ∪ {a}). Therefore, condition 1 is always satisfied: for I ( {1, 2, . . . , n} such
that dim
∑
j∈I Γj < |I|, the same is true for I
′ = I \ {1} 6= ∅. Now we examine condition 2 in
the case when Γ1 = F ∋ a is a facet of convA: if Γ2 is also a facet, then the lattice distance
d from A \ F to the hyperplane containing F is smaller than 12 Vol convA. Note that we have
dVolF 6 Vol convA.
• Assume that VolF = 1. Then a is a vertex, and dim
∑
j∈I Γj = dimΓ2 = n− 2 < |I|, for
I = {2, 3, . . . , n}.
• Assume that VolF = 2 with the equality dVolF = Vol convA. This case is impossible:
the latter equality implies that A \ F consists of one point placed at lattice distance d
from the affine span of F . Since VolA > 2, we have d > 1, and thus A is reducible.
• Assume that VolF > 2 or VolF = 2 with the strict inequality dVolF < Vol convA. In
this case d < 1/2Vol convA. 
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Example 2 For every reduced pair A,B ⊂ Z2 and every point a ∈ A, there exists B˜ ⊂ B such
that a is a lucky point of the pair (A, B˜) and the mixed area of the convex hulls of A and B˜ is
the same as for A and B.
The proof is elementary and follows from the same considerations as the preceding one.
Theorem 3 Conjecture 1 is valid for every tuple with a lucky point. Moreover, assuming with
no loss of generality that the lucky point is 0 ∈ A1, the solution of a system of equations
∑
a∈A1
c1,ax
a = c,
∑
a∈A2
c2,ax
a = . . . =
∑
a∈An
cn,ax
a = 0 (1)
with generic coefficients cj,a ∈ C cannot be expressed by generalized quadratures in terms of the
right hand side c.
In the preceding sentence, the word “solution” refers to the multivalued function FcA : C→
(C \ 0)n whose value at every point c ∈ C is the set of solutions of the system (1).
Theorem 4 Conjecture 1 is valid for A1, A2 . . . , An, if there exist two points of A1 such that
the segment connecting these points is not contained in the boundary of the convex hull of A1.
The proof is given in Section 7 and is based on a certain generalization of the fact that
the transitive group generated by transpositions is symmetric, which may be of independent
interest.
Remark. The roots of the general equation
∑
j cjx
j = 0 can be regarded as a multivalued
function Rd of the coefficients c0, . . . , cd. A general system of equations is said to be solvable by
N -radicals, if its solution can be expressed in terms of its coefficients using arithmetic operations
and the functions R2, R3, . . . , RN . The proof of Theorem 4 allows to strengthen its conclusion
as follows: the general system of equations with N roots, supported at a reduced tuple with an
interior segment, is not solvable by (N − 1)-radicals. This is because in Section 7 we actually
prove that the monodromy group of the system equals SN , which implies non-solvability in
d-radicals for d < N (see [11]).
The other preceding theorems, in contrast, cannot be strengthened in this way, because our
proof of non-solvability of the monodromy group in Section 5 is not based on proving that the
monodromy group is symmetric. In particular, we cannot prove that the general system of
equations of degrees d1, . . . , dn is not solvable by (d1 · . . . · dn − 1)–radicals (note that Theorem
4 is not applicable to such systems for many tuples d1, . . . , dn such that d1 · . . . · dn > 4).
Remark. Theorems 3 and 4 are not enough to prove Conjecture 1 in dimension 3, i.e. there do
exist reduced triples of lattice sets in Z3 with mixed volume greater than 4 and with no lucky
points and interior segments.
3 Classification of small lattice polytopes
Proof of the classification presented in Theorem 1 is based on the notion of a circuit.
Definition. A set A ⊂ Zn is said to be affinely dependent, if there exist coefficients ca ∈ R such
that
∑
a∈A ca = 1 and
∑
a∈A caa = 0. A circuit is a minimal (by inclusion) affinely dependent
set.
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Every circuit A can be uniquely decomposed into a disjoint union A = A+ ⊔A− such that
A+ and A− are the sets of vertices of two simplices with a unique common interior point (this
decomposition is induced by the signs of the coefficients ca in the unique affine dependence
relation for A).
The lattice volume of the convex hull convA equals the product of the lattice volumes of
convA+ and the projection of convA− along the affine span of A+. Since the latter has an
interior lattice point, its volume is not smaller than |A−|. In particular, Vol convA 6 4 implies
|A±| 6 4, so the dimension of the affine span of A, which equals |A| − 2, is at most 6. This
observation leads to the following classification:
Lemma 1 Every circuit A such that Vol convA 6 4 coincides (up to an affine automorphism
of the lattice) with one of the circuits from Theorem 1, or {(±1, 0), (0,±1}, or {0, 2, 4}.
Let now A ⊂ Zn be an arbitrary irreducible set such that Vol convA 6 4. Among all circuits
of maximal volume in A, choose a circuit of maximal cardinality B ⊂ A. This circuit is non-
trivial, unless A is the set of vertices of a simplex, and we can assume with no loss in generality
that 0 ∈ B. We shall now classify all possible A with a given circuit B, where B runs over all
circuits listed in Lemma 1.
If Vol convB = 4, then A is obviously an iterated standard cone over B (up to an affine
automorphism of Zn).
If Vol convB = 3, consider the image A′ of A under the projection along the vector span of
B. We need the following observation:
Lemma 2 For every irreducible set M ⊂ Zm with 0 ∈M , exactly one of the following possibil-
ities takes place:
1) There exist disjoint simplices of total volume 3 or more with a common vertex 0, such
that all of their vertices are in M .
2) convM is an iterated standard cone over a segment of lattice length 2 or over a paral-
lelogram of lattice area 2. In this case, there exist disjoint simplices of total volume 2 with a
common vertex 0, such that all of their vertices are in M .
3) M is the set of vertices of a unit simplex.
Applying this lemma to M = A′, we conclude that only the third possibility can take place,
otherwise the volume of convA would be at least 3 · 2 = 6. Since A′ is the set of vertices of a
unit simplex, and Vol convA′ = 3 < Vol convA = 4, then at least one of the points in A′ \ {0}
is the image of at least two points of A, whose difference b is contained in the vector span of
B. Thus, A contains an iterated standard cone over the set B′ = B × {0} ∪ {0, b} × {1}. Since
Vol convB′ > 4, we conclude that A is an iterated standard cone over B′, and Vol convB′ = 4.
For each of B from Lemma 1, it is an elementary-geometric problem to classify all suitable b
such that Vol convB′ = 4.
Finally, if Vol convB = 2, we also consider the image A′ of A under the projection along
the vector span of B. If A′ is the set of vertices of a unit simplex, then, similarly to the case
Vol convB = 3, at most two points of A′ \{0} are images of more than one point of A, and A is
an iterated standard cone over B′ = B×{(0, 0)}∪B1×{(0, 1)}∪B2×{(1, 0)}, where B is either
{0, 1, 2} or {0, 1} × {0, 1}, and the sets B1, B2 ⊂ Z
2 are easy to classify for Vol convB′ 6 4.
Finally, if A′ is not the set of vertices of a unit simplex, then, by Lemma 2, we observe that
Vol convA′ = 2, and every point of A′ \ {0} is the image of a unique point of A, so A can be
reconstructed uniquely from B and A′. 
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Proof of the classification presented in Theorem 2 is based on the following well known
formula for the mixed area of polygons:
Lemma 3 Let Li(x, y) < ci be the minimal set of inequalities describing a lattice polygon A,
where Li : Z
2 → Z are surjective linear functions. Denote the lattice length of the edge of A on
the line Li(x, y) = ci by ai, and the maximal value of Li on a polygon B by bi, then the mixed
volume of A and B equals
∑
i aibi.
By the Aleksandrov–Fenchel inequality MV(A,B)2 ≥ Vol(A)Vol(B), assuming Vol(A) 6
Vol(B), we have Vol(A) 6 4. The classification of all A of area ≤ 4 is given above. Let A be
one of these polygons, and define the functions Li and the numbers ai as in the lemma above.
Then there are finitely many tuples of non-negative integers (bi) such that
∑
i aibi 6 4. Up to
a parallel translation, every B such that MV(A,B) 6 4 is contained in the intersection of the
half-planes Li < bi for one of such tuples (bi). 
4 Monodromy of general systems of equations: preliminaries
The proof of our results is based on the search for general systems of equations whose mon-
odromy group is solvable. This condition is equivalent to the solvability of the system itself by
the following topological version of Galois theory (see e.g. [11]):
Theorem 5 Let C ⊂ C2 be an algebraic curve, (x, y) the standard coordinates, and π the
restriction of x to C. The multivalued function y◦π−1 can be expressed in generalized quadratures
if and only if the monodromy group of the branched covering π is solvable.
We shall need the following version of this fact.
Proposition 2 Let C ⊂ Cn be a curve and f : Cn → C a polynomial. The coordinates of the
points x ∈ C, f(x) = c, can be expressed in generalized quadratures in terms of c if and only if
the monodromy group of the branched covering f : C → C is solvable.
Proof. Let C ′ ⊂ C2 be the image of the map (f, xj) : C → C2, where (x1, . . . , xn) are the
standard coordinates in Cn. Denoting the restriction of f to C ′ by π′, we observe that the
monodromy group of π′ is the same as for f : C → C, so Theorem 5 for C ′ and π′ gives the
statement of the proposition for the j-th coordinate. 
We thus start with counting the monodromy for a general system of equations. For i =
0, . . . ,m, let Ai be a finite set in Z>0 × Z
m, 0 ∈ Ai, and let C
Ai be the space of Laurent
polynomials of the form f(t, x) =
∑
a∈Ai cat
a0xa11 x
a2
2 . . . x
am
m , t ∈ C, x ∈ (C \ 0)
m. Denote the
projection Z>0 × Z
m → Z>0 by µ and the (non-empty) intersection Ai ∩ kerµ by Bi. Then,
for a generic tuple (f0, f1, . . . , fn) ∈
∏m
i=0 C
Ai , we choose c0 to be the value f0(0, x) for one of
finitely many x such that f1(0, x) = f2(0, x) = . . . = fn(0, x) = 0, and will be interested in the
monodromy of the finite set {f0 = c, f1 = f2 = . . . = fn = 0} as c runs a small circle around c0.
The answer can be formulated in terms of the numbers mi = minµ|Ai\Bi and can be extracted
from the following important fact.
Lemma 4 In the setting of the preceding paragraph, assume that the dimension of the vec-
tor span of
⋃
i∈I Bi is at least |I| for every I ( {0, 1, . . . ,m}. Then, choosing a generic
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(f0, f1, . . . , fm) ∈
∏m
i=0 C
Ai among all tuples such that f0(0, x) = f1(0, x) = . . . = fm(0, x) = 0
for a given x ∈ (C \ 0)n, the intersection multiplicity of the surfaces {fi = 0}, i = 0, . . . ,m, at
the point (0, x) is well defined and equals the minimum of mi, i = 0, . . . ,m.
The proof is based on two following obvious observations.
Lemma 5 If smooth hypersurfaces H1, . . . ,Hm in C
m+1 are mutually transversal, and a smooth
curve, passing through a point x ∈
⋂
iHi, has an order mi contact with Hi at x, then it has an
order minimi contact with the curve
⋂
iHi at x.
Lemma 6 Let L be a line parallel to the x0 axis of the space C
m+1 with the standard coordinates
(x0, x1, . . . , xm), and let y be the intersection L ∩ kerx0. Assume that a smooth function f :
Cm+1 → C has no critical point at y, but its restriction to L has a root of order m at y. Assume
that a smooth curve C ⊂ Cm+1 has a contact of order > m with L at y ∈ kerx0. Then, for
generic α ∈ C, the restriction of f(αx0, x1, x2, . . . , xm) to C has a root of order m at y.
Proof of Lemma 4. With no loss in generality, we assume that m0 6 mi for i > 0. Since
the dimension of the vector span of
⋃
i∈I Bi is at least |I| for every I ( {0, 1, . . . ,m}, the
hypersurfaces fi = 0, i = 1, 2, . . . ,m and t = 0 are transversal at (0, x) by genericity (see e.g.
[13]). Also by genericity, the order of contact of fi = 0 and the line L = {(t, x) | t ∈ R} equals
mi. Thus, by Lemma 5, the curve f1 = f2 = . . . = fm = 0 has a contact of orderm
′ = minmi=1mi
with L. Then the restriction of f0 to this curve has a root of order m0, otherwise f0 is not
generic by Lemma 6. The sought intersection number equals the order of this root. 
In order to drop the linear-algebraic assumption in Lemma 4, we need the following notation.
To finite sets Bi ∋ 0, i = 0, 1, . . . ,m, in Z
m, assign a number dB , a set IB ⊂ {0, 1, . . . ,m} and
a rational subspace LB ⊂ R
m as follows. For every I ⊂ {0, 1, . . . ,m}, define LI as the vector
span of the union
⋃
i∈I Bi. If there exists I ⊂ {1, 2, . . . ,m} such that dimLI < |I|, then we
set dB = 0, and IB and LB are not defined. Otherwise, among all I ⊂ {0, 1, . . . ,m} such that
dimLI < |I|, there exists the minimal one by inclusion (see [13]). We denote this minimal
set by IB , define LB as LIB , and define dB as the product (the index in LB of the sublattice
generated by
⋃
i∈IB Bi) · (the mixed volume of the convex hulls of the images of Bi, i /∈ IB,
under the projection Zm → Zm/LB).
Lemma 7 ([1], [10]) For generic polynomials gi ∈ C
B1 and a number c0 such that the system
of equations g0(x) = c0, g1(x) = . . . = gm(x) = 0 is consistent, this system has dB solutions.
Proposition 3 In the setting of the paragraph preceding Lemma 4, for a generic tuple
(f0, f1, . . . , fm) ∈
∏m
i=0C
Ai, the permutation of the finite set {f0 = c, f1 = f2 = . . . = fn = 0}
as c runs a small circle around c0 consists of dB cycles of length mini∈IB mi each.
Proof. The restriction of f0 to the curve f1 = f2 = . . . = fn = 0 has finitely many simple roots
outside the hyperplane t = 0, and dB roots of order mini∈IB mi each at this hyperplane. The
number of roots is computed by Lemma 7. The computation of the order of each of these roots
can be obviously reduced to the case LB = R
m and then done by Lemma 4. .
Example 3 For f(x, y) = xa+αyb−1 and g(x, y) = xc+yd−1 with generic α, the permutation
of the roots of the system f = ε, g = 0, as ε runs around 0, consists of gcd(a, c) cycles, each of
length min(b, d).
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5 Monodromy of general systems of equations: the answer
In the preceding section, we have explained how the solvability of a system is related to the
solvability of its monodromy, and described the monodromy of a general system at a single
branching point. In this section, we completely describe the monodromy of a general square
system (c.f. [3]), and also outline another way to obtain this answer. This alternative way is
less elementary, but more powerful (in particular, it extends to non-square systems).
For a reduced tuple A = (A1, A2, . . . , An), Aj ⊂ Z
n, let B ⊂ CA = CA1 ⊕ CA2 ⊕ . . . ⊕ CAn
be the bifurcation set, i.e. the closure of all c ∈ CA such that the system
∑
a∈Aj
cj,ax
a = 0 for j = 1, 2, . . . , n (∗)
has less solutions than we expect for systems defined by generic c ∈ CA (i.e. less than the mixed
volume of the convex hulls of A1, A2, . . . , An).
The irreducible components of B are in one to one correspondence with the essential fac-
ings of the tuple A1, A2, . . . , An (defined below), and we shall describe the cycle type of the
permutation of the solutions of the system (∗) as c travels around each of these components.
Definition. The codimension of a tuple of sets B1, B2, . . . , Bk ⊂ Z
n is the difference k −
dim(conv
∑
j Bj). A tuple of subsets Fj ⊂ Aj, j = 1, 2, . . . , n, is said to be a face of A1, A2, . . . , An,
if the following equivalent conditions are satisfied:
1) Fj = Γj ∩Aj, where Γj is a face of the convex hull of Aj , and the Minkowski sum
∑
j Γj
is a face of the convex hull of
∑
j Aj .
2) There exists a linear function L : Zn → Z, whose restriction to Aj attains its maximum
at Fj (i.e. L(x) < L(y) = maxL(Aj) for y ∈ Fj and x ∈ Aj \ Fj).
A subtuple S of a face of A1, A2, . . . , An is said to be an essential facing of A1, A2, . . . , An,
if its codimension is 1, and the codimension of every proper subtuple of S is at most 0.
For an essential facing S = (Sl1 , Sl2 , . . . , Slp) of the tuple A = (A1, A2, . . . , An), Slj ⊂ Alj ,
let RS be the closure of all c ∈ C
A such that the equations
∑
a∈Slj clj ,ax
a = 0 for j = 1, 2, . . . , p
are compatible. Let DA be the set of all c such that the equations (∗) have a multiple solution.
Proposition 4 ([4]) If the tuple A is reduced, then the sets DA and RS for all of the essential
facings S are pairwise different irreducible hypersurfaces, and their union DA ∪
⋃
S RS equals
the bifurcation set B.
We now describe the cycle type TS of the permutation of the solutions of (∗) as c runs
around RS . We shall encode the type of a permutation with ai cycles of length i for i ∈ N as∑
i aiei ∈ Z
N, where e1, e2, . . . is the standard basis in Z
N.
Let S = (Sl1 , Sl2 , . . . , Slp) be an essential facing of the tuple A = (A1, A2 . . . , An) contained
in its codimension 1 face F = (S1, S2, . . . , Sn). Permuting and shifting A1, A2, . . . , An ⊂ Z
n, we
can provide that S = (S1, S2, . . . , Sp), and Sj ∋ 0 for j = 1, 2, . . . , n. Under these assumptions,
let L(S) be the lattice generated by S1 ∪S2∪ . . .∪Sp, let L¯(S) be its saturation L(S)⊗Q∩Z
n,
denote the index |L¯(S)/L(S)| by i(S), and the projection Zn → Zn/L¯(S) by πS . There exists
a unique primitive covector l : Zn → Z whose restriction to Aj attains its minimum on Sj for
j = 1, 2, . . . , n (by our assumptions, this minimum equals 0). We denote the minimum of l on⋃p
j=1(Aj \ Sj) by l(F ) ∈ N, and the mixed volume of the convex hulls πS(Sp+1), . . . , πS(Sn) in
ker l/L¯(S) by v(F ).
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Proposition 5 1) If the tuple A is reduced, then, as c runs around DA, two solutions of the
system (∗) permute.
2) For every essential facing S, the corresponding permutation type TS of a loop around
RS equals i(S)
∑
F v(F )el(F ), where F runs over all codimension 1 faces of A such that S is a
subtuple of F .
Proof. Part 1 is obvious, and Part 2 rephrases Proposition 3. .
We shall also obtain Propositions 4 and 5 in a less straightforward manner as a special case
of the computation of monodromy ζ-functions for a system of k equations in n variables with
arbitrary k 6 n (Theorem 6 below). Although the case k < n is not necessary for the purpose
of this paper, it may be of independent interest, so we switch to the general case k 6 n till the
end of this section.
Consider the graph of the solution for the general system of equations with the Newton
polytopes A1, A2, . . . , Ak in Z
n:
Γ = {(x, c) |
∑
a∈Aj
cj,ax
a = 0 for j = 1, 2, . . . , k} ⊂ (C \ 0)n × CA.
Let B be the bifurcation set of the solution, i.e. the set of all points in CA, at which
the projection of Γ to CA fails to be a locally trivial fibration. Recall the description of the
irreducible components of B obtained in [4].
Definition. A subtuple of B1, B2, . . . , Bk ⊂ Z
n is said to be important, if it cannot be extended
to a subtuple of higher codimension.
Definition. For any subsets (Bi1 ⊂ Ai1 , . . . , Bip ⊂ Aip), define iBi1 ,...,Bip as the index of the
sublattice of Zn+1, generated by the sets Bij × {1}, j = 1, . . . , p. Define the algebraic set
DBi1∗...∗Bip as the closure of all c ∈ C
A1 ⊕ . . . ⊕ CAk such that 0 is a critical value of the
polynomial
∑
j λj
∑
a∈Bij cij ,ax
a of the variables λ ∈ (C \ 0)p and x ∈ (C \ 0)n.
Note that the algebraic set DBi1∗...∗Bip is irreducible.
Proposition 6 Assume that a tuple (A1, . . . , Ak) does not contain subtuples of positive codi-
mension.
1) The irreducible components of the bifurcation set B are the hypersurfaces of the form
DBi1∗...∗Bip , where (Bi1 ⊂ Ai1 , . . . , Bip ⊂ Aip) runs over all important subtuples of faces of
(A1, . . . , Ak).
2) At a generic point c ∈ DBi1∗...∗Bip , the Euler characteristic of the fiber of the projection
Γ→ CA1 ⊕ . . .⊕CAk drops by the number iBi1 ,...,Bip c
Bi1 ,...,Bip
A1,...,Ak
as compared to a generic fiber of
this projection.
See the remark after Theorem 6 below or Definition 2.27 in [4] for the definition of the number
c
Bi1 ,...,Bip
A1,...,Ak
, and see Proposition 1.11 and Corollary 2.29 in [4] for the proof.
A loop around an irreducible component of the bifurcation set B induces automorphisms hi :
H i → H i in the cohomology of the generic fiber of the projection Γ→ CA1⊕ . . .⊕CAk . We shall
describe the corresponding ζ-function, i.e. the rational function ζ(t) =
∏
i det(hi − t · Id)
(−1)i .
For a subtuple B = (Bi1 ⊂ Ai1 , . . . , Bip ⊂ Aip) of a proper face of (A1, . . . , Ak), denote the
projection of Zn along the affine span of Bi1+ . . .+Bip by πB : Z
n → LB, the sum Ai1+ . . .+Aip
by B′, and the convex hull of (Ai1 ∩ Zn \Bi1) + . . .+ (Aip ∩ Zn \Bip) by B′′. The tuple of the
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images πBA1, . . . , πBAk, πBB
′, πBB′′ has finitely many faces C = (C1, . . . , Ck, C ′, C ′′) such that
C ′ ∈ B′ is the vertex πB(Bi1 + . . . + Bip), and the sum C1 + . . . + Ck + C ′′ has codimension 1
in LB . We denote the set of all such faces by FB , and for every such face C ∈ FB define two
integer numbers:
hC = |l(C
′′) − l(C ′)|, where l is the surjective linear function l : LB → Z whose restriction to
C1 + . . .+ Ck +C
′′ is constant.
mC =
∑
MV

C ′′, . . . , C ′′︸ ︷︷ ︸
m0−1
, C1, . . . , C1︸ ︷︷ ︸
m1
, . . . , Ck, . . . , Ck︸ ︷︷ ︸
mk

, where the sum is taken over all positive
integers m0, . . . ,mk that sum up to dimLB .
Theorem 6 1) The ζ-function of monodromy of the projection Γ→ CA1⊕ . . .⊕CAk , restricted
to a loop around DA1∗...∗Ak , equals
(1− t2)iA1,...,Ak .
2) If B = (Bi1 ⊂ Ai1 , . . . , Bip ⊂ Aip) is an important subtuple of a proper face of (A1, . . . , Ak),
then the ζ-function of monodromy of the projection Γ → CA1 ⊕ . . . ⊕ CAk , restricted to a loop
around DBi1∗...∗Bip , equals ∏
C∈FB
(1− thC )iBmC .
Note that the degree of the latter rational function equals iBi1 ,...,Bip c
Bi1 ,...,Bip
A1,...,Ak
, i.e. Theorem 6
implies Part 2 of Proposition 6 that cites Theorem 2.36 in [4]. The proof is also the same as for
Theorem 2.36 in [4], extending the computation of Milnor numbers of the fibers by methods of
[5] to the computation of monodromy ζ-functions of the fibers by methods of [12]. The rest of
the proof of Theorem 2.36 also literally extends to monodromy ζ-functions, because they enjoy
the same additivity properties as the Euler characteristic (see e.g. [7]).
6 Variations on Ritt’s lemma and the proof of Theorem 3
Theorem 7 ([9]) If a primitive subgroup of Sn contains a cycle of length at most n− 3, then
it equals An or Sn.
We shall use this extension of the classical Jordan theorem to prove Theorem 3. Choose
generic ci,a ∈ C, a ∈ Ai, set c0,1 = 0 and denote
∑
a∈Ai ci,ax
a by fi(x). Also denote the
curve f2 = . . . = fn = 0 by X ⊂ (C \ 0)
n, and the mixed volume of the convex hulls of
A1, . . . , An by d. We assume that d > 4 and wish to prove that the monodromy group M of
the degree d branched covering f1 : X → C is not solvable; then the solution of the system
f1(x) = c, f2(x) = . . . = fn(x) = 0 cannot be expressed in terms of c by generalized quadratures
by Proposition 2.
Note that M is transitive, because the reducedness of the tuple (A1, . . . , An) implies that
X is connected by the following lemma:
Lemma 8 ([10]) Let m be the maximum of the codimensions of all the subtuples in a tu-
ple B1, . . . , Bk ⊂ Z
d, and consider a generic complete intersection Z given by the equations∑
a∈Bi ci,az
b = 0, i = 1, . . . , k.
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1) If m is positive, then Z is empty.
2) If m equals 0, then one can choose the maximal (by inclusion) subtuple Bi1 , . . . , Bip of
codimension 0, and the number of connected components of Z equals the p-dimensional mixed
volume of the convex hulls of Bi1 , . . . , Bip .
3) If m is negative, then Z is connected.
The notion of a lucky point and the description of monodromy in the preceding section imply
that the bifurcation set of f1 : X → C consists of the point 0, whose monodromy is arbitrarily
complicated, and finitely many other points, whose monodromy is each a single cycle of length
smaller than d/2.
Since M contains transpositions, corresponding to the critical points of f1, then, by the
Jordan theorem, the primitivity of M implies M = Sd or Ad, i.e. M is not solvable. Thus, it
remains to study the case of imprimitive M . In this case, the branched covering f1 : X → C
splits into a non-trivial composition X
g
→ Y
h
→ C, where the maps g and h induce the structure
of a Riemann surface on Y . This was first noticed by Ritt in [14] under the assumption that the
genus of X is 0, but remains valid for arbitrary genus. Moreover, we can assume with no loss
in generality that the monodromy group M ′ of the branched covering h : Y → C is primitive,
otherwise we could decompose h in the same way. Furthermore, M ′ is a quotient of M , so
non-solvability of M ′ implies the same for M . Thus, it remains to consider the case of solvable
M ′.
Since M ′ is primitive and solvable, the monodromy of a critical value of h cannot be a cycle
of length smaller than the half of the degree d′ of h: otherwise the degree of h is greater than
4, the length of the cycle is at least by 3 smaller, and M ′ is not solvable by Theorem 7.
On the other hand, the monodromy of a non-zero critical value of h cannot be a cycle of
length at least d′/2 or not a cycle, otherwise the monodromy of the same critical value of f1
would be a cycle of length at least d/2 or not a cycle.
We conclude that h : Y → C has no critical values besides 0, i.e. Y = C, and h(z) = zd
′
, i.e.
f = gd. This implies that the generic complete intersection curve f1 − y
d = f2 = . . . = fn = 0
in (C \ 0)n+1 has d connected components, which contradicts Part 3 of Lemma 8.
7 Generating Sn by arbitrary disjoint permutations
In this section, we prove a fundamental lemma stating that, under some appropriate conditions
on a subset of permutations, the permutation group is generated by this subset. The proof of
Theorem 4 is essentially based on this result.
Definition. We call a set of permutations a1, a2, . . . , at ∈ Sn disjoint, if for each x ∈ {1, 2, . . . , n}
there is at most one j such that aj(x) 6= x.
Lemma 9 Let a transitive subgroup G ⊂ Sn be generated by a subset Σ ⊂ Sn that contains
disjoint non-trivial permutations a1, a2, . . . , at and whose other elements are transpositions. As-
sume a1 has a fixed point x, i.e. a1(x) = x. Then G = Sn.
Remark. In the case t > 1, the existence of fixed point x is always satisfied.
Proof of Lemma 9. Each permutation aj is the product of its non-trivial cycles cj,1, cj,2, . . . , cj,kj ,
i.e. aj = cj,1cj,2 . . . cj,kj . The set of elements a cycle cj,k permutes is called a carousel. If an
element x ∈ {1, 2, . . . , n} does not belong to any carousel, we assume that it forms a virtual
14
carousel consisting of the only point x. Since permutations aj (called attractions) are disjoint,
all carousels are pairwise non-intersecting and form equivalence classes of elements. Consider
the non-directed graph Γ = (V,E) whose vertices are carousels and two carousels v1, v2 ∈ V are
connected, if there exists xj ∈ vj such that the transposition (x1, x2) belongs to Σ. Since G is
transitive, Γ is connected. Consider an arbitrary spanning tree T = (V,E′) of the graph Γ. For
each w = (v1, v2) ∈ E
′, choose a transposition aw = (x1, x2) ∈ Σ such that xj ∈ vj . We further
prove that the group G′ generated by Σ′ = {aj | j = 1, 2, . . . , t} ∪ {aw | w ∈ E′} coincides with
Sn. It would be sufficient, since G
′ ⊂ G. For convenience, we consider any permutation a ∈ Sn
and are aiming to find b ∈ G′ such that ba = e is the trivial permutation.
There exist w = (v1, v2) ∈ E
′ such that v1 is fixed under a1 and v2 is not. Informally,
we consider w as the root edge of the tree T . We prove, by induction on k, that there exist
a subtree Tk = (Vk, E
′
k) of the tree T and a permutation bk ∈ G
′ such that v1, v2 ∈ Vk,
|Vk| ≤ |V | − k, and bka(x) = x for all elements of the carousels v ∈ V \ Vk. Assume this to
be proved for some integer k < n − 2. Consider an arbitrary leaf v0 ∈ Vk \ {v1, v2} of the tree
Tk, v0 = {x1, x2, . . . , xl}. Take an arbitrary x = xj . There exists a path u1, u2, . . . , un1 = v1
from the carousel u1 ∋ y := bka(x) to the carousel v1 and a path un1+1, un1+2, . . . , un1+n2
from v2 = un1+1 to v0 = un1+n2 in the tree Tk. There exist integer d1, d2, . . . , dn1+n2 such
that b′′x(y) = x, where b′′x = a
dn1+n2
un1+n2
an1+n2−1,n1+n2 . . . ad3u3a23a
d2
u2
a12a
d1
u1
, auj ∈ Σ
′ denotes the
attraction that moves the carousel uj and aj,j+1 is a transposition of two elements of carousels
uj , uj+1. We aim to build bk+1 in the form bk+1 = . . . b
′′
xbk, however, b
′′
x may move some elements
of
⋃
v∈V \V ′ v, which is not appropriate. Denote by I = {j | auj = a1} the subset of carousels
whose attraction is a1. Consider
b′x := a
dn1+n2
un1+n2
an1+n2−1,n1+n2 . . . an1−1,n1

∏
j∈I
a
−dj
uj

 adn1un1an1,n1+1

 ∏
j∈{1,2,...,n1+n2}\I
a
−dj
uj

 adn1+1un1+1an1+1,n1+2 . . . a23ad2u2a12ad1u1 .
The carousel un1 is fixed under any attraction auj with j ∈ I, and the carousel un1 is fixed
under any attraction auj with j ∈ {1, 2, . . . , n1 + n2} \ I, since it can be moved only by a1.
Therefore, b′x(y) = b′′x(y) = x. On the other hand, b′x(z) = z for any z ∈
⋃
v∈V \Vk v, since any
such z is fixed under aj,j+1, j = 1, 2, . . . , n1 + n2 − 1. It is easy to see that Vk+1 := Vk \ {v0}
and bk+1 := b
′
x1
b′x2 . . . b
′
xl
bk satisfy the required conditions.
For k = n− 2, only two carousels v1, v2 are not put in order by bk. It is easy to see that the
transposition of any two elements x1 ∈ v1, x2 ∈ v2 can be generated by av1 , av2 , and a(v1,v2).
Therefore, (bka)
−1 belongs to G′ as well as any permutation supported at v1 ∪ v2. 
8 Proof of Theorem 4
Consider a generic system f = (f1, f2, . . . , fn) ∈ C
A := CA1 ⊕ CA2 ⊕ . . . ⊕ CAn . Consider the
branched covering πk : X = {f2 = f3 = . . . = fn = 0} → C given by π(x) = f1(x)/x
k. For a
generic set {fj}, a generic fiber F = π
−1
k
(c) consists of D points, where D =
∏
Aj . Consider
the group of permutations SD on F and the monodromy group Gk ⊂ SD of the covering πk.
Since SD is not solvable for |D| > 4, Proposition 2 implies Theorem 4 due to the following:
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Lemma 10 Assume there exist two integer points k0,k1 ∈ A1 such that segment [k0,k1] is
not contained in the boundary of A1. If A is reduced, then at least one of Gk0 , Gk1 coincides
with SD.
The rest of the paper is devoted to the proof of Lemma 10. As before, we use the following
corollary of Lemma 8:
Lemma 11 If A is reduced, then X is connected.
In what follows, we use the following notation for convenience. For a systemA = (A1, A2, . . . , Ak)
of subsets Aj ∈ Z
n whose Minkowski sum spans a k-dimensional sublattice L ⊂ Zn, we use∏
A =
∏k
j=1Aj for the mixed volume of the convex hulls convA1, convA2, . . . , convAk in
terms of the volume form in L. The set of primitive covectors α : Zn → Z is denoted by Z.
For a set A ⊂ Zn and a covector α ∈ Z, we use Aα for the face of A, where α|A attains its
maximal value: Aα := {x ∈ A | α(x) = maxα|A}. Moreover, we use lA(α) for maxα|A. The
proof of Lemma 10 utilizes the following well-known equality for the mixed volume of a tuple
A = (A1, A2, . . . , An): ∏
A =
∑
α∈Z
lA1(α)
n∏
j=2
Aαj . (2)
Proof of Lemma 10. Consider the set Λ of all primitive covectors β ∈ Z such that Vα :=
∏n
j≥2A
β
j
is positive. We start with the proof of the following proposition. At least one of the following
conditions holds:
1. there exists β ∈ Λ such that lA1(β) > β(k0), β(k1).
2. there exist β ∈ Λ, k2 ∈ A1, and s ∈ {0, 1} such that β(ks) > β(k2) > β(k1−s)
3. there exist β1, β2 ∈ Λ and s ∈ {0, 1} such that ks ∈ A
βj
1 for j = 1, 2 and dimA
βj
1 ≥ 1 for
at least one j.
Assume that conditions 1,2 do not hold and prove condition 3. The linear span of Λ has
dimension n. Otherwise, due to equation (2), we would have I ·
∏n
j≥2Aj = 0 for a lattice segment
I that is orthogonal to any β ∈ Λ. This would mean that some subtuple of (A2, A3, . . . , An)
has codimension not exceeding 0, which contradicts the conditions of Lemma 10. We also have∑
β∈Λ(
∏n
j≥2A
β
j )β = 0, therefore, |Λ| ≥ n+ 1 ≥ 3 (we assume that n > 1, since the case n = 1
is covered by Theorem 1, see the example after its statement). Note that, for each β ∈ Λ,
at least one of k0,k1 is not contained in A
β
1 . Indeed, if {k0,k1} ⊂ A
β
1 , then [k0,k1] ∈ A
β
1 ,
which contradicts the conditions of Lemma 10. It follows that there exists s ∈ {0, 1} and two
different β1, β2 ∈ Λ such that lβj(A1) > βj(k1−s), j = 1, 2. Since condition 1 does not hold,
we have ks ∈ A
βj
1 , j = 1, 2. Conditions of Lemma 10 imply that dimA1 > 1. Therefore there
exists k2 ∈ A1 \ {k0,k1}. Since
∑
β∈Λ(
∏n
j≥2A
β
j )β(k2 − k1−s) = 0 and the linear span of Λ
has dimension n, there exists β ∈ Λ such that β(k2 − k1−s) > 0 (β may either belong or not
belong to {β1, β2}). Since conditions 1, 2 do not hold, we have β(k2) = β(ks) = lA1(β), that is,
k2,ks ∈ A
β
1 . It follows that dimA
β
1 ≥ 1, which completes the proof of condition 3.
We choose s ∈ {1, 2} with respect to conditions 2,3 (in the case when condition 1 holds, we
choose it arbitrarily). We further denote k1−s = k, assume w.l.o.g. that ks = 0, and prove that
group G := G0 = Gks coincides with SD. Lemma 11 guarantees that the monodromy group
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G is transitive. We prove that the monodromy group G is generated by several transpositions
and several permutations a1, a2, . . . , at ∈ SD such that at least one of the following conditions
holds:
1. We have t > 1, and a1, a2, . . . , at are disjoint permutations.
2. We have t = 1 and there is at least one x such that a1(x) = x.
In both cases, Lemma 10 follows from Lemma 9.
Consider f1,λ = f1+λx
k. Let πλ : X → C be given by πλ(x) = f1,λ(x). For generic λ, there
is a correctly defined monodromy group Gλ of πλ that acts on Fλ = π
−1
λ (0). The group Gλ is
evidently isomorphic to G, and, instead of G, we will study Gλ for large values |λ| using the
following description of the bifurcation set of the covering πλ .
Consider a toric compactification M ⊃ (C \ {0})n that corresponds to the set of polytopes
convA1, convA2, . . . , convAn. For generic (f2, . . . , fn) ∈ C
A2 ⊕ . . . ⊕ CAn , the closure X ⊂ M
of the set X is transversal to M ′ := M \ (C\{0})n . There is a finite set of covectors α ∈ Λ such
that 0 ∈ Aα1 . Denote them by {α1, α2, . . . , αg} = Λ
′ ⊂ Λ. The curve X intersects the stratum
Mj :=Mαj ⊂M at Vj := Vαj points xj,1, xj,2, . . . , xj,Vj ∈Mj. For each j such that dimA
αj
1 > 0,
denote cj,k = f1,λ(xj,k) = f1(xj,k) ∈ C, k = 1, 2, . . . , Vj . For generic (f1, f2, . . . , fn), the values
cj,k do not coincide and are not equal to 0. The set of bifurcation points B ⊂ C of the covering
πλ can be represented as B = B1 ⊔ B2, where B1 contains the values cj,k for some j, k and
B2 = {c ∈ C | c is a critical value of f1,λ|X}. In particular, B1 includes B
′
1 := {cj,k | hj > 1},
where hj := mins(lαj (As) − lαj (As \ A
αj
s )) is the number of points of π
−1
λ (c) that tend to xj,k
as c tends to cj,k. If there exists j such that A
αj
1 = {0} and hj > 1, then B1 = {f1(0)} ⊔ B
′
1
(for generic {fj}, we have f1(0) 6= 0 and f1(0) 6= cj,k for any j, k). Otherwise, B1 = B
′
1. Now
we describe a set of generators of the group Gλ.
Consider a set of disjoint loops {sc : [0, 1] → C | c ∈ B} at point 0 ∈ C, where each loop
sc goes around the value c ∈ B and does not link any other bifurcation values of πλ. The
monodromy group Gλ is generated by transformations of loops sc, c ∈ B. The monodromy
transformation of a loop sc, where c ∈ B2, is a transposition. Now we show that the transfor-
mations of the loops sc, c ∈ B1, are disjoint permutations.
Consider a small enough tubular neighborhood U ⊂ M of M ′. For sufficiently large |λ|,
we have {f1,λ = 0} ⊂ U . We can show that the transformation of scj,k acts only on the
set Uj,k ∩ Fλ, where Uj,k ⊂ U is a neighborhood of xj,k and the cardinality of the set is
Hj := |Uj,k ∩ Fλ| = lA1(αj) − αj(k) = −αj(k). In fact, for sufficiently large |λ|, we have
{f1,λ = c0} ⊂ U for any c0 ∈ ∪c∈B1sc([0, 1]). This implies that the monodromy transformation
of sc permutes some hj of Hj points of Fλ ∩ Uj,k by a cycle of length hj and does not move
other points of Fλ. If |B1| > 1, Lemma 10 immediately follows now from Lemma 9.
Now assume that |B1| = 1. Denote by c the only point of B1. We will show that the trans-
formation a : Fλ → Fλ of the loop s going around c has a fixed point. Denote αj1 , αj2 , . . . , αjt
all covectors γ ∈ Λ such that {fγ1 − c = f
γ
2 = . . . = f
γ
n = 0} has a solution in (C∗)n, where fγj
is the part of the Laurent polynomial fj formed by monomials corresponding to integer points
of Aγj (note that t = 1, if c 6= f1(0)). The number of points that are not fixed under a can be
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estimated from above by
t∑
s=1
hjsVjs ≤
t∑
s=1
HjsVjs =
t∑
s=1
(lαjs (A1)− αjs(k))
n∏
p=2
A
αjs
p ≤
∑
β∈Λ
(lβ(A1)− β(k))
n∏
j=2
Aβj =
=
∑
β∈Λ
lβ(A1)
n∏
j=2
Aβj −
∑
β∈Λ
β(k)
n∏
j=2
Aβj =
∑
β∈Λ
lβ(A1)
n∏
j=2
Aβj =
n∏
j=1
Aj = |Fλ|.
(3)
In the case when condition 2 holds, the first inequality is strict. In the cases when one of the
conditions 1,3 holds, the second inequality is strict. In any case, we have
∑t
s=1 hjsVjs < |Fλ|,
therefore, there is a fixed point of a and Lemma 10 follows from Lemma 9. 
References
[1] C. D’Andrea, M. Sombra, A Poisson formula for the sparse resultant, Proceedings of the
LMS 110 (2015) pp. 932–964, arXiv:1310.6617.
[2] D. N. Bernstein, The number of roots of a system of equations, Functional Anal. Appl. 9
(1975), N. 3, pp. 183–185.
[3] E. Cattani, M. A. Cueto, A. Dickenstein, S. Di Rocco, B. Sturmfels, Mixed discriminants,
Math. Z. 274 (2013), pp. 761-778, arXiv:1112.1012.
[4] A. Esterov, The discriminant of a system of equations, Adv. Math. 245 (2013) 534–572,
arXiv:1110.4060.
[5] A. Esterov, Newton polyhedra of discriminants of projections, Discrete Comput. Geom., 44
(2010) 96–148, arXiv:0810.4996.
[6] A. Esterov, G. Gusev, Systems of equations with a single solution, J. of Symb. Comput.,
68 (2015), pp. 116-130, arXiv:1211.6763.
[7] S. M. Gusein-Zade, I. Luengo and A. Melle-Hernandez, Partial resolutions and the zeta-
function of a singularity, Comment. Math. Helv., 72 (1997), 244–256.
[8] C.Haase, G. M. Ziegler, On the Maximal Width of Empty Lattice Simplices, European
Journal of Combinatorics 21 (2000) 111–119.
[9] G. A. Jones, Primitive permutation groups containing a cycle, Bull. Aust. Math. Soc. 89
(2014), 159–165, arXiv:1209.5169.
[10] A. G. Khovanskii, Newton polytopes and irreducible components of complete intersections,
Izvestiya: Mathematics (2016).
[11] A. G. Khovanskii, Topological Galois theory, Springer Monographs in Mathematics,
Springer, 2015.
[12] Y. Matsui, K. Takeuchi, Milnor fibers over singular toric varieties and nearby cycle sheaves,
Tohoku Math. J. (2) 63 (2011) 1–147, arXiv:0809.3148.
18
[13] B. Sturmfels, The Newton polytope of the resultant, J. Alg. Combinatorics 3 (1994), 207–
236.
[14] J. F. Ritt, Prime and composite polynomials, Trans. Amer. Math. Soc. 23 (1922), 51–66.
19
