ABSTRACT. The aim of this paper is to present a Korovkin-type approximation theorem on the space of all continuous real valued functions on any compact subset of the real two-dimensional space by using a A-summation process. We also study the rates of convergence of positive linear operators with the help of the modulus of continuity.
Introduction
The study of the Korovkin type approximation theory is an area of active research, which deals with the problem of approximating a function by means of a sequence of positive linear operators. Most of the classical approximation operators tend to converge to the value of the function being approximated. However, at points of discontinuity, they often converge to the average of the left and right limits of the function. The main purpose of using summability theory has always been to make a nonconvergent sequence converge. Some results regarding matrix summability for positive linear operators may be found in the paper [1] , [2] , [14] .
In this paper we give a Korovkin-type approximation theorem on the space of all continuous real valued functions on any compact subset of the real twodimensional space by using a A-summation process. Also we study the rates of convergence of positive linear operators with the help of the modulus of continuity.
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SEVDA KARAKUŞ -KAMİL DEMİRCİ
A double sequence x = {x m,n } m,n∈N is convergent in Pringsheim's sense if, for every ε > 0, there exists N = N (ε) ∈ N such that |x m,n − L| < ε whenever m, n > N . In this case L is called the Pringsheim limit of x and is denoted by P -lim x = L (see [12] ).
If there exists a positive number M such that |x m,n | ≤ M for all (m, n) ∈ N 2 = N × N, then x = {x m,n } is said to be bounded. Note that in contrast to the case for single sequences, a convergent double sequence need not to be bounded.
provided the double series converges in Pringsheim's sense for every (j, k) ∈ N 2 . We say that a sequence x is A−summable to l if the A -transform of x exists for all j, k ∈ N and convergent in the Pringsheim's sense i.e., 
In summability theory, a two-dimensional matrix transformation is said to be regular if it maps every convergent sequence in to a convergent sequence with the same limit. The well-known characterization of regularity for two dimensional matrix transformations is known as Silverman-Toeplitz conditions (see, for instance, [5] ). In 1926, Robison [13] presented a four dimensional analog of the regularity by considering an additional assumption of boundedness. This assumption was made because a double P -convergent sequence is not necessarily bounded. The definition and the characterization of regularity for four dimensional matrices is known as Robison-Hamilton conditions, or briefly, RH-regularity. (see, [6, 13] ) Recall that a four dimensional matrix A = [a j,k,m,n ] is said to be RH-regular if it maps every bounded P -convergent sequence into a P -convergent sequence with the same P -limit. The Robison-Hamilton conditions state that a four dimensional matrix A = [a j,k,m,n ] is RH-regular if and only if 
j,k,m,n be a sequence of four-dimensional infinite matrices with non-negative real entries. For a given double sequence of real numbers, x = {x m,n } is said to be A-summable to l if
uniformly in i and l. If A (i,l) = A, four-dimensional infinite matrix, then A-summability is the A-summability for four-dimensional infinite matrix.
Some results regarding matrix summability method for double sequences may be found in the papers [10] , [11] , [15] . Now let A = [a j,k,m,n ] be a non-negative RH-regular summability matrix, and let K ⊂ N 2 . Then, a real double sequence x = {x m,n } is said to be A -statistically convergent to a number L if, for every ε > 0,
where
In this case we write st
sequence is A-statistically convergent to the same value but the converse does not hold true.
We should note that if we take A = C(1, 1), which is the double Cesáro matrix, then C(1, 1)-statistical convergence coincides with the notion of statistical convergence for double sequence, which was introduced in [7, 9] . Finally, if we replace the matrix A by the identity matrix for four-dimensional matrices, then A-statistical convergence reduces to the Pringsheim convergence.
A Korovkin type theorem
The space of all continuous real valued functions on a compact subset D of R 2 , the real two-dimensional space is denoted by C (D). This space is equipped with the supremum norm
where it is assumed that the series in (2.1) converges for each i, l, j, k ∈ N and f . In [3] we have studied conditions so that
In this paper, we establish a theorem of the Korovkin type with respect to the convergence behavior (2.1) for a double sequence of positive linear operators of C (D) into itself. So the results of type (2.1) are extensions of type (2.2).
Let {L m,n } be sequence of positive linear operators of C (D) into itself such that sup
which is well defined by (2.3) and belongs to C (D). Then Volkov [17] obtained the following Korovkin theorem.
Ì ÓÖ Ñ 2.1º Let {L m,n } be a sequence of positive linear operators acting from
if and only if
A-statistical analog of Theorem 2.1 [4] can be given as follows.
Ì ÓÖ Ñ 2.2º Let {L m,n } be a sequence of positive linear operators acting from
If we replace the matrix A in Theorem 2.2 by the Cesáro matrix C (1, 1) , we immediately get the statistical Korovkin result. Now we give the following generalization by using a A-summation process.
be a sequence of four-dimensional infinite matrices with non-negative real entries so that
Let {L m,n } be a sequence of positive linear operators acting from
= 0 uniformly in i and l (2.5)
if and only if 
P r o o f. Since each f r ∈ C (D), (r = 0, 1, 2, 3), the implication (2.5) =⇒(2.6) is obvious. Suppose now that (2.6) holds. Then, since f ∈ C (D), then for every ε > 0, there exists a number δ > 0 such that |f (u, v) − f (x, y)| < ε holds for all (u, v) ∈ D satisfying |u − x| < δ and |v − y| < δ. Let
Thus we may write that
where χ D denotes the characteristic function of the set D and M := f C(D) . Observe that
Combining (2.7) with (2.7) we have
for all u, v, x, y. Now using the linearity and the positivity of the operators L m,n and considering inequality (2.8) and (2.4) , we obtain
.
Using (2.6) and by taking limit as j, k → ∞, we obtain the desired result.
If we take A (i,l) = I, I being the four-dimensional identity matrix, then we immediately get Theorem 2.1. + α m,n ) B m,n (f ; x, y) where {B m,n } is the Bernstein polynomials of two variables defined on C (D) by
(see [16] ) and (α m,n ) is a double sequence defined by α m,n = (−1) m+n .
A double sequence x = {x m,n } of real numbers is called almost convergent to a limit s if
that is, the average value of {x m,n } taken over any rectangle
tends to s as both p and q tend to ∞, and this convergence is uniform in j and k.
Now assume that
is a sequence of four-dimensional infinite matrices defined by a
j,k,m,n = 0 otherwise. In this case A-summability method reduces to almost convergence of double sequences introduced by Móricz [8] . Observe that (α m,n ) is almost convergent to zero, but it is not convergent in Pringsheim's sense. Also (α m,n ) is not statistically convergent.
We get
Hence, for the double sequence {T m,n }, since (α m,n ) is almost convergent to zero, we conclude that {T m,n } satisfy the conditions of Theorem 2.3. Also, since (α m,n ) is not convergent in Pringsheim's sense and statistical sense, {T m,n } is not satisfy Theorem 2.1 and Theorem 2.2.
Rates of convergence
In this section we study the rates of convergence of a sequence of positive linear operators mapping C (D) into itself with the help of the modulus of continuity.
Let f ∈ C (D). Then the modulus of continuity of f , defined to be
It is easy to see that, for any c > 0 and all f ∈ C (D)
where [c] is defined to be the greatest integer less than or equal to c. Then we have the following result.
Let {L m,n } be a sequence of positive linear operators acting from C (D) into itself. Assume that (2.3) and the following conditions hold:
w (f ; δ) = 0, uniformly in i and l,
uniformly in i and l, where δ := δ
uniformly in i and l.
P r o o f. Let (x, y) ∈ D and f ∈ C (D) be fixed. Using the linearity and the positivity of the operators L m,n , for all (m, n) ∈ N 2 and any δ > 0, we have where K = max {2, f }. Letting j, k → ∞ and using (i), (ii) and (iii) the proof is completed.
