Abstract. Let A and B be arbitrary sets with at least two elements. The arity gap of a function f : A n → B is the minimum decrease in its essential arity when essential arguments of f are identified. In this paper we study the arity gap of polynomial functions over bounded distributive lattices and present a complete classification of such functions in terms of their arity gap. To this extent, we present a characterization of the essential arguments of polynomial functions, which we then use to show that almost all lattice polynomial functions have arity gap 1, with the exception of truncated median functions, whose arity gap is 2.
Introduction
Current research in many-valued logic and computer science led to investigations in the theory of essential variables in several directions concerning, in particular, the distribution of values of functions whose variables are all essential (see, e.g., [9, 24, 28] ), the process of substituting variables for constants (see, e.g., [3, 4, 19, 24, 25] ) and the process of substituting variables for variables (see, e.g., [6, 10, 24, 27] ).
The latter line of study goes back to the 1963 paper by Salomaa [24] who considered the following problem: How is the number of essential variables of a given finite function f affected when variables of f are identified? The minimum decrease in the number of essential variables of f when essential variables are identified is referred to as the arity gap of f . Using a result by Salomaa [24] concerning the substitution of variables for constants, it was shown that the arity gap of any function f : A n → B is at most |A| (see [6] ). Salomaa [24] provided examples of functions meeting this upper bound. Willard [27] improved this upper bound showing that the arity gap of f is at most 2 whenever f has more than |A| essential variables.
The upper bound |A| on the arity gap of f : A n → B tells us that, even though we cannot hope to fully classify functions according to their arity gap, such a complete classification may be achieved by imposing certain conditions on the functions considered. One approach is to focus on finite functions, i.e., to require that A is finite. In this setting, several efforts have been made in this direction (see, e.g., [1, 16, 27] ) which culminated in a complete classification of finite functions according to their arity gap (see [7] ). Another approach is to focus on specific classes of functions while allowing arbitrary domains.
In this paper, we take the latter approach and study the arity gap of polynomial functions over bounded distributive lattices. In Section 2, we recall the basic notions needed throughout the manuscript and present the classifications of functions with Boolean variables according to their arity gap as given in [6] and [7] . In Section 3, we focus on polynomial functions over arbritary bounded distributive lattices. We start by recalling canonical representations of polynomial functions over bounded distributive lattices as obtained by Goodstein [14] , and which we then use to describe the essential arguments of polynomial functions. The complete classification of polynomial functions according to their arity gap is given in Subsection 3.2, Theorem 6, which asserts that the only polynomial functions having arity gap 2 are the truncated median functions, i.e., functions of the form (a ∨ median) ∧ b.
All other polynomial functions have arity gap 1.
Basic notions and preliminary results
Let A and B be arbitrary sets with at least two elements. By a B-valued function on A we mean a mapping f : A n → B for some positive integer n, called the arity of f . If B = A, we refer to these functions as operations on A. A typical example is the i-th n-ary projection, that is, the mapping (a 1 , . . . , a n ) → a i , denoted by x (n) i , or simply by x i when the arity is clear from the context. Operations on the twoelement set {0, 1} are called Boolean functions. If A = {0, 1} and B is an arbitrary set, not necessarily equal to {0, 1}, we refer to such functions as pseudo-Boolean functions.
2.1. Essential arity and arity gap. Let f be an n-ary B-valued function on A. For 1 ≤ i ≤ n, the i-th variable is said to be essential in f , or f is said to depend on x i , if there are elements a 1 , . . . , a n , b ∈ A such that f (a 1 , . . . , a i−1 , a i , a i+1 . . . , a n ) = f (a 1 , . . . , a i−1 , b, a i+1 , . . . , a n ).
The number of essential variables in f is called the essential arity of f , and it is denoted by ess f .
We say that a function f : A n → B is obtained from g : A m → B by simple variable substitution, or f is a simple minor of g, if there is a mapping σ : {1, . . . , m} → {1, . . . , n} such that
If σ is not injective, then we speak of identification of variables. If σ is not surjective, then we speak of addition of inessential variables. If σ is a bijection, then we speak of permutation of variables. For indices i, j ∈ {1, . . . , n}, i = j, the function f i←j : A n → B obtained from f : A n → B by the simple variable substitution
The simple minor relation constitutes a quasi-order ≤ on the set of all B-valued functions of several variables on A which is given by the following rule: f ≤ g if and only if f is obtained from g by simple variable substitution. If f ≤ g and g ≤ f , we say that f and g are equivalent, denoted f ≡ g. If f ≤ g but g ≤ f , we denote f < g. It can be easily observed that if f ≤ g then ess f ≤ ess g, with equality if and only if f ≡ g. For background, extensions and variants of the simple minor relation, see, e.g., [2, 5, 8, 12, 13, 17, 18, 21, 26, 30] .
For f : A n → B with ess f ≥ 2, we denote ess < f := max g<f ess g, and we define the arity gap of f by gap f := ess f − ess < f . It is easily observed that gap f = min
where i and j range over the set of indices of essential variables of f . Since the arity gap is defined in terms of essential variables and since every B-valued function on A is equivalent to a function all of whose variables are essential, we will assume without loss of generality that the functions f : A n → B whose arity gap we consider are essentially n-ary.
The arity gap of f is clearly at least 1, and it can be as large as the number of essential variables of f , as illustrated by the following example due to Salomaa [24] . Let A be a finite set with k elements (k ≥ 2), and consider the operation f :
It is clear that f depends on all of its k variables, but whenever any pair of its variables is identified, the resulting function is a constant function, having no essential variables. Therefore, the arity gap of f is k. Thus, in order to classify all B-valued functions on A according to their arity gap, we need to impose certain conditions on the functions being considered. One of such approaches requires that the functions are finite, i.e., that A is finite. Partial results concerning the arity gap of finite functions were provided in [1, 16, 27] , and a general classification of finite functions according to their arity was given in [7] . In the next subsection, we present such a characterization in the particular case of functions with Boolean variables.
The arity gap of functions with Boolean variables. It is well-known that every Boolean function f : {0, 1}
n → {0, 1} is represented by a unique multilinear polynomial over the two-element field, the so-called Zhegalkin (or Reed-Muller) polynomial of f [20, 22, 29] .
Theorem 1 ([6]). Let f : {0, 1}
n → {0, 1} be a Boolean function with at least two essential variables. Then the arity gap of f is 2 if and only if f is equivalent to one of the following functions:
(1)
where c ∈ {0, 1}. Otherwise the arity gap of f is 1.
This complete classification of Boolean functions according to their arity gap in turn leads to the classification of pseudo-Boolean functions.
Theorem 2 ([7]). For a pseudo-Boolean function f : {0, 1}
n → B, n ≥ 2, which depends on all of its variables, gap f = 2 if and only if f satisfies one of the following conditions:
(1) n = 2 and f is a nonconstant function satisfying f (0, 0) = f (1, 1),
where g : {0, 1} → B is injective and h : {0, 1} n → {0, 1} is a Boolean function with gap h = 2, as listed above. Otherwise gap f = 1.
The arity gap of lattice polynomial functions
In this section we study the arity gap of certain lattice functions, namely, the so-called polynomial functions. Throughout this section, let L denote an arbitrary bounded distributive lattice (possibly infinite) with lattice operations ∧ and ∨, and with least and greatest elements 0 and 1, respectively. We denote by the associated lattice order. For general background in lattice theory we refer the reader to, e.g., Davey and Priestley [11] , Grätzer [15] and Rudeanu [23] .
3.1. Polynomial functions over bounded distributive lattices. By a (lattice) polynomial function we mean a map f : L n → L which can be obtained by composition of the binary operations ∧ and ∨, the projections, and the constant functions. If constant functions are not used, then such polynomial functions are usually referred to as term functions. Note that polynomial functions are order-preserving, that is, f (a) f (b) whenever a b. Moreover, the class of polynomial functions on a lattice L is closed under formation of simple minors.
As shown by Goodstein [14] , polynomial functions over bounded distributive lattices have very neat normal form representations. Let [n] := {1, . . . , n}. A lattice expression of the form (1)
where the coefficients a I (I ⊆ [n]) are elements of L, is said to be in disjunctive normal form (DNF ). A function f : L n → L has a DNF representation, if there is an expression of the form (1) which explicitly specifies f . For instance, the median function is represented in DNF by
Let 2
[n] denote the set of all subsets of [n]. For I ⊆ [n], let e I be the characteristic vector of I, i.e., the n-tuple in L n whose i-th component is 1 if i ∈ I, and 0 otherwise. Note that the mapping α : 2
[n] → {0, 1} n given by α(I) = e I , for every I ∈ 2 [n] , is an order-isomorphism.
f (e I ) ∧ i∈I x i .
Remark 1. Observe that, by Proposition 3, every polynomial function f : L n → L is uniquely determined by its restriction to {0, 1} n .
Remark 2. Since every lattice polynomial function is order-preserving, we have that the coefficients in (2) are monotone increasing, i.e., f (e I ) f (e J ) whenever I ⊆ J. Moreover, a function f : {0, 1} n → L can be extended to a polynomial function over L if and only if it is order-preserving.
Classification of lattice polynomial functions in terms of arity gap.
In this subsection, we will make use of Theorem 2 to obtain a complete classification of lattice polynomial functions in terms of arity gap. We shall need the following auxiliary results.
Proposition 4. Let L be a bounded distributive lattice and let f : L n → L be a polynomial function. Then for each j ∈ [n], x j is essential in f if and only if there exists a set J ⊆ [n] \ {j} such that f (e J ) < f (e J∪{j} ).
Proof. Clearly, the condition is sufficient. To show that it is also necessary, assume that for all J ⊆ [n] \ {j}, we have that f (e J ) = f (e J∪{j} ). Consider the DNF representation of f as given by equation (2) . Then for every J ⊆ [n] \ {j}, the term f (e J ∪ {j}) ∧ i∈J∪{j} x i is absorbed by the term f (e J ) ∧ i∈J x i . Hence, f has a representation with no occurrence of x j , and it is thus clear that f does not depend on x j .
Using the description of the essential variables of polynomial functions given in Proposition 4, every polynomial function f : L n → L has the same essential arity as the restriction of f to {0, 1} n .
Proof. If x j is essential in f ′ , then there exist elements a 1 , . . . , a n , a
n , we have that x j is essential in f . If x j is essential in f , then, by Proposition 4, there exists a set J ⊆ [n] \ {j} such that f (e J ) < f (e J∪{j} ). Since f ′ = f | {0,1} n , we conclude that x j is essential in f ′ .
Note that from Proposition 5, it follows that the arity gap of a polynomial function f coincides with the arity gap of its restriction f | {0,1} n . In other words, the classification of polynomial functions with respect to their arity gap, reduces to that of pseudo-Boolean functions. From Theorem 2, we obtain the following explicit classification of polynomial functions.
Theorem 6. Let L be a bounded distributive lattice and let f : L n → L be a polynomial function with at least two essential variables. Then gap f = 2 if and only if there are elements a, b ∈ L such that a < b and
Otherwise, gap f = 1.
Proof. As observed above, the arity gap of a polynomial function f : L n → L is completely determined by its restriction f ′ := f | {0,1} n . By Theorem 2, the arity gap of f ′ is either 1 or 2. If f is of the form (3), then we clearly have that gap f = 2. For the converse, assume that gap f = 2. Since f ′ is order-preserving, then using Theorem 2 and ruling out the functions that are not order-preserving, we have that 
