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Co1nputer Center News Dean's Corne1· - Reflections 
This issue has something for everyone and nll com-
puting interests - and, could save you money! 
I have recently completed turnover to Prof. Jaya-
chandran; who will be Acting Dean until a perma-
nent replacement can be named. He has convinced 
Prof. Schoenstctd t to help out as Acting Associate 
Dean. I wish them the bes t of luck and hope that 
their primary task tu sei'lrch for successors is active 
and fruitful. 
For high-performance computing, the excitement of 
the installation of an 8-cpu, 2 GB CRAY Y-MP / EL 
supercomputer and high-speed links to the back-
bone and the multi-vendor graphics wor~tatiuns in 
the Visualization Lab. 
Fur workstation users, the installation of 92 Sun 
SPARC 10 Mod 41s distributed throughout the 
campus, the chance to use and compare high-perfor-
mance SGI, HP, Sun, DEC and Mac workstations in 
Upon reflection, the three years went by quickly and 
I look forward to returning to instruction and re-
search. I origir.ally accepted the Dean' s i:osition 
because it afforded an unparalJeled opportunity to 
the Vis Lab and information on the 
cost-saving sofh,•are support agree-
ments we now have with SGJ, Sun, 
and IBM. 
Fur network users (i .e., all of us), 
simplification of campus mail ad-
dresses, the structured wiring of 
Glasgow Hall, and hints on access-
ing Milnet and Internet via T ACs 
when you are away from the School. 
And for mainframe users, the abili-
ty to access the Knox Library's cata-
log· from your office, the introduc-
tion of RACF for MVS security, and 
annual use statistics; 
and other regular features and some 
informational pieces such as how to 
avoid Repetitive Stress Injury 
caused by poor keyboard use. 
Doug Williams, Director 
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make a positive impact on the 
School's ability to provide a better 
information technology supporting 
infrastructure. Without the support 
of the Provost, Admiral West, other 
line managers, and my dedicated 
staff it would have been impossible 
to alter the institution's inertia. I'm 
not sure but I think we were able 
to move the rudder a little on this 
ship. 
It has also been a time of unprece-
dented change in the way the Navy 
and Department of Defense ap-
proaches the management of infor-
mation technology. The root prob-
lem of an antiquated and unrespon-
sive acquisition process (mostly a 
system problem, not local!) re-
mained untouched by every layer 
of leadership. Many new initiatives 
werr. put in place to consolidate 
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management of IT resources that cross conventtonal 
military service boundaries. New commands, new 
rule~, new responsibilities and new restrictions are 
the norm. We must be alert to insure that those 
changes do not restrict our ability to continuously 
improve our education quality. Information technol-
' l ~ ogy can, in a ma1or way, leverage future reductions 
in budget and manpower to sustain and improve 
our product. 
As 1 consider re-focusing myself toward supporting 
my own teaching load and a research program, I 
will likely do things a bit differently than before. I 
will pay more attention to the infrastructure. It is 
more important, for example, that I am able to com-
municate electronicttlly both internally and external-
ly than it is that I ha\'e the newest electronic offer-
ing nn my desk. If I can gain access to existing in-
formation or tht· latest electronic offering via the 
network, I may be able to more intelligently spend a 
shrinking resource base. Resources that support the 
communication infrastructure must take precedence 
over single lab or single department issues. Depart-
ments and individuals must learn to leverage that 
infrastructure to improve their programs without 
duplicate resourcing. 
What will I dn differently? I will try to retain access 
to the administrative LAN and knowing that we 
have not resourced any centralized growth strategy 
for that LAN, will try to pay my own way and con-
vince others to do the same. It is time for us to be-
come better IT citizens. We need to begin to recog· 
nize the cost of access to information and the cost of 
the IT infrastructure. 1t never has been free, its costs 
were just hidden. The LAN provides access to the 
broadest base of campus support and administrative 
information. It is likely to grow significantly in 
importance and usefulness as it becomes more 
"seamless" and has a broader membership. I will 
also ask for classroom support from Leaming Re-
source Centers so that my classes will become more 
technologically relevant. I will forward recommen-
dations for improvement to relevant managers. And 
finally, I will continue to write a column for CJS 
Bulletin. A "View from the trenches" kind of per-
spective, perhaps. Look for me next issue. 
Barry Frew 
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Supercomputing 
CRAY Y-MPIEL Installed 
By the time this Bulletin is published we should 
have installed a CRAY Y·Mr /EL system in the Cen-
ter, ln-135. It is due to arrive here around 10 Feb, 
and should take no more than 24 hours to install. 
Late on Christmas Eve we succeeded in placing the 
order for the system, which is marketed by DEC for 
Cra) Research. This acquisitil,.l culminated a lot of 
hard work by Center's staff and faculty members on 
the High-Performance Computing Committee under 
Prof. Russ Elsberry (Meteorology). Special thanks go 
to the Department of Aeronautics, whose close re-
search ties with NASA (Ames) through the Joint 
Navy-NASA Institute of Aeronautics (Prof. Max 
Platzer, Director) allowed us to purchase the system 
from existing NASA contracts. Th-! Y-.vH' represents 
an exciting addition to the School's Unix environ-
ment, particularly so to users with numerically-in-
tensive research programs. 
The initial system will have 4 CPUs (133 Mflops per 
cpu), 1 Gigabyte RAM and approximately 50 GB on 
high-speed disks-all packaged within a cabinet, 
S'w x S'd x S'h, resembling a large jukebox. In June, 
1993 an additional 4 CPUs and 1 Gigabyte RAM will 
be added. The Y-MP /EL is the smallest member of 
the Y-MP supercomputer family, the EL standing for 
Entry Level. It is software-compatible with the larg-
er systems, allowing School users of external CRAY 
supercomputers to do pre- and post-processing runs 
here on-campus. Our Y-MP /EL will run UNI COS 
(CRA Y's Unix) and be attached to the campus back-
bone network initially at 10 Mbps Ethernet speed, 
and to the Visualization Laboratory by a 100 Mbps 
FOOi link. Initial software support includes FOR-
TRAN, Standard C, C++, TCP /IP, CVT (CRAY Visu-
alization Toolkit), and IRIS Explorer. The compilers 
offer automatic vectorization and parallelization. 
The initial guidelines for the operation and man-
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~ 1g ~roup. Additional details of the system and of 
these guidelines will be published soon. 
Doug Williams, Director 
0 f Workstation News 
Here Conte the Sun(s) 
c 
The Center recently took delivery of 92 Sun SPARC 
10 workstations. Of these, 45 have been distributed 
to the academic departments. The remaining 47 will 
be installed in open clusters for general student and 
faculty use and for scheduled classes. The worksta-
tions are all identical: SPARC 10 Model 30 (to be 
upgraded at no charge to Model 41 in June), with 64 
MB RAM, two 424 MB SCSI disks, 1.44 MB 3.5 inch 
floppy, 19 inch color monitor and equipped with GS 
24-bit. true-color Graphics Accelerator (3-D solids). 
Each system is licensed to run SOLARlS 2.0 with 
Fortran, C, C++, Pascal, XGL and PHIGS. Software 
maintenance and support will be provided under 
the ScholarPac agreement that the Center has ar-
ranged with Sun (see below for details). 
The following table shows some performance data 
for the Sun SPARC 10 Models 30 and 41 and the HP 
730 for comparison. 
Mips Mflops1 Int2 f p3 
Sun 30 86.1 10.6 44.2 52.9 
Sun 41 96.2 17.2 52.6 64.7 
HP730 76.7 23.7 48.1 76.8 
1. Double precision floating point. 
2. Standard Performance Evaluation Corporation 
(SPEC) - geometric mean of normalized values of 
6 real-world integer applications (SPECint 92). 
3. Geometric mean of normalized values of 14 real-
world floating-point applications, 5 of which are 
single-precision (SPECfp 92). 
Doug Williams 
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Additions to the Vis Lab 
New workstations have been added to the comple-
ment of SCI machines in the Visualization Lab. 
Their names, types, and status on the network (as of 
press time) are shown in the table below. 
~ ~ 
dubhe RP 730 work•tation 
me;rez Sun SPARCatation 10 
alkaid Hae Quadra 700 
phecda DEC DEC•tation 5000 
Status 
R•ady for uae 
Ready for uae 
Ready for u•e 
B•ing configured 
All of the Unix machines (everything but the Mac) 
are in the VisLab NlS domain. This means that if 
you already have an account in the Vis Lab, then 
you also have an account on these machines. Fur-
thermore, your home directory will be the same on 
all of the machines. For this reason, you'll have to 
remember which machine a program was compiled 
on. A program compiled on the HP (dubhe), for 
instance, will not execute on an SCI (alioth, merak, 
alcor, or mizar). However, data files stored in your 
home directory, or in one of the work or scratch 
areas, can be read from the various machines. New 
startup files (.login and .cshrc) are being developed 
to facilitate logging into the various machines. This 
will also allow easier integration of the new CRAY 
Y-MP /EL machine into the Vis Lab domain. If you 
want to start using these new startup files, copy 
them to your home directory from their location in 
/home. (I advise making backup copies of your 
existing .Jogin and .cshrc in case you have made any 
changes to your path or environment.) 
The HP 730 workstation was purchased off the 
Navy's TAC3 contract and is identical to the 20 ma-
chines located in one of Glasgow Hall's Leaming 
Resource Centers (LRC). Initial tests with an aerody-
namics application in Fortran show that this ma-
chine is more than twice as fast as a single processor 
on the SGI 380 VGX (alioth.cc). NCAR graphics, xv, 
and SDSC Image tools have been installed. Gnu 
emacs, Fortran and an ANSI C compiler are also 
available. Requests for other software applications 
are also being considered; send e-mail to 
mccann@nps.navy.mil 
-3-
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with your suggestions. 
The Sun SPARC 10 Model 30 is installed with Sol-
ari!: 2.1 (Sun's implementation of Unix SVR4}; it' ~ 
one of the 92 machines purchased by the Computer 
Center. We have loaded Solaris 2.1 on this machine 
because it is more compatible with the AT&T Oavors 
of Unix already in the Vis Lab, and also because it 
will fulfil) one of the Vis Lab's purposes by aJJowing 
users to test applications on this machine before 
upgrading their own machines to Solaris 2.1. It will 
be loaded with the Scholarrac software which in-
cludes Fortran and C++. 
Tht• Macintosh Quadra 700 is identical t0 those 
being installed in one of Glasgow Hall'!> LRCs. It's 
for file transfer to and from the Unix machines, 
doing animation~, and "dtlCtnring up" images before 
printing them to the Lab's color printers. 
The DECstation 5000 will have a 100 Mbps FDDI 
link t0 the CRAY Y-MP/ EL, and will in the future 
ha\'e the Iris Explorer software, which will al10w 
interacti\'e visualizations of simulations run on the 
CRAY. 
To get an account in the Vis Lab, come by Mike 
McCann's office On-102a) and fill out an account 
request form. 
Mike McCa1111 
Software Support Agreenients 
The Computer Center and the Computer Science De-
partment have arranged with major workstation 
manufacturers for core software support, to include 
not just the machines we were buying, but a11 sys-
tems on campus. Apart from being a great conve-
nience to users, making it easy to acquire the manu-
facturer's core software, it greatly reduces the cost 
of ownership of workstations and the total opera-
ting and maintenance cost to the School. So far ar-
rangements have been made with SGJ, Sun, and 
IBM-the big three on campus. Some details are 
provided below on the software supported under 
each program. 
Each program offers special rates to qualifying insti-
tutes of higher education. All involve the payment 
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of a subscription fee covering a collection of pro-
grams. The School has certain obligations-to pro-
vide first-line support at an on-campus Technical 
Assistance Center with 2-3 technical experts to act as 
a filter and a conduit to the vendors. 




Development Option ODO) incl. C, 
source debugger, GL, PostScript, 
Windows X11, Motif, Fortran, C++, 
Pascal, Image Vision Library 
NPS Contacts: Hank Hankins (CS) x 2378 
License: 
Mike McCann (51) x 2752 In-102A 
100 systems 
Manuals: SO'H list price 
Sun Microsystems 
Program: Scholar Pac 
Core Software: Fortran, C, C++, Pascal, XGL, 
PHIGS 
NPS Contacts: Joc1y Sc hi vley (51} x 3432 ln-110 




unlimited copying rights 
IBM (RS/6000) 
Program: HESC (Higher Education Software 
Consortium) 
Core Software: AIX (IBM's Unix), Fortran, Pascal, 
Ada, PHIGS, 3278/79 emulation, PC 
emulation 
NPS Contacts: Jim Hart (51) x 2574 ln-163 
Doug Williams (51) x 2572 In-130 
License: Unlimited, although some products 
have nominal distribution charges. 
Doug Williams 
Mainframe News 
VM Access Change 
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'~ 111 begin accessing VM via a different software 
network interfac~, called Virtual Telecommunica-
tion5 Access Method (VTAM). This will allow access 
to other network services, including the Kno)r. Li-
brary's BOSUN Online Catalog System. (See later 
item.) So, if you see "Naval Postgraduate School" 
(instead of the large VM /XA NA VPGS letters) on 
your VM terminal, your terminal has been defined 
as a VT AM terminal, and to access VM, you would 
type 
VM 
under the "Naval Postgraduate School" line. 
To exit frnm VM and return tfl the "Naval Postgrad· 
uat<.• ~rlwnl" line (to acces~ the other network servic-
es), lognff of VM and type 
VMEXIT 
at the Command line on the bottom of the VM/XA 
logon screen. 
Dave Nonna11 
Library Catalog Access Front VM 
The Knox Library's online catalog can now be ac-
cessed from any IBM 327X-type terminal that is 
connected to VTAM (see announcement on VT AM 
in this bulletin). To access the online catalog, enter 
the command BOSUN at the VT AM prompt (NA-
VAL POSTGRADUATE SCHOOL - xx). The next 
screen presented will be the BOSUN banner; clear 
this screen with the 327X CLEAR key, then enter the 
command LUXI which wiJJ bring up the first catalog 
query screen. At this point the online catalog may 
be accessed in the same fashion as it is from the 
public terminals in Knox Library. 
When finished, press the CLEAR key to return to 
the initial BOSUN query screen, and dear the query 
screen by pressing the CLEAR key again. Then, 
from a totally blank screen, enter the command 
CSSF LOGOFF which will return the terminal to the 
VT AM prompt. 
Access to the Knox Library catalog from networked 
attached workstations and other TCP /IP hosts will 
be available as soon as a new TCP /IP to IBM SNA 
network interface is purchased and installed. 
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Please note that questions concerning anything past 
the initial BOSUN banner screen should be directed 
to Doug Gould (x 3342, Knox Library Office 106), 
not to the Computer Center. In the event of prob-
lems in connecting to the BOSUN banner screen, 
please contact David F. Norman (x 2641 In-106) or 
Alyce Austin (x 2042 ln-102B) in the Computer Cen-
ter. 
Dave Non11a11 
Job Card Changes Under RACF 
To conform to the Department of Defense (DOD) 
requirement to provide systems that meet various 
levels of security, the Computer Center has installed 
IBM'l> Resource Access Control Facility (RACF) on 
the MVS (batch) operating system. Its purpose is to 
identify and verify users entering the system, autho-
rize users to access resources, and maintain data 
security. 
Beginning 29 March 1993, all MVS users MUST add 
two new parameters to their job cards. However, 
starting 8 March 1993, we encourage you to start 
using the new job card format. The two new job 
card parameters are USER and PASSWORD. 









Under RACF your user~ids must be preceded by an 
alphabetic character: F (Faculty), N (Staff), S (Stu-
dent), or X (External). In other words, your new 
user-id is now the same as the first field in any MVS 
data set you name. 
The first time, your JOB card will change the default 
password (in this example, STUDENTS) to your 
password (in this example, YOURPSWD}, e.g., 
//ALYCE JOB CLASSaA,'T2ST',USBR•S123•, 
II PASSWORDs(STtJDBNTS,YO'DRPSND) 
Thereafter, your JOB cards will look like this: 
//ALYCE JOB CLASSsA,'T2ST',0SBRa S12J(, 
II PASSWORDsYOtnlPSl9D 
The job statement cannot extend beyond column 71. 
- 5-
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If the USER and PASSWORD parameters won' t fit 
on the first Jine, the job statement can be continued 
to another line: place a comma after the last state· 
ment on the initial line, start the second line with 
two forward slashes, and then begin the rest of the 
statements anywhere in columns 4 to 16. For exam· 
pie: 
l/TOOLONG JOB CLASS:A,'TOOLONG EXAMPLE', 
II PASSWORD=SAGI,OSER:Sl234 
Your RACF password must conform with the fol· 
lowing rules: Passwords can be up to 8 characters in 
length (we recommend using the full 8 characters). 
Valid characters for password names are alphabetic 
(A through Z), numeric ((I through 9), and national 
(#,@,and $) in any combination. Note: If you forget 
your password, the RACF administrators can supply 
a generic password which users can then change. 
If you have any questions regarding RACF, plea~e 
contact Ruth Roy, ln·101:1, x 2796 or Alyce Austin, 
ln·l02B, x 2042. 
Alyce Austi11 
MVS Dataset Care 
February 12. 1993 
which has not been used since March 29, 1991, will 
be deleted March 29, 1993. A list of the next data 
sets to be deleted is placed in the Consultant's Of-
fice approximately one month prior to the end of 
each quarter. Your own data sets can be listed from 
VM with MVSHELP selection (9) Expiring MVS data 
sets. The Computer Center staff will assist users 
with archival of data sets which they wish to retain 
after the two year period. Responsibility for the 
archival and retention of the resulting tape must 
belong to the individual, but a procedure has been 
set up and tape cartridges wil1 be provided by the 
Computer Center. A handout describing the 
straight·forward process and assistance is available 
from Linda Mauck On· 105). 
Automated Back-up 
Each night DFHSM creates a backup copy of any 
MVS data set which was changed during the day. 
The backup copy is saved up to one year for student 
rlata sets and two years for faculty ones. The resto-
ration of a backup copy of a 
data set is similar to a recall of 
Deletion 
All the MVS data sets which are 
allocated to d isk volumes using 
the UNIT=SYSDA parameter 
If a [batch system] data set 
is not opened in two years, 
it will be deleted. 
a migrated data set, but can be 
done only by Computer Center 
staff. For further information, 
please contact Linda Mauck, 
come under the control of the Hierarchical Storage 
Manager (DFHSM). As the disk volumes (3380's) be· 
come full, DFHSM migrates data sets which have 
not been used in four days from the primary VDI· 
umes to migration level l volumes (other 3380's) 
where they reside in a compacted form for eight 
days or longer. If they are needed, they will be 
recalled to a primary volume. If they aren't needed, 
they will be migrated further to a migration level 2 
volume (3480 tape cartridge). Accessing these tape 
cartridges is now automated which makes access of 
any data set almost as quick as if it were on primary 
DASO, and makes it available on holidays and other 
times when no operator is on duty. 
If a data set is not opened in two years, it wilJ be 
deleted. Currently, the first day of each quarter is 
the date chosen for this deletion. Any MVS data set 
ln· 105, 656·2651. 
Linda Mauck 
NPS NA VNEWS Improved 
We have improved our distribution of NAVNEWS 
at NPS to the point where people have open access 
to all issues of NA VNEWS received since Sept. 92. 
They don't have to subscribe (unless of course they 
want to or don't have a mainframe userid). We put 
the NAVNEWS INTRO and all NAVNEWS issues 
on a separate mini-disk, and mainframe users link 
and browse the files simply by typing "NA VNEWS". 
They can read, print, or copy the issues of interest 
to their own accounts. 
1 can continue to add names to the subscription list, 
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b freely a\'ailable without any special effort <fM 
mainframe users). 
Caroline Milfrr 
Mainfranie MVS Usage 
This article summarizes usage for selected MVS 
) batch processor programs run in calendar year 1992. 
The MVS accounting package records each instance 
a program is called in a job step, and the cpu time 
used. 
Some MVS jobs such as SAS are single step jobs. 
Others such as VSF2CLG are multi-step jobs. 
VSF2CLG contains three steps. Each time it is called, 
the count and cpu totals would be increased for 
FORTV52 (VS Fortran 2 compile step}, HEWL OinJ..-
age editor step), and GO (execution step). 
Total Usage 
Total usage counts the number of joh steps executed 
and the total time attributed to the steps. This total 
excludes cputime used for printing on the 3800 page 
printer. 
1992 1992 
Steps CPO Hours 1991 Step• 
Total 1,700,443 3,331 1,206,732 
Program Execution 
The follov.:ing steps perform the program execution 
phase of many MVS jobs The GO step executes the 
user's compiled code. The GO step is common to 
programs written in Fortran, rL/1, VS COBOL, 
DSL, Simscript, and others. The linkage editor 
(HEWL) runs during the LKED step. The LOADER 
functions like the GO step for procedures which do 














Much of the PL/1 and VS COBOL use comes from 
administrative and tenant organizations. VS Fortran 
Fchr11ary 12, 1993 
Release 2 replaced Relea!:>e 1. 
1992 1992 
Stepa CPU Hours 1991 Step1 
PL/1 93,307 28.0 76,366 
VS Fortran-2 28,378 9.2 31,296 
VS COBOL 1,605 0.2 1,953 
A1aembler 736 0.1 377 
Pa1cal VS 0 o.o 0 
Statistical Packages 
SAS and SPSS are the well-known general purpose 
statistical packages. Both are available on VM/CMS. 
In addition to academic use, SAS is heavily used by 














Simulation & Specialty Languages 
1992 1992 
Steps CPO Hours 1991 Step1 
CSMP 250 0.2 508 
DSL 0 o. o 1 
Simscript 0 o.o 1 
GPSS 0 o.o 0 
REDUCE 0 o.o 0 
Utility Programs 
SYNCSORT is a commercial sorting package. TAPE 












IBM Utility Programs for Data Sets 
These IBM utility programs perform various func-
tions such as allocating, copying, erasing, catalog-
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IEHPROCM 16, 099 0.6 7,266 
IEBUPDTE 7 , 977 0 . 2 5 , 896 
IEBCOPY 3,571 0.4 2, 299 
ADRDSSU 1,856 6.5 1,036 
IEHLIST 1,139 o.o 710 
IEBPTPCH 358 o. o 675 
IEHMOVE 0 o. o 3 
Mainfranie VM Usage 
The following statistics were compiled for the 
VM / XA CMS system for the 1992 calendar year. 
Tracking software on the timesharing system is 
much more primitive than on the batch processor 
(MVS). The only information obtained is a count 
each time a user invokes an exx such as BITLIN K 
Oinks tn the Bitnet disk) or FORT\'52 (starts the VS 
Fortran 2 compi ll'r). ThL• amount of CPU time used 
i5- n11t obtained. 
Progrn111111i11g Ln11gungcs 
The primary programming language on the Amdahl 
remains Fortran. Counts for FORTVS2 (VS For-
tran-2) and WF77 (Univ. of Waterlc o'~ Fortran pro-




PL/ 1 3,727 
ADA 908 
WBASIC 37 0 
APL2 24 0 
COBOL 138 
VS PASCAL 74 
WP AS CAL 56 
Statistics 
SAS 27,014 
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Network Communications 
The counts for BlTLINK and DDNLJNK do not 
indicate how many messages users sent or received, 
but how many times users Jinked to the Bitnet and 
DON disks. The high counts though do give an 






The primary graphics command is DISSPLA which 
compiles and executes a Fortran program with the 
DISSPLA plotting subroutines. 
DISSPLA 3 0 ,765 
DISSPOP 26 , 601 
PSEG 14 . 973 
METAFIX 4,818 
EASY PLOT 1,741 
COLORPR 120 
I CU 117 
BWPR 16 
Mainframe Word Processing 
GTHESJS counts Script use with the GTHS option 
selected. A few students still find it convenient to 
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• QCOST 4, 174 








Design Optintization Software 
The old ADS design optimization software primarily 
used by the Mechanical Engineering Dept. was de-
activated during the Christmas break. Users should 
now use the new Design Optimization Ccmtrll) pro-
gram (DOC Vl.02) or the Design Optimization Toohi 
(DOT Y3.0) from VMA Engineering which wa~ an-
nounced in the November 9, 1992 Bulletin. Professor 
David Salinas of the ME Dept. is the point of contact 
fM the new products at NPS. Report any access 
problems for DOCDOT or any need to access the 
old ADS software to Neil Harvey at x 2088 or userid 
1770P. 
Users should remove any LJNKTO OOOSP 191 com-
mands from their Profile Execs. 
Tn access the design optimization program and 
toots, from CMS type: 
DOCDOT 
A README memo file provides execution instruc-
tions and product information. 
Neil Harvey 
Network News 
Wiring of Glasgow Hall 
() In late December we signed off on the structured 
wiring project for the building. It is the first build-
ing for which we have been able to plan and install 
flexible, systematic cabling. The building is connect-
ed to the rest of the campus by a fiber-optic cable 
with 12 channels, of which 5 are being used initially. 
Each office is equipped identically with one wall 
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plate with two independent RJ45 data communica-
tions jacks. These jacks are wired using unshielded 
twisted-pair cable Clike telephone wire) to patch 
panels cross-connected to intelligent hubs (Ac-
cess/One units from Ungermann-Bass) in the comer 
closets on each floor. These hubs in turn are con-
nected by vertical fiber-optic cable runs to a distri-
bution panel in the basement equipment room. 
There are presently five subnets defined for the 
building-two for the three Learning Resource Cen-
ters, and one for each of the three floors. Network 
behavior will be monitored remotely at the Comput-
er Center in Ingersoll Hall. As with all the older aca-
demic buildings, s•1bnets supporting Glasgow Hall 
are connected to Cisco routers in the Center. 
The structured design has many advantages; includ-
ing, the ability to easily adjust to movement of peo-
ple and systems among offices, pro\'ide different 
services such as 3270-emulation, create subnets, 
trouble-shoot problems, etc. Also, the choice of hori-
zontal wiring systems (to the offices) will allow us 
to adapt to future technologies such as 100 Mbps 
Ethernet c ver unshielded twisted pair. 
Doug Williams 
Campus E-Mail Addressing 
The Computer Center has begun offering campus-
wide name aliases. The primary central mail server 
is nps.navy.mil; backup is sagan.nps.navy.mil. 
Using the central mail service will eliminate the 
need for long subdomains in mail addresses for 
incoming e-mail. For example, once you establish an 
alias on the central mail server, mail addresses with 
subdomain names like taurus.cs.nps.navy.mil would . 
be reduced to nps.navy .mil; subdomain names like 
vml.cc.nps.navy.mil would also be nps.navy.mil. Be 
aware that your outgoing mail will still be ad-
dressed from your userid with your subdomain 
intact. 
An alias on the central mail server ~oes not require 
the same userid that you currently have on your 
departmental server. The ability to choose an alias 
name on the central mail server is parti_cularly use-
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ful for mainframe user~, whose userids are numeric. 
The mainframe users could use the central mai1 
server and choose a more meaningful alias for their 
mail address. 
For example, if your current mail address is: 
fred®galaxy .cc.nps.navy .mil 
you could request that the central mai1 !>er\'er keep 
your current userid for an ahas. Using your current 
userid, your mail address through the central mail 
server would be: 
fred@;nps.na vy .mil 
You could request a change from the userid, fred, to 
the alias fflintstone. In thb case, your mail addres~ 
through the central mail server would then be: 
fflintstone@nps.navy.mil 
Requesting an alias on the central mail server that b; 
difforent from your userid DOES NOT change the 
userid you currently have on the departmental serv-
er. It only changes the mail address people will use 
tn reach you here at NPS. 
Keep in mind that mail within the department 
would be addresst!d to the userid you have within 
your department. Any mail between departments, or 
mail from outside of NPS would be addressed to 
your central mail server's alias with the host name 
nps.navy.mil. Keeping the userid from your depart-
mental machine the same as the alias on the central 
mail server could reduce confusion. 
Using the example above, within Fred's department, 
he would have people send his mail to: 
fred 
If his alias on the central mail server was also fred, 
individuals in other departments and outside of 
NPS would send his mail to: 
fred@nps.navy.mil 
If his alias on the central mail server were different 
from his userid, say fflintstone, then individuals in 
other departments and outside of NPS would send 
his mail to: 
fflintstone@nps.na vy .mil 
Note, Fred's old address: 
fred@galaxy.cc.nps.navy .mil 
still works with the central mail alias in place. Both 
can be used. 
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The central mail alias allows for shorter, more 
meaningful addresses for mail coming in from out-
side your department. 
To use the central mail service, send the following 
information in an e-mail message to 
Postmaster®nps.navy .mil 
• Your current e-mail address. 0 
• The userid you would like the central mail server 
to use. If you don't give a new userid, your cur-
rent userid wm be used. 
• The month and year you will be leaving NPS. If 
you cue permanent staff or faculty, please indi-
cate. If this information is omitted, the alias will 
be active for only 3 month~. 
Any duplicate userids requests will be handled on a 
case by case basis. Basically, first come first served. 
Your central mail alias will stay active for 3 months 
after the departure date you indicate. If you find 
that you are staying longer please notify 
Postmaster@nps.navy.mil. 
Requests for mail aliases will be processed at the 
end of each day. For assistance or more information, 
contact Jody Schivley, Computer Center, x 3432. 
f ody Schivley 
TAC Cards 
NPS personnel often need access to networked com-
puters. Locally, we can TELNET to other machines, 
using the Internet backbone to support the commu-
nications link, and the local hosts to provide the 
initial network access. Network access is more diffi-
cult without local host support. When you are away 
from NPS, long distance toll charges to dial up to a 
host can be prohibitive. That is when TAC access is 
helpful. 0 
TA Cs (Tenninal Access Controllers) are front-end 
communication processors on the MILNET that 
provide access to the Internet without a local host. 
To log in to the network via a MILNET TAC, you 
must have a TAC Access Card with a unique ID and 
Access Code. These cards are issued by the DON 
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'~t'twnrk Information Center (NIC) at the request of 
the Host Administrator of an authorized MILNET 
ho!>t computer. 
If you need a TAC Access Card, and have a legiti-
mate requirement to access the network via a MIL-
NET TAC, contact our host administrator, Prof. 
Doug Williams, In-129, for a Guest TAC Card; 
1 request a personal TAC Access Card from Caroline 
Miller, ln-102C. (DO NOT contact the NIC for 
authorization.) 
Login Process 
T ACACS, the TAC Access Control System for MIL-
NET TA Cs, require!> a TAC login before connection 
to a host may be made. Dial 64i-8422 to reach the 
local TAC at Fleet Numerical Oceanographic: Center 
(FNOC), Monterey. Other TACs around the world 
have other phone numbers; you can get the phom: 
number of the nearest TAC, wherever you are, by 
TELNETing to nic.ddn.mil and querying TAC-
NEWS' Locator menu. See the DON New User's 
Guide for details. To print your own copy of the 
DON New User's Guide, type: 
ddndoc 
The login process is automatically started with the 
first @open (@o) command you issue. "@" is the pre-
fix for all TAC commands; commands can be abbre-
viated to the first letter of the command, as shown 
in parentheses. There is an ®close (@c) command to 
dose the TAC connection and also an @logout(®)) 
command to logout. Otherwise, the functioning of 
the TAC is essentially unaffected by the access con· 
trol system. 
Toll·Free TAC Access 
According to DDN Mauageme11t Bulletin 113, dated 
25 January 1993, charges for 1-800 ca1Js to access 
MILNET Terminal Access Controllers (TACs) are 
increasing. Beginning in March, rates will be $0.19 
per minute for all "toll-free" telephone calls. Dial-up 
rates for a local TAC are $0.07 per minute, nearly 
three times less than the cost of the 1·800 number. 
Use of 1-800 calling services by TAC users is not 
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billed to the user, but it is not a free service. NPS 
has to pay for all use of the Internet made by stu-
dents, faculty and staff. As the "authorizing host" 
for NPS TAC users, GATE1.NPS.NAVY.MIL is 
billed 19 cents per minute for the entire time a TAC 
user is logged on via the 1-800 number. This is too 
costly a service to use routinely. 
Use the 1-800 number only to connect to the Net-
work Information Center (NIC.DDN.MIL) and find 
the phone number of the nearest local TAC. The 
"Locator" section of T ACNEWS has a list of all 
TACS in the U.S. All you need is an area code and 
the first 3 digits of a phone number; the program 
will display the T ACS clli.:>est to that phone number, 
so that you can use a 1oca1 phone call to dial into 
the nearest TAC. (TACNEWS and the Locator ser-
vice are also available via TELNET.) 
The TAC nearest NPS is reachable at 408-647-8422. 
You can call the NlC Help Desk at 1-800-365-3642 
from anywhere in the Continental U.S. to find the 
number for the nearest local TAC. H outside the 
U.S., or in the Washington DC metropolitan area, 
call 703-802-8400 to reach the NIC. Please limit your 




Neural networks are generally described as an at-
tempt to make computers think the way people do. 
For example, a neural network has been set up to 
determine whether a bank should off er a loan to a 
particular applicant. In the setup process, the net-
work is shown hundreds of applications, and told 
which ones turned out to be good loans and which 
turned out to be bad (the borrower wasn't able to 
repay). Loan officers have their own ideas about 
what characteristics predict whether a loan will be 
repaid properly, but those ideas aren't programmed 
into the neural network. The network "looks over" 
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all the applications (several times, actual1y) and 
comes up with its own criteria for approving or 
rejecting loans. The network isn't able to enunciate 
those criteria, but it is about as good as an experi-
enced loan officer at making loan decisions. 
Neural networks have had a number of similar quite 
remarkable success stories; there are other areas 
where neural nets have turned out not to be suit-
able. What is so intrigu ing about neural nets is that 
there is no line in the program 
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but in quite a number of arbcles, I have not seen 
such an accessible insight into just what a neural 
network is. The magazine is not carried by the Com-
puter Center Library or Knox Library, but is avail-
able for photocopying in In-113. 
Larry Fra=icr 
Keyboard for Sore Arnts 
saying anything like "If in-
come greater than X then 
approve the loan." Neural net 
researchers like to call neural 
If using a keyboard makes 
your arms hurt, don't wait for 
it to get better. See a doctor. 
Using a computer keyboard 
isn' t very strenuous-but 
give it a few years. After a 
while, some people find their 
hands (or arms or shoulders) 
start to hurt. Time and 
nets "cnmputers with intu-
itiun''. "I don 't knnw hm'\' I know it, I just know it." 
This is a review of an article in the 10/92 issue of 
Computer Design. The mathematics of neural nets is 
fairly advanced, so it is rare to find anything that 
goes into more detail than the above introduction 
without becoming inaccessible to the non-specialist. 
Of particular interest is a quote, in the article, of 
Casimir Klimisauskas, President of NeuralWare: "1t's 
really important to understand that neural comput-
ing has nothing tCl do with building brains. Neural 
networks are a collection of mathematical tech-
niques that let you fit formulas to data, curves to 
data, and group types of data together. Neural net-
works could have been invented by statisticians, 
physicists, or mathematicians, but the people who 
invented them were cognitive psychologists and 
neurobiologists, (what have we always heard about 
the "soft" sciences and their mathematical ability? 
-Ed.I and so we ended up with the term neural net-
works. In a similar vein, Robert Bagby, President of 
Neural Semiconductor, says "Neural networks are 
really multiple layers of nonlinear matrix multipli-
ers.'' 
The article describes other successful applications of 
neural nets, including visually checking fruit for 
quality, checking blood samples, and character rec-
ognition. Since the magazine is concerned with the 
design of computer hardware, there is some atten-
tion given to system design and chip technologies, 
Nen•sweek have recently run 
articles about new ways to get text and data into a 
computer. A lot of people (this author included) 
figured arm troubles (Repetitive Stress Injury, or 
RSI) only hit people who use a keyboard eight 
hours a day without variation. Be warned: it can hit 
people who have plenty of variety in their day, with 
frequent interruptions to answer questions, pick up 
printout, etc. The best advice a non-medical person 
can give is : don't wait months hoping it'll get better. 
If you catch it early, you're much less likely to re-
quire surgery and changing to a job that doesn't 
require keyboard work. See a sports injury specialist 
early. (Don't see a surgeon first. "Everything looks 
like a nail when all you've got is a hammer." Sur-
gery should be the last resort.) 
One of the new ways to get information into a com-
puter isn't really alt that new: they're generally 
called broken keyboards, and that's what they look 
like. They look like a small explosion occurred un-
der the middle of the keyboard . 
The idea is that your arms are not relaxed in the 
position you normally type in. Their relaxed posi-
tion at a keyboard is with your thumbs upward. 
What would be most comfortable would be for the 
keyboard to be near your fingers when your hands 
are in that position. You'd want the keyboard to be 
adjustable, so you can get it to just the right angle. 
If you'd like to see such a keyboard (if this picture 
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The Comfort Keyboard's three sections independently tilt and rotate. 
can come by ln-113. You can even try it for a few 
minutes. Or you can call Health Care Keyboard 
Company, (414) 253-4131, and they'll send a bro-
chure. This of course must not be taken as a recom-
mendation by NPS, the Navy, DoD or any other 
per~on, body, entity or organization. 
Staff Notes 
Larry Fra=ier 
We are pleased to welcome back Matthew Koebbe, 
this time as a full-time Mathematician in the Cen-
ter's Visualization Laboratory. He passed his Ph.D 
orals at U.C. Santa Cruz in December and is now 
working on his dissertation-in his spare time! His 
research topic is modelling of impulse propagation 
in bundled nerve fibers using the FitzHugh-Naguma 
differentiaJ equations on which he gave a seminar in 
the Department of Mathematics this quarter. A No-
bel Prize in Medicine may be in his future if he can 
apply his techniques to the early detection of heart 
attacks. 
Maurice Wilkes, 1949: 
"As soo11 as we started programming, we found to our 
surprise that it wasn't as easy to get programs right as 
we had thougl1t. Debugging had to be discovered. I ca11 
remember the exact i11sta11t whe11 I reali=ed that a large 
part of my life from them 011 was goi11g to be spe11t in 
fi11di11g mistakes i11 my ow11 programs." 
New Electronic Service 
Here's an interesting new source of information 
provided by the California State University: an on-
line list of full-time faculty vacancies, sorted by 




At the login prompt, type 
cauinfo 
At the CSU main menu, select CSU Employment 
Information. 
submitted by Toke Jayachandran 
He is also expert in Unix, scientific/engineering 
computing and advanced visualization techniques 
on a variety of workstations and software. Be 
warned though-don't let him challenge you to a 
friendly game of darts. In addition to his profes-
sional accompJishments he is a highly-competitive 
player (thrower?) in a Santa Cruz league. 
Doug Williams 
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Computer Center Mainframe 
The Center operates an Amdahl 5995-
700A (38.J megabyte~ processor 
storage, 1 gigabyte expanded storage) 
loosely coupled with an IBM 4381 
Model Q13 (24 megabytes). Interactive 
computing is provided under VM/XA 
CMS, batch processing under 
M\'5/ESA with JES3 networking. 
Hours of Operation 
VM & MYS 24 hrs/day, 7 dilys/wk 
656-2713: status recording 
NOTIS M.·Th. 0700-2300 
(Librilry) Fr., Sa. 0700-lROO 
Sundil)' 0700-2200 
Consultin~ Mon-Fri 0900-1130 
(ln-146 ext 3429) 1315·1545 
Dial-up 656-270Y up to 9600 bp, 
TAC Acee:.' 647-8-122 
Terminal Clusters (Open) 
ln-141 16 3278-2 
5 3472G Graphics / APL 
2 3192·2 Graphics/ APL 
ln-364E 14 3192 Graphics/ APL 
Ro-222 14 3278-2 ( 3 APL) 
Sp-311 11 3278-2 (4 APL), 2 Tek 618 
Bu-100 4 3278-2 (2 APL), 1 Tek 618 
Ha-126 3 3278-2 (1 APL), 1 Tel.. 618 
Hi1·201C 4 3278-2 O APL), 1 Tek 618 
Bldg223 11 3178-2 (1 APL) 
Knox Library (Basement) 3 3278-2 
Printers (Mainframe) 
In-140 IBM 3800-3 Laser (215 ppm} 
IBM 3262 lmpact (650 lpm) 
ln-141 Tek 4693D Color Prntr /Plotter 
Shinko CHC-743MV Cir Prntr 
ln-364 IBM 3268 Impact (APL) 
Sp-311 IBM 3203 Impact (1000 lpm) 
Ro-222, Ha-201 B, Bu-100, Bldg 223 
IBM 3262 lmpact (650 lpm) 
Computer Center Microlab, 
ln-151 
Hours of Operation 
Open: M-Th 0830-1700, Fri 830-1630 
(Other access by arrangement) 
Cnsultng: M-Fr., 0900-1130, 1315-1630 
Micro lab Equipment 
ln-151 3 PC/ AT compatible 
8 386 compiltibJl!,. 
1 Discover Scanner (PC) 
1 HP LaserJet lllsi 
1 Tl Omnilaser printer 
1 NEC 9-pin printer 
1 Epson 850 printer 
1 Xerox 6085 workstation 
1 Xerox/ Sun 6520 wkstn. 
1 Xerox image scanner 
ln-148 4 Xerox 6085 workstations 
1 Xerox laser printer 
Points of Contact 
Room Ext. 
Dean, Computer & Info. Sen•. (Acting) 
Toke Jayachandran He-0139 2392 
ADP Security 
Jeff Franklin He-0139 2469 
Knox Library 
Paul Spink:. Kn-105 2341 
Computer Science micro & wkstns 
Al Wong Sp-525A 2009 
Operiltions Research micro labs 
Tom Halwachs Ro-265 
Admin. Science micro labs 
Norm Schneidewind ln-311 
ECE micros & workstation ~ 
Bob Limes Sp-301 
Computer Users Council (CUC) 
Mike McCann, Comp. Center 








Prof. Norm Schneidewind 2719 
High Performance Computing: 
Prof. Russ Elsberry 2373 
Graphics: June Favorite 3107 
MIS Points of Contact 
Director Michael Spencer 2341 
Applications Development & Support: 
Comptroller & Supply 
Judy Harr 3498 
Comptroller 
Rhoda Lynch 337 4 
Dean of Instruction, Staff 
Lloyd Nolan 3128 
Curricular Offices 
Lloyd Nolan 3128 
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Network Service:. 
Codes 00, 01 , 03, 04, 07 
Nancy Tiffany 2794 
Codes OOx, 02, 03x, 04>. 
Lyle Munn 2794 
Codes 05, 06, 08 
Lucille Clark 2195 
Codes 42, 43 
Joe Lopiccolo 2994 
New Users, Software, Server 
no one assigned 2794 
Computer Center 
Points of Contact 
Director .B.22!!1 




Mandy Drury ln-130 2574 
Manager, System~ Support 
David F. Norman ln-106 2641 
Manager, User Services (Acting} 
Dennis Mar ln-133 2672 
Manager, Operations 
Roy Romo ln-132 2004 
Manager, Visualization Lab 
Mike McCann ln-102A 2752 
Manager, Microcomputing Support 
Kathryn Strutynski ln-111 2696 
Editor, Bulletin 
Larry Frazier ln-113 2671 
User Registration and Accounting 
Irma Bozardt ln-147 2731 
Ruth Roy, Manager In-109 2796 
Programming Cnsultnt. In-146 3429 
Shift Supervisor, Opns ln-140 2721 
System Status (recorded msg.) 2713 
NPS Computer Club 
Club President: 
Helen Thompson 375-2065 
MS-DOS: 
Chairman: Robert Jacobs 372-2981 
Librarian: Bob Smith 899-9623 
Mac: 
Chairman: Giff Hammar 647-8528 
Librarian: Chris Vagts 372-1667 ,) 
05/2: 
Chairman: Chuck Bane 655-5668 
Librarian: Jonathan Hart 656-8280 
Amiga: 
Chairman: josh Rovero 656-2084 
Librarian: Dan Zulaica 656-2929 
BBS: Closet Gouge I & II: 300/1200/ 
2400 bps; 8-N-1; 655-8785 & 655-8787 
Distribution: List 3, plus: 250-83, 6-B4, 20-813, 2-B15, B18, 12-F2, 10-F3, 9·F4, 1-F7, l·F14. 
