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Abstract
This thesis explores the attitude estimation and control problem of a magnetically con-
trolled small satellite in initial acquisition phase. During this phase, large data uncertain-
ties pose estimation challenges, while highly nonlinear dynamics and inherent limitations
of the magnetic actuation are primary issues in control. We aim to design algorithms,
which can improve performance compared to the state of the art techniques and remain
tractable for practical applications.
Static attitude estimation, which is an essential part of a satellite control system,
uses vector information and solves a constrained weighted least-square problem. With
large data uncertainties, this technique results in large errors rendering divergence or
infeasibility in dynamic filtering and control. When static estimation is the primary
source of attitude, these errors become critical; for example in low budget small satellites.
To address this issue, we formulate a robust static estimation problem with norm-bounded
uncertainties, which is a difficult optimization problem due to its unfavorable convexity
properties and nonlinear constraints. By deriving an analytical upper bound for the
convex maximization, the robust min-max problem is approximated with a minimization
problem with quadratic cost and constraints (a QCQP), which is non-convex. Semi-
definite relaxation is used to upper bound the non-convex QCQP with a semi-definite
program, which can efficiently be solved in a polynomial time. Furthermore, it is shown
that the derived upper bound has no gap in solving the robust problem in practice.
Semi-definite relaxations are also applied to solve the robust formulations of a more
general class of problems known as the orthogonal Procrustes problem (OPP). It is shown
that the solution of the relaxed OPP is exact when no uncertainties are considered;
however, for the robust case, only a sub-optimal solution can be obtained.
Finally, a satellite rate damping in initial acquisition phase is addressed by using
nonlinear model predictive control (NMPC). Standard NMPC schemes with guaranteed
stability show superior performance than existing techniques; however, they are com-
putationally expensive. With large initial rates, the computational burden of NMPC
becomes prohibitively excessive. For these cases, an algorithm is presented with an addi-
tional constraint on the cost reduction that allows an early termination of the optimizer
based on the available computational resources. The presented algorithm significantly
reduces the de-tumbling time due to the imposed cost reduction constraint.
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Chapter 1
Introduction
1.1 Motivation
This research is motivated by the need to develop reliable attitude estimation and control
algorithms for initial acquisition phase of a Low-Earth-Orbit (LEO) small satellite. These
small satellites have strict size, weight and budget constraints. Due to these constraints,
the satellites depend heavily on the Earth’s magnetic field for estimation and control.
The main reasons of this dependence are its free availability giving benefits like economy
in cost and weight, easy on-board management especially for magnetic actuation, and
making operational life independent of fuel. However, these advantages are obtained at
the price of a more complicated estimation and control task. These satellite applications
are gaining increased popularity, both in the academic community [38; 49], as well as
in many future space applications [6]. We are mainly interested in the static attitude
estimation, which is an integral part of the satellite control system. We will also address
the satellite de-tumbling control problem, where the main objective is to reduce the time
to damp the high body rates induced due to launch disturbances to zero with less use of
available power resources.
Static attitude estimation requires information of some vector quantities, such as the
Earth’s magnetic field, sun and star directions, satellite position, each obtained from
two different sources, e.g. a sensor and a mathematical model. In the initial acquisition
phase, static estimation has to face increased level of uncertainties, where in addition
to sensing and modeling errors, coupling between magnetic actuators and the Earth
magnetic field (EMF) measurement results in a highly uncertain environment. In these
conditions, the existing techniques, which are mainly based on solving a constrained
weighted least-squares problem, can give potentially wrong attitude information. The
15
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situation becomes worse when static estimation is the only or primary source of attitude
information for control, which is mostly the case in these small satellites [85]. The large
attitude error under worst uncertainties can significantly affect the performance of any
dynamic filtering and control algorithms [25], e.g., Kalman filtering or model predictive
control. These algorithms can face divergence or infeasibility issues, especially due to
large initial estimation errors [42].
In the existing literature on static attitude estimation, statistical methods are gener-
ally used to analyze the sensitivity of the estimated attitude against measurement noise
[76]. These studies mostly neglect modeling errors, which could be significant. Moreover,
this analysis does not directly modify the obtained solution for uncertainties; although,
some studies suggested optimal weighing schemes to achieve minimum variance for the
weighted least-squares problem [55; 76]. Under worst-case uncertainties, the performance
of these algorithms may significantly degrade. Consider for example, the Earth’s mag-
netic field, which is the most commonly used vector information in such applications.
EMF can be measured by magnetometers installed on the body of the satellite, while
different high fidelity models, such as the International Geomagnetic Reference Field
(IGRF) [72], World Magnetic Model (WMM) [60] are used to predict the EMF. How-
ever, there is always some error between the Earth’s magnetic field given by these models
and the actual field values. For example, the error between these higher order models
and the actual field can be around 20% [72]. Furthermore, use of simple models such as
the low order IGRF model [72], which are normally preferred due to lower computational
cost, may result up to an additional 10% error. A comparison of such a high and low
order models is shown in Figure 1.1. Moreover, in the early launch phase, interaction
between the Earth’s magnetic field and magnetic actuators results in an increased noise
level in magnetic field measurements. All such uncertainties lead to errors in the attitude
estimate. Considering an uncertainty of 30% of the norm of the vector measurements,
a nominal static attitude estimation algorithm gives large errors, as shown in Figure
1.2 for an in-orbit satellite simulation data. However, it is important to note that this
performance degradation is in the worst-case scenario.
In general, to address the uncertainties in worst-case scenarios, a robust min-max
problem need to be solved which will give the best uncertainty immunized attitude in-
formation. One can find much work on the unconstrained robust least-squares problem
[19; 26; 27; 32; 69; 86]. However, the static attitude estimation problem, which is a
weighted least-squares problem with nonlinear constraints, is less addressed for deter-
16
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Figure 1.1: A comparison of the Earth’s magnetic field strength obtained from the 10th
order and the 1st order IGRF models against the geocentric latitude.
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Figure 1.2: A comparison of actual attitude and its estimate using a standard algorithm
after addition of normally distributed error upto 40% in the measurements.
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ministic uncertainties. Consideration of robustness in min-max settings complicates the
nonlinear constrained optimization problem, making it computationally intractable or
very difficult to solve. In this thesis, we study how best we can solve this robust es-
timation problem, keeping in view the tractability for practical applications. We rely
on approximations to obtain tractable formulations of the robust problem, which is oth-
erwise hard to solve. We are mainly interested in developing algorithms that can give
better attitude estimates in the presence of large uncertainties, reducing the likelihood
of divergence in filtering or infeasibility in control algorithms due to estimation errors.
The type of constrained estimation problem we consider in attitude estimation is
also closely related to a well-known mathematical problem known as the orthogonal Pro-
crustes problem (OPP) [34; 39], which has diverse applications. Another motivation of
this research is that robustness consideration in the OPP may be of interest to a wider
class of audience. The orthogonal Procrustes problem deals with finding a geometrical
transformation with an orthogonality constraint. In fact, the attitude determination
problem is a subclass of OPP. Other formulations of the OPP can address rotations,
reflections and translations and have applications in image processing, machine learning,
computer vision and statistics. In image processing and machine learning, the OPP is
used in pose estimation, which involves the estimation of an object’s position and orien-
tation, either relative to the model reference frame, or at a previous time using a camera
or a range sensor [37]. This application involves both orientation and translation. In
statistics, the OPP is used in principal component analysis, a mathematical procedure
that uses an orthogonal transformation to convert a set of observations of possibly cor-
related variables into a set of values of linearly uncorrelated variables called principal
components. However, in this thesis, we are mainly interested in the formulations, which
address rotations and reflections. Like the attitude estimation problem, in all these ap-
plications, the input data for the constrained least square problem (a camera image for
example), is prone to uncertainties. When uncertainties are large, the robustness con-
sideration becomes a primary requirement. In this thesis, following similar lines adopted
for robust attitude estimation, we use semidefinite relaxations to solve the orthogonal
Procrustes problem both with and without data uncertainties.
Lastly, we look at the de-tumbling control problem in the initial acquisition phase of
a small satellite with magnetic actuation. Launch disturbances induce high body rates,
which result in highly nonlinear dynamics. Due to nonlinearities and use of magnetic
actuation, rate damping normally takes a long time with existing techniques. However,
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this phase is required to be short, since it may restrict many crucial deployments such
as solar panels, communication antennas. Some of these deployments are critical from
the operational point of view. For example, these small satellites depend on solar panels
for electrical power in normal operation, while during the initial acquisition phase, as
solar panels are not yet deployed, they have to rely on on-board batteries. This adds
to the requirement for the de-tumbling phase to be short. At the same time it is also a
requirement that the control system makes less use of batteries. In this research, we study
nonlinear model predictive control (NMPC) to optimally solve this problem and compare
its performance with exiting methods. However, one main concern with NMPC is high
computational requirements. We are mainly interested to study how NMPC performance
is affected if optimization is terminated early and how we can develop algorithms, which
can give acceptable performance despite sub-optimality.
1.2 Review
As discussed in Section 1.1, one can find much work on the robust linear least-squares
problems, such as [19; 20; 26; 27; 32; 69; 86]. However, there is less discussion on
robustness against data uncertainties in the least-squares estimation problems with or-
thogonality and determinant constraints, such as the attitude estimation problem and
other applications of the orthogonal Procrustes problem. In this section, we give a re-
view of existing approaches to address uncertainties. We also discuss robustness in the
least-squares problems. Lastly, we briefly mention some existing results in semidefinite
relaxations, which are helpful to solve the estimation problems addressed in this thesis.
In the attitude estimation problem, especially in the context of satellite applications,
it has been a point of concern since early days to analyze the sensitivity of the obtained
solution against measurement noise. Since noise generally has a probabilistic description,
performance of these algorithms is generally analyzed in a stochastic sense. Expressions
for covariance propagation of the attitude transformation matrix are presented and an-
alyzed in the literature. [76] presents covariance analysis for the TRIAD algorithm, one
of the earliest algorithm used for static estimation [13], and compares it with the co-
variance expression of his new algorithm QUEST, which proved to be very successful in
practical applications. [55] discusses both covariance analysis and sensitivity analysis for
his singular values decomposition based algorithm. Most of the covariance studies, such
as [23; 56], only consider errors in the measurement vectors, while completely neglecting
errors in the modeled vectors. These studies only provide a way to analyze the varia-
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tion in the estimated attitude against measurement errors but have no direct affect on
the solution of the attitude problem. However, some studies suggested optimal weighing
schemes to achieve minimum variance for the weighted least-squares problem [23]. [64]
discusses measurement uncertainties in the problem formulation and presented a multi-
plicative uncertainty model, which could maintain a unit norm of the input information
vectors. However, they considered uncertainties with a known probability distribution.
They have formulated a modified measurement vectors and have presented algorithms
to solve the standard Wahba problem [88]. Some algorithms, such as [24], also consider
uncertainties in the input measurements in a stochastic framework, which is based on
minimum variance recursive estimation. However, most of these studies mainly concen-
trate on measurement noise only, while neglecting all other possible error sources, such
as sensor installation errors, offsets, biases, and mainly modeling errors, which could be
significant.
The issue of robustness against measurement and modelling errors has also been ex-
plored in the orthogonal Procrustes problem. We refer to [37; 47], who have discussed
robustness in pose estimation, which is used in many machine vision problems. Both
these references also rely on statistical methods to deal with outliers. Reference [37] im-
proves the least-squares estimation to make it robust against outliers by converting the
estimation procedure to an iterative reweighed least-squares, where the weights for each
observation depend on the residual error. They also used a nonlinear regression tech-
nique known as M-estimator and proposed some modifications to improve robustness.
Techniques given in [47] also used M-estimation and LMS (least median of squares) of
the residual error to design robust algorithms. Both references showed through experi-
mental results that the robust techniques can effectively suppress outliers or mismatched
points. An optimal framework for robust pose estimation is considered in [28]. They
derived necessary conditions for ℓ∞ optimality and show how to use them in a branch
and bound setting to find the optimum and to detect outliers. They treated translations
and rotations separately and derived efficient robust algorithms for both cases. Specif-
ically for the orthogonal Procrustes problem, [79] has presented a perturbation bound
for the rotation problems, which are tighter than existing bounds derived from the polar
factors. The presented result relates sensitivity of the solution with the condition num-
ber of the information matrix. They also presented conditions for which their derived
bounds become valid for the general OPP. All the mentioned references mostly address
only measurement noise in a stochastic framework based on covariance of a given sensor.
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Robustness in the attitude estimation problem or the orthogonal Procrustes problem
in a min-max setting is not much addressed in literature. However, as mentioned at
the start of this review, robustness in un-constraint least-squares problems has been
extensively addressed using min-max optimization. We mention here the seminal work
by [20; 32], which also motivated us to address the robust attitude estimation problem on
similar lines. [32] addressed the deterministic robustness of the least-squares problems in
which the perturbations are deterministic and unknown but bounded. For unstructured
perturbations, they minimized the worst-case residual error using convex second-order
cone programming (SOCP), while for a known perturbation structure, they solved a
semidefinite program (SDP). Both SOCP and SDP give an exact worst case value when
perturbation enters linearly in the data matrices, and can be solved with good efficiency in
practice. They also compared the robust least-squares (RLS) solution with the solution
of total least-squares (TLS) [33] and gave conditions when the least-squares, the TLS
and the RLS coincide. They also proposed to use the TLS in conjunction with RLS
to get perturbation bounds. They link their RLS results with the regularized LS, such
as Tikhonov regularization and proposed a method to choose regularization parameter,
which is optimal for robustness by solving an SOCP. Similar results were derived by [20]
for an unstructured RLS problem; however, they provided a nice geometric interpretation
of the obtained solution.
We mention some work on solving the non-convex quadratic problems. One very
effective method for such difficult problems is the S-procedure, which is used to convert
the non-convex quadratic optimization problems or the robust min-max problems to
tractable semidefinite programs. This approximation technique was first mathematically
developed by [31; 95], and later on many researchers worked on its different extensions
and applications. Reference [16] discusses many applications of the S-procedure. [32]
also used this technique to solve the structured RLS problems. It is also widely used in
recent work on robust optimization [10; 41].
Lastly, a brief discussion on control of the satellites using magnetic actuators is given.
Use of the Earth magnetic field for satellite attitude control, although started in late 70’s
[82], has gained much interest in the last two decades. Attitude control based on the
Earth’s magnetic field poses many challenges, such as inherent under-actuation of the
magnetic coils [12; 71], time varying control authority due to position dependent Earth
magnetic field, highly nonlinear dynamics and constraints on control, computations and
available power. For attitude control using magnetic actuators, the most commonly used
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technique is known as the β-dot control [29; 82], which uses derivative of the Earth’s
magnetic field and is based on the principle of kinetic energy reduction. Nonlinear con-
trol technique proposed by [50; 51; 78] use state feedback and mainly concentrate on
ensuring stability. In [90], a sliding mode control technique has been used for the same
problem. Some linear optimal control and model predictive control techniques have also
been proposed [70; 71; 81; 91; 93], which are useful for the normal operational phase of the
satellite. However, these linear schemes are not suitable during the tumbling phase due
to high nonlinearities. Recently some work has been done using NMPC for de-tumbling
control [14; 15]. They demonstrated an improvement in the rate damping performance
over a classical proportional control scheme.
1.3 Thesis Organization
This section presents the structure of the thesis. We give a brief description of each
chapter along with its main contributions.
Chapter 2: Satellite Dynamics
Chapter 2 provides necessary background, which is required to formulate the attitude
estimation and control problem for a satellite, which are the main topics addressed in
this thesis. We mainly discuss coordinate frames, satellite dynamics, and mathematical
modelling of the Earth’s magnetic field and the sun vector. We also present a closed-loop
simulation environment using a classical control technique to bring the satellite to an
equilibrium from high body rates induced by launch disturbances. This framework is
used both to motivate and test the developed algorithms.
Chapter 3: Estimation Problems with Orthogonality Constraint
Chapter 3 introduces two problems, which are considered with uncertainties in Chapters
4-6. Firstly, a satellite attitude determination problem, along with one solution strategy
which provides basis for various algorithms used in many real-life satellite applications.
The Orthogonal Procrustes Problem is introduced next, along with a solution based
on singular value decomposition. Lastly, a brief discussion on semidefinite relaxations
for non-convex optimization problems is presented, which is helpful to understand the
solutions presented, mainly in Chapter 5 and 6.
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Chapter 4: Robust Attitude Estimation
Chapter 4 develops an approximate robust attitude estimation problem. Firstly, a ro-
bust attitude estimation problem is presented which is based on a weighted least-squares
approach with nonlinear constraints. An uncertainty model is introduced considering
modeling errors, measurement noise, sensor biases and offsets as infinity-norm bounded
uncertainties. Using this uncertainty model and a quaternion transformation, the ro-
bust min-max problem is simplified by replacing the matrix optimization variable to
a quaternion vector. This transformation also removes one nonlinear constraint. The
maximization part in the min-max problem is concave and so hard to solve. Hence,
an analytical upper bound is proposed, which transforms the min-max problem into an
approximate non-convex minimization problem. A new regularization scheme is also
proposed to improve the robust performance. The usefulness of the proposed algorithm
in the presence of uncertainties is evaluated with the help of numerical examples. This
chapter is mainly based on [3; 5].
Chapter 5: Solution of Robust Estimation Problem using Semidefinite Re-
laxation
Chapter 5 presents a tractable method for solving the proposed robust problem, which is
a non-convex quadratically constrained quadratic program, using semidefinite relaxation
(SDR). The relaxed formulation is convex with a linear objective and linear matrix in-
equality constraints. It is also shown how to extract the robust attitude information from
the SDR solution. Moreover, the optimality properties of the SDR solution are studied
and it is theoretically shown that there is no gap between the approximate problem and
its semidefinite relaxation under a condition, which is often satisfied in practice. Lastly,
numerical simulations are presented to support the theoretical results. This chapter is
mainly based on [4; 5].
Chapter 6: Orthogonal Procrustes Problem with Data Uncertainties
Chapter 6 discusses solution of the orthogonal Procrustes problem using semidefinite
relaxations. We only consider the reflection and rotation problems. It is shown that
the relaxation approach for the standard problem results in zero gap, giving optimal
solution. A robust formulation for the OPP is also presented. Semidefinite relaxation
is used to solve this problem. However, it is observed that the formulation with data
uncertainties does not always give zero gap, resulting in a non-orthogonal solution. In
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these cases, a procedure to find the nearest orthogonal matrix is presented. It is shown
through simulation results that the frequency of occurrence of the non-orthogonal solution
is related with the size of the uncertainty. The discussions presented in Chapter 6 are
based on [2].
Chapter 7: Sub-optimal Predictive Control for Satellite De-tumbling
This chapter addresses the de-tumbling problem for a satellite in the initial acquisition
phase. Two standard NMPC schemes are studies to analyze performance in comparison
with a classical control scheme for rate damping. Both NMPC schemes give superior
performance when initial rates are small. However, with larger rates, one scheme faces
infeasibility, while the other scheme needs a large number of iterations to reach an op-
timal point, which is not not acceptable for the considered application. For such cases,
a sub-optimal algorithm is proposed with an additional constraint on cost reduction,
which allows an early termination of the optimizer. The performance of the sub-optimal
algorithm is analyzed using numerical simulations.
Chapter 8: Conclusions and Future Directions
The last chapter summarizes the main contributions of this thesis and highlights possible
future research directions.
1.4 Publications
Most of the work in this thesis is based on the following publications:
Journal Publications
• S. Ahmed, Eric C. Kerrigan and Imad M. Jaimoukha, “A Semidefinite Relaxation-
based Algorithm for Robust Attitude Estimation”, IEEE Transactions on Signal
Processing, Vol. 60, no. 8, pp. 3942-3952, August 2012.
• S. Ahmed and Eric C. Kerrigan, “Sub-optimal Predictive Control for Satellite De-
tumbling”, In preparation.
Conference Publications
• S. Ahmed and Eric C. Kerrigan, “Robust static attitude determination using robust
optimization”, in IFAC World Congress, Milano, Italy, August 2011.
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• S. Ahmed, Eric C. Kerrigan and Imad M. Jaimoukha,“Semidefinite relaxation of
a robust static attitude determination problem”, in IEEE Conference on Decision
and Control, Orlando, Florida, USA, December 2011.
• S. Ahmed and Imad M. Jaimoukha, “A Relaxation-based Approach for the Or-
thogonal Procrustes Problem with Data Uncertainties”, UKACC Conference on
Control, 3-5 September, 2012, Cardiff, U.K.
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Chapter 2
Satellite Dynamics
This chapter presents dynamic equations for a small Low-Earth-Orbit (LEO) satellite
with magnetic actuators. Firstly, a satellite geometry is introduced followed by dynamics
and mathematical modeling for sensors and actuators. In the last part of the chapter, a
classical control scheme to obtain a closed loop simulation setup is discussed. A nonlinear
simulation, based on the presented dynamic model, is used to motivate, define and test
the estimation and control problems addressed in this thesis.
2.1 Introduction
To develop dynamic equations we consider a low cost CubeSat [38; 85]: a pico-satellite
moving in a circular orbit at an average altitude of 650 km above the Earth surface. For
attitude determination only two measurements are available, namely the Earth’s mag-
netic field and the sun direction vector. The Earth’s magnetic field is measured with the
magnetometers installed on the satellite body. We consider two sets of magnetometers,
one is installed inside the satellite, which is mainly used in the post-launch phase when
the satellite is recovering from launch disturbances, while the other is installed on an ex-
tended boom, which is deployed once the satellite has achieved an equilibrium. The sun
vector is sensed by a pair of sun sensors also installed on the satellite body. For control,
three magnetic actuators, calledmagnetorquers, are used, which generate electromagnetic
field by passing current through the coils, which interact with the Earth’s magnetic field
to generate a control torque. For on-board power, satellite mainly relies on sun energy
in the normal operation phase, while in the initial acquisition phase, when solar panels
are not deployed, total dependence is on on-board batteries, which is a limited resource.
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2.2 Frames and Coordinate Systems
To develop the dynamic model, some coordinate frames need to be defined. For this,
consider a basic geometry of a satellite moving in a circular orbit around the Earth’s
center, as shown in Figure 2.1. Here Fb is the body frame, Fo is the orbit frame (reference
frame in this case), Fi is the inertial frame, also known as Earth-Centered Inertial (ECI)
frame and Fe is the Earth frame, also known as Earth-Centered, Earth-Fixed (EFEF)
frame. Both Fb and Fo are required to define the estimation and control problem, Fi
is used for developing the equation of motion of the satellite and is also required by
the Earth’s magnetic field model, while Fe is used by the Earth’s gravity model. The
coordinate systems attached to these frames are Cartesian, right-handed and orthogonal
and are defined with the origin and three basis vectors. The formal definition of these
frames for the satellite is being presented. Some related terminology, which is used in
this description, is defined in Appendix A.
Figure 2.1: Satellite frames.
Body Frame (Fb)
The body frame is fixed within the body of the satellite with its origin at the satellite
center of mass. The zb-axis is aligned with an extended boom and directed towards
the tip (see Figure 2.1). The other two axes xb and yb can be fixed with respect to
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some installed instruments. Further, we assume that the body axes are aligned with the
principal axes, which are defined as the axes about which the moment of inertia matrix
is diagonal.
Orbit Frame (Fo)
The orbit frame has its origin at the satellite’s center of mass, the zo-axis aligns with the
line joining the satellite center with the Earth’s center, the xo-axis is tangent to the orbit
plane in the direction of the orbital angular velocity vector for a circular orbit, which is
the case being considered here, and the yo-axis completes the right-handed axes system.
This frame rotates at a constant rate ωo around the Earth’s center for circular orbits.
Inertial Frame (Fi)
The ECI frame has its origin at the Earth’s center of mass. The coordinate system is
defined with xi-axis towards the Vernal Equinox (see Appendix A), the zi-axis towards
the celestial north pole and yi-axis completes the right-handed axes system.
Earth Frame (Fe)
The Earth frame is rotating and translating with the Earth’s center, also known as the
Earth-Centered-Earth-Fixed frame. The coordinate system is defined with origin at the
Earth’s center, the xe-axis points towards the Prime Meridian (the zero longitude line at
Greenwich), the ze-axis points towards celestial North pole (aligned with zi) and the ye-
axis completes the right-handed axes system. The ECEF frame rotates with the rotation
rate of the Earth around its spin axis.
In the Earth pointing equilibrium state, both the body and the orbit frames are
aligned. During the initial acquisition phase, the control system is required to bring the
satellite to an equilibrium state as soon as possible. In normal operation, the control
system maintains this equilibrium. The attitude of the satellite is used by the control
system to determine the error between the body frame and the required equilibrium.
Frame Transformation
Transformations between these frames are frequently used during the development of the
satellite dynamics, as well as for defining the estimation and control problem. We rep-
resent a transformation matrix from the coordinate system Fa to the coordinate system
Fb with Cb/a, especially if it is not clear from the context. As all the transformations are
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orthogonal we can write Cb/a = C
T
a/b. We also use a quaternion to represent a transfor-
mation matrix. A quaternion is defined as q ∈ R4 :=
[
qT q4
]T
satisfying qT q = 1, where
q ∈ R3 :=
[
q1 q2 q3
]T
depends on the Euler axis of rotation, while q4 ∈ R depends
on the angle of rotation. Use of a quaternion for frame transformation not only avoids
singularity issues, which are a major concern in the kinematic update equations based
on Euler angles [80, eq. 1.3-22a], but also makes the transformation independent of the
Euler angle sequence. They have some added advantages for solving attitude estimation
problem, which will be discussed later in the thesis. A transformation matrix C can be
written in terms of a quaternion as [76, eq. 41, 42]
C := (q24 − qTq)I + 2qqT + 2q4Q, (2.1)
where
Q :=


0 q3 −q2
−q3 0 q1
q2 −q1 0

 . (2.2)
A quaternion q corresponds to a specific transformation matrix. To avoid any confusion,
when it is not clear from the context, we also represents a quaternion as qb/a, which gives
a transformation from frame a to b. Different properties of the quaternion can be found
in [77; 80].
2.3 Nonlinear Equations of Motion
This section presents both the rotational and the translational dynamics of the satellite.
The translational dynamics is mainly required to find the position of the satellite in the
orbit. This information is used both by the vector-based static attitude estimation as
well as some control schemes. Both of these techniques use the Earth’s magnetic field,
which is obtained from mathematical models only if the position of the satellite in the
orbit is known.
The State and Control Vectors
The equation of motion is given as a set of first order ordinary differential equations given
as
x˙(t) = f (x(t),m(t), t) , (2.3)
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Table 2.1: Notation used to define state vector.
State Vector Definition
piCM/O Position of the satellite center of mass with respect to the center of Fi
expressed in Fi.
vbCM/e Velocity of the satellite center of mass with respect to Fe
expressed in Fb
ωbb/o Angular velocity of Fb with respect to Fo expressed in Fb
qb/o Quaternion vector for transformation from Fo to Fb
where the state vector x(t) ∈ R13 and control m(t) ∈ R3 are given as
x(t) :=
[
(piCM/O)
T (vbCM/e)
T (ωbb/o)
T (qb/o)
T
]T
,
m(t) :=
[
mx my mz
]T
.
(2.4)
In the state vector, piCM/O ∈ R3, vbCM/e ∈ R3, ωbb/o ∈ R3 and qb/o represents quaternion
for rotation from the orbit frame to the body frame. The subscript CM represents
satellite center of mass and O is the origin of the inertial frame. The definition of these
vectors is given in Table 2.1. In the control vector m(t), each component mx, my and
mz represents dipole moment of the magnetic actuator installed about the corresponding
axis of the body frame.
2.3.1 Translational Dynamics
The translational dynamics consists of state equations for both the position and the
velocity of the satellite. Using Newton’s second law for the translational motion of the
satellite, we can write
1
m
∑
fdis + g˜ =
i v˙CM/i, (2.5)
where
∑
fdis represents the sum of the disturbance forces, m is the mass of the satellite
and g˜ represents the gravitation term force. Using the equation of Coriolis [80, eq. 1.2-7]
we relate vCM/i and vCM/e and write the state equation for
ip˙iCM/O in Fi as
ip˙iCM/O = v
i
CM/i = v
i
CM/e + ω
i
e/i × piCM/O, (2.6)
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where the left superscript represents the frame with respect to which the derivative is
taken. Using the derivative of (2.6) in (2.5), we can derive the state equations for the
body velocities of the satellite in Fb, given as [80, eq. 1.5-16d]
bv˙bCM/e =
1
m
∑
f bdis + Cb/i
(
gi −
(
ωib/i + ω
i
e/i
)
× viCM/e
)
, (2.7)
where ωib/i and ω
i
e/i are the angular velocities of the Fb and the Fe frames with respect
to the Fi frame, expressed in the body frame, while the gravitation term g
i = g˜i−ωie/i×
(ωie/i×piCM/O), where g˜i represents the Earth’s gravity, which is obtained from an Earth
gravity model discussed next.
The Earth Gravity Model
For an oblate Earth the gravity g˜e in Fe is given as [80, eq. 1.4-16]
g˜e =
−GM
p2


{1 + 1.5J2(a/p)2(1− 5 sin2 ψe)}px/p
{1 + 1.5J2(a/p)2(1− 5 sin2 ψe)}py/p
{1 + 1.5J2(a/p)2(3− 5 sin2 ψe)}pz/p

 , (2.8)
where GM is the Earth-mass gravitational constant, p := [px py pz]
T is the geocentric
position vector, p is the length of the position vector, a is the semi-major axis of the
Earth, ψe := sin
−1(pz/p) is the geocentric latitude and J2 is the gravitational harmonic
constant obtained from the Earth Gravitational Model (EGM96) coefficients. The gravity
in Fe is then converted to Fi to be used in (2.7).
In (2.7), we also need ωbe/i and ω
b
b/i, which are calculated using the rotational dy-
namic equations and the transformation matrix from Fi to Fb, which is calculated using
the quaternion updated at each time step. The disturbance force fdis includes control
magnetic disturbance, drag, solar pressure, however, we have not modeled these forces.
2.3.2 Rotational Dynamics
Using Newton’s law for the rotational momentum of a satellite, i.e.
∑
τ =i h˙, where∑
τ represents the total torque and ih˙ is the rate of change of the angular momentum
of the satellite with respect to Fi, we derive the equation for the body rotational rates
with respect to Fi, expressed in the body frame, namely
bω˙bb/i = (J
b)−1
[∑
τ b − ωbb/i × Jbωbb/i
]
, (2.9)
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where
∑
τ b is the total torque acting on the satellite and is the sum of the gravity
gradient, the control and the disturbance torques. We assume an axisymmetric satellite
with two of the principal moments of inertia of approximately equal size i.e. Jx = Jy, and
zero product of inertias, resulting in the satellite principal axis aligned with the body
axis. The inertial matrix in the body frame can be written as Jb = diag(Jx, Jy, Jz).
To write the state equations for the satellite body rates with respect to the orbit
frame i.e. ωb/o :=
[
P Q R
]T
, we first relate ωb/o with ωb/i, both expressed in Fb, as
ωbb/o = ω
b
b/i − Cb/oωoo/i, (2.10)
where ωoo/i :=
[
0 −ωo 0
]
is the rate of the orbit frame with respect to Fi, and is
constant for circular orbits. By taking time derivative of both sides of (2.10), we write
the rotational state equation with respect to the orbit frame as
bω˙bb/o =
b ω˙bb/i −
(
d
dt
Cb/o
)
ωoo/i − Cb/o
(
d
dt
ωoo/i
)
= (Jb)−1
[∑
τ b − ωbb/i × Jbωbb/i
]
+Ωbb/oCb/oω
o
o/i.
(2.11)
The term ddtω
o
o/i is zero, because ω
o
i/o is a constant, while
d
dtCb/o = −Ωbb/oCb/o, where
Ωbb/o is given as
Ωbb/o =


0 −R Q
R 0 −P
−Q P 0

 (2.12)
Gravity Gradient Torque
The gravity gradient torque in Fb is given as [77]
τ bgg(t) =
3GM
p5
{
pbCM/O × JbpbCM/O
}
. (2.13)
Simplifying (2.13) we get the expression
τ bgg(t) =
3GM
p5


(Jz − Jy)pypz
(Jx − Jz)pxpz
(Jy − Jx)pxpy

 . (2.14)
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Control Torque
The control torque is dependent on the dipole momentm(t) of the three orthogonal coils
installed on the body of the satellite and the Earth’s magnetic field vector β(t) ∈ R3
measured by a magnetometer, and is given as
τ bc (t) =m
b(t)× βb(t). (2.15)
2.3.3 Kinematics
The kinematic equations are required to describe the rigid body orientation, for which
we are using a quaternion. The differential equations for the quaternion representing
transformation from the orbit frame to the body frame, are given as [77, eq. 4.7-13]
q˙b/o =
1
2


0 R −Q P
−R 0 P Q
Q −P 0 R
−P −Q −R 0


[
q
q4
]
, (2.16)
Euler Angles
In the attitude estimation problem we also use the Euler angles to compare performance.
We briefly describe how we can relate them with a given transformation matrix. The
Euler angles about each body axis xb, yb and zb are denoted by φ, θ and ψ respectively.
For the orbit to body transformation matrix Cb/o, these angles can be calculated using
the relations [80, eq. 1.5-21] for a ψ → θ → φ rotation sequence
φ = atan2(c23, c33)
θ = −asin(c13)
ψ = atan2(c12, c11), (2.17)
where cij is the element of the transformation matrix Cb/o.
2.4 Sensor Modeling
As discussed before, we consider two types of sensors installed on the body of the satellite
for attitude estimation, i.e. magnetometers and sun sensors. Both sensors give measure-
ments in the body frame. In this section, we do not give the physical description of the
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sensors, instead we only discuss their mathematical modeling. For the Earth’s magnetic
field, we give an overview of the higher order mathematical models, their low order ap-
proximations and possible errors. For sun vector, we will give description of a simplified
model, along with its error analysis.
2.4.1 Earth Magnetic Field Modeling
The Earth’s magnetic field β measured at orbital altitudes is a combination of the mag-
netic fields generated by different sources. Generally, the Earth’s magnetic field is de-
scribed by three components
β(ψe, le, p, t) = βm(ψe, le, p, t) + βc(ψe, le, p) + βd(ψe, le, p, t), (2.18)
where ψe and le are the geocentric latitude and longitude and p is the magnitude of the
position vector. βm is the main field due to the core of the Earth that comprises 95%
of the field strength at Earth’s surface, βc is due to magnetized crustal rocks and βd is
a disturbance component that can be as much as 10% of the main field and is mainly
due to sources such as currents in the ionosphere and solar wind effects on the Earth’s
magnetosphere [60]. The variations in βm and βd are function of the position and time,
whereas the variation in time occurs at very large time scales. βc only depends on the
postion and its contribution to the total field decreases with the increase in altitude. This
component is generally neglected at orbital altitudes. Different existing Earth’s magnetic
field models, such as the International Geomagnetic Reference Field (IGRF)[72], the
World Magnetic Model (WMM) [60] only model βm, causing a possibility of error in the
model output and the measured Earth’s magnetic field.
Magnetic fields are mathematically represented as a negative gradient of a potential
function, which can be given as an infinite series of spherical harmonics. The magnetic
field vector at the location of the satellite can be given as [60; 72]
β(ψe, le, p, t) := −∇V(ψe, le, p, t) =
∞∑
n=1
n∑
m=0
βnm(gnm, hnm, . . . ), (2.19)
where ∇ represents differentiation with respect to the position vector, V is the potential
function. The coefficient βnm represents the contribution of the spherical harmonics to
the total magnetic field, which depends on gnm and hnm, which are the Gauss coefficients
of degree n and order m and are obtained from the Earth’s magnetic field models.
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Figure 2.2: The Earth’s magnetic field against the geocentric latitude.
−100 −80 −60 −40 −20 0 20 40 60 80 100
2.5
3
3.5
4
4.5
x 10−5
|β|
 (T
)
Longitude (deg)
 
 
IGRF degree 1
IGRF degree 10
10% variation band
−50 0 50
−3
−2.5
−2
−1.5
−1
−0.5
x 10−5
βe x
 
(T
)
Longitude (deg)
−50 0 50
−3
−2
−1
0
1
2
3
x 10−5
βe y
 
(T
)
Longitude (deg)
−50 0 50
−1.6
−1.4
−1.2
−1
−0.8
−0.6
−0.4
x 10−5
βe z
 
(T
)
Longitude (deg)
Figure 2.3: The Earth’s magnetic field against longitude.
35
2.4 Sensor Modeling
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−2
0
2
x 10−5
βo x
 
(T
)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−1.1
−1.05
−1
−0.95
x 10−5
βo y
 
(T
)
 
 
IGRF deg 1
Approximation
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−4
−2
0
2
4
x 10−5
βo z
 
(T
)
Time (Orbits)
Figure 2.4: Comparison of the first order Earth’s magnetic field in Fo with the analytical
expression of (2.21)
.
Lower Order Models
Higher order models provide good estimate of the Earth’s magnetic field, but are com-
putationally expensive. The lower order models, such as the simple dipole or the first
order IGRF model, which are computationally less expensive, describe almost 90% of the
Earth’s magnetic field as compared to the full order model [6]. There are further 5-10%
variations due to external effects. The first order IGRF approximation of the Earth’s
magnetic field in the Earth frame is given as [72]
β(ψe, le, p, t) ≈ β10 + β11 =
(
a
p
)3
[3(pˆ · se)pˆ− se], (2.20)
where se = g11eˆ1 + h11eˆ2 + g10eˆ3, while g11, g10 and h11 are the IGRF coefficients. A
comparison of the Earth’s magnetic field for the first order and the 10th order IGRF
model is given in Figures 2.2 and 2.3, the first one shows the effect of latitude variation,
while the second shows the effect of longitude variation.
The Earth’s magnetic field in the orbit frame can approximately be represented using
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the analytical expressions [71]:


βox
βoy
βoz

 = GM
p3


cosωot sin im
− cos im
2 sinωot sin im

 , (2.21)
where im is the inclination of the orbit plane with respect to the geomagnetic equator and
ωo is the orbit rate. A comparison of the Earth’s magnetic field obtained from the first
order IGRF with (2.21) for one orbit is shown in Figure 2.4 for 72◦ inclination. These
models are very useful for simplified analysis or on-line control algorithms, which need
the Earth’s magnetic field information to calculate control laws.
2.4.2 Sun Vector Modeling
In this section we are mainly interested in a simple mathematical model which can give
fairly good sun vector information for attitude determination of the satellite. Sophis-
ticated models are also available, but are based on the data developed by NASA for
geocentric ephemeris of the sun for each year. These models give sun position as a func-
tion of the Julian date, which is a continuous count of the number of days since noon
(12:00 UT) on January 1, 4713BC. These models also need information of the sun’s orbit
parameters. However, in this thesis, we use a simplified model, mainly to avoid data
availability issues, increased complexity and the fact that the error between the sophisti-
cated and the simplified models is small and does not significantly affect the estimation
and control design process. The chosen simplified model is based on two assumptions:
the Earth’s orbit around the sun is circular with an orbit time of 365 days, and the satel-
lite is at the center of the Earth. To analyze the error introduced by these assumptions
in sun direction estimation, consider a time instant in which a line from the Earth’s
center to the sun’s center is parallel to the ecliptic equator of the Earth, and the satellite
is located directly above the geographic north pole. This geometry is shown in Figure
2.5(a). In this figure, p is the distance of the satellite from the Earth’s center, which is
the sum of the Earth’s radius (6371 km) and the satellite altitude (650 km). The mean
distance of the Earth’s center to the sun’s center is denoted by ps = 1.496 × 108 km.
Using these vector lengths, the error angle is ε = tan−1(p/ps) ≈ 4.693× 10−5 rad. This
analysis shows that by considering the satellite at the center of the Earth introduces an
error of only 0.0027◦, which is small compared to the attitude of the satellite.
To find the sun vector, consider Figure 2.5(b), where ξs is the elevation and λs is the
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(a) The Sun and the Earth geometry for error calculation in the simplified sun vector
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Figure 2.5: The Sun and the Earth geometry
azimuth. Due to the Earth rotation axis not being perpendicular to the orbital plane, ξs
varies between ±23◦, with a period of 365 days approximately, and is zero on the first
day of spring and fall. It can be calculated as ξs =
(
23pi
180
)
sin
(
2piTs
365
)
radians, where Ts
represents the number of days elapsed since the first day of spring (i.e. when the Earth
passes the vernal equinox). The azimuth λs is the angle between the line from the center
of the Earth towards the sun on the first day of spring, and the same line at the current
position of the sun, given as λs =
2piTs
365 radians. Using these two parameters, the sun
vector in the ECI frame can be calculated as
si =


cosλs cos ξs
sinλs
cosλs sin ξs

 , (2.22)
38
2.5 Actuator Modeling
Once the sun vector is obtained in the inertial frame, it can be easily converted to the
orbit or the body frame using the transformations given in Appendix B. The transformed
sun vector sb and so are then used in sun sensor modeling and attitude determination.
Apart from the errors introduced due to simple modeling discussed above, the physical
sun sensors based on solar cells can also have significant error due to neglecting the Earth
albedo effect. The Earth albedo effect is generated due to light reflected by the Earth.
This effect is significant for the LEO satellites and if not properly taken care of with good
quality models, can introduce an error of around 15 degrees in the attitude determination
[9; 11]. In this work, however, we have not considered the Earth’s albedo models.
2.5 Actuator Modeling
Three magnetic actuators, also known as magnetorquers, are installed about each axis
of the body frame of the satellite. As given in (2.15), the torque (τ) generated by these
magnetorquers is the cross product of the magnetic dipole moment (m) of the torquers
and the Earth’s magnetic field (β). The dipole moment about each axis is the product of
the current passing through it (I) and the area of the coil (A) and is measured in Am2.
The area of each coil is fixed and is a function of the wire diameter and the number of
turns in each coil. The controller output needs to be transformed to the current for each
magnetorqer in real satellite. This current generates a magnetic dipole moment which
interact with the Earth’s magnetic field to generate the control torque.
2.6 A Closed Loop Simulation Environment
Finally, we present a closed-loop simulation environment based on the presented mathe-
matical models. The data used in the simulation is given in Table 2.2 and is taken from
[85]. To close the loop, control system is required to bring the tumbling satellite to an
equilibrium state, a state initiated by launch disturbances. A classical control scheme for
de-tumbling the satellite is now discussed.
2.6.1 Initial Acquisition Phase Control
Attitude control of a satellite using the Earth’s magnetic field poses many challenges, such
as inherent under-actuation of the magnetorquers, time varying control authority due to
varying Earth’s magnetic field, system nonlinearities, especially during initial acquisition
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Table 2.2: Data used in the nonlinear simulation.
Parameter Symbol Value Unit
Orbit Parameters
Radius p 650 km
Inclination i 72 deg
Eccentricity e 0 deg
Mass Properties
Dimensions (x× y × z) 10× 10× 30 cm3
Mass m 3.0 kg
Moment of inertia about x-axis Jx 0.023001 kgm
2
Moment of inertia about y-axis Jy 0.023565 kgm
2
Moment of inertia about z-axis Jz 0.004197 kgm
2
Control Parameters
Maximum dipole moment mmax 0.1 Am
2
phase, measurement uncertainties and constraints on available power. During the post
launch phase, initial disturbances lead to a continuously tumbling motion.
A commonly used control technique for de-tumbling phase uses derivative of the
Earth’s magnetic field, and is known as β-dot control. One main reason of its common
use is that it does not require body rates and attitude estimates; instead it only needs
direct measurements of the Earth’s magnetic field in the body frame obtained from
magnetometers. An early application of this concept can be found in [82]. The control
law is given as
m(t) = −Kβ˙(t) (2.23)
where K ∈ R3×3 is a gain matrix and β˙ is the rate of change of the Earth’s magnetic
field in the body frame. One approach to design K is given in [29]. In this approach, the
gain selection is based on the required decay time constant of the body rates; however
this approach is based on simplified assumptions and hence the designed control does not
exactly follow the design reference. Consider the gain calculation to generate a control
torque τ along the z-axis of the body frame. To generate a torque about one axis, only
two magnetorquers are required. We make two simplifying assumptions for the gain
calculation. Firstly, the body is rotating about the z-axis of the body frame with a rate
R and secondly, the Earth’s magnetic field is confined only in the x−y plane of the body
frame. With these assumptions, we can write β(t) :=
[
βo cosRt −βo sinRt 0
]T
and
m(t) :=
[
mx my 0
]T
, where βo is the magnitude of the Earth’s magnetic field vector.
40
2.6 A Closed Loop Simulation Environment
0 1000 2000 3000 4000 5000 6000
0
0.5
1
1.5
2
2.5
Time (sec)
ω
z
d
eg
/
s
 
 
no control
actual performance
designed performance
Figure 2.6: Performance of the controller based on derivative of the Earth’s magnetic
field.
Using these relations and the control law mx := −kxβ˙x and my := −kyβ˙y, we get the
torque about the body z axis as τz = −kβ2oR. Here we take k = kx = ky. Using the
torque equation for the rotational motion i.e. τz = h˙z = JzR˙ and solving, we get
k =
Jz
Tβ2o
, (2.24)
where T is the time constant for decay of R and can be chosen as a criteria to select
k. Finally, we take K = diag(k, k, 0). A performance of this type of control is shown
in Figure 2.6 for an initial R = 2 deg/s and using k = 104, which is selected for a time
constant of 270 sec. It can be observed from Figure 2.6 that actual decay time is different
from the designed value, which is mainly due to deviation of the actual magnetic field
from the assumptions made while deriving (2.24).
A similar approach to design the control gains is to keep the dipole moment m to its
maximum value and selecting only the sign of the torque using the Earth’s magnetic field
direction, making it a bang-bang control. For one axis reorientation, this control law is
considered time optimal at the expanse of the maximum control energy [77]. Some other
approaches for de-tumbling the satellite, such as [52; 92], are based on angular velocity
feedback. The control law in [92] is given as m(t) = (Kω(t)) × β(t), while in [52] is
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m(t) = −εKvω(t), where K > 0, Kv > 0, ε > 0 and ω is the body rate with respect
to the orbit frame. These control laws are closely related to the β-dot control and show
almost similar performance.
2.6.2 Normal Operation Phase Control
Once the satellite approaches an equilibrium state, the rates remain small and the non-
linear system can be approximated with a linear system. In this operational phase, many
nonlinear [50; 52] as well as linear [71; 91] control design techniques can be used. An
overview of all these schemes is given in the survey paper [78]. However, we do not discuss
this phase, as in this thesis we are mainly interested in the initial acquisition phase.
2.6.3 Summary
This chapter has presented mathematical modeling for the satellite to define the attitude
estimation and control problems. We have given the definitions of the coordinate frames
to be used in the dynamic equations, followed by a brief description of the translational
and rotational dynamics. Mathematical modeling for the Earth’s magnetic field and the
sun’s direction vector is presented with a discussion on uncertainties in different models.
The effect of these uncertainties on attitude estimation, especially in the initial acquisition
phase motivates to the study of robustness in the estimation problem, which is the main
topic addressed in next three chapters. Similarly, the need to bring the body rates to
zero in a minimum time with minimal use of power resources motivates to use model
predictive control to address the conflicting objectives, which is the topic addressed in
Chapter 7.
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Estimation Problems with
Orthogonality Constraint
This chapter starts by defining a static attitude estimation problem, which is based on
a weighted least-squares approach with an orthogonality and a determinant constraint.
A commonly used approach to solve this problem is also presented. Another estimation
problem known as the Orthogonal Procrustes Problem (OPP), also with orthogonality
constraint, is introduced. This problem is a generalization of the attitude estimation
problem and has diverse applications. A brief discussion on semidefinite relaxations is
also included at the end.
3.1 The Attitude Estimation Problem
In this section a static attitude estimation problem for a satellite is discussed. This
type of attitude determination has been widely used, not only in satellites [25; 76],
but also in aerospace, marine and automotive systems [65]. The attitude is obtained
by solving an optimization problem, based on a weighted least-squares approach with
nonlinear constraints, known as the Wahba problem [88] in literature. This type of
attitude estimation problem, which only depends on vector information, can be called
static estimation, as opposed to dynamic estimation which depends on system dynamics.
The static estimation could be useful for the nonlinear systems where dynamic filters
could suffer divergence due to lack of a good a priori state estimate [25]. The attitude
determined using a static approach can provide a reliable state initialization in these
cases, reducing the likelihood of divergence.
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3.1.1 Definition of Attitude
To compute the attitude of a satellite, i.e. its orientation in space with respect to some
known reference, two coordinate frames are needed, i.e. the body frame, which is fixed to
the body of the satellite, and the orbit frame, which is taken as the reference frame in this
thesis. In the earth pointing equilibrium state, both the body and the orbit frames are
aligned. The attitude of the satellite provides the control system with the information
to calculate the distance it is from the required equilibrium. A formal definition follows:
The attitude of an object is defined as the coordinate transformation that transforms the
reference coordinates into the body coordinates [77].
This transformation is obtained through a orthogonal transformation matrix C ∈
R
3×3 with det(C) = 1, introduced in Chapter 2. The matrix C can be obtained by
solving an optimization problem (to be introduced shortly) subject to constraints, such
as the orthogonality constraint CTC = I3 to preserve the length of the vectors, and
the constraint on the determinant of the matrix C to preserve the frame orientation
in a rotation.. This includes the set of all rotation matrices in the special orthogonal
group of rigid rotations in R3×3, denoted by SO(3) [21]. Many efficient solutions of
this constrained least squares problem can be found in the literature, mostly developed
for satellite applications [55; 56; 62; 63; 76]. Most of these algorithms are based on a
quaternion transformation [45], which transforms the Wahba problem into an eigenvalue
problem [76].
3.1.2 The Optimization Problem
The classical static attitude estimation problem is based on minimizing a weighted least
squares cost, first proposed by Grace Wahba [88] for satellite applications, given as
min
C
1
2
n∑
i=1
wi ‖bi − Cri‖22
subject to CTC = I3, det(C) = +1,
(3.1)
where bi ∈ R3 represents ith measurement in the body frame, for i = 1, . . . , n, n being
the total number of sensors, ri ∈ R3 is the corresponding vector in the reference frame
obtained from some model, wi ∈ R are non-negative weights.
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3.1.3 A Classical Solution
One common approach used to solve (3.1) is to convert it into an equivalent maximization
problem. LetB :=
[
b1 b2 . . . bn
]
,R :=
[
r1 r2 . . . rn
]
,W := diag(w1, w2, . . . , wn),
where B,R ∈ R3×n and W ∈ Rn×n. Using this compact notation and expanding the cost
function used in (3.1), we get
1
2
n∑
i=1
wi ‖bi − Cri‖22 =
1
2
tr(WBTB +WRTCTCR)− tr(WBTCR)
=
1
2
tr(WBTB +WRTR)− tr(WBTCR),
where we have used the condition CTC = I3, which is a constraint in the optimization
problem. Neglecting the constant term, since it does not change the solution of the
optimization problem, an equivalent maximization problem can be written as
max
C
tr(WBTCR)
subject to CTC = I3, det(C) = +1.
(3.2)
To solve this maximization problem, Davenport’s q-method [45; 76] is commonly used.
The method transforms the optimization variable from transformation matrix C to
quaternion q :=
[
qT q4
]T
. Two important steps of the q-method are given now, which
will be helpful to solve the robust problem addressed in the thesis.
Step 1: Find an equivalent formulation of (3.2) in terms of a quaternion. This new
formulation, first reported in [45], states that the maximization of (3.2) is equivalent to
the problem (see Appendix C for derivation):
max
q
qTK(B,R)q
subject to qT q = 1,
(3.3)
where K : R3×n × R3×n → R4×4 is defined as
K(B,R) :=
[
(B(B,R))
T
+B(B,R)− tr(B(B,R))I3 z(B,R)
(z(B,R))
T
tr(B(B,R))
]
, (3.4)
where B : R3×n × R3×n → R3×3 and z : R3×n × R3×n → R3 are defined as B(B,R) :=
BWRT and z(B,R) := (B×R)We, where e is a vector of ones of appropriate dimension
and B×R is the column wise cross product, i.e., if bi is the ith column of B and ri is the
ith column of R, then bi × ri is the ith column of the output matrix. Moreover, K(B,R)
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is a symmetric and indefinite matrix, indicating that the objective function in (3.3) is
neither concave nor convex.
Step 2: Using the new formulation, the non-concave maximization problem can be
converted into an eigenvalue problem. For this we first add the constraint qT q = 1 using
a Lagrange multiplier λ in (3.3), which gives
f(q, λ) = qTK(B,R)q − λ(qT q − 1). (3.5)
To obtain a stationary point, we solve ∂f/∂q = 0 and ∂f/∂λ = 0 and obtain the following
expression, which has the same formulation as a standard eigenvalue problem
K(B,R)q = λq, (3.6)
where λ represents an eigenvalue of K(B,R). Four eigenvectors of the symmetric ma-
trix K(B,R) are solutions of (3.6); however, the eigenvector corresponding to the maxi-
mum eigenvalue solves (3.3) [57; 76], i.e.
K(B,R)qopt = λmaxqopt, (3.7)
where qopt is the solution to (3.3) and λmax is the maximum eigenvalue of K(B,R). Most
of the work in the static attitude estimation is based on this result and many efficient
algorithms have been proposed, such as QUEST [76], ESOQ1 [62], ESOQ2 [63], especially
for satellite applications. The survey paper [57] provides a general description of many
of these algorithms.
The use of a quaternion in the new formulation simplifies the optimization problem,
e.g., it replaces the optimization variables from a matrix to a four element vector and also
it avoids the constraint det(C) = +1 of (3.1). However, the main benefit obtained is the
transformation of the optimization problem into an eigenvalue problem. The quaternion
representation has a drawback, namely this representation is not unique, because +q or
−q represents the same attitude. This issue needs to be taken care of in practical control
applications, where quaternions are directly used in control algorithms.
3.2 The Orthogonal Procrustes Problem
The Orthogonal Procrustes Problem is a well-known mathematical problem [34; 39]. It
deals with finding a geometrical transformation that involves rotations or reflections with
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an orthogonality constraint. In simple words, given two arbitrary real valued matrices
A and B of the same dimension, the optimal solution of the OPP is an orthogonal
matrix X, which can best transform one matrix to the other, such that the Frobenius
norm of the error AX − B is minimized. There are many formulations of this problem,
which can address rotations, reflections and translations having application in various
areas, such as image processing, computer vision, statistics, satellites and aerospace. The
attitude estimation problem, discussed in Section 3.1 is also a sub-problem of the OPP.
In this thesis, we are mainly interested in the formulations which can address rotations
and reflections. In Chapter 6, we address this problem using a semidefinite relaxation
approach with data uncertainties.
The Orthogonal Procrustes Problem is mathematically defined as
min
X
‖AX − B‖2F
subject to XXT = XTX = I,
(3.8)
where A,B ∈ Rm×n are given data matrices, m ≥ n and X ∈ Rn×n is the unknown
orthogonal matrix, which belongs to an orthogonal group of order n, i.e.
X =:
{
X : XXT = I
}
. (3.9)
The determinant of X is either +1 or −1. One important subclass of the Orthogonal
Procrustes Problem includes an additional nonlinear constraint det(X) = +1 (see for
example Wahba problem [88]). This problem deals specifically with rotations and has a
wide range of applications. In these applications, we are only interested in X ∈ SO(3),
a special orthogonal group of order 3, defined as
X+ =:
{
X : X ∈ R3×3, XXT = I, det(X) = +1
}
. (3.10)
One can find many solutions of this problem in the literature [40; 55]. Most solutions
are generally applications specific, satisfying some special requirements, such as compu-
tational efficiency, numerical stability. We present here a numerically robust solution
based on the singular value decomposition (SVD) [39].
3.2.1 An SVD-based Solution
This section describe a commonly used solution for the OPP based on singular value
decomposition [40]. To find an SVD-based solution, first we write the objective function
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in (3.8) as
‖AX − B‖2F = tr
(
(AX − B)(AX − B)T )
= tr
(
AXXTAT +BBT −AXBT − BXTAT ) . (3.11)
To simplify the expression we use the constraintXXT = I in (3.11) and write AXXTAT =
AAT . Further, removing the constant terms, i.e. AAT + BBT , we can write the maxi-
mization problem, which is equivalent to (3.8).
max
X
tr(BXTAT )
subject to XXT = I.
(3.12)
To solve this problem, we use the permutation property of the trace operator [33] and
write the cost function as
tr(BXTAT ) = tr(XTATB),
= tr(XTUΣV T )
= tr(V TXTUΣ)
≤ tr(Σ) =
∑
i
σi.
(3.13)
Here UΣV T is the singular value decomposition of the term ATB, where U, V are unitary
matrices. The inequality in (3.13) becomes an equality when V TXTU = I, i.e. X =
UV T , which is the required solution. The solution is unique if ATB is nonsingular [40,
Theorem 8.6].
For the solution of the OPP for rotations with additional constraint det(X) = +1
(X ∈ SO(3)), to maximize (3.13) we use some properties of the determinant operator
[33] and write
det(V TXTU) = det(UTXV )
= det(UTV ) det(X)
= det(UTV ) = ±1.
(3.14)
A unified solution for the cases when det(UTV ) = ±1 can be given as [55; 79]
X = U diag(1, 1,det(UTV ))V T . (3.15)
The sign of the last diagonal term, i.e., det(UTV ) ensures det(X) = 1.
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3.3 Semidefinite Relaxations
The semidefinite relaxation (SDR) technique is an effective tool to obtain approximate
solutions of difficult optimization problems, such as non-convex and robust optimization
problems, especially with quadratic objective and constraints. For these problems the
exact global solution either does not exist or is difficult to compute [16; 53; 66]. In
recent years application of the relaxation technique in different areas of engineering,
such as robust optimization, control, signal processing, communications, aerospace, has
attracted significant attention [10; 41; 54; 67; 84]. The solution of the relaxed problem
is either exact to the optimal solution or is a good approximation; however in both
cases, the relaxed problem can be written as a semidefinite program (SDP), which has
a linear cost and linear matrix inequality constraints and can be solved efficiently with
existing interior point methods for SDP problems [7]. In this section first we give a
formal definition of a semidefinite programming problem, and then review a useful result
to approximate the non-convex difficult optimization problems with a SDP.
3.3.1 A Semidefinite Programming Problem
A semidefinite program is a minimization problem of the form [32, Sec. 2]
min
x
cTx
subject to F(x)  0,
(3.16)
where x, c ∈ Rm and F(x)  0 is a linear matrix inequality (LMI) constraint on the
vector x of the form
F(x) = F0 +
m∑
i
xiFi  0, (3.17)
where the symmetric matrices Fi = F
T
i ∈ Rk×k, i = 1, . . . ,m are given. The dual problem
to (3.16) is
max
Z
− trF0Z
subject to Z  0,
trFiZ = ci,
(3.18)
where Z is a symmetric k × k matrix and ci is the ith component of the vector c. When
both problems are strictly feasible (that is, when there exists x,Z which satisfy the
constraints strictly), the existence of optimal points is guaranteed, and both problems
have equal optimal objectives. In this case, the optimal primal-dual pairs (x,Z) are those
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pairs such that x is feasible for the primal problem, Z is feasible for the dual one, and
F(x)Z = 0.
3.3.2 The S-procedure
The S-procedure is an elegant tool to obtain relaxations for non-convex and robust op-
timization problems [31; 95] and has applications in systems and control theory, robust
estimation and control [16; 32]. A formal definition of the S-procedure is given in the
following lemma [16, Page 23].
Lemma 3.1. Let Fo, . . . , Fp be quadratic functions of the variable ζ ∈ Rm, i.e.
Fi(ζ) := ζ
TTiζ + 2u
T
i ζ + vi, i = 0, . . . , p, (3.19)
where Ti = T
T
i . The following condition
Fo(ζ)  0 for all ζ such that Fi(ζ)  0, i = 1, . . . , p, (3.20)
holds if there exists τ1 ≥ 0, . . . , τp ≥ 0 such that[
T0 u0
uT0 v0
]
−
p∑
i=1
τi
[
Ti ui
uTi vi
]
 0. (3.21)
When p = 1, the converse holds, provided that there is some ζ0 such that F1(ζ0)  0.
An Example Problem
To elaborate the use of the S-procedure, we derive an approximate formulation for a
non-convex quadratic optimization problem with a quadratic equality constraint, which
satisfies conditions (3.20) and (3.21). We present a systematic procedure to derive this
relaxed formulation. Later on, we follow similar steps to find a relaxation of a robust
attitude estimation problem in Chapter 5.
Consider a non-convex QCQP problem given as
max
x
xTHx
subject to xTx ≤ 1,
(3.22)
where x ∈ Rn is the decision variable and H ∈ Rn×n is an indefinite matrix. This
problem is closely related to the well-known trust region problem [30]. For this kind of
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problems, semidefinite relaxation finds a minimum value of an upper bound satisfying
the constraints. To find this upper bound the non-convex QCQP is transformed into
an approximate, but convex optimization problem with linear cost and linear matrix
inequality constraints (an SDP). To derive this approximate formulation consider γ¯ is an
upper bound on the cost of (3.22). Consider the identity where left hand side is equal to
the right hand side:
xTHx− γ¯ = −µ(1− xTx) + xTHx− γ¯ + µ(1− xTx),
= −µ(1− xTx)−
[
xT 1
] [µI −H 0
0 γ¯ − µ
][
x
1
]
,
(3.23)
where µ ≥ 0. In this expression, if the constraint is satisfied, then 1 − xTx ≥ 0. Now
if
[
µI −H 0
0 γ¯ − µ
]
 0, it ensures that the left hand side is either zero or negative,
indicating that γ¯ is an upper bound on the cost of (3.22). To find this upper bound, we
can solve the convex optimization problem, which is a relaxation of (3.22),
min
µ≥0,γ¯
γ¯
subject to
[
µI −H 0
0 γ¯ − µ
]
 0.
(3.24)
This semidefinite relaxation is in fact the S-procedure for quadratic forms [17].
3.4 Summary
In this chapter we have mainly reviewed the standard static attitude estimation problem
and the Orthogonal Procrustes Problem. One commonly used solution for each problem
is also presented. Lastly, we have given a brief introduction to semidefinite relaxation,
a semidefinite program and the S-procedure. In next three chapters we solve robust
formulations of the presented estimation problems using semidefinite relaxation.
51
Chapter 4
Robust Attitude Estimation
In Chapter 3 we have presented a classical attitude estimation problem based on a
weighted least-squares approach. However, with large data uncertainties, the classical
formulation gives large attitude errors. In this chapter we formulate a robust attitude
estimation problem, which is difficult to solve due to its unfavorable convexity properties.
Our main concern in this chapter is to derive an approximate formulation, which is easier
to solve and gives improved performance when uncertainties are large. The discussions
and results presented in this chapter are mainly based on [3; 5].
4.1 Robust Problem Description
To formulate a robust attitude determination problem, we represent an uncertain mea-
surement vector in the body frame with b¯i ∈ B(bi) and an uncertain reference vector
with r¯i ∈ R(ri), i = 1, . . . , n, where B(bi), R(ri) ⊆ R3 are bounded uncertainty sets.
To formulate the robust problem for attitude estimation, we use the weighted least-
squares approach as used in (3.1) for the nominal problem. We define the robust problem
as
min
C
max
b¯i ∈ B(bi), r¯i ∈ R(ri),
i = 1, . . . , n
1
2
n∑
i=1
wi
∥∥b¯i − Cr¯i∥∥22
subject to CTC = I3, det(C) = +1.
(4.1)
To take advantage of using quaternions to simplify the optimization problem, as a first
step, we reformulate (4.1) introducing the quaternion q using the same approach used to
derive (3.3). We define
B¯ :=
[
b¯1 b¯2 . . . b¯n
]
,
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R¯ :=
[
r¯1 r¯2 . . . r¯n
]
.
Using this stacked notation, we write the cost function in (4.1) in terms of q as
J(q, B¯, R¯) :=
{
1
2
tr(WB¯T B¯ +WR¯T R¯)− qTK(B¯, R¯)q
}
. (4.2)
The robust attitude determination problem is then written as
qˆ∗ := argmin
q
max
B¯ ∈ B(B), R¯ ∈ R(R)
J(q, B¯, R¯)
subject to qT q = 1,
(4.3)
where B(B) := B(b1)×B(b2)× · · ·×B(bn) and R(R) := R(r1)×R(r2)× · · ·×R(rn). Like
the matrix K(B,R) in (3.3), the matrix K(B¯, R¯) is also symmetric and indefinite.
4.2 Uncertainty Model
In general, uncertainties in the input vectors are of diverse nature. These vectors are
obtained from different sensors and mathematical models. Sensor errors are generally
attributed to measurement noise, having a stochastic interpretation, and biases and
misalignments, which are fixed values. Modeling inaccuracies have generally no clear
interpretation. An uncertainty model, which can fully capture all these uncertainties is
complex and can make the problem intractable. Keeping in view the tractability of solving
(4.3), we consider an affine parameterization of the uncertainty sets B(b) and R(r) [10].
Let β ∈ R3 and ρ ∈ R3 be vectors of perturbation variables for uncertainty parame-
terization and γ b ∈ R and γ r ∈ R be bounds on the uncertainty for each input vector
in the body and reference frame, respectively. We assume that each input vector may
have different error bound. This type of uncertainty is called an interval uncertainty and
the corresponding perturbation set represents a box := {ζ : ‖ζ‖∞ ≤ 1}, where ζ is the
normalized perturbation vector of appropriate dimension [10]. The interval uncertainty
model is suitable for such mix uncertainties and can sufficiently capture most of the re-
alistic errors. To further elaborate this point for vector quantities in R3 consider the
uncertainties introduce an error in the true value. Let the maximum error introduced in
each axis be bounded by ±γ, then we can say that the true value lies in an interval of size
2γ around the measurement. This interval in each axis makes a box in R3 with each side
of length 2γ. The size of this interval, i.e., the bound γ for each measurement or model
vector, should be chosen carefully, as unnecessarily large values may result in large offset
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between the non-robust and the robust solution for nominal cases. The choice of bounds
depends on the specific sensor or mathematical model used. Generally, sensor noise is
known in a stochastic sense, e.g. standard deviation or variance, while modelling errors
are given based on previous experimentation or analysis. However, biases and offsets need
to be determined for each installed sensor separately. Overall, the chosen bound should
sufficiently capture all these errors. Further, we normalize each perturbation vector in
the body and reference frame with the corresponding uncertainty bound and denote it
as δb := β/γ b and δr := ρ/γ r. Using these normalized perturbation vectors, we describe
the uncertainty sets in the body and reference frame as
B(b) =
{
b+
3∑
l=1
δblb˜l | ‖δb‖∞ ≤ 1
}
,
R(r) =
{
r +
3∑
l=1
δrlr˜l | ‖δr‖∞ ≤ 1
}
,
(4.4)
where δb :=
[
δb1 δb2 δb3
]T
, δr :=
[
δr1 δr2 δr3
]T
, b˜l := γ bel and r˜l := γ rel are fixed
vectors for a given problem settings with el being the l
th standard basis vector in R3.
4.3 An Approximation in the Robust Formulation
Using the described uncertainty model, we first derive an expression equivalent to (4.3),
separating the terms, which depend on the uncertainty parameterization.
Theorem 4.1. The formulation given in (4.3) is equivalent to
qˆ ∗ := argmin
q
{
−qTK(B,R)q+ max
‖δ‖
∞
≤1
(
p(q,B,R)T δ + δTQ(q)δ
)}
subject to qT q = 1,
(4.5)
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where δ :=
[
δTb1 δ
T
r1 δ
T
b2 δ
T
r2 . . . δ
T
bn δ
T
rn
]T
, p := R4 × R3×n × R3×n → R6n is
p(q,B,R) :=


w1γ b1(b11 − qTK1r1q)
w1γ b1(b12 − qTK2r1q)
w1γ b1(b13 − qTK3r1q)
w1γ r1(r11 − qTK1b1q)
w1γ r1(r12 − qTK2b1q)
w1γ r1(r13 − qTK3b1q)
...
wnγ rn(rn1 − qTK1bnq)
wnγ rn(rn2 − qTK2bnq)
wnγ rn(rn3 − qTK3bnq)


, (4.6)
where bij and rij are j
th element of the i th vector. The definition of the matrices Kjri
and Kjbi is given in the Appendix D. The matrix Q ∈ R6n×6n is given as
Q(q) :=


1
2w1γ
2
b1I3 −12w1γb1γr1C . . . 03×3 03×3
−12w1γb1γr1CT 12w1γ2r1I3 . . . 03×3 03×3
...
...
. . .
...
...
03×3 03×3 . . . 12w1γ
2
bnI3 −12w1γbnγrnC
03×3 03×3 . . . −12w1γbnγrnCT 12w1γ2rnI3


,
(4.7)
where the transformation matrix C is a function of q.
Proof. Using the uncertainty model (4.4) in (4.2), the first term can be written as
1
2
(
tr(WB¯T B¯) + tr(WR¯T R¯)
)
=
1
2
(
tr(WBTB) + tr(WRTR)
)
+
tr(WBT∆b) + tr(WR
T∆r) +
1
2
(
tr(W∆Tb ∆b) + tr(W∆
T
r ∆r)
)
, (4.8)
where ∆b :=
[
γb1δb1 γb2δb2 . . . γbnδbn
]
and ∆r :=
[
γr1δr1 γr2δr2 . . . γrnδrn
]
. To
simplify the second term, we write
K(B¯, R¯) = K(B,R) +K(B,∆r) +K(∆b, R) +K(∆b,∆r), (4.9)
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where K is defined as in (3.4), with
B(B¯, R¯) = B(B,R) +B(B,∆r) +B(∆b, R) +B(∆b,∆r),
= BWRT +BW∆Tr +∆bWR
T +∆bW∆
T
r ,
z(B¯, R¯) = z(B,R) + z(B,∆r) + z(∆b, R) + z(∆b,∆r),
= (B ×R)We+ (B ×∆r)We+ (∆b ×R)We+ (∆b ×∆r)We,
where e is a vector of ones of appropriate dimension. We simplify and rearrange (4.8)
and (4.9) and then write the expressions as a function of δ. Separating the terms, which
are linear or quadratic in δ and using the transformation matrix in terms of q [77], i.e.
C =


q21 − q22 − q23 + q24 2(q1q2 + q3q4) 2(q1q3 − q2q4)
2(q1q2 − q3q4) −q21 + q22 − q23 + q24 2(q2q3 + q1q4)
2(q1q3 + q2q4) 2(q2q3 − q1q4) −q21 − q22 + q23 + q24

 ,
we can write the required expression.
It can be observed from (4.5) that the robust problem coincides the nominal problem
if no uncertainty in the input vectors is considered. Moreover, the robust problem is
always feasible, because the solution of the nominal problem (3.3) always exists for at
least two linearly independent measurements [76]. However, finding an optimal solution
of the formulated robust problem is difficult, because of the following two main reasons.
Firstly, due to the matrixQ(q) being positive semidefinite, the maximization term in (4.5)
is non-concave in δ, hence making it difficult to find a unique optimal maximum, and
secondly, because of the matrix K(B,R) being indefinite, the objective function is non-
convex in q. To develop a tractable method of solving this difficult min-max problem, as a
first step, we determine an upper bound on the maximum value of p(q,B,R)T δ+δTQ(q)δ
over δ. The result is given in the following lemma, however the dependence of p(q,B,R)
and Q(q) on B,R and q has been omitted for notational simplification.
Lemma 4.1. An upper bound on the ‘max’ term in (4.5) is
0 ≤ max‖δ‖
∞
≤1
(
pT δ + δTQδ
) ≤ ‖p‖1 + 6nλmax(Q). (4.10)
Proof. We start with the following inequality
max
‖δ‖
∞
≤1
(pT δ + δTQδ) ≤ max
‖δ‖
∞
≤1
pT δ + max
‖δ‖
∞
≤1
δTQδ (4.11)
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Using the Ho¨lder dual norm [18], the first term on the right hand side of (4.11) is given
as
max
‖δ‖
∞
≤1
pT δ = ‖p‖1. (4.12)
For the second term appearing in (4.11), since Q is a symmetric matrix, we write the
maximum eigenvalue of Q as [18]
λmax(Q) = sup
‖δ‖2≤1
δTQδ . (4.13)
Hence, we first replace the ∞-norm in the second term on the right hand side of (4.11)
with the 2-norm using the inequality ‖δ‖2 ≤
√
6n ‖δ‖∞ for δ ∈ R6n[33]. We can write
max
‖δ‖
∞
≤1
δTQδ ≤ max
‖δ‖2≤
√
6n
δTQδ
≤ 6nλmax(Q), (4.14)
Using (4.12) and (4.14), we can write (4.10).
Lemma 4.2. The maximum eigenvalue of the block diagonal matrixQ(q) does not depend
on q.
Proof. The eigenvalues of the block diagonal matrix Q(q) = diag(Q1,Q2, . . . ,Qk) are
simply those of Qi, i = 1, 2, . . . , k. To find the eigenvalues of each block Qi, i = 1, 2, . . . , k
we need to solve the characteristic equation det(Qi − λI6) = 0. For the case i = 1 we
write the characteristic equation as
det(Q1 − λI6) = det


λ(λ− a) 0 0
0 λ(λ− a)
0 0 λ(λ− a)


= λ3(λ− a)3 = 0,
where a := 12w1(γ
2
b1 + γ
2
r1). The six roots of the characteristic equation are 0, 0, 0, a, a, a,
showing that the eigenvalues are independent of q. Since all blocks have similar structure,
the above analysis is applicable to all blocks of Q(q). Hence, the maximum eigenvalue
of Q(q) is also independent of q.
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4.3.1 Comparison of the Analytical Upper Bound
This section discusses the tightness of the upper bound given in (4.10). Since the ‘max’
term in (4.5) is convex in δ, it is hard to find the optimum. For such problems fairly tight
bounds can be obtained using semidefinite relaxation [36; 54; 67]. We now find an upper
bound using semidefinite relaxation and compare it with the analytical bound. We do
this analysis for known B,R and q. For these known values, we have p = p(q,B,R) and
Q = Q(q).
Consider the ‘max’ term in (4.3). Suppose γ¯ is an upper bound on this term satisfying
the constraint ‖δ‖∞ ≤ 1, which can also be written as −e ≤ δ ≤ e, where e ∈ R6n is
a vector of ones. Let D ∈ R6n×6n be a diagonal matrix, then the following identity is
always true
δTQδ+ pT δ − γ¯ = −(e+ δ)TD(e− δ)−
[
δT 1
] [D − Q −p2
−p2 γ¯ − eTDe
][
δ
1
]
. (4.15)
In this expression, we know from the constraint ‖δ‖∞ ≤ 1, that both (e + δ) ≥ 0 and
(e− δ) ≥ 0. Now the minimum value of γ¯ represents an upper bound on the ‘max’ term
if the diagonal matrix D  0, and matrix F(D, γ¯) :=
[
D − Q −p2
−p2 γ¯ − eTDe
]
 0, i.e.
max
‖δ‖
∞
≤1
(δTQδ + pT δ) ≤ min
D,γ¯
{γ¯ | D  0,F(D, γ¯)  0}, (4.16)
which is a semidefinite relaxation (SDR) of the ‘max’ term of (4.3) for a given value
of q,B and R. A comparison of the analytical bound and the bound obtained using the
SDR is given in Section 4.6.1, which shows that the relative error between the two bounds
is small. Thus, the use of the analytical bound can give computational simplification,
but at the cost of less accurate solution of (4.5), although the analysis shows that the
gap is not much assuming that the (4.5) and its SDR are close.
At this stage, one might think of using (4.16), instead of the analytical upper bound
(4.10) to simplify the original problem (4.3), as it is tighter than the analytical bound.
Note that the formulation (4.16) is based on the assumption that q is known. However,
if q is unknown, which is the case in actual problems, we may not get much computational
benefit, because the terms of the matrix inequality F(D, γ¯)  0 are nonlinear in q. In
this work, however, we use the analytical upper bound (4.10) to obtain a tractable, but
suboptimal solution of (4.5).
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4.4 Addition of a Regularization Term
Use of the analytical upper bound in the robust optimization problem (4.3) introduces
an approximation, although it is motivated by the computational benefit and the fact
that the unique solution of the inner loop maximization may not be possible. However,
due to this approximation, the algorithm may not always give good results in terms of
robustness. To improve performance, we introduce a new type of regularization in the
objective function.
The optimization variable in the estimation problem, i.e., the quaternion q, represents
a coordinate transformation as a consequence of the Euler theorem of rotation [77] and
is defined as
q =
[
q
q4
]
:=
[
eˆ sin(α/2)
cos(α/2)
]
, (4.17)
where eˆ ∈ R3 is the axis of rotation and α is the angle of rotation. We propose minimizing
an additional term −ηq24 along with the primary objective function. This regularization
term is similar in concept to the Tikhonov regularization in linear least square problems
[18]. In such problems, the regularization term is normally a function of the length
of the solution vector. While minimizing the regularized least square cost, the added
term enforces a trade-off between the primary objective and the length of the solution
vector. However, in our case, as the norm of the solution vector is 1 (qT q = 1), the
regularization term is made a function of q4, which corresponds to the angle of rotation
for a given quaternion. Hence, the added term ηq24 as a second objective, enforces finding
a quaternion q, which minimizes a weighted combination of both objectives. In the added
regularization term η > 0 is a tuning parameter. A large value of this tuning parameter
makes the optimal solution of the regularized problem stiff to perturbations with a large
offset in the nominal case. Simulations have shown that in the considered environment,
η = 0.1 − 0.5 has shown good performance with a smaller offset and reasonably large
robust performance margin.
4.5 Approximate Robust Formulation
Using Lemmas 4.1 and 4.2 and the regularization term, we now present the simplified but
approximate formulation for the robust problem, which is easier to solve than the min-
max problem (4.3). In Chapter 6, we use semidefinite relaxation to solve this problem.
Due to this reason, the approximate robust problem is presented as a maximization
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problem, which is a form suitable for application of semidefinite relaxation.
Corollary 4.1. The problem (4.5) can be approximated by the maximization problem
(q ∗, u∗) = argmax
q,u
qTKr(B,R)q − uT e
subject to qT q = 1,
−u ≤ p(q,B,R) ≤ u,
(4.18)
where ui ≥ 0, i = 1, 2, . . . , 6n, Kr(B,R) := K(B,R) + ηS and S = diag(0, 0, 0, 1).
Proof. In the formulation (4.5) given in Theorem 4.1, we replace the ‘max’ term with
the upper bound given in Lemma 4.1. We neglect the term involving 6nλmax(Q(q)),
as according to Lemma 4.2 it does not depend on the decision variable q, hence have
no effect on the solution. We represent the regularization term ηq24 as ηq
TSq. The
non-differentiable term ‖p(q,B,R)‖1 in the cost function is replace by the differentiable
term uT e, where e is a vector of ones, with additional constraints −ui ≤ pi ≤ ui, i =
1, 2, . . . , 6n, where pi are elements of the vector p(q,B,R) [18, page 294]. Finally, ex-
pressing as a maximization problem, we write (4.18). We have neglected all constant
terms in this expression having no effect on the solution of the optimization problem.
These terms need to be added in the bound obtained from the SDR to find an exact
value.
4.6 Performance Analysis of the Robust Formulation
We consider the problem of attitude determination for a low cost CubeSat, as described
in Chapter 2. For attitude determination, we use only two measurements, namely the
Earth’s magnetic field and the sun vector. It has been discussed in Chapter 2 that there
are two magnetometers, one inside the satellite, which is mainly used in the initial acqui-
sition phase, while the other is installed on an extended boom, which is deployed once
the satellite has achieved an equilibrium. A pair of sun sensors is used to measure the
sun vector. Both of these measurements are in the body frame. In the reference frame,
the Earth’s magnetic field is obtained from the first order IGRF model [72], while the sun
vector is obtained using the simplified sun model discussed in Section 2.4.2. Both sensor
measurements and reference vectors are not accurate due to measurement and model-
ing errors, as discussed in Section 2.4. Especially in the post-launch tumbling phase, the
measurement noise further increases due to the use of an internal magnetometer installed
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Table 4.1: Vector data without errors. Vectors in the body frames are represented by bi
and in the reference frames by ri. The index i is 1 for Earth magnetic field measurement
and 2 is for the sun sensor data.
Vectors in the body frame Vectors in the reference frame
b1 =
[−0.5422 −0.3158 0.7787]T r1 = [−0.5289 −0.3349 0.7798]T
b2 =
[−0.6732 0.0212 0.7392]T r2 = [−0.6656 0.00037 0.7463]T
on-board the satellite, which suffers from coupling with the magnetic field generated by
the magnetic actuators and the surrounding electronics. Similarly, the reference vectors
are also not exact because they are obtained from mathematical models, which are nor-
mally based on low-order approximations for simplification and computational benefits.
We are considering all such errors as ∞-norm bounded uncertainties, and for simulation
purpose we set a bound of 30% of the norm of vectors in the body and the reference
frame.
4.6.1 Tightness of the Analytical Upper Bound
In this section a comparison of the analytical upper bound (4.10) with the bound obtained
from the semidefinite relaxation (4.16), as described in Section 4.3.1 is presented. For
this comparison, we used two pairs of unit vectors, one in each pair is in the body frame
and the other in the reference frame, as given in Table 4.1.
A uniformly distributed random error in the range ±γbi and ±γri is introduced in the
corresponding vectors for each simulation run. A comparison of both bounds and their
relative errors for 100 simulations with random data is given in Figure 4.1. The plot
shows that the relative error is less than 2% on average and less than 5% in the worst
cases. This error corresponds to the error introduced by the analytical upper-bound in
the true solution of (4.3). This analysis reveals that the price paid for transforming the
min-max problem into a minimization problem, i.e., the error introduced by the use of
the analytical bound, is small if the SDR bound is very close to the actual maximum
value.
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Figure 4.1: Comparison of the analytical bound given in (4.10) and the bound obtained
by solving the semidefinite program (4.16). The bound difference is given as a percentage
of relative error between the SDR and the analytical bounds.
4.6.2 Robust Performance Comparison for Input Data at One Time
Instant
The effect of uncertainty on attitude determination using the robust and non-robust
solutions is presented for a given set of data for one time instant. A number of tests have
been performed by adding uncertainty in the input vectors within the given bounds. To
obtain the data, we added a uniformly distributed random error in the range of ±γbi and
±γri to each measured and model vectors obtained from a simulation without error. The
set of test vectors is given in Table 4.2.
For this data, the non-robust solution is obtained solving (3.3), while the robust so-
lution is obtained solving (4.18). Figure 4.2 presents this comparison, where a histogram
of the distribution of the cost (4.1) for different cases of uncertainty is shown. Here the
x-axis represents the cost and the y-axis shows the number of tests. It can be observed
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Figure 4.2: Histogram showing the distribution of the cost for the robust and non-robust
solutions. The plot shows data for 2000 runs. In each run, uniformly distributed random
error is added in the test vectors within the given uncertainty bounds.
Table 4.2: Vector data with added error. Vectors in the body frames are represented by
bi and in the reference frames by ri.
Vectors in the body frame Vectors in the reference frame
b1 =
[−0.7757 −0.4611 0.431]T r1 = [−0.5411 −0.3263 0.775]T
b2 =
[−0.9272 0.0114 0.3743]T r2 = [−0.6725 0.000133 0.74]T
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Figure 4.3: The effect of the change of the tuning parameter η on robust performance.
that spread of the cost using the nominal solution is much more than that using the ro-
bust solution, as the uncertainty is varied within the defined box, showing the usefulness
of the robust approach.
4.6.3 The Effect of the Regularization Term
This section analyzes the effect of the regularization term added in the cost function of
(4.18). Figure 4.3 shows how the performance of the robust solution changes against
uncertainties with different values of the tuning parameter η. In this analysis, we added
error in the input vectors in a systematic way by parameterizing it with a single uncer-
tainty parameter varying in the range -1 to 1. On the y-axis, we plot the cost J . It can
be observed that the solution with regularization term improves the robustness against
uncertainties.
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Figure 4.4: A comparison of the attitude angles obtained using the robust and non-robust
algorithms. The dotted line shows the original data without errors while the other two
cases include errors within the chosen uncertainty bound.
4.6.4 Robust Performance Comparison for In-Orbit Simulation Data
In this section, we present performance comparison of the robust and the non-robust
approaches in the presence of uncertainties, using in-orbit data obtained from a non-
linear closed-loop simulation for the satellite. The ideal data has been corrupted by
adding uniformly distributed random errors in the range of ±γbi and ±γri in the cor-
responding vectors. We present attitude determination results for 25 minutes of flight
data obtained with a sample time of 1 second. The simulation is initialized with roll,
pitch and yaw body rates of 0.5, 0.5 and 0.1 deg/s and roll, pitch and yaw angles of
10◦, 0◦ and 0◦, respectively. We have solved the robust problem formulated in (4.18)
using the nonlinear optimization solver fmincon of MATLAB. The performance benefit
of the robust approach is illustrated by in Figure 4.4, showing an improvement over the
non-robust approach in the presence of uncertainties. It can be observed that due to the
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uncertainties in the sensors and model vector information, the non-robust approach can
give large errors in the estimated attitude angles, while the robust approach gives much
better performance, limiting the maximum attitude error to a smaller band.
4.7 Summary
We have presented a robust min-max attitude estimation problem with nonlinear con-
straints. The robust problem where the ‘max’ term is convex has been approximated
by a minimization problem using an upper bound on the ‘max’ term. The approximate
formulation is non-convex with quadratic objective function and constraints (a QCQP).
A regularization term has also been introduced to improve the robust performance. The
performance of the robust solution has been evaluated in comparison with the nominal
solution of Chapter 3. It has been observed that the approximate robust formulation
gives improved performance than the nominal formulation in the presence of data uncer-
tainties. However, solving this nonlinear non-convex QCQP may still be computationally
expensive. Finding an efficient solution of this problem is the topic addressed in the next
chapter.
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Chapter 5
Solution of the Robust Estimation
Problem using Semidefinite
Relaxation
The robust estimation problem presented in Chapter 4 has a non-convex quadratic cost
with quadratic equality and inequality constraints. Finding a unique optimal solution of
this non-convex problem is computationally intractable. In this chapter, we use semidef-
inite relaxation to find an upper-bound on this non-convex problem using a semidefinite
program, which can efficiently be solved in practice. This chapter is mainly based on
[4; 5]
5.1 Semidefinite Relaxation for Non-convex QCQP Prob-
lems
As discussed in Chapter 3, semi-definite relaxation has proved to be a very useful tool to
approximately solve difficult optimization problems, such as non-convex QCQP problems.
Since the formulated robust estimation problem is also of this kind, we use semidefinite
relaxation, as discussed in Chapter 3, Section 3.3, to solve this problem. Using this
relaxation, an upper bound is found on the non-convex cost by solving a semidefinite
programming problem (SDP), for which very efficient polynomial time interior-point
algorithms exist [8; 53]. When applying relaxations, it is very important to analyze
the gap between the actual and the relaxed problem. This analysis helps in judging the
quality of the obtained solution in comparison to the optimal solution.
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5.2 Semidefinite Relaxation for the Robust Estimation Prob-
lem
In this section we apply semidefinite relaxation on the robust estimation problem (4.18)
[4]. Suppose γ¯ is an upper bound for the objective function of (4.18). Using a similar
approach, as used in deriving (4.15), we obtain the expression. (we drop the dependence
on B,R and q for notational simplification, except where necessary)
qTKrq − uT e− γ¯ = −µ1(1− qT q)
− µ2(u1 − p1)− µ3(u1 + p1)− µ4(u2 − p2)− µ5(u2 + p2)− . . .
− µ12n(u6n − p6n)− µ12n+1(u6n + p6n)− xTL(µ,B,R)x, (5.1)
where
x :=
[
qT uT 1
]T
,
µ :=
[
µ1 µ2 . . . µ12n+1
]T
,
p(q,B,R) :=
[
p1 p2 . . . p6n
]T
,
L(µ,B,R) :=


L1,1(µ,B,R) 04×1 . . . 04×1 04×1
01×4 0 . . . 0 1−µ2−µ32
01×4 0 . . . 0 1−µ4−µ62
...
...
. . .
...
...
01×4 0 . . . 0
1−µ12n−µ12n+1
2
01×4 1−µ2−µ32 . . .
1−µ12n−µ12n+1
2 ℓj,j(µ,B,R)


,
L1,1(µ,B,R) := µ1I4 − (µ2 − µ3)w1γ b1K1r1 − (µ4 − µ5)w1γ b1K2r1 − (µ6 − µ7)w1γ b1K3r1
−(µ8 − µ9)w1γ r1K1b1 − · · · − (µ12n − µ12n+1)wnγ r1K3bn −Kr(B,R),
ℓj,j(µ,B,R) := γ¯ − µ1 +
6n∑
l=1
(µ2l − µ2l+1)cl(B,R).
Here j is the size of x and c(B,R) :=
[
w1γ b1b
T
1 w1γ r1r
T
1 . . . wnγ bnb
T
n wnγ rnr
T
n
]T
.
If the right hand side of (5.1) is either zero or negative, we can say that γ¯ is an upper
bound on the cost of (4.18). Using this relaxation, we write an optimization problem to
find the minimum value of this upper bound ensuring the right hand side is either zero
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or negative, given by
(γ¯ ∗, µ ∗) := argmin
γ¯,µ
{γ¯ | L(µ,B,R)  0, µi ≥ 0, i = 2, 3, . . . , 12n+ 1} , (5.2)
where L(µ,B,R) satisfies the conditions of the S-procedure, given in Section 3.3.2. Note
that a few diagonal entries of the matrix L(µ,B,R) are zero. For this matrix to be positive
semidefinite, we can force the corresponding non-diagonal terms to be zero. This does
not only result in a reduced set of optimization variables, but also avoids numerical issue
arising due to the zero diagonal entries.
Theorem 5.1. Using a reduced set of optimization variables µr :=
[
µ1 µ2 µ4 µ6 . . . µ12n
]T
an equivalent formulation of (5.2) is
µ ∗r = argminµr
µ1 −
6n∑
l=1
(2µ2l − 1) cl(B,R)
subject to 0 ≤ µi ≤ 1, i = 2, 4, ..., 12n,
L1,1(µr, B,R)  0,
(5.3)
where L1,1(µr, B,R) is given by
L1,1(µr, B,R) := µ1I4 − 2µ2w1γ b1K1r1 − 2µ4w1γ b1K2r1
− 2µ6w1γ b1K3r1 − 2µ8w1γ r1K1b1 − . . .
− 2µ12nwnγ bnK3rn + w1γ b1K1r1 + w1γ b1K2r1
+ w1γ b1K
3
r1 + w1γ r1K
1
b1 + · · ·+ w12nγ bnK3rn −Kr(B,R). (5.4)
Proof. Note that in (5.2) the symmetric matrix L(µ,B,R) has zero diagonal elements.
For L(µ,B,R) to be positive semidefinite, as required in (5.2), all row/column elements
corresponding to the zero diagonal entries must also be zero [33, Thm 4.2.6], i.e. 1−µ2−
µ3 = 0, 1 − µ4 − µ5 = 0, 1 − µ6 − µ7 = 0 and so on. Using this property, we can force
these elements to be zero by eliminating µ3, µ5, . . . , µ12n+1 from (5.2) with additional
constraints 1 − µ2 ≥ 0, 1 − µ4 ≥ 0, . . . , 1 − µ12n ≥ 0. Moreover, the minimum possible
value of the scalar γ¯ that satisfies the constraint L(µr, B,R)  0 is one which results in
ℓj,j(µr, B,R) = 0, giving
γ¯ = µ1 −
6n∑
l=1
(2µ2l − 1) cl(B,R). (5.5)
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With these modifications, instead of L(µ,B,R)  0, we only need L1,1(µr, B,R) 
0, hence can write (5.3) using a reduced number of optimization variables, which is
equivalent to solving (5.2) for a minimum upper bound on (4.18).
5.3 Finding the Robust Quaternion (q∗)
Although the solution of the semidefinite program (5.3) gives a minimum upper bound
on the robust estimation problem (4.18), our main interest is to find q ∗ that could
maximize the cost (4.18). Now the question arises, can we find q ∗ using the solution µ ∗r
of (5.3)? Suppose µ ∗r results in a zero value of the right hand side of (5.1), then γ¯ ∗, i.e.
the minimum value of the cost (5.3), is equal to the maximum cost of (4.18), and the
corresponding q is the required q ∗.
In this regard, as a first step, we establish whether there exists a q that can make
qTL ∗1,1q = 0, where L
∗
1,1 := L1,1(µ
∗
r , B,R). If such a q exists, it further ensures x
TL∗x =
0, where L∗ := L(µ∗, B,R) and µ∗ can be obtained from µ ∗r .
Lemma 5.1. Let µ ∗r be a minimizer for the SDR problem (5.3), then λmin(L ∗1,1) = 0.
Proof. Using µr, the objective function (5.3) can be written as J := µ1−d, where d is the
sum of all remaining terms. Whatever the sign of d is, the cost function J is minimum
when µ1 is minimum. However, at the same time, we need L1,1(µr, B,R)  0. We can also
write L1,1(µr, B,R) = µ1I4−Kµ, whereKµ is the sum of all other terms in the expression.
This is a symmetric matrix with real eigenvalues λ1, . . . , λ4, and λ1 ≥ λ2 ≥ λ3 ≥ λ4.
Then, µ1I4 −Kµ has eigenvalues µ1 − λ1, µ1 − λ2, µ1 − λ3, µ1 − λ4. Now, µ1 = λ1 is the
smallest possible value that can make L1,1(µr, B,R)  0. This optimal value of µ1, i.e.
µ∗1 also ensures that λmin(L
∗
1,1) is equal to zero.
Remark 5.1. As stated in Lemma 5.1, the matrix L ∗1,1 has at least one eigenvalue equal
to zero. Suppose there is only one eigenvalue equal to zero and q˜ is an eigenvector
of L ∗1,1 corresponding to the zero eigenvalue, then this q˜ results in both L
∗
1,1q˜ = 04×1
and q˜TL ∗1,1q˜ = 0, because q˜ belongs to the null space of L
∗
1,1. From this we can deduce
that x˜TL∗x˜ = 0, where x˜ :=
[
q˜T u˜T 1
]T
, although we have no knowledge of u˜ at
this stage. This is possible because all elements of the matrix L∗ are zero, except the
sub-matrix L ∗1,1.
The vector q˜ can be a candidate for the robust quaternion. If there is no gap between
the cost of (4.18) and (5.3), then q˜ is the required optimal solution of (4.18), i.e. the
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robust quaternion.
5.3.1 Relaxation Gap
This section discusses the gap between the approximate robust attitude determination
problem (4.18) and its semidefinite relaxation (5.3). Firstly, we present a result which
is used to quantify this gap. The result and its proof follows similar lines as discussed
in [54]. In the onward discussion, we have dropped the dependence on B and R for
simplicity.
Lemma 5.2. Let µ∗r be a minimizer for the SDR problem in (5.3), such that h =
dimN
(
L1,1(µ
∗
r)
) ≥ 1, and
L1,1(µ
∗
r) =
[
V V+
] [0h 0
0 Λ+
][
V T
V T+
]
(5.6)
be a spectral decomposition of L1,1(µ
∗
r) for some orthogonal
[
V V+
]
and Λ+ ≻ 0. Let
the optimal cost of (5.3) be J(µ∗r). Let z =
[
z1 z2 z4 z6 . . . z12n
]T
≥ 0, where
zi ∈ R, i = 1, 2, 4, 6, . . . , 12n, then there does not exist a z such that
1. J(µ∗r − z) = J(µ∗r), i.e. J(z) = 0
2. µ∗2i ≥ z2i, i = 1, . . . , 6n,
3. 1− µ∗2i + z2i ≥ 0, i = 1, . . . , 6n,
4. V TL0(z)V < 0, where L0(z) = L1,1(µ
∗
r)− L1,1(µ∗r − z).
Proof. Suppose such a z exists. We choose a small value of ǫ > 0 such that µ∗r − ǫz
is another solution to (5.3), satisfying all above points. We evaluate L1,1(µ
∗
r − ǫz) =
L1,1(µ
∗
r)− ǫL0(z), and write[
V T
V T+
]
L1,1(µ
∗
r − ǫz)
[
V V+
]
=
[
V T
V T+
] (
L1,1(µ
∗
r)− ǫL0(z)
) [
V V+
]
.
Using (5.6), we can write
[
V T
V T+
]
L1,1(µ
∗
r − ǫz)
[
V V+
]
=
[
−ǫV T L0(z)V −ǫV
T
L0(z)V+
−ǫV T+ L0(z)V Λ+ − ǫV
T
+ L0(z)V+
]
.
Now, from point 4, we know that −V TL0(z)V > 0 and
− V TL0(z)V − ǫV TL0(z)V+
(
Λ+ − ǫV T+ L0(z)V+
)
−1
V T+ L0(z)V > 0,
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because Λ+ > 0 and we can choose ǫ > 0 such that Λ+− ǫV T+ L0(z)V+ > 0 and the above
is true. Using Schur complement condition for positive definiteness, the above implies
that L1,1(µ
∗
r − ǫz) ≻ 0. However, this contradicts Lemma 5.1.
Next, we present our main result regarding the gap between the SDR and (4.18) and
also relate the vector q˜ determined in Remark 5.1 and q∗, i.e. the solution of (4.18).
Theorem 5.2. Assume h = 1 the vector q˜, which makes q˜TL ∗1,1q˜ = 0 gives no relaxation
gap between the approximate problem (4.18) and its semidefinite relaxation (5.3), hence
q ∗ = q˜.
Proof. For no gap, we need to prove each term on the right hand side of (5.1) to be zero.
We use q˜ obtained from Remark 5.1, satisfying q˜T q˜ = 1 and L1,1(µ
∗
r)q˜ = 0.
1. Satisfying q˜T q˜ = 1 implies µ1(1− q˜T q˜) = 0.
2. Satisfying L1,1(µ
∗
r)q˜ = 0 implies x˜
TL(µ∗)x˜ = 0.
3. To prove that the remaining terms are zero, we first show that
(a) if µ2i 6= 0, then pi ≥ 0, i = 1, . . . , 6n.
(b) if µ2i+1 6= 0, then pi ≤ 0, i = 1, . . . , 6n.
To prove (a) we write the optimal cost function is (5.3) in terms of pi. For this,
pre and post multiplying both sides of (5.4) by q˜T and q˜, and using the fact that
q˜TL1,1(µ
∗
r)q˜ = 0 yields
0 = µ1 − (2µ2 − 1)w1γ b1q˜TK1r1q˜ − (2µ4 − 1)w1γ b1q˜TK2r1q˜
− (2µ6 − 1)w1γ b1q˜TK3r1q˜ − (2µ8 − 1)w1γ r1q˜TK1b1q˜ − . . .
− (2µ12n − 1)wnγ r1q˜TK3bnq˜ − q˜TKr(B,R)q˜. (5.7)
Finally, subtracting (5.7) from (5.5) yields
γ¯ = q˜TKr(B,R)q˜ − (2µ∗2 − 1)p1 − (2µ∗4 − 1)p2 − · · · − (2µ∗12n − 1)p6n. (5.8)
Now, consider the case i = 1. If p1 < 0, we need to prove µ
∗
2 = 0. Let we contradict
by saying that µ∗2 > 0. Then there exist z2 > 0, such that µ
∗
2 ≥ z2. We assume
z4, . . . , z12n to be zero. Using Lemma 5.2 (point 1), we have z1 = 2z2c1 i.e. the
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new z satisfies points 1-3 of Lemma 5.2. Then, using q˜TL1,1(µ
∗
r)q˜ = 0 we have
q˜TL1,1(µ
∗
r − z)q˜ = q˜T (−z1I4 + 2z2w1γ b1q˜TK1r1)q˜,
q˜TL0(z)q˜ = 2z2p1. (5.9)
Here, as p1 < 0 and z2 > 0, we have q˜
TL0q˜ < 0, which contradicts Lemma 5.2.
Hence we conclude that such a z2 is not feasible and µ
∗
2 = 0. Using a similar
approach, we obtain the result for all values of i, proving part (a). Similarly, for
part (b), we need to show that if pi > 0, then µ2i+1 = 0 or, in the reduced variable
settings, 1 − µ2i = 0, using the condition µ2i + µ2i+1 = 1 and the constraint
1−µ2i ≥ 0. Now, following a similar approach as in part (a), we can write for i = 1
q˜TL0(z)q˜ = −2(1− z2)p1. (5.10)
Since p1 > 0 and 1− z2 > 0, hence q˜TL0q˜ < 0, which is not possible from Lemma
5.2, proving part (b).
Finally, we prove that there exists u ≥ 0, such that the remaining terms in (5.1)
are zero. Since µ2i+µ2i+1 = 1 and µ2i ≥ 0, µ2i+1 ≥ 0 and |pi| = ui, i = 1, 2, . . . , 6n,
there are three possibilities.
i) µ2i = 1, µ2i+1 = 0: From (a), we know that in this case pi ≥ 0 and we define
ui = pi.
ii) µ2i = 0, µ2i+1 = 1: From (b), we know that in this case pi ≤ 0 and we define
ui = −pi.
iii) µ2i 6= 0, µ2i+1 6= 0: From (a) and (b), we know that in this case pi = 0 and we
define ui = 0.
It has been observed in the numerical simulations that the chance that the case h > 1
occurs is rare. However, we cannot rule out the possibility of its occurrence. If such a case
occurs, then there are more than one eigenvectors corresponding to the zero eigenvalues.
For any of these solutions, zero relaxation gap cannot be guaranteed. The possibility of
a solution with zero relaxation gap for h > 1 needs to be further explored and could be
a possible future research direction.
73
5.4 Numerical Results
0 500 1000 1500
−20
0
20
φ
0 500 1000 1500
−0.1
0
0.1
e φ
0 500 1000 1500
−20
0
20
θ
0 500 1000 1500
−0.02
−0.01
0
0.01
e θ
0 500 1000 1500
−20
0
20
Time (sec)
ψ
 
 
robust (fmincon)
robust (mincx)
0 500 1000 1500
−0.1
0
0.1
Time (sec)
e ψ
Figure 5.1: Difference between the attitude obtained by solving (4.18) and its semidefinite
relaxation. In the right-hand side plots, eφ, eθ and eψ are errors in the Euler angles.
5.4 Numerical Results
To analyze the performance of the semidefinite relaxation, we mainly use the in-orbit
simulation data, previously used to evaluate the performance of the robust formulation
in Chapter 4.
5.4.1 Comparison of the Quaternion Obtained from the Approximate
Problem and the SDR
Here, we present a quantitative comparison of the optimal quaternion obtained from (4.18)
using MATLAB’s fmincon (with interior-point algorithm, tolerance of 10−12 and an ini-
tial guess of the eigenvector of the K matrix corresponding to the largest eigenvalue i.e.
the quaternion for the non-robust solution) and the solution of (5.3) using MATLAB’s
robust control toolbox command mincx (with the same tolerance). We used used the per-
turbed vector data given in Table 4.2. A comparison of the two quaternions is given in
Table 5.1. Note that q∗ is obtained using Remark 5.1. The error between the two quater-
nion obtained by solving a nonlinear optimization problem and its relaxed semidefinite
program is negligible, which may be attributed towards numerical errors.
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Figure 5.2: Eigenvalues of the matrix L ∗1,1 matrix.
5.4.2 Comparison of the Solutions for In-Orbit Simulation Data
In this section we present comparison of the robust solutions obtained through the non-
linear optimization algorithm with the solution obtained from the semidefinite relaxation
for in-orbit data, as discussed in Chapter 4. We have solved the robust problem formu-
lated in (4.18) using the nonlinear optimization solver fmincon of MATLAB, while the
problem formulated using the semidefinite relaxation in (5.3) was solved using the Robust
Control toolbox command mincx. Results are shown in Figure 5.4. It can be observed
that both solutions gives similar performance and the attitude error is less than ±0.1◦,
which can be attributed to the numerical errors while transforming quaternion to Euler
angles.
5.4.3 Illustration of Sections 5.2 and 5.3: Theoretical Results
In this section we illustrate the theoretical results presented in Section 5.2 and 5.3. Firstly,
the eigenvalues of L∗1,1 are plotted in Figure 5.2 for the in-orbit flight data, showing that
the smallest eigenvalue is zero for all cases, validating Remark 5.1. Figures 5.3 and 5.4
support Theorem 5.2. Figure 5.3 shows the relaxation gap between the robust problem
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Figure 5.3: Gap between the maximum cost of (4.18) and its upper bound γ¯ ∗ obtained
using the solution of (5.3).
and its semidefinite relaxation i.e. qTKrq − uT e − γ¯, where the first part qTKrq − uT e
is calculated using the results obtained from fmincon and γ¯ is obtained from mincx. It
can be observed that the gap is zero for all time instances of the simulation. Figure 5.4
shows the difference between the quaternion obtained from the two solutions. For the
SDR case, the quaternion are obtained using Remark 5.1. It can be observed that both
the relaxation gap and the error in corresponding components of quaternion is almost
zero for all time instances.
5.5 Summary
Semidefinite relaxation has been used to transform the non-convex QCQP formulated
in Chapter 4 for robust attitude estimation into a semidefinite program with a linear
cost and linear matrix inequality constraints. The relaxed problem can efficiently be
solved using any SDP solver. It has also been shown how to extract the robust attitude
information from the solution of the relaxed problem. Further, we proved that the
gap between the formulation (4.18) and its relaxation (5.3) is zero for the case h =
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Table 5.1: Comparison of the elements of quaternion qi, i = 1, 2, . . . , 4 obtained
from (4.18) and (5.3) for the vector set given in Table 4.2
q∗i q˜i |q∗i − q˜i|
0.0761303170 0.0761303011 1.59928936×10−8
0.0444603409 0.0444603345 6.39020509×10−9
-0.0305429683 -0.0305429452 -2.31056824×10−8
0.9956377755 0.9956377777 -2.21610053×10−9
1, showing that the extracted quaternion is the solution of the nonlinear optimization
problem (4.18). Numerical results have been presented to validate the theoretical results
and the discussions presented in different sections of the chapter.
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Figure 5.4: Difference between the quaternions obtained by solving (4.18) and its semidef-
inite relaxation.
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Chapter 6
Orthogonal Procrustes Problem
with Data Uncertainties
This chapter extends the discussions presented in Chapters 4 and 5 to a more general
problem, known as the Orthogonal Procrustes Problem. Different formulations of this
problem address reflections, rotations and translations and have diverse applications. The
attitude estimation problem is also a sub-class of the Orthogonal Procrustes Problem. It
is discussed how semidefinite relaxations can be used to solve different formulations of the
Orthogonal Procrustes Problem with and without data uncertainties. The discussions
presented in this chapter are mainly based on [2].
6.1 Semidefinite Relaxation for the Orthogonal Procrustes
Problem
The Orthogonal Procrustes Problem has been introduced in Chapter 3, however, its
mathematical definition is being repeated here for convenience, namely
min
X
‖AX − B‖2F
subject to XXT = XTX = I,
(6.1)
where A,B ∈ Rm×n are given data matrices with m ≥ n, and X ∈ Rn×n is the unknown
orthogonal matrix which belongs to an orthogonal group of order n. The determinant
of X is +1 or −1. In the OPP for rotations X ∈ R3×3 with an additional nonlinear
constraint, i.e., det(X) = +1. In this case, the solution now belongs to SO(3).
In this section we use semidefinite relaxations to solve this problem. Although very
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efficient and numerically robust solutions of this problem already exist, such as the one
presented in Section 3.2.1, our main objective is to study how SDR can be applied to
solve this problem and how this approach can be extended to solve the robust problem.
We present a relaxed formulation for the standard OPP (3.8), as well as the OPP for
rotations. Both constraints XXT = I and det(X) = +1 are non-convex and cannot be
directly handled in the SDR framework. In the relaxed formulations, the non-convex
constraints are either relaxed or replaced with convex approximations.
6.1.1 Relaxation of the Standard OPP
To derive a semidefinite relaxation of the standard OPP, we use (3.11), repeated here as
‖AX − B‖2F = tr
(
AXXTAT +BBT −AXBT − BXTAT ) , (6.2)
and simplify the expression using the constraint XXT = I. By introducing a linear
objective, i.e., the trace of an unknown symmetric matrix M ∈ Rm×m, we write the
optimization problem, which is equivalent to (6.1),
min
X,M
tr(M),
subject to M −AAT − BBT +AXBT +BXTAT  0,
XXT = I.
(6.3)
Since the orthogonality constraint XXT = I is not convex, we relax it to a convex
quadratic inequality XXT  I. Using this relaxation, we write an approximate problem,
which has a linear cost and linear matrix inequality constraints, namely
min
X,M
tr(M),
subject to M  0,
X  0,
(6.4)
where M =


M +AXBT +BXTAT A B
AT I 0
BT 0 I

 and X =
[
I X
XT I
]
are Schur complement
[33] for the first and the relaxed second constraint in (6.3).
We first present following results which will be used to prove the result regarding
relaxation gap.
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Lemma 6.1. For any matrix Y ∈ Rn×n
1. Y Y T  I implies |yii| ≤ 1, i = 1, 2, . . . , n, where yii is the ith diagonal element
of Y .
2. Y Y T  I and yii = 1, i = 1, 2, . . . , n implies yij = 0, i 6= j, i, j = 1, 2, . . . , n.
Proof.
1. From Y Y T  I we write I − Y Y T  0. If I − Y Y T  0, then all diagonal
elements of I − Y Y T are greater or equal to zero [33, Section 4.2]. Hence y2ii ≤ 1
and |yii| ≤ 1, i = 1, 2, . . . , n.
2. For I − Y Y T  0, using the same argument as above, it follows that
y2i1 + y
2
i2 + · · ·+ y2in ≤ 1, i = 1, 2, . . . , n. (6.5)
Equation (6.5) and yii = 1 implies yij = 0, i 6= j.
Lemma 6.2. For any matrix Y ∈ Rn×n such that Y Y T  I and a diagonal matrix
Σ ∈ Rn×n with σi ≥ 0, i = 1, 2, . . . , n, where σi is the ithdiagonal element of Σ,
tr(Y Σ) ≤ tr(Σ). (6.6)
Proof. To prove the inequality, we write
tr(Y Σ) =
n∑
i=1
yiiσi ≤
n∑
i=1
σi, (6.7)
which is true if yii ≤ 1. Using the first point of Lemma 6.1, Y Y T  I implies |yii| ≤ 1,
proving the claim.
Lemma 6.3. For the matrices Y and Σ as defined in Lemma 6.2 and σi > 0, i =
1, 2, . . . , n,
tr(Y Σ) = tr(Σ), (6.8)
if and only if Y = I.
Proof.
1. For Y = I, it trivially follows that tr(Y Σ) = tr(Σ).
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2. It follows from the 1st point in Lemma 6.1 that −1 ≤ yii ≤ 1, i = 1, 2, . . . , n. If
tr(Y Σ) = tr(Σ), (6.9)
then
n∑
i=1
yiiσi =
n∑
i=1
σi. (6.10)
Since −1 ≤ yii ≤ 1 and σi > 0, i = 1, 2, . . . , n, it follows that (6.10) is true if and
only if yii = 1, i = 1, 2, . . . , n. It follows from the 2
nd point in Lemma 6.1 that
yij = 0, i 6= j, i, j = 1, 2, . . . , n, hence Y = I.
The following result regarding the gap between problem (6.1) and its relaxation (6.4)
holds.
Theorem 6.1. There is no gap between problem (6.1) and its relaxation (6.4) and the
solution of the relaxation is the optimal solution of (6.1) if ATB is nonsingular.
Proof. To prove the theorem, following Section 3.2.1, we write an equivalent problem to
(6.1) as
γ := max
XXT=I
tr(BXTAT ), (6.11)
which has a unique solution when ATB is nonsingular [40, Theorem 8.6]. Relaxing the
constraint XXT = I to XXT  I, we write the relaxed convex problem as
γ := max
XXTI
tr(BXTAT ). (6.12)
To prove that there is no gap, we need to show that
γ = γ. (6.13)
Suppose X is a maximizer for (6.12) such that XXT  I. We show that XXT = I
proving absence of the gap. To find the max in (6.12), we follow similar steps used to
derive the solution of (6.11) in Section 3.2.1 and write
tr(BXTAT ) = tr(XTATB),
=tr(XTUΣV T ),
=tr(V TXTUΣ),
=tr(Y Σ),
(6.14)
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where Y := V TXTU . Since XXT = XTX  I and U and V are unitary matrices
obtained from the singular value decomposition of ATB, it follows that V TXTXV  I,
which gives Y Y T = V TXTXV  I. From Lemma 6.2 it follows that
tr(Y Σ) ≤ tr(Σ). (6.15)
Since ATB is nonsingular, all singular values of ATB in Σ are non-zero. From Lemma
6.3 it follows that tr(Y Σ) = tr(Σ) if and only if Y = I, i.e. V TXTU = I. This is true if
and only if X = UTV . Note now that XXT = I, hence proving the claim.
6.1.2 Relaxation of the OPP for Rotations
The OPP formulation for rotations needs to handle the additional nonlinear constraint
det(X) = +1, which cannot be directly handled in the SDR framework. The OPP
for rotations is of much interest from a practical point of view for many applications
[34; 37; 88].
One approach to handle the rotation problem in the SDP framework is proposed by
[68]. We also refer to [73, Proposition 4.1] for more details. We present the main point
in a simplified form.
Consider a symmetric matrix Z ∈ R4×4, then an exact SDP representation of the
convex hull of SO(3) is given by
X(Z) =


z11 + z22 − z33 − z44 2z23 − 2z14 2z24 + 2z13
2z23 + 2z14 z11 − z22 + z33 − z44 2z34 − 2z12
2z24 − 2z13 2z34 + 2z12 z11 − z22 − z33 + z44

 , (6.16)
if and only if the matrix Z satisfies the following constraints
Z  0,
trace(Z) = 1.
(6.17)
In the above expression zij is the element of the matrix Z. To understand this fact,
consider that positive semidefinite 4× 4 matrices with both trace and rank 1 are param-
eterized by
Z =
1
a2 + b2 + c2 + d2


a2 ab ac ad
ab b2 bc bd
ac bc c2 cd
ad bd cd d2

 , (6.18)
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such that a2 + b2 + c2 + d2 6= 0. The image of this rank 1 matrix under the linear
map (6.16) is precisely the group SO(3). This parameterization is known as the Cayley
transform [73].
Embedding the trace constraint, i.e. z11+ z22+ z33+ z44 = 1 within the definition of
Z, we write an exact SDP representation for the rotation problem as
min
Z,M
tr(M)
subject to M  0,
Z  0,
(6.19)
where
M =


M +AX(Z)BT + BX(Z)TAT A B
AT I 0
BT 0 I

 . (6.20)
The new X(Z) with embedded trace constraint is given as
X(Z) =


2z11 + 2z22 − 1 2z23 − 2z14 2z24 + 2z13
2z23 + 2z14 2z11 + 2z33 − 1 2z34 − 2z12
2z24 − 2z13 2z34 + 2z12 −2z22 − 2z33 + 1

 . (6.21)
The solution of this problem gives the matrix Z satisfying the constraints given in (6.17).
The matrix Z is then used to calculate X, which is the optimal solution of the rotation
problem. We use this transformation in Section 6.2 to solve the OPP for rotations with
data uncertainties.
6.2 The OPP with Data Uncertainties
In various applications of the OPP, the data matrices A and B are generally obtained
from different sources, e.g., some camera, sensors, mathematical models. This input
information has always some sort of uncertainty, which could be large in some operational
conditions. It is well-known that in the presence of large uncertainties the accuracy of
the obtained solution is questionable due to its sensitivity to data errors. Clearly, under
the worst case uncertainties, the error in the solution may be large.
To reduce the sensitivity of the solution to data uncertainties, in this section, we
formulate and solve a robust Orthogonal Procrustes Problem.
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6.2.1 The Robust Problem
We define the robust problem
min
X
max
∆
∥∥A¯X − B¯∥∥2
F
subject to XXT = I,
∆∆T  I,
(6.22)
where A¯ and B¯ are uncertain data matrices and ∆ is the uncertainty.
6.2.2 Uncertainty Representation in the Data Matrices
We consider the uncertainty structure in the data matrices described by
[
A¯ B¯
]
=
[
A B
]
+ E∆
[
F1 F2
]
, (6.23)
where A and B represent the nominal data, E,F1 and F2 are known matrices and ∆ is
the uncertainty matrix such that ∆∆T  I.
Perturbation model of this form is common in robust estimation, filtering and control
[32; 74; 83]. By a suitable selection of E,F1, F2 and ∆, this model can represent both
structured and unstructured uncertainty. For example, a norm-bounded full ∆ represents
unstructured uncertainty, while a norm-bounded diagonal ∆ with a suitable choice of
other matrices represents structured uncertainty. A suitable choice of E,F1 and F2
specifies both the components of A and B affected by the uncertainty ∆ and also the
amount of uncertainty.
In this work we use this general uncertainty structure to formulate the robust prob-
lem. The choice of the constant matrices defines the uncertainty to be structured or
unstructured. Further, we consider 2-norm limit on ∆, i.e. ∆∆T  I, which represents
a ball uncertainty.
6.2.3 Semidefinite Relaxation of the Robust OPP
To solve the min-max problem we use the SDR approach, following similar steps followed
while solving the nominal problem (6.4). The main challenge is to handle uncertainties
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in the max problem. By expanding the cost in (6.22) we define
tr(J(X,∆)) =‖A¯X − B¯‖2F
=tr((A +E∆F1)XX
T (A + E∆F1)
T − (A + E∆F1)X(B + E∆F2)T
− (B + E∆F2)XT (A + E∆F1)T + (B + E∆F2)(B + E∆F2)T ).
(6.24)
The constraint XXT = I is used to further simplify the cost. To transform this problem
into a tractable LMI formulation we first replace the cost in (6.22) with a linear objective
function, which is trace of an unknown matrix M , and write an equivalent problem
min
X,M, ∆
tr(M),
subject to M − J(X,∆)  0 ∀ ∆ : ∆∆T  I,
XXT = I.
(6.25)
We simplify the optimization problem by relaxing the first constraint and making it
independent of ∆. For this, we use the identity
M − J(X,∆) = λE(I −∆∆T )ET+[
I E∆
] [M − Jn(X)− λEET T2(X)
(T2(X))
T λI − J∆(X)
][
I
∆TET
]
, (6.26)
where Jn(X), T2(X) and J∆(X) are defined as
Jn(X) = AA
T +BBT −AXBT − BXTAT ,
T2(X) = BX
TF T1 +AXF
T
2 −AF T1 − BF T2 ,
J∆(X) = F1F
T
1 + F2F
T
2 − F1XF T2 − F2XTF T1 .
Further we define the matrix in the second term on the right hand side of (6.26) as
T(M,X, λ) =
[
M − Jn(X)− λEET T2(X)
(T2(X))
T λI − J∆(X)
]
. (6.27)
The right hand side of (6.26) is either zero or positive because I − ∆∆T  0 and we
impose λ ≥ 0 and T(M,X, λ)  0, ensuring that M − J(X,∆)  0, i.e., tr(M) is an
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upper bound on the cost in (6.22). Finally we write a relaxation of (6.22) as
min
X,M,λ
tr(M),
subject to T(M,X, λ)  0,
X  0,
λ ≥ 0,
(6.28)
where X is as defined in (6.4).
Remark 6.1. Unlike Remark 6.1, it is observed through numerical simulations that the
gap between the robust problem (6.22) and its semidefinite relaxation (6.28) is not zero
in general.
6.2.4 Orthogonalization of X
While solving the robust problem, we need an X which not only minimizes the worst
case cost, but also satisfies the orthogonality constraint, which is relaxed in the SDR
formulation. When the gap between the robust problem and its semidefinite relaxation
is not zero, the X does not satisfy the orthogonality constraint, i.e., XXT 6= I. For such
cases, we find the nearest orthogonal X in the Frobenius norm sense. Such an X can be
obtained by solving the optimization problem
min
Xo
‖Xo −X‖2F
subject to XoX
T
o = I,
(6.29)
where the decision matrix Xo is orthogonal. This problem is the same as the nominal
Orthogonal Procrustes Problem (3.8) with A = I and B = X. The solution is Xo =
UxV
T
x , where UxΣxV
T
x = X is the singular value decomposition of X.
6.2.5 Effect on Robust Performance
It can be argued that Xo is not the optimal solution of (6.28). However, note that if the
optimal solution X of (6.28) is not orthogonal, it is not feasible for the robust problem
(6.22). The matrix Xo is the nearest orthogonal matrix, which also results in minimum
cost variation than the non-orthogonal matrix X. To evaluate the cost variation, let
e1 = A¯Xo − B¯ and e2 = A¯X − B¯, then ‖e1 − e2‖ = ‖A¯(Xo −X)‖ ≤ ‖A¯‖‖Xo −X‖. This
shows that ‖A¯‖‖Xo −X‖ is an upper-bound on the cost difference. The smallest value
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of the upper-bound ensures that the orthogonal Xo results in a minimum cost variation
from the SDR solution. However, the robustness properties of Xo may not be the same
as that of the robust matrix X. An analysis of the performance is presented in Section
6.3, however, the robustness properties of Xo need further analysis.
6.2.6 The Robust Problem for Rotations
Using the same transformation as discussed in Section 6.1.2, we write the relaxed robust
problem for rotations as
min
Z,M,λ
tr(M),
subject to T(M,Z, λ)  0,
Z  0,
λ ≥ 0,
(6.30)
where T(M,Z, λ) is as in (6.27), with X replaced by X(Z).
Although the transformed formulation in the case of the OPP with rotations without
uncertainties (6.19) is exact; however, in the presence of uncertainties, the obtained
solution is not always orthogonal: we need to use the orthogonalization discussed in
Section 6.2.4. Based on the numerical experience with the robust OPP, as given in
Section 6.3, we have the following remark.
Remark 6.2. It is observed in the numerical simulations for both the standard OPP and
the OPP for rotations that by limiting the size of the maximum uncertainty in the robust
problem (6.28) significantly reduces the number of cases in which the solution X is not
orthogonal.
6.3 Simulation Results
This section presents numerical simulations to evaluate the performance of the presented
relaxation approaches and to support presented discussions and results.
6.3.1 Analysis of the Standard OPP Relaxation
Firstly we compare the solution of (6.4) with the SVD solution. For this comparison, we
have generated random matrices A and B of size 10× 10 using the MATLAB command
randn. The results of the simulation are given in Figure 6.1. The graph presents and
cost ‖AX − B‖2F using both the SVD and the SDR based solutions. It also gives the
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Figure 6.1: Simulation results for the semidefinite relaxation of the standard OPP (6.4).
gap between the relaxed and the original problem, which is practically zero, supporting
Remark 6.1. The last sub-plot shows the determinant of X, which is ±1 indicating that
the solution belongs to orthogonal matrices of order n.
6.3.2 Analysis of the OPP Relaxation for Rotations
The performance of the OPP for rotations is illustrated in Figure 6.2. The first subplot
presents the relaxation gap, which is zero, validating the exactness of (6.19) for rotations.
The other subplots show some parameters of the Z and X matrices. It can be observed
that the parameters, such as the trace and the rank of Z, and the determinant of X, are
as desired for all random cases.
6.3.3 Robust Performance Evaluation
In this section we evaluate the performance of the solutions obtained by solving the ap-
proximate formulations of the standard and the robust problems for a set of bounded
uncertainties in the input matrices. For this analysis, we considered a structured uncer-
tainty description. To obtained data for this test we generated a random matrix A using
the MATLAB’s command randn, and an orthogonal matrix X using the MATLAB’s
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Figure 6.2: Simulation results for the semidefinite relaxation of the OPP for rotations
(6.19).
command orth, both in R3×3. Using this orthogonal matrix, we calculate the matrix B.
This pair A,B represents an exact data set, i.e. the matrix A can be exactly transformed
to B using X. To this pair we add uniformly distributed random error within a range of
30% of the size of the elements of the true matrices, to obtain A and B with errors. We
then solve both the nominal problem (3.13) and the robust problem (6.28). A large num-
ber of A¯ and B¯ have been generated by adding uniformly distrubuted random errors into
the nominal data within the set of uncertainty bounds. The cost value has been evaluated
both for the nominal and the robust solution. The histogram of the test results is given
in Figure 6.3, where the x−axis represents the cost value, while the y−axis represents
the number of test with the same cost value. It can be observed that the dispersion of
the cost value using the nominal solution is much larger than the dispersion of the robust
solution. This benefit is more obvious for the worst case scenarios. However, for nominal
cases the robust solution suffers from an offset as compared to the nominal solution.
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6.3.4 Orthogonalization Step
Finally, we analyze the orthogonalization step discussed in Section 6.2.4 and its effect on
the optimal cost. We have performed simulations by varying the maximum uncertainty
level in the the nominal data and plotted the number of cases (in percentage) which give
an orthogonal X. The results are shown in the first subplot of Figure 6.4. The analysis
shows that the number of tests having orthogonal X, i.e., when no orthogonalization
is required, increase significantly, when the size of the uncertainty is small, supporting
Remark 2. Further, we compare the change in the cost using the optimal solution of
the approximate robust problem (6.28) and its orthogonalized solution for 200 runs of
random data within bounded uncertainty, showing that the cost variation due to the
orthogonalization is not large.
6.4 Summary
We have presented a unified approach based on semidefinite relaxations to solve different
formulations of the Orthogonal Procrustes Problem. It has been demonstrated that the
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Figure 6.4: The first subplot shows number of orthogonal solutions (%) versus the un-
certainty bounds, and second subplot compares cost using the SDR solution before and
after orthogonalization.
relaxation of the nominal problem results in no gap between the actual and the relaxed
problems. The SDR framework allows to handle uncertainties in the data matrices. It has
been further demonstrated that while considering uncertainties, the gap is not necessarily
zero and, in such cases, the obtained solution needs to be orthogonalized.
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Chapter 7
Sub-optimal Predictive Control
for Satellite De-tumbling
This chapter deals with control of the satellite in the initial acquisition phase. In this
phase, the launch disturbances induce high body rates resulting in a tumbling motion.
The control system is required to minimize the de-tumbling time by damping the high
body rates with minimal use of on-board power resources. We present performance analy-
sis of three nonlinear model predictive control (NMPC) schemes to address these conflict-
ing objectives. The first two formulations are based on existing results, which guarantee
closed-loop stability; however they have high computational requirements. The compu-
tational burden becomes prohibitively high as compared to the available resources in
such satellites, when the initial rates are large. To address this issue, a third formulation
is proposed, which sacrifices stability guarantees and allows an early termination of the
optimizer by imposing an additional constraint on the cost.
7.1 Introduction
The computational burden to optimally solve a nonlinear model predictive control (NMPC)
problem is a major concern for practical applications. In this chapter, the main focus
is to analyze the performance of NMPC for the satellite rate damping problem and to
study the possibility of real-time implementation, which should take into account the
system’s computational limitations. The use of NMPC is motivated to address the con-
flicting objectives, such as reducing the de-tumbling time using minimal on-board power
resources in the presence of dynamic nonlinearities due to high body rates, under-action
of magnetic actuators and time-varying control due to the change in the Earth’s magnetic
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field at different locations of the orbit.
We analyze the performance of two existing NMPC schemes in comparison to β−dot
control. The issues that arise in practice while solving a NMPC problem are highlighted,
especially when the initial body rates are large. The main issues faced are infeasibility
and the large number of iterations that the optimization solver takes to reach optimality.
Limiting the maximum number of iterations may result in degraded performance due to
the possibility of the cost increasing at each sample time. To overcome this problem, we
propose a new sub-optimal formulation with an additional constraint on cost reduction.
Although the imposed constraint adds slightly to the computational burden of the op-
timizer, we demonstrate through extensive numerical simulations that, by limiting the
maximum iterations of the optimizer to a small number, the cost at each sample time
decreases. The imposed cost reduction also gives significant performance improvement
by reducing the de-tumbling time compared to the other NMPC formulations.
7.2 Optimal NMPC Formulations
In the MPC literature, most of the research is dominated by establishing stability guar-
antees, and as a result conditions have been developed for different formulations of MPC
to ensure stability [59]. The classical MPC setup uses a terminal equality constraint to
guarantee stability [46]. However, such strict stability constraints add to the computa-
tional burden of the optimizer. Sometimes satisfaction of the exact equality constraint
cannot be achieved in finite computational time, especially for nonlinear systems [58; 75].
Research has been done in relaxing these constraints. One common approach is to relax
the strict terminal equality constraint to an inequality, where the terminal state is re-
quired to be in a terminal region. A terminal cost is also added to penalize the states at
the end of the prediction horizon [22]. The terminal region needs to be invariant for the
nonlinear system controlled by a local state feedback control. A similar scheme, known
as dual-mode MPC, is proposed in [61]. The reference [75] discusses MPC schemes with
a strict terminal equality constraint and a scheme similar to the dual-mode MPC for
nonlinear systems. Furthermore, in [43; 44] it has been shown that careful selection of
either a terminal cost or horizon length can ensure stability of MPC. They have proposed
selection strategies for both the terminal cost and horizon length in a continuous-time
setting. In [48], a stabilizing discrete-time NMPC is discussed without terminal con-
straints, but used a terminal cost with a suitable selection of weighing matrices. Similar
considerations for discrete-time systems have been recently reviewed in [35].
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In this paper we assume that all states are measured that there is no mismatch
between the model and the plant and that the control and prediction horizons are the
same. Most of the discussions on the performance of the presented NMPC formulations
are based on our numerical experience using a specific optimization solver, known as
IPOPT [87], which uses a primal-dual interior-point algorithm to solve the optimization
problem.
7.2.1 Formulation with Terminal Constraint
For the continuous-time nonlinear satellite attitude dynamics given in Section 7.4, we
choose the following NMPC formulation, which ensures stability, subject to some stan-
dard regularity assumptions on the cost function, dynamics and input constraint set
[22]
F1


min
u(·)
V (x(·), u(·), t)
subject to
x˙(s) = f (x(s), u(s), s) ,
u(s) ∈ U,

 ∀s ∈ [t, t+ T ]
x(t+ T ) ∈ Xf ,
(7.1)
where V (·) is the cost function, f : Rn × Rm → Rn with f(0, 0, s) = 0∀s(t, t + T ), the
initial state at time t is x(t) which is assumed to be known, U is a compact subset of Rm
containing the origin in its interior, x(t + T ) := x u(t + T ;x(t), t), where x u(·;x(t), t) is
the state trajectory with a given control trajectory u(·) and initial state x(t) at time t
and Xf is a terminal constraint set. The NMPC cost function is given by
V (x(·), u(·), t) :=
∫ t+T
t
ℓ(x(s), u(s))ds+ F (x(t+ T )), (7.2)
where ℓ(·) is the stage cost, T is the prediction horizon and F (·) is a terminal cost. For
the stage cost, a common choice is a quadratic cost penalizing states and inputs, given
as
ℓ(x(s), u(s)) :=
1
2
(‖x(s)‖2Q + ‖u(s)‖2R) , ∀s ∈ [t, t+ T ], (7.3)
where Q  0 and R ≻ 0 are symmetric weighting matrices. For the satellite rate damping
problem we have used this quadratic stage cost with a suitable choice of Q and R. The
state vector used in the stage cost comprises only the body rates.
While evaluating the MPC performance, we consider the case in which Xf = {0} and
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F (x(t + T )) = 0. On the other hand, if an inequality terminal constraint is considered,
the set Xf needs to be an invariant set. We also need to find a suitable terminal cost
and a stabilizing controller for the terminal region. In this work, since we are interested
in bringing the satellite to rest, we can use rotational kinetic energy of the satellite as a
terminal cost, similar to the one suggested in [15], i.e. F (x(t+T )) = 12ω(t+T )
T Jω(t+T ),
where J is the inertia matrix of the satellite and ω represents the satellite body rates.
Warm Starting
To speed-up computations while solving the problem F1, we use a warm start strategy
[75], i.e. at time t + δ, where δ is the sample time, we initialize the input and state
trajectories with the shifted control and state trajectories obtained at time t. For the last
interval [t+T, t+T+δ], we repeat the control trajectories of the interval [t+T−δ, t+T ]. At
time t with horizon length T , let the optimal (or early terminated) control trajectory be
represented by u∗(·) := u∗(·;x(t), t) and, using this control trajectory, the state trajectory
be represented as xu∗(·;x(t), t). Using this information, we write the shifted trajectories
at time t+ δ for the time interval [t+ δ, t+ δ + T ] as
ushifted(·) :=


u∗(s;x(t), t) ∀s ∈ [t+ δ, t+ T ]
u∗(s− δ;x(t), t) ∀s ∈ [t+ T, t+ T − δ]
0 ∀s ∈ [t+ T + δ,∞)
xshifted(·) := xushifted(·;x(t+ δ), t+ δ).
(7.4)
The warm starting technique improves the optimizer’s performance by reaching an opti-
mal point in less number of iterations than the case without warm starting.
7.2.2 Formulation without Terminal Constraint
The problem F1 given in (7.1) performs well with small initial body rates (≤ ±5 deg/s)
as shown in Section 7.5. However, when these rates increase, the number of iterations
of the optimizer increases considerably. Infeasibility can also arise in these cases due to
terminal equality constraint, which is mainly imposed to ensure stability.
Since we are not considering any other state constraint, the terminal constraint is
the only one that depends on the predicted state of the system. Thus, removal of the
terminal constraint makes the problem much easier to solve [48]. To ensure stability,
we use the fact that for a sufficiently long horizon, the MPC scheme is stabilizing even
without terminal cost and constraints. Following the results presented in [44, Theorem
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4], we define a simplified problem without terminal cost and constraint as
F2


min
u(·)
V (x(·), u(·), t)
subject to
x˙(s) = f (x(s), u(s), s) ,
u(s) ∈ U,

 ∀s ∈ [t, t+ T ]
(7.5)
where the initial state vector for the dynamics is x(t). The NMPC cost function is now
given by
V (x(·), u(·), t) :=
∫ t+T
t
ℓ(x(s), u(s))ds. (7.6)
Due to the removal of terminal constraint, the optimizer load is significantly reduced at
the start, as compared to problem F1 with a terminal constraint. However, after first
few sample times both problems take almost similar number of iterations.
7.3 Sub-optimal NMPC Formulation
For initial body rates less than ±5 deg/s, both problems F1 and F2 give similar perfor-
mance if the horizon is sufficiently long (see Figure 7.3). However, during the de-tumbling
phase of the satellite, the initial body rates can be much higher. When initial rates are
larger than ±5 deg/s, performance of these formulations degrade significantly. The main
reason of the degraded performance with F1 is infeasibility, i.e. with limited control
torque, it becomes very difficult for the optimizer to find a control sequence, which satis-
fies all constraints. With F2, due to the removal of the terminal constraint, infeasibility
issues are avoided, however, the optimizer still needs a large number of iterations. This
enhanced computational load is not acceptable for the computational resources normally
available in small satellites. With limited computational resources, one possible approach
is to fix the maximum number of iterations for the optimizer. However, by limiting the
maximum number of iterations, we obtain a sub-optimal point that may result in an
increase in the cost at each sample time, thereby loosing stability guarantees. If the
early terminated points result in a continuous increase in the cost during first few sample
times, we may also loose the benefit of reduced de-tumbling time. This issue is further
discussed in Section 7.5.
Sub-optimality in MPC has been discussed in the literature; see for example [48; 75].
Both the references impose an additional constraint on the monotonic decrease in the cost
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at each sample time and concentrate on feasibility, instead of optimality. They propose
early termination of the optimization process when a feasible point is obtained. This
feasible point, which ensures a monotonic decrease in the cost, also ensures closed-loop
stability. The references [89; 96] discuss sub-optimality in terms of early termination
of the optimizer based on the available time or maximum number of iterations. Both
references treat linear systems and propose using primal barrier interior-point methods to
solve the optimization problem. The reference [89] has demonstrated through numerical
simulations that sub-optimal results with very small number of iterations (e.g. 5-10)
perform surprisingly well. The reference [96], however, impose an extra constraint on
the cost reduction. With the availability of a feasible solution at the start, the imposed
constraint ensures stability for any available computational time for linear systems, when
no disturbances are considered. In the presence of disturbances, they have proposed a
robust real-time technique using tube-based MPC, which ensures input-to-state stability.
Most of these methods assume availability of a feasible solution at the start to ensure
stability; however, this assumption is not always true in the satellite de-tumbling phase
when initial body rates are large. Moreover, the proposals to terminate the optimization
based on number of iterations or computational time have been tested with linear systems
only.
Following similar ideas, we derive a formulation which gives an acceptable perfor-
mance with early terminated sub-optimal points for the tumbling satellite. We modify
problem F2 and add an additional constraint on cost reduction. To pose the cost con-
straint we define the value function at time t− δ as V ∗(x(t− δ), t− δ), which uses input
sequence u∗(·, x(t− δ), t− δ) obtained at last time step. The proposed problem is given
as
F3


min
u(·)
V (x(·), u(·), t)
subject to
x˙(s) = f (x(s), u(s), s) ,
u(s) ∈ U,

 ∀s ∈ [t, t+ T ]
V (x(·), u(·), t) ≤ V ∗(x(t− δ), t− δ)− γ‖x(t)‖22,
(7.7)
where V (x(·), u(·), t) is the same as defined for the formulation F2 and γ > 0 is a param-
eter to choose, which defines the required decrease in cost. We have kept the decrease in
the cost as a function of state only, which is a milder requirement than the stage cost, as
proposed in [75].
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Algorithm 1 A Sub-optimal MPC Algorithm
Input/Parameters
• Dynamic equations f(x(s), u(s), s)∀s ∈ [t, t+ T ] and input constraint set U, both
satisfying conditions given in Section 7.2.1.
• Q  0 and R ≻ 0 for the quadratic stage cost (7.3).
• Initial state and input at time t, i.e., x(t), u(t).
• Tunning parameter γ > 0, maximum iterations itermax and cost tolerance ǫcost > 0.
Output
• Optimal or sub-optimal input trajectory u∗(·).
Algorithm
1: At initial time t, solve F2 for i ≤ itermax, where i represents the number of iterations,
using the given initial state and input and find an optimal or sub-optimal control
trajectory u∗(·). Use the first value of u∗(·), i.e, u∗(t;x(t), t) for control.
2: Increment time by δ. Use the warm start scheme (7.4) to obtain initial state and
input trajectories. Solve F3 optimally or sub-optimally and find u
∗(·). Use the first
value of the obtained control trajectory.
3: If the value function at last time step V ∗(·) ≥ ǫcost, repeat step 2, otherwise solve F2
instead of F3 in step 2.
Using the warm start scheme (7.4) and problem F3, a sub-optimal MPC strategy is
given in Algorithm 1. The sub-optimal algorithm with a limit on the maximum number
of allowed optimizer iterations has shown improved performance in terms of less de-
tumbling time compared to other two problems, especially when initial rates are larger
than ±5 deg/s. In these cases, F1 and F2 either face infeasibility or require large number
of iterations to reach a solution. Some numerical simulation results to demonstrate the
performance are given in Section 7.5. The improved performance with a limited number
of optimizer iterations is mainly due to the imposed cost reduction constraint, which is
respected by the optimizer despite sub-optimality. The 3rd step in Algorithm 1 also gives
computational benefit by removing the cost constraint when V (x(·), u(·), t) < ǫcost. This
transition may give an increase in the cost after a small number of iterations; however
since the value of the cost is already small, it does not affect the performance.
7.4 Satellite Dynamics
In Chapter 2 both translational and rotational dynamic equations have been presented.
The translational dynamics are mainly required to predict the Earth’s magnetic field,
which depends on the current position of the satellite. The MPC requires this informa-
tion to calculate the control action at the current time. However, keeping in view the
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complexity of NMPC, we only use the rotational dynamics, while to estimate the Earth’s
magnetic field at different orbit locations we use a very simple approximation given in
(2.21). In this section we recall the rotational dynamic equations for completeness.
For rotational dynamics, the state vector x and the control vector m are given as
x :=
[
(ωbb/o)
T (qb/o)
T
]T
,
m :=
[
mx my mz
]T
,
(7.8)
where ωbb/o :=
[
P Q R
]T
is the angular velocity of Fb with respect to Fo and qb/o ∈ R4
satisfying qTb/oqb/o = 1 represents the quaternion vector for transformation from Fo to Fb.
The control vector m represents the dipole moment of the magnetic actuators installed
about the corresponding axis of the body frame.
The state equations, given in Chapter 2 in (2.11) and (2.16), are recalled, namely
bω˙bb/o = (J
b)−1
[∑
τ b − ωbb/i × Jbωbb/i
]
+Ωbb/oCb/oω
o
o/i. (7.9)
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Figure 7.1: Performance comparison between solving F1 and F2.
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q˙b/o =
1
2


0 R −Q P
−R 0 P Q
Q −P 0 R
−P −Q −R 0


[
q
q4
]
. (7.10)
7.5 Simulation Results
To evaluate the performance of the NMPC schemes we use the nonlinear simulation setup
for the CubeSat discussed in Section 2.6, which is based on the data given in Table 2.2
[85]. The main objective of these simulations is to study and compare the performance
of the presented NMPC schemes to damp the initial body rates of the tumbling satellite
to an equilibrium in a minimum time with minimal use of control. The control command
m at each time step is the first element of the optimal or sub-optimal control trajectory
u(·), computed using the presented NMPC formulations.
Nonlinear optimization solver
To solve the NMPC problem we use a software package for large scale nonlinear optimiza-
tion problems, IPOPT (Interior Point OPTimizer) [87], along with a MATLAB based
toolbox ICLOCS (Imperial College London Optimal Control Software) [94]. IPOPT im-
plements a primal-dual interior point method for nonlinear optimization. ICLOCS is used
to transcribe the infinite-dimensional optimal control problem into a finite-dimensional
approximation. It offers three transcription methods, i.e. discrete, multiple-shooting and
direct collocation. We have used a direct collocation method to discritize the continuous-
time system dynamics using one of the three available integration methods in ICLOCS,
namely, Euler, Trapezoidal and Hermite. The results presented in this section are based
on simulations that use the trapezoidal method.
7.5.1 Performance Comparison between Solving Problems F1 and F2
A performance comparison of solving problems F1 and F2 for small initial body rates (less
than ±5 deg/s) is given in Figure 7.1. A horizon length of 480 seconds has been chosen
with a sample time of 3 seconds. The results indicate that the chosen horizon length is
sufficiently long and as a result solving problem F2 gives almost similar performance as
solving F1. It can be observed from the second subplot, where the number of iterations
is plotted against time, that solving problem F1 requires around 250 iterations for the
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first sample time, while F2 requires around 80. However, once a feasible point is obtained
to warm start the state and control trajectories at the next sample time, the number of
iterations drops significantly and is almost the same for both formulations.
7.5.2 Comparison with β-dot Control
One of the most commonly used control schemes for satellite rate damping is known
as β-dot control [29], which uses the rate of change of the Earth’s magnetic field and is
based on the principle of reducing the rotational kinetic energy of the tumbling satellite.
The main reason for the popularity of this scheme is simple measurement requirements,
i.e., the rate of change of the Earth’s magnetic field with respect to the body frame.
The Earth’s magnetic field in the body frame is measured by magnetometers and its
derivative is calculated numerically. A comparison between β-dot control and solving
NMPC problem F1 is shown in Figure 7.2. For β-dot control, a well-tuned controller
gain is selected. For initial gain selection, the method given in Section 2.6 is used,
which is further tuned using nonliear simulations. The initial rates, gain used for β-dot
controller and some important parameters for the NMPC are given in Table 7.1. It
is observed that β-dot control damps the body rates to zero in a time around half of
the orbit time (≈ 3000 seconds), while the NMPC schemes generate an optimal control
command, keeping in view future response of the satellite over the chosen horizon. It
can be observed from Figure 7.2 that the reduction in the rotational kinetic energy of
the satellite is much faster with the NMPC as compared to β-dot control. For control
energy, it can be observed from Figure 7.2 that the NMPC controller use more control at
start; however, it quickly settles to small values, while due to longer de-tumbling time,
the β-dot controller use more control.
Table 7.1: Simulation parameters for MPC and β-dot performance comparison.
Parameter Type Value
Initial body rates P = 0.04 rad/s, Q = 0.02 rad/s, R = −0.03 rad/s
β-dot gains Kx = 5× 105, Ky = 5× 105, Kz = 5× 105
MPC parameters T = 480s, δ = 3s, Qc = I, Rc = 1× 10−6I
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Figure 7.2: Rate damping performance betweeen solving F1 and using β-dot control.
7.5.3 Suboptimal MPC Performance
With large initial body rates, problem F1 faces infeasibility at the start. To demonstrate
this issue we performed two tests with initial rates P = 6.9 deg/s, Q = −9.7 deg/s and
R = 6.3 deg/s. In the first test the maximum number of IPOPT iterations has been
fixed to 300, while in the second test, to 50. The comparison is given in Figure 7.3. It
can be observed that with 300 iterations, the problem F1 remains infeasible for the first
150 seconds. The problem F2 without terminal equality constraint also faces infeasibility
during the first few iterations, mainly because of numerical reasons; however, the solution
becomes feasible early on. However, during the time when the solution is sub-optimal
due to early termination, the cost value increases to almost double the initial value.
Afterwards, the decrease in the cost is very slow, which results in a degraded rate damping
response. A similar response is observed when the maximum number of iterations is
limited to 50. However, by imposing the additional cost reduction constraint, a significant
improvement in performance is observed. A comparison of the performance given by
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solving problem F2 via Algorithm 1 is shown in Figure 7.4. Due to the additional
constraint in Algorithm 1, the cost decreases even when the optimizer terminates early,
i.e., the iterate is sub-optimal.
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Figure 7.3: Performance of the IPOPT solver while solving NMPC problems F1 and F2
with initial rates P = 6.9 deg/s, Q = −9.7 deg/s and R = 6.3 deg/s. Comparison is
given for two cases, i.e., one with maximum iterations set to 300 and second with 50.
Two more tests have been performed to further analyze the performance. Firstly,
the effect of reducing the number of maximum iterations was studied by limiting the
maximum number of iterations to 50, 20 and 10. Secondly, the effect of γ in (7.7) is
studied. The results are shown in Figure 7.5. It can be observed that reducing the
maximum number of iterations to a very small number may degrade performance. It can
be observed that reducing the maximum number of iterations to a very small number may
degrade performance. With decreasing γ, the rate of cost decrease is not as expected,
which shows that for large γ the constraint is not being satisfied.
Lastly, to show the effect of the cost reduction constraint, a comparison of decrease
in the rotational energy of the satellite using β-dot control, solving problem F2 and
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Figure 7.4: Performance comparison between solving F2 and F3 for maximum iterations
set to 50.
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Figure 7.5: Performance of sub-optimal MPC with different maximum iterations (left)
and γ (right).
Algorithm 1 is presented in Figure 7.6. For this test, initial body rates are kept less
than ±5 deg/s. With these initial rates problem F2 gives an optimal point for all time
steps, while in Algorithm 1 the maximum number of iterations is fixed to 20. It can be
observed from the plot that due to the cost reduction constraint, Algorithm 1 results in
a faster reduction in the rotational kinetic energy compared to the problem F1 and β-dot
control, although this is obtained at the expense of more control energy. However, since
the states and control go to zero much faster, the overall power consumption is less.
7.6 Summary
This chapter has analyzed the performance of three nonlinear model predictive control
(NMPC) schemes to reduce the de-tumbling time of the satellite. Firstly, two standard
formulations with guaranteed stability have been presented, which give improved rate
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damping performance when compared to β-dot control; however they have high compu-
tational requirements, especially when the initial rates are high. To address the issue of
high computational requirements for a satellite with limited computational and control
resources, a third formulation has been proposed, which scarify stability guarantees and
use an early termination in the optimizer. An additional constraint has been imposed
on the cost. Due to this additional constraint, it has been observed in numerical simula-
tions that with early optimizer termination, the cost decreases despite sub-optimality. A
suitable choice of γ gives an additional benefit by reducing the body rates to zero faster
than other two formulations, reducing the de-tumbling time. These results motivate to
study establishing theoretical guarantees for the performance, which is a possible future
research direction.
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Figure 7.6: Rotational energy reduction of a well-tuned β-dot controller compared to F2
and Algorithm 1.
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Chapter 8
Conclusions
This chapter summarizes the main contributions of the thesis. Possible future research
directions are also discussed.
8.1 Main Contributions
This research has focused on robust attitude estimation for a small satellite in the initial
acquisition phase. A satellite rate damping problem has also been addressed using a
sub-optimal predictive control strategy. The main contributions of this research are
summarized now.
• In Chapter 4, have we formulated a robust static attitude estimation problem,
based on a weighted least squares approach with norm bounded data uncertainties.
An uncertainty model has been proposed. This model sufficiently captures most
of the realistic error sources for the considered application. In the robust formula-
tion, the optimization variable is a matrix in SO(3), i.e., it is orthogonal with unit
determinant. Using the proposed uncertainty model and a quaternion transforma-
tion, we have simplified the robust problem by replacing the matrix variable with
a quaternion vector with only an orthogonality constraint.
• Finding an optimal solution of the simplified robust min-max problem is difficult.
The main reason for this difficulty is the fact that the maximization is convex in the
uncertainty parameter, making it difficult to guarantee the existence of a unique
solution and therefore its computation. To develop a tractable method for solving
this robust optimization problem, we have determined an analytical upper bound on
the maximization term and transformed the min-max problem into a suboptimal
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minimization problem. We have also proposed a regularization to improve the
performance. The approximate formulation, however has a non-convex quadratic
cost and quadratic constraints.
• Due to non-convexity of the approximate formulation, there is no guarantee to
find a global solution. Moreover, the computational cost of solving the non-convex
QCQP may make it unsuitable for practical applications. To efficiently solve this
problem, in Chapter 5, we have used a semidefinite relaxation (SDR) approach and
transformed the non-convex QCQP into a semidefinite program (SDP) with a linear
cost and linear matrix inequality constraints. The resulting SDP can efficiently be
solved using existing interior point methods for semidefinite programming. It has
also been shown how to extract the attitude information from the solution of the
relaxed formulation.
• We have analyzed the new relaxed formulation and studied its optimality proper-
ties. We have shown that there is no gap between the non-convex QCQP and its
semidefinite relaxation if only one of the eigenvalues of the LMI constraint matrix
is zero, showing that the quaternion extracted from the SDR is the solution of the
approximate robust problem formulated in Chapter 4.
• In Chapter 5, we have used semidefinite relaxations as an effective tool for solving
the robust attitude estimation problem. In Chapter 6 we have extended this idea
to a more general class of problems, known as the Orthogonal Procrustes Problem
(OPP). We have presented relaxed formulations for the standard and the rotation
OPP. In the relaxed formulations the associated non-convex constraints have been
relaxed to convex approximations. It has been shown that both relaxed formula-
tions are exact, giving an optimal solution.
• We have formulated robust problems for the standard and rotation OPP and ap-
plied the SDR framework used for the nominal OPP to obtain a tractable LMI
formulation. It has been observed that in the presence of uncertainties the gap
between the solution of the actual and the relaxed problem is not necessarily zero
and in many cases the solution matrix is not orthogonal, making it infeasible for
the original robust problem. This happens due to relaxation of the non-convex
orthogonality constraint. In such cases, re-orthogonalization has been proposed to
obtain the nearest orthogonal matrix in the Frobenius norm sense. Simulations
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have shown that the number of occurrences when the solution is not orthogonal
can be significantly reduced when the uncertainty bounds are small.
• In Chapter 7 we have studied the satellite rate damping problem using magnetic
actuators. We have analyzed the performance of two nonlinear model predic-
tive control schemes with guaranteed closed-loop stability. Numerical results have
shown that the NMPC schemes give improved performance in terms of reducing de-
tumbling time when compared with a commonly used control technique based on
the derivative of the Earth’s magnetic field. However, computational requirements
of the NMPC schemes are much higher.
• With large body rates, the computational burden of the NMPC schemes becomes
prohibitively expensive. For these situations we have presented an algorithm that
allows an early termination of the optimizer by imposing an additional constraint
on cost reduction. However, due to sub-optimality it is difficult to give stability
guarantees. The presented algorithm significantly reduces the de-tumbling time
due to the imposed reduction in cost.
8.2 Future Research Directions
Some ideas for future research are listed below.
• In Chapter 4, we have derived an approximation of the robust attitude estimation
problem. Future work can look at improving the approximations. For example,
a tighter upper bound for the convex maximization can be sought. Similarly, a
systematic procedure to find the optimal tuning parameter η in the regularization
term can be investigated. These investigations may improve the performance of
the robust attitude estimation.
• It would also be useful to perform the computational complexity analysis of an
algorithm to solve the approximate nonlinear robust formulation (4.18) and the
SDP formulation (5.3) using state of the art optimization methods. It may be
possible that a customized algorithm, which exploits specific properties of the non-
convex optimization problem, may give a comparable or even better performance
than the SDP. For such nonlinear optimization problems with an orthogonality
constraint, apart from standard nonlinear optimization methods, algorithms based
on manifolds, such as those mentioned in [1], can be investigated.
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• In Chapter 5, we have analyzed the relaxation gap for the cases when the matrix
L11 in (5.3) has only one eigenvalue equal to zero. It would be useful to study
the relaxation gap when the number of zero eigenvalues of L11 are greater than
one. Moreover, the problem to extract the optimal quaternion with more than one
eigenvalues equal to zero, still needs to be addressed.
• The application of semidefinite relaxation to solve the robust Orthogonal Procrustes
Problem in Chapter 6 needs further analysis of the relaxation gap. It will be
useful to either modify the uncertainty structure or propose some conditions in the
optimization problem to ensure an orthogonal solution, which would be feasible for
the robust problem.
• In Chapter 7 it has been demonstrated through numerical simulations that the
proposed sub-optimal NMPC scheme gives good performance for reducing the de-
tumbling time. It has been observed that even limiting the number of maximum
iterations to a reasonably small number does not violate the cost reduction con-
straint most of the time despite sub-optimality. As a result, the cost and hence the
rates go to zero much faster than both the classical control schemes, such as β-dot
control as well as the standard NMPC schemes presented in Chapter 7. However,
due to sub-optimality, it is difficult to give performance and stability guarantees.
An investigation of the conditions which help in establishing these guarantees could
be a possible future direction.
• Lastly, the effect of the state estimation errors and disturbances has not be studied
while evaluating the performance of NMPC schemes. It would be useful to take into
account these uncertainties and study how the robustness margins of the NMPC is
affected. This study can follow similar lines as those proposed recently in [42].
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Appendix A
Definition of the Satellite Orbit
Parameters
This appendix introduces some definitions of the orbit parameters, which are used in
Chapter 2 while defining coordinate frames, satellite dynamics and the Earth’s magnetic
field modeling. These definitions are based on [77]
Vernal Equinox (g)
The vernal equinox is the direction of intersection of the Earth’s equatorial plane and the
plane of the Earth’s orbit around the sun (ecliptic), when sun crosses the equator from
south to north in an apparent annual motion along the ecliptic, as shown in Figure A-1.
Orbit Inclination (i)
The orbit inclination is the angle between the plane of the satellite’s orbit and the Earth’s
equatorial plane.
Right Ascension of the Ascending Node (Ω)
The right ascension of the ascending node is the angle in the equatorial plane from the
vernal equinox to the ascending node line, which is the direction of the intersection of
the orbit’s plane and the equatorial plane, on the ascending side of the orbit [77]. This
parameter is also known as longitude of ascending node.
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Figure A-1: Geometry of the Earth and the satellite orbits
Argument of Latitude (u)
The argument of latitude is the angle from the ascending node, measured in the orbit’s
plane, to the satellite’s location in the orbit.
Satellite Orbit Rate (ωo)
The satellite orbit rate is the rate with which the satellite moves around the Earth center
of mass. As only circular orbits are considered in this thesis, the orbit rate is a constant
given as ωo = 1.0732e− 3 rad/s.
Earth Rotation Rate (ωe)
The Earth rotation rate is the rate with which the Eearth moves around its spin axis and
is given as ωe = 7.2921× 10−5 rad/s.
Latitude (ψe, φe)
The latitude is an angular measurement ranging from 0◦ at the equator to 90◦ at the
poles. Two types of latitudes are used. The geocentric latitude (ψe) is the angle between
the equatorial plane and the line joining the point to and the Earth’s center, while the
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geodetic latitude (φe) is the angle between the equatorial plane and the line passing
through the point that is normal to the surface of the Earth. Both latitudes are equal at
the equator and the poles.
Longitude (le, λe)
The longitude is measured in the equatorial plane and is defined as the angular distance
of a point’s meridian from the Prime Meridian. Sometimes, a celestial longitude (λe)
is also used, which is the angular distance of a point’s meridian from the x-axis of the
inertial frame xi.
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Appendix B
Coordinate Transformations
This appendix gives the definitions of some coordinate transformation matrices which
are used in the derivation of the dynamic equations in Chapter 2. The transformation
matrix from the coordinate system a to the coordinate system b is represented by Cb/a
and orthogonality of the transformation matrix allows to write Ca/b = C
T
b/a.
Orbit to Inertial frame (Ci/o)
This transformation can be obtained by three rotations. The first positive rotation is
about the yo axis of the orbit frame of the angle κ1 = 90 + u where u is the argument
of latitude at the satellite’s current position. The second positive rotation is about the
rotated axis x′o of the angle κ2 = 90 − i, where i is the orbit inclination. The third
rotation is about the rotated z′′o axis of the angle κ3 = −Ω, where Ω is the angle between
the line passing through the vernal equinox and the line passing through the intersection
of the orbit’s plane and the Earth’s equatorial plane in the upward orbit motion, also
known as the right ascension of the ascending node (RAAN). The transformation matrix
from the orbit to the inertial frame is given by
Ci/o =


cos(κ3) sin(κ3) 0
− sin(κ3) cos(κ3) 0
0 0 1




1 0 0
0 cos(κ2) sin(κ2)
0 − sin(κ2) cos(κ2)




cos(κ1) 0 − sin(κ1)
0 1 0
sin(κ1) 0 cos(κ1)

 .(B-1)
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Inertial to Earth Frame (Ce/i)
At any instant during the satellite motion, the x-axis of the rotating Earth’s frame (xe)
is at an angle κ4 = λe0 + ωet with respect to the x-axis of the inertial frame, where λe0
is the celestial longitude of the satellite with respect to vernal equinox line at the time
of satellite launch, ωe is the Earth’s rotation rate and t is the time since launch of the
satellite. For the transformation from the inertial to the Earth’s frame, a single rotation
about the zi-axis equal to κ4 is required. The transformation matrix is given by
Ce/i =


cos(κ4) sin(κ4) 0
− sin(κ4) cos(κ4) 0
0 0 1

 . (B-2)
Inertial to Body Frame (Cb/i)
The transformation from the ECI to the body frame can be obtained using Cb/o and Ci/o
using the relation
Cb/i = Cb/oCo/i, (B-3)
where Cb/o is obtained by integrating the kinematic equations at each time instant.
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Appendix C
Davenport Transformation
The Devenport transformation is used in Section 3.1.3. All terminology used in this
appendix is also defined in Chapter 3. To derive the Davenport transformation consider
the cost function given in (3.2), i.e., tr(WBTCR). We use two properties of the trace.
The trace is invariant under cyclic permutations, and tr (
∑
iAi) =
∑
i tr(Ai)∀A ∈ Rn×n.
Using these properties we write
tr(WBTCR) = tr(CRWBT ) = tr(CBT (B,R)), (C-1)
where BT (B,R) = (BWRT )T = RWBT . Now we represent C using the quaternion
q :=
[
qT q4
]T
, where q :=
[
q1 q2 q3
]T
, written as [76]
C = (q24 − qTq)I + 2qqT + 2q4Q. (C-2)
In the above equation Q := −q×, where × represents the vector cross product, given as
Q =


0 q3 −q2
−q3 0 q1
q2 −q1 0

 . (C-3)
Substituting (C-2) in (C-1) yields
tr(WBTCR) = (q24 − qTq) tr(BT (B,R)) + 2 tr(qqTBT (B,R))
+ 2q4tr(QB
T (B,R)). (C-4)
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The second term on the right hand side of the above equation can be written as
2 tr(qqTBT (B,R)) = qT (BT (B,R) +B(B,R))q. (C-5)
The last term can be written as
2q4 tr(QB
T (B,R)) = q4(q
Tz(B,R) + zT (B,R)q), (C-6)
where zT (B,R) = (B × R)W . Substituting (C-5) and (C-6) in (C-4) and dropping
arguments of B(B,R) and z(B,R) for simplification, we get
tr(WBTCR) =
[
q
q4
]T [
BT +B− tr(B)I z
zT tr(B)
][
q
q4
]
= qTK(B,R)q, (C-7)
which is the required form, where K(B,R) is a symmetric and indefinite matrix defined
in (3.4).
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Appendix D
Definition of a few Matrices used
in Equation 4.6
This appendix gives definitions of two sets of matrices used in (4.6), i.e., K lri and K
l
bi,
where l = 1, 2, 3 and bi and ri represent the ith measurement and model vector, respec-
tively.
K lri
K1ri =


ri1 ri2 ri3 0
ri2 −ri1 0 −ri3
ri3 0 −ri1 ri2
0 −ri3 ri2 ri1

 ,
K2ri =


−ri2 ri1 0 ri3
ri1 ri2 ri3 0
0 ri3 −ri2 −ri1
ri3 0 −ri1 ri2

 ,
K3ri =


−ri3 0 ri1 −ri2
0 −ri3 ri2 ri1
ri1 ri2 ri3 0
−ri2 ri1 0 ri3

 .
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K lbi
K1bi =


bi1 bi2 bi3 0
bi2 −bi1 0 ri3
bi3 0 −bi1 −bi2
0 bi3 −bi2 bi1

 ,
K2bi =


−bi2 bi1 0 −bi3
bi1 bi2 bi3 0
0 bi3 −ri2 ri1
−bi3 0 bi1 bi2

 ,
K3bi =


−bi3 0 bi1 bi2
0 −bi3 bi2 −bi1
bi1 bi2 bi3 0
bi2 −bi1 0 bi3

 .
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