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Abstract
We analyse the flux-induced scalar potential for type IIA orientifolds in the presence
of p-form, geometric and non-geometric fluxes. Just like in the Calabi–Yau case, the
potential presents a bilinear structure, with a factorised dependence on axions and
saxions. This feature allows one to perform a systematic search for vacua, which
we implement for the case of geometric backgrounds. Guided by stability criteria,
we consider configurations with a particular on-shell F-term pattern, for which we
derive a no-go result for de Sitter extrema. We classify branches of supersymmetric
and non-supersymmetric vacua, and argue that the latter are perturbatively stable
for a large subset of them. Our solutions reproduce and generalise previous results
in the literature, obtained either from the 4d or 10d viewpoint.
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1
1 Introduction
One of the major challenges in the field of string theory is to determine the structure of
four-dimensional meta-stable vacua, a.k.a. the string Landscape. Progress in this program
has recently taken an interesting turn, as it has been argued that general quantum gravity
arguments significantly constrain such structure [1–3]. In this context, two of the most
dramatic proposals address the difficulties to construct meta-stable de Sitter vacua [4–6]
and to achieve separation of scales in anti-de Sitter ones [7,8]. Remarkably, type IIA flux
compactifications have played a key role in motivating and in testing both Swampland
conjectures. To some extent this is because, in appropriate regimes, type IIA moduli
stabilisation can be purely addressed at the classical level [9–12], opening the door for a
direct 10d microscopic description of such vacua. For instance, this feature has recently
been exploited in [13–15] to test the AdS distance conjectures.
Despite all these key features, it is fair to say that the general structure of geometric
type IIA flux compactifications is less understood that their type IIB counterpart [16–20].
Part of the problem is all the different kinds of fluxes that are present in the type IIA
setup, which, on the other hand, is the peculiarity that permits to stabilise all moduli
classically. Traditionally, each kind of flux is treated differently, and as soon as geometric
fluxes are introduced the classification of vacua becomes quite involved.
The purpose of this paper is to improve this picture by providing a unifying treatment
of moduli stabilisation in (massive) type IIA orientifold flux vacua. Our main tool will
be the bilinear form of the scalar potential V = ZABρAρB found in [21–23], where ρA are
axion polynomials with flux-quanta coefficients and the entries of the matrix ZAB only
depend on the saxions. While this bilinear structure was originally found for the case of
Calabi–Yau compactifications with p-form fluxes, building on [24] we show that it can be
extended to include the presence of geometric and non-geometric fluxes, even when these
fluxes generate both an F-term and a D-term potential.
With this form of the flux potential, one may perform a systematic search for vacua,
as already carried out for the Calabi–Yau case [25–27]. We do so for the case of orientifold
compactifications with p-form and geometric fluxes, which are one of the main sources of
classical AdS4 and dS4 backgrounds in string theory, and have already provided crucial
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information regarding swampland criteria. On the one hand, the microscopic 10d descrip-
tion of AdS4 geometric flux vacua has been discussed in several instances [28–33]. On
the other hand, they have provided several no-go results on de Sitter solutions [34–40], as
well as examples of unstable de Sitter extrema that have served to refine the original de
Sitter conjecture [41]. Therefore, it is expected that a global, more exhaustive description
of this class of vacua and a systematic understanding of their properties leads to further
tests, and perhaps even refinements, of the de Sitter and AdS distance conjectures.
To perform our search for vacua we consider a certain pattern of on-shell F-terms,
that is then translated into an Ansatz. Even if this F-term pattern is motivated from
general stability criteria for de Sitter vacua [42–46], it turns out that in our setup de
Sitter extrema are incompatible with such F-terms, obtaining a new kind of no-go result.
Compactifications to AdS4 are on the other hand allowed, and using our Ansatz we find
both a supersymmetric and a non-supersymmetric branch of vacua, intersecting at one
point. In some cases we can check explicitly the perturbative stability of the non-SUSY
AdS4 branch, finding that the vacua are stable for a large region of the parameter space
of our Ansatz, and even free of tachyons for a large subregion. We finally comment on
the 10d description of this set of vacua.
The paper is organised as follows. In section 2 we consider the classical F-term and
D-term potential of type IIA compactifications with all kind of fluxes and express both
potentials in a bilinear form. In section 3 we propose an F-term pattern to avoid tachyons
in de Sitter vacua, and build a general Ansatz from it. We also describe the flux invariants
present in this class of compactifications. In section 4 we apply our results to configura-
tions with p-form and geometric fluxes, in order to classify their different extrema. We
find two different branches, that contain several previous results in the literature. In sec-
tion 5 we discuss which of these extrema are perturbatively stable, as well as their 10d
description. We draw our conclusions in section 6.
Some technical details have been relegated to the Appendices. Appendix A contains
several aspects regarding NS fluxes and flux-axion polynomials. Appendix B develops the
computations motivating our F-term Ansatz. Appendix C contains the computation of
the Hessian for geometric flux extrema.
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2 The Type IIA general flux potential
Type IIA compactifications with orientifolds and fluxes represent a particularly interesting
corner of the string landscape, as already the classical potential generated by p-form fluxes
suffices to stabilise all moduli [11,12]. Even so, as pointed out in [47] one may consider a
larger set of NS fluxes for this class of compactifications, related to each other by T-duality.
Taking them into account results into a richer scalar potential, as analysed in [48–53]. In
this section we consider the scalar potential obtained from the set of geometric and non-
geometric fluxes defined over a Calabi–Yau manifold. As shown in [24], such a potential
can be expressed in a quite compact form, reminiscent of the bilinear expression introduced
in [21, 23] for the case with p-form fluxes. This last form is particularly useful to study
the vacua of the scalar potential, as demonstrated in [25–27]. Therefore in the following
we will adapt the results of [24] to rewrite the potential in a bilinear form, in order to
perform our moduli stabilisation analysis in subsequent sections.
2.1 Type IIA orientifolds with general fluxes
Let us consider type IIA string theory compactified on an orientifold of X4×X6 with X6 a
compact Calabi–Yau three-fold. We take the standard orientifold quotient by Ωp(−)FLR
[20, 54–56],1 with R an involution of the Calabi–Yau metric acting on the Ka¨hler 2-form
J and the holomorphic 3-form Ω as R(J) = −J and R(Ω) = e2iθΩ, respectively.
In the absence of background fluxes and neglecting worldsheet and D-brane instanton
effects, dimensional reduction to 4d of the closed string sector yields several massless
chiral fields, whose scalar components are described in terms of the Calabi–Yau harmonic
forms and their R eigenvalue [57]. We summarise in table 1 the various R-even and odd
cohomology groups of X6, together with their harmonic representatives.
1Here Ωp the worldsheet parity reversal operator and FL spacetime fermion number for the left movers.
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Cohomology group H1,1+ H
1,1
− H
2,2
+ H
2,2
− H
3
+ H
3
−
Dimension h1,1+ h
1,1
− h
1,1
− h
1,1
+ h
2,1 + 1 h2,1 + 1
Basis $α ωa ω˜
a $˜α αI , β
Λ βJ , αΣ
Table 1: Representation of various harmonic forms and their counting.
Moreover, we consider the basis of harmonic representatives to be quantised in units of
the string length `s = 2pi
√
α′, such that they satisfy
1
`6s
∫
X6
Φ6 = 1 ,
1
`6s
∫
X6
ωa ∧ ωb ∧ ωc = Kabc , 1
`6s
∫
X6
ωa ∧$α ∧$β = Kˆaαβ , (2.1)
1
`6s
∫
X6
ωa ∧ ω˜b = δab, 1
`6s
∫
X6
$α ∧ $˜β = δαβ, 1
`6s
∫
X6
αI ∧ βJ = δIJ , 1
`6s
∫
X6
αΣ ∧ βΛ = δΣΛ,
where Kabc, Kˆaαβ are triple intersection numbers and we have introduced the normalised
volume form Φ6. We define the complexified Ka¨hler moduli T
a = ba + ita through
Jc ≡ B + i e
φ
2 J = (ba + ita)ωa , (2.2)
where J is expressed in the Einstein frame and φ is the 10d dilaton. The kinetic terms
for these moduli is encoded in their Ka¨hler potential
KK = −log
(
i
6
Kabc(T a − T¯ a)(T b − T¯ b)(T c − T¯ c)
)
= −log
(
4
3
K
)
, (2.3)
where K = Kabctatbtc = 6VolX6 = 34GT is homogeneous of degree three on the ta.
The remaining moduli of the compactification are a combination of complex structure
moduli and axions arising from the RR three-form potential C3. To define them one first
expands the CY three-form as
Ω = Zκακ −Fλβλ , (2.4)
where (ακ, β
λ) ∈ H3(M6,Z) is a symplectic basis of three-forms. The orientifold projec-
tion decomposes this basis intoR-even (αK , βΛ) ∈ H3+ andR-odd 3-forms (βK , αΛ) ∈ H3−,
and eliminates half of the degrees of freedom of the original complex periods of Ω. Then
one defines the complexified 3-form Ωc as
Ωc ≡ C3 + iRe (CΩ) , (2.5)
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where C ≡ e−φ−iθe 12 (Kcs−KT ) and Kcs = − log
(
1
i`6s
∫
X6
Ω ∧ Ω
)
. Finally, the moduli includ-
ing the complex structure defined as:
NK = ξK + inK = `−3s
∫
X6
Ωc ∧ βK , UΛ = ξΛ + iuΛ = `−3s
∫
X6
Ωc ∧ αΛ. (2.6)
Their kinetic terms are given in terms of the following piece of the Ka¨hler potential:
KQ = −2 log
(
1
4
Im (CZΛ)Re (CFΛ)− 1
4
Re (CZK)Im (CFK)
)
= 4D , (2.7)
where D is the four-dimensional dilaton eD ≡ eφ
Vol
1/2
X6
. The periods FK and FΛ are ho-
mogeneous functions of degree one in ZK and ZΛ, and so the function GQ = e−KQ/2 is
homogeneous of degree two in nK , uΛ. These moduli are redefined in the presence of
D6-brane moduli, and so is the Ka¨hler potential (2.7) [22, 23, 58, 59]. For simplicity, we
will not consider compactifications with D6-brane moduli in the following.
In addition to the spectrum of chiral multiplets, vector multiplets arise from the di-
mensional reduction of the closed string sector. More precisely, dimensionally reducing
the RR potentials yields
C3 = ξ
KαK + ξΛβ
Λ + Aα$α, C5 = C2 Jβ
J + CΣ2 αΣ + Aα$˜
α , (2.8)
where C2 J , C
Σ
2 are the 4d two-forms dual to the axions ξ
K , ξΛ, respectively. The vectors
Aα represent each of the U(1) gauge generators of the closed string sector, with gauge
kinetic function
2fαβ = i Kˆaαβ T a , (2.9)
and their magnetic duals correspond to [59]
d
(
Aα − KˆaαβbaAβ
)
= −2Re fαβ ∗4 dAβ − 2Im fαβdAβ . (2.10)
The flux superpotential
The flux superpotential including RR and geometric and non-geometric NS fluxes is de-
scribed in terms of a twisted differential operator [49]
D = d+H ∧+ f /+ Q .+ R • , (2.11)
where H is the NS three-form flux, f encodes the geometric fluxes, Q that of globally-non-
geometric fluxes and R is the locally-non-geometric fluxes, see e.g. [52] for more details.
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The action of various fluxes appearing in D is such that for an arbitrary p-form Ap, the
pieces H ∧Ap, f /Ap, Q.Ap and R •Ap denote a (p+ 3), (p+ 1), (p−1) and (p−3)-form
respectively. We describe their action on the basis of harmonic forms in Appendix A. In
addition, the internal RR fluxes can be gathered in a single polyform
FRR = F0 + F2 + F4 + F6 . (2.12)
Given these definitions, the flux-generated superpotential reads W = WRR +WNS [48,49]
WRR =
1
`6s
∫
X6
e−Jc ∧ FRR , WNS = 1
`6s
∫
X6
Ωc ∧ D
(
eJc
)
. (2.13)
Expanding the p-form field strengths in the basis of quantised forms
F0 = −m, F2 = ma ωa, F4 = −ea ω˜a, F6 = e0 Φ6 , H = hKβK − hΛαΛ , (2.14)
and using the action of the NS fluxes on such a basis as given in (A.1), one obtains the
following expressions [48–52]
`sWRR = e0 + eaT
a +
1
2
KabcmaT bT c + m
6
Kabc T aT bT c , (2.15)
`sWNS = U
µ
[
hµ + faµT
a +
1
2
Kabc T b T cQaµ + 1
6
KabcT aT bT cRµ
]
, (2.16)
where for simplicity we have collected both sets of moduli (NK , UΛ) into U
µ, and modified
the definition of the fluxes accordingly. Here e0, ea,m
a,m, hµ, faµ, Q
a
µ, Rµ are all integers.
2.2 The F-term flux potential
Under the assumption that background fluxes do not affect the Ka¨hler potential pieces
(2.3) and (2.7),2 one can easily compute the F-term flux potential for closed string moduli
via the standard supergravity expression
κ24 VF = e
K
(
KABDAW DB′W − 3 |W |2
)
, (2.17)
2The validity of this assumption should not be taken for granted and will depend on the particular class
of vacua. The results in [8, 14, 15] suggest that it is valid in the presence of only p-form fluxes FRR, H.
However, [13] gives an example of compactification with metric fluxes in which the naive KK scale is
heavily corrected by fluxes, and so should be the Ka¨hler potential.
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where the index A = {a, µ} runs over all moduli. As in [21, 23], one can show that this
F-term potential displays a bilinear structure of the form
κ24 VF = ρA Z
AB ρB , (2.18)
where the matrix entries ZAB only depend on the saxions {ta, nµ}, while the ρA only
depend on the flux quanta and the axions {ba, ξµ}. Indeed, one can easily rewrite the
results in [24] to fit the above expression, obtaining the following result.
The set of axion polynomials with flux-quanta coefficients are
ρA = {ρ0, ρa, ρ˜a, ρ˜, ρµ, ρaµ, ρ˜aµ, ρ˜µ} , (2.19)
and are defined as
`sρ0 = e0 + eab
a +
1
2
Kabcmabbbc + m
6
Kabcbabbbc + ρµξµ , (2.20a)
`sρa = ea +Kabcmbbc + m
2
Kabcbbbc + ρaµξµ , (2.20b)
`sρ˜
a = ma +mba + ρ˜aµξ
µ , (2.20c)
`sρ˜ = m+ ρ˜µξ
µ , (2.20d)
and
`sρµ = hµ + faµb
a +
1
2
KabcbbbcQaµ +
1
6
KabcbabbbcRµ , (2.21a)
`sρaµ = faµ +KabcbbQcµ +
1
2
KabcbbbcRµ , (2.21b)
`sρ˜
a
µ = Q
a
µ + b
aRµ , (2.21c)
`sρ˜µ = Rµ . (2.21d)
The polynomials (2.21) are mostly new with respect to the Calabi–Yau case with p-form
fluxes, as they highly depend on the presence of geometric and non-geometric fluxes. As
in [23], both (2.20) and (2.21) have the interpretation of invariants under the discrete
shift symmetries of the combined superpotential W = WRR + WNS. This invariance is
more manifest by writing `sρA = RABqB, where qA =
{
e0, eb, m
b, m, hµ, fbµ, Q
b
µ, Rµ
}
8
encodes the flux quanta of the compactification and
R =
R0 R0 ξµ
0 R0 δµν
 , R0 =

1 bb 1
2
Kabc ba bc 16 Kabc ba bb bc
0 δba Kabc bc 12 Kabc bb bc
0 0 δab b
a
0 0 0 1
 , (2.22)
is an axion-dependent upper triangular matrix, see Appendix A for details. Including
curvature corrections will modifyR0, such that discrete shift symmetries become manifest,
and shifting an axion by a unit period can be compensated by an integer shift of qA [26].
As for the bilinear form Z, one finds the following expression
ZAB = eK
G O
O t C
 , (2.23)
where
G =

4 0 0 0
0 gab 0 0
0 0 4K
2
9
gab 0
0 0 0 K
2
9
 , O =

0 0 0 −2K
3
uν
0 0 2K
3
uνδab 0
0 −2K
3
uνδba 0 0
2K
3
uν 0 0 0
 , (2.24)
C =

cµν 0 −c˜µν Kb
2
0
0 c˜µνtatb + gabuµuν 0 −c˜µνtaK
6
−c˜µν Ka
2
0 1
4
c˜µνKaKb + 4K29 gabuµuν 0
0 −c˜µνtbK
6
0 K
2
36
cµν
 . (2.25)
Here K = KK + KQ, gab =
1
4
∂ta∂tbKK ≡ 14∂a∂bKK , and cµν = 14∂uµ∂uνKQ ≡ 14∂µ∂νKQ,
while upper indices denote their inverses. Also uµ = ImUµ = (nK , uΛ) stands for the
complex structure saxions, and we have defined Ka = Kabctbtc and c˜µν = cµν − 4uµuν .
Compared to the Calabi–Yau case of [23,27] the matrices C and O are more involved,
again due to the presence of geometric and non-geometric fluxes. Interestingly, the off-
diagonal matrix O has the same source as in the Calabi–Yau case, namely the contribution
from the tension of the localised sources after taking into account tadpole cancellation.
Indeed, the contribution of background fluxes to the D6-brane tadpole is given by [48]
DFRR = − (mhµ −mafaµ + eaQaµ − e0Rµ) βµ , (2.26)
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which can be easily expressed in terms of the ρA. The corresponding absence of D6-branes
needed to cancel such tadpole then translates into the following piece of the potential
κ24Vloc =
4
3
eKK uµ (ρ˜ρµ − ρ˜aρaµ + ρaρ˜aµ − ρ0 ρ˜µ) , (2.27)
which is nothing but the said off-diagonal contribution.
Putting all this together, the final expression for the F-term potential reads
κ24VF = e
K
[
4ρ20 + g
abρaρb +
4K2
9
gabρ˜
aρ˜b +
K2
9
ρ˜2 + cµνρµρν +
(
c˜µνtatb + gabuµuν
)
ρaµρbν
+
(
c˜µν
Ka
2
Kb
2
+
4K2
9
gabu
µuν
)
ρ˜aµρ˜
b
ν +
K2
36
cµν ρ˜µρ˜ν − 4K
3
uνρ0ρ˜ν +
4K
3
uνρaρ˜
a
ν
−4K
3
uν ρ˜aρaν +
4K
3
uν ρ˜ρν − c˜µνKaρµρ˜aν − c˜µνta
K
3
ρaµρ˜ν
]
. (2.28)
2.3 The D-term flux potential
In the presence of a non-trivial even cohomology group H1,1+ , U(1) gauge symmetries arise
from the closed string sector of the compactification. In addition, as pointed out in [51,53],
the presence of geometric and non-geometric fluxes will generate a D-term contribution
to the scalar potential. This can be computed as
VD =
1
2
(Ref)−1 αβ DαDβ , (2.29)
where Dα is the D-term for the U(1) gauge group corresponding to a 1-form potential A
α
Dα = i∂AK δαϕA + ζα , (2.30)
where δαϕ
A is the variation of the scalar field ϕA under a gauge transformation, and ζα
is the corresponding Fayet-Iliopoulos term.
In order to find the explicit expression of the D-term potential we perform a gauge
transformation on the gauge bosons in (2.8)
Aα , Aα −→ Aα + dλα , Aα → Aα + dλα . (2.31)
The transformation of the RR p-form potential CRR ≡ C1 + C3 + C5 + . . . can then be
given in terms of the twisted differential D given in (2.11)
CRR −→ CRR +D (λα$α + λα $˜α) (2.32)
=
(
ξK + λα fˆα
K + λα Qˆ
αK
)
αK −
(
ξΛ + λ
α fˆαΛ + λα Qˆ
α
Λ
)
βΛ + . . .
10
where we have used the flux actions given in (A.1), with fˆα
K , QˆαK , fˆαΛ, Qˆ
α
Λ integers.
This transformation shows that the scalar fields ξK , ξΛ are not invariant under the gauge
transformation, leading to the following shift in the N = 1 coordinates Uµ = (NK , UΛ),
δUµ = λα fˆα
µ + λα Qˆ
αµ , (2.33)
where we have again unified the NS fluxes under the index µ. Note that due to the Bianchi
identities (A.6) only the combinations of fields Uµ invariant under (2.33) appear in the
superpotential and, as a result, the Fayet-Iliopoulos terms vanish. Interpreting (2.33) as
gaugings of the U(1) gauge fields and their magnetic duals one obtains the D-terms
Dα =
1
2
∂µK
(
fˆα
µ + KˆaαβbaQˆβµ
)
, Dα =
1
2
∂µK Qˆ
αµ . (2.34)
Taking into account the kinetic couplings (2.9) we end up with the following D-term scalar
potential
VD = −1
4
∂µK∂νK
(
Im Kˆ−1 αβ
(
fˆα
µ + KˆaαγbaQˆγµ
)(
fˆβ
ν + KˆcβδbcQˆδν
)
+Im KˆαβQˆαµ Qˆβν
)
,
(2.35)
where Kˆαβ = Kˆaαβ T a. Alternatively, one may obtain the same potential by following the
tensor multiplet analysis of [60,61].3
Finally, one can rewrite this expression in a bilinear form similar to (2.18) by defining
the following flux-axion polynomials
`sρˆα
µ = fˆα
µ + Kˆaαβ ba Qˆβµ , `sρ˜αµ = Qˆαµ , (2.36)
so that one has
κ24VD =
1
4
[
ρˆα
µ ρ˜αµ
]
.
 32Kgαβ ∂µK∂νK 0
0 2K
3
gαβ∂µK∂νK
 .
ρˆβν
ρ˜βν

=
1
4
∂µK∂νK
(
3
2Kg
αβ ρˆα
µρˆβ
ν +
2K
3
gαβ ρ˜
aµρ˜βν
)
, (2.37)
with gαβ = − 32KIm Kˆαβ and gαβ its inverse. It is then easy to see that the full flux potential
V = VF + VD can be written of the bilinear form (2.18), by simply adding (2.36) to the
polynomials (2.19) and enlarging Z accordingly.
3This result is different from the type IIA D-term potential of [53], and recovers the expected discrete
gauge symmetries related to b-field shifts. The same strategy can be applied to type IIB setups with
non-geometric fluxes, recovering the full scalar obtained by DFT dimensional reduction in [62].
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3 Analysis of the potential
While axion polynomials allow for a simple, compact expression for the flux potential,
finding its vacua in full generality is still quite a formidable task. In this section we discuss
some general features of this potential that, in particular, will lead to a simple Ansatz
for the search of vacua. In the following section we will implement these observations for
the case of compactifications with geometric fluxes. As the D-term piece of the potential
will not play a significant role, in this section we will neglect its presence by considering
compactifications such that h1,1+ = 0. Nevertheless, the whole discussion can be easily
extended to a more general case.
3.1 Stability and F-terms
Given the F-term potential (2.28), one may directly compute its first derivatives to find
its extrema and, subsequently, its second derivatives to check their perturbative stability.
However, as (meta)stability may be rather delicate to check for non-supersymmetric vacua,
it is always desirable to have criteria that simplify the stability analysis.
A simple criterium to analyse vacua metastability for F-term potentials in 4d super-
gravity was developed in [42–46], with particular interest on de Sitter vacua. As argued in
there, the sGoldstino direction in field space is the one more likely to become tachyonic in
generic de Sitter vacua. Therefore, a crucial necessary condition for metastability is that
such a mass is positive. Interestingly, the stability analysis along the sGoldstino direction
can essentially be formulated in terms of the Ka¨hler potential, which allows analysing
large classes of string compactifications simultaneously.
Following the general discussion in [42–46] the sGoldstino masses can be estimated by
m2 = (3m23/2 + κ
2
4V ) σˆ −
2
3
κ24V , (3.1)
where m3/2 = e
K/2|W | is the gravitino mass, and
σˆ =
2
3
−RAB¯CD¯fAf B¯fCf D¯ , (3.2)
is a function of the normalised F-terms fA =
GA
(GAGA)1/2
with GA = DAW , and the Riemann
curvature tensor RAB¯CD¯. Therefore, if V is positive so must be σˆ, or else the extremum
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will be unstable. Reversing the logic, the larger σˆ is, the more favorable will be a class of
extrema to host metastable vacua.
It is quite instructive to compute σˆ in our setup. Notice that because the Riemann
curvature tensor only depends on the Ka¨hler potential, the analysis can be done indepen-
dently of which kind of fluxes are present. Moreover, because the moduli space metric
factorises, RAB¯CD¯ 6= 0 only if all indices correspond to either Ka¨hler or complex structure
directions. As a consequence, the normalised F-terms can be expressed as
fA = (cos β ga, sin β gµ) (3.3)
where ga =
Ga
(GaGa)1/2
, gµ =
Gµ
(GµGµ)1/2
are the normalised F-terms in the Ka¨hler and complex
structure sectors, respectively, and tan β = (G
µGµ)1/2
(GaGa)1/2
. Therefore we have that
σˆ =
2
3
− (cos β)4Rab¯cd¯ gagb¯gcgd¯ − (sin β)4Rµν¯σρ¯ gµgν¯gσgρ¯ . (3.4)
Following the discussion of Appendix B, one finds that the terms Rab¯cd¯ g
agb¯gcgd¯ and
Rµν¯σρ¯ g
µgν¯gσgρ¯ are respectively minimized by
ga =
γK√
3
Ka , gµ =
γQ
2
Kµ , (3.5)
where γK , γQ ∈ C are such that |γK |2 = |γQ|2 = 1. In this case we have that
σˆ =
2
3
− (cos β)4 2
3
− (sin β)4 1
2
, (3.6)
and it is positive for any value of β. The choice (3.5) corresponds to F-terms of the form
GA = {Ga, Gµ} = {αKKa, αQKµ} , (3.7)
with αK , αQ ∈ C, the maximum value of (3.6) being attained for αK = αQ or equivalently
tan β = 2/
√
3. Remarkably, the explicit branches of vacua obtained in [27] have this F-
term pattern.4 In the following we will explore type IIA flux vacua whose F-terms are of
the form (3.7), assuming that they include a significant fraction of perturbatively stable
vacua. It would be interesting to extend our analysis to other possible maxima of σˆ not
captured by (3.5).
4More precisely, S1 vacua branches in [27] are of the form (3.7). The solutions found within the branches
S2 correspond to cases where the complex structure metric factorises in two, and so their F-terms are
specified in terms of a third constant α. Finally, F-terms for Minkowski vacua with D6-brane moduli
also have a similar structure, except that (3.7) should be written in terms of contravariant F-terms [25].
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An F-term Ansatz
As it turns out, (3.7) can be easily combined with the bilinear formalism used in the
previous section. Indeed, as pointed out in [23], F-terms can be easily expressed in terms
of the axion polynomials ρA. The expressions in [23] can be generalised to the more
involved flux superpotential (2.15) and (2.16), obtaining that
Ga =
[
ρa −Kabρ˜bµuµ −
3
2
Ka
K
(
taρa + u
µρµ − 1
2
Kbρ˜bµuµ +
1
6
Kρ˜
)]
+i
[
Kabρ˜b + ρaµuµ + 3
2
Ka
K
(
ρ0 − tauµρaµ − 1
2
Kbρ˜b − 1
6
Kρ˜µuµ
)]
, (3.8)
Gµ =
[
ρµ − 1
2
Kaρ˜aµ +
∂µK
2
(
taρa + u
µρµ − 1
2
Kbρ˜bµuµ −
1
6
Kρ˜
)]
+i
(
taρaµ − 1
6
Kρ˜µ − ∂µK
2
(
ρ0 − tauµρaµ − 1
2
Kbρ˜b + 1
6
Kρ˜µuµ
))
. (3.9)
Therefore, to realise (3.7), one needs to impose the following on-shell conditions
ρa −Kabρ˜bµuµ = `−1s P ∂aK , (3.10a)
Kabρ˜b + ρaµuµ = `−1s Q ∂aK , (3.10b)
ρµ − 1
2
Kaρ˜aµ = `−1s M ∂µK , (3.10c)
taρaµ − 1
6
Kρ˜µ = `−1s N ∂µK , (3.10d)
where P , Q, M, N are real functions of the moduli. In the next section we will impose
these conditions for compactifications with geometric fluxes, obtaining a simple Ansatz
for the search of type IIA flux vacua.
3.2 Moduli and flux invariants
If instead of the above Ansatz we were to apply the more standard strategy of [27], we
would compute the first and second derivatives of the potential (2.28), to classify its
different families of extrema and determine the perturbative stability of each of them.
As pointed out in [23] for the Calabi–Yau case, the derivatives of the axion polynomials
(2.20) and (2.21) are themselves combinations of axion polynomials, see Appendix A for
the expressions in our more general setup. As a result, all the derivatives of the potential
are functions of the saxions {ta, uµ} and the ρA, and in particular the extrema conditions
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∂V |vac = 0 amount to algebraic equations involving both:
(∂αV ) (t
a, uµ, ρA)|vac = 0 , (3.11)
where α runs over the whole set of moduli {ba, ξµ, ta, uµ}. The fact that the extrema
equations depend on the quantised fluxes qA only through the ρA is not surprising, as
these are the gauge invariant quantities of the problem [21, 22]. In addition, because in
our approximation the axions {ba, ξµ} do not appear in the Ka¨hler potential and in the
superpotential they appear polynomially, they do not appear explicitly in (3.11), but only
through the ρA as well. Therefore, finding the extrema of the F-term potential amounts
to solve a number of algebraic equations on {ta, uµ, ρA}.
This simplifying picture may however give the impression that the more fluxes that are
present, the less constrained the system of equations is. Indeed, (3.11) always amounts to
2(1 + h1,1− + h
2,1) equations, while the number of unknowns is 1 + h1,1− + h
2,1 + nq, with nq
the number of different ρ’s, which depends on the fluxes that we turn on. For Calabi–Yau
with p-form fluxes nq = 3 + 2h
1,1
− + h
2,1, while by including geometric and non-geometric
fluxes we can increase it up to nq = 2(2 + h
2,1)(1 + h1,1− ). From this counting, it would
naively seem that the more fluxes we have, the easier it is to solve the extrema equations.
This is however the opposite of what is expected for flux compactifications.
The solution to this apparent paradox is to realise that the ρA are not fully independent
variables, but are constrained by certain relations that appear at linear and quadratic
order in them. Such relations turn out to be crucial to properly describe the different
branches of vacua. In the following we will describe them for different cases in our setup.
Calabi–Yau with p-form fluxes
Let us consider the case where only the fluxes F2n, H are turned on, while f = Q = R = 0.
The moduli stabilisation analysis reduces to that in [27], and the extrema conditions
reduce to 2h1,1− + h
2,1 + 2 because only one linear combination hµξ
µ of complex structure
axions appears in the F-term potential. In this case the vector of axion polynomials
ρA = (ρ0, ρa, ρ˜a, ρ˜, ρµ) has 3 + 2h
1,1
− + h
2,1 entries, but several are independent of the
axions. Indeed, at the linear level
ρ˜ = `−1s m, ρµ = `
−1
s hµ , (3.12)
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are axion-independent, while at the quadratic level
ρ˜ρa − 1
2
Kabcρ˜bρ˜c = `−2s
(
mea − 1
2
Kabcmbmc
)
, (3.13)
is also independent of the axions. If we fix the flux quanta qA = (e0, eb,mb,m, hµ), the
value of (3.12) and (3.13) will be fixed, and ρA will take values in a (1 +h
1,1
− )-dimensional
orbit. This orbit corresponds to the number of axions that enter the F-term potential,
and so taking these constraints into account allows to see (3.11) as a determined system.
Interestingly, the quadratic invariant (3.13) was already identified in [11] as the quan-
tity that determines the value of the Ka¨hler saxions in supersymmetric vacua of this kind.
In fact, this is also true for non-supersymmetric vacua [27]. One has that
mea − 1
2
Kabcmbmc = A˜Ka , (3.14)
with A˜ ∈ R fixed for each branch of vacua. Moreover, for the branches satisfying (3.7),
the complex structure saxions are fixed in terms of the fluxes as hµ = AˆK∂µK, with
Aˆ constant. Therefore the fluxes fix both the saxions and the allowed orbit for the ρA.
Finding the latter in terms of (3.11) is equivalent to finding the values of ba and hµξ
µ.
Adding geometric fluxes
Let us now turn to compactifications with fluxes F2n, H, f , while keeping Q = R = 0. The
number of axions ξµ that enter the scalar potential now corresponds to the dimension of
the vector space spanned by 〈hµ, faµ〉, for all possible values of a. If we see faµ as a h1,1− ×
(h2,1 + 1) matrix of rank rf , the number of relevant entries on ρA = (ρ0, ρa, ρ˜a, ρ˜, ρµ, ρaµ)
is 2 + (2 + rf )h
1,1
− + (1 + rf )(1 + h
2,1)− r2f . At the linear level the invariants are
ρ˜ = `−1s m, ρaµ = `
−1
s faµ , (3.15)
while at the quadratic level we have
ρ˜ρµ − ρ˜aρaµ = `−2s (mhµ −mafaµ) , ca
(
ρ˜ρa − 1
2
Ka¯bcρ˜bρ˜c
)
. (3.16)
Here the ca ∈ Z are such that caρaµ = 0 ∀µ, so there are h1,1− − rf of this last class of
invariants. Taking all these invariants into account we find that ρA takes values in a
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(1 + h1,1− + rf )-dimensional orbit,
5 signalling the number of stabilised axions. In other
words, with the inclusion of metric fluxes the orbit of allowed ρA increases its dimension,
which implies that more moduli, in particular more axions ξµ are fixed by the potential.
As in the CY case, the saxions are expected to be determined in terms of these invariants.
Adding non-geometric fluxes
The same kind of pattern occurs when non-geometric fluxes are included. If one sets
R = 0, the invariants at the linear level are ρ˜ and ρ˜aµ, as well the combinations c
adµρaµ
with ca, dµ ∈ Z such that cadµKabcQcµ = 0, ∀b. At the quadratic level, the first invariant
in (3.16) is replaced by
ρ˜ρµ − ρ˜aρaµ + ρaρ˜aµ , (3.17)
where we have taken into account the Bianchi identity fa[µQ
a
ν] = 0. Additionally, the
second invariant in (3.16) may also survive if there are choices of ca ∈ Z such that
caρaµξ
µ = 0 ∀ξµ. Finally, when all kind of fluxes are nonvanishing, the only invariant at
the linear level is Rµ, and some particular choices of ρ˜
a
µ and ρaµ. At the quadratic level
we have the generalisation of (3.17)
ρ˜ρµ − ρ˜aρaµ + ρaρ˜aµ − ρ0ρ˜µ , (3.18)
where we have imposed the Bianchi identity ρ[µ ρ˜ν] − ρa[µ ρ˜aν] = h[µRν] − fa[µQaν] = 0,
see Appendix A. Notice that this invariant and its simpler versions are nothing but the
D6-brane tadpole (2.26) induced by fluxes. We also have the new invariants
ρ˜a[µρ˜ν] , ρa(µρ˜ν) −Kabcρ˜bµρ˜cν , (3.19)
where as above [ ] and ( ) stand for (anti-)symmetrisation of indices, respectively. Finally,
if the second invariant in (3.19) vanishes, or in other words if fa(µQν) = KabcQbµQcν , we
have that
ρa(µρ˜
a
ν) − 3ρ(µρ˜ν) , (3.20)
is also an invariant.6
5If dafaµ = hµ for some d
a ∈ R, then the ρA draw a (h1,1− + rf )-dimensional orbit, and one less axion is
stabilised. As a result one can define an additional flux invariant. See next section for an example.
6Remarkably, both (3.20) and the second invariant in (3.19) vanish if the “missing” Bianchi identities
fa(µQν) = KabcQbµQcν and fa(µQaν) − 3h(µRν) proposed in [63] turn out to hold generally.
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4 Geometric flux vacua
In this section we would like to apply our previous results to the search of vacua in type
IIA flux compactifications. For concreteness, we focus on those configurations with p-form
and geometric fluxes only, leaving the systematic search of non-geometric flux vacua for
future work. As we will see, for geometric flux vacua the Ansatz formulated in the last
section, which amounts to impose on-shell F-terms of the form (3.7), forbids de Sitter
solutions. In contrast, we find two branches of AdS extrema corresponding to our Ansatz,
one supersymmetric and one non-supersymmetric. The perturbative stability of the latter
will be analysed in the next section.
4.1 The geometric flux potential
Let us first of all summarise our previous results and restrict them to the case of p-form
and geometric fluxes. The scalar potential reads V = VF + VD, with
κ24VF = e
K
[
4ρ20 + g
abρaρb +
4K2
9
gabρ˜
aρ˜b +
K2
9
ρ˜2
+ cµνρµρν +
(
c˜µνtatb + gabuµuν
)
ρaµρbν − 4K
3
uν ρ˜aρaν +
4K
3
uν ρ˜ρν
]
, (4.1)
κ24VD =
3
8K∂µK∂νK g
αβ ρˆα
µρˆβ
ν . (4.2)
The definitions for gab, cµν , c˜µν and gαβ are just as in section 2, while the ρA simplify to
`sρ0 = e0 + eab
a +
1
2
Kabcmabbbc + m
6
Kabcbabbbc + ρµξµ , (4.3a)
`sρa = ea +Kabcmbbc + m
2
Kabcbbbc + ρaµξµ , (4.3b)
`sρ˜
a = ma +mba , (4.3c)
`sρ˜ = m, (4.3d)
`sρµ = hµ + faµb
a , (4.3e)
`sρaµ = faµ , (4.3f)
`sρˆ
µ
α = fˆ
µ
α . (4.3g)
Using these explicit expressions one may compute the first order derivatives of the
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scalar potential with respect to the axions {ξµ, ba} and saxions {uµ, ta} of the compacti-
fication. As expected the extrema conditions are of the form (3.11), with
Axionic directions
e−K
∂V
∂ξµ
= 8ρ0ρµ + 2g
abρaρbµ , (4.4a)
e−K
∂V
∂ba
= 8ρ0ρa +
8
9
K2gacρ˜ρ˜c + 2Kabdgbcρcρ˜d + 2cµνρaµρν , (4.4b)
Saxionic directions
e−K
∂V
∂uµ
= e−KVF∂µK +
4
3
Kρ˜ρµ + ∂µcκσρκρσ − 4
3
Kρ˜aρaµ + 2gabρaµρbνuν (4.5a)
+tatb(∂µc
κσρaκρbσ − 8ρaµρbνuν) + 3
4Ke
−K∂µ∂σK∂νK gαβ ρˆασρˆβν ,
e−K
∂V
∂ta
= e−KVF∂aK + ∂a
(
4
9
K2ρ˜bρ˜cgbc
)
+ ∂ag
cdρcρd +Kaρ˜
(
2
3
Kρ˜+ 4uµρµ
)
−4Kaρ˜bρbνuν + 2c˜µνtcρaµρcν + ∂agbcρbµuµρcνuν
+
3
8Ke
−K∂µK∂νK ∂agαβ ρˆαµρˆβν − 9Ka
8K2 e
−K∂µK∂νK gαβ ρˆαµρˆνβ . (4.5b)
4.2 de Sitter no-go results revisited
From (4.5) one can obtain the following off-shell relation
uµ∂uµV + x t
a∂taV = −(4 + 3x)VF − (2 + x)VD + 4eK
[
x
(
1
2
gbcρbρc +
4K2
9
gbcρ˜
bρ˜c +
K2
6
ρ˜2
)
+
1
2
cµνρµρν +
(
1
3
+ x
)
Kuν (ρ˜ρν − ρ˜bρbν)+ 1
2
(1 + x)(c˜µνtbtc + gbcuµuν)ρbµρcν
]
, (4.6)
with x ∈ R an arbitrary parameter. Different choices of x will lead to different equalities
by which one may try to constrain the presence of extrema with positive energy, in the
spirit of [34,37]. In practice it is useful to rewrite this relation as
uµ∂uµV + xt
a∂taV = −3V + Ξx , (4.7)
where, for instance, the choice x = 1/3 leads to
Ξ1/3 =
2
3
VD+4e
K
[
−2ρ20 −
1
3
gbcρbρc − 2
27
ρ˜bρ˜cK2gbc + 1
6
(tatbc˜µν + gabuµuν)ρaµρaν
]
, (4.8)
19
while the choice x = 1 gives
Ξ1 = 4e
K
[K2
18
ρ˜2 − 4ρ20 −
1
2
gabρaρb − 1
2
cµνρµρν
]
. (4.9)
Extrema of positive energy require ∂V = 0 and V > 0, and so necessarily both (4.8)
and (4.9) should be positive. It is easy to see that this requires that both the Romans’
parameter ρ˜ and geometric fluxes (either ρaµ or ρˆ
µ
α) are present, in agreement with previous
results in the literature [35–40]. In that case, it is unlikely that the potential satisfies an
off-shell inequality of the form proposed in [4], at least at the classical level.
In our formulation one can make more precise which kind of fluxes are necessary to
attain de Sitter extrema. For this, let us express the last term of (4.8) as
(tatbcµν + gabuµuν − 4tatbuµuν)ρaµρaν =
[
tatbcµνP + u
µuνgabP −
5
3
tatbuµuν
]
ρaµρaν , (4.10)
where gabP , c
µν
P are the primitive components of the Ka¨hler and complex structure metric,
respectively. That is
gabP =
2
3
(
tatb −KKab) , cµνP = 13uµuν − 4GQGµνQ , (4.11)
where GQ = e
−KQ and GµνQ is the inverse of ∂µ∂νGQ. These metric components have the
property that they project out the Ka¨hler potential derivatives along the overall volume
and dilaton directions, namely gabP ∂bK = c
µν
P ∂νK = 0. So in order for the bracket in (4.8)
to be positive, the geometric fluxes ρaµ not only must be non-vanishing, but they must
also be such that
taρaµ t
bρaν c
µν
P + ρaµu
µ ρaνu
ν gabP 6= 0 . (4.12)
In other words, either the vector ρaµu
µ is not proportional to ∂aK or the vector t
aρaµ is
not proportional to ∂νK. The condition is likely to be satisfied at some point in field
space, but in order to allow for a de Sitter extremum it must be satisfied on-shell as well.
Remarkably, we find that the F-term Ansatz of section 3.1 forbids de Sitter extrema.
Indeed, if we impose that the on-shell relations (3.10) are satisfied with the non-geometric
fluxes turned off (cf. (4.16) below) we obtain that, on-shell
taρaµ t
bρaν c
µν
P + ρaµu
µ ρaνu
ν gabP =
4
9
K2gPabρ˜aρ˜b , (4.13)
with gPab the inverse of g
ab
P in the primitive sector. Even if this term is positive, it can
never be bigger than the other negative contributions within the bracket in (4.8). In fact,
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after plugging (4.13) in (4.8) there is a partial cancellation between the third and fourth
term of the bracket, that then becomes semidefinite negative:
4eK
[
−2ρ20 −
1
3
gabρaρb − 2
27
ρ˜aρ˜bK2gNPab −
5
18
tatbuµuνρaµρbν
]
, (4.14)
with gNPab = gab − gPab = 34 KaKbK2 the non-primitive component of the Ka¨hler moduli metric.
Even if the bracket in (4.8) is definite negative, there is still the contribution from the
piece 2
3
VD, which is positive semidefinite. However, one can see that with the Ansatz (3.7)
this contribution vanishes. Indeed, using the Bianchi identity faµ fˆα
µ = 0 and (4.16d),
one can see that for faµ 6= 0 the D-term Da = i∂µKfˆαµ vanishes, and so does VD.
To sum up, for type IIA geometric flux configurations, in any region of field space in
which the F-terms are of the form (3.7) we have that the F-term potential satisfies
uµ∂uµV +
1
3
ta∂taV ≤ −3V , (4.15)
and so de Sitter extrema are excluded. In other words:
In type IIA geometric flux compactifications, classical de Sitter extrema
are incompatible with F-terms of the form (3.7).
Here geometric flux compactifications refer to those with faµ 6= 0, while for Calabi–Yau
compactifications the no-go follows from [34]. In section 5.2 we will interpret this result
from a geometrical viewpoint. It would be interesting to extend this discussion to non-
geometric flux compactifications, along the lines of [64,65].
4.3 Imposing the Ansatz
Besides the cosmological constant sign, let us see other constraints that the on-shell
condition (3.7) leads to. By switching off all non-geometric fluxes, (3.10) simplifies to
ρa = `
−1
s P ∂aK , (4.16a)
Kabρ˜b + ρaµuµ = `−1s Q ∂aK , (4.16b)
ρµ = `
−1
s M ∂µK , (4.16c)
taρaµ = `
−1
s N ∂µK , (4.16d)
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where again P , Q, M, N are real functions of the moduli. Such functions and other
aspects of this Ansatz are constrained by the extrema conditions (4.4) and (4.5) with
which they must be compatible. Indeed, plugging (4.16) into (4.4) one obtains
8 (ρ0M−PN ) ∂µK = 0 , (4.17a)[
8P(ρ0 −Q)− 1
3
ρ˜K (10Q− 8N )
]
∂aK + [Kρ˜+ 8P − 8M] ρaµuµ = 0 , (4.17b)
which must be satisfied on-shell. Even when both brackets in (4.17b) vanish, this equation
implies that on-shell
ρaµu
µ ∝ ∂aK , and ρ˜a ∝ ta , (4.18)
simplifying the Ansatz. More precisely, we are led to the following on-shell relations
`sρ0 = AK , (4.19a)
`sρa = BK∂aK , (4.19b)
`sρ˜
a = Cta , (4.19c)
`sρ˜ = D , (4.19d)
`sρµ = EK∂µK , (4.19e)
`sρaµt
a =
F
4
K∂µK , (4.19f)
`sρaµu
µ =
F
3
K∂aK , (4.19g)
where A,B,C,D,E, F are functions of the saxions. We have extracted a factor of K in
some of them so that the expression for the on-shell equations simplifies. In terms of
(4.19) we have that the vanishing of (4.4) amounts to
4AE −BF = 0 , (4.20a)
3AB − 1
12
CD +BC − EF = 0 , (4.20b)
assuming that at each vacuum ∂µK 6= 0 6= ∂aK. Similarly, the vanishing of (4.5) implies
4A2 + 12B2 +
1
3
C2 +
1
9
D2 + 8E2 − 5
6
F 2 + CF − 4DE = 0 , (4.21a)
4A2 + 4B2 − 1
9
C2 − 1
9
D2 + 16E2 − 5
9
F 2 = 0 , (4.21b)
22
where we have used the identities in [27, Appendix A].
Expressing the extrema equations in terms of the Ansatz (4.19) has the advantage
that we recover a system of algebraic equations. Nevertheless, eqs.(4.20) and (4.21) may
give the wrong impression that we have an underdetermined system, with four equations
and six unknowns A,B,C,D,E, F . Notice, however, that these unknowns are not all
independent, and that relations among them arise when the flux quanta are fixed. Indeed,
let us first consider the case without geometric fluxes, which sets F = 0. In this case, AdS
vacua require that the Roman’s parameter m is non-vanishing so we may assume that
D 6= 0. Because the lhs of (4.20) and (4.21) are homogeneous polynomials of degree two,
we may divide each of them by D2 to obtain four equations on four variables: AD = A/D,
BD = B/D, CD = C/D, ED = E/D. The solutions correspond to AD = 0 and several
rational values for BD, CD, ED, which reproduce the different S1 branches found in [27].
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Finally, the variable D = m is fixed when the flux quanta are specified.
The analysis is slightly more involved in the presence of geometric fluxes. Now we may
assume that F 6= 0, since otherwise we are back to the previous case. Our Ansatz implies
that the first flux invariant in (3.16) is a linear combination of the vectors (fa)µ = faµ, as
mhˆµ ≡ mhµ −mafaµ =
(
DE − CF
4
)
K∂µK =
(
4DE
F
− C
)
tafaµ , (4.22)
where K, ∂µK, 〈ta〉 correspond to the value of the Ka¨hler saxions in the corresponding
extremum, etc. One can write the above relation as
mhˆµ = d
afaµ , (4.23)
where the constants da are fixed once that we specify the fluxes m, hµ, m
a, faµ. As
a consequence, the number of stabilised complex structure axions ξµ is rf = rank faµ,
while the rest may participate in Stu¨ckelberg mechanisms triggered by the presence of
D6-branes [12].8 Strictly speaking, da is only fixed up to an element in the kernel of faµ,
7To compare with [27] one needs to use the dictionary: BD = −CMQ/3, CD = BMQ, ED = AMQ.
8Microscopically, (4.23) means that hµ is in the image of the matrix of geometric fluxes faµ, and as such it
is cohomologically trivial. Macroscopically, it means that the number of independent complex structure
axions entering the scalar potential are dim〈hµ, f1µ, f2µ, . . . 〉 = rankfaµ ≡ rf , and not rf + 1.
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but this is irrelevant for our purposes. Indeed, notice that due to our Ansatz
meˆa ≡ mea − 1
2
Kabcmbmc =
(
BD +
C2
6
)
K∂aK −mfaµξµ
=
[(
3BD
F
+
C2
2F
)
uµ −Dξµ
]
faµ , (4.24)
where again K, uµ, ξµ stand for the vevs at each extremum. This implies several things.
First, the second set of invariants in (3.16) vanish identically. Second, the combination
mdaeˆa is fully specified by the flux quanta, without any ambiguity. Finally in terms of
m2eˆ0 ≡ m2e0 −mmaea + 1
3
Kabcmambmc , (4.25)
we can define the following cubic flux invariant
m2eˆ0 −mdaeˆa = K
[
AD2 + 3BCD +
C3
3
+
(
4DE
F
− C
)(
3BD +
C2
2
)]
. (4.26)
The existence of this additional invariant is expected from the discussion of section 3.2.
As we now show, K is fixed at each extremum by the choice of the flux quanta and the
Ansatz’ variables. Therefore (4.26) and D = m provide two extra constraints on these
variables, which together with (4.20) and (4.21) yield a determined system of algebraic
equations.
To show how K is specified, let us first see how the saxionic moduli are determined.
First (4.22) determines (4DE−CF )K∂µK in terms of the flux quanta, which is equivalent
to determine (4DE − CF )−1uµ/K. Plugging this value into (4.19g) one fixes (4DE/F −
C)−1∂aK in terms of the fluxes, which is equivalent to fix (4DE/F − C)ta. Therefore at
each extremum we have that (
4DE
F
− C
)3
K , (4.27)
is specified by the flux quanta. Notice that this is compatible with (4.22), and we can
actually use this result to fix the definition of da, by equating (4.27) with Kabcdadbdc.
4.4 Branches of vacua
Let us analyse the different solutions to the algebraic equations (4.20) and (4.21). Follow-
ing the strategy of the previous subsection, we assume that F 6= 0 and define AF = A/F ,
BF = B/F , CF = C/F , DF = D/F , EF = E/F . Then, from (4.20a) we obtain
BF = 4AFEF , (4.28)
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which substituted into (4.20b) gives the following relation
CFDF = 12EF (12A
2
F + 4AFCF − 1) . (4.29)
Then, multiplying (4.21b) by C2F and using (4.29) we obtain
144E2F∆F = C
2
F
[
36A2F − C2F − 5
]
, (4.30)
where
∆F = (12A
2
F + 4AFCF − 1)2 − 4A2FC2F − C2F . (4.31)
We have two possibilities, depending on whether ∆F = 0 or not. Let us consider both:
• ∆F = 0
In this case, from (4.30) and (4.31), we find four different real solutions for (AF , CF ):
AF = −3
8
, CF =
1
4
, (4.32a)
AF =
3
8
, CF = −1
4
, (4.32b)
AF = ± 1
2
√
3
, CF = 0 . (4.32c)
Given the solution (4.32a), one can solve for DF in (4.29) and check that (4.21a)
and (4.21b) are automatically satisfied. We then find that:
(4.32a) → BF = −3
2
EF , DF = 15EF , (4.33)
with EF unfixed. Thus, at this level (E,F ) are free parameters of the solution. As
we will see below, this case corresponds to the supersymmetric branch of solutions.
The remaining solutions can be seen as limiting cases of the following possibility:
• ∆F 6= 0
Under this assumption we can solve for EF in (4.30):
E2F =
C2F
144∆F
[
36A2F − C2F − 5
]
(4.34)
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Then we see that (4.21a) and (4.21b) amount to solve the following relation:
8A2FC
4
F
3
+ 4AFC
4
F −
7C4F
6
+ 64A3FC
3
F + 48A
2
F C
3
F −
16AFC
3
F
3
− 4C3F + 576A4FC2F
+ 144A3FC
2
F −
296A2FC
2
F
3
− 4AFC2F +
7C2F
3
+ 2304A5FCF − 592A3FCF + 24A2FCF
+
100AFCF
3
− 2CF + 3456A6F − 1176A4F + 124A2F −
25
6
= 0 , (4.35)
which selects a one-dimensional family of solutions in the (AF , CF )-plane. We only
consider those such that (4.34) is non-negative, see figure 1. One can check that all
values in (4.32) are also solutions of (4.35). Even if for them ∆F = 0, we have that
D2F =
(
1 +
C2F (4A
2
F + 1)
∆F
)[
36A2F − C2F − 5
]
, (4.36)
as well as (4.34), attain regular limiting values that solve the equations of motion.
Because (4.35) constrains one parameter in terms of the other, we have two free
parameters, say (C,F ), unfixed by the equations (4.20) and (4.21).
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Figure 1: Set of points that verify (4.35) (blue curve) and have E2F ≥ 0. The coloured dots correspond
to the particular solutions (4.32). Both curves tend asymptotically to AF = 1/4 for CF → ±∞.
4.5 Summary
Let us summarise our results so far. Given the on-shell F-terms (3.7), we find two branches
of vacua, summarised in table 2. Each branch has two continuous parameters. However,
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when taking specific values for the fluxes and taking into account that D = m and (4.26),
these two degrees of freedom are fixed. Then, as we scan over different flux quanta, we
will obtain a discretum of values for the parameters of the Ansatz, within the above
continuous solutions.
Branch AF BF CF DF
SUSY −3
8
−3
2
EF
1
4
15EF
non-SUSY eq.(4.35) 4AFEF eq.(4.35)
√
∆F
C2F
+ (4A2F + 1) 12EF
Table 2: Branches of solutions in terms of the quotients AF = A/F , etc. of the parameters of the Ansatz
(4.19). In the SUSY branch EF is a free parameter, while in the non-SUSY extrema it is given by (4.34).
Moreover ∆F is given by (4.31), being always zero in the supersymmetric branch.
As we show below, the branch where AF = −3/8, CF = 1/4 and EF is uncon-
strained corresponds to supersymmetric vacua, while the other branch contains non-
supersymmetric ones. Remarkably, both branches intersect at one point. The non-
supersymmetric branch splits into three when imposing the physical condition E2F ≥ 0,
as can be appreciated from figure 1. Each point in the green physical region contains two
solutions, corresponding to the two values EF = ±CF12
√
∆−1F (36A
2
F − C2F − 5).
F-terms
One can recast the F-terms for each of these extrema as
Ga =
[(
−1
2
BF − 2EF + 1
12
DF
)
+ i
(
− 1
12
CF − 1
2
AF − 1
6
)]
F K2∂aK , (4.37a)
Gµ =
[(
−3
2
BF − 1
12
DF − EF
)
+ i
(
−1
4
− 1
2
AF +
1
4
CF
)]
F K2∂µK , (4.37b)
and one can see that requiring that they vanish is equivalent to impose (4.32a) and
(4.33). Therefore, the branch (4.32a) corresponds to supersymmetric vacua, while general
solutions to (4.35) represent non-supersymmetric extrema of the potential.
Vacuum energy and KK scale
Using (4.8) and imposing the extremisation of the potential, one can see that the vacuum
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energy has the following expression in the above branches of solutions:
4piκ44V |vac = −
4
3
eKK2F 2
(
2A2F + 64A
2
FE
2
F +
1
18
C2F +
5
18
)
. (4.38)
In the supersymmetric branch this expression further simplifies to
4piκ44V |SUSYvac = −eKK2F 2
(
12E2F +
3
4
)
. (4.39)
So essentially we recover that the AdS4 scale in Planck units is of order
Λ2AdS
M2P
∼ e4DVX6F 2 ∼
t3
u4
F 2χ , (4.40)
where in the last step we have defined χ ≡ 2A2F + 64A2FE2F + 118C2F + 518 . This is to be
compared with the KK scale
M2KK
M2P
∼ e2DV −1/3X6 ∼ t−1u−2 , (4.41)
obtaining the quotient
Λ2AdS
M2KK
∼ e2DV 4/3X6 F 2 ∼
t4
u2
F 2χ . (4.42)
Scale separation will occur when this quotient is small, which seems hard to achieve
parametrically, unlike in [11,27]. Indeed, unless some fine tuning occurs, at large t, u one
expects that eK |W |2 ∼ eK |WRR|2 + eK |WNS|2, which in supersymmetric vacua dominates
the vacuum energy. If both terms are comparable, then in type IIA setups with bounded
geometric fluxes and Romans mass m u ∼ t2, and there is no separation due to the naive
modulus dependence in (4.42). If one term dominates over the other the consequences are
even worse, at least for supersymmetric vacua.9 Because χ is at least an order one number,
the most promising possibility for achieving scale separation is that F scales down with
t. While this is compatible with (4.22), we have not been able to find examples where
this possibility is realised. In any event, even if F does not scale with the moduli, it
would seem that generically F . O(0.1) is a necessary condition to achieve a vacuum
at large volume, weak coupling, and minimal scale separation. This is perhaps to be
expected because in the limit F → 0 we recover the analysis of [27], where parametric
scale separation occurs, at least from the 4d perspective considered here.
9With specific relations between flux quanta parametric scale separation at the 4d level is possible [13].
Remarkably, it was there found that this naive 4d scale separation did not occur at the 10d level.
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4.6 Relation to previous results
In order to verify the validity of our formalism and the results we have obtained, we
proceed to compare them with some of the existing results in the literature. As argued in
the next section, from the viewpoint of SU(3)-structure manifolds our vacua correspond
to nearly-Ka¨hler compactifications. We will therefore focus on examples that fit within
that class, and mainly on two papers whose results we will link with ours.
Comparison with Camara et al. [12]
This reference studies RR, NS and metric fluxes on a T 6/(Ω(−1)FLI3) Type IIA orientifold.
We are particularly interested in section 4.4, where N = 1 AdS vacua in the presence
of metric fluxes are analysed. One can easily use our SUSY branch (see table 2), the
definitions of the flux polynomials (4.3) and our Ansatz (4.19) to reproduce their relations
between flux quanta and moduli fixing. We briefly discuss the most relevant ones.
In [12] they study the particular toroidal geometry in which all three complexified
Khler moduli are identified. This choice greatly simplifies the potential and the flux
polynomials. To reproduce the superpotential in [12, eq.(3.15)] we consider the case
T a = T , ∀a, so that there is only one Ka¨hler modulus and the Khler index a can be
removed. The flux quanta {e0, ea,ma,m, hµ, ρaµ} are such that ea = 3c1, ma = c2 and
ρaµ =
3a µ = 0 ,bµ µ 6= 0 , a, bµ ∈ Z . (4.43)
Imposing the constraint D = m on the SUSY Ansatz we have
A = −3
8
F , B = −m
10
, C =
1
4
F , D = m = 15E . (4.44)
The first step is to use the invariant combinations of fluxes and axion polynomials
together with the Ansatz to fix the value of the saxions. Notice that because we only
have one Ka¨hler modulus, ρaµ has necessarily rank one, and so (4.22) fixes t as function
of the fluxes and the parameter F :
(
4ED
F
− C
)
ρaµt
a = mhµ−ρaµma −→

(
4m2
15F
− 1
4
F
)
3at = mh0 − 3ac2 if µ = 0 ,(
4m2
15F
− 1
4
F
)
bµt = mhµ − bµc2 if µ 6= 0 .
(4.45)
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This relation provides a constraint for the fluxes in order for this family of solutions to
be realised (cf. [12, eq.(4.32)]). The complex structure saxions are instead determined in
terms of ρaµ:
ρaµt
a =
F
4
K∂µK −→
3at = −
FK
4u0
,
bµt = − FK4uµ ,
(4.46)
which reproduces the relation [12, eq.(4.31)].
To obtain the remaining relations of [12, section 4.4], we take into account that K = 6t3
and take advantage of the particularly simple dependence of our Anstaz when considered
on an isotropic torus. Using that F = 4C we can go back to (4.46) to eliminate the F
dependence of the complex structure moduli.
ρa{µ=0}ta = FK∂µ=0K = −6t
3F
4u0
= −C 6t
3
u0
= −6t
2
u0
ρ˜a −→ 3atu0 = −6t2(c2+vm) , (4.47)
which, up to redefinition of the parameters, is just relation [12, eq.(4.34)]. Similarly, we
have
ρµ=0 = EK∂µ=0K −→ h0 + 3av = −m
15
6t3
u0
. (4.48)
Replacing u0 using (4.47) in the above expression leads to
t2 =
5(h0 + 3av)(c2 +mv)
am
, (4.49)
which is equivalent to [12, eq.(4.41)] and provides an alternative way to fix the Ka¨hler
moduli t.
To fix the complex structure axions ξµ we note that
ρa = BK∂aK = −3
2
EK∂aK = 3u
0
2
ρµ=0∂aK −→ ρata = −9
2
(h0 + 3av)u
0 . (4.50)
Expanding ρa and replacing t using (4.47) we arrive at
3c1 + 6c2v + 3mv
2 + 3aξ0 +
∑
µ
bµξ
µ =
9
a
(c2 +mv)(h0 + 3av) , (4.51)
and hence we derive an analogous relation to [12, eq.(4.33)]. We observe that it only fixes
one linear combination of complex structure saxions. This was to be expected, since by
construction the geometric fluxes are of rank one. Finally, we can fix the Ka¨hler axion b
using the flux polynomial ρ0
ρ0 = AK = −3C
2
K = − 3
2t
ρ˜aK −→ ρ0 = −9(c2 +mv)t2 , (4.52)
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which after replacing the complex axions using (4.51) and substituting t using (4.48) and
(4.49) leads to the same equation for the Ka¨hler axion as the one shown in [12, eq.(4.40)].
Comparison with Dibitetto et al. [66]
In this reference the vacuum structure of isotropic Z2×Z2 compactifications is analysed,
combining algebraic geometry and supergravity techniques. We are particularly interested
in the results shown in [66, section 4], where they consider a setup similar to [12, section
4.4], but go beyond supersymmetric vacua.10 More concretely, in this section they study
type IIA orientifold compactifications on a T6/(Z2×Z2) isotropic orbifold in the presence
of metric fluxes. Hence, they have an STU model with the axiodilaton S, the overall
Ka¨hler modulus T and the overall complex structure modulus U .
They obtain sixteen critical points with one free parameter and an additional solution
with two free parameters. This last case is not covered by our Ansatz, since the associated
geometric fluxes do not satisfy (4.19f) and (4.19g). Therefore it should correspond to a
non-supersymmetric vacuum with F-terms different from (3.7). The remaining sixteen
critical points are grouped into four families and summarised in [66, table 3]. Taking into
account their moduli fixing choices, we can relate their results for the flux quanta with
the parameters of our Ansatz as follows:
• When s2 = 1, solution 1 from [66, table 3] corresponds to a particular point of the
SUSY branch in our table 2, with EF = ± 14√15 (sign given by s1).
• When s2 = −1, solution 1 of [66, table 3] corresponds to the limit solution (4.32b)
of the non-SUSY branch (point (b) in figure 1). We confirm the result of [66]
regarding stability: similarly to the SUSY case, this is a saddle point with tachyonic
mass m2 = −8/9|m2BF | (for a detailed analysis on stability check section 5.1 and
Appendix C).
10It is worth noting that in order to solve the vacuum equations, [66] follows a complementary approach
to the standard one. Typically, one starts from the assumption that the flux quanta have been fixed and
then computes the values of the axions and saxions that minimise the potential. Ref. [66] instead fixes
a point in field space, and reduces the problem to find the set of consistent flux backgrounds compatible
with this point being an extremum of the scalar potential. Both descriptions should be compatible.
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• Solution 2 from [66, table 3] corresponds to a limit point CF = 0 of the non-SUSY
branch with ∆F 6= 0 and AF = ±5/12. Such solution was not detailed in our
analysis of section 4.4 since, despite being a limit point, it still verifies (4.34), (4.35)
and (4.36). In [66, table 4 ] it is stated that this solution is perturbatively unstable,
in agreement with our results below (see figure 2).
• Solution 3 from [66, table 3] is a particular case of the non-SUSY branch, corre-
sponding to AF = s1/4 and CF = s1/2 (with s1 = ±1). This specific point falls
in the stable region of figure 2. The analysis of section 5.1 reveals that the mass
spectrum has two massless modes, confirming the results of [66].
• Solution 4 of [66, table 3] is not covered by our ansatz since, similarly to the two-
dimensional solution, our parameter F is not well-defined under this combination
of geometric fluxes. We then expect F-terms not of the form (3.7).
Hence, the results of [66] provide concrete examples of solutions for both the super-
symmetric and non-supersymmetric branches of table 2.
Examples of de Sitter extrema
In [36], the authors study the cosmological properties of type IIA compactifications on
orientifolds of manifolds with geometric fluxes. They apply the no-go result of [37] to rule
out de Sitter vacua in all the scenarios they consider except for the manifold SU(2) ×
SU(2), where they find a de Sitter extremum, albeit with tachyons. One can check that
the fluxes considered in section 4.2 of [36] do not satisfy condition (4.23). Therefore, this
example lies outside of our Ansatz and so relation (4.15) does not hold.
More generally, geometric examples of de Sitter extrema are built from compactifica-
tions on SU(3)-structure manifolds which are not nearly-Ka¨hler. As we will see in section
5.2, our Ansatz (4.19) implies that the internal manifold is nearly-Ka¨hler, in the approxi-
mation of smeared sources. Therefore, our analysis does not capture the attempts to find
extrema in manifolds with torsion class W2 6= 0, see e.g. [31, 32, 36, 38, 39]. Remarkably,
it follows from our results that such extrema cannot have F-terms of the form (3.7).
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5 Stability and 10d description
Given the above set of 4d AdS extrema some questions arise naturally. First of all, one
should check which of these points are actual vacua, meaning stable in the perturbative
sense. In other words, we should verify that they do not contain tachyons violating the
BF bound [67]. As it will be discussed below, for an arbitrary geometric flux matrix faµ
it is not possible to perform this analysis without the explicit knowledge of the moduli
space metric. Nevertheless, the problem can be easily addressed if we restrict to the case
in which faµ is a rank-one matrix, which will be the case studied in section 5.1. On the
other hand, one may wonder if these 4d solutions have a 10d interpretation. We will see
that our Ansatz can be described as an approximate SU(3)-structure background, which
we will match with known 10d solutions in the literature.
5.1 Perturbative stability
Following the approach in [27] we will compute the physical eigenvalues of the Hessian by
decomposing the Ka¨hler metrics (both for the complex structure and Ka¨hler fields) into
their primitive and non-primitive pieces. This decomposition together with the Ansatz
(4.19) reduces the Hessian to a matrix whose components are just numbers and whose
eigenvalues are proportional to the physical masses of the moduli. The explicit computa-
tions and details are given in Appendix C, whose main results we will summarise in here.
To simplify this analysis we will initially ignore the contribution of the D-term potential,
that is, we will set ρˆα
µ = 0. We will briefly discuss its effect at the end of this section.
As mentioned above, we will consider the case in which faµ = `sρaµ has rank one, since
the case with a higher rank cannot be solved in general. Let us see briefly why. One can
show that the Ansatz (4.19) implies:
faµ = −FK
12
∂aK∂µK + f˜aµ, with t
af˜aµ = 0 = u
µf˜aµ , (5.1)
and so f˜aµ must be spanned by t
⊥
a ⊗ u⊥µ , where the
{
t⊥a
}
form a basis of the subspace
orthogonal to ta, and similarly for u⊥µ . The contribution of the first term of (5.1) to the
Hessian can be studied in general. The contribution of the second term depends, among
other things, on how both the t⊥a and u
⊥
µ are stabilised, which can only be studied if
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the explicit form of the internal metric is known. Therefore, in the following we will set
f˜aµ = 0. Notice that, for this case, our Ansatz implies that just one linear combination
of axions is stabilised, since from (4.19) it follows that ρµ ∝ ρaµ,∀a.
SUSY Branch
As expected, the SUSY case is perturbatively stable. The results can be summarised as:
Branch Tachyons (at least) Physical eigenvalues Massless modes (at least)
SUSY h2,1 m2tach =
8
9
m2BF h
2,1
Table 3: Massless and tachyonic modes for the supersymmetric minimum.
Let us explain the content of the table and especially the meaning of “at least”. All
the details of this analysis are discussed in appendix C
• Since the potential only depends on a linear combination of complex structure axions
and the dilaton, the other h2,1 axions of this sector are seen as flat directions.
Their saxionic partners, which pair up with them into complex fields, are tachyonic
directions with mass 8
9
m2BF . Both modes are always present for any value of EF so
we refer to them with the “at least” tag. This is expected form general arguments,
see e.g. [68].
• For EF . 0.1 there appear new tachyons with masses above the BF bound, in
principle different from 8
9
m2BF . The masses of these modes change continuously
with EF , and so they become massless before becoming tachyonic.
• Finally, there are also modes which have a positive mass for any EF .
Non-SUSY branch
This case presents a casuistry that makes it difficult to summarise in just one table. As
discussed in section 4.4, the non-SUSY vacuum candidates are described by the physical
solutions of eq.(4.35), represented in figure 1. On top of this curve one can represent the
regions that are excluded at the perturbative level:
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Figure 2: Set of points that verify (4.35) with E2F ≥ 0 and: have no tachyons violating the BF bound
and therefore are perturbatively stable (blue curve); have tachyons violating the BF bound and therefore
are perturbatively unstable (red curve). The colored dots correspond to the particular solutions (4.32).
Some comments are in order regarding the behaviour of the modes:
• In the regions with |AF | & 0.4 there is always a tachyon whose mass violates the
BF bound. This corresponds to the red pieces of the curves in figure 2.
• On the blue region of the curves, tachyons appear only in the vicinity of the red
region, while away from it all the masses are positive. For instance, in the curve
stretching to the right there are no tachyons for CF & 1.5.
The explicit computation of the modes and their masses is studied in appendix C.
D-term contribution
As announced in the introduction, let us finish this section by commenting on the
effect of the D-terms on stability. The first thing one has to notice is that, although
VD = 0 once we impose the ansatz (4.19), the Hessian HD associated to the D-terms is
generically different from zero -see (C.30)-. Indeed one can show that the matrix HD is
a positive semidefinite matrix. Therefore, splitting the contribution of VF and VD to the
Hessian into H = HF +HD and using the inequalities collected in [69], one can prove that
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the resulting eigenvalues of the full Hessian H will always be equal or greater than the
corresponding HF eigenvalues. Physically, what this means is that the D-terms push the
system towards a more stable regime. In terms of the figure (2) and taking into account
the directions affected by HD -see again (C.30)-, one would expect that, besides having
no new unstable points (red region), some of them do actually turn into stable ones (blue
points) once the D-terms come into play.
5.2 10d interpretation
For those geometric vacua that fall in the large-volume regime, one may try to infer a
microscopic description in terms of a 10d background AdS4×X6. In this section we will do
so by following the general philosophy of [27, section 5.2], by interpreting our 4d solution
in terms of an internal manifold X6 with SU(3)-structure. We hasten to stress that this
does not mean that the internal metric of X6 corresponds to a SU(3)-structure. As in the
10d uplift of the 4d supersymmetric vacua [11], recently analysed in [14, 15], it could be
that the actual 10d background displays a more general SU(3) × SU(3)-structure that
is approximated by an SU(3)-structure in some limit. This is in fact to be expected for
type IIA supersymmetric backgrounds with localised sources like O6-planes, as advanced
in [27, section 5.2]. Based on the lessons learnt from the (approximate) Calabi–Yau
case [14, 15], one should be able to describe the 4d vacua from a 10d SU(3)-structure
perspective if the localised sources are smeared, so that the Bianchi identities amount to
the tadpole conditions derived from (2.26), already taken into account by our analysis.
Following [27, section 5.2], one may translate our Ansatz into 10d backgrounds in
terms of the gauge invariant combination of fluxes
GRR = dHCRR + e
−B ∧ FRR , (5.2)
where dH = d+H∧. From here one reads
`sG6 = 6AdvolX6 , `sG4 = 3B J ∧ J , `sG2 = C J , `sH = 6E gsIm (e−iθΩ) , (5.3)
and `sG0 = −D. Moreover, a vanishing D-term Dα = 12∂µKfˆαµ implies no torsion classes,
as in the setup in [70]. In this case from (4.19f) and (4.19g) it follows that
dJ =
3
2
Fgs`sIm (e
−iθΩ) , dRe (e−iθΩ) = −Fgs`sJ ∧ J , (5.4)
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which translate into the following SU(3) torsion classes
W1 = −`sgseiθF , W2 =W3 =W4 =W5 = 0 . (5.5)
Therefore, in terms of an internal SU(3)-structure manifold, our vacua correspond to
nearly-Ka¨hler compactifications.
With this dictionary, it is easy to interpret our SUSY branch of solutions in terms of
the general SU(3)-structure solutions for N = 1 AdS4 type IIA vacua [71,72]. Taking for
instance the choice θ = −pi/2, we can compare with the parametrisation of [73, eq.(4.24)],
and see that the relations (4.32a) and (4.33) fit perfectly upon identifying
`s|W0|e−A−iθˆ = 3gs
(
E + i
F
4
)
, (5.6)
where |W0| is the AdS4 scale from the 10d frame, and θˆ a phase describing the solution.
One can in fact use this dictionary to identify some solutions in the non-supersymmetric
branch with 10d solutions in the literature, like e.g. those in [74]. Indeed, let us in partic-
ular consider [74, section 11.4], where N = 0 AdS4 compactifications are constructed by
extending integrability theorems for 10d supersymmetric type II backgrounds. We first
observe that the second Bianchi identity in [74, eq.(11.29)] describes our first vacuum
equation (4.20a). Similarly [74, eqs.(11.31),(11.35),(11.36)] are directly related to (4.21a),
(4.21b) and (4.20b) respectively.
Using these relations three classes of solutions are found in [74, section 11.4]:
1. The first solution [74, (11.38)] is a particular case of the non-SUSY branch, corre-
sponding to AF = ±1/4 and CF = ±1/2, with AFCF > 0.
2. The second solution [74, (11.38)] corresponds the limit solution of the non-SUSY
branch with CF = 0 and ∆F 6= 0.
3. The third solution [74, (11.40)] describes a point in the SUSY branch characterised
by EF = ± 14√15 .
To sum up, the results of [74] provide concrete 10d realisation of solutions for both
the supersymmetric and non-supersymmetric branches of table 2.
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Finally, this 10d picture allows us to understand our no-go result of section 4.2 from
a different perspective. Indeed, given the torsion classes (5.5) the Ricci tensor of the
internal manifold X6 reads [75,76]
Rmn = 5
4
gmn|W1|2 , (5.7)
and so it corresponds to a manifold of positive scalar curvature, instead of the negative
curvature necessary to circumvent the obstruction to de Sitter solutions [77].
6 Conclusions
In this paper we have taken a systematic approach towards moduli stabilisation in 4d
type IIA orientifold flux compactifications. The first step has been to rewrite the scalar
potential, including both the F-term and D-term contributions, in a bilinear form, such
that the dependence on the axions and the saxions of the compactification is factorised.
This bilinear form highlights the presence of discrete gauge symmetries on the compactifi-
cation, which correspond to simultaneous discrete shifts of the axions and the background
fluxes. This structure has been already highlighted for the F-term piece of the potential
in Calabi-Yau compactifications with p-form fluxes [21–23], and in here we have seen how
it can be extended to include general geometric and non-geometric fluxes as well.
Besides a superpotential, these new fluxes generate a D-term potential, which displays
the same bilinear structure. The D-term potential arises from flux-induced Stu¨ckelberg
gaugings of the U(1)’s of the compactification by some axions that do not appear in the
superpotential, and that generate conventional discrete gauge symmetries arising from
B ∧ F couplings. Such discrete symmetries are unrelated to the ones in the F-term
potential. However, the D-term potential itself depends on the B-field axions ba, because
they appear in the gauge kinetic function fαβ, and these axions do appear as well in
the F-term potential, participating in its discrete symmetries. It would be interesting
to understand the general structure of discrete shift symmetries that one can have in
flux compactifications with both F-term and D-term potentials. In addition, it would be
interesting to complete the analysis by including the presence of D6-branes with moduli
and curvature corrections, along the lines of [22,23,25,26].
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As in [21–23], it is the presence of discrete shift symmetries that is behind the fac-
torisation of the scalar potential into the form (2.18), where ZAB only depends on the
saxionic fields, and ρA are gauge invariant combinations of flux quanta and axions. With
the explicit form of the ρA one may construct combinations that are axion independent,
and therefore invariant under the discrete shifts of the compactification. In any class of
compactifications, some of the fluxes are invariant by themselves, while others need to be
combined quadratically to yield a flux invariant. We have analysed the flux invariants that
appear in Calabi–Yau, geometric and non-geometric flux compactifications, their interest
being that they determine the vev of the saxions at the vacua of the potential. Therefore,
in practice, the value of these flux invariants will control whether the vacua are located
or not in regions in which the effective field theory is under control.
Another important aspect when analysing flux vacua is to guarantee their stability,
at least at the perturbative level. Guided by the results of [42–46], we have analysed the
sGoldstino mass estimate in our setup, imposing that it must be positive as a necessary
stability criterium to which de Sitter extrema are particularly sensitive. Our analysis has
led us to the simple Ansatz (3.7) for the F-terms on-shell, which can be easily translated
to relations between the ρA and the value of the saxions at each extremum, cf. (3.10).
The next step of our approach has been to find potential extrema based on this Ansatz,
a systematic procedure that we have implemented for the case of geometric flux compact-
ifications. This class of configurations is particularly interesting because they contain de
Sitter extrema and are therefore simple counterexamples of the initial de Sitter conjec-
ture [4], although so far seem to satisfy its refined version [5, 6]. In this respect, we have
reproduced previous de Sitter no-go results in the literature [34, 37] with our bilinear ex-
pression for the potential, but with two interesting novelties. First, when imposing that
the F-terms are of the form (3.7) either on-shell or off-shell, we recover an inequality of
the form (4.15) that forbids de Sitter extrema. We find quite amusing that this result
is recovered after imposing an Ansatz inspired by de Sitter metastability. Second, our
analysis includes a flux-induced D-term potential, and so the possibility of D-term uplift-
ing, typically considered in the moduli stabilisation literature, does not seem to work in
the present setting. We see our result as an interesting product of integrating several de
Sitter criteria, and it would be interesting to combine it with yet other no-go results in
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the literature, like for instance those in [78–80].
As is well known, type IIA orientifold compactifications with geometric fluxes provide
a non-trivial set of AdS4 vacua, which we have analysed from our perspective. We have
seen that, by imposing the on-shell Ansatz (3.7), the equations of motion translate into
four algebraic equations. By solving them, we have found two different branches of vacua,
one supersymmetric and one-non-supersymmetric, and we have shown how both of them
include most of the vacua found in the geometric flux compactification literature. This
link with previous results can be made both with references that perform a 4d analysis and
those that solve the equations of motion at the 10d level which is particularly interesting
for non-supersymmetric solutions, which are scarce. Regarding 10d configurations, we
have seen that our Ansatz corresponds to a nearly-Ka¨hler geometry in the limit of smeared
sources. This implies, in particular, that geometric flux compactifications that can be
deformed to a non-trivial torsion classW2, correspond to F-terms that deviate from (3.7).
It would be interesting to work out the phenomenological consequences of this fact.
All these results demonstrate that analysing the bilinear form of the scalar potential
provides a systematic strategy to determine the vacua of this class of compactifications,
overarching previous results in the literature. Needless to say, to obtain a clear over-
all picture it would be important to generalise our analysis in several directions. First,
it would be interesting to consider other on-shell F-term Ansatz beyond (3.7) that also
guarantee vacua metastability. Indeed, our analysis of the Hessian shows that, for certain
geometric flux compactifications, perturbative stability occurs for a very large region of
the parameter space of our F-term Ansatz, and it would be important to determine how
general this result is. Second, a natural extension of our results would be to implement
our approach to compactifications with non-geometric fluxes, a task that we leave for
the future. In this case it would be particularly pressing to characterise the potential
corrections to the effective flux-potential, and in particular to the Ka¨hler potential that
we have assumed throughout our analysis. For the case of geometric fluxes these correc-
tions should be suppressed for those vacua that sit at large volume and weak coupling,
which generically corresponds with the set of solutions with a small value for the Ansatz
parameter F . Remarkably, it is through the same small parameter that it seems to be
possible to control the separation between the AdS4 scale and the cut-off scale of the
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theory. This is in agreement with that in the limit F → 0 such scale separation may, a
priori, be realised parametrically.
In any event, we hope to have demonstrated that with our systematic approach one
may be able to obtain an overall picture of classical type IIA flux vacua. Our strategy not
only serves to find and characterise different metastable vacua, but also to easily extract
the relevant physics out of them, like the F-terms, vacuum energy and light spectrum
of scalars. A global picture of this sort is essential to determine what the set of string
theory flux vacua is and it is not, and the lessons that one can learn from it. Hopefully,
our results will provide a non-trivial step towards this final picture.
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A Fluxes and axion polynomials
In type IIA orientifold compactifications, geometric and non-geometric fluxes are defined
in terms of their action on the basis of p-forms of table 1, that correspond to the harmonic
representatives of p-form cohomology classes of a would-be Calabi–Yau manifold X6. In
this framework, and following the conventions in [51], the action of the different NS fluxes
on each p-form is determined as
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H ∧ 1 = hKβK − hΛαΛ , H ∧ (αK + βΛ) = −(hK + hΛ)Φ6 ,
f / ωa = faK β
K − faΛαΛ , f / $α = fˆαK αK − fˆαΛβΛ ,
f / αK = faK ω˜
a , f / βK = − fˆαK $˜α ,
f / βΛ = −faΛ ω˜a, f / αΛ = fˆαΛ $˜α ,
(A.1)
Q . ω˜a = QaK β
K −QaΛαΛ , Q . $˜α = +QˆαK αK − QˆαΛβΛ ,
Q . αK = −QaK ωa , Q . βK = QˆαK $α ,
Q . βΛ = QaΛ ωa , Q . αΛ = −QˆαΛ$α ,
R • Φ6 = RK βK −RΛαΛ , R • (αK + βΛ) = (RK +RΛ)1 ,
and we also have that H ∧ βK = H ∧αΛ = R • βK = R •αΛ = 0. The NS flux quanta are
hK , h
Λ, faK , fa
Λ, fˆα
K , fˆαΛ, Q
a
K , Q
aΛ, QˆαK , QˆαΛ, RK , R
Λ ∈ Z. This specifies the action of
the twisted differential operator (2.11) on each p-form, and in particular the superpotential
(2.16) and the RR potential transformation (2.32) leading to the D-term potential.
Axionic flux orbits and the P -matrices
From the superpotential it is easy to read the gauge-invariant flux-axion polynomials
(2.20) and (2.21). Then, as in the Calabi–Yau case [23], one can check that all the
remaining entries of ρA can be generated by taking derivatives of the master polynomial
ρ0. Indeed, in our more general case one finds that
∂ρ0
∂ba
= ρa ,
∂ρ0
∂ba∂bb
= Kabc ρ˜c , ∂ρ0
∂ba∂bb∂bc
= Kabc ρ˜ , ∂ρ0
∂ξK
= ρK , (A.2)
∂ρ0
∂ba∂ξK
= ρaK ,
∂ρ0
∂ba∂bb∂ξK
= Kabc ρ˜cK , ∂ρ0
∂ba∂bb∂bc∂ξK
= Kabc ρ˜K ,
while all the other derivatives vanish. Just like in [23], one can understand these relations
from the fact that the matrix R in relating quantised and gauge invariant fluxes can be
written as
R ≡ ebaPa+ξKPK , (A.3)
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with Pa and PK nilpotent matrices. Indeed, given (2.22) one can check that
Pa =

0 ~δta 0 0 0 0 0 0
0 0 Kabc 0 0 0 0 0
0 0 0 ~δa 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 ~δta δ
L
K 0 0
0 0 0 0 0 0 Kabc δLK 0
0 0 0 0 0 0 0 ~δa δ
L
K
0 0 0 0 0 0 0 0

, (A.4)
and
PK =

0 0 0 0 ~δtK 0 0 0
0 0 0 0 0 ~δta δ
L
K 0 0
0 0 0 0 0 0 ~δa δ
L
K 0
0 0 0 0 0 0 0 ~δtK
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

. (A.5)
Constraints from Bianchi identities
On compactifications with geometric and non-geometric fluxes, one important set of con-
sistency constraints are the flux Bianchi identities. In our setup, these can be obtained
by imposing that the twisted differential D in (2.11) satisfies the idempotency constraint
D2 = 0 when applied on the p-form basis of table 1 [53]. For simplicity let us group the
3-form/complex structure indices like in the main text, so that (faK , fa
Λ) are grouped
into faµ, and so on. Then, applying the definitions (A.1), one obtains
11
hµ fˆα
µ = 0 , hµ Qˆ
αµ = 0 , faµ fˆα
µ = 0 , faµ Qˆ
αµ = 0 ,
Rµ Qˆ
αµ = 0 , Rµ fˆα
µ = 0 , Qaµ Qˆ
αµ = 0 , fˆα
µQaµ = 0 , (A.6)
fˆα
[µ Qˆαν] = 0 , h[µRν] − fa[µQaν] = 0 .
11Compared to [53], in our setup the flux components hµ, Rµ, fa
µ, Qaµ, fˆαµ and Qˆ
α
µ are projected out.
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B Curvature and sGoldstino masses
In this appendix we will show that the directions (3.5) minimise respectively Rac¯dd¯g
agbgcgd
and Rµνˆρσˆg
µgρˆgνgσˆ. To do so we will follow closely [45, 46].
Curvature
Before talking about the extrema conditions, there are some relations that must be in-
troduced. Consider a Ka¨hler potential depending on some set of complex chiral fields φA
obeying a no-scale type condition:
KAKA = p , (B.1)
where KA = ∇AK, KA = GAB¯KB¯ and GAB¯ = ∂A∂B¯K. Taking the derivative with respect
to ∇B in (B.1) one obtains:
KB +K
A∇BKA = 0 , (B.2)
and deriving now with respect to ∇C we find:
2∇CKB +KA∇C∇BKA = 0 . (B.3)
Equation (B.3) can be contracted with KCKD¯ and KD¯ to obtain respectively
RCD¯MN¯K
CKMKN¯KD¯ = 2p , RCD¯MN¯K
MKN¯KD¯ = 2KC . (B.4)
We will need these two last relations to study the extrema of RAB¯CD¯g
AgB¯gCgD¯
sGoldstino masses
As discussed in section 3.1, the relevant parameter to compute the sGoldstino masses is
σˆ =
2
3
−RAB¯CD¯fAf B¯fCf D¯ , (B.5)
which we are interested in maximise. In this sense, it was shown in [46] that the extrema
of (B.5) are given by the f0A satisfying the implicit relation:
f0A =
RAB¯CD¯f
B¯
0 f
C
0 f
D¯
0
RAB¯CD¯f
A
0 f
B¯
0 f
C
0 f
D¯
0
. (B.6)
Using the results above it is now straightforward to see that f0A = e
iαKA√
p
, α ∈ R are
solutions of (B.6) and therefore extrema of (B.5).
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Type IIA on a CY3
The moduli space metric of IIA on a CY3 orientifold is described from the Ka¨hler potential:
K = KK +KQ , (B.7)
where the subindex K refers to the Ka¨hler sector whereas we use Q for the complex sector.
All the relations discussed above can be applied independently to KK with p = 3 and to
KQ with p = 4. In particular, this shows that (3.5) extremise respectively Rac¯dd¯g
agbgcgd
and Rµνˆρσˆg
µgρˆgνgσˆ. Regarding the character of the points one can show that they are
minima by doing small perturbations around these directions.
If one just considered the Ka¨hler sector or the complex sector (meaning taking KQ = 0
in the first case and KT = 0 in the second case) this would be the end of the story.
Nevertheless, since in general we want to have both contributions, there appear some
subtleties one has to take into account. The point is that now RAB¯CD¯g
AgBgCgD does not
have just “one” contribution but two independent contributions:
RAB¯CD¯g
AgBgCgD = Rac¯dd¯g
agbgcgd +Rµνˆρσˆg
µgρˆgνgσˆ , (B.8)
and the novelty is that it new extremum appears :
fA0 =
1√
7
{
Ka, e
iαKµ
}
(B.9)
with α ∈ R, which is precisely the one discussed below (3.7). Doing again a small
perturbation around the points, it can be shown that now both fA0 =
{
eiαKa√
3
, 0
}
and
fA0 =
{
0, eiαKµ√
4
}
are saddle points of (B.8) whereas (B.9) is a minimum.
C Analysis of the Hessian
In this appendix we will compute the Hessian of the scalar potential and study its proper-
ties. We will first focus on the F-term potential, whose complexity will require a detailed
analysis and the use of a simplified version of our Ansatz. Once the associated Hessian
matrix has been found, we will evaluate the result in both the SUSY and the non-SUSY
branches independently, in order to obtain information regarding their stability. Finally,
we will briefly discuss the general behaviour of the D-term potential Hessian matrix.
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F-term Potential
Starting from (4.1) and evaluating the second derivatives along the vacuum equations we
obtain:
e−K
∂2VF
∂ξσ∂ξλ
|vac =8ρλρσ + 2gabρaσρbλ , (C.1a)
e−K
∂2VF
∂ξσ∂ba
|vac =8ρσρa + 8ρ0ρaσ + 2gbcKabdρcσρ˜d , (C.1b)
e−K
∂2VF
∂ξλ∂uσ
|vac =0 , (C.1c)
e−K
∂2VF
∂ξσ∂ta
|vac =2∂agbcρbσρc , (C.1d)
e−K
∂2VF
∂ba∂bb
|vac =8ρaρb + 8ρ0Kabcρ˜c + 2gcdKaceKbdf ρ˜eρ˜f + 2gcdKabcρdρ˜+ 8K
2
9
gabρ˜
2
+ 2cµνρaµρbν , (C.1e)
e−K
∂2VF
∂uσ∂ba
|vac =2∂σcµνρaµρν , (C.1f)
e−K
∂2VF
∂ba∂tb
|vac =2∂bgcdKaceρdρ˜e +
(
16K
3
Kbgac + 8K
2
9
∂bgac
)
ρ˜cρ˜ , (C.1g)
∂2VF
∂uσ∂uλ
|vac =VF∂σ∂λK − VF∂σK∂λK
+ eK
[
∂σ∂λc
µνρµρν + t
atb(∂λ∂σc
µνρaµρbν − 8ρaσρbλ) + 2gabρaσρbλ
]
,
(C.1h)
∂2VF
∂ta∂uσ
|vac =VF∂σ∂aK − VF∂σK∂aK + eK
[−4Kaρ˜bρbσ + 4Kaρ˜ρσ
−8ρaσρbµuµtb − 8ρbσρaµuµtb + 2∂σcµνρaµρbνtb + 2∂agbcρbµuµρcσ
]
,
(C.1i)
∂2VF
∂ta∂tb
|vac =VF∂a∂bK − VF∂aK∂bK + eK
[
∂a∂bg
cdρcρd + 2KaKbρ˜2
+
(
8KaKbgcd + 16K
3
Kabgcd + 8K
3
Ka∂bgcd + 8K
3
Kb∂agcd + 4K
2
9
∂a∂bgcd
)
ρ˜cρ˜d
+
4K
3
Kabρ˜2 − 8Kabρ˜cρcνuν + 8Kabρ˜ρνuν + 2c˜µνρaµρbν + ∂a∂bgcdρcµρdνuµuν
]
.
(C.1j)
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If we now introduce the ansatz (4.19) and make use of the decomposition of the metric
in its primitive and non primitive parts -see (4.11)- we are left with:
e−K
∂2VF
∂ξσ∂ξλ
|vac =(8E2 + 1
6
F 2)K2∂λK∂σK + 2gabP ρaσρbλ , (C.2a)
e−K
∂2VF
∂ξσ∂ba
|vac =(8BE − 4
3
CF )K2∂aK∂σK + (8A− 4
3
C)Kρaσ , (C.2b)
e−K
∂2VF
∂ξλ∂uσ
|vac =0 , (C.2c)
e−K
∂2VF
∂ξσ∂ta
|vac =− 16BKρaσ , (C.2d)
e−K
∂2VF
∂ba∂bb
|vac =2cµνP ρaµρbν + (8B2 +
4
9
C2 +
2
9
D2 +
2
9
F 2)K2∂aK∂bK
+ (8AC − 8BD − 4
3
C2 − 4
3
D2)KKab , (C.2e)
e−K
∂2VF
∂ba∂uσ
|vac =− 16EKρaσ , (C.2f)
e−K
∂2VF
∂ba∂tb
|vac =(−16BC + 8
3
CD)KKab , (C.2g)
e−K
∂2VF
∂uσ∂uλ
|vac =(8E2 + F
2
6
)K2∂σK∂λK − Gµν
G
(16E2 − 1
3
F 2 − 4
3
DE +
1
3
CF )K2
+ 2gabP ρaσρbλ , (C.2h)
e−K
∂2VF
∂uσ∂ta
|vac =(−8E2 + 1
6
F 2)K2∂aK∂σK − 4
3
FKρaσ , (C.2i)
e−K
∂2VF
∂ta∂tb
|vac =(8B2 + 4
9
C2 +
2
9
D2 +
2
9
F 2)K2∂aK∂bK + (−96B2 − 8
3
C2 +
4
3
F 2)KKab
+ 2cµνP ρaµρbν ; (C.2j)
where we have used the following relations
∂bgact
c = −2gab , (C.3)
∂σ∂λc
µν∂µK∂νK = 32cµν , (C.4)
∂a∂bg
cd∂cK∂dK = 32gab , (C.5)
∂a∂bgcdt
ctd = 6gab . (C.6)
Unfortunately, it is not possible to provide a general description of the stability using the
results above. As discussed in section 5, for an arbitrary ρaµ one needs to know explicitly
the internal metric. Only if we restrict ourselves to the case in which ρaµ has rank one
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are we able to derive a universal analysis. Therefore, from now on we will set
ρaµ = − F
12
K∂aKT∂µKQ . (C.7)
Plugging this expression back into (C.2) the on-shell second derivatives of the potential
are finally reduced to:
e−K
∂2VF
∂ξσ∂ξλ
|vac =(8E2 + 1
6
F 2)K2∂σK∂λK , (C.8a)
e−K
∂2VF
∂ξσ∂ba
|vac =(8EB − 2
3
AF − 2
9
CF )K2∂σK∂aK , (C.8b)
e−K
∂2VF
∂ξσ∂uλ
|vac =0 , (C.8c)
e−K
∂2VF
∂ξσ∂ta
|vac =4
3
BFK2∂aK∂σK , (C.8d)
e−K
∂2VF
∂ba∂bb
|vac =(8B2 + 4
9
C2 +
2
9
D2 +
2
9
F 2)K2∂aK∂bK
+ (8AC − 8BD − 4
3
C2 − 4
3
D2)KKab , (C.8e)
e−K
∂2VF
∂uσ∂ba
|vac =4
3
EFK2∂aK∂σK , (C.8f)
e−K
∂2VF
∂ba∂tb
|vac =(−16BC + 8
3
CD)KKab , (C.8g)
e−K
∂2VF
∂uσ∂uλ
|vac =(8E2 + 1
6
F 2)K2∂σK∂λK − Gµν
G
(16E2 − 1
3
F 2 − 4
3
DE +
1
3
CF )K2 ,
(C.8h)
e−K
∂2VF
∂uσ∂ta
|vac =(−8E2 + 5
18
F 2)K2∂σK∂aK , (C.8i)
e−K
∂2VF
∂ta∂tb
|vac =(8A2 + 16B2 + 2
9
C2 + 32E2 − 8
9
F 2)K2∂aK∂bK ,
+ (−96B2 − 8
3
C2 +
4
3
F 2)KKab . (C.8j)
In order to make the computations manageable, we follow the same procedure as in [27]
and consider a basis of canonically normalised fields by performing the following change
of basis:
(ξµ, ba)→
(
ξˆ, bˆ, ξµˆ, baˆ
)
, (uµ, ta)→ (uˆ, tˆ, uµˆ, taˆ) , (C.9)
where
{
bˆ, tˆ
} ({
ξˆ, uˆ
})
are unit vectors along the subspace corresponding to gNPab |vac(
cNPµν |vac
)
and
{
baˆ, taˆ
} ({
ξµˆ, uµˆ
})
12 correspond analogously to vectors of unit norm with
12Notice that aˆ = 1, . . . , h1,1− − 1; µˆ = 1, . . . , h2,1
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respect to gPab|vac
(
cPµν |vac
)
. We can then rearrange the Hessian Hˆ in a 8× 8 matrix with
basis (ξˆ, bˆ, ξµˆ, baˆ, uˆ, tˆ, uµˆ, taˆ) so that it reads
HˆF = e
KK2F 2

384EF
2+8
3
H12 0 0 0
32B√
3
0 0
H12 H22 0 0
32EF√
3
H26 0 0
0 0 0 0 0 0 0 0
0 0 0 H44 0 0 0 H48
0 32EF√
3
0 0 H55 H56 0 0
32BF√
3
H26 0 0 H56 H66 0 0
0 0 0 0 0 0 H77 0
0 0 0 H48 0 0 0 H88

, (C.10)
where we have defined:
H22 =
8DF
2 − 96BFDF + 32CF 2 + 96AFCF + 864BF 2 + 24
9
, (C.11)
H44 =
8DF
2 + 48BFDF + 8CF
2 − 48AFCF
9
, (C.12)
H55 =− 192EF
2 − 48DFEF + 12CF − 20
3
, (C.13)
H66 =
3456EF
2 − 8CF 2 + 576BF 2 + 864AF 2 − 80
9
, (C.14)
H77 =
192EF
2 − 16DFEF + 4CF − 4
3
, (C.15)
H88 =
16CF
2 + 576BF
2 − 8
9
, (C.16)
H12 =8
√
3
(
8BFEF − 2CF
9
− 2AF
3
)
(C.17)
H26 =
32CFDF − 192BFCF
9
, (C.18)
H48 =− 16CFDF − 96BFCF
9
, (C.19)
H56 =8
√
3
(
5
18
− 8EF 2
)
. (C.20)
Note that (C.10) defines a symmetric matrix whose components are determined once we
chose a vacuum. In other words, given an extremum of the potential, one just needs to
plug the correspondent {AF , BC , CF , DF} into (C.10) to analyse its perturbative stability.
The physical masses of the moduli will be given by 1/2 of the eigenvalues of the Hessian.
Once the explicit form of Hessian has been introduced, we are ready to discuss the
spectrum of the two branches obtained in the main text. This will be done in detail below.
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SUSY light spectrum
We consider now the Hessian of the F-term potential associated to the supersymemtric
branch of solutions. As explained in sections 4.4 and 4.5 this solution is characterised by
AF = −3/8 , BF = −3EF/2 , CF = 1/4 , DF = 15EF . (C.21)
Then, one just has to plug (C.21) into (C.10), diagonalize and divide by 1/2 to obtain
the corresponding mass spectrum. The result is:
m2 = F 2eKK2
{
0,−1
2
(1 + 16E2F ),−
1
18
+ 56E2F ±
1
3
√
1 + 160E2F + 2304E
4
F , λ5, λ6, λ7, λ8
}
,
(C.22)
where the λi are the four roots of
0 =− 160380 + 18662400E2F + 62547240960E4F + 2721784135680E6F + 29797731532800E8F
+ (−19971− 33191568E2F − 4174924032E4F − 74992988160E6F )18λ
+ (4483 + 1392480E2F + 55800576E
4
F ) (18λ)
2 + (−133− 13392E2F ) (18λ)3 + (18λ)4 .
(C.23)
In order to discuss the stability, we must compare (C.22) to the BF bound, which for this
case takes the value:
m2BF =
3
4
V |vac = −( 9
16
+ 9E2F )e
KK2F 2 . (C.24)
It is straightforward to see that the first non-zero eigenvalue can be rewritten as:
m22 = −
1
2
(1 + 16E2F ) =
8
9
m2BF . (C.25)
Regarding the other masses, although they can also be written as functions of the mBF
their expressions are not that illuminating. In this sense, one can check that the third
eigenvalue is always positive, whereas m24 has a negative region -respecting the the BF
bound- for |EF | . 0.1. Finally, the dependence of the four remaining eigenvalues with
EF , conveyed as implicit solutions of (C.23), has to be studied numerically. One finds
that only one of them enters in a negative region -again above m2BF - for |EF | . 0.04.
We conclude that the SUSY vacuum may have up to three tachyons, though only one
is preserved for |EF | & 0.1. None of them violates the BF bound, as it is expected for
this class of vacua. To finish this part of the appendix, let us also write the tachyonic
directions:
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• m22. Direction: uµˆ.13
• m24. Direction: linear combination of baˆ and taˆ.
• m25 = F 2eKK2λ5 (lowest solution of (C.23)). Direction: combination of all non
primitive directions, i.e. ξˆ, bˆ, uˆ and tˆ.
Non-SUSY branch
We end this section of the appendix by analysing the Hessian of the F-term potential
associated with the non-SUSY solutions. As it was studied in detail in the main text, this
branch has to be defined implicitly in terms of the AF and CF solving equation (4.35)
(check table 2 and figure 1 for details). In consequence, trying to explore the stable
regions analytically is, in practice, impossible, and things must be computed numerically.
What we have done is to extract the physical AF and CF satisfying (4.35), plug them into
(C.10) -BF , DF and EF are determined once AF and CF are chosen- and study the mass
spectrum. Despite the numerical approach, results can be obtained easily.
After performing a complete analysis, we conclude that a single mode is responsible
for the stability of the solution. In other words, seven out of the eight masses respect
the BF bound at every point of the Non-SUSY branch. Therefore, the behaviour of
the aforementioned mode is precisely the one which determines the unstable region (red
points) in figure 2. For the sake of completeness, let us write it explicitly:
m2 =− F 2eKK2 [9(12A2F − 1)((2AF + CF )(6AF + CF )− 1)]−1 [−9 + 7776A6F + 5184A5FCF
+ 4AFCF (2 + CF )(C
2
F − 5CF + 9) + 1296A4F (C2F − 2) + 144A3FCF (C2F + CF − 9)
−CF (CF − 2)(C2F + 6CF − 1) + 6A2F (C4F + 8C3F − 46C2F + 4CF + 45)
]
. (C.26)
As it happened in the SUSY case for the mode with mass 8
9
m2BF , the direction of the
mode with mass (C.26) is given by uµˆ. It is worth to point out that we are not saying
that the other modes do not yield tachyons, but they are always above the BF bound.
As discussed below figure 2, these other tachyons are localised close to the regions where
m2 defined in (C.26) violates the BF bound.
13For the complex axions, the direction ξµˆ is the one with zero eigenvalue.
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D-term potential
We perform a similar analysis with the D-terms. Starting from (4.2) and evaluating the
second derivatives along the vacuum equations, we obtain that the only non-vanishing
second partial derivatives of the potential VD are
∂2VD
∂uµ∂uν
=
3
K∂µcνσ∂λKg˜
αβ ρˆσαρˆ
λ
β +
12
K cµσcνλg˜
αβ ρˆσαρˆ
λ
β , (C.27)
∂2VD
∂uµ∂ta
=
3
Kcµσ∂λK∂ag˜
αβ ρˆσαρˆ
λ
β −
9Ka
K2 cµσ∂λKg˜
αβ ρˆσαρˆ
λ
β, (C.28)
∂2VD
∂ta∂tb
=(∂σK∂λKρˆ
σ
αρˆ
λ
β)
(
3
8K∂a∂bg
αβ − 9Ka
8K2∂bg
αβ
−9Kb
8K2∂ag
αβ +
27KaKb
4K3 ∂σK∂λKg
αβ − 9Kab
4K2 g
αβ
)
. (C.29)
If we now take into consideration the ansatz (4.19) together with the Bianchi identity
faµfˆ
µ
α = 0, we have that, on-shell, ∂µKρˆ
µ
α = 0. Hence the saxionic sector of the D-term
Hessian becomes
∂A∂BVD =
12K cµσcνλg˜αβ ρˆσαρˆλβ, 0
0 0
 , (C.30)
which is clearly positive-semidefinite for any choice of the geometric fluxes.
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