



























 以下，本論文の概要を述べる．本論文は 5章から構成されている． 
 第 1章では，前述の背景について詳細に述べ，研究の目的を明確にした． 
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(a) CCTV in the U.K.（BBC News - 'Six crimes a day' solved by CCTV, Met says 
http://www.bbc.co.uk/news/uk-england-london-12080487） 
 
(b) smart walking stick (BBC News - Elderly care needs 'set to treble' by 2050 
http://www.bbc.co.uk/news/technology-21620624) 



































































1. 教師あり学習（supervised learning） 
2. 教師なし学習（unsupervised learning） 















































































































































場合，より大きな学習構造を用いた再構築が必要となる．一方，Time Delay Neural Netwrk
（TDNN），リカレントニューラルネットワーク（recurrent neural network; RNN）やスパイ
キングニューラルネットワーク（spiking neural network; SNN）は，データ構造の時間的な
変化に対して，時間的文脈を考慮した学習を実現することができる．しかし，NN と同様
に，未知データに対する汎化性は事前の設計に依存する場合が多く，追加学習おこなうこ




















































         
Fig. 1.4 Composition of the thesis. 
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Fig. 2.1 Evolution of Population on EC. 
 
! 遺伝的アルゴリズム（GA）[23-25]
 J.H. Hollandにより提唱された遺伝的アルゴリズム（GA）は，D.E. Goldbergによって様々
な拡張や発展の方向に示され，現在では進化計算で最も広く知られた研究分野となった．




































































(µ, !)-ES: µ個の親個体から生成された !個の子個体の内で適応度の高い個体から順
に µ個を次世代の親個体として選ぶ方法 
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• (1+1)-ES: 新しい解との単純な比較により改善する山登り探索に相当 
• (1+!)-ES および (1, !)-ES:  
         継続的な解候補として 1点のみを保持し，その周辺で解を探索する近傍探索 
         手法 
• (µ+1)-ES: 複数の解候補を保持し，毎世代，新しい解を一つ生成して探索を進める連続 
         世代型の多点探索法 
• (µ+!)-ES: エリート保存をおこないながら，進める連続世代型の多点探索法 






































µA!B(x) = µA(x)" µB(x) = min µA(x),µB(x)[ ]   (2.2) 
• 和集合： 
µA!B (x) = µA (x)" µB (x) =max µA (x),µB (x)[ ]   (2.3) 
• 補集合： 
µA (x) = 1! µA(x)     (2.4) 
多くの場合，クリスプ集合における数学的な性質は，上記のようにファジィ集合において
も成立する．しかしながら，成立しない性質もあり，X を全体集合としたとき，排中律と




Fig. 2.2 Crisp set. 
 
 
   (a) Triangular              (b) Trapezoidal 
 
  (c) Gaussian 







を x1,…,xn，出力変数を y1,…,ym，j番目のファジィ推論ルールのファジィ集合を Aj,k，Bj,iと
すると，以下のように表現できる． 
 IF x1  is Aj ,1  and x2  is Aj ,2  and ! and xn  is Aj ,n  
THEN y1  is Bj,1  and y2  is Bj,2  and ! and ym  is Bj,m  
一般にファジィ推論は，以下の手順にわけることができる． 
1. 与えられた入力に対する各ルールの適応度を演算する． 
















µ j = µA  j ,k
k=1
n



















































































 このような生物学的知見に基づき，1943年にW.S. McCullochとW. Pittsによって提唱さ
れたニューロンモデルの概念図が図 2.5 に示すものである．ここでは，ニューロン j から
の出力信号を xi，ニューロン jとニューロン i間の結合強度を wj,i，発火のための閾値を "i
とすると，ニューロン iへの入力の総和 uiは 
ui = wj,i x j
j=1
n
!     (2.7) 
となり，便宜上，w0,i = !"i，x0 = 1とするとニューロン iの出力 yiは 































のニューロンへの入力の総和 uiと閾値 "iに対する出力は以下のように与えられる． 
yi = f (ui !"i ) =


























yi = f (ui !"i ) =
1





には，出力関数 f (!)によって与えられる値を確率 pとみなし，確率 pで出力を 1，1 ! pの
確率で 0 になるという状態変化規則を適用する．出力が 1 として与えられる場合の確率 p
の式は以下のように与えられる． 
p(yi = 1) =
1
1+ exp ! ui !"i( ) T( )   (2.11) 







Fig. 2.5 Neuron model. 
 
  
  Fig. 2.6 Step function.   Fig. 2.7 Sigmoid function. 
 
 




































の 3層の階層型ネットワークは，単純パーセプトロン（simple perceptron）とよばれる． 
単純パーセプトロンの 1番目の層である S層では，分類対象となる入力信号が与えられ

























! pwj,i =!" pjopi     (2.12) 
ここで，wj,iはニューロン jとニューロン i間の結合強度である重みを示し，opiはあるパタ
ン pにおけるニューロンからの出力信号である．#pjはパタン pにおけるニューロン jから 
 
 
Fig. 2.9 Perceptron. 
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Fig. 2.10 Hierarchical network.   
 
の出力誤差であり，出力層においての #pjは 
 ! pj = t pj " opj( ) #f j (netpj )    (2.13) 
であり，隠れ層においての #pjは 
! pj = "f j (netpj ) ! pkwk , j
k
#    (2.14) 
で与えられる．ここで，tpjはパタン p におけるニューロン j の教師信号，netpjはニューロ
















出力ユニット（output unit）の 3種類に分類される．  




xi (t)   if i !I         









時刻 t + 1における隠れユニットと出力ユニットの入出力関係は，以下のように表すことが
できる． 
yi (t +1) = fi (si (t +1))    (2.18) 
si (t +1) = wi, j x j (t)+
j!I
" wi, j y j (t)
j!H#O
"
           = wi, j z j (t)
j!I#H#O
"
  (2.17) 






とができる（図 2.11）．R.J. Williamsと D. Zipserは，このような考え方に基づき，通時的伝
搬法（back propagation through time）を提案した．通時的逆伝搬法は，ネットワークの挙動
を時刻 t0から t まで計算しながら，それまでの入出力関係と結合係数をメモリに蓄えてお
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き，その後に時刻 t0から tまでの誤差の計算をおこなう学習手法である． 
通時伝搬法の具体的な計算方法は，誤差逆伝搬法をかなり類似したものである．時刻 t0
における入力と時刻 tのみにおける教師信号 di(t)を与えたときに，時刻 tにおける出力ユニ
ットの出力 yi(t)が教師信号 di(t)になる場合の学習手法を考える．ネットワーク全体の 2 乗
誤差関数を 
E(t) = 12 (ei (t))
2
i!O
"     (2.18) 
とする．ここで，ei(t)は教師信号と出力ユニットからの出力との誤差である．この誤差の





!wi, j (" )
!wi, j (" )
!wi, j"=t0
t#1
$ = !E(t)!wi, j (" )"=t0
t#1
$
          = !E(t)
!si (" +1)
!si (" +1)
!wi, j (" )"=t0
t#1
$





  (2.19) 
よって，!E(t) !wi, j を得るためには，!E(t) !si (" +1)を求めなければならない．そのた
めには，出力ユニット，隠れユニット，それぞれを分けて考えなければならない． 









           = "fi (si (t)) yi (t)# di (t)( )
   (2.20) 
となる． 









           = &fi (si (" )) wl ,i
!E(t)
!sl (" +1)l#H$O%
  (2.21) 
となる．したがって !E(t) !si (" +1)は再帰的に求めることができる．ここで， 
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! i (" ) =
#E(t)
#si (" )
,    t0 +1$ " $ t %1   (2.22) 
とすれば， 
! i (t) = !fi (si (t)) yi (t)" di (t)( )    (2.23) 
! i (" ) = #fi (si (" )) wl ,i! l (" +1)
l$H%O
& ,    t0 +1' " ' t (1  (2.24) 
と整理される．この #i(t)と #i(%) (t0 + 1 ! % ! t + 1)は誤差逆伝搬法における #項に対応して
いるといえる． 
したがって，結合係数の更新は 
!wi, j (t) = "# $ i (% +1)z j (t)
%=t0
t"1











     
                (a) i = 3                      (b) i = 4 












1. パタン P1を代表とするパタンとし，それを中心とするクラスタ C1を生成する． 
2. パタン Piと既存の各クラスタ Cjとの距離 Di,jを計算し，最小の距離のクラスタを k
とすると， 
Piをクラスタ Ck   if Di,k ! T 
Piを新しいクラスタの中心とする otherwise  
3. i = Nまで手順 2.を繰り返す． 













の選択の順番で距離の閾値 Tに依存してしまう点が挙げられる．図 2.12に k-NNの一例を
示す．まず，図中(a)では，まず P1がクラスタ中心として選択され，クラスタ C1を生成し
た結果，入力パタン P2が C1に分類されている．次に，図中(b)では，クラスタ C1の範囲外
となった入力パタン P3が新しいクラスタ C2を生成し，入力パタン P4を C2に分類してい




k-means 法は，クラスタの重心を求め，与えられたクラスタ数 k 個に分類する手法であ
る．k-means 法の目的は，クラスタの重心点とクラスタに属する各入力ベクトルとの距離
の総和を最小化することである．目的関数は以下のようになる． 





#     (2.26) 
ここで，Ciは i番目のクラスタ，riは重心点のベクトル，Xは入力ベクトルである． 
以下に，k-means 法のアルゴリズムを示す． 
1. 任意に配置した k個のクラスタ Ci（i = 1, 2, …, k）における重心点のベクトル riと N
個の入力ベクトル Xj = (xj,1, xj,2, …, xj,l)（j = 1, 2, …, N）において全てのユークリッド
距離 di,jを以下のように計算する． 
di, j = X j ! ri    (2.27) 
2. 各入力ベクトル Xjは，以下の式に基づき最も近いクラスタに属する． 
Ci = argminj di, j{ }     (2.28) 
3. 各クラスタに属するデータ群の重心を求め，各クラスタ重心をそれぞれ算出した重
心点に移動する． 







   
(a) 1step   (b) 2step   (c) 3step 
 
  
(d) 4step   (e) 5step 
Fig. 2.13 k-means clustering. 
 
(3) 自己組織化マップ[35,36]
自己組織化マップ（self-organizing maps; SOM）が対象とするネットワークは，図 2.14




























       (a) t = 1           (b) t = 300        (c) t = 500 
 
       (d) t = 1000           (e) t = 3000        (f) t = 5000 
 
       (g) t = 10000           (h) t = 30000        (i) t = 50000 






x !wi    (2.29) 
参照ベクトル wcを持つノードを勝者ノードとする． 
2. 勝者ユニット，およびその周辺の近傍 Nc 内のユニットは次式に従って入力ベクト
ルを学習する． 
wi !wi + hci (t) x "wi( )     (2.30) 
3. ただし，hci(t)は近傍関数とし，以下のように定義する. ただし，a(t)は学習試行 t回
目における学習係数とする. 
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hci (t) = a(t)   if i !Nc
hci (t) = 0       otherwise





過程を図 2.15 に示す．図 2.15 (a)は学習の初期の初期状態を示しており，参照ベクトルが
ランダムに初期化されている．学習中期では，学習の進行と共にマップが徐々に規則正し
い格子状に形成されている（図 2.15 (e)）．そして，学習の最終状態では，ネットワークが
















 INIT二つのノードの参照ベクトル w1，w2をランダムに生成し，エッジの結合関係 c1,2 = 1，
エッジの年齢 a1,2 = 0とする． 
1. 入力ベクトル xを確率密度関数に従って取得する． 
2. 入力ベクトル xに対する第一勝者ノード s1と第二勝者ノード s2を選択する． 
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s1 = argmini!A x " wi   (2.32) 
 
s2 = arg mini!A\ s1{ }
x " wi   (2.33) 
3. ノード s1について入力ベクトル vとの二乗誤差の積算誤差 ES1を累積する． 
 
Es1 ! Es1 + x " ws1
2
  (2.34) 
4. ノード s1およびノード s2の参照ベクトルを以下のように更新する．ただし，!1と !2
を学習係数とする（!1 > !2）． 
ws1 !ws1 +"1 x #ws1( )   (2.35) 
w j !w j +"2 x #w j( )       if  cs1, j = 1   (2.36) 
5. ノード s1と s2との間のエッジの年齢を 0 にリセットする．また，エッジが存在し
ない場合は，新たにエッジを作成する． 
6. ノード s1と結合関係のあるすべてのエッジの年齢をインクリメントする． 
 
as1, j ! as1, j +1      if  cs1, j = 1   (2.37) 
7. 事前に定義した閾値 amaxを超える年齢のエッジを削除する．その結果，他のノード
との結合関係を持たないノードが現れた場合は当該ノードを削除する． 
8. 学習試行 "回ごとに，次の操作をおこなう． 




Ei    (2.38) 
ii. ノード q との結合関係のあるエッジの中で累積誤差が最大のノードを選択
し，このエッジに結合するノードを f とする．また，ノード q とノード f
間のエッジを 2分するようにノード rを挿入する． 
wr ! 0.5 wq "w f( )   (2.39) 
iii. ノード q とノード f 間のエッジを削除し，ノード q，ノード r，ノード f の
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間にそれぞれエッジを追加する． 
iv. ノード qと fの積算誤差を以下の式により更新する． 
 
Eq ! Eq "#Eq    (2.40) 
 
E f ! E f "#E f    (2.41) 
v. 最後に，ノード qとノード rの積算誤差の平均をノード rの積算誤差とする． 
Er ! 0.5 Eq " Ef( )   (2.42) 
9. すべてのノードの誤差を減らす． 
 Ei ! Ei " #Ei      ($i%A)     (2.43) 
10. 終了条件が満たされない場合，手順 2.に戻る． 
以上のアルゴリズムを用いて，3つのリング上の領域内に一様乱数の入力を与えた SOM
の学習結果と GNGの学習結果を図 2.16に示す．図中(a)は入力が与えられる領域を示して








(a) Input   (b) SOM    (c) GNG 







連想記憶の基礎となる Hebb の学習則（Hebbian learning）について説明する．次に，G.A. 












ば適用される．ニューロンの発火状態，すなわち発火の有無を pi(t) ! {0, 1}と表現し，細胞
Aから細胞 Bへの結合係数を wB,Aとすると，以下のように結合係数は更新される． 
!wB,A = " pB pA    (2.44) 
ここで，!は 0 < ! ! 1の学習係数である．したがって， 結合係数は，細胞 Aが発火した
場合に，以下のように変更される． 
wB,A !wB,A + " pB    (2.45) 

































ART1 は，入力パタンとして 2 値のみを考慮したモデルである．すなわち，入力パタン
のベクトルを I = (I1, I2,…, In)とすると Ii ! {0, 1}と表すことができる．入力パタンの各要素
Iiはそのまま F1層に送られる．F1層の各ユニットと F2層の各ユニットはボトムアップ荷重





1. 以下のように，ボトムアップ荷重 wi,j，トップダウン荷重 zj,iの初期化をおこなう．
ここで，F1層における入力パタンの次元数を M，F2層における識別されたカテゴリ
数を Nとすると，i = 1,…, M，j = 1,…, Nとなる．また，Lは L > 1の定数である． 
 
0 < wi, j <
L
L!1+ n
   (2.46) 
 
z j ,i = 1     (2.47) 
2. 入力パタン Iを ART1に提示し，以下のように選択強度 Tjを計算する． 
 
Tj = Iiwi, j
i=1
M
!    (2.48) 
3. 選択強度が最大であるカテゴリ J を勝者と認識させたとき，以下のように F1層に
おける共鳴パタン X= (X1, X2,…, Xn)を求める． 
 X = I! zJ    (2.49) 
 



















   (2.52) 
 
zJ ,i = Xi     (2.53) 











1. 以下のように，F1層と F2層との間の荷重 wi,jの初期化をおこなう．ここで，F1層に
おける入力パタンの次元数を M，F2層における識別されたカテゴリ数を N とする
と，i = 1,…, M，j = 1,…, Nとなる． 
 
wj ,i = 1     (2.54) 
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2. 入力パタン I をファジィ ARTに提示し，以下のように選択強度 Tjを計算する．こ




I ! w j 1
" + w j 1
   (2.55) 
3. 選択強度が最大であるカテゴリ Jを勝者と認識させたとき，入力ベクトルと勝者カ
テゴリを用いて，類似度 SJを計算し，警戒パラメタを用いて比較する．ART1の場






I ! wJ 1
I
1
   (2.56) 
4. 以下のように，最適なカテゴリに結合する荷重ベクトル wJを修正する． 
 
wJ
new !"(I # wJ
old )ws1 + 1$ "( )wJold   (2.57) 
また，入力のパタンがいずれのカテゴリにも属さないと判定された場合には，F2
層に M + 1番目の新しいカテゴリを追加し，荷重ベクトル wM + 1に入力パタン I を
そのまま記憶する． 
 wM+1 = I    (2.58) 
5. 終了条件が満たされない場合は，手順 2.に戻り，次の入力パタンの分類をおこなう． 
なお，ファジィ ARTでは，式(2.57)からも明らかなように，荷重ベクトル wjの大きさは単
調減少していく．これを防ぐため，一般的にファジィ ARTでは補数コーディングされた入































化した単純スパイク応答モデル（simple spike response model）． 
まず，i番目のニューロンの内部状態を表す内部膜電位（internal state）を hi(t)とすると，
以下のように計算される．  
 hi(t) = hi
syn(t)+ hi
ext (t)+ hi











$   (2.60) 
wj,iは i番目のニューロンから j番目のニューロンへの結合強度，hjPSP(t)は離散時間 tにおけ
る j番目のニューロンからのシナプス前繊維末端の活動電位（presynaptic potential）である．
Nはニューロンの総数を示し，!synは減衰率である．ニューロンの内部膜電位はある閾値を




1    if  hi(t) ! qi












ref (t "1)" R    if  pi(t "1) = 1
! ref hi













1                        if  pi(t) = 1
! PSPhi





  (2.63) 
!PSPは 0 < !PSP < 1の減衰率である．ニューロン間の結合重みである wj,iが正の場合，シナプ
ス後電位は興奮性電位としてはたらく．シナプス後電位には，伝搬先のニューロンの活動
を促進する興奮性電位（excitatory postsynaptic potential; EPSP）と抑制性電位（inhibitory 
























                   
            Fig. 2.19 Robotic room.  Fig. 2.20 Intelligent space. 
 
 
































また，センサネットワークで活用される通信は無線 PAN（Personal Area Network）であ
り，主な無線方式としては，以下のようなものがある． 
• Zigbee: 












• Ultra Wide Band（UWB）: 
周波数帯としては，高周波数域（7.25 - 10.25 [GHz]）と低周波数域（3.4 - 4.8 [GHz]）






当初は世界的に利用が可能な 2.4GHz 帯と，米国の 915MHz 帯，欧州の 868MHz 帯だけを


















































































第 3章 ニューロコンピューティングに基づく 












































































































め，予備実験として定数 ak を変更した際の正答率について確認をおこなった．図 3.1-3.3
に教師あり学習による学習後の NNの推定結果を示す．なお，各層におけるニューロン数
は，入力層 2，隠れ層 10，出力層 5とし，しきい素子モデルを適用している．また，デー
タ数が 450に対して，学習試行を 1000回おこなった．このときの学習係数は 0.05である．
2 入力での NN の学習は，データの構造上，困難であることが考えられるが，ここでの目
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的は，この問題点を明らかに示すことである． 










(a) Input data to a neural network. 
 
(b) Target output data for a neural network.  
 
(c) An estimation result. 
Fig. 3.1. Learning result with neural network (ak = 1024) 
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  (a) Input data to a neural network.        (b) An estimation result. 
Fig. 3.2 Learning result with neural network (ak = 512) 
 
(a) Input data to a neural network.             (b) An estimation result. 
Fig. 3.3 Learning result with neural network (ak = 256). 
 
3.2.3  Time Delay Neural Networkに基づく予備実験 
 次に，予備実験として，Time Delay Neural Network（TDNN）を適用した状態推定をおこ
なう．TDNNは時間遅れの入力を与えることによって，時系列的な特徴と目標とする出力
との関係を学習することを目的とした NNである．適用する TDNNは，NNと同様に，入
力層，隠れ層，出力層の 3 層から構成されており，学習手法には，2 章で説明した誤差逆























Fig. 3.4 Training data set. 
 
Fig. 3.5 Test data set. 
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Fig. 3.6 Learning result with TDNN (Training Data, Iteration: 5000). 
 
Table 3.1 The number of correct answers (Training Data, Iteration: 5000). 
 
   
 
 
Fig. 3.7 Learning result with TDNN (Test Data, Iteration: 5000). 
 





Fig. 3.8 Learning result with TDNN (Training Data, Iteration: 10000). 
 




Fig. 3.9 Learning result with TDNN (Test Data, Iteration: 10000). 
 




Fig. 3.10 Learning result with TDNN (Training Data, Iteration: 15000). 
 




Fig. 3.11 Learning result with TDNN (Test Data, Iteration: 15000). 
 














x ! cAk ! a1Ak( )
a1Ak ! a0Ak
  if  cAk ! a1Ak < x < cAk ! a0Ak   
1                      if  cAk ! a0Ak < x < cAk + a0Ak
cAk + a1Ak( )! x
a1Ak ! a0Ak
  if  cAk + a0Ak < x < cAk + a1Ak   












  (3.2) 
また，3 つのメンバーシップ関数の境界となる閾値は下限と上限の 2 つあり，ここでは
k番目のセンサデータの下限を bL k，上限を bU kとする． 
                
  
Fig. 3.12 Membership functions. 
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図 3.13に，ファジィ・ニューラルネットワーク（fuzzy neural network; FNN）を用いた予
備実験結果を示す．ここで，各層におけるニューロン数は，入力層 6，隠れ層 10，出力層
5とし，各閾値は bL0 = 35，bL1 = 40，bH0 = 250，bH1 = 400とした．また，NNを用いた実験



















ストデータを用いた推定精度は，65.8%であった（図 3.18，表 3.8）．表 3.9は，TDNN，FNN
（メンバーシップ関数①），FNN（メンバーシップ関数②）を適用し，学習用データを用い
た場合の正答率をまとめたものである．TDNNより FNNのほうが，学習の収束がはやく，







(a) Membership values calculated by inputs. 
  
(b) An estimation result. 
Fig. 3.13 A learning result of FNN (Case 1). 
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(a) Membership values calculated by inputs. 
 
(b) An estimation result. 
Fig. 3.14 A learning result of FNN (Case 2). 
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(a) Membership values calculated by inputs. 
 
(b) An estimation result. 
Fig. 3.15 A learning result of FNN (Case 3). 
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(a) Membership values calculated by inputs. 
 
(b) An estimation result. 
Fig. 3.16 A learning result of FNN (Case 4). 
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(a) Membership values calculated by inputs. 
 
(b) An estimation result. 
Fig. 3.17 A learning result of FNN (Case 5). 
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(a) Membership values calculated by inputs. 
 
(b) An estimation result. 
Fig. 3.18 A learning result of FNN (Case 6). 
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Table 3.7 The number of correct answers (Case 5). 
 
Table 3.8 The number of correct answers (Case 6). 
 
Table 3.9 Summary of results using training data. 
 

























パイキングニューラルネットワーク（fuzzy spiking neural network; FSNN）を適用する． 
 図 3.19に，FSNNを適用した学習構造による処理の概念図を示す．ここでの学習構造は，






















h1,n (t) = ! synh1,n (t "1)+ h1,nref (t)+ qn (t)   (3.4) 
! 1
synは減衰率 (0< ! 1
syn <1.0)，h1,nref (t)は不応期を表現する項，qn(t)はメンバーシップ関数か
ら与えられる外部入力である． 
µAn (x j ) = exp !










h2,m (t) = ! 2synh2,m (t "1)+ h2,mref (t)+ wn,mh1,nPSP (t "1)
n=1
N
#  (3.5) 
と表現できる．! 2
synは減衰率 (0< ! 2
syn <1.0)，h2,nref (t)は不応期を表現する項，wn,mは入力層




tanh " wgtwn,m + # wgt p1,nPSP (t $1)rm (t)( )     if  rm (t) = 1






ここで，! wgtは減衰率 (0< ! wgt <1.0)，! wgtは学習率(0< ! wgt <1.0)，rm(t)は学習における教
師信号である．  















(a) Membership values calculated by inputs. 
  
(b) Spike outputs in input layer. 




(a) An estimation result. 
  
(b) Spike outputs in output layer. 















Fig. 3.22 Flow of a proposed method for supervised learning. 
 
  
(a) Trapezoidal    (b) Gaussian 





















































 入力層における各ニューロンへの入力値 hI iext (t)は，以下のように計算される． 





Vi ! 1"#( )Vi + #vi (t)   (3.9) 




おける各ニューロンの内部状態 hI i(t)は以下の関係式のように計算される． 









 !C = xC 1(t), xC 2 (t),…, xC N (t){ }   (3.11) 
 xC i(t) =!C i "hI i















Fig. 3.25 Spike output and internal state of spiking neuron. 
 di(t) = !C "Wi
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Wwin ! (1"! C
wgt ) !Wwin + ! C
wgt !"C      if ! > dwin (t)  (3.14) 
ここで，!Cwgtは 0 < !Cwgt < 1の学習率である． 
WM +1 = !C       if ! ! dwin (t)   (3.15)  
 また，ユークリッド距離が閾値を超える場合や学習初期において比較する参照ベクトルが
ない場合には，以下のように参照ベクトルの追加処理がなされる． 





 hC i(t) = ! C "hC i(t #1)+ hC i
ext (t)+ hC i




ext (t) = exp !




























る．上記の議論に基づき，入力層（input layer），分類層（clustering layer）の 2階層に予測




 まず，予測層における内部状態は以下のように更新される．  
hP i (t) = ! PsynhP i (t "1)+ wi, j
j=1
M
# hC jPSP (t)   (3.19) 
!Psynは 0 < !Psyn < 1の減衰項であり，wi,jは分類層における j番目のニューロンと予測層にお
ける i番目のニューロン間の結合強度を示す．  
SSRMは時空間的な文脈表現が可能なモデルである．ここでは，Hebbの学習則に基づき，
ニューロンの内部状態を用いて，以下のように時間的パタンの相関関係を学習する． 


















Fig. 3.26. Semi-supervised learning architecture based on structured learning. 
 
 










































1"# A( )wi, j + # AhA iPSP (t)hA jPSP (t)    if  pi (t) = 1  or  pj (t) = 1






ここで，wi, jは i番目のニューロンと j番目のニューロン間における結合係数，! Aは学習





















































































































































































Fig. 4.1 Measurement system for state estimation on bed. 
 
 



















を別々におこなうことを目的とした手法との比較をおこなう．FNN の学習構造は 3.2.4 の
予備実験で用いたものと同様で，ニューロン数が入力層 6，隠れ層 10，出力層 5の階層型
ネットワークである．また，FNN の学習試行回数は 5000 回とした．なお，実験例におけ
る， SSGAの探索回数は 400，個体数は 20とした． 

























Fig. 4.4 An estimation result of FNN + SSGA (Training Data, Case 1). 
 
 





Fig. 4.5 Fitness value of SSGA (Case 1). 
 
 
Fig. 4.6 An estimation result of FNN + SSGA (Test Data, Case 1). 
 
 





Fig. 4.7 An estimation result of FNN + SSGA (Training Data, Case 2). 
 
 




Fig. 4.8 Fitness value of SSGA (Case 2). 
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Fig. 4.9 An estimation result of FNN + SSGA (Test Data, Case 2). 
 
 








最良個体を用いてメンバーシップ関数を更新する処理を計 4 回繰り返した．NN の学習試
行は合計 5000回，SSGAの世代数は合計 400回である． 
まず，図 4.10に，メンバーシップ関数①に基づき SSGAの初期個体を生成し，学習デー




いて NN の学習後であるため，SSGA の対象となる問題が異なるために生じていると考え
られる．図 4.12は，テストデータに対する推定結果であり，推定精度は，80.3%となった．
さらに，図 4.13には，メンバーシップ関数②に基づき SSGAの初期個体を生成し，学習デ








Fig. 4.10 An estimation result of the proposed Structured Learning (Training Data, Case 3). 
 
 




Fig. 4.11 Fitness value of SSGA (Case 3). 
 
 
Fig. 4.12 An estimation result of the proposed Structured Learning (Test Data, Case 3). 
 
 




Fig. 4.13 An estimation result of the proposed Structured Learning (Training Data, Case 4). 
 
 




Fig. 4.14 Fitness value of SSGA (Case 4). 
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Table 4.8 Summary of results using training data. 
 
 












ューロン数が入力層 6，出力層 5，の 2階層から構成される．図 4.16-21は，GA の探索回
数を 5（Case 6），20（Case 7），50（Case 8）とした場合の結果である．まず，Case 6では，
離床判定がうまくできず，正答率は 82.6%であった（図 4.17）．次に，Case 7では，離床判
定ができるようになり，状態推定の正答率も 87.2%と向上した（図 4.19）．しかしながら，
咳においては寝返りと誤検出していた．最後に，Case 8では，咳による誤検出はなくなり，
正答率も 89.3%と，構造化学習を用いた FNNと同等程度の推定精度となった（図 4.21）． 
表 4.10-11は FSNNによる正答数，表 4.12-13は構造化学習に基づく FSNNによる正答数
である．FSNNでは，学習用データが 77.6%，テスト用データが 77.1%であったのに対し，
構造化学習では，学習用データが 93.0%，テスト用データが 84.1%となった．実験結果よ




(a) Membership values calculated by inputs. 
  
(b) An estimation result 




Fig. 4.16 Fuzzy input for SNN (Training Data, Case 6). 
 
 
Fig. 4.17 An estimation result of FSNN with adjustment of membership function 
 (Training Data, Case 6). 
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Fig. 4.18 Fuzzy input for SNN (Training Data, Case 7). 
 
 
Fig. 4.19 An estimation result of FSNN with adjustment of membership function 
 (Training Data, Case 7). 
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Fig. 4.20 Fuzzy input for SNN (Training Data, Case 8). 
 
 
Fig. 4.21 An estimation result of FSNN with adjustment of membership function 
(Training Data, Case 8). 
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Table 4.10 The number of correct answers by FSNN (Training Data). 
 
 
Table 4.11 The number of correct answers by FSNN (Test Data). 
 
 
Table 4.12 The number of correct answers by Structured Learning (Training Data). 
 
 
































































Fig. 4.22 System architecture. 
 
 

























また，図 4.28 には，LRF による大域的計測に基づく各ニューロンの発火の様子を示す．







Fig. 4.25 Experimental environment (Case 1). 
 
 




Fig. 4.27 Firing patterns based on input from pneumatic sensors. 
  
     
 (a) Data of LRF.     (b) Firing of neurons. 











Fig. 4.29 Experimental environment (Case 2).  
 
め，LRFを 2台適用する． LRFは壁面に固定させ，向かい合わせで 2.8 [m]離し設置した．
計測範囲は，円弧領域 240 [deg]，距離範囲 4 [m]とした．また， LRFは，着席や歩行を計
測するため，それぞれ 50 [cm]，100 [cm]の高さに設置した．なお，実験中における LRFの
平均サンプリング間隔は 0.21[sec]であり，ここでは学習処理における時間ステップも LRF
のサンプリング間隔に依存させた． 














Fig. 4.30 History of human behavior (Case 2). 
 
          
















































Fig. 4.34 Experimental environment (Case 3). 
 
 






! =" 1# hP winPSP (t #1)( )   (4.1) 
hP winPSP (t !1)は，時刻 t!1における予測層の i番目のニューロンのシナプス前電位，"は定数
である．分類層において，勝者として識別されたある状態に対して，予測層のニューロン
がこれを次状態として予測し発火していた場合，閾値 !は低くなり，既知の情報として処














             
(a) Estimation by Fuzzy ART. 
(b)  
              
(b) Estimation by the proposed method. 
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動計測システムや，タブレット PC のカメラを用いた視線計測システムがあげられる 
[68-72,76-80,84,85]．本研究でも，従来研究において，半側空間無視患者を対象とし，患者
の認識空間と，移動物体に対する認識速度を計測するために，タブレット PC を用いたシ

























































Fig. 4.40 Length of upper arm, lower arm and hand of skeleton model measured by kinect sensor 
in shoulder flexion and extension. 
 
 















Fig. 4.42 Processing flow of measurement system. 
 
 














築する．視線検出に用いるデバイスには，Apple 製の iPad を適用する．iPad は 2010 年 1
月に発表された Apple社のタブレット型コンピュータである．大きさは高さ 242.8mm×幅






















Fig. 4.45 Processing flow of gaze tracking. 
 




























i 番目のノード位置を参照ベクトル Wi としたとき，スパイキングニューロンへの入力値
hG iext (t)は，以下のように与えられる． 
















き，スパイキングニューロンへの入力値を hE iext (t)とすると，以下のように与えられる． 
hE iext (t) = exp !





























































    
             
            (a) Normal individual.    (b) Unilateral spatial neglect. 
Fig. 4.49 Feature extraction result of arm motion by GNG. 
 
 
(a) Normal individual. 
 
(b) Unilateral spatial neglect. 
Fig. 4.50 Result of relation learning between eye direction and arm motion. 
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(a) Right eye. 
 
                  (b) Left eye. 









の FNN と FSNN を適用し，学習処理と並行して閾値調整をおこなうことで，ノイズよう
なセンサデータに対しても，これを除去するように学習ができることを示した．また，閾
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