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 Abstract  
 
Model Predictive Control (MPC) has had great success within the process industry. With its 
optimising capabilities and ability to handle complex interactions, MPC helps reduce 
operating costs while increasing production rates. A comprehensive internal process model is 
a prerequisite for MPC and consequently the process must be disturbed extensively with test 
signals during development or following modifications. This project focuses on the 
development of a cooperative simulation (co-simulation) to facilitate the end to end design of 
an MPC control system to be ultimately used on its real-world counterpart.  
 
Murdoch University’s Universal Water System (UWS) was used as the test case with 
Honeywell’s Profit Suite selected as the MPC software platform. Following the derivation of 
a process model from first principles and empirical data, offline and real-time simulations 
were developed in Matrix Laboratory (MATLAB) and connected to Profit Suite using an 
OLE for Process Control (OPC) server. The offline simulation was used to generate data for 
controller model identification and the real-time version was used to virtually commission the 
MPC controller and for operator training. Profit Stepper was used to recreate the controller’s 
internal model by applying test signals directly to the real-world process. Analysis of 
controller performance for both controller models and conventional feedback control 
indicated that even with an imperfect controller model, MPC performance was superior to 
Proportional and Integral control, particularly when control loop interaction and disturbances 
were prominent. However, it was noted that MPC performance did improve with model 
accuracy. The benefit of the simulated design approach is that the controller model can be 
created without having to disturb the plant but it is limited by the accuracy of the process 
model.  
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 ‐ Introduction  
1.1 Background 
Consumer demand is driving the need for increased production rates and lower operating 
costs throughout the process industry. As technology advances to meet these demands, 
process plants become more complex and operators need to be increasingly upskilled and 
specialised. [1] It can take years for them to become entirely familiar with their plant and the 
most valuable lessons may only be learned when something goes wrong. It is also a huge loss 
when experts retire and valuable knowledge leaves with them. Process simulators have 
become a vital tool for anticipating operational problems, capturing potentially lost expertise 
and training newcomers. [2] With a virtual replica of the process running in parallel to the 
real-world counterpart, undesirable scenarios can be explored in depth and procedures can be 
repeated countless times with no damaging ramifications [3].  
 
A review of case studies revealed that process simulations have been successfully used to 
tune and commission both conventional feedback and Model Predictive Control (MPC) 
systems. However, there were no documented studies surrounding the end-to-end 
development of an MPC control system in a simulated environment to be ultimately used on 
a real-world system. As MPC relies on a comprehensive process model, the empirical data 
requirements are extensive [4]. Consequently, the process must be disturbed by test signals 
for extended periods during development [5]. 
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1.2 Project Objectives  
The objectives of this thesis are as follows:  
 To create an offline simulation of a real-world process to supply data for MPC model 
identification.  
 To adapt the offline simulation to run in real time for the virtual commissioning of an 
MPC control system and for operator training.  
 To replicate the simulated MPC control system for its real-world counterpart and 
assess controller performance.  
 
The proposed approach is to develop a cooperative simulation (co-simulation) between 
Matrix Laboratory (MATLAB) and Honeywell’s Advanced Process Control (APC) platform, 
Profit Suite. It is hypothesised that, if the process is accurately modelled, a controller 
designed using simulated data could be used in the real-world system and Honeywell’s 
Robust Model Predictive Control Technology (RMPCT) would handle the model mismatch.  
1.3 Report Structure  
The following report begins in Chapter 2 with a literature review of relevant case studies. The 
formal work of this thesis is separated into two sections. The chapters in each section begin 
with a brief introduction followed by a discussion of the methods applied. Section One 
(Chapter 3 to Chapter 6) details the development of a co-simulation and MPC control system 
for a basic configuration of the Universal Water System (UWS). As a proof of concept, this 
section deals primarily with software development. Chapter 3 explains the steps involved 
with plant calibration which is used in Chapter 4 to establish a mathematical model. Chapter 
5 introduces MPC and outlines the design of a Profit Controller, first for the simulation and 
then the real plant. Chapter 6 assesses the fidelity of the simulation and highlights the effect 
of model mismatch on controller performance.  
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Section Two (Chapter 7 to Chapter 11) covers the upgrade of the control system and co-
simulation for a more complex configuration of the UWS and explores some advanced Profit 
Suite functionality. Chapter 7 highlights the additional plant calibration required to expand 
the mathematical model. Chapter 8 introduces Profit Suites step testing platform, Profit 
Stepper, for online model identification. Chapter 9 explains how a Profit Controller’s internal 
model can be modified dynamically with changing plant conditions. Controller performance 
is analysed in Chapter 10 for the controller models identified in the earlier chapters and a 
conventional feedback strategy. The report concludes in Chapter 11 with a presentation of the 
project outcomes and recommendations for future work.   
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 ‐ Literature Review  
Over the years simulations have become widely used across a number of different industries. 
Although literature covers a wide range of applications, this review will focus primarily on 
the use of simulations for operator training and control system design within the process 
industry. The major themes that appeared throughout the reviewed literature included safety 
studies, scenario replication, dynamic real-time operator training platforms, equipment 
selection and sizing, offline optimisation and control system design. Issues were highlighted 
surrounding the interoperability of software packages from different vendors, as well as the 
associated expenses. Solutions to this were presented in various case studies and have been 
reviewed accordingly. Although these themes have been studied in a number of contexts, this 
chapter will concentrate predominantly on the development of APC solutions – specifically 
MPC.  
2.1 Simulation use within the Life‐Cycle of a Process Plant  
With the increasing complexity of modern process plants, simulations are becoming a vital 
tool for use during the design and operational phases of a plant’s life cycle. While it is 
important that these plants maintain high production rates at the lowest cost, the primary 
objective is for them to operate within safe limits. Many plants run for 24 hours a day, 7 days 
a week, and this may continue for years   with no downtime. [2] Even though plant operators 
may try to maintain operating conditions, they rarely stay constant over time and periodic 
optimisation is often required [6]. Bearing in mind the costs associated with a process upset, 
operators and engineers cannot simply take an ad hoc approach when making changes. 
Furthermore, it is widely accepted that design modifications can be made more easily and 
with lower cost during the design phase rather than once the plant is operational. Process 
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simulators offer both an effective operator training platform and a means to predict the 
outcome of modifications proposed during the design or operational phase. [2] 
2.1.1.  Plant Safety Design  
It is critically important in process plant design that control and safety engineers identify 
potentially hazardous events early. A Hazard and Operability Study (HAZOP) is a qualitative 
technique used to systematically identify hazardous situations that may arise when a plant 
deviates from its intended operation. Root cause analysis can then be applied to each scenario 
to identify the initiating event. Finally, a quantitative risk assessment can be carried out to 
identify the likelihood and severity of each situation. When a high risk event is identified, to 
adhere to safety requirements engineers must alter the design by incorporating Independent 
Protection Layers to reduce the risk level. [7] 
 
A case study, presented in [7], investigated the effective use of a distributed dynamic 
simulation to aid the safe design of a chemical processing plant. The distributed simulation 
comprised a number of smaller sub-processes called Control Group Units (CGU). Each CGU 
represented a different stage in a complex hydrodesulphurization chemical process. A 
HAZOP was conducted around each CGU and the risk assessment was tightly integrated with 
the simulation. Each of the identified hazardous situations was simulated and the results were 
used to quantify the associated risk. The simulation was instrumental in identifying fault 
propagation between CGUs and, in turn, the entire process. It was also found to significantly 
reduce the time required to complete the safety assessment. [7] 
 
Particular studies may involve inherently dangerous and unpredictable processes. An 
uncontrolled exothermic reaction, otherwise known as a runaway reaction, is one of the most 
dangerous scenarios in the process industry. [8] This occurs when the heat of an exothermic 
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reaction exceeds the rate of heat removal and it can result in fire, thermal degradation, 
contamination or even a thermal explosion. A study by [8] investigated a runaway scenario 
caused by a cooling system failure on an ethylene oxide plant using an Aspen Plus Dynamic 
(APD) process simulation. By repeatedly simulating the scenario it was possible to identify 
the early warning signs and devise an appropriate emergency response plan. [8] 
2.1.2. Equipment Selection and Sizing  
Crosstex and Bryan Research and Engineering [6], made use of a ProMax steady state 
simulation to rate the performance of plant equipment and identify potential flaws. The 
Gregory Gas Plant Facility, located in Southeast Texas, was the test case for this simulation. 
The base process model was built from Process Flow Diagrams and Piping and 
Instrumentation Diagrams from the real plant. The simulation was validated by matching the 
rating and sizing of all equipment in the model with the real plant and then comparing the 
results. It was found to accurately represent the plant’s operation in areas such as product 
composition, flowrates, heat duties and horsepower requirements. The physical 
characteristics of the various heat exchangers, columns and separators were entered into the 
performance rating section of the simulator and the results were compared with those from 
the equipment vendors. The simulation was found to be remarkably accurate and the 
predicted performance ratings were within +10/-5 % of the vendor ratings. This provided 
engineers with the flexibility to assess proposed equipment modifications offline without 
disturbing the real process. Further testing presented a number of potential areas for concern, 
such as calculated pressure drop through a heat exchanger, actual nozzle size versus 
recommended nozzle size, and the approach to flooding within a tower. This information was 
used to highlight the limitations of the plant and identify areas for improvement. [6]  
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In a study carried out by [9], a phosphoric acid concentration unit was simulated using 
Honeywell UniSim Design. The simulation was used to test and compare two different 
control configurations in order to identify which would be most effective. It was found that 
one of the control strategies was unable to control the evaporator pressure while the other did 
so with ease. The simulation was also used to identify frequent mistakes made by process 
engineers during operation. It was found that a low level interlock was repeatedly triggered 
during the start-up procedure. This resulted in downtime as the pumps needed to be restarted 
each time. The simulation was able to test and verify that a low level switch and alarm placed 
above the low level interlock switch would help to avoid such situations. Again, this study 
allowed engineers to draw conclusions about proposed changes without disturbing the real 
process. [9] 
2.1.3. Operator Training  
During a process plant’s life cycle, decisions and adjustments are traditionally made by 
experienced engineers and operators. Unfortunately, when these people retire or change jobs, 
their knowledge is not necessarily passed on. [2] This can be detrimental to the efficiency and 
safety of the plant. Studies have shown that human error is responsible for 50 % of 
production losses in the US process industry and is a factor in 70-90 % of industrial accidents 
across most industries. It is accepted that the majority of these human errors are due to 
unsatisfactory operator knowledge and the inability to respond appropriately to changing 
operating conditions. [9] Simulations can be used as low risk virtual experiments to capture 
expert knowledge and use it to train inexperienced engineers and operators [2]. Recent 
studies suggest that the most effective way to teach is by combining face-to-face learning 
with technology-based learning such as simulators [9].    
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Simulations have the benefit of being independent of many real-world dynamic constraints. 
For example, they can be configured to run much faster than the actual process to decrease 
training time. It was found by [10] that, for most simulation work, engineering effectiveness 
was maximised when the models could run up to 50 times faster than real time. It was found 
that when the simulations ran so slowly that operators could take coffee breaks or start new 
tasks while awaiting results, their concentration would lapse. This tended to interrupt the 
learning process and significantly reduce efficiency. [10] Alternatively, simulations can be 
slowed down to give trainees time to think about how to respond to more challenging 
situations. [11] 
2.1.4. Predetermined Scenario Handling   
The number of operators required in modern control rooms is significantly reduced by the 
high levels of automation made available by contemporary technology [12]. It was 
highlighted in [1] that the mineral processing industry focuses heavily on developing 
technical and hardware solutions. However, there is little effort put into maximising the gains 
from emerging technology by training operators effectively. [1] Operators have to deal with 
both normal and abnormal situations. Normal operations include factors such as product 
quality, emission control, efficiency and profitability while abnormal situations might involve 
aspects such as speed of recovery, damaged hardware and system failure. [12] It is imperative 
that operators are suitably trained to cope with all types of situations. Simulations can be 
extended to emulate a wide range of scenarios and provide operators with risk-free training to 
prepare for the real-world counterpart. This is particularly relevant for high-risk applications. 
[13]  
 
A study presented in [3] used a biodiesel process simulation to investigate scenarios 
involving start-ups, interlocks, equipment malfunctions, fires, pressure safety valves and 
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bursting disks. The simulation was developed using APD along with the Aspen Operator 
Training Simulator (OTS) Framework. The aforementioned scenarios were part of a portfolio 
that could be loaded by an instructor at any given time to train new or existing operators. The 
operators could then respond to the situations and naturally identify the optimal way to cope. 
Repeating the procedure saw the operators become familiar with each situation and 
confidently respond with corrective action. This provided them with the necessary skills to 
respond when working with the actual process. Furthermore, the OTS could be linked to a 
performance evaluation algorithm that would quantifiably verify the most effective way to 
respond. [3] 
2.1.5. Control System Design  
It was suggested in [1] that operator performance can, at times, impose a constraint on control 
system performance. Simulations can provide operators with the ability to practise control 
system tuning techniques without upsetting the real process. In [3], [14], [15] and [16], 
operator training platforms were developed to test different Proportional Integral and 
Derivative (PID) controller configurations, parameters, modes and set points. In a simulated 
environment, operators have the ability to drive the process unstable with aggressive tuning 
without detrimental repercussions. This type of training has been found to build operator 
skills and instil confidence prior to entering the control room. [3] 
 
Given its ability to handle multivariable loop interactions and actuator constraints, MPC has 
become a preferred strategy in the chemical and petrochemical industries. [17] However, it 
was highlighted in [18] that MPC and dynamic operator training simulation software usually 
come in separate packages. Consequently, it is difficult for operators and plant engineers to 
find effective MPC training tools [18]. Studies presented in [18] and [19] explore the 
integration of MPC software and dynamic process simulators for use as an operator training 
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platform. In [18], blending and distillation process simulations were developed in SimSuite 
Pro and connected to the MPC software through a Distributed Control System (DCS). This 
enabled operators to experiment with MPC on a high fidelity simulated process, tune the 
controllers and examine the connection to the DCS. [18] Both studies were exclusively used 
for training purposes and no physical systems were involved. 
2.2 Co‐simulation and Connectivity  
There is a range of dynamic simulators available in today’s market. Generally, each 
simulation platform is best suited to a specific production process. [20] Furthermore, modern 
plants tend to have several plant-wide operations which may fall into separate classifications. 
Similarly, there are a several MPC software packages to choose from. Despite this, many oil 
refining and petrochemical plants will adopt one and use it in a routine way for decades. This 
will see plant personnel become proficient with that particular technology but can lead to 
complications when companies merge or processes are combined. It can be beneficial to 
establish seamless and synchronised communication between different simulation platforms 
and MPC systems in order to exploit individual strengths and make use of existing software 
licences. This is known as co-simulation. [20]  
2.2.1. ActiveX 
Object Linking and Embedded (OLE) Automation (later renamed Automation) is a Microsoft 
Windows programming application. Automation makes it possible for different applications 
to manipulate objects within one another. An Automation server can reveal its functionality 
to an Automation client via its Component Object Model (COM) interface. This allows the 
client to utilise the services provided by any object exposed by the server. An ActiveX 
control is a type of Automation server. The application that hosts the ActiveX control is the 
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Automation client of that control. This client server relationship can be used to transfer data 
between software packages from different vendors. [21]  
 
In [22], ActiveX was used to build a co-simulation between APD, MATLAB and Laboratory 
Virtual Instrument Engineering (LabVIEW) to develop an MPC strategy for a simulated 
distillation process. With an extensive database of chemical properties and applications, APD 
is one of the most widely used simulation packages in the chemical industry. However, while 
it is useful for analysing dynamic plant behaviour and PID control schemes, it does not 
support MPC. The DMCPlus software add-on can be purchased separately from AspenTech 
to extend the capabilities of APD. This includes an MPC algorithm known as Dynamic 
Matrix Control (DMC). To avoid the additional costs associated with DMCPlus, in [22], 
ActiveX servers were developed in MATLAB, LabVIEW and APD to extend the original 
APD software functionality. The MPC toolboxes in both LabVIEW and MATLAB were 
explored and MPC controller performance was compared to Proportional and Integral (PI). 
One of the initial aims was to develop an operator training platform in LabVIEW for students 
to experiment with MPC on the simulation in real time. This was not achieved due to a lack 
of documentation surrounding the object tree structure and was instead left as a future 
recommendation. [22] 
2.2.2. OLE for Process Control  
One disadvantage of using ActiveX controls is that they are intended to be embedded inside 
another application. This means that they are not capable of running standalone. On the other 
hand, OLE for Process Control (OPC) Servers can run standalone and are specifically 
designed to access data directly from the plant and serve it to other applications. [23] OPC is 
defined by [24] as a series of platform independent standards designed to enable the 
interoperability of process automation equipment. The standard provides a way for equipment 
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from different vendors to communicate seamlessly using a client server approach. An OPC 
server can communicate with a device using a vendor specific protocol and then make the 
information available to clients via its interface. Once configured, an OPC client can request 
the information from the server and use it freely. An application that consumes and supplies 
data can be both a client and a server. [24] As of 2009, the OPC market included over 2,500 
vendors offering over 15,000 OPC-enabled products. [24] 
 
In [20], a crude oil furnace was co-simulated using two rigorous dynamic simulation 
platforms - Apros 6 and NAPCON. Apros 6 can be used for a wide range of processes, 
however its primary application areas are power plants (nuclear, combustion and solar) and 
pulp and paper mills. NAPCON, on the other hand, has an extensive chemical component 
library with built in thermodynamics. To combine their strengths, the two simulators were 
interfaced at the heat transfer surface between the coils and crude oil in the furnace. OPC 
communication was used for scheduling and data exchange between the two simulation 
platforms and a NAPCON MPC controller. [20] 
 
In [25], OPC was used to connect well known simulation and research tools MATLAB and 
LabVIEW in a co-simulated environment. This was done to support the study of Advanced 
APC and Network Control Systems. The major focus of this study was the development of an 
MPC-PID cascaded control system for a simulated non-linear boiler system as seen in Figure 
1. The closed loop plant model was deployed as a periodic OPC server on LabVIEW. A 
series of step inputs were applied to the system and the data was collected via OPC 
connectivity for closed loop model identification. This was achieved using MATLAB’s 
Identification Toolbox. Finally, the identified model was used to create the MPC interface in 
MATLAB which acted as an OPC client. The MPC controller was first tested in MATLAB’s 
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simulation environment, Simulink, using functions of the OPC Toolbox. Once tested, it was 




In [19], a real-time vacuum crystalliser process simulation was developed in Simulink. 
Variables were passed back and forward between the simulation and a Honeywell Profit 
Controller (see section 5.1) using MATLAB’s OPC Read and Write toolboxes, as seen in 
Figure 2. The simulation framework was designed as a proof of concept. It was proposed that 
a similar setup could be used to test and pre-tune advanced controllers in order to reduce the 
amount of onsite time required for commissioning. Further to this, it could be used to train 
engineers and operators in the use of APC software. It was suggested that this was the first 
successful integration of Profit Control and the MATLAB simulation environment. [19]  
 
Figure 2: OPC Connection between a Process Simulation and Profit Controller. Adapted From [19] 
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2.3 Summary 
There is a wide range of simulation and APC software vendors who understandably 
safeguard their products – so interoperability can be a significant hurdle [26]. While some 
APC vendors do provide simulation packages that are compatible with their other software, 
these generally come with a hefty price tag [27]. However, it is possible to reduce costs by 
making use of existing software licenses and bridging the gap between different vendors 
using co-simulation [20]. This is an attractive option as it can be challenging to find effective 
MPC training tools [18]. OPC has been used in a number of cases to connect simulation and 
control applications from different vendors. One particular study presented the first, and what 
would appear to be the only, documented integration of Honeywell’s industrially used Profit 
Suite software with MATLAB’s simulation environment, Simulink [19]. Other co-simulation 
platforms were developed using both OPC and ActiveX controls to study different MPC 
software packages [24], [20], [25], [22]. However, while the simulated control systems did 
provide some insight into controller development, all of the documented test cases were 
based entirely on simulations and there was no real-world result validation.  
 
A major challenge that comes with the implementation of APC is the complexity of the 
associated software [5]. A class of APC known as MPC has had notable success with highly 
interacting processes as it uses an internal process model to calculate the optimal control 
action. [17] Consequently, extensive testing is often required to gather enough data that 
sufficiently captures the process dynamics [5]. This not only takes up valuable time but also 
means that the process has to be deliberately disturbed for extended periods [5]. Simulations 
have been successfully used to train engineers and operators with MPC software prior to 
entering the actual control room [18], [19]. However, it does not appear that any work has 
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been done on the use of process simulators to develop the internal model for an MPC 
controller to be used on a real process. 
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 Section One  
Simulation and Control System Development  
Chapter 3 to Chapter 6 in Section One deal with the development of an MPC control system 
for the UWS, configured as shown in Figure 3. This section describes the parallel 
development of a co-simulated and real-world MPC control system. Chapter 3 discusses plant 
calibration and how mathematical estimations can be used to predict unmeasurable process 
data. Chapter 4 covers the development of offline and real-time process simulations using the 
mathematical models developed in the preceding chapter. Chapter 5 introduces Profit Suite 
and discusses Profit Controller development - first for the real-time simulation and then for 
the real-world plant. The open and closed loop simulated responses are analysed in Chapter 6 
and the areas of model inaccuracy are highlighted. With the plant under control, the 
estimations made in Chapter 3 were refined and the consequential improvements in 
simulation fidelity quantified.  
 
Figure 3: Four Tank Configuration of the UWS   
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 ‐ Calibration  
Calibration is defined by The Automation, Systems and Instrumentation Dictionary as “a test 
during which known values of measurand are applied to the transducer and corresponding 
output readings are recorded under specified conditions” [28]. A transducer can measure 
variations in a physical quantity but without a known reference point they are meaningless. 
An instrument can be calibrated by taking measurements at several points throughout the 
calibration range with another instrument of higher accuracy [28]. The calibration range can 
be defined as “the region between the limits within which a quantity is measured, received or 
transmitted, expressed by stating the lower and upper range values” [28]. The physical 
quantities of interest in this study are tank level and volumetric flowrate. The primary 
calibration objective of the chapter is to ensure that all level and flow transmitters (LT and 
FIT respectively) are outputting the correct values. The secondary objective is to develop a 
mathematical model of each flowrate within the system.  
3.1 Level Transmitters  
All level transmitters (LT) in the plant were calibrated in early 2018 by Murdoch University 
engineering students [29]. A guide outlining the calibration procedure is given in [29]. All 
four level transmitters (LT01, LT02, LT03 and LT04) were checked by filling each tank from 
0% to 100% capacity and confirming that the correct values were output to the instruments 
digital display.  
3.2 Experimental Flowrate Measurement 
The volumetric flowrate of a fluid can be quantified by measuring the volume passing 
through a point in a period of time. In the context of this project this was achieved by 
partially filling a measuring beaker with water flowing from the pipe in question and 
recording the time taken to do so with a stopwatch. Given the volume and time 
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measurements, the volumetric flowrate can be calculated as per Equation 1. This technique 
will be referred to as the stopwatch and beaker method.  
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Although this method eliminates the need for costly apparatus, the results are typically 
influenced by human error. The largest source of error in this experiment arises from the 
measurer’s coordination and reaction time. For the results to be accurate, the beaker must be 
moved under the fluid stream precisely as the stopwatch is started and removed exactly as it 
is stopped. To reduce such errors, the same individual was employed to take all 
measurements during plant calibration, all measurements were repeated and the resulting 
flowrates were averaged.  
3.3 Pumps with VSD Speed Control   
Of the five Variable Speed Drive (VSD)-controlled pumps in the plant, four were required to 
control the system in the four-tank configuration (see Figure 3). These include Pump01 
(PU01), PU03, PU08 and PU09 - all of which have a flow transmitter installed downstream. 
When the plant was commissioned, the pumps were configured to operate between 800 and 
1500 RPM as recommended by the manufacturer to avoid low RPM - which can damage the 
pump’s electric motor. [30] Consequently, the pumps will only ever run between 53% and 
100% of their maximum speed. To calibrate the inline flowmeters, each of the pumps was 
increased throughout its operating range in steps of 100RPM. Flowmeter readings and 
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experimental stopwatch and beaker measurements were recorded at each point. The resulting 
flowrate data for each pump was plotted against the pump speed percentage for comparison 





Figure 4 shows that the experimental measurements match closely with the flowmeter 
readings. Both sets of data follow the same gradient and the minor positive offset was 
considered due to human error. This was the case for all four pumps (see Appendix 2.1) and 
it was therefore concluded that the flowmeters were calibrated correctly. Microsoft Excel was 
used to fit trend lines to the flowmeter data and ascertain the mathematical relationship 
between pump speed and flowrate. The calibration range for each pump is shown in Table 1. 
  







PU01 14.88 29.98 
PU03 13.97 28.34 
PU08 12.16 27.08 
PU09 11.89 26.36 
 
3.4 Restriction Orifice Plates 
Orifice plates are most frequently used for flow measurement. They are typically constructed 
from a machined metal plate containing one or more orifices through which fluid will flow. 
The plate is clamped between two flanges and mounted in line with a straight section of 
piping to create a flow-dependant pressure drop. A differential pressure sensor can be used to 
measure the pressure drop and in turn calculate flowrate. Alternatively, a restriction orifice 
plate uses the same design principle but aims to maintain a constant pressure loss by 
restricting the flowrate. [31]  
 
Initially, the outlet flowrates from each tank were restricted by manually actuated gate valves. 
These are not recommended for throttling flow and are rather designed for on/off 
applications. If used for flow control, the high velocity fluid impinging against the partially 
open disc can cause excessive vibration and damage the seating surfaces. This type of wear 
will eventually prevent the valve from shutting off completely. [32] Testing showed that, 
with the valves fully open, the inlet flowrates from the pumps could not be raised high 
enough to increase the tank levels. The solution was to install custom-made restriction orifice 
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plates constructed from Polyvinyl Chloride end caps as seen in Figure 5. The gate valves 




Flowrate through the outlet depends on the surface area of the orifice and the upstream 
pressure [31], therefore calibrating the flow through the orifice involved measuring the outlet 
flowrate at several tank levels and repeating this for a number of different orifice diameters. 
As Tank01 had a downstream flowmeter (FIT07) installed, it was selected as the initial 
testing platform. LT01 was maintained at steady state by manually adjusting the speed of 
PU01. The flowrate measurements were taken using FIT07 at several steady state tank levels 
between 10% and 90%. This was repeated for five different orifice diameters ranging from 
8.1mm to 12.9 mm.  
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FIT07 gave a reading of 2.7 litre /minute (L/min) during zero flow conditions and the 
difference between the reading from FIT01 and FIT07, at each steady state, was also 2.7 
L/min. This confirmed a constant offset throughout FIT07’s working range and also indicated 
that the variation in the flowrate measurements was consistent with FIT01 - which had been 
previously calibrated. In view of this, 2.7 L/min was subtracted from all FIT07 flowrate 
readings. A plot of flowrate against tank level, for the range of orifice diameters, can be seen 





The relationship between the tank level and outlet flowrate, for each orifice diameter, was 
linear. This did not align with the theoretical supposition that the outlet flowrate of a self-
regulatory tank can be approximated by a constant multiplied by the square root of the tank 
level. [4] 




As shown in Figure 7, the tanks can only vary by a maximum of 0.87m. However, the 
distance between the tank outlet and the orifice plate is 1.68m. It is proposed that the 
theorised nonlinearities were negligible due to the head upstream of the orifice only being 
able to vary between 1.77m and 2.46m. A plot of the theoretical relationship (see Figure 8) 
indicates that as the tank level deviates from 0 m, the relationship becomes increasingly 
linear - especially when examined over a small range.  
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Figure 8: Theoretical Relationship between Tank Level and Outflow of a Tank 
The calibration range for each orifice diameter, tested on the outlet of Tank01, can be seen in 








8.1 10.91 13.11 
9.9 16.16 19.91 
10.5 18.40 22.09 
11.5 22.05 30.91 
12.9 27.26 33.00 
 
3.4.1. Outlet Flowrate Estimation  
It was predicted that the outlet flowrate characteristics for Tank01 and Tank02 would be 
identical. This was based on the fact that the tank dimensions and distance between outlet and 
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tank bottom were the same in each case (see Figure 7). However for Tank03 and Tank04, 
although the tank dimensions were the same, the distance between the tank bottom and 
orifice plate was one meter higher. Consequently, the plots shown in Figure 6 were 





By extrapolating the plots, it was assumed that the relationship between tank level and outlet 
flowrate would remain linear throughout the extended range. In practice this may not be the 
case and it was therefore expected that the mathematical models fitted to the data would hold 
some degree of error. The flowrate measurements would be refined at a later stage using the 
stopwatch and beaker method once level control had been implemented. This would enable 
measurements to be taken individually from the outlet of each tank while the controller 
maintained the plant at steady state (see Chapter 6.1.1). However, it was proposed that the 
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models would be sufficiently accurate to simulate the process dynamics at a rudimentary 
level.  
 
The estimated calibration range for each orifice diameter attached to Tank03 and Tank04 can 








8.1 15.49 13.29 
9.9 20.21 23.96 
10.5 22.39 26.09 
11.5 31.39 37.24 
12.9 33.48 39.22 
 
3.4.2. Orifice Diameter selection  
For the plant to be controllable, the outlet flowrate of each tank had to fall within a range 
such that the inlet pump would increase the tank level when operating towards its upper limit 
and decrease it when operating towards its lower limit. This could be achieved by selecting 
the orifice diameter so that its calibration range would fall within the inlet pump’s calibration 
range. Orifice plate sizing charts were created by overlaying the pump and orifice diameter 
calibration plots, as seen in Figure 10 and Figure 11. Using the charts, a 10.5mm orifice 
diameter was selected for Tank01 and Tank02 (see Figure 10) and a 9.9mm diameter was 
selected for Tank03 and Tank04 (see Figure 11).  
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 ‐ Process Simulation  
A process simulation is defined by [33] as the application of mathematics and first principles 
(i.e. conservation laws, thermodynamics, transport phenomena and reaction kinetics) to 
describe and accurately represent the behaviour of a process. Mathematical models can be 
developed to describe either the steady state or dynamic nature of a system. The scope of 





A steady state simulation assumes that all variables are constant with respect to time so, for 
the overall mass and energy balances, input will be equal to output and there is no 
accumulation within the system. Consequently, a steady state simulation only provides 
information about the ultimate state of the process at a particular operating point (i.e. when 
all state variables are constant). Conversely, a dynamic simulation takes into account the 
accumulation of mass and energy so it is possible to determine the amount of time taken for a 
process to move between stable operating conditions. [33]  
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Simulations can be further classified as either real-time or offline. A discrete-time offline 
simulation can be configured to execute with a longer or shorter time-step than the 
mathematical model. Offline simulations are typically used to gather data at a faster rate, 
whereas real-time simulations are intended to run at the same speed as their physical 
counterpart. Real-time simulations are only compatible with a fixed time-step, the duration of 
which is vital for effective operation. The time-step must be selected so that the simulator has 
time to complete all calculations and then lie idle until the start of the next interval. [34] 
4.1 Mathematical Modelling  
Flowrate relationships, recovered during plant calibration, are shown in Equation 2. Pump 
flowrate equations were verified during calibration and are therefore final. The estimated tank 
outlet flowrates, shown in red, would be used temporarily until they were refined and verified 
at a later stage. 
Verified Pump Flowrate Equations 
01 	 	 5.02 ∗ 10 01 1.80 ∗ 10 	 
03 	 	 5.15 ∗ 10 03 	4.17 ∗ 10 	 
08 	 	 5.28 ∗ 10 08 	7.39 ∗ 10 	 
09 	 	 5.14 ∗ 10 09 7.35 ∗ 10 	 
Temporary Tank Outlet Flowrate Equations 
	01	 10.5 	 	 6.16 ∗ 10 01 	3.07 ∗ 10 	 
	02	 10.5 	 	 	 6.16 ∗ 10 02 	3.07 ∗ 10 	 
	03	 9.9 	 	 	 6.25 ∗ 10 03 	3.37 ∗ 10 	 
	04	 9.9 	 	 6.25 ∗ 10 04 	3.37 ∗ 10  
Equation 2: Temporary Outlet and Verified Pump Flowrate Relationships (Four Tank Configuration) 
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Mass balances were carried out around each tank to develop a system of Ordinary 
Differential Equations (ODE) that describe the UWS. The simulation needed to be dynamic 
and therefore accumulation within the system had to be considered. The conservation of mass 
law stipulates that the rate of mass accumulation within the confines of a system is equal to 
the difference between rate of mass entering and leaving the system [4]. As the outlet 
flowrate of each tank depends on the tank level, the systems are all classified as self-
regulatory. This means that when a step change is applied to the input, the system will move 
to a new steady state rather than increasing or decreasing indefinitely [35]. A mass balance, 
and resulting ODE, for a self-regulatory tank level process can be seen Equation 3. 
 
 
Assuming fluid density remains constant: 
 
Where: 
A= Tank Surface Area 
5.02 ∗ 10 . 01 	1.80 ∗ 10  
6.16 ∗ 10 .
100
0.87
3.07 ∗ 10 	 
Equation 3:Mass Balance and ODE Surrounding Tank01 
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Each ODE was discretised so it could be solved iteratively using MATLAB. This was done 
using Euler’s derivative approximation (see Equation 4) [4]. The proposed MATLAB script 
will store the values from the current time-step and use them to calculate the ODE solution in 
the next. Using this technique, the program will be able to update all state variables at each 




∴ 	∆ ∆ ∗  
And shifted back by ∆  seconds: 
∆
∆
. ∆ ∆  
Equation 4: Discretising an ODE using Euler’s Derivative Approximation [4] 
4.2 Offline Simulation Development  
For the purpose of this project, the offline simulation was designed to rapidly generate 
process data. This was achieved by numerically solving the previously introduced 
mathematical model in MATLAB. The desired functionality of the program was to enable the 
user to specify an input sequence and recover the process response for analysis. Two different 
versions of the offline simulation were developed, including the Predefined Input Sequence 
(PIS) and the Step by Step Input sequence (SSI).  
4.2.1. PIS Offline Simulation  
The flow diagram of the PIS offline MATLAB script can be seen in Figure 13. The program 
can either generate a random input sequence at discrete points in time or the user can choose 
to import a file (with an ‘.xlsx’ extension) containing a full set of pre-existing process data. 
The data file must include the response of all Manipulated Variables (MV) and Process 
Variables (PV) within the system. Using the input sequence, the program uses a For Loop to 
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solve the system of ODEs and, when complete, provides an option to export the results to a 
new spreadsheet. If the user chooses to import process data, an option is offered to validate 
the simulated response against the imported response on completion. Further details can be 






The SSI offline simulation repeatedly prompts the user to select which MV to step, the step 
magnitude and step duration. A flow diagram of the MATLAB script is given in Figure 14. 
After each step the resulting data plot will update and the user will be prompted to select the 
next move. The options include performing another step, erasing a section of data or exiting 
the program. The SSI simulation enables dynamic alteration of the input sequence between 
step changes. This offers a deeper insight into the dynamics of the system and allows the user 
Page | 59 
to carry out a precise step test plan while making modifications on the run. When sufficient 
data is gathered, the user can opt to end the program and export the results to a spreadsheet. 




The real-time simulation was designed to authentically replicate the real-world system in a 
virtual environment. This includes the process dynamics and the connection to the DCS. The 
objective was to make it feel as realistic as possible so that it could be used as an operator 
training tool when later experimenting with MPC. Also, a high fidelity simulation provides a 
way to commission a controller in a risk-free environment before transferring it onto the real 
plant.  
 
The real-time simulation was built on the foundations of its offline counterpart. However, 
rather than running for a finite number of time steps (For Loop), the program continues to run 
until it is externally triggered to stop (While Loop). The exit condition on the main loop is 
controlled by a boolean flag, which is stored by an OPC server and can be altered by the user 
at any time. The script requests the flag value from the server at the start of each loop to 
check whether it should continue. The loop time can be increased or decreased to vary the 
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response speed as desired. The flow diagram of the real-time MATLAB script is given in 




As previously mentioned, to operate in real time, the simulation must be able to complete all 
calculations and then lie idle until the start of the next time interval. This was achieved using 
MATLAB’s built-in ‘tic’ and ‘toc’ functions. The tic function starts a stopwatch timer and is 
called prior to entering the main loop. Once all calculations are complete, the toc function is 
called to read the elapsed time from the stopwatch. The program is then forced into a 
secondary loop that runs until the toc value reaches the loop time. When this exit condition is 
met, the tic function is called again to restart the stopwatch timer. A timestamp is read from 
the DCS each loop cycle and displays in the command window to verify synchronicity.  
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A number of functions from MALAB’s OPC Toolbox were used to establish a seamless 
connection to the OPC server. The functions required to build the real-time simulation are 
defined in Appendix 4.  
4.3.1. Honeywell Experion Configuration   
Experion is Honeywell’s control and safety system that was designed to expand the role of 
distributed control and provide seamless plant-wide connectivity [36]. At Murdoch 
University, the Experion2 server is host to an instantiation of Experion that can be used by 
students to experiment with the software. A guide to the configuration of Experion and its 
associated applications can be found in [37]. The following definitions clarify the Experion-
specific terminology used in the following chapter: 
 Asset: An asset is defined by Honeywell as a database entity that represents a 
particular item within an enterprise. Assets are named such that engineers and 
operators can easily isolate and identify plant equipment without having to remember 
a vast array of obscure tag names. [37]  
 Simulated C300 Controller (SIMC300): Not to be confused with the process 
simulation, a SIMC300 controller is a virtual process controller used to execute 
control functions through Control Modules (CM) in the Control Execution 
Environment (CEE). [38] 
 CM: A CM is simply a container for its respective function blocks which can be soft 
wired together to deliver their specific function. A PID controller is an example of a 
function block. [37]   
 




A single CM was created for each area of the plant and all were assigned to the UWS_SIM 
parent asset. Every MV within the CM was connected to the Operating Point (OP) output of a 
PID controller, as seen in Figure 17. In manual mode the controller writes the OP input 
directly to the output whereas in automatic mode it reads the set point and calculates the OP 
output using a PID algorithm. Numeric function blocks were created to hold pump, 
flowmeter and tank level readings while digital values such as pump and solenoid states were 
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Tag names are used to uniquely identify function blocks and parameters within a CM (see 
Figure 17) [39]. Once the parent asset is added to the scope of responsibility of the OPC 
server, the tag names can be monitored and modified by third party applications.   
 
A full tag name follows the general format:  
<Independent Tag Name>.<Dependant Tag Name>.<Parameter Name> [39] 
 
A CM is considered independent whereas a function block is dependent as it resides within 
the CM. Consequently, a function block’s name does not have to be unique but to access it 
the associated CM must be referenced first. Alternatively, CM names must be unique and 
therefore receive system wide recognition without any other qualification [39]. As a function 
block can contain a number of different parameters, a dependent parameter name is appended 
to the tag name when addressing them individually. For example, to address the OP 
parameter of the PU09_PID function block in the AREA_A_SIM CM, the full tag name 
would be: AREA_A_SIM.PU09_PID.OP. [39]  
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 ‐ Model Predictive Control  
MPC is a computerised APC strategy that relies on an internal process model to predict the 
system’s future response. Using this prediction and current process measurements, the MPC 
algorithm calculates the sequence of control moves required to optimise the PV trajectory. 
[40] The prediction and control horizon, shown in Figure 18, defines the number of PV 
predictions and future control move calculations for the controller to make respectively. The 
optimal PV response may involve tracking a set point or simply moving freely between upper 
and lower bounds - also known as range control. At each sampling instant, the first value of 
the control sequence for each MV is implemented and then the whole calculation repeats. The 
dynamic and static relationship between each MV, PV and Disturbance Variable is captured 
in the process model and factored into the control move calculation. Consequently, MPC has 
had great success with large multiple-input, multiple-output interacting systems. [41]  
 
Figure 18: Model Predictive Control Concept [41] 
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5.1 Honeywell Profit Suite 
Profit Suite comprises an assortment of applications that aid the design and operation of 
Profit Controllers. The Profit Controller algorithm is based on Honeywell’s proprietary 
RMPCT which was designed to deal with interacting systems and time varying constraints. 
The robustness of the controller refers to its unique ability to handle model mismatch. [42] 
Once implemented, with any remaining degrees of freedom, the controller can make further 
adjustments to optimise process operations subject to an objective function. [43] A profit 
controller treats the whole plant as a single entity rather than a collection of isolated control 
loops. In most cases the Profit Controller performance will be far superior to that of a 
collection of single-loop controllers, especially when variables interact. [42] The programs 
included with the Profit Suite software package are discussed in Appendix 5.  
5.2 Profit Controller Development for the Real‐time Simulation 
Building a Profit Controller platform involves identifying a controller model and establishing 
the process connections. Once the platform has been built, the controller model can be 
updated through Profit Suite Operator Station (PSOS) (see Appendix 6). Prior discussions 
have referred to the tank levels as PVs whereas in Profit Suite terminology they are 
Controlled Variables (CV). For the purpose of this report, these two acronyms can be used 
interchangeably.   
 
The objectives of this chapter are as follows: 
 Identify a controller model from simulated plant data  
 Build and commission a Profit Controller for the real-time simulation  
 Reproduce the virtually commissioned Profit Controller for the real-world system  
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The major steps involved in the design of a Profit Controller platform are as follows [5]: 
 Apply test signals to each MV independently and recover the CV response data 
 Import the data to Profit Suite Engineering Studio (PSES), create a Model ID and 
build the Profit Controller  
 Establish a connection between the Profit Controller and the Experion2 OPC server 
using Profit Suite Runtime Studio (PSRS)  
 Import and load the watchdog CM to Experion  
 View and operate the Profit Controller in PSOS  
5.2.1. Simulating Open Loop Step Response Data  
As previously mentioned, a process model is a prerequisite when building a Profit Controller. 
The model identification and build can both be completed in PSES. However, process data 
must be gathered first by applying test input signals to the process, or in this case the 
simulation, and recovering the response. A step test plan, suggested by Honeywell, was 
presented on page 30 of [5]. In practice, it was found that the plan had to be modified on the 
run to avoid the CVs violating their constraints [5].  
 
It was hypothesised that a sufficiently accurate controller model could be identified by 
simulating the response of a randomised step test plan, as long as all CVs remained within 
their bounds. The PIS offline simulation was used to generate 4 hours of step response data 
using a randomly generated input, as seen in Figure 19. The step duration was set to 22.5 
minutes and each MV was stepped 16 times. The downside to simulating process data is that 
the controller model will inherit the inaccuracies of the simulation. However, hours of 
process data can be gathered in a matter of minutes without disturbing the real-world process.  




The step response data was imported to the Data Warehouse in PSES and formatted using the 
built-in Custom Excel Converter tool. It was noted that all four CVs were stable and had long 
settling times. This becomes evident at 7100 seconds in Figure 19 when PU09 finishes its 
step sequence and LT01 and LT03 take a further 7000 seconds to settle. It was also 
recognised that the calibration range of the inlet flowrates were greater than those of the 
outlet flowrates. The result of this is that when the inlet pumps are operating towards their 
upper or lower limits, the tank levels will rise or fall until they overflow or drain empty - 
much like an integrating system [35]. However, for small changes central to the pump’s 
operating range, the tank level will settle to a new steady state. In view of this, it was decided 
to flag all of the systems as integrators and only model the initial slope of each response, as 
seen in Figure 20.  
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The Load and Go fitting option was used to identify the transfer functions of each sub-system 
using the Finite Impulse Response algorithm. This option allows the user to run through the 
entire model identification with the single click of a button, as seen in Figure 21. However, 
Honeywell warns that this function should be used with caution [44]. As the controller would 
be commissioned in a virtual environment, there were no risks involved and so the warning 
was disregarded.  
 
Each sub-model identified in PSES is assigned a rank from 1 to 5 and entered into a model 
matrix that describes the entire system. Where there is no relationship between an MV/DV 
and CV, the model is said to be null. Generally, a lower rank will correlate to a higher quality 
model. Honeywell recommend that rank three is the highest that should ever be used for 
control [45]. It was found that using the velocity model form and reducing the Time to Steady 
State (TTSS) parameter resulted in lower ranked models.  
 
Position form models provide an accurate steady state gain but do not work well for non-
stationary processes [45]. On the other hand, velocity form models are well suited to non-
stationary processes but can lose low frequency information [45]. As suggested previously, 
the tank level responses are prone to drift when the pumps operate towards their upper or 
lower limits and are therefore non-stationary. This explains why greater success was found 
using the velocity model form.  
 
Running the TTSS Auto Setup automatically calculates the maximum settling time and 
number of step response coefficients for the model. These values can also be fine-tuned using 
the Edit Characteristics pop up.  It was observed that the TTSS parameter alters the length of 
time that the response is modelled over. By reducing it, the stable section of the response can 
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be ignored and the initial slope can be modelled as an integrator. It can also be seen that the 
integrator approximation becomes less accurate as the response stabilises. This explains why 
reducing the TTSS parameter produced lower ranked models.  
 
A Profit Controller was built for the real-time simulation using the final model matrix (see 
Appendix 7.1) and an execution period of 0.0167 minutes. The model files were 
automatically saved in the PSES project folder and selected when configuring the Profit 
Controller platform in PSRS. A comprehensive step by step guide, presented in [5], was 
followed closely during platform configuration.   
 
The pages of [5] that are relevant to this chapter include: 
 Model Identification … Pages 34-40 
 Platform Building … Pages 51-54 
 Platform Configuration … Pages 55-76 
5.2.3. Virtual Commissioning  
Once the Profit Controller was built, it was thoroughly tested on the real-time simulation to 
ensure it was working correctly and to get a feel for the PSOS user interface. Figure 22 shows 
the plant’s response to a 10% increase in the upper and lower range limits of each PV during 
commissioning.  All MVs responded as expected and it was concluded that the controller had 
been implemented correctly.  
 






Following the successful installation of Profit Controller on the simulation, it was proposed 
that the same design methodology could be applied to the real-world system. It was 
mentioned throughout Chapter 3 that the simulation may not be entirely true to the real world 
because of the estimations made during the initial design. However, research has shown that 
Honeywell’s RMPCT handles well with model mismatch [42]. In view of this, it was 
proposed that the model matrix used for the simulated control system could also be used to 
build a Profit Controller platform for the real plant. However, before a platform could be 
built, tags for the real plant had to be created and added to the Experion database.  
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5.3.1. LabVIEW to Experion Gateway 
The pre-existing centralised control system, shown in Figure 23, is comprised of a Compact 
RIO (cRIO) controller, UWS server and a number of client machines. The role of each is 




The original system was built entirely using LabVIEW, so a gateway was required to connect 
it to Experion. A stipulation of this project was that any modifications made to the system 
would not hinder the operation of any pre-existing programs. In view of this, it was decided 
to create a separate program that would periodically transfer the required system variables via 
OPC. In order to achieve this, a second SIMC300 controller was created, named 
UWS_Real_Plant and downloaded to the Experion. The CMs from UWS_Simulation were 
copied to UWS_Real_Plant and the _SIM suffix was replaced with _REAL (see Figure 24). 
A new asset named UWS_REAL was created as the parent asset for the new CMs.  




Next, a LabVIEW project was created on the UWS Server and named UWS_Experion 
Project. An OPC Client I/O Server was added to the project and linked to the Experion2 OPC 
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Once connected, the tags from UWS_REAL were bound to the OPC Client as network-
published shared variables. When a tag is added to the shared variable library, it can be 
dragged into the block diagram of any Virtual Instrument (VI) in the project. The access 




With all required tags added to the library, a new VI was created. It was developed to transfer 
system variables between the UWS and Experion2 servers every second. A snippet of the 
VI’s block diagram can be seen in Figure 26. The sub VIs created by [30] were used to 
communicate with the UWS server whereas the shared variables were used to communicate 
with Experion. The front panel of the VI (see Appendix 9) provides an overview of the entire 
system and was designed to be used as a diagnostic window into the gateway. 
 
Once the UWS was connected to Experion, the Profit Controller platform was built following 
the procedure presented in Chapter 5.2.2. A flow diagram of the modified system architecture 
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(see Figure 27) highlights the different communication pathways. The interconnecting wire 




Station is Experion’s Human Machine Interface (HMI) that runs on the client machines. It 
presents information as a series of web pages that can be linked together or called up on 
demand. HMIWeb Display Builder is the specialised drawing application used to build 
custom displays for Station [47]. The displays created for the simulation were replicated for 
the real-world system (see Appendix 10) with minor modifications made to the independent 
tag name references (i.e. replace _SIM with _REAL).  
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5.3.3. Profibus Connection Failure  
The elements that interface with the cRIO via Profibus include: 
 FIT01 
 FIT03  
 PU01 (VSD01) 
 PU03 (VSD02) 
 PU05 (VSD03) 
 PU09 (VSD04) 
 PU08 (VSD05) 
 
When testing the gateway, it was found that the Profibus network would sporadically fail and 
all associated communication would be lost. The network failure presented a major issue as 
the pumps would simply hold their last value and require manual intervention, via the VSD 
faceplate, to switch them off. Following this, the cRIO would require a restart which was 
achieved by following the procedure first created by [46] and then updated by [48]. Through 
the process of elimination, it was found that the problematic devices were the flowmeters. It 
is believed they cause a system bottleneck that forces the connection to time out but this has 
not been confirmed. As the flowmeters were not a fundamental requirement for the 
progression of this project, their connection to UWS server was temporarily removed. This 
was achieved by placing the flowrate request inside a constant false case structure within the 
PROFIBUS FPGA Host.VI (Figure 28).  




The PROFIBUS FPGA Host.VI can be found within the UWS_cRIO_Top_Level_Program in 
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 ‐ Simulation Tuning and Validation  
When developing a simulation, it is vital that the open loop response is validated against real- 
plant data to ensure that the accuracy is satisfactory for its intended purpose. It is common for 
several models to be created and refined during model development prior to obtaining one 
that meets the requirements of the specific application [49]. The simulation will be judged on 
how closely it can replicate the real plant’s response when the same MV input is applied. 
The Integral Absolute Error (IAE) performance criterion was used to quantify this by 
summing the absolute difference (or error) between the two responses (normalised to time).  
The IAE is an appropriate measure when performance is linearly related to the magnitude of 
the error [35].  
6.1 Open Loop Validation  
Open loop validation was carried out by applying a series of operating point changes to each 
PV in the real plant, using Profit Control, and importing the process data to the PIS offline 
simulation. Range control proved to be more effective than set point tracking as the MV 
response was far less aggressive. When tracking a set point, the controller was found to make 
large and regular adjustments while trying to maintain the PV at a precise level. As range 
control allows a tolerance for signal noise, the control action was more sedate. In view of 
this, range control was used for all subsequent testing and a 2% buffer was placed between 
the upper and lower threshold at each operating point. The range change sequence, shown in 
Figure 30, was used for all subsequent controller testing.  




The simulated and real PV responses for each range change were overlaid on the same graph 
as seen in Figure 31.  
  




Figure 31 shows that the shapes of the responses were comparable. However, the simulated 
response displayed a sustained increase in LT03 and decrease in LT01. Similar behaviour 
was exhibited for LT04 and LT02. This indicated that the steady state flowrates were not the 
same in simulated and real systems but the deviation in flowrate was.   
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6.1.1. Tuning the Simulation  
It was suggested that the mismatch between the open loop response of the plant and the 
simulation was related to the inaccuracy of the temporary flowrate models presented in 
Chapter 4.1 (see Equation 2). With level control installed on the plant, accurate flowrate 
measurements could be taken directly from the outlet of each tank using the stopwatch and 
beaker method. This would avoid having to make the assumption of linearity over a large 
range when extrapolating plots, as mentioned in Chapter 3.4.1. 
 
The flowrate out of each tank was measured at ten different tank levels. The updated flowrate 
plots for Tank01 and Tank02 were superimposed on the original plots for comparison (see 
Figure 32). It is shown that the experimentally measured flowrates were lower than the initial 
temporary values. Based on these results, it was suggested that updating the outlet flowrate 
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The updated outlet flowrate plots for Tank03 and Tank04 are shown in Figure 33. It can be 




The new flowrate equations (see Equation 5) were identified using Excel and updated in the 
MATLAB simulations.  
 
Verified Outlet Flowrate Equations
	01	 10.5 	 	 5.90 ∗ 10 01 	2.87 ∗ 10  
	02		 10.5 	 	 	 5.90 ∗ 10 01 	2.89 ∗ 10  
	03		 9.9 	 	 	 8.68 ∗ 10 03 	3.26 ∗ 10  
	04		 9.9 	 	 7.34 ∗ 10 04 	3.29 ∗ 10  
Equation 5: Updated Tank Outlet Flowrate Relationships (Four Tank Configuration) 
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The MV input data, shown in Figure 31, was again imported to the PIS simulation for 
validation. Figure 34 shows that the updates vastly improved the accuracy of the simulation. 
While the simulated response of Tank03 and Tank04 aligned almost perfectly with the real 
plant’s response there was still mismatch for the responses of Tank01 and Tank02. However, 





A comparison of the IAE between the simulated and real plant’s response (see Figure 35) 
showed that refining the flowrate calculations significantly increased the fidelity of the 
simulation in all of the test cases.  





Closed loop validation was carried out by comparing the simulated and real plants’ responses 
to a 10% increase in the upper and lower range limits of the Profit Controller. This was done 
before and after the simulation and model matrix had been updated (see Figure 36 and Figure 
37 respectively).  
 




 Figure 37 shows that improving the accuracy of the controller’s internal model dampened the 
oscillatory behaviour seen in Figure 36. However, in both cases the PVs were adequately 
controlled and followed a similar trajectory. The closeness of the responses indicated that the 
virtual commissioning was a success.  
 




The closed loop tests confirmed that a highly accurate process model was not a prerequisite 
for the development of a Profit Controller and RMPCT was shown to handle the model 
mismatch effectively. However, the controller performance did improve as the model 
accuracy was refined.  
6.3 Conclusion  
Section One outlined the parallel development of co-simulated and real-world control 
systems for a four tank configuration of the UWS. Following the calibration of plant 
equipment, offline simulations were created to generate the process data required to build a 
Profit Controller. The control system was commissioned using a real-time simulation and, 
once confirmed to be operating correctly, was transferred onto the real plant. Educated 
predictions were used to progress the initial controller development, which was then used to 
refine the prior predictions. It was found that a highly accurate process model was not a 
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fundamental requirement for the effective operation of a Profit Controller and a model 
developed from simulated data was sufficient. Although controller performance may be 
sacrificed, the benefits of simulating data lie in the fact that the real-world process does not 
have to be disturbed and downtime is minimised. Section Two details the development of a 
Profit Controller model matrix using real plant data and assesses the effects on controller 
performance.  
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Section Two 
Advanced Features and Controller Performance Analysis 
Chapter 7 to Chapter 11 in Section Two deal with the expansion of the simulation and MPC 
platforms developed in Section One. This involved reconfiguring the UWS (see Appendix 1) 
as shown in Figure 38 and incorporating advanced Profit Suite functionality. Chapter 7 
discusses the calibration experiments required to model the additional plant equipment and 
assesses the updated simulation’s accuracy. Chapter 8 steps through the configuration of a 
Profit Stepper application which is used to identify a controller model matrix from real-plant 
data. Chapter 9 explores how the model matrix can be dynamically altered online with Gain 
Multipliers (GM) to reflect changing plant conditions. Chapter 10 covers the analysis of 
Profit Controller performance, using different model matrices and plant configurations. The 
performance is also compared to conventional multi-loop feedback control strategies. Chapter 
11 concludes the report with a presentation of key findings and suggestions for future work.   
 
Figure 38: Five Tank Configuration of the UWS   
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 ‐ Expanding the Mathematical Model   
7.1 Calibration  
The following chapter details the calibration of all plant equipment required for the five tank 
configuration that were not calibrated in Section One. 
7.1.1. Level Transmitters  
It was observed that LT05 was producing erratic readings when filling Tank05. This was 
found to be caused by the level transmitter registering the inlet stream rather than the tank 
level. Fortunately, Tank05 also has a load cell installed underneath. Assuming the density of 
the water remains constant, the mass within the tank will increase proportionally to the tank 
level. The load cell calibration range was established by reading the output value at 0% and 
100% tank level. The conversion from load cell output to tank level (see Figure 39) was 
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7.1.2. Pumps with VSD Speed Control  
The only VSD-controlled pump requiring calibration following Section One was PU05. 
However, because of the narrow diameter of Tank05, the inlet piping could not be accessed 
to measure the flowrate. The solution was to take measurements from the overflow pipe 
which flowed back to the supply. The tank was filled to 100 % and all outlets were closed 
before measurements were taken using the stopwatch and beaker method. It was first 
confirmed that the overflow piping was able to divert the excess water and prevent the level 
from surpassing 100 %. As in Chapter 3.3 for the other VSD-controlled pumps, the resulting 
flowrate was measured throughout PU05’s operating range and a trend line was fitted to the 
data in Excel. The calibration range for PU05 is given in Table 4. 
 
Table 4: Calibration Range for PU05 




PU05 32.5 77.5 
 
The calibrated flowrate equation for PU05 is given in Equation 6. 
Verified Pump05 Flowrate Equation 
05 	 	 1.59 ∗ 10 09 3.16 ∗ 10  
Equation 6: Verified PU05 Flowrate Relationships (Five Tank Configuration) 
7.1.3. Flow Control Valves  
PU01, PU02 and PU05 are plumbed in parallel with a series combination of a two-state pump 
and a flow control valve (FCV), as seen in Figure 38. The valves were modelled using the 
same methods described in Chapter 3.3 and Chapter 7.1.2 for their neighbouring VSD-
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controlled pumps. The major difference between the valve and pump flowrate relationships 





The calibrated flowrate equations for FCV01, FCV02 and FCV03 are given in Equation 7.  
 
Verified Flow Control Valve Flowrate Equations 
01 9.83 ∗ 10 01 2.33 ∗ 10 01 2.17 ∗ 10 01 
 
02 3.14 ∗ 10 02 9.20 ∗ 10 02 1.00 ∗ 10 02 … 
… 	 4.85 ∗ 10 02 
 
03 1.26 ∗ 10 03 3.40 ∗ 10 03 2.98 ∗ 10 03 
Equation 7:Verified Flow Control Valve Flowrate Relationships (Five Tank Configuration) 
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Calibrating FCV04 was more challenging as the flowrate was governed by two independent 
variables, i.e. tank level (LT05) and valve position (FCV04). It was evident in Section One 
that temporarily estimating flowrate relationships was an effective design technique for 
simulation development when flow measurements could not be taken accurately. The 
temporary relationship was established by manually maintaining LT05 at 50% and measuring 
Tank05’s outlet flowrate throughout FCV04’s operating range. It was expected that the 
accuracy of this relationship would degrade as the tank level deviated from 50 %. However, it 
was thought that the model would be accurate enough to build a Profit Controller to 
supplement further testing.  
 
The high flowrate and difficulty accessing the outlet piping from Tank05 gave inconsistent 
measurements when using the stopwatch and beaker method. However, during the course of 
the project, flowmeters FIT01 and FIT06 were swapped to isolate the problematic Profibus 
flowmeters (see Chapter 5.3.3). FIT01 was used in Chapter 3.3 to calibrate PU01 and was 
confirmed to be calibrated correctly. Consequently, flowrate readings were taken directly 
from FIT01’s digital display and the stopwatch and beaker method was not required. 
 




Once a Profit Controller was built and commissioned (see Chapter 5.2), the flowrate 
relationship was further defined to account for changes in LT05. Nine plots were created in 
Excel which related valve position to flowrate for different values of LT05 (see Figure 41). 
Fourth order polynomial trend lines were fitted to each curve and the coefficients were 
extracted and plotted against tank level. In each case, a linear trend line was fitted and the 
relationships were nested back into the polynomial equation (see Equation 8).   
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Tank05 Outlet Flowrate Equation 
	 1 ∗ 04 2 ∗ 04 	 3 ∗ 04 	 1 ∗ 04	 
 
1 7.00 ∗ 10 ∗ 05 2.84 ∗ 10  
2 2.50 ∗ 10 ∗ 05 9.19 ∗ 10  
			 3 1.41 ∗ 10 ∗ 05 7.02 ∗ 10  
4 9.65 ∗ 10 ∗ 05 7.09 ∗ 10  
 
LT05 = Tank Level (%) 




Three-dimensional plots of the plant data and mathematical model were created in MATLAB 
(see Figure 42) which indicated that the model was sufficiently accurate. 





The calibration ranges for the flow control valves is given in Table 5. 
 
Table 5: Calibration Ranges for the Flow Control Valves 




FCV01 0 48.8 
FCV02 0 53.7 
FCV03 0 51.1 
FCV04 0 82.1 
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7.1.4. Restriction Orifice Plate 
The restriction orifice plate on the outlet of Tank04 required resizing because of the increased 
inlet flowrate resulting from the inclusion of FCV02. This was achieved by plotting the sum 
of the flowrate contributions from PU03 and FCV02 on the orifice plate sizing chart, as seen 




With the pump speed at 53%, inflow would be greater than outflow for all valve positions 
greater than 3%, which would make LT04 impossible to control. A flowrate estimation line 
was added to the chart with the same gradient as the previously developed orifice plate 
relationships but with an adjustable offset. The offset was increased such that the line lay 
roughly central to the combined flowrate’s calibration range (see Figure 43). Theoretically, 
this would enable the MV pair to effectively increase or decrease the tank level. Next, the 
offsets of the verified orifice plate lines were plotted against the corresponding orifice 
diameter (see Figure 44). A trend line was extrapolated to predict the orifice diameter 
corresponding to the flowrate estimation. It was predicted that a 15.6mm (rounded to 16mm) 
orifice diameter would achieve the flowrate requirements.  




A Profit Controller was used to maintain LT04 at steady state while PU08 was switched off. 
If the average value of LT04 remained constant, the average flowrate entering the tank would 
be equal to the average flowrate leaving the 16mm outlet orifice. In Chapter 3, it was shown 
that FIT02 was correctly calibrated and could therefore be used for future testing. Five 
minutes of steady state data was gathered for a number of different tank level percentages and 
average values were calculated for FIT02, PU03 and FCV02. The data from PU03 and 
FCV02 were used to generate a second set of flowrate data, using the previously developed 
flowrate equations, to compare with FIT02 and the estimation line (see Figure 45).  












16mm 60.51 66.76 
 
The relationship for Tank04’s outlet flowrate through a 16mm restriction orifice is given in 
Equation 9 . 
 
Verified Tank04 Outlet Flowrate Equation 
	04	 16 	 	 1.60 ∗ 10 04 	9.92 ∗ 10  
Equation 9: Verified Outlet Flowrate Relationships for Tank04 (16mm orifice ‐ Five Tank Configuration) 
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7.2 Open Loop Validation  
With plant calibration complete and a new model matrix identified, the open loop response of 
the plant was compared to the simulation using the techniques introduced in Chapter 6.1. 
Qualitatively, the simulated response was close to the real plant, however a continuous drift 
was apparent for all tank levels other than LT05. The most significant drift was seen in LT03 
(see Figure 46) which decreased at an average of 1.3 L/min over a one-hour period, as shown 
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The normalised IAE between the simulated and real tank level responses throughout the three 
range changes is shown in Figure 48. It can be seen that the simulation was least accurate for 





As in Chapter 6.1.1, the sustained PV drift indicated a mismatch between the flowrates 
calculated in the simulation and those in the real plant. Throughout the project, a number of 
alterations were made to the UWS (see Appendix 11). It is proposed that these modifications 
may have altered the flowrate characteristics of the system. Furthermore, the head upstream 
of each pump may influence the outlet flowrate. Although this was not accounted for in the 
simulation it was accurate enough to build and commission an operational Profit Controller. 
The final model matrix can be found in Appendix 7.2. As shown in Chapter 6.2, improving 
the fidelity of the controller’s internal model reduced the oscillations in the controlled 
response so generating a controller model using real-world process data should improve the 
controller’s performance.   
Page | 101 
 ‐ Profit Stepper  
Profit Stepper is Profit Suite’s online step testing application which sends open or closed loop 
test signals to the Profit Controller, recovers the process data and performs online model 
identification. Model identification is carried out on a user defined schedule and the stepper 
automatically adjusts the test signals based on the intermediate updated models [50]. 
Operationally, the closed loop identification is preferable as the plant can remain under loose 
range control while testing. However, the controller tends to reduce the process excitation 
and it can be difficult to establish a definite relationship when there is a correlation between 
the inputs and disturbances. [51] This chapter will discuss the application of Profit Stepper to 
identify a controller model matrix from real-plant data.  
 
When Profit Stepper is added to a PSES project it can be linked to an existing Profit 
Controller platform (see Figure 49) to automatically create the process connections and build 
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The Stepper Operation tab, shown in Figure 50, is the main page of the application. It allows 
the user to configure the Profit Stepper parameters, monitor the step testing progress and 
start/stop data collection.  
 
The following Profit Stepper parameters were set prior to closed loop step testing: 
 Step Magnitude: Defines the magnitude of the step signal. The step magnitude must 
be large enough to move the process response signals outside of their noise and 
disturbance bands [45]. In conjunction with this, the Max Move Up and Max Move 
Down parameters must be altered in PSOS to accommodate the step magnitude [5].  
 Settling Time: For closed loop step testing, a default settling time is provided based 
on the pre-existing controller model. This value was found to alter the length of time 
the stepper holds the test signal before applying the next.  
 
If required, these parameters can be altered once step testing has commenced. It is 





Once configured, Profit Stepper can be activated through PSES by first starting the data 
collector and then the stepper. The ID interval can be adjusted to specify the frequency of the 
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online model identification. Once identified the Model Highlights tab, shown in Figure 52, 
will display the Signal to Noise Ratio (SNR), current gain, settling time, dead time and rank 
of each sub model found in that interval. The SNR indicates the strength of the process 
response signal relative to the signal noise [50]. Table 7 shows Honeywell’s quality rating for 
different SNR ranges. 
Table 7: Signal to Noise Ratio Quality Definitions [50] 
SNR Value Status Model Highlight Colour 
>=3 GOOD Green  
>=2 MARGINAL Yellow 
<2 BAD Red 
 
As seen in Figure 52 the CVs with the lower SNR values tend to have higher ranked models.  
 
Figure 51: Auto Locking Profit Stepper Pop‐up  
When Profit Stepper is satisfied with a particular sub model, the pop-up in Figure 51 prompts 
the user to lock it down and prevent any further changes being made. The newly identified 
sub models can be selectively updated in the controller by clicking the Update (Without Init) 
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button on the Model Highlights tab. The stepper must be paused or stopped when doing an 
update and the Profit Controller has to be restarted before the updates take place.  
 
As shown in Figure 52, the final model matrix identified by Profit Stepper after 3.5 hours of 
step testing (see Figure 53) contains four sub-models of insufficient rank. Due to time 
constraints, all four rank five sub-models were reverted to the original sub-models previously 
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Figure 53: Plant Response during Profit Stepper Model Identification 
The irregular shape of the MV input signals in Figure 53 highlights how the stepper 
maintains the PVs within their lower and upper bounds (20% - 80%). The extensive variation 
in the PV response clearly shows the process disturbance required to identify a model from 
real plant data.   
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 ‐ Gain Multipliers 
Every sub-model within a Profit Controller’s model matrix has a gain. The gain is a 
proportional value that indicates the ratio of the change of the steady state output to the input 
of a stable process [35]. While an integrating system does not technically have a gain, an 
analogous value is used to represent the rate of change of the response relative to changes in 
the input [4]. The gains for each sub-model are stored in a Gain Delay (GD) matrix (see 
Figure 54) which can be accessed via the GD tab in PSOS.  
 
Figure 54: Gain Delay Matrix in PSOS 
Each entry in the GD matrix has its own GM. The GMs allow the user to alter a set of gains 
online when process operating conditions move [52]. Before they can be changed, the Gain 
Delay Lock data item within the Profit Controller must be set to one. This can be done by 
clicking on it in the Unified Real Time (URT) Explorer as shown in Figure 55. 
 
Figure 55: Gain Delay Lock Data Item in URT Explorer 
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Once the change has been made, the GM for each GD element can be accessed by clicking on 
the associated GD matrix cell in PSOS. The value can be changed by modifying the GM 





All GMs initially default to a value of one and, when changed, the associated GD element is 
scaled proportionally. When a GM is set to any value other than one, the associated GD 
element will turn white to indicate that a GM is active. However, the change will not be 
processed by the Profit Controller until the Gain Delay Changed data item is set to one (see 
Figure 55). Once the change has been processed, Gain Delay Changed will automatically 
reset to zero.  
Table 8: Gain Mapper Configuration Example 
 
Array Index GMCVIndex GMMVDVIndex GMGain 
0 1 4 5 
1 2 3 3 
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This process can be automated using the optional Gain Mapper toolkit. Gain Mapper requires 
a list of gain updates and the indices of the respective GD elements. Gain Mapper will 
automatically adjust the GMs to apply the gain updates when called upon. For example, to 
change the CV1/MV4 gain to five and CV2/MV3 gain to 3, the array data items within the 
Gain Mapper function block would be set as shown in Table 8. Note that the index of the 
array element determines which entries are associated. To apply the changes, the Execute 
data item (see Figure 57) must be set to EXECUTE. When the changes are processed, it will 





After configuring Gain Mapper and trying to execute the changes, the following errors 
appeared in the Alarms Display window: 
 
 @GainMapper:  Trial period has expired function will not execute 
 @GainMapper: Profit Controller Gain Mapper is not licenced. 
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After contacting Honeywell, it was confirmed that the university did not own the licence for 
the Gain Mapper toolkit.  
9.1.1. Automated Gain Mapper Manipulation  
Without the Gain Mapper license, it was decided to automate the GM manipulation process 
using custom scripts and OPC connectivity. This was achieved by first creating a GM panel 
on Station and connecting to number of variables within the SETTINGS_REAL CM in 
Experion (see Figure 58). Reset, Zero and Process Changes were all stored as flags whereas 




The Experion variables were connected to the Profit Controller (see Figure 58) via OPC using 
the URT Explorer. Every element of the Experion GM array was individually connected to 
the Profit Controllers GM array using the PerElem IN Con and PerElem OUT Con tabs on 
the GM properties page (see Figure 59). Input and output connections were created so that 
GM updates made at either end of the connection would take effect.  
Page | 110  
 
Figure 59: OPC Connection to the Profit Controller’s GM Array  
Similarly, the GDChanged and ResetGM flags from Experion were connected to the Gain 
Delay Changed and Clear Gain Delay data items respectively. This was configured in the 
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With all connections established, the GMs could be modified directly from Station using the 
GM matrix and processed by clicking the Process Changes checkbox. Clicking the Reset 
checkbox sets all GMs back to their default value and the change is automatically processed.  
9.1.2. Custom Scripts  
Custom scripts were written to run in the background of Station and automatically change the 
GMs under certain conditions. As discussed, a number of MVs within the system are 
configured in parallel. If an MV is switched off, the Profit Controller continues to manipulate 
it although it has no effect on the response. This is because the internal model used by the 
controller still factors it into the response prediction. Model mismatch can be avoided by 
automatically zeroing all GMs associated with the inactive MV as soon as it is switched off to 
nullify the sub model. The script, shown in Figure 61, is written in Visual Basic for 
Applications and executes whenever a pump state is changed. If the pump is switched on, the 
associated GM panel element is set to one and if switched off it is set to zero. The Process 
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When an MV is switched off and the zeroed GMs are processed, the Profit Controllers Move 
parameter will remain at zero - indicating that no future moves are scheduled. This was used 
to check and confirm that online GM changes had taken effect.  
9.1.3. Modified UWS Configuration with a Reduced Number of MVs 
LT03 has five independent MVs acting on it (PU01, FCV01, PU09, PU05 and FCV04) which 
is more than any other PV in the plant. As FCV01 and FCV03 have a large calibration range, 
they are capable of controlling LT03 without the additional flow from PU01 and PU05 so the 
efficiency of the plant could be improved by eliminating the two superfluous pumps. 
Consequently, the automated GM functionality was used to turn off PU01 and PU05. The 
orifice plate on the outlet of Tank04 was specifically designed to accommodate the combined 
inlet flowrate from PU03 and FCV02 so neither of the MVs could be eliminated. The 
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 ‐ Results and Analysis 
Throughout this project, two major Profit Control design strategies were proposed. Firstly, 
using a simulation to generate data for controller model identification then using Profit 
Stepper to gather data from the real plant. Section One concluded that, although some model 
mismatch is tolerable, the controller performance degraded with a decrease in model 
accuracy. This was particularly evident for the response of LT03 which has five MVs 
affecting it and hence five related controller sub-models. Considering each sub-model holds a 
certain level of inaccuracy, it was thought that, as well as improving efficiency, the overall 
model mismatch could be reduced by eliminating superfluous pumps and sub-models. It was 
determined in Chapter 9.1.3 that the plant would still be controllable without PU01 and PU05 
and consequently another test case was proposed with them switched off.  
 
This chapter will cover the analysis of the following control strategies: 
 
 PI Control (Relay Feedback Tuning)  
 PI Control (Direct Synthesis Tuning)  
 Profit Control (Controller model developed using simulated process data)  
 Profit Control (Controller model developed using Profit Stepper)  
 Profit Control (Reduced number of MVs) 
 
10.1 Feedback Controller Tuning  
PI control was implemented in the plant as a baseline to highlight the differences between 
MPC and conventional feedback control. Derivative action was not used as it is known to 
amplify signal noise which is plentiful for level control systems [4]. The feedback control 
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strategy employed five single-input-single-output loops. The controllers were tuned using 
Direct Synthesis (see Table 10) and relay feedback techniques (see Table 9) [4]. Further 
details on PI controller tuning can be found in Appendix 11. The control system was 
configured with PU01 and PU05 switched off. FCV03 was positioned manually at 25% to 
decouple the LT03 and LT05 control loops by maintaining a constant flowrate between the 
respective tanks. PU03 was manually positioned at 75% to provide the additional flow 
required to maintain LT04.  
 
Table 9: Feedback Controller Parameters ‐ Tuned using the Relay Feedback Test 
MV PV Kc τ  (minutes) 
FCV01 LT01 5.84 1.47 
PU09 LT03 5.86 2.34 
FCV02 LT02 5.84 1.04 
PU08 LT04 5.81 2.26 
FCV04 LT05 -5.94 1.57 
 
Table 10: Feedback Controller Parameters ‐ Tuned using Direct Synthesis 
MV PV Kc τ  (minutes) 
FCV01 LT01 2.89 21.67 
PU09 LT03 4.69 60.83 
FCV02 LT02 2.12 21.67 
PU08 LT04 4.53 60.83 
FCV04 LT05 -3.09 10.83 
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10.2 Range Tracking  
As well as IAE performance criteria, each controller’s ability to track a specified range was 
assessed using the Integral of the Square of the Error (ISE). ISE is appropriate when large 
deviations are considered to have more of a negative impact on controller performance than 
small deviations [35]. ISE is calculated by summing the square of the error at each sampling 
instance (normalised to time). The error will be considered only when the response violates 
the tolerable upper and lower range limits (see the range change sequence in Figure 30 of 
Chapter 6.1). 
 
The range change sequence was implemented using a MATLAB program connected to the 
controllers via OPC. Similar to the real-time simulation (see Chapter 4.3), the program used 
the tic and toc stopwatch timer functions to regulate the communication interval. The 
program was configured to apply a set point or range change every 20 minutes. The interval 
can be altered via the Auto Step pop-up on the main HMI display (see Appendix 10.5). The 
benefit of automating the controller testing procedure was that it freed up time for historical 
data analysis and ensured that the exact same sequence was applied to each controller. The 
entire range change sequence for each PV can be found in Appendix 13.  
10.2.1. Interaction Analysis   
A bar chart comparing the ISE for each controller (see Figure 64) indicated that the 
performance was more or less equal for LT01, LT02, LT04 and LT05. However, for LT03 
the Profit Controllers outperformed conventional feedback.  




A closer look at the set point changes for LT01 under PI control (Direct Synthesis Tuning) 
(see Figure 65), shows the interaction between the LT01 and LT03 control loops. When 
PU09 increases to raise LT01, it also decreases LT03. Shortly after, when LT03’s controller 
registers the disturbance, PU01 increases to reject it. Similarly, for a decrease in LT01, the 
opposite occurs. As PU01 has no effect on LT01, the interaction is one directional.  
 




Tank02 and Tank04 are mirror images of Tank01 and Tank03 with one fundamental 
difference. Tank04’s outlet flowrate is governed by a 16mm restriction orifice whereas 
Tank01’s is governed by PU05 and FCV03. When compared to Figure 65, Figure 66 shows 
that the interaction is far less severe between LT02 and LT04 than it is for LT01 and LT03.  





This is explained by examining the step response of LT01 and LT03 relative to LT02 and 
LT04. Figure 67 shows the plant’s response to a 10% increase in PU08 and PU09 while all 
other MVs remain constant. Clearly the response rates for LT01, LT02 and LT04 are similar 
but higher for LT03. Thus after 1500 seconds, LT01, LT02 and LT04 have each changed by 
approximately 25% but LT03 by approximately 35%. The result of this is that the interaction 
between LT01 and LT03, caused by the common connection to PU09, is more severe than 
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that caused by PU08 between LT02 and LT04. Furthermore, the linear region of FCV02’s 
working range is steeper than FCV01’s (see Appendix 2.2). Consequently, FCV02’s 
corrective control action was more effective than FCV01’s and smaller movements were 





For the more aggressively tuned PI controller (Relay Feedback Tuning), the interaction is less 
severe but still clearly visible throughout LT01’s set point change sequence as shown in 
Figure 68. 
 




The interaction between LT01 and LT03 was negligible under Profit Control when using the 
Profit Stepper controller model (Figure 69). The major difference to feedback control is that 
the Profit Controller does not wait for the disturbance to affect the process response before 
taking corrective action. Instead it predicts the disturbance to LT03 and makes PU01, FCV01 
and PU09 work constructively to mitigate it while also changing the operating point of LT01.  
Also, PU05 and FCV03 remain somewhat constant, preventing any disturbance from being 
passed downstream to LT05.  
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It was also noted that, under Profit Controller, the MV response varies much more than for 
PI. Continual adjustments to final control elements will cause excessive wear and it is 
suggested that expanding the controllers range and fine tuning the system would improve 
this. Furthermore, with an execution period of one second, the control action may be too 
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With a reduced number of MVs in the system (see Figure 70), the Profit Controller could not 
completely reject the interaction. However, the overall performance was still superior to PI. 
Clearly FCV03 was required to reject the disturbance to LT03 without any contribution from 
PU01. The disturbance was passed downstream to LT05 but was effectively anticipated by 
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10.2.2. Effects of Controller Model Mismatch  
The IAE bar chart shown in Figure 71 again indicates that controller performance is roughly 
equal for LT01, LT02, LT04 and LT05, but for LT03 there is a considerable decrease in 
performance for the Profit Controller using the simulated controller model.  
 
Figure 71: IAE Controller Performance Analysis 
A closer look at the range change sequence for LT01 under Profit Control (Simulated 
Controller Model) shows how the IAE accumulated. The magnitude of oscillations in the 
controlled response of LT03, although unaffected by the range change sequence, is larger 
than for the other Profit Control responses shown in the Chapter 10.2.1. As IAE does not 
penalise larger errors, a continual violation of the upper and lower ranges was identified as a 
flaw with the controller’s internal model. Reducing the number of MVs in the plant and using 
the Profit Stepper model resulted in lower IAE scores. These results concur with the findings 
in Section One and confirmed that a less accurate controller model will increase the 
magnitude of oscillations in the controlled response.  





Shewart control charts were used to assess the ability of each controller class to reject a 
measured disturbance. The mean (µ) and standard deviation (σ) of the controlled responses 
were attained from steady state process data. The centreline, Upper Control Limit (UCL) and 
Lower Control Limit (LCL) can be calculated as per Equation 10. The UCL and LCL are 
typically the referred to as the three sigma limits. Only when the controlled response remains 
within the three sigma limits, is the process considered under control. [53]  






More aggressive relay feedback tuning parameters were used for PI control and the Profit 
Stepper model for the Profit Controller. These represent the highest performing test cases for 
each controller class in the prior analysis. PU01 and PU05 were switched off and FCV03 was 
manually positioned at 35%. While at steady state, a disturbance was introduced by applying 
a 10% step down in FCV03. Shewart control charts were used to analyse the response of 
LT03 under PI and Profit Control (see 73 and Figure 74 respectively).  
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Figure 73 shows that, under PI control, LT03 violates the UCL and LCL following the 
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In Figure 74, the Profit Controller is shown to handle the disturbance effectively as LT03 
remains within the three sigma limits following the introduction of the disturbance. When an 
MV, encompassed by the Profit Controller’s model, is in manual mode, the controller 
automatically treats it as a disturbance and applies feed forward control. This can be seen in 
the MV response of Figure 74 where as soon as the disturbance is introduced, FCV03 
immediately takes corrective action to reject it – a clear benefit of MPC. Evidently, the 
disturbance rejection performance of feedback control is limited by the fact that the PV must 
be affected by the disturbance before the MV can begin to reject it.   
 
Figure 74: Shewart Control Chart for a Disturbance Introduced under Profit Control (Profit Stepper Model) 
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 – Conclusion and Future Work  
This thesis details the development of real-time and offline process simulations to aid the 
development of an MPC control system for the UWS. The aim was to establish a co-
simulation between MATLAB and Profit Suite using OPC. Background research indicated 
that simulators have been used extensively throughout the process industry but there were no 
documented cases of their use to produce the extensive process data required for MPC model 
identification. It was therefore hypothesised that, with a sufficiently accurate simulation, the 
Profit Controller design process, from model identification to commissioning, could be 
carried out in a virtual environment and then transferred onto the real-world system.  
 
Detailed mathematical models of the plant were derived from first principles and empirical 
data. Flowrate models were used to design restriction orifice plates required to make the plant 
controllable. Where physical measurements could not be attained, estimates were based on 
available data. These were inherently inaccurate but were refined as the control system was 
developed and more detailed plant data became available. The model was solved numerically 
in MATLAB and functions from the OPC Toolbox were employed to bridge the gap to 
Experion and then Profit Suite. Experimenting with Profit Suite using the co-simulation 
proved to be an effective training tool and accelerated the learning process.    
 
In addition to simulating controller models, Profit Stepper was employed to run online step 
tests to identify a model directly from the real-world response. Analysing the controller 
performance in each case indicated that a perfectly accurate process model was not a 
fundamental requirement for a Profit Controller to operate and that Honeywell’s RMPCT was 
able to handle model mismatch. However, improvements in controller performance were 
recognised as model mismatch was reduced. The benefits of simulating a controller model are 
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that the real-world process can remain undisturbed for long periods. The UWS only contains 
water so there is no economic loss associated with changing operating conditions. However, 
for a process fluid of high value this technique could significantly reduce the costs associated 
with MPC control system development. This approach is limited by the fidelity of the process 
model which, if unsatisfactory, could negatively impact controller performance.  
 
Conventional feedback control strategies were implemented in the plant to assess the 
performance benefits of MPC. Control loop interaction was quantified using the ISE 
performance criterion and it could be limited by selectively pairing MVs and PVs. 
Consequently, PI controller performance was on par with Profit Control in most cases. 
However, where interaction was prominent with PI, Profit Control was able to anticipate and 
reject it. Disturbance rejection performance was analysed using Shewart control charts and it 
was shown that, with feedforward capabilities, Profit Control outperformed feedback control.  
 
Based on the overall performance of each control class it is concluded that, although Profit 
Controller performance was superior to PI, the benefits did not warrant the additional 
overheads required to implement it on the current configuration of UWS. However, it is left 
as a future recommendation to complicate the system dynamics with alternative plant 
configurations. It is suggested that the attributes of Profit Control would be appreciated more 
on a system with a higher level of interaction.   
11.1 Future Work  
Conventional feedback control was shown to perform well on the configuration of the UWS 
used for this project but performance deteriorated with an increased level of interaction. 
Although the control system and co-simulation served as effective Profit Suite training tools, 
the benefits of Profit Control could not be fully appreciated on the relatively simplistic test 
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case. Tank level interaction valves (see Figure 75) are installed between Tank01 and Tank02 
as well as Tank03 and Tank04. The flowrate through the valves depends on the difference 




During this project, custom made positioners (see Figure 76) were installed on the interaction 
valves to lock them in different positions but time constraints prevented any further testing. It 
is proposed that the project could be carried forward by opening the interaction valves and 
redesigning the Profit Controller’s model accordingly. It is also recommended that the Profit 
Controller is fine-tuned and the execution period extended to try and limit the extensive 
control action.  
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Figure 76: Interaction Valve Positioners 
Also, the automated GM functionality (see Chapter 9) could be further developed to 
accommodate the range of solenoid valves in the plant used to alter the fluid path. While the 
solenoid valve configuration remained static throughout this project, it could be altered and 
the GMs used to reflect the change in the controller’s model matrix. It would be possible to 
extend this idea further by adjusting the sub-model GM relative to the position of the 
interaction valves. However, with no automatic valve control or feedback, this would require 
some manual intervention.  
 
As highlighted in Chapter 5.3.3, the UWS server connection has a technical issue with the 
Profibus network. Through a process of elimination, flowmeters FIT01 and FIT03 were 
found to be the cause of sporadic system failure. While the control aspect of the project was 
progressed by temporarily disabling the connection, it is recommended that future focus is 
placed on reinstating the connection and debugging the Profibus network - a problem best 
suited to someone with an Industrial Computer Systems Engineering background. While the 
flowmeters are not essential for Profit Control, they could be utilised to explore the benefits 
of a using cascaded control configuration.  
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Profit Optimiser is a Profit Suite application used to coordinate with multiple Profit 
Controllers and determine the optimal operating conditions of a process subject to an 
objective function [54]. It was highlighted in Chapter 9 that the UWS has more MVs than 
PVs and with the plant under control has remaining degrees of freedom. The plant was found 
to be controllable after removing the superfluous MVs without a significant decrease in 
control system performance. A final recommendation for future development involves 
factoring the running costs of each pump into an objective function and using Profit 
Optimiser to maximise plant efficiency. 
  














































































































































The UWS (see Figure 77) is a multivariable tank level system at Murdoch University that 
was used as the test case for this project. With an increasing number of students wanting 
access to the Pilot Plant, the UWS was installed to spread the load and give students exposure 
to a more interactive multivariable system [46]. The system comprises six interconnected 
tanks, three centrifugal pumps, five positive displacement pumps, four control valves, seven 
flowmeters and a series of manual and solenoid valves [30]. It can be configured to run as 
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Appendix 3 ‐ Offline Simulation Operating Instructions  
3.1. PIS Offline Simulation   





The random input sequence enables the user to generate a randomised step test plan for Profit 
Controller model identification. Although the successive steps are random, the gain can be 
adjusted to maintain the affected PV(s) within their upper and lower limits. As shown in 
Figure 87, when PU01 is stepped, it remains between 0 and 100 % and therefore a user 
should state satisfaction with the results and move to step the next MV. If a user states 
dissatisfaction with the results, the same MV will again be stepped randomly. If the PV 
continues to reach its upper or lower limit, the step gain should be reduced.  




Once all the MVs have been stepped, the user will be prompted to export the results to a data 





The name of file can be specified in the command window as shown in Figure 89. 
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Figure 89: Saving the Random Input Step Test Response to a Data File 
3.1.2 Imported Input Sequence 
The pre-defined input sequence option allows the user to import a data file with an ‘.xlsx’ 
extension. If selected, the user will be prompted in the command window to enter the name of 
the file (see Figure 90).  
 
Figure 90: Importing a Data File to the PIS Offline Simulation 




Page | 147 
After entering the name of the file, the simulated response to the same input will display on a 




After validating the data (see Figure 93) a menu box will prompt the user to export the data to 
a new file which will be formatted the same as the input file and saved in the current folder 
location.  
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3.2. SSI Offline Simulation  
The SSI simulation uses the same mathematical model as the PIS simulation but provides the 
user with added flexibility when designing the step test sequence. When run, the user will be 
prompted to select from a list MVs to step, return all MVs to their steady state value, erase a 





If an MV is selected the user will be prompted to enter the step duration (seconds) and 
magnitude (%) into the command window as a seen in Figure 95. Following this, the 
resulting response will display and the original menu box will re-appear.  





If the erase option is selected, the user will be prompted by the command window to specify 
how many data points to erase. The plot will then update and the original menu box will 
reappear. Similarly, if the steady state option is selected, the user will be prompted to specify 
how long (in seconds) the MVs should remain at their steady state operating conditions. The 
snippet from the command window, given in Figure 96, shows a 500s step of 5% for PU01, 
500s of steady state and then 500 data points erased. 
 




When the user is satisfied with the data collected, the program can be ended and an option to 
export it to a data file will be given. The file will be saved in the current folder location.  
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Appendix 4 – MATLABS OPC Toolbox Functions  
The functions from MATLABS OPC Toolbox that were used to build the real-time 
simulation are defined below:  
 opcda: This function can be used to create an OPC data access client for a remote or 
local OPC server. It works by creating a data access object for the host and server ID 
[56].  
 connect: When created, the OPC data access object defaults to a disconnected status. 
This function updates the status and establishes communication with the server [56].  
 addgroup: This function can be used to add a group to an OPC data access object. It 
is a container that allows clients to organise and manipulate data items [56]. 
 additem: This function can be used to add data items, using their full tag name, to the 
group object [56]. The data type must be specified.  
 read: This function can be used to synchronously read data items from within a group 
object. It will return a structured array containing all fields associated with that item. 
These fields include ItemID, Value, Quality, Timestamp and Error [56].  
 write: This function allows a new value to be written to a data item within a group 
object [56].  
The syntax for each of these functions can be found in Table 11.  
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Table 11: Syntax of the Functions from MATLABs OPC Toolbox 
Function  Syntax 
opcda 
da_obj = opcda ('Experion2','HWHsc.OPCServer') 
Host: Experion2 
Server ID: HWHsc.OPCServer 
connect connect(da_obj); 
addgroup  
da_grp = addgroup(da_obj,'CEEC_UWS_SIM'); 
Group Object Name: CEEC_UWS_SIM 
additem 
PU01 = additem(da_grp, 'AREA_A_SIM.PU01.PV', 'double') 
Item Name: AREA_A_SIM.LT01.PV 
Data Type: double 
read 
read(PU01) 
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Appendix 5 – Profit Suite Programs  
The programs included with the Profit Suite software package are as follows: 
 
Profit Suite Engineering Studio (PSES): PSES is an offline engineering tool with an 
extensive list of functions for importing, exporting, manipulating, selecting, displaying, 
analysing and visualising process data. Its main purpose is to provide a common interface to 
address the dynamic modelling challenges associated with APC. PSES supports a number of 
applications including Profit Controller, Profit SensorPro, Profit Optimiser and Profit 
Stepper. [57] 
 Profit Controller: is Honeywell’s MPC solution and uses RMPCT. Once a process 
model has been identified in PSES, a Profit Controller platform can be built and 
connected to the process. [57]  
 Profit SensorPro:  offers a proprietary analysis package which includes a number of 
tools for creating and evaluating empirical process models for prediction purposes. 
[58] 
 Profit Optimiser: can be used to build a distributed quadratic optimiser. It can 
dynamically coordinate with multiple profit controllers to create an overall Profit 
Optimiser model. [59] 
 Profit Stepper: can be used to apply test signals to the process and update the Profit 
Controller’s internal model online. [51]  
Profit Suite Runtime Studio (PSRS): PSRS is used for the runtime configuration of Profit 
Suite applications and toolkits. URT is the infrastructure used to implement real-time Profit 
Suite applications. While URT does not offer a direct connection to physical process devices, 
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it does handle the OPC client/server communication. The building blocks that make up URT 
include Platforms, Data Items, Function Blocks and Scheduling Modules. [60] 
 Platforms: are used to house the function blocks and data items which are executed 
in real time to provide the functionality of the associated application. [60]  
 Data Items: are the components that make data accessible outside of the function 
blocks. This data can be accessed by configurators, operating displays or the OPC 
server. [60] 
 Function Blocks: are the components that can be configured to provide automation 
and control functionality. These can range from digital filters to controllers. [60]  
 Scheduling Modules: control the timing and execution of all associated components. 
[60]  
URT Explorer: URT Explorer provides a hierarchical visual display of the platforms, data 
items, function blocks and scheduling modules. It can be used to create, configure, copy, 
save, delete and view messages associated with the URT platforms and their associated 
components. [43]  
 
Profit Suite Operator Station (PSOS): PSOS can be used to view information associated 
with Profit Suite applications such as Profit Controller displays, Profit Optimiser displays, 
trends, popups, alarms and events. [61] 
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Appendix 6 – Changing the Controller Model in PSOS 
Before a controller model can be updated, the security level in PSOS must updated to 
manager. This can be done by clicking on the ‘Oper’ icon (see Figure 97) and entering the 





The model file is specified under the Detail tab of the controller (see Figure 98). Clicking on 
the current model file will prompt a popup of the URT Platforms folder where a new model 
file can be selected.  
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Figure 98: Controller Model File In PSOS 
 
Once the model file has been updated in PSOS, the controller has to be restarted for it to read 
the new file. This can be done by clicking the Controller ON/OFF link at the top of the 
window and setting the drop down popup as INACTIVE. Clicking on the INACTIVE link 
and setting the dropdown box as ACTIVE will restart the Profit Controller. The alarms 
display at the bottom of the window will indicate whether the model file has been 
successfully read upon start up (see Figure 99). 
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Figure 99: Restarting the Profit Controller in PSOS 
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LT05 null null null null 
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Table 14:9x5 Model Matrix Developed Using Simulated Plant Data (2/2) 
 FCV02 PU08 PU05 FCV03 FCV04 




 null null null 













 null null null 






















 PU01 FCV01 PU09 PU03 
LT01 null null .  null 















LT05 null null null null 
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Table 16:9x5 Model Matrix Developed Using Profit Stepper (2/2) 
 FCV02 PU08 PU05 FCV03 FCV04 




 null null null 













 null null null 
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Appendix 8 – The Pre‐existing Centralised Control System 
8.1. cRIO 
The cRIO is a centralised controller that interfaces directly with the plant. It is responsible for 
the lowest level tasks in the control system. [46] 
These include: 
 Primary I/O: Writing and reading signals to and from field devices [46].  
 Input Processing: Filtering analog signals and carrying out flowrate conversions 
[46].  
 Pump Control: Enabling or disabling pumps as requested by the user [46].  
 Interlocking: Continual monitoring of the process alarms and disabling pumps if 
triggered [46].  
 Output Processing: Outputting scaled analog values to the field devices [46].  
 Hosting Process Data: Holding user and field inputs from the UWS Server and field 
devices respectively [46].  
8.2. UWS Server  
The UWS Server acts as a gateway between the cRIO and the Client Machines. Without the 
server, the cRIO would have to communicate directly with a number of clients and send 
multiple copies of system variables in response to individual requests. This is not well-suited 
to the relatively low-powered device. To avoid this, the Intel-based server handles the 
additional communication load while allowing the cRIO to read from and write to a single 
location. [46] 
The tasks carried out by the UWS Server include:  
 Real-time Data Transfer: Transferring variables between the cRIO and Client 
Machines [46].  
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 Data Logging and Historian: Serving historical data for trending and analysis [46].  
 OPC Server: Providing 3rd party access to process data [46].  
 Security: Using host-name filters to prevent remote machines from controlling the 
plant [46].  
8.3. Client Machines  
The client machines handle the highest level tasks in the control system. They are used to 
host client programs that enable the user to monitor and control the plant. [46] 
The client programs include: [46] 
 Then This.VI: Originally known as the Client Software, this program provides the 
user with the ability to communicate with the UWS. The front panel display uses an 
Abnormal Situation Management (ASM) standard graphical interface and allows the 
user to view and modify system variables. [46] While the program has extensive 
functionality, it was shown in [30] to lack flexibility for customisation or integration 
of user code.    
 Student Program.VI: With the above-mentioned limitation of the Client Software 
in mind, the Student Program was developed for simplicity. It was built to provide 
students with a blank canvas to create their own control schemes and customise a 
user interface. The Student Program can run in parallel with the Client Program or 
stand alone. The block diagram is comprised of a number of sub-VIs that exchange 
data with the UWS server using global variable arrays. The read and write sub-VIs, 
shown in Figure 100, use enumerated dropdown menus to select from a list of 
accessible MVs and PVs. [30]  
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Figure 100: Student Program Read/Write Sub‐VIs [30] 
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Appendix 10 – UWS Station Displays  
10.1. Main Display 
The main display (see Figure 102) provides an overview of the entire system.  
 
Figure 102: UWS Main Display 
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10.2. Trends Popup  
The Trends Display (see Figure 103) shows a plot of the live plant data.   
 
Figure 103: UWS Trends Display 
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10.3. Profit Controller Popup  
The Profit Controller popup (see Figure 104) is linked to the Profit Controller platform via 




Each MV in the plant has a PID Controller popup (see Figure 105) that is connected to its 
associated PID controller in Experion. The popup provides the user with the ability to 
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10.5. Auto Step Popup 
When the Auto Step checkbox (see Figure 106) is enabled, the corresponding MATLAB 
program will send the sequence of range or set point changes to the controller. The frequency 









Midway through the project a leak was detected underneath PU01. A closer inspection 
revealed a crack in the pump housing so the pump was tagged out of service until the housing 
was replaced.  
11.2. Hydro‐electric System Separation  
A Hydro-electric system is installed beneath the UWS but operates as a completely 
independent system. When installed, the two systems were connected through a series of 
solenoid valves (see Figure 107) so they could both utilise FIT01 when required. While this 
configuration was beneficial so that hardware requirements were minimised, the conjoined 
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The valves were found to be too restrictive and prevented the Hydro-electric system’s turbine 
from spinning so they were removed and replaced with a straight section of piping as shown 




While this modification solved the Hydro-electrics turbine issue, with the exclusion of FIT01 
flow calibration was unachievable. In view of this, a removable mounting bracket was 
fabricated for FIT02 as seen in Figure 109. This enabled the flowmeter to be quickly swapped 
between the two systems when required.  








A Direct Synthesis controller uses a process model to synthesize a feedback controller that 
will cause the process response to follow a specified reference trajectory [4]. For a pure 
capacity system to follow a first order reference trajectory, the Direct Synthesis controller 
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Equation 11: Direct Synthesis Controller for a Pure Capacity System [4] 
 
For a first order system to follow a first order reference trajectory, the Direct Synthesis 
Controller will take the form shown in Equation 12.  
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τ. s  
Equation 12: Direct Synthesis Controller for a First Order System [4] 
 
Page | 176  
The SSI offline simulation was used to attain the step response of each PV in the plant. The 
data was imported to Simulink and a transfer function was fitted in each case. The transfer 
function, desired reference trajectory and synthesized controller for each PV is given in Table 
17. The reference trajectory was selected such that the controlled response would reach the 



































































 Kc=-3.09 τ =10.83 
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* A steady state offset was observed when testing the proportional only controller designed 
for LT03 using Direct Synthesis (see Figure 110). Theoretically this should not occur for an 
integrating system as the integral action occurs naturally in the system [4]. Further 
investigation is required to identify exactly what caused the offset. However, it was 
eliminated by adding a small amount of integral (τ ) to the controller.  
Figure 110: Steady State Offset for LT01 under Proportional Control 
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12.2. Relay Feedback Test  
The relay feedback, also known as auto tuning, makes use of a simple relay controller to 
determine the ultimate gain and period of a system using small amplitude inputs [4]. This is 
achieved by specifying upper and lower limits for the error (Set Point – PV) and using a relay 
to switch the MV when either limit is violated. The high limit MV should be selected such 
that it reduces the error and vice versa. This will cause the response to oscillate indefinitely. 




The recovered parameters can be entered into Equation 13 to find the ultimate proportional 
controller gain. This is the approximate controller gain for a proportional controller that 
would place the system on the verge of instability [4].  
 






With the ultimate gain and period, the feedback controller parameters can be tuned as per 
Ziegler-Nichols stability margin tuning rules 9 (see Equation 14) [4].  
 






The relay feedback test was carried out in Simulink (see Figure 111) using the transfer 
function models (see Appendix 12.1). The ultimate gain, period and tuned parameters for 
each feedback control loop in the UWS is shown in Table 18.  
 
Table 18: PI Controller Parameters Tuned Using the Relay Feedback Test 
MV / PV Pair  Kcu Pu (mins) Kc (mins) 
FCV01 / LT03 12.98 1.76 5.84 1.47 
PU09 / LT01 13.01 2.81 5.86 2.34 
FCV02 / LT04 12.98 1.25 5.84 1.04 
PU08 / LT02 12.90 2.71 5.81 2.26 
FCV04 / LT05 13.2 1.88 5.94 1.57 
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Figure 121: Range Change Sequence under Profit Control (Reduced Number of MVs) ‐ MV Response 
 
 
