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MULTILATERATION OF RANDOM NETWORKS WITH
COMMUNITY STRUCTURE ∗
RICHARD C. TILLQUIST† AND MANUEL E. LLADSER‡
Abstract. The minimal number of nodes required to multilaterate a network endowed with
geodesic distance (i.e., to uniquely identify all nodes based on shortest path distances to the selected
nodes) is called its metric dimension. This quantity is related to a useful technique for embedding
graphs in low-dimensional Euclidean spaces and representing the nodes of a graph numerically for
downstream analyses such as vertex classification via machine learning. While metric dimension has
been studied for many kinds of graphs, its behavior on the Stochastic Block Model (SBM) ensemble
has not. The simple community structure of graphs in this ensemble make them interesting in a
variety of contexts. Here we derive probabilistic bounds for the metric dimension of random graphs
generated according to the SBM, and describe algorithms of varying complexity to find—with high
probability—subsets of nodes for multilateration. Our methods are tested on SBM ensembles with
parameters extracted from real-world networks. We show that our methods scale well with increasing
network size as compared to the state-of-the-art Information Content Heuristic algorithm for metric
dimension approximation.
Key words. Erdo¨s-Re´nyi model, graph embedding, metric dimension, multilateration, resolving
set, stochastic block model
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1. Introduction. In the Euclidean plane any set of three affinely independent
points is enough to perform trilateration; in particular, every point in the plane can
be uniquely identified by its distances to such a set. This idea may be extended to
arbitrary metric spaces, and specifically to nodes in a graph, as follows.
Let G = (V,E) be a graph. Throughout this manuscript we think of D as the
distance matrix and of A as the adjacency matrix of G and denote the diameter of
G as diam(G). A set R ⊆ V is called resolving if for all u, v ∈ V , with u 6= v, there is
at least one r ∈ R such that D(u, r) 6= D(v, r). In this case, R is said to multilaterate
or resolve G as distances to these nodes are enough to uniquely distinguish all nodes.
The ability to resolve graphs in this way is relevant in a variety of settings,
including robot navigation [26], network discovery and verification [9], the Mastermind
game [15], and diffusions over networks [37]. More recently, graph embeddings based
on resolving sets have been applied to representing biological sequence data in a
way amenable to machine learning classifiers [40]. Indeed, if R resolves G then any
node in G may be embedded into the |R|-dimensional Euclidean space using the map
ΦR(v) := (D(v, r))r∈R, for v ∈ V . Finding small resolving sets is therefore of great
interest for a concise numerical representation of nodes in a graph, which, in turn,
improves the efficiency of algorithms exercising this representation.
The size of a minimal resolving set in a graph G, denoted β(G), is called its
metric dimension [21, 36]. Determining the metric dimension of arbitrary graphs is
an NP-complete problem [19, 26]. Nevertheless, exact formulae or bounds are known
for a variety of graph families [13, 21, 36, 40] as well as for random graph ensembles,
particularly random forests [30] and the Erdo¨s-Re´nyi model [6, 11]. While some of
these results are constructive, it is often the case that accurate estimates of metric
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2 R. C. TILLQUIST AND M. E. LLADSER
dimension can be achieved without exhibiting resolving sets explicitly. In particular,
these works do not necessarily elucidate how to multilaterate a given graph.
A number of approximation and heuristic algorithms have been developed for
finding resolving sets—though not necessarily minimal—in general graphs [27, 31].
The Information Content Heuristic (ICH) is among the most widely used of these
methods as it guarantees an approximation ratio of 1 + (1 + o(1)) · ln |V |, the best
possible for metric dimension [22]. Nevertheless, with a time complexity of O(|V |3)
for known D, this algorithm is prohibitively expensive when applied to large networks.
This motivates us to focus on networks generated according to specific random graph
models. By taking advantage of highly likely graph properties in these networks, it
may be possible to design approximation algorithms with improved average efficiency.
The Stochastic Block Model (SBM) is a generative graph model that serves as the
fundamental method by which graphs with simple community structure are modeled.
It has been studied extensively with respect to community detection and recovery
both theoretically [1, 2, 3, 25], and with respect to social interactions [12, 41], gene
expression [16, 24], and recommender systems [29, 34].
Let V = {1, . . . , n} and C be a partition of V into c subsets V1, · · · , Vc, represent-
ing communities. In this manuscript, we assume c ≥ 1 to be fixed and finite. Let P
be a (c× c) symmetric matrix with entries 0 ≤ Pi,j ≤ 1 for i, j ∈ {1, . . . , c}. A simple
graph G = (V,E) with n vertices is said to be generated by the SBM with parameters
C and P , in which case we write G ∼ SBM(n;C,P ), when for u ∈ Vi and v ∈ Vj
with u 6= v, the probability that {u, v} ∈ E is Pi,j .
In this manuscript, we address the resolvability of single and multi-community
SBMs. Our work is based on a careful and novel examination of adjacency information
only. Such an approach guarantees an upper bound for metric dimension and, for
many regimes of the SBM, is a good approximation of full distance information. With
one community, the SBM is equivalent to the Erdo¨s-Reny´ı random graph model, i.e.
G ∼ Gn,p. We determine highly likely resolving sets for G and improve an asymptotic
formula for β(G) in this case. When G ∼ SBM(n;C,P ) has multiple communities,
we propose several algorithms to determine subsets R ⊂ V that resolve G with high
probability. Estimating C and P from various real-world networks, we find that, while
the ICH algorithm discovers smaller resolving sets, our algorithms are substantially
faster, making them practical on large networks.
2. Adjacency Matrix. In determining the metric dimension of a graph G the
primary object of interest is its distance matrix, and especially off-diagonal entries.
These entries can nevertheless be highly dependent on one another. Indeed, for nodes
u 6= v in the same connected component, and w a neighbor of v, D(u,w) = D(u, v)−1
if w is on a shortest path from u to v, D(u,w) = D(u, v) + 1 if v is on a shortest path
from u to w, and D(u,w) = D(u, v) otherwise.
Note, however, that for u 6= v, D(u, v) = 1 if and only if A(u, v) = 1, and
D(u, v) ≥ 2 if and only if A(u, v) = 0. In particular, when diam(G) ≤ 2, the off-
diagonal entries of D are (up to a relabelling) in a one-to-one correspondence with the
off-diagonal entries of A. Thus, in graphs with a diameter at most 2, one should be
able to determine metric dimension from direct examination of adjacency, as opposed
to full distance, information. To carry forward this idea, we extend the notion of
metric dimension of a graph to a matrix.
Following [40], we define the metric dimension β(M) of an arbitrary matrix M
as the smallest number of columns required to make every row unique. (If M has at
least two identical rows, β(M) := +∞.) Accordingly, we say that a set R of columns
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resolves M if the rows of the latter are unique when only considering the columns in
R. In particular, β(M) is the size of a minimal resolving set of columns in M. Note
that in the context of graphs, the metric dimension of the distance matrix is the same
as that of the graph itself.
Our next result applies to arbitrary graphs, directed or not, with or without loops,
and of any diameter.
Lemma 2.1. Let G = (V,E) be a graph and define A∗ := A + diag(2), where
diag(2) is a diagonal matrix with the same dimensions as A and 2’s along its diagonal.
If R resolves A∗ then it also resolves D, and if R resolves A then it resolves A∗; in
particular, β(D) ≤ β(A∗) ≤ β(A).
Proof. Consider u, v ∈ V such that u 6= v. If R resolves A∗ then there is r ∈ R
such that A∗(u, r) 6= A∗(v, r). Assume without loss of generality that u 6= r; in
particular, A∗(u, r) = A(u, r). If A(u, r) = 0 then D(u, r) > 1 and A∗(v, r) ≥ 1.
If A∗(v, r) = 1 then D(v, r) = 1 < D(u, r), whereas if A∗(v, r) ≥ 2 then D(v, r) =
0 < D(u, r). On the other hand, if A(u, r) = 1 then D(u, r) = 1 and A∗(v, r) = 0
or A∗(v, r) ≥ 2. If A∗(v, r) = 0 then D(v, r) > 1 = D(u, r), whereas if A∗(v, r) ≥ 2
then D(v, r) = 0 < 1 = D(u, r). In either case, D(v, r) 6= D(u, r), which implies that
R resolves D; in particular, β(D) ≤ β(A∗).
Suppose next that R resolves A; in particular, if u 6= v then there is r ∈ R
such that A(u, r) 6= A(v, r). Without loss of generality assume that u 6= r. If
A(u, r) = 1 and A(v, r) = 0 then A∗(u, r) = 1 and A∗(v, r) ∈ {0, 2} according to
whether v = r or v 6= r. Similarly, if A(u, r) = 0 and A(v, r) = 1 then A∗(u, r) = 0
and A∗(v, r) ∈ {1, 3}. Since in either case A∗(u, r) 6= A∗(v, r), R also resolves A∗,
implying that β(A∗) ≤ β(A).
When dealing with large graphs, Lemma 2.1 offers a comparatively low complexity
alternative to find resolving sets. Indeed, generating the adjacency matrix of a graph
requires O(|V |2) time, while determining full distance information generally assumes
access to adjacency information and requires between O(|V ||E|) [39] and O(|V |3) [18]
time depending on the nature of the graph and its edge weights.
The next result is tailored for our discussion about the SBM ensemble in the
following section.
Corollary 2.2. If G = (V,E) is a graph without loops and with diam(G) ≤ 2
then β(D) = β(A∗).
Proof. From the previous lemma we know that β(D) ≤ β(A∗).
Next, suppose that R ⊂ V resolves D. Because of the hypothesis on G, for all
u, v ∈ V with u 6= v, A(u, u) = D(u, u) = 0 and A(u, v) = 2 − D(u, v). As a
result, for all u, v ∈ V , A∗(u, v) = 2 −D(u, v). In particular, if r ∈ R is such that
D(u, r) 6= D(v, r) then A∗(u, r) 6= A∗(v, r). This shows that any resolving set of D
also resolves A∗, hence β(A∗) ≤ β(D), which implies the corollary.
3. Stochastic Block Model Bounds. In the context of the SBM ensemble,
working with A or A∗ instead of D to bound metric dimension has two major ad-
vantages. First, unlike D, the entries of A and A∗ are independent (though not
necessarily identically distributed). Second, due to Lemma 2.1, the simpler structure
of A∗ facilitates the discovery of resolving sets of G. Of course, β(A∗) may be a
loose upper-bound of β(D). We show next, however, that across many regimes of
the SBM, diam(G) ≤ 2 with high probability; in particular, due to Corollary 2.2:
β(D) = β(A∗).
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To facilitate the study of the SBM as graph size increases, we define Gn ∼
SBM(n;Cn, Pn) in a way analogous to G ∼ SBM(n;C,P ). However, now Cn =
{V1,n, . . . , Vc,n} is a partition of {1, . . . , n} of some fixed size c ≥ 1, and Pn is a
symmetric matrix of dimension (c × c) with entries in [0, 1] for each n ≥ 1. In what
follows, ni := |Vi,n| and n :=
∑c
i=1 ni.
Lemma 3.1. Let sn(i, j) be the number of sets {u, v}, with u 6= v, such that
u ∈ Vi,n and v ∈ Vj,n, and let
K :=
{
(i, j) ∈ {1, . . . , c}2 such that lim sup
n→∞
sn(i, j)(1− Pn(i, j)) > 0
}
.
If Gn ∼ SBM(n;Cn, Pn), ninj →∞ for each (i, j) ∈ K, and for all n large enough:
(3.1)
c∑
k=1
nkPn(i, k)Pn(k, j) ≥ C · ln(ninj), for all (i, j) ∈ K
for some constant C > 1, then diam(Gn) ≤ 2 with high probability as n→∞.
Proof. Notice that sn(i, i) =
(
ni
2
)
and, for i 6= j, sn(i, j) = ninj . Let Wi,j denote
the number of sets of the form {u, v} with u ∈ Vi,n and v ∈ Vj,n such that d(u, v) > 2,
and define W :=
∑
1≤i≤j≤cWi,j . Due to Markov’s inequality:
P(diam(Gn) > 2) = P(W > 0) ≤ E(W ) =
∑
1≤i≤j≤c
E(Wi,j),
where
E(Wi,j) = sn(i, j)(1− Pn(i, j))
c∏
k=1
(1− Pn(i, k)Pn(k, j))nk−Ji=kK−Jj=kK.
If (i, j) /∈ K then E(Wi,j) = o(1) since E(Wi,j) ≤ sn(i, j)(1 − Pn(i, j)). Instead,
if (i, j) ∈ K then, using the well-known inequality (1 − x) ≤ e−x, we find from
equation (3.1) that
E(Wi,j) = O
(
ninje
−
c∑
k=1
nkPn(i,k)Pn(k,j)
)
= O
(
(ninj)
1−C) = o(1).
As a result, E(W ) = o(1) and P(diam(Gn) > 2)→ 0 as n→∞.
Assuming that all communities are of the same order of magnitude and applying
a stronger, reversed version of condition (3.1), a regime in which diam(G) > 2 with
high probability may be characterized as well.
Lemma 3.2. Let Gn ∼ SBM(n;Cn, Vn) with nj = Θ(n) for all 1 ≤ j ≤ c. If
there exists 1 ≤ i, j ≤ c such that
c∑
k=1
nkPn(i, k)
2 ≤ C · ln(n2); or(3.2)
c∑
k=1
nkPn(i, k)Pn(k, j) ≤ C · ln(n2) + ln(1− Pn(i, j)), and max
1≤k≤c
Pn(k, j) ≤ 1
2
(3.3)
for some constant C < 1, then diam(G) > 2 with high probability as n→∞.
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Proof. Define W and Wi,j as in the proof of Lemma 3.1 and let X{u,v} be the
indicator random variable associated with the event that d(u, v) > 2 for u, v ∈ Vn. As
a result
W =
∑
1≤i≤j≤c
Wi,j =
∑
u,v∈Vn
X{u,v}.
Let C < 1 and suppose that condition (3.2) holds. In particular, since nj = Θ(n)
for all 1 ≤ j ≤ c, there is i such that Pn(i, j)2 ≤ 2C ln(n)/n, which implies that
Pn(i, j) = o(1), nPn(i, j)
3 = o(1), and nPn(i, j)
4 = o(1).
Observe that
E(Wi,i) =
(
ni
2
)
(1− Pn(i, i))
c∏
k=1
(1− Pn(i, k)2)nk−2Ji=kK
∼ n
2
i
2
e−
∑c
k=1 nkPn(i,k)
2
≥ n
2
i
2
e−C ln(n
2)
→∞.
On the other hand
E(W 2i,i) =
 ∑
|{u,v}∩{w,t}|=2
+
∑
|{u,v}∩{w,t}|=1
+
∑
|{u,v}∩{w,t}|=0
E(X{u,v}X{w,t})
= I2 + I1 + I0,
where Ij is the summation associated with the indices such that j = |{u, v} ∩ {w, t}|.
Then I2 = E(Wi,i) = o(E(Wi,i)2) because E(Wi,i)→∞. Moreover:
I1 =
(
ni
2
)
(ni − 2)
(
1− Pn(i, i))2
c∏
k=1
(1− Pn(i, k) + Pn(i, k)(1− Pn(i, k))2
)nk−3Ji=kK
∼ n
3
i
2
e−
∑c
k=1 2nkPn(i,k)
2
= o(E(Wi,i)2),
and
I0 =
(
ni
2
)(
ni − 2
2
)
(1− Pn(i, i))2
c∏
k=1
(1− Pn(i, k)2)2(nk−4Ji=kK)
∼ n
4
i
4
e−
∑c
k=1 2nkPn(i,k)
2
∼ E(Wi,i)2.
Hence, E(W 2i,i) = I2 + I1 + I0 ∼ E(Wi,i)2, and the second moment method implies
that P(Wi,i > 0) → 1. Since P(W > 0) ≥ P(Wi,i > 0), it follows that diam(G) > 2
with high probability as n→∞.
Next, suppose that condition (3.3) holds for some C < 1. Then there is 1 ≤
i, j ≤ c such that Pn(i, k)Pn(k, j) ≤ 2C ln(n)/n for all 1 ≤ k ≤ c; in particular,
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Pn(i, k)Pn(k, j) = o(1) and nPn(i, k)
2Pn(k, j)
2 = o(1). Consequently:
E(Wi,j) = ninj(1− Pn(i, j))
c∏
k=1
(1− Pn(i, k)Pn(k, j))nk−Ji=kK−Jj=kK
∼ ninjeln(1−Pn(i,j))+
∑c
k=1 nk ln(1−Pn(i,k)Pn(k,j))
∼ ninjeln(1−Pn(i,j))−
∑c
k=1 nkPn(i,k)Pn(k,j)
≥ Θ(1) · n2(1−C) →∞
On the other hand, taking an approach similar to the one used for decomposing
W 2i,i, we find that
E(W 2i,i) =
∑
(u,v),(w,t)
E(X(u,v)X(w,t)) = I2 + I1 + I0
where u,w ∈ Vi,n and v, t ∈ Vj,n. Note that, because i and j may be different
communities, the order of vertex pairs matters in this case. Here I0 is associated
with indices for which u 6= w and v 6= t; I1 with indices for which u = w and
v 6= t, or u 6= w and v = t; and I2 with indices for which u = w and v = t so that
I2 = E(Wi,j) = o(E(Wi,j)2). Splitting I1 so that I1 = I(1)1 + I
(2)
1 , where I
(1)
1 restricts
pairs of indices (u, v) and (w, t) to u = w, whereas I
(2)
1 to v = t, we have
I
(1)
1 = ni
(
nj
2
)
(1− Pn(i, j))2
c∏
k=1
(
1− Pn(i, k) + Pn(i, k)(1− Pn(k, j))2
)nk−Ji=kK−2Jj=kK
∼ nin
2
j
2
e2 ln(1−Pn(i,j))−
∑c
k=1 nkPn(i,k)Pn(k,j)(2−Pn(k,j)).
As a result, using the additional hypothesis that max1≤k≤c Pn(k, j) ≤ 1/2, in particular,
(2− Pn(k, j)) ≥ 3/2 for all 1 ≤ k ≤ c, we obtain that
I
(1)
1
E(Wi,j)2
∼ e
−∑ck=1 nkPn(i,k)Pn(k,j)(2−Pn(k,j))
2ne−2
∑c
k=1
nkPn(i,k)Pn(k,j)
≤ e
1
2
∑c
k=1 nkPn(i,k)Pn(k,j)
2n
= O(nC−1)
= o(1).
Similarly, since
I
(2)
1 ∼
n2inj
2
e2 ln(1−Pn(i,j))−
∑c
k=1 nkPn(i,k)Pn(k,j)(2−Pn(i,k)),
we also have that
I
(2)
1
E(Wi,j)2
= o(1).
As a result, I1 = o(E(Wi,j)2).
Finally,
I0 = ninj(ni − 1)(nj − 1)(1− Pn(i, j))2
c∏
k=1
(1− Pn(i, k)Pn(k, j))2(nk−2Ji=kK−2Jj=kK) ·Qi,j ,
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where Qi,j is the probability that {u, t} 6∈ E or {u,w} /∈ E, and {v, w} 6∈ E
or {v, t} /∈ E, and {w, u} 6∈ E or {w, v} /∈ E, and {t, u} 6∈ E or {t, v} /∈ E.
Since Pn(i, i)Pn(i, j) → 0, the probability that {u, t} 6∈ E or {u,w} /∈ E (i.e.
1−Pn(i, i)Pn(i, j)) tends to 1. Similarly, the probability that {w, u} 6∈ E or {w, v} /∈ E
also tends to 1. Likewise, because Pn(i, j)Pn(j, j)→ 0, the probability of {v, w} 6∈ E
or {v, t} /∈ E, and of {t, u} 6∈ E or {t, v} /∈ E converge to 1. So Qi,j → 1, and as a
result:
I0 ∼ n2in2j (1− Pn(i, j))2
c∏
k=1
(1− Pn(i, k)Pn(k, j))2nk
∼ n2in2je2 ln(1−Pn(i,j))−
∑c
k=1 2nkPn(i,k)Pn(k,j)
∼ E(Wi,j)2.
Then E(W 2i,j) = I2 + I1 + I0 ∼ E(Wi,j)2, and again by the second moment method we
have that P(W > 0) ≥ P(Wi,j > 0)→ 1, which completes the proof of the lemma.
For G ∼ SBM(n;C,P ) with C and P constant, Lemma 3.1 implies diam(G) ≤ 2
with high probability (see Figure 1).
There are a variety of other regimes for which graphs in the SBM ensemble have
diameter at most 2 with high probability, sometimes unexpectedly. For instance,
consider the following two community SBM:
Pn =
[
o(1) 1
1 o(1)
]
.
In this case, the diameter of each individual community may be quite large, potentially
on the order of (1 + o(1)) ln(ni)ln(niPn(i,i)) if ln(ni) > niPn(i, i) and niPn(i, i) → ∞ [14].
Nevertheless, diam(G) ≤ 2 with high probability as n tends to infinity according to
Lemma 3.1. The intuitive reason for this is that the shortest path between two nodes
in the same community is likely to include nodes of other communities.
Fig. 1: G ∼ SBM(n;C,P ) with n = 2000, community sizes 1000, 500, 250, and
250, respectively, intra-community adjacency probability 0.7, and inter-community
adjacency probability 0.3. As expected from Lemma 3.1, diam(G) ≤ 2 in this case.
4. Resolvability of Single Community Random Networks. The single
community SBM is equivalent to the Erdo¨s-Re´nyi model Gn,p. Graphs in this en-
semble have n vertices and pairs of distinct vertices are neighbors with probability p,
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independently of all other pairs. We denote the distance and adjacency matrices of
Gn,p as Dn,p and An,p, respectively, and define A
∗
n,p := A+diag(2) as in Lemma 2.1.
Tight bounds on the metric dimension of Gn,p have been established [11]. These
results focus on several regimes defined by (n− 1)p, the expected degree of nodes in
Gn,p, and utilize complete distance information whenever possible. In this section,
we characterize the metric dimension of A∗n,p, and relate it to Dn,p.
Lemma 4.1. Let q = min{p, 1−p}. If ln(n)n = o(q) then β(A∗n,p) ≤ d −2 ln(n)ln(p2+(1−p)2)e
with high probability. On the other hand, if ln
2(n)
n1−C/2 = o(q) for some constant 1 < C < 2
then β(A∗n,p) ≥ b −C ln(n)ln(p2+(1−p)2)c with high probability.
Proof. In what follows, ri := p
i + (1− p)i for i ≥ 1.
To show the first part of the lemma set k := d−2 ln(n)ln(r2) e; in particular, n2rk2 ≤ 1.
We claim that under the hypothesis on p, k = o(n). In fact, since this is certainly
the case when p is bounded away from 0 and 1, and k is a symmetric function of p
about p = 1/2, it suffices to verify the claim only when p → 0+. But, in this case,
ln(r2) ∼ −2p, hence k ∼ ln(n)p = o(n) as claimed.
Next, select k columns in A∗n,p, and let W denote the number of pairs of rows
that are identical over the selected columns. Due to the first moment method, and
since rows corresponding to selected columns are guaranteed to be unique as a result
of diagonal entries, we obtain:
P(W > 0) ≤ E(W ) =
(
n− k
2
)
rk2
In particular, since
(
n−k
2
) ≤ (n2), we find that:
P(W > 0) ≤
(
n
2
)
rk2 ≤
n2rk2
2
≤ 1
2
.
Define Wi, for 1 ≤ i ≤ bn/kc, as the number of pairs of rows in A∗n,p that are
identical when the latter is restricted to the columns with labels (i− 1)k + 1, . . . , ik.
Since W1, . . . ,Wbn/kc are independent random variables and k = o(n), the above
inequality implies that
P(β(A∗n,p) > k) ≤ P
(
Wi > 0, for all 1 ≤ i ≤
⌊n
k
⌋)
≤
(
1
2
)bnk c
= o(1).
This shows the first part of the lemma.
To show the second part, let 1 ≤ k ≤ n be an integer, and S denote the total
number of resolving subsets of k columns in A∗n,p. In particular,
(4.1) P(S > 0) ≤ E(S) =
(
n
k
)
· P(W = 0),
with W defined in an analogous manner as above. To bound the last factor we use
an exponential bound from [23]. For this, let I be the set with elements of the form
{u, v}, where u and v are different rows in A∗n,p, and let X{u,v} be the indicator
function of the event that rows u and v are indistinguishable with respect to the given
set of k columns. The dependency graph associated with I is Γ = (I, EΓ) where
s, t ∈ I are adjacent when |s ∩ t| > 0. Following [23, Theorem 3] we have that
(4.2) P(W = 0) ≤ e−α,
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where
α := min
{
µ2
8∆
,
µ
6δ
,
µ
2
}
µ := E(W ) =
(
n− k
2
)
rk2
∆ :=
∑
{s,t}∈EΓ
E(XsXt) ≤ 3
(
n
3
)
rk3
δ := max
s∈I
∑
t∈I,{s,t}∈EΓ
rk2 ≤ 2(n− 2)rk2 .
Next, assume that ln
2(n)
n1−C/2 = o(q) for some constant 1 < C < 2. It follows from
the inequalities (4.1) and (4.2) that
(4.3) P (S > 0) ≤ ek ln(n)−α = nk
(
1− α
k ln(n)
)
.
Suppose first p→ 0+; in particular, ln(r2) ∼ −2p.
Due to the assumptions on C and q:
(4.4)
ln2(n)
n
 ln
2(n)
n2−C
 ln
2(n)
n1−C/2
 p.
In particular, ln(n)/n  p. So if we define k = b−C ln(n)ln(r2) c then k ∼
C ln(n)
2p  n
(equation (4.3) requires 1 ≤ k ≤ n). Since (n−k2 ) ∼ (n2), this implies that
µ ∼ n
2rk2
2
.
We show now that the right-hand side on equation (4.3) converges to 0. For this, it
suffices to prove that limn→∞ αk ln(n) = +∞, which we show considering each possibil-
ity for the minimum in α.
If α = µ
2
8∆ and since r
k
2 ≥ n−C , ln(r3)/ ln(r2) ≥ 3/2 for all 0 < p < 1, and
r3 ≥ 1/4, then
α
k ln(n)
∼ nr
2k
2 p
8C ln2(n)rk3
≥ n
1−2Cp
8C ln2(n)rk3
≥ r3n
1−2CeC ln(n)·ln(r3)/ ln(r2)p
8C ln2(n)
≥ n
1−C/2p
32C ln2(n)
−→∞,
because of equation (4.4).
If α = µ6δ , then
α
k ln(n)
∼ n
2rk2p
6nrk2C ln
2(n)
=
np
6C ln2(n)
−→∞
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Finally, if α = µ2 , then
α
k ln(n)
∼ n
2rk2p
C ln2(n)
≥ n
2−Cp
C ln2(n)
−→∞
Next, suppose that p ∈ (0, 1); in particular, p is bounded away from 0 and 1
and ln(r) = Θ(−2p). Following the same argument as above, it can be shown that
limn→∞ n
k
(
1− α
k ln(n)
)
= 0. Hence, in all cases P (S > 0) ≤ (nk)P (W = 0)→ 0 and the
conclusion follows. 
The following is now a direct consequence of Lemma 4.1.
Corollary 4.2. Let q = min{p, 1 − p}. If ln2(n)
n1−C/2 = o(q) for 1 < C < 2, then
β(A∗n,p) ∼ −2 ln(n)ln(p2+(1−p)2) , with respect to convergence in probability.
We are now able to relate the metric dimensions of A∗n,p and Dn,p in the Erdo¨s-
Re´nyi model. We note that while the rate of convergence of p towards zero implied
by our methods is weaker than the one found in [11], our next result improves on the
rate of convergence towards one.
Corollary 4.3. Let q = min{p, 1 − p}. For ln2(n)
n1−C/2 = o(q) where 1 < C < 2,
β(Gn,p) = β(A
∗
n,p) ∼ −2 ln(n)ln(p2+(1−p)2) with high probability as n tends to infinity.
Proof. Since
√
2 ln(n)
n  p, diam(Gn,p) ≤ 2 with high probability [10, Theorem
8.5]. Then Corollary 2.2 implies that β(Gn,p) = β(A
∗
n,p). The result follows from
Corollary 4.2.
For the particular case with p = 1/2, it follows from [6] that β(Gn,1/2) ≤
d3 ln(n)/ ln(2)e with high probability as n goes to infinity. Indeed, an O(n2) algorithm
for checking whether or not two random graphs of size n are isomorphic presented
in [6] uses the d3 ln(n)/ ln(2)e vertices of highest degree as a kind of resolving set.
Intuitively, however, since the degree distribution of Gn,1/2 is Binomial and hence
concentrated around its mean [5, 17], and since Gn,1/2 should be a highly homoge-
neous graph, the degree differences between nodes should be inconsequential when
searching for a resolving set. Our next result shows that this is precisely the case and
generalizes the bound for β(Gn,1/2) to arbitrary Erdo¨s-Re´nyi graphs.
Corollary 4.4. Any set of k ≥ −3 ln(n)ln(p2+(1−p)2) nodes resolves Gn,p with probability
greater than or equal to (1− 1/2n). In particular:
β(Gn,p) ≤
⌈ −3 ln(n)
ln(p2 + (1− p)2)
⌉
,
with high probability as n increases.
Proof. Let r := p2 + (1− p)2. Due to Lemma 2.1, it suffices to show that any set
of k ≥ −3 ln(n)/ ln(r) columns resolves the matrix A∗n,p for Gn,p with probability at
least (1− 1/2n). (The rate of convergence towards 1 of this probability is somewhat
arbitrary, and was selected only to reproduce the result in [6] for p = 1/2.)
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Following an analogous argument as in the proof of Lemma 4.1, let W denote the
number of pairs of rows that cannot be distinguished over the selected columns. Due
to the first moment method, we have
(4.5) P(W > 0) ≤ E(W ) ≤
(
n
2
)
rk ≤ n
2rk
2
≤ 1
2n
,
where the last inequality assumes that k ≥ −3 ln(n)/ ln(r). This shows the corollary.
5. Resolvability of Random Networks with Multiple Communities. In
this section, our goal is to resolve—with as few nodes as possible—G ∼ SBM(n;C,P )
with known parameters; in particular, our analysis is no longer asymptotic.
More precisely, for a given user-defined threshold 0 < α < 1, we aim to prescribe
k1, . . . , kc, such that ki nodes selected uniformly at random from community i resolve
the multiple community graph with probability at least (1 − α). The challenge is to
meet this threshold minimizing
k :=
c∑
i=1
ki.
We emphasize that nodes in the alleged resolving set are selected at random (within
each community) to have a randomized algorithm capable of handling large networks
in practice.
In what follows, G ∼ SBM(n;C,P ) and A∗ is the modified version of the adja-
cency matrix of G with 2’s along the diagonal (see Lemma 2.1). Observe that while
the entries in this matrix are independent, rows from different communities are not
necessarily identically distributed. Furthermore, define
r(i, j, `) := P (i, `)P (j, `) + (1− P (i, `))(1− P (j, `)),
i.e. the probability that A∗(u,w) = A∗(v, w) for given but distinct nodes u ∈ Vi,
v ∈ Vj , and w ∈ V`.
In what remains of this section, W denotes the number of pairs of rows in A∗ that
collide over the k random columns. Then, due the first moment method and recalling
that the diagonal entries of A∗ guarantee that rows corresponding to selected columns
are unique, we have:
(5.1) P(W > 0) ≤ E(W ) ≤ f(k1, . . . , kc),
where f : Nc0 → R is defined as
(5.2) f(k) :=
∑
1≤i≤j≤c
s(i, j)
c∏
`=1
r(i, j, `)k` ,
with s(i, j) :=
(|Vi|
2
)
when i = j, and s(i, j) := |Vi||Vj | when i 6= j. We note that f(k)
is a tight upper-bound of E(W ) when ki  |Vi| for each community i, which is what
we usually expect.
We aim to determine k ∈ Nc0 that minimizes
∑c
i=1 ki subject to f(k) ≤ α. A very
useful property for this integer programming problem is that f(y) ≤ f(x) whenever
x ≤ y, i.e. when each coordinate of x is at least as small as the corresponding
coordinate of y. In other words, f is decreasing with respect to the partial order ≤.
In particular, if f(y) > α for certain y ∈ Nc0 then all x ≤ y may be eliminated from
the search space.
In what follows, we assume that f(|V1|, . . . , |Vc|) ≤ α. This condition is necessary
and sufficient for the existence of a feasible point because f is decreasing.
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5.1. The MINE Algorithm. Because the function f is decreasing, our integer
programming problem may be alternatively phrased as determining the largest h ≥ 1
such that f(k′) > α for each k′ ∈ Sh−1. To accomplish this in an efficient manner,
we require the following definitions.
Definition 5.1. For each integer h ≥ 0, define Sh := {k ∈ Nc0 |
∑c
i=1 ki = h}.
Further, define the Downward operator D : ∪h≥1Sh → ∪h≥0Sh, which subtracts 1 from
the leftmost strictly positive entry of k ∈ Sh, and the Upward operator U : ∪h≥0Sh →
∪h≥1Sh, which adds 1 to k1.
The terminology in the above definition is motivated by the following observations:
if x ∈ Sh, with h ≥ 1, thenD(x) ∈ Sh−1, and if y ∈ Sh, with h ≥ 0, then U(y) ∈ Sh+1.
Definition 5.2.  denotes the reverse lexicographic order on Nc0, i.e. x  y if
and only if x = y, or xi > yi for the smallest index 1 ≤ i ≤ c with xi 6= yi.
The key insight behind our method is given by the following result.
Lemma 5.3. Let h ≥ 1. If k ∈ Sh and k′ ∈ Sh−1 are such that k′  D(k), then
k′ < U(k′)  k.
Proof. Define a := D(k) and b = U(k′). Since k′1 < b1 but k
′
i = bi for 1 < i ≤ c,
we have k′ < b. On the other hand, if k1 = 0 then b1 ≥ 1, and b  k as claimed.
Instead, if k1 > 0 then k = U(a). Since k
′  a, either k′ = a or k′i > ai for
the smallest index 1 ≤ i ≤ c with k′i 6= ai. Assuming the former, b = U(a) = k.
Assuming the latter, i must also be the first index at which bi 6= ki and bi > ki.
Thus, in either case, b  k as claimed.
Lemma 5.3 allows us to use the Downward operator to reduce h but without
having to explore all of Sh−1 for an optimum of our integer programming problem.
Indeed, suppose that for some h ≥ 1 we have found k ∈ Sh such that f(a) > α, for all
a ≺ k with a ∈ Sh, but f(k) ≤ α. Then, due to the lemma, if k′ ∈ Sh−1 and k′ ≺ D(k)
then k′ < U(k′) ≺ k; in particular, because f is decreasing, f(k′) ≥ f(U(k′)) > α i.e.
f(k′) > α. In conclusion, D(k) is the smallest point in Sh−1 with respect to the total
order  that may be feasible.
Algorithm 6.1, or MINE (Minimizing Indistinguishable Nodes via Expectation),
implements the above observation as follows.
At the onset, k is determined such that f(k) ≤ α and f(k − e) > α, for each
canonical vector e ∈ Nc0 such that (k−e) ∈ Nc0. This k is found using a forward greedy
search (Algorithm 6.2)—see Figure 2 top left, followed by a backward greedy search
(Algorithm 6.3)—see Figure 2 top right. We emphasize that the second requirement
on k is not essential; however, it works well in practice to start the optimum search
with a smaller value of h.
Set h ←∑ci=1 ki, with k as above. MINE proceeds searching for feasible points
in Sh−1 starting with (h−1, 0, . . . , 0) ∈ Nc0, the smallest point in Sh−1 w.r.t. the order
. Each time a point in Sh−1 is deemed unfeasible, its successor w.r.t.  in Sh−1
is determined (Algorithm 6.4), which is checked for feasibility—see Figure 2 bottom
left. This process continues until either, no point in Sh−1 is deemed feasible, in which
case k is an optimum, or a point x ∈ Sh−1 is found such that f(x) ≤ α, in which
case we reset h ← (h − 1), and the search for an optimum restarts at k ← D(x)
and follows its successors in Sh−1 (always w.r.t. ). MINE repeats the last process,
incrementally reducing the value of h, until a successor of the last feasible k has no
successor in Sh, in which case k is an optimum—see Figure 2 bottom right.
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k1
k 2
Forward Greedy Search
k1
k 2
Backward Greedy Search
k1
k 2
Minimize h
k1
k 2
Completed Search
Fig. 2: A schematic of the main steps of the MINE algorithm with two communities.
f(k) ≤ α at green points, f(k) > α is verified explicitly at red points, f(k) > α is
implicit at orange points, and the green star represents an optimal solution k. Black
arrows record the most recent stage of the algorithm while grey arrows record older
stages.
6. Illustration on Derived Synthetic Networks. To gain an understanding
of the MINE algorithm (Algorithm 6.1) in terms of both runtime and resolving set
size, we applied it to synthetic networks generated via the SBM with parameters
estimated from several real world networks—see Table 1 and Figure 3.
Community sizes were altered so that graphs of varying sizes could be considered.
Specifically, we set
|Vi| = n · |Vˆi|∑c
j=1 |Vˆj |
,
rounded to the nearest integer, where Vˆi is a labeled community in the original net-
work. We focused on networks with n ≈ 10000 nodes so that the ICH algorithm may
be run in a reasonable amount of time. Standardizing vertex labels so that commu-
nities consist of consecutively labeled nodes, we generated 30 synthetic networks for
each set of parameters.
A total of five algorithms were considered for each network—see Table 2. Tech-
niques depending on selection of random nodes were applied 50 times to each network.
Due to long run times, however, the ICH algorithm was only run 10 times. The time
required to compute full distance information for networks half this size was already
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Network Communities Size (community sizes) P
Political Blogs [4] 2 1222 (586, 636)
[
0.043 0.004
0.004 0.039
]
Political Books [28] 3 105 (49, 43, 13)
0.162 0.006 0.0530.005 0.190 0.043
0.053 0.043 0.115

Zachary’s Karate Club [42] 2 34 (17, 17)
[
0.257 0.038
0.038 0.228
]
David Copperfield [32] 2 112 (58, 54)
[
0.063 0.098
0.098 0.010
]
Primary School [38] 3 236 (110, 112, 14)
0.198 0.204 0.1600.204 0.268 0.166
0.160 0.166 0.297

Table 1: Descriptions of real world networks.
Algorithm Description Randomized
MINE Minimizing Indistinguishable Nodes via
Expectation (Algorithm 6.1)
No
ICH Use the Information Content Heuristic to
find a resolving set [22]
Yes
Greedy Iteratively select nodes from communities
according to Algorithm 6.2
Yes
Preorder Order nodes within communities based
on the function f(·) (equation (5.1)).
Consider communities based on the order
prescribed by Algorithm 6.2
No
Random Iteratively select nodes uniformly at ran-
dom from the full graph
Yes
Table 2: Descriptions of algorithms.
substantial (Table 3) and, since the fraction of shortest paths with length greater
than 2 is less than 0.001 for all networks with 5000 nodes, except those based on the
political blogs network (Table 4), we expect A∗ = 2−D and D to be nearly identical
in most cases for large networks. All results and associated code are available on
GitHub (https://github.com/riti4538/SBM-Metric-Dimension).
Network Distance Matrix Construction Time
Political Blogs 31095.5± 212.12
Political Books 30851.17± 293.2
Karate Club 30134.45± 251.75
David Copperfield 29950.99± 198.65
Primary School 30137.52± 256.05
Table 3: Time in seconds required to generate full distance matrices for networks of
size n = 5000 using the NetworkX Floyd-Warshall implementation [20].
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(a) Political blogs (b) Political books
(c) Karate Club (d) David Copperfield
(e) Primary school
Fig. 3: Visualizations of real world networks with nodes colored according to commu-
nity membership (see Table 1) generated with Gephi [8].
For threshold values α ∈ {0.005, 0.01, 0.1, 0.2}, MINE is very fast. Resolving sets
for networks with ∼ 10000 nodes are found in less than 3 seconds (Table 5). The
difference in run times as α decreases, that is as we become more strict regarding
our certainty that a resolving set will be found, is small but generally increasing.
The change in resolving set sizes as α decreases is more pronounced (Table 6). In
particular, a larger subset of nodes is required to guarantee resolvability when α is
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Network Fraction of Paths with Length > 2
Political Blogs 0.216
Political Books 0.001
Karate Club 5.770× 10−10
David Copperfield 1.538× 10−18
Primary School 3.095× 10−12
Table 4: Fraction of shortest path lengths greater than 2 across all synthetic networks
of size n = 5000 for each set of real world parameters.
smaller. The difference, however, between the number of nodes required when α is
0.005 versus 0.2 is comparatively small, less than 1% the size of the full network. So,
while considering a set with a 20% probability of failing to resolve a network seems
impractical, the distinction between such a set and a set with only a 0.5% probability
of failing to resolve a network translates into a small percentage of the network size.
Overall, the size of resolving sets found with MINE depends substantially on P .
For instance, networks based on the political blogs data set are relatively sparse and
require more nodes to uniquely identify all nodes with high probability.
Network α = 0.005 α = 0.01 α = 0.1 α = 0.2
Political Blogs 2.9± 0.25 2.87± 0.28 2.58± 0.2 2.55± 0.24
Political Books 2.5± 0.06 2.41± 0.12 2.07± 0.14 1.97± 0.18
Karate Club 0.66± 0.07 0.64± 0.08 0.6± 0.14 0.59± 0.13
David Copperfield 1.04± 0.06 1.04± 0.08 0.94± 0.05 0.93± 0.08
Primary School 0.72± 0.04 0.7± 0.1 0.59± 0.05 0.57± 0.08
Table 5: Time in seconds required to determine highly likely resolving sets using
MINE (n = 10000).
Network α = 0.005 α = 0.01 α = 0.1 α = 0.2
Political Blogs 506.73± 0.51 491.43± 0.62 440.87± 0.43 425.53± 0.5
Political Books 151.0± 0.0 146.0± 0.0 131.0± 0.0 126.0± 0.0
Karate Club 84.97± 0.18 82.0± 0.0 73.0± 0.0 71.0± 0.0
David Copperfield 157.03± 0.18 152.33± 0.47 137.0± 0.0 132.0± 0.0
Primary School 58.0± 0.0 56.0± 0.0 50.0± 0.0 48.0± 0.0
Table 6: Resolving set sizes determined using MINE (n = 10000).
The ICH algorithm, on the other hand, is extremely slow taking between 2700
and 20000 seconds, depending on the underlying network, to find resolving sets on
networks with 10000 nodes (Table 7). While full distance information may improve
the results of the ICH algorithm in some circumstances, the time required to generate
D would be substantial (Table 3). Nevertheless, the ICH algorithm is able to find
very small resolving sets, in some cases less than half the size as those discovered
using MINE (Table 6).
The discrepancy between resolving set sizes discovered with these two algorithms
can be partially explained by the generality of MINE. The ICH algorithm focuses on
the structure of a single network, taking advantage of specific relationships between
nodes whereas MINE applies to an ensemble of graphs. In fact, its output is not a
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set of nodes but a number of nodes to choose from each community. This output
can be used to generate highly likely resolving sets for any graph in the ensemble
SBM(n;C,P ). This allows MINE to be very fast even for large networks. However,
in order to accommodate the full ensemble SBM(n;C,P ), resulting resolving sets
might be larger than those found by examining specific graph instances.
Network ICH Greedy Preorder Random
Political Blogs 20182.13± 886.16 40.71± 23.07 67.08± 17.88 43.19± 26.64
Political Books 6073.3± 288.33 5.11± 2.74 51.79± 2.1 8.65± 4.45
Karate Club 4021.19± 205.36 1.43± 0.71 39.22± 1.34 2.03± 1.23
David Copperfield 6362.8± 312.41 3.83± 2.14 39.39± 1.95 13.7± 5.38
Primary School 2709.34± 310.22 0.73± 0.37 56.65± 2.06 0.76± 0.4
Table 7: Time in seconds required to find resolving sets using only adjacency infor-
mation (n = 10000).
Network ICH Greedy Preorder Random
Political Blogs 184.66± 0.91 393.09± 31.99 345.87± 27.15 396.03± 33.25
Political Books 71.52± 0.67 118.41± 9.39 108.07± 8.47 126.34± 11.75
Karate Club 45.98± 0.34 66.8± 4.7 63.4± 3.81 69.98± 6.19
David Copperfield 73.62± 0.66 123.73± 9.64 110.47± 7.48 151.41± 14.98
Primary School 32.3± 0.46 45.64± 3.47 42.53± 2.53 46.65± 3.38
Table 8: Resolving set sizes determined using only adjacency information (n = 10000).
The ideas underlying MINE can be used as the basis for a variety of other meth-
ods for finding resolving sets in G ∼ SBM(n;C,P ). Several such approaches were
implemented and tested alongside MINE and the ICH algorithm—see Table 2.
For instance, the forward greedy search described in Algorithm 6.2 can be used to
iteratively add nodes to a growing set until it is resolving. Since this approach checks
the resolvability of the set after the addition of each node, it requires substantially
more time to find a suitable set than MINE. It is, however, far faster than the ICH
algorithm, especially for large networks (Table 7). In addition, resolving sets discov-
ered in this way are smaller than those discovered by MINE but larger than those
discovered with the ICH algorithm (Table 8).
The greedy approach and MINE select a designated number of nodes uniformly
at random within each community. Since the adjacencies of nodes from the same
community come from the same distribution in the SBM, picking randomly within
communities seems reasonable. However, because we are interested in minimizing the
function f in equations (5.1)-(5.2), preemptively ordering nodes within communities
based on this function may result in smaller resolving sets. Therefore, we also consid-
ered a preorder algorithm following this node selection strategy. Though this order
is not updated as new nodes are added to a growing resolving set, initially sorting
the nodes according to f does slow the algorithm down (Table 7). Taking advantage
of small differences in nodes with respect to f also usually results in the discovery
of resolving sets slightly smaller than those discovered with a purely greedy method
(Table 8).
Finally, a fully randomized algorithm was tested. In particular, nodes were chosen
uniformly at random and added to a growing set until a resolving set was generated.
This strategy is comparable to but slightly slower than the greedy approach and
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results in slightly larger resolving sets (Table 8). This similarity in performance is not
surprising given how alike communities in the studied networks are with respect to
size and adjacency probabilities. Consider, however, a graph G ∼ SBM(10000;C,P )
with two communities of the same size and
P =
[
0.5 0.1
0.1 0.01
]
.
In this case, the greedy approach focuses on community one, taking 6.58±1.52 seconds
and finding resolving sets of size 85.17± 6.81 over 30 synthetic network instances and
50 replicates on each instance. The random strategy takes approximately the same
number of nodes from each community. Since nodes from community two are not as
helpful in uniquely distinguishing nodes, more time is taken (20.86± 5.53 seconds) in
generating larger resolving sets (154.34± 16.02).
Summarizing, we have established very general regimes for which each of these
algorithms work well. For small networks, the ICH algorithm is efficient enough to
produce nearly minimal resolving sets in a reasonable amount of time. As network
size increases and the ICH algorithm becomes prohibitively slow, new approaches for
finding resolving sets must be applied. When G ∼ SBM(n;C,P ), an iterative greedy
method based on Algorithm 6.2 and a strategy based on preordering the nodes of each
community are fast and provide small resolving sets. For extremely large networks
G ∼ SBM(n;C,P ) with known parameters C and P and for which repeatedly access-
ing adjacency or distance information may be time consuming, MINE can very quickly
determine a number of nodes to pick from each community to produce a resolving set
with high probability. It is worth noting that the efficiency of MINE depends on the
number of communities in the network. While this method is asymptotically faster
than the ICH algorithm, it may be slower for certain values of n and c.
Algorithm 6.1 Minimizing Indistinguishable Nodes via Expectation (MINE)
1: Input: c, the number of dimensions
2: α, a threshold on values of f to consider
3: Output: a point k ∈ Nc0 such that f(k) ≤ α and
∑c
i=1 ki is minimized.
4: x← ForwardGreedySearch(c, f, α)
5: x← BackwardGreedySearch(c, f, α,x)
6: y← ((∑ci=1 xi)− 1, 0, . . . , 0)
7: while y 6= {} do
8: if f(y) ≤ α then
9: x← y
10: y← D(y)
11: else
12: y← NextPoint(c,y)
13: end if
14: end while
15: return x
7. Conclusion and Future Directions. The metric dimension of a graph is
defined by pairwise distances between nodes. Dependencies among these values often
make it difficult to characterize the metric dimension of random graph ensembles,
including the SBM, precisely. We have shown, however, that adjacency information
alone is enough to determine an upper bound on the metric dimension of any graph
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Algorithm 6.2 Forward Greedy Search
1: Input: c, the number of dimensions
2: f , the function to be minimized over Nc0
3: α, a threshold on values of f to consider
4: Output: a point in Nc0 found via a greedy search to minimize f
5: x← (0, 0, . . . , 0)
6: while f(x) > α do
7: y← x
8: for i ∈ {1, 2, . . . , c} do
9: e = (0, 0, . . . , 0)
10: ei = 1
11: if f(x+ e) < f(y) then
12: y← x+ e
13: end if
14: end for
15: x← y
16: end while
17: return x
Algorithm 6.3 Backward Greedy Search
1: Input: c, the number of dimensions
2: f , the function to be maximized
3: α, a threshold on values of f to consider
4: x, the starting point
5: Output: a point in Nc0 found via a backward greedy search to maximize f
6: cont← true
7: while cont do
8: cont← false
9: y← x
10: for i ∈ {1, 2, . . . , c} do
11: e = (0, 0, . . . , 0)
12: ei = 1
13: if f(y) < f(x− e) ≤ α then
14: y← x− e
15: cont← true
16: end if
17: end for
18: x← y
19: end while
20: return x
(Lemma 2.1). Furthermore, this bound is tight when diam(G) ≤ 2 (Corollary 2.2), a
property that persists with high probability across a wide range of parameter values
for the SBM. Taking advantage of this observation, we have described an algorithm
(MINE) capable of finding small, highly likely resolving sets for a considerable fraction
of graphs in the SBM ensemble with known parameters C and P . This algorithm is
efficient and has a much wider range of network sizes on which it is applicable as
compared to the ICH algorithm.
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Algorithm 6.4 Next Point ( Successor)
1: Input: c, the number of dimensions
2: x ∈ Sh
3: Output: the successor n ∈ Sh of x with respect to 
4: if x1 = · · · = xc−1 = 0 then
5: return {} \\return the empty set if x has no successor in Sh
6: end if
7: i = c− 1
8: while xi = 0 do
9: i← i− 1
10: end while
11: n← x
12: ni ← xi − 1
13: if xc = 0 then
14: ni+1 ← xi+1 + 1
15: else
16: ni+1 ← xc + 1
17: end if
18: i← i+ 2
19: while i ≤ c do
20: ni ← 0
21: i← i+ 1
22: end while
23: return n
Going forward, this algorithm might be used to discover resolving sets in networks
with community structure in order to efficiently embed these kinds of networks in
real space [40]. Such embeddings could be provided as input to machine learning
and analysis algorithms to better study the processes underlying the formation of
communities.
Furthermore, a similar approach to analyzing metric dimension may prove fruitful
for other random graph ensembles such as those defined by a preferential attachment
mechanism [7, 33, 35].
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