Abstract The classic polynomial chaos method (PCM), characterized as an intrusive methodology, has been applied to uncertainty propagation (UP) in many dynamic systems. However, the intrusive polynomial chaos method (IPCM) requires tedious modification of the governing equations, which might introduce errors and can be impractical. Alternative to IPCM, the non-intrusive polynomial chaos method (NIPCM) that avoids such modifications has been developed. In spite of the frequent application to dynamic problems, almost all the existing works about NIPCM for dynamic UP fail to elaborate the implementation process in a straightforward way, which is important to readers who are unfamiliar with the mathematics of the polynomial chaos theory. Meanwhile, very few works have compared NIPCM to IPCM in terms of their merits and applicability. Therefore, the mathematic procedure of dynamic UP via both methods considering parametric and initial condition uncertainties are comparatively discussed and studied in the present paper. Comparison of accuracy and efficiency in statistic moment estimation is made by applying the two methods to several dynamic UP problems. The relative merits of both approaches are discussed and summarized. The detailed description and insights gained with the two methods through this work are expected to be helpful to engineering designers in solving dynamic UP problems.
Introduction
Dynamic system modeled as a set of ordinary differential equations (ODEs) widely exists in practical applications, such as missile trajectory design, satellite orbit planning, and Mars probe landing task, where the guarantee of the accuracy of the designed state trajectory is a major concern. It is oftentimes unavoidable that uncertainty is present in the initial conditions and system parameters, which may introduce variation of the designed trajectory and consequently paralyze the system. Therefore, it is necessary to study the impact of the uncertainty on the state trajectory, i.e. dynamic uncertainty propagation (UP). UP for dynamic systems has received much attention in recent years. State-of-the-art algorithms for dynamic UP often assume that the system can be modeled as a linear Gaussian process. However, as demonstrated in Ref. 1 , propagation of the state uncertainty fails to remain Gaussian for long integration time in the presence of highly nonlinear dynamics. To address this issue, there are many popular nonlinear methods including Monte-Carlo (MC), 2 Markov chain MC (MCMC), 3 Gaussian mixtures, 4 unscented Kalman filtering (UKC), 5 and Fokker-Planck-Kolmogorov framework. 6 An alternative approach to the dynamic UP is the polynomial chaos method (PCM, also named as stochastic finite element), [7] [8] [9] [10] which is based on the original theory of Wiener on homogeneous chaos. 11 One notable advantage of the PCM is that the analytical expression of the state uncertainty can be obtained through expanding the uncertain quantities in terms of a weighted summation of certain prescribed random orthogonal polynomial basis functions. Generally, the PCM used at present is built on the Wiener-Askey polynomial chaos. 9 The original PCM is characterized as an intrusive methodology with which the system governing equations have to be extensively altered. The intrusive polynomial chaos method (IPCM) has been applied to dynamic UP in many problems. As the extensions of Wiener's polynomial chaos and Galerkin projections, a new method employing the Wiener-Askey polynomial chaos for solving stochastic differential equations was proposed. 9 Built upon IPCM, a stochastic spectral method to model uncertainty and its propagation in simulations of incompressible flows was developed. 10 With IPCM, a computational framework employing was presented to analyze the evolution of the uncertainty in state trajectory of a hypersonic air vehicle considering initial condition uncertainty and parameter uncertainty, in which the produced results achieve great agreements to those of MC at much more efficient computational cost. 12 IPCM was also applied to dynamic UP in solving trajectory optimization problems. 13 However, in order to apply the intrusive method, the existing codes have to be materially modified, which is very tedious at the risk of bringing about errors, hence is not preferable especially for some industrial codes that have been well validated. In some cases (e.g. the trajectory simulation model established in the MATLAB/Simulink platform, which has been modularized and validated based on physical experiments), altering the simulation codes is practically impossible, not to mention the coding error that may be inadvertently created. As an alternative approach to the classic intrusive method, the non-intrusive polynomial chaos method (NIPCM) has been proposed in Refs. [14] [15] [16] , in which the whole governing equations are considered as a black-box-type function so that it is kept intact with no modifications. This form of polynomial chaos has been extensively applied to mechanical or structure mechanics problems exhibiting impressive accuracy and efficiency. Literature has also seen lots of applications of NIPCM to dynamic problems. [17] [18] [19] [20] [21] However, very few early works have compared NIPCM to IPCM in terms of their merits and applicability. It is the interest of the present paper to comparatively discuss the mathematical procedures of both polynomial chaos forms (IPCM and NIPCM) for dynamic UP. The two methods are then applied to dynamic UP for statistic moment estimation, of which the relative accuracy and efficiency are compared and discussed. Meanwhile, the results of the MC method are further employed as the reference to benchmark both approaches.
The rest of this paper is organized as follows. In Section 2, the procedures for the application of NIPCM as well as IPCM to dynamic UP are described in detail. In Section 3, NIPCM and IPCM are applied to two numerical examples and a gliding trajectory problem for dynamic UP. The produced results of both methods are compared and further verified against the MC method. Remarks and conclusion will be made in the final section.
Computation scheme
As mentioned in the introduction, the PCM employed in this work is built on the Wiener-Askey polynomial chaos. 9 Generally, a dynamic system is modeled as a set of ODEs with dimension q. (1)). With the consideration of uncertainties, the original governing ODEs become stochastic ODEs. Actually, the dynamic UP here is essentially the process of solving the stochastic ODEs. Without loss of generality, two types of uncertainties are considered in this work, uncertainty from the initial condition y(t 0 ) and uncertainty from the parameter a. With the consideration of these uncertainties, y(t) becomes stochastic, which can be quantified by probabilistic measures such as mean and variance. Although the procedure of using IPCM for dynamic UP has been outlined in the above researches during the introduction part, it is described with more details here for the sake of clear comparison between the two forms of PCM. Taking the dynamic system in Eq. (1) with q = 1 as an example, the processes of applying IPCM and NIPCM to dynamic UP are elaborated as follows, respectively.
IPCM for dynamic UP
A step-by-step description of using IPCM for UP in dynamic system with the consideration of both uncertainties in y(t 0 ) and a is given below. Readers can refer to Refs. 9,10,12 for more details.
Step 1. Since a and y(t 0 ) are random, y(t) is random. Based on the polynomial chaos theory, both the state y(t) and the stochastic parameter a can be represented as polynomial chaos expansion (PCE) models as
where
is a standard random vector of dimension d, h is a parameter indicating that the quantities involved are random variables defined over a space of random events, U i (n(h)) is a generic element in the set of multidimensional orthogonal polynomials of certain order, y i (t) and a i are the deterministic coefficients in the PCE models. For convenience, n(h) is simplified as n below. As is known, the orthogonal polynomials have the following notable properties:
where AEae denotes the inner product, d ij is the Kronecker delta, and W(n) is the weighting function. For random variables n with certain distributions, the family of orthogonal basis functions {U i (n)} can be chosen in such a way that its weight function W(n) has the same form as the probability density function. These orthogonal polynomials are members of the Askey scheme of polynomials. 22 Table 1 summarizes the correspondence of the choice of polynomials for a given distribution of n.
The number of terms for U i (n) in each PCE model in Eq. (2) is infinite, which must be truncated for the computational purpose. Thus the PCE model is generally truncated at some order p, and then the pth order PCE model can be rewritten as
Correspondingly, the number of PCE coefficients in each PCE model is P + 1, which is increased with the increase of p and d in the PCE model.
Step 2. Substituting Eq. (5) into Eq. (1) results in the following ODE:
Step 3. In Eq. (7), taking the Galerkin projection on each orthogonal polynomial U i (n) successively, the following deterministic ODEs including P + 1 coupled equations can be derived.
Step 4. It is noticed that y l (t) (l = 0, 1, . . . , P), i.e. the PCE coefficients for the PCE model of y(t) (see Eq. (5)), become the state variables in the above obtained (P + 1)-dimensional deterministic ODEs. All the parameters in Eq. (8) are deterministic, which can be solved by any standard ODE solver, such as the Runge-Kutta method. Through using IPCM, the stochastic ODEs with lower dimension (q = 1) are equivalently transformed to the deterministic ODEs with higher dimension q(P + 1).
Step 5. Once y l (t) (l = 0, 1 . . . , P) are obtained, the uncertainty property of the state y(t) evolving with time described by mean E(y(t)) and variance r 2 (y(t)) can be derived in the analytical formulations below: 
The computation of E(U i (n)U j (n)) and E(U i (n)) above only involves operation on the orthogonal polynomial chaos functions, hence can be analytically obtained conveniently.
Clearly, in order to solve the expanded higher dimensional ODEs, the PCE coefficients a i in a ¼ P P i¼0 a i U i ðnÞ that are not known beforehand have to be computed. Generally, the distribution parameters of a are known and hence a i can be calculated based on Eqs. (9) and (10) easily. For example, when a follows random normal distribution N (1, 0.1), the PCE model of order p = 1 with two PCE coefficients can be sufficiently accurate to represent a. For normal distribution, E(U i (n)) = 0, for i " 0 and EðU i ðnÞU j ðnÞÞ ¼ hU 2 i ðnÞid ij ¼ p!, so we can derive that a 0 = 1 and a 1 = 0.1.
From the above step-by-step description, it seems that only the parameter uncertainty is considered. How is the initial condition uncertainty? How does it impact the state trajectory y(t)? As we know, in order to solve the expanded q(P + 1)-dimensional deterministic ODEs, it is necessary to know the initial state values of state variables y 0 (t 0 ), y 1 (t 0 ), . . . , y P (t 0 ) beforehand, i.e. the PCE coefficients of y(t 0 ) at the starting point of time. Since the distribution parameters of y(t 0 ) are given, they can be easily derived based on Eqs. (9) and (10) as that in calculating a i . Through using IPCM, the impacts of both initial state uncertainty and parameter uncertainty are analytically propagated to y(t). If there is no uncertainty in a and y(t 0 ), the PCE coefficients in both of the PCE models will be: if i = 0, then a i = a, y i (t 0 ) = y 0 ; if i > 0, then a i = 0, y i (t 0 ) = 0. In this case, the expanded q(P + 1)-dimensional ODEs are actually degenerated to the original lower dimensional ODE in Eq. (1), meaning the dynamic system with no uncertainty is only a special case of considering uncertainties in IPCM.
The majority of computational time using IPCM for dynamic UP denoted by T 1 lies in solving the expanded q(P + 1)-dimensional deterministic ODEs (Eq. (8)), i.e. q(P + 1) coupled differential equations. If the time of solving the original q-dimensional ODEs (Eq. (1)) without considering any uncertainties is represented by T 0 , T 1 is slightly larger than (P + 1)T 0 , i. e. T 1 % (p + 1)T 0 . However, to transform the original lower-dimensional stochastic ODEs to the higherdimensional deterministic ODEs, it is required to dig into the original ODEs to make lots of modifications. When the original ODEs are complex with a large number of state variables, this usually takes a huge amount of preliminary effort before propagating uncertainties. In some cases (e.g. the trajectory simulation model established in the MATLAB/Simulink platform, which has been modularized and validated based on physical experiments), altering the standard simulation codes is practically impossible, not to mention the coding error that may be inadvertently created by altering the code. These greatly limit the applicability of IPCM for general dynamic UP.
NIPCM for dynamic UP
NIPCM has been widely applied to UP primarily for time-invariant mechanical and structure mechanics problems, where y = f(x) is considered as a black-box-type function with x as random input and y as random output. Similarly, in dynamic systems, the ODEs under uncertainties can also be treated as a black-box-type function with the stochastic parameters and stochastic initial states as random inputs and the stochastic states as random outputs. When conducting dynamic UP, what only needs be concerned is the relationship between the random inputs and outputs, and the need for the tedious and error-prone code modification process is eliminated. A step-by-step procedure of using NIPCM for UP in the dynamic system is described as follows.
Step 1. Treat the original stochastic ODEs as a black-boxtype function with random parameter a and random initial state y(t 0 ) as the inputs. The state performances y(t k ) (k = 1, 2, . . . , N) at certain time nodes t k (k = 1, 2, . . . , N) that are interested will be considered as the random outputs of the black-box-type function. For example, if we are interested in the evolution of the states trajectory in the whole time span, the time nodes will be selected within the whole time span. The interval between the neighboring time nodes can be selected as the same as what is adopted in the Runge-Kutta numerical integration method. In cases where the state performances at the terminal time t f is concerned, y(t f ) will be considered as the random output of the black-box-type function.
Step 2. Represent the states on each time nodes of interest y(t 1 ),y(t 2 ), . . . , y(t N ) as PCE models that are truncated at certain order p based on available computational resources, individually.
Each PCE model corresponding to each time node also contains P + 1 PCE coefficients y i (t k ) (i = 0, 1, . . . , P), which need to be calculated.
Step 3. Based on the orthogonality property of the orthogonal polynomial in Eqs. (3) and (4), for each PCE model, Galerkin projection is taken on every polynomial basis U i (n)(i = 0, 1, . . . , P). Then, corresponding to the kth time node interested, the lth PCE coefficients y l (t k ) can be obtained by
While the denominator term in Eq. (12) can be evaluated analytically since it is only related to the inner product of the orthogonal polynomials. The expectation in the numerator needs to be evaluated with sampling or numerical integration schemes. Approaches using the Latin hyper cube sampling 23 and the numerical integration 24 have been reported. According to the uncertainty information of the initial condition and parameter, sample points or quadrature nodes are selected for y(t 0 ) and a to compute the numerator. Dynamic system uncertainty propagation using polynomial chaos
Step 4. At each sample point or quadrature node, perform deterministic computations to obtain the corresponding states y(t k ) at those time nodes t k (k = 1, 2, . . . , N), i.e. solving the original ODEs (Eq. (1)) with no uncertainty by numerical integration method (Runge-Kutta). Once one deterministic computation is done, all the states y(t k )(k = 1, 2, . . . , N) at each time node interested can be obtained. These computations are independent, thus can be done in parallel to reduce computational time.
Step 5. Once the states y(t k ) (k = 1, 2, . . . , N) are obtained above, the PCE coefficients for each PCE model in Eq. (11) can be computed by Eq. (12) . In the same way, the probabilistic uncertainty properties of state y(t k ) at each time node interested can be derived by Eqs. (9) and (10) .
From above, it is found that by using NIPCM, the solving of the stochastic ODEs is converted to the repeated computation of solving the original deterministic ODEs for certain times. If the full factorial numerical integration method 24 is used to calculate the numerator in Eq. (12) and the number of quadrature nodes used in each dimension is Nq, the major computational time of using NIPCM denoted by T 2 comes from solving the original deterministic ODEs for (Nq) d times, i.e. T 2 % (Nq) 23 is employed to calculate the numerator, it is recommended to use 2(P + 1) sample points. In this case, T 2 % 2(P + 1)T 0 . Generally, T 2 is larger than T 1 (T 1 % (p + 1)T 0 ). Meanwhile, it is clear that with the increase of d, T 2 increases significantly resulting in the issue of curse of dimensionality, which would impede the application of NIP-CM. However, this problem can be greatly relieved by applying the sparse grid technique. 25 Furthermore, since the repeated computations in solving the deterministic ODEs in NIPCM are independent and can be done in parallel, this problem can also be mitigated as well by the parallel computing technique. A remarkable advantage of NIPCM is that it is much more convenient than IPCM since the stochastic dynamic system is simply treated as a black-box-type function without the need to go deep into the code and make modifications as what is the case for IPCM. These have shown the great applicability and potential of applying NIPCM onto dynamic UP.
Both IPCM and NIPCM for dynamic UP introduced above are built on the assumption that all random inputs can be described using independent normal, uniform, exponential, beta, and gamma distributions. The Wiener-Askey polynomial chaos is correspondingly employed to construct the PCE model. If other distribution types are present, the way of construction of PCE based on the Wiener-Askey polynomial chaos in this work is not applicable. One effective solution is to numerically generate the orthogonal polynomials, along with their Gauss points and weights that are optimal for given random variable sets having arbitrary probability density functions. 26, 27 It is another topic falling out of the scope of this paper, which will be explored in the future work.
Comparative studies
In this section, IPCM and NIPCM are applied to two numerical examples and a gliding trajectory problem to estimate the evolution of the state trajectory uncertainty. In this work, the mean and standard deviation are employed to describe the uncertainty properties of the states. Two types of uncertainties, initial state uncertainty and parameter uncertainty are both considered. The results of both methods are compared and further verified by the MC method to demonstrate the effectiveness of the two approaches. For both NIPCM and IPCM, the main work is to calculate the PCE coefficients for states, of which the accuracy determines the accuracy of dynamic UP. For IPCM, the PCE coefficients are obtained by solving the transformed expanded higher-dimensional deterministic ODEs. For NIPCM, this is done by repeatedly solving the original deterministic ODEs for a certain number of times. In the three problems studied below, the Runge-Kutta numerical integration method is used to solve all the deterministic ODEs. As it is the state uncertainty during the whole time span that is of our interest, the interval between the neighboring time nodes for NIPCM is selected to be the same as it is adopted in the Runge-Kutta method. When applying NIPCM, the full factorial numerical integration method 24 is employed to calculate the numerator in Eq. (12) and the number of quadrature nodes used in each dimension is set as Nq = p + 1. When n i follows the normal, uniform, and exponential distribution, the quadrature nodes are directly derived from the GaussHermite, Gauss-Legendre, and Gauss-Laguerre quadrature formula, respectively. 28 
Numerical Example 1
We start with a linear dynamic example and the differential equation is dyðtÞ dt ¼ ÀayðtÞ with the integration time span as t 2 [0, 1] and the initial state y(0) = 1. For both parameter uncertainty from a and initial state uncertainty from y(0), normal, uniform and exponential distribution are considered, respectively. Correspondingly, Hermite, Legendre and Laguerre polynomials are employed to construct the PCE models based on Table 1 . For the three distribution types of a and y(0), since the distribution parameters are given, the PCE coefficients for a and y(0) can be easily obtained accord- ing to Eqs. (9) and (10) . All the information about a and y(0) are listed in Table 2 , where l is mean value and r is standard deviation value, lb and ub are the lower and upper bounds of uniform distribution. For the three distribution types, NIPCM and IPCM are employed for propagating the state uncertainty. d is set as d = 2 in both methods since two independent uncertainty sources (initial and parameter uncertainties) are considered. Since this example is simple, the second-order Runge-Kutta method is used for solving the expanded (P + 1)-dimensional deterministic ODEs in IPCM and the original deterministic 1-dimensional ODE in NIPCM. From the simulation results, it is observed that for different uncertainty distribution types with different PCE order p, the PCE coefficients of state y(t) produced by the two approaches are almost the same. Here only the results for p = 2 are shown, with 6 PCE coefficients. Fig. 1 shows these coefficients for different distributions, from which it is found that clearly the curves of PCE coefficients (y 0 , y 1 , y 2 , y 3 , y 4 , y 5 ) of both methods are almost the same, which demonstrates the equivalence between IPCM and NIPCM for dynamic UP.
Usually, it is the uncertainty in the state trajectory that is of interest. Hence, the mean and standard deviation (std) of y(t) produced by both methods are computed and compared. In the test, when the number of sample points of the MC method increases from 90000 to 100000, the result almost keeps invariant. Therefore, the results of the MC method with 100,000 runs are used as the reference and the relative errors are calculated, respectively. In order to study the convergence property of the PCM, different PCE orders (p = 1, 2, 3, 4, 5) are tested with the corresponding errors calculated. Since the PCE coefficients produced by the two methods are the same, based on Eqs. (9) and (10), the relative errors should be the same as well. Therefore, only one curve is plotted to represent the results of both approaches. The relative errors for normal, uniform and exponential distributions are illustrated in Fig. 2 . It is observed that for the three distribution types, basically, the mean and std relative errors shrink with the increase of the PCE order p. When p = 5, the errors are fairly minimal indicating the results are very close to those of MC. These results indicate that the PCM have good convergence property, which demonstrates the effectiveness of NIPCM for dynamic UP. Furthermore, it is also noticed that with the increase of time, the error becomes larger and larger, which shows great agreement to that reported in Refs. 7, 8 . It is also noticed from the mean relative error curves in Fig. 2(b) that in some period of time, the PCE model with higher order does not persistently yield less error compared to lower order PCE models. The interpretation is that the ) since the mean value is only dependent on the first PCE coefficient that can generally be estimated accurately. Such difference of errors among different orders is caused by the numerical error during the calculation of the PCE coefficients. However, std relative errors would strictly decrease with the increase of PCE order.
The same distribution type of a and y(0) are considered above. For the case where the distribution type of uncertain parameter is different from the initial condition, the implementation procedure of both NIPCM and IPCM is almost the same, with the only difference that different types of orthogonal polynomial basis corresponding to different types of uncertainty source are used to construct the PCE model. It is expected that the same results can be obtained as in the case studied above. Next, different distribution types of a (normal) and y(0) (uniform) will be tested. Correspondingly, Hermite and Legendre polynomial basis with respect to a and y(0) are employed to construct the PCE model. All the settings are the same as above. The PCE coefficients for p = 2 with 6 coefficients, and the mean and std errors for different orders are shown in Fig. 3 . As have been observed above, the PCE coefficients produced by NIPCM and IPCM are almost the same, which demonstrates the equivalence of the two methods for dynamic UP. Meanwhile, the mean and std relative errors basically shrink with the increase of the PCE order p, and increase with the evolution of time, which show great agreements to the results above.
For this example, the computational cost for IPCM comes from solving the expanded (P + 1)-dimensional coupled ODEs, which is slightly greater than P + 1 (P + 1 = (p + 2) (p + 1)/2) times the computational cost in solving the original 1-dimensional deterministic ODE. For NIPCM, the cost is about (p + 1) 2 times with full factorial numerical integration employed for solving the numerator in Eq. (12) . Evidently, NIPCM needs more computational cost for this example. However, compared to MC (100000 runs), the efficiency is significantly improved.
Numerical Example 2
Example 2 is a nonlinear numerical problem with the integration time span as t 2 [0, 1], see Eq. (13) . Similar to Example 1, two distribution types of parameter a and initial state uncertainties y(0) are considered, and d is set as d = 2 in both methods. The distribution parameters and the corresponding PCE coefficients for a and y(0) are displayed in Table 3 . The 4th-order Runge-Kutta method is used for solving the expanded deterministic (P + 1)-dimensional ODEs in IPCM and the original 1-dimensional deterministic ODE in NIPCM due to the nonlinearity of this example.
For this test, similar to Example 1, the result of MC almost gets converged with 100,000 sample points. Therefore, the results of the MC method with 100000 runs are used as the reference and the relative errors are calculated, respectively. The PCE coefficients corresponding to p = 2 generated by both methods with different distributions are shown in Fig. 4 . Similar to Example 1, the PCE coefficients by NIPCM and IPCM are almost the same, indicating the equivalence between the two methods for UP in dynamic systems.
The evolution of the state trajectory uncertainty is also illustrated in Fig. 5 . As observed in Example 1, since the predicted PCE coefficients of NIPCM and IPCM are basically the same, the errors of both approaches are the same. Furthermore, the errors are reduced with the increase of the PCE order p, while increased with the evolution of time. These results further demonstrate the equivalence of NIPCM and IPCM and their effectiveness for dynamic UP. The computational cost for both methods is the same as that in Example 1. 
Van der Pol oscillator (Example 3)
In this part, IPCM and NIPCM are applied to the Van der Pol oscillator problem, 13 descripting as
À Á x 2 t 2 ½0; 5s
In this example, only parameter uncertainty in a following uniform distribution (a 2 [0, 1]) is considered and thus d is set as d = 1 in both methods. For uniform distribution, the basis functions for PCE model are Legendre polynomials. The 4th-order Runge-Kutta method is used for solving the expanded deterministic (P + 1)-dimensional ODEs in IPCM and the original 1-dimensional deterministic ODE in NIPCM due to the nonlinearity of this example. For this example, p = 4 with 5 PCE coefficients is firstly chosen for each state. The mean and std values of states are calculated and compared. The results of MCS method with 100,000 runs are employed to benchmark the effectiveness of both methods.
The PCE coefficients of x 1 and x 2 produced by NIPCM and IPCM are illustrated in Fig. 6 , from which it is found that the PCE coefficients by NIPCM (o) and IPCM (-) are basically very similar to each other. For y 0 and y 1 , the curves by both methods almost overlap each other, while some minor differences for y 2 , y 3 and y 4 exist between ICPM and NIPCM (see the partial enlargements of PCE coefficients for x 1 and x 2 ). Meanwhile, the difference of PCE coefficients between NIP-CM and IPCM appears to be more obvious and larger for x 2 . The reason is that the differential equation for x 2 is more nonlinear and complex than x 1 . The mean and std relative errors for both methods are shown in Fig. 7 . It is observed that generally NIPCM yields smaller errors compared to IPCM, which is consistent to what has been observed in Fig. 6 where the PCE coefficients by ICPM and NIPCM are different. The interpretation is that the modification of the original ODEs into an expanded higher-order ODEs in IPCM would induce more or less numerical error. Therefore, the PCE coefficients produced by both approaches are different and NIPCM is more accurate. From Fig. 7 , it is also found that both the mean and std relative errors of x 1 are fairly small for NIPCM, while the mean and std relative errors of x 2 are correspondingly larger than those of x 1 . This is consistent to what has been observed in Fig. 6 where the difference of PCE coefficients for x 2 between the two approaches is more obvious compared to x 1 .
In Fig. 7 , it is also observed that although both relative errors of x 1 and the mean relative error of x 2 for NIPCM are fairly small, the std relative error of x 2 is relatively large for NIPCM as well as IPCM especially at about t = 2.5 s. Therefore, the probabilistic density functions (PDFs) for x 1 and x 2 at t = 2.5 s as well as the final time t = 5 s (often one would concern the performance at the final time) are computed and compared, which are shown in Fig. 8 . It is noticed that for x 1 the PDFs produced by both methods are very close to each other, showing great agreements to that of MCS. For x 2 , the PDFs at the two time points of both methods exhibit relatively large difference from that of MCS. Especially at t = 2.5 s when the PDF of states exhibits bimodal distribution, the difference becomes more noticeable. This is consistent to what has been noticed in Fig. 7(b) where the std relative error of x 2 at t = 2.5 s is large for both NIPCM and IPCM.
For bimodal distribution in this example, p = 4 clearly is not accurate enough, calling for higher order PCE model, which is expected to yield more accurate estimations of the stochastic moments and PDF. Thus, higher order PCE model with p = 5 and p = 9 is tested. The std relative error of x 2 with both methods, and the PDFs of x 2 at the two time points for different orders are shown in Fig. 9 (a) (p = 5) and Fig. 9 (b) (p = 9). Clearly, with the increase of p, the std relative error of x 2 is reduced greatly and the error of NIPCM is still smaller compared to IPCM. Meanwhile, the PDFs of x 2 for p = 5 with both methods get closer to those of MCS at both time points. For p = 9, the PDFs of x 2 are almost the same to those of MCS. These results further demonstrate the effectiveness of the PCM for dynamic UP. Different from the two simple examples above where NIPCM and IPCM produce almost the same results, NIPCM is more accurate than IPCM especially for mean and std estimations in this example. The interpretation is that this example is more complex and the states exhibit bimodal distribution, in which the modification of the original ODEs for IPCM induces more numerical error.
Gliding trajectory uncertainty propagation (Example 4)
Example 4 is a trajectory simulation problem with control law of certain gliding aerocraft. If neglecting the impact of earth rotation and geodesic curvature, the original ODEs are
where m is the mass of aerocraft, S the reference area and g the acceleration of gravity, which are all constants; V the velocity, h flight path angle, L range, and h flight height, which are the four state variables; C x and C y are respectively the drag and lift coefficients; q is the dynamic pressure q = 0.5qV 2 with q (kg/ m 3 ) as the atmosphere density. C x and C y are calculated by linear interpolation with respect to angle of attack a, height h and Mach number Ma. a is the control quantity which is given beforehand for this problem. The initial states x 0 = [V 0 h 0 L 0 h 0 ] and some constant parameters are listed in Table 4 . Once the optimal control law a(t) is obtained, it is necessary to determine the impact of uncertainties, such as in the initial states or parameters, on the ending performance of the gliding aerocraft.
For this problem, two cases with uncertainty from the initial state V 0 are studied: normal distribution, l = V 0 , r = 0.05 V 0 and uniform distribution, lb = (1 À 0.05) V 0 , ub = (1 + 0.05) V 0 . We are interested in how sensitive the range L is to these uncertainties. Mean and std of L in the whole time span [0, 300] s obtained by both methods are compared. In common situations, PCE of order p = 2 or 3 can produce results with good agreements to MC simulation for the output PDF estimation, thus p = 3 is selected in this application.
The PCE coefficients for the two cases are illustrated in Fig. 10 . It is noticed that for both types of uncertainties from V 0 , the PCE coefficients produced by IPCM and NIPCM are clearly different, which is not as observed in the above two mathematical examples. This trajectory problem is much more complex and nonlinear than the previous two numerical examples. Specially, lots of aerodynamic piecewise interpolations are involved. Re-modification of the code has to be made for IPCM which may cause numerical errors and thus it is expected that IPCM would yield larger errors than NIPCM. Therefore the PCE coefficient results from two methods are different. Fig. 11 shows the mean and std relative errors of L for both methods, from which it is observed that for the mean estimations, both IPCM and NIPCM can produce good results that are very close to those of MC (10000 runs). Because the mean value is actually dependent on the first PCE coefficient, which can generally be accurately estimated. However, for the std estimations, the results of NIPCM show great agreement to those of MC, while IPCM produces relatively large errors. The interpretation is that for this gliding trajectory problem, the computations of aerodynamic coefficients C x and C y need piecewise interpolations of a and Ma. Meanwhile, the atmosphere density q is also a piecewise function of h. In this case, although Ma and h are stochastic due to the uncertainty sources, to apply IPCM, only the mean values of Ma and h have to be used to calculate these related parameters, which may cause errors if the aerodynamic coefficients or atmosphere density are highly nonlinear or non-smooth functions.
From the four examples studies above, some noteworthy observations can be made. First, NIPCM and IPCM basically achieve almost the same results indicating the equivalence of the two methods. However, when the re-modification of the original ODEs of IPCM induces additional numerical error, NIPCM can produce better results than IPCM. Therefore, one should be cautious in using IPCM for dynamic UP.
Second, it is much more convenient to apply NIPCM since it only treats the stochastic ODEs as a black box that is applicable to common users. Although for high-dimensional dynamic UP, NIPCM may suffer from curse of dimensionality issue, this problem can be remediated by using sparse grid or parallel computing techniques. Generally speaking, NIPCM is more promising for dynamic UP.
Conclusions
(1) To facilitate the implementation of the PCM to dynamic UP in practical engineering design, mathematical procedures of IPCM and NIPCM are described in this paper in a straightforward manner. (2) The two methods are compared for dynamic UP. The results show that basically NIPCM and IPCM can produce almost the same results, which demonstrate the equivalence of the two methods. But when it comes to complex problem where error would be induced in remodifying the original ODEs, NIPCM yields better results than IPCM. (3) Generally, compared to IPCM, NIPCM needs more computational cost especially for high-dimensional UP. However, using sparse grid or parallel computing, the efficiency of NIPCM could be greatly improved. In addition, to apply IPCM, tedious modification of gov- erning equations has to be made introducing extra errors. Therefore, NIPCM is more promising for dynamic UP compared to IPCM.
