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Abstract
The aim of this paper is to present an extragradient method for variational inequality as-
sociated to a point-to-set vector field in Hadamard manifolds and to study its convergence
properties. In order to present our method the concept of ǫ-enlargement of maximal monotone
vector fields is used and its lower-semicontinuity is stablished in order to obtain the convergence
of the method in this new context.
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1 Introduction
In its classical formulation, the variational inequality problem is an inequality involving a operator,
which has to be solved for all possible values of a given variable belonging to a convex set in a liner
space. As well known the variational inequality problem is an abstract model for various problems in
classical analysis and its applications, where the convexity and linear structure plays an important
role. However, in many practical applications the natural structure of the data are modeled as
constrained optimization problems, where the constraints are non-linear and non-convex, more
specially, the constraints are Riemannian manifolds; see [1, 6, 8–13,22,25,30,31,33,35,43,45]. Due
to such applications, interest in the development of optimization tools as well as mathematical
programming methods to Riemannian settings has increased significantly; papers published on this
topic include, but are not limited to, [2, 3, 7, 18,19,23,26,32,46,47,49,52–54].
In this paper, we consider the problem of finding a solution of a variational inequality problem on
Riemannian context, this problem were first introduced and studied by Ne´meth in [42], for univalued
vector fields on Hadamard manifolds, and for multivalued vector fields on general Riemannian
manifolds by Li and Yao in [38]; for recent works addressing this subject see [27, 39, 50, 51]. It
is worth noting that constrained optimization problems and the problem of finding the zero of a
multivalued vector field, which were studied in [2, 7, 21, 28, 36, 52], are particular instances of the
variational inequality.
The aim of this paper is to present an extragradient-type algorithm for variational inequality
associated to a point-to-set vector filed in Hadamard manifolds and to study its convergence prop-
erties. In order to present our method we utilize the concept of ǫ-enlargement introduced by [17]
in Euclidean spaces and generalized by [4] to the Riemannian context. It is worth mentioning that
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the concept of ǫ-enlargement in linear spaces has been successfully employed for a wide range of
purposes; see [16] and its reference therein. In particular, the ǫ-enlargement was used to establish
the iteration complexity of the hybrid proximal extragradient method, see [40]. The convergence
analysis of the extragradient algorithm in linear setting associated to a point-to-point operator
cannot be automatically extended to point-to-set operator. As was remarked in [34], the reason for
this failure is the lack of lower-semicontinuity of arbitrary maximal monotone operator. In [34] was
showed that the ǫ-enlargement of arbitrary maximal monotone operators are lower-semicontinuity
and then extended the extragradient algorithm to point-to-set operator. In this paper we show
that lower-semicontinuity remains valid for the ǫ-enlargement of arbitrary maximal monotone vec-
tor fields and this allowed us to prove the convergence of the extragradient algorithm for variational
inequalities associated to a point-to-set vector filed in Hadamard manifolds. Finally, we state that
the proposed method has two important particular instances, namely, the methods (3.1) of [34] and
(4.1) of [48].
The remainder of this paper is organized as follows. In Section 1.1, some notations and basic
results used in the paper are presented. In Section 2, the concept of enlargement of monotone vector
fields is introduced and some properties are obtained. In Section 3, an extragradient algorithm
for variational inequalities is presented and its convergence properties are studied. Finally, the
conclusions are presented in Section 4.
1.1 Notation and terminology
In this section, we introduce some fundamental properties and notations about Riemannian geom-
etry. These basics facts can be found in any introductory book on Riemannian geometry, such as
in [24] and [44].
Let M be a n-dimentional Hadamard manifold. In this paper, all manifolds M are assumed to
be Hadamard finite dimensional. We denote by TpM the n-dimentional tangent space of M at p,
by TM = ∪p∈MTpM tangent bundle of M and by X (M) the space of smooth vector fields on M .
The Riemannian metric is denoted by 〈 , 〉 and the corresponding norm by ‖ ‖. Denote the lenght
of piecewise smooth curves γ : [a, b]→M joining p to q, i.e., such that γ(a) = p and γ(b) = q, by
ℓ(γ) =
∫ b
a
‖γ′(t)‖dt,
and the Riemannian distance by d(p, q), which induces the original topology on M , namely, (M,d)
is a complete metric space and bounded and closed subsets are compact. For A ⊂M , the notation
int(A) means the interior of the set A, and if A is a nonempty set, the distance from p ∈ M to
A is given by d(p,A) := inf{d(p, q) : q ∈ A}. Let ∇ be the Levi-Civita connection associated
to (M, 〈 , 〉). A vector field V along γ is said to be parallel if ∇γ′V = 0. If γ
′ itself is parallel
we say that γ is a geodesic. Given that geodesic equation ∇ γ′γ
′ = 0 is a second order nonlinear
ordinary differential equation, then geodesic γ = γv(., p) is determined by its position p and velocity
v at p. It is easy to check that ‖γ′‖ is constant. We say that γ is normalized if ‖γ′‖ = 1. The
restriction of a geodesic to a closed bounded interval is called a geodesic segment. Since M is a
Hadamard manifolds the lenght of the geodesic segment γ joining p to q its equals d(p, q), the
parallel transport along γ from p to q is denoted by Ppq : TpM → TqM . Moreover, exponential
map expp : TpM →M is defined by expp v = γv(1, p) is a diffeomorphism and, consequently, M is
diffeomorphic to the Euclidean space Rn, n = dimM . Let q ∈ M and exp−1q : M → TpM be the
inverse of the exponential map. Set dq(p) := d(q, p) and note that dq(p) = ‖ exp
−1
p q‖. Furthermore,
we know that
d2(p1, p3) + d
2(p3, p2)− 2
〈
exp−1p3 p1, exp
−1
p3
p2
〉
≤ d2(p1, p2), p1, p2, p3 ∈M. (1)
2
〈
exp−1p2 p1, exp
−1
p2
p3
〉
+
〈
exp−1p3 p1, exp
−1
p3
p2
〉
≥ d2(p2, p3), p1, p2, p3 ∈M. (2)
A set, Ω ⊆ M is said to be convex if any geodesic segment with end points in Ω is contained
in Ω, that is, if γ : [a, b] → M is a geodesic such that x = γ(a) ∈ Ω and y = γ(b) ∈ Ω; then
γ((1 − t)a+ tb) ∈ Ω for all t ∈ [0, 1]. Let Ω ⊂ M be a convex set and p ∈ M . Thus the projection
PΩ(p) := {q˜ ∈ Ω : d(q˜, p) ≤ d(q, p), q ∈ Ω} of p onto Ω satisfies
〈
exp−1PΩ(p) q, exp
−1
PΩ(p)
p
〉
≤ 0, q ∈ Ω, (3)
see [28, Corollary 3.1]. The metric projection onto a nonempty, closed and convex subset Ω ⊂ M
is a firmly nonexpansive mapping; see [37, Corollary 1]. As a consequence, the projection mapping
is nonexpansive, i.e. there holds
d(PΩ(p),PΩ(q)) ≤ d(p, q) p, q ∈ Ω. (4)
Lemma 1.1. Let p¯, q¯ ∈M and {pk}, {qk} ⊂M be such that limk→+∞ p
k = p¯ and limk→+∞ q
k = q¯.
Then the following assertions hold.
i) For any q ∈M , limk→+∞ exp
−1
pk
q = exp−1p¯ q and limk→+∞ exp
−1
q p
k = exp−1q p¯;
ii) If vk ∈ TpkM and limk→+∞ v
k = v¯, then v¯ ∈ Tp¯M ;
iii) For any u ∈ Tp¯M , the function F : M → TM defined by F (p) = Pp¯pu each p ∈ M is
continuous on M ;
iv) limk→+∞ exp
−1
pk
qk = exp−1p¯ q¯.
Proof. For items (i), (ii) and (iii) see [36, Lemma 2.4]. For the item (iv), using triangular inequality
we obtain
‖ exp−1
pk
qk − Pp¯pk exp
−1
p¯ q¯ ‖≤‖ exp
−1
pk
qk − exp−1
pk
q¯ ‖ + ‖ exp−1
pk
q¯− Pp¯pk exp
−1
p¯ q¯ ‖ .
Since M have nonpositive curvature we have ‖ exp−1
pk
qk − exp−1
pk
q¯ ‖≤ d(qk, q). It follows then that
‖ exp−1
pk
qk − Pp¯pk exp
−1
p¯ q¯ ‖≤ d(q
k, q¯)+ ‖ exp−1
pk
q¯− Pp¯pk exp
−1
p¯ q¯ ‖ .
Taking limit with k goes to infinity in the last inequality and combining items (i) and (iii) we can
conclude that limk→+∞ exp
−1
pk
qk = exp−1p¯ q¯.
In the following result we present an important property of the parallel transport, which will
be importante to prove our main result.
Lemma 1.2. Let p¯ ∈ M , v¯ ∈ Tp¯M , t¯ ∈ [0, 1), {p
k} ⊂ M , {vk} ⊂ TpkM and {tk} ⊂ (0, 1) be such
that limk→+∞ p
k = p¯, limk→+∞ v
k = v¯ and limk→+∞ tk = t¯. Let {q
k} be defined by qk := exppk tkv
k,
for all k = 0, 1, . . .. Then, there holds
lim
k→+∞
Ppkqkv
k = Pp¯q¯v¯.
where q¯ := expp¯ t¯v¯ = limk→+∞ q
k.
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Proof. Since M is a Hadamard manifold and qk = exppk tkv
k, for all k = 0, 1, . . ., we have
−
1
tk
exp−1
pk
qk = vk, k = 0, 1, . . . . (5)
Hence, the definition of parallel transport along of the geodesic γk(t) = exppk tv
k implies that
1
1− tk
exp−1
qk
exppk v
k = −
1
tk
exp−1
qk
pk = Ppkqkv
k, k = 0, 1, . . . .
Thus, taking the limit as k goes to +∞ and using Lemma 1.1 we conclude that
lim
k→+∞
Ppkzkv
k =
1
1− t¯
exp−1q¯ expp¯ v¯.
Since q¯ = limk→+∞ q
k, taking limit as k goes to +∞in (5) and combining with the last equality we
obtain the desired result.
Let Ω ⊂M be a convex set, and p ∈ Ω. Following [36], we define the normal cone to Ω at p by
NΩ(p) :=
{
w ∈ TpM : 〈w, exp
−1
p q〉 ≤ 0, q ∈ Ω
}
. (6)
Given a multivalued vector field X :M ⇒ TM , the domain of X is the set defined by
domX := {p ∈M : X(p) 6= ∅} , (7)
Let X :M ⇒ TM be a vector field and Ω ⊂M . We define the following quantity
mX(Ω) := sup
q∈Ω
{‖u‖ : u ∈ X(q)} .
We say that X is locally bounded iff, for all p ∈ int(domX), there exist an open set U ⊂ M such
that p ∈ U and there holds mX(U) < +∞, and bounded on bounded sets iff for all bounded set
V ⊂ M such that its closure V ⊂ int(domX) it holds that mX(V ) < +∞; see an equivalent
definition in [36]. The multivalued vector field X is said to be upper semicontinuous at p ∈ domX
iff, for any open set V ⊂ TpM such that X(p) ∈ V , there exists an open set U ⊂ M with p ∈ U
such that PqpX(q) ⊂ V , for any q ∈ U . For two multivalued vector fields X,Y on M , the notation
X ⊂ Y implies that X(p) ⊂ Y (p), for all p ∈M .
Definition 1.1. A sequence {pk} ⊂ (M,d) is said to Feje´r convergence to a nonempty set W ⊂M
if, for every q ∈W , we have d2(q, pk+1) ≤ d2(q, pk), for k = 0, 1, . . . and q ∈W .
Proposition 1.1. Let {pk} be a sequence in (M,d). If {pk} is Feje´r convergent to nonempty set
W ⊂M , then {pk} is bounded. If furthermore, an accumulation point p of {pk} belongs to W , then
limk→∞ p
k = p.
Lemma 1.3. Let {ρk} be a sequence of positive real numbers and θ0 > 0. Define the sequence {θk}
by θk+1 = Minimize{θk, ρk}. The limit θ¯ of {θk} is equal to 0 if and only if 0 is a cluster point of
{ρk}.
Proof. See [34, Lemma 4.9].
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A multivalued vector field X is said to be monotone iff
〈
Ppqu− v, exp
−1
q p
〉
≥ 0, p, q ∈ domX, u ∈ X(p), v ∈ X(q). (8)
Moreover, a monotone vector field X is said to be maximal monotone, iff for each p ∈ domX and
u ∈ TpM , there holds:
〈
Ppqu− v, exp
−1
q p
〉
≥ 0, q ∈ domX, v ∈ X(q) ⇒ u ∈ X(p). (9)
The concept of monotonicity in the Riemannian context was first introduced in [41], for a single-
valued case and in [20] for a multivalued case. Further, the notion of maximal monotonicity of a
vector field was introduced in [36] and in [36, Theorem 5.1] is showed that the subdifferential of the
convex function is maximal monotone. The next result is an extension to the Hadamard manifolds
of its counterpart Euclidean and its proof is an immediate consequence of the definition of maximal
monotonicity and normal cone, respectively.
Lemma 1.4. Let Ω ⊂ M be a convex set and X be a maximal monotone vector field such that
domX =M . Then, X +NΩ is a maximal monotone vector field.
A multivalued vector field X is said to be upper Kuratowski semicontinuous at p if, for any
open set V satisfying X(p) ⊂ V ⊂ TpM , there exists an open neighbourhood U of p such that
PqpX(q) ⊂ V for any q ∈ U . When X is upper Kuratowski semicontinuous, for any p ∈ domX, we
say that X is upper Kuratowski semicontinuous; see [36]. It has been showed in [36] that maximal
monotone vector fields are upper semicontinuous Kuratowski and, if additionally domX =M , then
X is locally bounded M .
2 The enlargement of monotone vector fields
In this section, we recall some properties of the ǫ-enlargement of maximal monotone vector fields and
show its lower semicontinuous, in order to obtain the convergence of the extragradient method. We
begin by recalling the notion of ǫ-enlargement for multivalued vector fields on Hadamard manifolds
introduced in [4].
Definition 2.1. Let X be a multivalued monotone vector field on M and ǫ ≥ 0. The ǫ-enlargement
Xǫ : M ⇒ TM of X is the multivalued vector field defined by
Xǫ(p) :=
{
u ∈ TpM :
〈
Ppqu− v, exp
−1
q p
〉
≥ −ǫ, q ∈ domX, v ∈ X(q)
}
, p ∈ domX. (10)
The next proposition is a combination of [4, Proposition 2.6, Proposition 2.2].
Proposition 2.1. Let X be a monotone vector field on M and ǫ ≥ 0. Then, domX ⊂ domXǫ.
In particular, if domX = M then domXǫ = domX. Moreover, if X is maximal monotone then
X0 = X and Xǫ is bounded on bounded sets.
Throughout the paper we will also need of the following properties of ǫ-enlargement of maximal
monotone vector fields. Its proofs can be found in [4].
Proposition 2.2. Let X, X1 and X2 be multivalued monotone vector fields on M and ǫ, ǫ1, ǫ2 ≥ 0.
Then, there hold:
i) If ǫ1 ≥ ǫ2 ≥ 0 then X
ǫ2 ⊂ Xǫ1 ;
5
ii) Xǫ11 +X
ǫ2
2 ⊂ (X1 +X2)
ǫ1+ǫ2 ;
iii) Xǫ(p) is closed and convex for all p ∈M ;
iv) αXǫ = (αX)αǫ for all α ≥ 0;
v) αXǫ1 + (1− α)X
ǫ
2 ⊂ (αX1 + (1− α)X2)
ǫ for all α ∈ [0, 1];
vi) If E ⊂ R+, then
⋂
ǫ∈E X
ǫ = Xǫ with ǫ = inf E.
Moreover, if {ǫk} is a sequence of positive numbers and {(pk, uk)} is a sequence in TM such that
ǫ = limk→∞ ǫ
k, p = limk→∞ p
k, u = limk→∞ u
k and uk ∈ Xǫk(pk) for all k, then u ∈ Xǫ(p).
Proof. See [4, Proposition 2.3].
In the next definition we extend the notion of lower semicontinuity of a multivalued operator,
which has been introduced in [17], to a vector field.
Definition 2.2. A multivalued vector field Y : M ⇒ TM is said to be lower semicontinuous at
p¯ ∈ domY if, for each sequence {pk} ⊂ domY such that limk→+∞ p
k = p¯ and each u¯ ∈ Y (p¯), there
exists a sequence {wk} such that wk ∈ Y (pk) and limk→∞ Ppkp¯w
k = u¯.
The next result is a generalization of [34, Theorem 4.1], it will play a important rule in the
convergence analysis of the extragradient method.
Theorem 2.1. Let X : M ⇒ TM be a maximal monotone vector field and ǫ > 0. If domX = M
then Xǫ is lower semicontinuous.
Proof. Since domX =M , thus Proposition 2.1 implies domX = domXǫ. Take {pk} ⊂M such that
limk→+∞ p
k = p¯ and u¯ ∈ Xǫ(p¯). First, we prove that the following statements there hold:
(i) For each 0 < θ < 1 and uk ∈ X(pk), there exists k0 ∈ N such that (1−θ)Pp¯pk u¯+θu
k ∈ Xǫ(pk),
for all k > k0;
(ii) Take ν > 0. Then, there exist k0 ∈ N and vk ∈ X
ǫ(pk) such that ‖u¯ − Ppkp¯vk‖ ≤ ν, for all
k > k0.
For proving (i), take q ∈M and v ∈ X(q). Then, simple algebraic manipulations yield
〈
Ppkq[(1− θ)Pp¯pk u¯+ θu
k]− v, exp−1q p
k
〉
=
(1− θ)
〈
Pp¯qu¯− v, exp
−1
q p
k
〉
+ θ
〈
Ppkqu
k − v, exp−1q p
k
〉
.
Since X is monotone, the second term in the right hand said of the last inequality is positive. Thus,
〈
Ppkq[(1− θ)Pp¯pk u¯+ θu
k]− v, exp−1q p
k
〉
≥ (1− θ)
〈
Pp¯qu¯− v, exp
−1
q p
k
〉
. (11)
Considering that u¯ ∈ Xǫ(p¯) and limk→∞
〈
Pp¯qu¯− v, exp
−1
q p
k
〉
=
〈
Pp¯qu¯− v, exp
−1
q p¯
〉
≥ −ǫ then, for
all δ > 0, there exists k0 ∈ N such that〈
Pp¯qu¯− v, exp
−1
q p
k
〉
≥ −ǫ− δ, k > k0. (12)
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Combining (11) and (12) and taking δ = θǫ/(1− θ) we conclude that〈
Ppkq[(1− θ)Pp¯pk u¯+ θu
k]− v, exp−1q p
k
〉
≥ −ǫ, k > k0,
which proof the item (i). For proving the item (ii), take η > 0 and consider the following constants:
σ := sup {‖ u ‖: u ∈ Xǫ(B(p¯, η))} , γ := min{(ǫ/2σ), η}, 0 < µ < min{1, (ν/2σ)}.
Take any uk ∈ X(pk). Applying item (i) with θ = µ, we conclude that there exists k0 ∈ N such that
(1−µ)Pp¯pk u¯+µu
k ∈ Xǫ(pk), for all k ≥ k0. We shall to prove that, taking vk = (1−µ)Pp¯pk u¯+µu
k,
we have ‖ ‖u¯ − Ppkp¯vk‖ ‖≤ ν, for all k ≥ k0. First note that, some manipulation and taking into
account that the parallel transport is an isometry we have
‖u¯− Ppkp¯vk‖ = µ ‖ u¯− Ppkp¯u
k ‖≤ µ(‖ u¯ ‖ + ‖ uk ‖), k ≥ k0. (13)
Since limk→+∞ p
k = p¯, there exist k0 such that p
k ∈ B(p¯, γ), for all k ≥ k0. Thus, taking into
account that uk ∈ X(pk) ⊂ Xǫ(pk) and B(p¯, γ) ⊂ B(p¯, η), the definition of σ gives ‖ uk ‖≤ σ, for
all k ≥ k0. Due to u¯ ∈ X
ǫ(p¯) we also have ‖ u¯ ‖≤ σ. Therefore, using (13) and the definition of µ
we obtain
‖ u¯− vk ‖≤ 2σµ ≤ ν, k ≥ k0, (14)
and the proof of item (ii) is proved. Finally, we define the sequence {wk} as follows wk :=
argmin{‖u¯ − Ppkp¯u‖ : u ∈ X
ǫ(pk)} for each k. Since, for each k the set Xǫ(pk) is closed and
convex, the sequence {wk} is well defined. We claim that limk→∞ Ppkp¯w
k = u¯. Otherwise there
exists {pkj}, a subsequence of {pk}, and some ν > 0 such that ‖ u¯ − P
p
kj p¯
wkj ‖> ν for all j.
Definition of the sequence {wk} implies that ‖ u¯ − P
p
kj p¯
u ‖> ν for all u ∈ Xǫ(pkj) and all j. On
the other hand, considering that limkj→+∞ p
kj = p¯, u¯ ∈ Xǫ(p¯) and the item (ii) holds, for all ν > 0,
we have a contraction. Therefore, the claim is proven and the proof is concluded.
Remark 2.1. It is well known that the lower semicontinuity of operators is an important property
which is useful to obtain convergence results of iterative process in the Euclidean space. We also
remark that, in general, maximal monotone operator are not lower semicontinuous; see [34, Sec-
tion 2]. The result in the above theorem establishes this property to vector fields and it will be used,
in the next section, to prove the convergence of the extragradient-type algorithm for variational
inequality in Riemannian manifolds.
3 An extragradient-type algorithm for variational inequality
In this section, we introduce an extragradient-type algorithm for variational inequalities problem
in Hadamard manifolds. It is worth pointing out that, the variational inequality problem was first
introduced in [42], for single-valued vector fields on Hadamard manifolds, and in [38] for multivalued
vector fields in general Riemannian manifolds. Let X : M ⇒ TM be a multivalued vector field
and Ω ⊂ M be a nonempty set. The variational inequality problem VIP(X,Ω) consists of finding
p∗ ∈ Ω such that there exists u∗ ∈ X(p∗) satisfying
〈u∗, exp−1p∗ q〉 ≥ 0, q ∈ Ω.
Denote by S∗(X,Ω) the solution set of VIP(X,Ω). From the definition of normal cone, we can show
that VIP(X,Ω) becomes the problem of finding p∗ ∈ Ω such that
0 ∈ X(p∗) +NΩ(p
∗). (15)
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Note that, if Ω = M then NΩ(p) = {0}. Hence, VIP(X,Ω) becomes the problem of finding p
∗ ∈ Ω
such that 0 ∈ X(p∗). This particular instance has been studied in several papers, including [29,36].
Lemma 3.1. The following statements are equivalent:
i) p∗ is a solution of VIP(X,Ω);
ii) There exists u∗ ∈ X(p∗) such that p∗ = PΩ(expp∗(−αu
∗)), for some α > 0.
Proof. It is an immediate consequence of the inequality (3).
To analyze the extragradient algorithm we need of the following three assumptions:
A1. domX =M and Ω ⊂M is closed and convex;
A2. X is maximal monotone;
A3. S∗(X,Ω) 6= ∅.
We also need of the following assumption, which plays an important rule in the convergence analyses
of the our extragradient algorithm in Hadamard manifolds.
A4. For each y ∈M and v ∈ TyM the following set is convex
S :=
{
x ∈M : 〈v, exp−1y x〉 ≤ 0
}
. (16)
Remark 3.1. If the manifold M is the Euclidean space then S in (16) is a closed semi-space.
In [29] has been shown that for Hadamard manifolds with constant curvature or two dimensional
the set S is convex. However, so far it not known if S is or not convex in general Hadamard
manifolds.
Next, we present an extragradient-type algorithm for finding a solution of VIP(X,Ω).
Extragradient-type algorithm
Our algorithm requires six exogenous constants:
ǫ > 0, 0 < δ− < δ+ < 1, 0 < α− < α+, 0 < β < 1,
and two exogenous sequences {αk} and {βk} satisfying the fowling conditions:
αk ∈ [α
−, α+], βk ∈ [β, 1], k = 0, 1, . . . .
1. Initialization: p0 ∈ Ω, ǫ0 = ǫ.
2. Iterative step: Given pk and ǫk,
(a) Selection of uk: Find
uk ∈ Xǫk(pk), (17)
such that
〈
w,− exp−1
pk
PΩ(exppk(−αku
k))
〉
≥
δ+
αk
d2
(
pk, PΩ(exppk(−αku
k))
)
, w ∈ Xǫk(pk). (18)
Define,
zk := PΩ
(
exppk(−αku
k)
)
. (19)
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(b) Stopping criterion: If pk = zk then stop. Otherwise,
(c) Selection of λk and v
k: Define γk(t) := exppk t exp
−1
pk
zk and let
i(k) := min
{
i ≥ 0 : ∃ vk,i ∈ X(yk,i),
〈
vk,i, γ′k(2
−iβk)
〉
≤ −
δ−
αk
d2(pk, zk)
}
, (20)
where
yk,i := γk
(
2−iβk
)
. (21)
Define
yk := exppk λk exp
−1
pk
zk, λk := 2
−i(k)βk, (22)
vk := vk,i(k). (23)
(d) Definition of pk+1 and ǫk+1: Define
qk := PSk(p
k), Sk := {p ∈M : 〈v
k, exp−1
yk
p〉 ≤ 0}, (24)
pk+1 := PΩ(q
k), ǫk+1 := min
{
ǫk, d
2(pk, zk)
}
, (25)
set k ← k + 1 and go to Iterative step .
Remark 3.2. Assuming that X is an univalued monotone vector field and ǫk = 0, for all k, the
previous algorithm becomes the algorithm presented in [48] (see also, [29]) and moreover, in the
particular case where M = Rn, it merges into the extragrdient algorithm presented in [34].
Next result establishes the well-definedness of the above algorithm.
Lemma 3.2. The following statements hold:
(i) pk ∈ Ω, for all k;
(ii) there exists uk satisfying (17) and (18), for each k;
(iii) if pk 6= zk, then i(k) is well defined.
Proof. The proof of item (i) follows from the initialization step and (25). For proving item (ii)
define, for each k, the bifunction fk : TpM × TpM → R by
fk(u, v) =
〈
exp−1
pk
zk, u− v
〉
. (26)
In view of Proposition 2.1 and item iii of Proposition 2.2 we have Xǫk(pk) compact and convex.
Hence, applying [14, Basic Existence Theorem on page 3] (see also [5, Theorem 3.1]) with C =
Xǫk(pk) and f = fk, we conclude that there exists u
k ∈ Xǫk(pk) such that fk(u
k, v) ≥ 0 for all
v ∈ Xǫk(pk), and from (26) we obtain
〈exp−1
pk
zk, uk〉 ≥ 〈exp−1
pk
zk, v〉, v ∈ Xǫk(pk). (27)
On the other hand, using inequality (2) with p1 = q, p2 = p
k and p3 = z
k we have
〈exp−1
pk
q, exp−1
pk
zk〉+ 〈exp−1
zk
q, exp−1
zk
pk〉 ≥ d2(pk, zk),
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where q = exppk(−αku
k/δ+). Since z
k = PΩ(q), it follows from (3) and the last inequality that
〈exp−1
pk
q, exp−1
pk
zk〉 ≥ d2(pk, zk).
Thus, considering that q = exppk(−αku
k/δ+), we have 〈u
k, exp−1
pk
zk〉 ≤ −δ+d
2(pk, zk)/αk which,
combined with (27), gives the desired result.
To prove item (iii) we proceed by contradiction. Fix k and assume that, for each i, there holds
〈
vk,i, γ′k(2
−iβk)
〉
> −
δ−
αk
d2(pk, zk), vk,i ∈ X(yk,i). (28)
First note that, from (21) we have {yk,i} belongs to the geodesic segment joining pk to γk(βk).
Thus {yk,i} is a bounded sequence and, consequently, [36, Proposition 3.5] implies that {X(yk,i)}
is also a bounded. Considering that vk,i ∈ X(yk,i) for each i, without loss of generality, we can
assume that {vk,i} converges to v¯. Letting i goes to infinity in (28) and taking into account that
limi→∞ v
k,i = v¯, γ(0) = pk and γ′(0) = exp−1
pk
zk, we conclude that
〈
v¯, exp−1
pk
zk
〉
≥ −
δ−
αk
d2(pk, zk). (29)
On the other hand, since limi→∞ y
k,i = pk, limi→∞ v
k,i = v¯ and vk,i ∈ X(yk,i) for each i, using [36,
Proposition 3.5] we have v¯ ∈ X(pk). Thus, combining Propositions 2.1 and 2.2 (i) we obtain
v¯ ∈ Xǫ(pk). Hence, using (19) and taking w = v¯ the inequality (18) becomes
〈v¯, exp−1
pk
zk)〉 ≤ −
δ+
αk
d2(pk, zk). (30)
Since 0 < δ− < δ+, the inequalities (29) and (30) imply that d(pk, zk) = 0, which is a contradiction
with pk 6= zk. Therefore, i(k) is well defined and the proof of the proposition is done.
From now on, {pk}, {qk}, {yk}, {zk}, {vk}, {uk} and {ǫk} denote sequences generated by
extragradient-type algorithm. To prove the convergence of {pk} to a point of the solution set
S∗(X,Ω), we need some preliminaries results.
Lemma 3.3. The sequence {pk} is Fe´jer convergent to S∗(X,Ω) and limk→∞ d(q
k, pk) = 0.
Proof. First let us show that, for all p∗ ∈ S∗(X,Ω) there holds
d2(p∗, pk+1) ≤ d2(p∗, pk)− d2(qk, pk), k = 0, 1, . . . . (31)
For that, take u∗ ∈ X(p∗) and fix k. Hence, due the monotonicity of X, we conclude that
〈vk, exp−1
yk
p∗〉 ≤ 0.
Thus, in view of (24), we obtain that p∗ ∈ Sk. On the other hand, applying (1) with p1 = p
∗,
p2 = pk and p3 = qk we have
d2(p∗, pk) ≥ d2(p∗, qk) + d2(qk, pk)− 2
〈
exp−1
qk
p∗, exp−1
qk
pk
〉
.
Since p∗ ∈ Sk and q
k = PSk(p
k), the last inequality implies that
d2(p∗, pk) ≥ d2(p∗, qk) + d2(qk, pk).
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Analogously, applying (1) with p1 = p
∗, p2 = qk and p3 = pk+1 and considering that p
k+1 := PΩ(q
k)
and p∗ ∈ Ω, we conclude that
d2(p∗, qk) ≥ d2(p∗, pk+1) + d2(qk, pk+1).
Combining the two last inequalities, we obtain d2(p∗, pk) ≥ d2(qk, pk) + d2(p∗, pk+1) + d2(qk, pk+1),
which implies (31). In particular, (31) implies that {pk} is Fe´jer convergent to S∗(X,Ω) and
{d(p∗, pk)} is noincresing. Therefore, owing {d(p∗, pk)} is inferiorly limited we conclude that
{d(p∗, pk)} converges and taking into account (31) the desired result follows.
Lemma 3.4. If the sequence {pk} is infinity then limk→∞ ǫk = 0. Moreover, all cluster points of
{pk} belong to S∗(X,Ω).
Proof. Suppose that the sequence {pk} is infinity, i.e., the algorithm does not stop. Thus, by
the stopping criterion d(pk, zk) > 0, for all k. Since (25) implies that {ǫk} is a nonincreasing
monotone sequence and being nonnegative it follows that it converges. Set ǫ¯ := limk→+∞ ǫk. We
are going to prove that ǫ¯ = 0. First of all, note that from Lemma 3.3 the sequence {pk} is Feje´r
convergent to S∗(X,Ω) and, due to A3, we have S∗(X,Ω) 6= ∅. Hence, we conclude that {pk}
is bounded. On the other hand, considering that {pk} is bounded, Proposition 2.1 implies that
Xǫ0({pk}) = ∪∞k=0X
ǫ0(pk) is bounded. Since ǫk ≤ ǫ0, the item i) of Proposition 2.2 implies that
Xǫk ⊂ Xǫ0 , for all k, and from (17) we obtain that {uk} is bounded. Definitions of λk and y
k in
(22) implies that yk belongs to the geodesic joining pk to zk and, using (4) and (19), we have
d(pk, yk) ≤ d(pk, zk) = d
(
PΩ(p
k), PΩ
(
exppk(−αku
k)
))
≤ d(pk, exppk(−αku
k)) = ‖αku
k‖,
for k = 0, 1, . . . . In view of the boundedness of the sequences {pk}, {uk} and {αk}, we obtain from
the last inequalities that {yk} and {zk} are bounded. Considering that vk ∈ X(yk), for all k, we
apply Proposition 2.1 to conclude that {vk} is bounded. Note that (20), (21), (22) and (23) imply
〈
vk, γ′k(λk)
〉
≤ −
δ−
αk
d2(pk, zk), k = 0, 1, . . . .
Combining (20), (21) and (22), it follows that γ′(λk) = −λ
−1
k exp
−1
yk
pk, for k = 0, 1, . . .. Thus,
taking into account that 0 < αk < α+, last inequality becomes〈
vk, exp−1
yk
pk
〉
≥
λkδ−
α+
d2(pk, zk), k = 0, 1, . . . . (32)
Since {pk}, {uk}, {vk}, {zk}, {yk}, {αk}, and {λk} are bounded, without loss of generality, we can
assume that they have subsequences {pkj}, {ukj}, {vkj )}, {zkj}, {ykj}, {αkj} and {λkj} converging
to p¯, u¯, v¯, z¯, y¯, α¯ and λ¯, respectively. Note that, (24) yields
qkj ∈ Skj =
{
p ∈M :
〈
vkj , exp−1
y
kj
p
〉
≤ 0
}
, j = 0, 1, . . . .
Using Lemma 3.3 we have limj→∞ p
kj = limj→∞ q
kj = p¯. Thereby, latter inclusion together with
item (iv) of Lemma 1.1 and limj→∞ y
kj = y¯ implies
lim
j→∞
〈
vkj , exp−1
y
kj
pkj
〉
= lim
j→∞
〈
vkj , exp−1
y
kj
qkj
〉
≤ 0.
Thus combining the last inequality with (32) it follows that
lim
j→∞
λkjd
2(pkj , zkj ) = 0. (33)
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Considering that limj→∞ λkj = λ¯, we have two possibilities: either λ¯ > 0 or λ¯ = 0 . First, let us to
assume that λ¯ > 0. Since limj→∞ p
kj = p¯ and limj→∞ z
kj = z¯, we obtain from (33) that d(p¯, z¯) =
limj→∞ d(p
kj , zkj ) = 0, and consequently p¯ = z¯. Moreover, 0 is a cluster point of {d2(pk, zk)}.
Hence, taking into account (25), we can apply Lemma 1.3 with θk = ǫk and ρk = d
2(pk, zk) to
conclude that 0 = limk→+∞ ǫk = ǫ¯. Owing to u
kj ∈ X
ǫkj (pkj), combining Propositions 2.2 and
2.1 we conclude that u¯ ∈ X(p¯). Therefore, Lemma 3.1 implies that p¯ ∈ S∗(X,Ω). Now, let us to
assume that λ¯ = 0. In this case, using Lemma 1.1 and (21) we conclude that limj→∞ y
kj ,i(kj)−1 = p¯.
From Proposition 2.1 we can take a sequence {ξj} such that ξj ∈ X(ykj ,i(kj)−1) with limj→∞ ξ
j = ξ¯
and, by using [36, Proposition 3.5], we conclude that ξ¯ ∈ X(p¯). On the other hand, (20) implies
−
〈
ξj, γ′kj (2
−i(kj)+1βkj )
〉
<
δ−
αkj
d2(pkj , zkj ), j = 0, 1, . . . .
Considering that γ′kj(2
−i(kj )+1βkj ) = Ppkj ykj,i(kj )−1 exp
−1
p
kj
zkj and the parallel transport is an isom-
etry the last inequality yields
−
〈
ξj , P
p
kj y
kj,i(kj )−1 exp
−1
p
kj
zkj
〉
<
δ−
αkj
d2(pkj , zkj ), j = 0, 1, . . . .
Taking limits in the above inequality, as j goes to infinity, and using item (iv) of Lemma 1.1
together Lemma 1.2 we obtain
− 〈ξ¯, exp−1p¯ z¯〉 ≤
δ−
α¯
d2(p¯, z¯). (34)
Assume by contradiction that ǫ¯ > 0. First note that Theorem 2.1 implies that X ǫ¯ is lower semi-
continuous. Therefore, due to limj→∞ p
kj = p¯ and ξ¯ ∈ X(p¯) ⊂ X ǫ¯(p¯), there exists a sequence
{P
p
kj p¯
wj} with wj ∈ X ǫ¯(pkj) such that limj→∞ Ppkj p¯w
j = ξ¯. Besides, (25) implies that ǫ¯ ≤ ǫkj
and, using item i of Proposition 2.2, we conclude that X ǫ¯(pkj) ⊂ X
ǫkj (pkj ), for all j. Henceforth,
wj ∈ X
ǫkj (pkj), for all j, and from (18) we have
〈wj ,− exp−1
p
kj
zkj〉 ≥
δ+
αkj
d2(pkj , zkj ), j = 0, 1, . . . .
Letting j goes to infinity in the last inequality and considering Lemma 1.1 we obtain that
−〈ξ¯, exp−1p¯ z¯〉 ≥
δ+
α¯
d2(p¯, z¯).
Since α¯ ≥ α− > 0 and 0 < δ− < δ+, combining last inequality with (34) we conclude that p¯ = z¯.
Again, taking into account (25), we can apply Lemma 1.3 with θk = ǫk and ρk = d
2(pk, zk) to
conclude that 0 = limk→+∞ ǫk = ǫ¯, which is a contradiction. Due to u
kj ∈ X
ǫkj (pkj), combining
Propositions 2.2 and 2.1 we conclude that u¯ ∈ X(p¯). Hence, Lemma 3.1 implies that p¯ ∈ S∗(X,Ω).
Therefore, the proof is concluded.
Theorem 3.1. Either the sequence {pk} is finite and ends at iteration k, in which case pk is
ǫk-solution of VIP(X,Ω), i.e.,
sup
q∈Ω,v∈X(q)
〈
v, exp−1q p
k
〉
≤ ǫk, (35)
or it is infinite, in which case it converges to a solution of VIP(X,Ω).
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Proof. If the algorithm stops at the iteration k, then we have pk = zk = PΩ(exppk(−αku
k)). Since
uk ∈ Xǫk(pk), Definition 2.1 implies
−
〈
uk, exp−1
pk
q
〉
−
〈
v, exp−1q p
k
〉
≥ −ǫk, q ∈ Ω, v ∈ X(q).
Taking into account that αk > 0 and p
k = zk, the last inequality can be written as
1
αk
〈
exp−1
zk
[exppk(−αku
k)], exp−1
zk
q
〉
−
〈
v, exp−1q p
k
〉
≥ −ǫk, q ∈ Ω, v ∈ X(q).
In view of (3) and considering that zk = PΩ(exppk(−αku
k)) we conclude from last inequality that
〈
v, exp−1q p
k
〉
≤ ǫk, q ∈ Ω, v ∈ X(q),
which implies the desired inequality. Therefore, pk is an ǫk-solution of VIP(X,Ω). Now, if {p
k}
is infinite, then from Lemma 3.3 the sequence {pk} is Fe´jer convergent to S∗(X,Ω). Since we
are under the assumption A3, it follows from Proposition 1.1 that {pk} is bounded. Hence, {pk}
has a cluster point p¯. Using Lemma 3.4 we obtain that p¯ ∈ S∗(X,Ω). Therefore, using again
Proposition 1.1 we conclude that {pk} converges to p¯ ∈ S∗(X,Ω) and the theorem is proved.
4 Conclusions
Theorem (3.1) state that, if the sequence {pk} generated by the extragradient-type algorithm
is finite and ends at iteration k, then pk is ǫk-solution of VIP(X,Ω). In fact, the concept of
approximate solutions of VIP(X,Ω) can be related with an important function, namely, the gap
function h : Ω→ R ∪ {+∞} defined by
h(p) := sup
q∈Ω,v∈X(q)
〈
v, exp−1q p
〉
. (36)
The relation between the function h and the solutions of VIP(X,Ω) is given in the following lemma,
which is a Riemannian version of the [15, Lemma 4].
Proposition 4.1. Let h be the function defined in (36). Then, there holds h−1(0) = S∗(X,Ω).
Proof. We will see first that a zero of h is a solution of VIP(X,Ω), i.e, h−1(0) ⊂ S∗(X,Ω). Let
p ∈ h−1(0). Thus, h(p) = 0 and the definition of h in (36) implies that
〈
v, exp−1q p
〉
≤ 0, q ∈ Ω, v ∈ X(q).
On the other hand, from the definition of the normal cone NΩ in (6), we have
〈
w, exp−1q p
〉
≤ 0, q ∈ Ω, w ∈ NΩ(q),
Combining two last inequalities it is easy to conclude that
〈
0− (v + w), exp−1q p
〉
≥ 0, q ∈ Ω, v ∈ X(q), w ∈ NΩ(q).
Due to Lemma 1.4, the vector field X +NΩ is maximal monotone. Then, the maximality property
together with latter inequality yields 0 ∈ X(p) + NΩ(p), i.e., p ∈ S
∗(X,Ω). Now, we are going
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to show that the solutions of VIP(X,Ω) are zeros of h, i.e, S∗(X,Ω) ⊂ h−1(0). Suppose that
p ∈ S∗(X,Ω). Then, there exists u ∈ X(p) such that
〈u, exp−1p q〉 ≥ 0, q ∈ Ω.
Using the last inequality and the monotonicity of the vector field X we obtain
〈v, exp−1q p〉 ≤ 0, q ∈ Ω, v ∈ X(q).
Therefore, definition of h in (36) implies h(p) ≤ 0 and, considering that h(p) ≥ 0, we conclude that
h(p) = 0, which ends the proof.
Let ǫ > 0. In view of Proposition 4.1 it make sense to define ǫ-solution of VIP(X,Ω) as all point
p¯ ∈ Ω such that
h(p¯) = sup
q∈Ω,v∈X(q)
〈
v, exp−1q p¯
〉
≤ ǫ.
We remark that if M is a linear space, then the function gap is convex. However, we do not know
if this property is maintained in Hadamard manifolds.
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