ABSTRACT
INTRODUCTION
Clustering is the most fundamental and significant method in pattern recognition and is defined as a form of data compression, in which a large number of samples are converted into a small number of representative clusters [1] . It plays a key role in searching for structures in data, and involves the task of dividing data points into homogeneous classes or clusters. Depending on the data and application, different types of similarity measures may be used to identify classes where the similarity measure controls how to form clusters. In fuzzy clustering, data elements can belong to more than one cluster, and associated with each element is a set of membership levels. These indicate the strength of the association between that data element and a particular cluster. Fuzzy clustering is a process of assigning these membership levels, and then using them to assign data elements to one or more clusters. In real-world cases, there may be no sharp boundaries between clusters, and in such cases, fuzzy clustering will be a better choice for the data.
The fuzzy clustering problem arrives when the requirement of a crisp partition of a finite set of data is replaced with the weaker requirement of a fuzzy partition or a fuzzy pseudo partition on the same set [15] . The problem of fuzzy clustering is to find a fuzzy pseudo partition and the associated cluster centers by which the structure of the data is represented in the best possible way. Fuzzy clustering algorithms are partitioning methods that can be used to assign objects of the data set to their clusters [9] . These algorithms optimize a subjective function that evaluates a given fuzzy assignment of objects to clusters. Various fuzzy clustering algorithms have been developed, of which the fuzzy c-means (FCM) algorithm is the most widely used in applications [15] . The problem is by nature a combinatorial optimization problem and if the data sets are very high dimensional or contain severe noise points, the FCM often fails to find the global optimum. In these cases, the probability of finding the global optimum may be increased by the use of stochastic methods, such as evolutionary or swarm-based algorithms [5] .
Swarm intelligence (SI) describes the collective behavior of decentralized, self-organized systems, natural or artificial. The concept is employed in work on artificial intelligence. The expression was introduced by Gerardo Beni and Jing Wang in 1989, in the context of cellular robotic systems. Swarm Intelligence systems are typically made up of a population of simple agents or boids interacting locally with one another and with their environment. The agents follow very simple rules, and although there is no centralized control structure dictating how individual agents should behave local, and to a certain degree random, interactions between such agents lead to the emergence of "intelligent" global behavior, unknown to the individual agents [6] .
Particle swarm optimization (PSO) is a global optimization algorithm for dealing with problems in which a best solution can be represented as a point or surface in an n-dimensional space [8] . Hypotheses are plotted in this space and seeded with an initial velocity, as well as a communication channel between the particles. Particles then move through the solution space, and are evaluated according to some fitness criterion after each time step. Over time, particles are accelerated towards those particles within their communication grouping which have better fitness values. The main advantage of such an approach over other global minimization strategies such as simulated annealing is that the large numbers of members that make up the particle swarm make the technique impressively resilient to the problem of local minima [10] .
A fuzzy clustering problem is, in fact, a combinatorial optimization problem [1] and obtaining optimal solutions to large problems can be quite difficult; hence approximate methods are required. Evolutionary methods are being increasingly used for obtaining good solutions to clustering problems and optimized the hard c-means method with a genetic algorithm [2] . In addition, ant colony optimization (ACO) [4] has been successfully applied to clustering problems. PSO has been applied to image clustering [4] , network clustering and clustering analysis, and data clustering [3] .
Fuzzy clustering algorithm along with swarm intelligence has been implemented on the data sets. This paper emphasizes on the data clustering of large datasets within the given time limit with less fuzziness. To classify the datasets into clusters, three algorithms namely Fuzzy C-means (FCM), Particle Swarm Optimization (PSO) and Fuzzy PSO (FPSO), K-MEANS, KPSO, KPSOK have been used [14] . Along with these algorithms their dynamic versions are also been used. By taking the values of the datasets, the fuzzy c-means and fuzzy particle swarm optimization algorithms are implemented and analyzed with different ranges of clustering [5] .By comparing the level of clustering and time taken to form cluster by the 6 algorithms conclusion can be made which is the best algorithm among them. Each algorithm calculates performance index, i.e. finds cluster centers Fitness, Overall Purity, Distance, Object function value (OFV).
The degree of clustering for each algorithm is calculated using OFV thus the lower the OFV the better the clustering. OFVs as well as CPU execution time is calculated over 10 simulation runs. The four data sets namely Iris plant, Zoo data set used in the study is taken from UCI machine repository [13] . The Iris plant data set has 150 data points containing 50 instances of each of three types of iris plant [17] . The Zoo dataset has 101 data points, which contain information about an animal in terms of 18 categorical attributes. Each animal data point is classified into 7 classes.
FUZZY C-MEANS CLUSTERING
The FCM algorithm is one of the most widely used fuzzy clustering algorithms [1] . The FCM algorithm attempts to partition a finite collection of elements X= { , , ..., } into a collection of c fuzzy clusters with respect to some given criterion. FCM aims to minimize an objective function. Here, each point has a degree of belonging to clusters, as in fuzzy logic, rather than belonging completely to one cluster. Thus, points on the edge of a cluster may be in the cluster to a lesser degree than points in the center of cluster.
Given the routing information of n data points and p clusters, the goal of fuzzy clustering is to cluster the data points into c clusters [7] .
U= [
] cxn : Matrix representing classification.
: Membership degree of data point k with respect to cluster i. The classification result can be expressed in terms of matrix U= [µik] c×n, where µik is the membership degree of data point k with respect to cluster i and satisfies the following conditions:
The Objective Function Value (OFV) of the clustering algorithm is:
Cluster center
Membership degree:
Where, is Membership degree of data point k with respect to cluster i.
A fuzzy pseudo-partition is often called a fuzzy c-partition, where c is the number of fuzzy classes in the partition [20] . The fuzzy c-means (FCM) clustering method is based on fuzzy cpartitions developed by Bezdek to solve the clustering problem and has proved to be quite successful.
The algorithm is based on the assumption that the desired number of clusters c, real number m, stopping criterion å and the distance function are given and proceeds as follows [21] :
1) Let t=0. Select an initial fuzzy pseudo-partition p(0).
2) Calculate the c cluster centers V1(t) , ..., Vc(t) using (2) for p(t) and the chosen value of m.
3) Compute µi(t+1) using (3) and update p(t+1).
4) Compare p(t) and p(t+1)
. If p (t +1) − p (t ) ≤ Є , then stop; otherwise, increase t by one and return to Step 2.
In the above algorithm, the parameter m>1 is selected to suit the problem under consideration. The partition becomes fuzzier with increasing m and there is currently no theoretical basis for an optimal choice for its value.
It has been ascertained that the FCM algorithm fails to find the global optimum if the data sets are very high dimensional or contain severe noise points. Because of its less accurate clustering quality, FCM tends to be slower [15] . Hence the hybrid form of FPSO gives better performance [19] .
PROPOSED HYBRID PARTICLE SWARM OPTIMIZATION
In fuzzy clustering, a single particle represents a cluster center vector. In other words, each particle part l is constructed as follows:
Where l represents the l-th particle and l=1, 2... n_ particle and Vi is i-th cluster center.
Therefore, a swarm represents a number of candidates clustering for the current data vector. Each point or data vector belongs to every cluster according to its membership function and thus a fuzzy membership is assigned to each point or data vector. Each cluster has a cluster center and at each iteration, gives a vector of cluster centers. The position of vector part l is determined for every particle, updated and then the position of cluster centers is changed based on the particles.
The following notation has been used to implement particle swarm optimization.
1) The position of the i-th particle of a swarm of size n, is represented by the Ddimensional vector, xi=(xi1, xi2, ..., xiD).
2) The best previous position (i.e., the position giving the best function value) of the i-th particle is recorded and represented by pi= (ρi1, ρi2, ..., ρiD).
3) The position change (velocity) of the i-th particle is Veli=(Veli1, Veli2, ...,VeliD).
4) The position of the best particle of the swarm (i.e., the particle with the smallest function value) is denoted by index pg.
5)
The particles are then manipulated according to the following equations.
x id (t+1)=x id (t)+Vel id (t+1) The following algorithm is now used to find the best position . 1) for each particle:
Initialize particle: xi. 2) Do:
For each particle: Calculate fitness value: pi If the fitness value is better than the best fitness value (pg) in History Set current value as the new fitness value. End. 3) For each particle:
Find in the particle neighborhood, the particle with the best fitness Calculate particle velocity: Veli, using equation (4) Apply the velocity constriction. Update particle position: xi , using equation (5). 4) Apply the position constriction.
The fit is measured by equation (4) . The c-means algorithm tends to converge faster than the proposed FPSO algorithm, but with a less accurate clustering quality [11] . In this section, we suggest an improvement of the performance of the PSO clustering algorithm by seeding the initial swarm with the result of the c-means algorithm [10] . At the initial stage, the FPSO algorithm executes the c-means algorithm once [12] . This stage terminates according to one of two stopping criteria:
(1) The maximum number of iterations; or
The result is then considered a particle in the swarm; the other particles are initialized randomly.
The following notation has been used to implement hybrid particle swarm optimization [11] . The following algorithm is now used to find the cluster for each data vector.
1. Let t=0. Select the initial parameters, such as the number of cluster centers c, the initial velocity of particles, c1, c2, w, χ, a real number m(1, ∞), and a small positive number ε for the stopping criterion. 1.The initial position of the particles is that obtained by the FCM.
2. Calculate µik(t) for all particles (i=1,2,…,c and k=1,2,…,n) by Equation (3) and update p(t+1).
3. For each particle, calculate the goodness of fitness using Equation (1). 4. Update the global and the local best positions.
5. Update Vell(t) and Vl(t) (l=1,2,…,n_particle) as given by Eq. (2) and (3).
Go to Step 2. Compare p (t) and p (t+1) If p(t+1) − p(t ) ≤ ε , then stop; otherwise, continue to
Step 3.
RESULTS AND DISCUSSIONS
The main objective of this study is to assess the relative performance of the proposed FPSO with respect to the FCM modification. The performance is measured by the objective function value in Eq. (1) and the CPU execution time. The objective function value is analyzed for FCM and proposed FPSO by varying the number of clusters for both the datasets (i.e Iris and Zoo datasets). An analysis is done to find the better algorithm between FCM and FPSO using OFV with increased number of clusters. Lower the OFV for an algorithm, the better the clustering. If time taken by any algorithm to complete the execution is less then that algorithm can be considered to be best. The figure 1 shows the variation in OFV with increase in number of clusters for FCM and FPSO algorithm. As the number of clusters is increased the OFV is decreased (Figure 1 ). It is observed that the OFV is optimized with proposed hybrid PSO when compared to FCM. No. of Clust ers The CPU execution time decreases with the increase in number of clusters ( Table 2 ). The CPU execution time is less when compared to FCM. Hence, the Fuzzy Particle Swam Optimization is better than the Fuzzy C Means and Particle Swam Optimization. The similar results are observed between the FCM and FPSO using OFV and CPU execution time with Zoo dataset (Table 3 and Figure 2 ).
The figure 3 shows the variation in OFV with increase in number of clusters for FCM and FPSO algorithm. The figure 4 shows the variation in Execution time with increase in number of clusters for FCM and FPSO algorithm. A general thumb rule is that a clustering with lower OFV and lower CPU time is preferable. The effectiveness of these algorithms was reiterated by the following observations tested on the 2 data sets, Iris and Zoo and analyzed as below (Tables 5 and 6 ). It has been ascertained that the proposed FPSO algorithm has both the advantage of high speed (i.e. low CPU time) and high solution quality (i.e. OFV).The results indicates that the FPSO algorithm has better performance than FCM algorithm in terms of CPU time and solution quality for both the Iris and Zoo datasets of large sizes.
CONCLUSIONS
The fuzzy clustering problem is combinatorial by nature and hard to solve optimally in a reasonable time. This paper investigated the application of PSO to cluster data vectors by fuzzy considerations. An efficient hybrid method, called fuzzy particle swarm optimization (FPSO), which is based on the particle swarm optimization (PSO) and fuzzy c-means (FCM) algorithms was proposed to solve the fuzzy clustering problem, especially for large problem sizes. The proposed algorithm was compared with the fuzzy c-means (FCM) clustering for performance using objective function value and CPU execution time. It was shown that the performance of the PSO clustering algorithm can be improved further by seeding the initial swarm with the result of the c-means algorithm. It was ascertained that the computational times for the FPSO method for the Iris and Zoo datasets were significantly lower than those for the FCM method and had higher solution quality in terms of the objective function value (OFV). The study can be extended further by combining other fuzzy clustering algorithms like K-means and then the best hybrid algorithm can be derived for large sized data set and using other measures like intensity and connectivity.
