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By ignoring the geometric constraints that inevitably govern inter-robot interactions
in decentralized robot networks, a purely combinatorial description of the network is
obtained. In fact, it can be described as a graph, with vertices corresponding to the indi-
vidual robots, and edges corresponding to the existence of an inter-robot communication
(or sensing) link. In this note, we report on some of the recent results that have emerged
in the general area of graph-based multi-agent control. Most notably of these might be
the consensus equation that allows us to drive a scalar state value to the same value for
the different robots, in a completely decentralized fashion.
1 Introduction: Combinatorics vs. Geometry
The emergence of decentralized, mobile multi-agent networks, such as distributed robots, mo-
bile sensor networks, or mobile ad-hoc communications networks, has imposed new challenges
when designing control algorithms. These challenges are due to the fact that the individual
agents have limited computational, communications, sensing, and mobility resources. In
particular, the information flow between nodes of the network must be taken into account
explicitly already at the design phase and a number of approaches have been proposed for
addressing this problem, e.g. [6, 7, 8, 9, 10, 11, 17].
Regardless of whether the information flow is generated over communication channels or
through sensory inputs, the underlying geometry is playing an important role. For example, if
an agent is equipped with omnidirectional range sensors, it can only detect neighboring agents
if they are located in a disk around the agent. Similarly, if the sensor is a camera, the area
becomes a wedge rather than a disk. But, to make the interaction geometry explicit when
designing control laws is not an easy task, and an alternative view is to treat interactions as
purely combinatorial. In other words, all that matters is whether or not an interaction exists
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between agents, and under certain assumptions on the global interaction topology, one can
derive remarkably strong and elegant results. (For a representative sample, see [6, 11, 17].)
What then remains to be shown is that the actual geometry in fact satisfies the combinatorial
assumptions.
This view, i.e. that the geometry is abstracted down to a purely combinatorial relationship
allows the control laws to be designed based without explicit dependency on the geometry
of the system. Rather, the control laws will end up depending solely on certain topological
properties of the network, such as connectivity or balancing. As such, one has effectively
traded away a hard problem (the geometric problems are for example addressed in [1, 9])
for a simple problem under some assumptions that may or may not always be valid (e.g.
[7]). And, in this note, we discuss some of the main results in the area of graph-based (or
combinatorial) multi-agent control in the domain of multi-agent robotics.
2 Algebraic Graph Theory and Proximity Graphs
2.1 Basic Notation
Assume that the multi-robot system consists of N agents, evolving in a d-dimensional state
space, i.e. that xi ∈ ℜ
d, i = 1, . . . , N . Let V = {1, . . . ,N} be a set of vertices in a graph G,
corresponding to the identity of the robots. Moreover, let the graph G = (V,E), where the
edge set E ⊂ V ×V is a set of unordered pairs of vertices. The interpretation is that an edge
(vi, vj) is in E if agents i and j can interact with each other.
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Graphs are combinatorial objects (sets and pairwise relations between elements in he sets).
In order to endow these objects with algebraically manipulable items, such as matrices, one
has to look at the area of algebraic graph theory. (See for example [5].) For example, some
standard matrices associated with G are the degree matrix D and the adjacency matrix A.
The degree matrix is a diagonal matrix D = diag(deg(v1), . . . ,deg(vN )), where deg(vj) is the
degree of vertex vj, i.e. the number of vertices adjacent to vj. We will let Nj denote the set
of adjacent, or neighboring nodes, i.e. Nj = {vi | (vi, vj) ∈ E} and hence |Nj | = deg(vj). The




1 if (vi, vj) ∈ E
0 otherwise.
Another matrix of fundamental importance in algebraic graph theory is the graph Lapla-
cian L = D −A, which has the following key properties: L = LT  0, i.e. it is positive semi-definite. If the graph is connected, i.e. there exists a path between any two vertices, then
1In this note, we will assume that the edges are undirected, i.e. that (vi, vj) ∈ E ⇔ (vj , vi) ∈ E.
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– The (ordered), non-negative, real eigenvalues of L satisfies 0 = λ1 < λ2 ≤ λ3 ≤
· · · ≤ λN .
– null(L) = span{1}, i.e. L1 = 0, where 1 = (1, . . . , 1)T .
These facts about the graph Laplacian will play an important role in subsequent sections.
2.2 Proximity Graphs
The way geometry enters into the picture is through so-called proximity graphs [9]. The idea
here is that edges in the graph exist when the underlying geometry satisfies certain properties.
For example, if the robots, whose positions are x1, . . . , xN ∈ ℜ
d, are all equipped with omni-
directional range sensor, with an effective range δ, the induced δ-disk proximity graph is
G(t) = (V,E(t)). Here the vertex set is V = {v1, . . . , vN}, and (vi, vj) ∈ E(t) ⇔ ‖xi(t) −
xj(t)‖ ≤ δ. An example of such a graph is given in Figure 1.
Figure 1: δ-disk proximity graph.
One should note that as the agents move around, neighbors (i.e. adjacent vertices) may
be introduced or lost. As such, the graph is no-longer a static structure and this type of graph
is referred to as a dynamic graph. Other types of recently studied proximity graphs are the
Gabriel graphs, Vornoi graphs, and DeLaunay graphs, just to name a few [9, 16].
3 Consensus Problems
3.1 Static Networks
The consensus problem is in essence a problem involving having multiple agents reach an
agreement about a scalar state value over a network. This problem is a canonical problem in
decentralized coordination and it can be solved quite elegantly using algebraic graph theory.
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One instantiation of the consensus problem is the so-called rendezvous problem where a
collection of agents are supposed to meet at an unspecified common location. In particular,
we will assume that each agent is located at xi and that it can only measure the relative
position of its neighboring agents, i.e. it can measure xi − xj , ∀j ∈ Ni. Moreover, assuming
that each agent has single-integrator dynamics, i.e. ẋi = ui one reasonable control strategy





where Ni is the set of robots adjacent to robot i. In fact, in the proceeding paragraphs, we
will assume that the underlying graph is static. Based on this assumption, the above equation
can be rewritten as





where, as before, deg(vi) is the degree of node i, and aij is the (i, j):th entry in the adjacency
matrix.
Now, if we for the sake of argument, assume that xi ∈ ℜ, i.e. each robot evolves in a
one-dimensional space, then by recalling that L = D−A, the above equation can be rewritten
as
ẋ = −Lx,
where x = (xi, . . . , xN )
T . Note that this is a standard, linear, time-invariant system whose
stability properties are entirely given by the eigenvalues to −L. But, we already know that
as long as G is connected, then L is positive semidefinite, and, as such, −L is negative
semidefinite. In fact, we know that −L has a single 0 eigenvalue and all other eigenvalues
are negative and real. As such, we have that the system is stable and that x will tend to
the null-space of L asymptotically. In other words, xi → α as t → ∞, ∀i, where α ∈ ℜ.
This, by now widely utilized consensus-equation has appeared with a number of variations,
e.g. [6, 10, 11, 15].
The interpretation here is that all components of x (i.e. the scalar positions of all the
robots) will tend to the same value. And hence the rendezvous problem is solved. In fact, it








is static. And as a consequence α = x̄, i.e. all agents will tend asymptotically to the static
centroid of the robot team. In fact, in [12], it was shown that the rate of convergence to the
centroid is given by
‖x(t) − x̄1‖ ≤ ‖x(0) − x̄1‖e−λ2t,
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where λ2 is the second smallest eigenvalue of the graph Laplacian.
If xi ∈ ℜ
d one can directly note that it is possible to decouple the dynamics along each
dimension, i.e. if we let comp(x, j) = (x1,j , . . . , xN,j)
T , where xi = (xi,1, . . . , xi,N )




= −Lcomp(x, j), j = 1, . . . , d.
As such, the previous argument can be applied in this case as well. An example of running
the consensus algorithm is shown in Figure 2, where 10 agents have to reach an agreement
(or consensus). Note that even though they all start out with different values, they quickly
converge to a common value based solely on local information.
Figure 2: Application of the consensus algorithm.
3.2 Dynamic Networks
Note that so far we have assumed that G is connected and static. However, as shown in [6, 7,
8, 17], the above argument still holds as long as the graph stays connected. The connection
between combinatorics and geometry is thus made through the assumption that the underlying
geometry satisfies this key assumption. However, if we assume that the underlying graph is
a disk graph, this assumption may not always hold, as shown below, in Figure 3.
3.3 Linear Formation Control
One reason why the consensus idea is so powerful is that even though the rendezvous problem
may be of limited use per se, we can still apply the same thinking to a number of problem
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Figure 3: A progression is shown where connectedness is lost even though the initial graph is
connected.
formulations, including coverage control (e.g. [1, 2]), containment control [4], distributed
filtering [13], and formation control, e.g. [3, 7, 15].
In this context, formations are specified in terms of a collection of desired inter-agent
distances dij, (i, j) ∈ D ⊂ {1, . . . , N}
2. If we assume that these distances are feasible, i.e.
there exist points y1, . . . , yN such that ‖yi − yj‖ = dij , ∀(i, j) ∈ D, we can let the relative
errors be given by γi = xi − yi.
Now, by observing that if we can drive all relative errors to the same value, we have
achieved a pure translation of the points y1, . . . , yN . As such, one can attempt to solve the











(xi − xj − ζij),
where ζi,j = yi − yj.
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One should keep in mind that even though these are elegant results, they all hinge on
the fact that connectivity is preserved. And, as shown above, this is not always the case.
Recently, a number of papers dealing with the issue of preserving connectedness through
nonlinear weights have appeared [3, 7].
4 Controllability and Anchor Networks
Another area where graph-based methods for multi-agent coordination have proved useful are
for networks where some agents take on special, so-called leader (or anchor) roles [18].
4.1 Leader-Follower Structures
Assume that a single agent (let’s say robot N) is stationary while the others are executing




(xi − xj), i = 1, . . . ,N − 1
ẋN = 0,
one can wonder if rendezvous (or consensus) is still achieved. The answer to this question is
yes, and, as long as the network stays connected, all agents will converge to the static leader
(or anchor) agent, as shown in [18].
This fact is interesting since it essentially allows us to control the network by moving the
leader agent around. In fact, as long as it moves slow enough (as compared to the convergence
rate of the consensus equation) we can expect the other agents to follow the leader agent rather
closely.
Moreover, if we have a number of stationary leader agents, it was shown in [4] that the
remaining agents will in fact converge to the convex hull spanned by the leader agents. This
observation moreover allows us to exert boundary value control of the network by changing
the shape of this convex hull, as was the case in [4], and as is illustrated in Figure 4.
Figure 4: The containment problem: The leaders move in such a way that the followers
remain in the convex leader-polytope for all times.
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4.2 Graph-Based Controllability
If we assume that the network is static and that the first N − Nl agents are followers, and







Here Ll ∈ ℜ
(N−Nl)×(N−Nl), ℓ ∈ ℜ(N−Nl)×Nl , and Lf ∈ ℜ
Nl×Nl . If we as before, without loss of
generality, assume that xi ∈ ℜ, i = 1, . . . ,N , we can now let x = (x1, . . . , xN−Nl)
T . Moreover,
if we assume that the followers are executing the consensus equation while we can control the
position of the leaders directly (or it’s velocities - it does not matter from a controllability
point-of-view), we can let u = (xN−Nl+1, . . . ,XN )
T . The corresponding control system thus
becomes
ẋ = −Llx− ℓu.
One can thus ask the following question: For what topologies does the above equation
correspond to a completely controllably system? In other words, if (Ll, ℓ) was a controllable
pair, we could drive the followers to whatever position we would like. And, as it turns out,
tools from algebraic graph theory once again help us understanding this issue.
Below, in Figure 5, are given three different graphs. The first two are not controllable and
the reason for this is that the followers are somehow symmetric with respect to the leader,
i.e. if x1(0) = x2(0) then x1(t) = x2(t), ∀t ≥ 0. This is not the case in the third case.
Figure 5: Two uncontrollable graph structures (left and middle) and one controllable (right).
Technially, what happened here is that in the uncontrollable cases, it was possible to
relabel the non-leader agents while still maintaining the same edge relations. Technically
speaking, such an adjacency preserving vertex permutation is called a graph automorphism.
In other words, ψ : V → V is a rgaph automorphism if (vi, vj) ∈ E ⇔ (ψ(vi), ψ(vj)) ∈ E.
And, in [14], it was shown that a sufficient (and in some cases necessary and sufficient)
condition for a single leader network to be uncontrollable is that there exists a non-trivial
(not the identity) graph automorphism, with ψ(vN ) = vN .
For multiple leaders, things become more complicated, but analogous sufficient conditions
for uncontrollability have been found in [14] based on so-called equitable partitions of the
graph. (Interested readers are referred to [14].)
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5 Conclusions
In this note, we report on some of the recent results that have emerged in the general area
of graph-based multi-agent control. In fact, by focusing purely on the combinatorial nature
of the network (and thus ignoring the geometric constraints on the inter-robot interactions)
a number of powerful results can be obtained. Most notably of these might be the consensus
equation that allow us to drive a scalar state value to the same value for the different robots,
in a completely decentralized fashion. This is possible as long as the network stays connected,
which is an assumption that one may or may not always be justified in making.
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