Introduction
It was shown by Federowicz that by a simple transformation of variables a linear program can be expressed as a geometric program [1, p.265] . In this paper a converse question is treated.
It is shown that a geometric program can define an associated family of linear programs. This linearization can be of use both analytically and computationally. Linearization is employed in this paper as a theoretical tool.
It enables the duality theory of linear programming to prove part of the duality theory of geometric programming. In this way it is shown that if the minimization of a primal geometric program yields a finite value then maximization of the dual program is feasible and yields the same value. This result is termed Theorem 4a.
To obtain a complete duality theory it is necessary to show that, conversely, if the maximization of the dual program yields a finite value, then the minimization of the primal program is feasible and yields the same value. This is termed Theorem 4b.
The proof of Theorem 4b is given by a reduction ft ad absurdum 11 making essential use of Theorem 4a.
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The duality theorems proved here are essentially equivalent to those proved previously [1, 2] . However, the old proof and this new proof shed light on different facets of the problem.
It will be apparent from Section 4 to follow that the condensation method used to linearize geometric programs suggests various computational applications. However, these questions will not be pursued.
The proofs to follow depend on elementary inequalities and the duality theorem of linear programming. Otherwise the paper is self contained.
Definition of posynomial geometric programs*
The primal geometric program is denoted by the letter A and is stated as follows.
Primal Program A. Seek the minimum value of ja function g (t)
subject to the constraints (1) t x > 0, t 2 > 0, ... , t m > 0 and (2) g^t) £ 1, g 2 (t) <-1, ... , g p (t) £ 1 . are assumed to be positive constants and the vector variable 6 = (6 , . . . 9 6 ) JLS subject to the linear constraints;
and n (9) L 6 i a i; . = 0, j = l,2,...,m.
Here the coefficients a.. are real constants.
In evaluating the product function v(6) it is to be understood that x = x~ =1 for x = 0. This will make v(6)
continuous over its domain of definition. Program B is said to be consistent if there is a point 6 which satisfies the constraints (7),(8), and (9). If program B is consistent let In the case (a) let n weights 11 €. be defined as (4) € i = 6./A and u ± = u i /6 ± .
Then the classical inequality stating that the weighted arithmetic mean of U-.,U2j...,U is not less than the weighted geometric mean can be written as follows Substituting relations (4) into (5) is seen to prove inequality 
But t satisfies the constraints of A so (12) is an equality because then condition (9) implies condition (3) of Lemma 1. If A-. ^ 0 then sum (9) and obtain
This shows that g = 1 and consequently (3) and (9) are equivalent. k Thus (12) is seen to be an equality also in the case A, ^ 0.
Since (12) 
for any 6 satisfying the dual constraint and (18) .
Prooft It is a direct consequence of inequality (7) that
This is equivalent to (19).
Corollary 2. Jj[ g(t) = v(6) where t satisfies the primal constraints and 6 satisfies the dual constraints then n A. P \ n A.
for any A satisfying the dual constraints.
Proof; The equations (8) and (9) Proof; This follows directly from (7). 
Then program A also has a minimum at t ! . Moreover Mr--
roof. It follows from (;2a) and the definition of g that
Suppose that, contrary to the statement of the theorem, there is a point t° such that (3) g o (t°) < M A , g k (t°) ^l, k = l, ...., P .
Also since program A is superconsistent there is a point t* such that
Let a > 0, 3 > 0, and a+p = 1. Then let (5) t" = (t°) a (t^) p .
Since g, has only one term Where VQ is the dual function for B . Clearly (4) v e (6 9 ) = v(6 e )e l i £ v ( 6 e ) .
0
If 6 satisfies the constraints of B it also satisfies the constraints of B so (3) and (4) give where the relation corresponding to (1) can be a strict inequality [3] , [4] . This has been termed a M duality gap 11 . That a duality gap can never appear in geometric programming is now to be shown. Let N be the set of functions Uy ... , U . Let P be the subset corresponding to (7) and let Q be the subset corresponding to (8). Let p be a maximal linearly independent subset of P. Proof. This is a direct corollary of Theorem 4a and Theorem 5.
It is now seen that Theorems 4 and 6 form a rather complete duality theory for geometric programming.
