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A quantum critical system described at low energy by a conformal field theory (CFT) and sub-
jected to a time-periodic boundary drive displays multiple dynamical regimes depending on the
drive frequency. We compute the behavior of quantities including the entanglement entropy and
Loschmidt echo, confirming analytic predictions from field theory by exact numerics on the trans-
verse field Ising model, and demonstrate universality by adding non-integrable perturbations. The
dynamics naturally separate into three regimes: a slow-driving limit, which has an interpretation as
multiple quantum quenches with amplitude corrections from CFT; a fast-driving limit, in which the
system behaves as though subject to a single quantum quench; and a crossover regime displaying
heating. The universal Floquet dynamics in all regimes can be understood using a combination of
boundary CFT and Kibble-Zurek scaling arguments.
Recent years have witnessed substantial progress in
understanding the dynamics of periodically driven (Flo-
quet) systems. Such driving has traditionally been used
for engineering non-trivial effective Hamiltonians [1–4],
but recent research has shown that these dynamics can
differ drastically from their static counterparts. Exam-
ples include the recently observed Floquet time crys-
tals [5–9], the emergence of topological quasiparticles
protected by driving [10, 11], Floquet topological insula-
tors [12–17], and Floquet symmetry-protected topolog-
ical phases [18–21]. More broadly, periodically driven
systems touch on fundamental issues in statistical and
condensed-matter physics such as thermalization [22–26]
and phase structure [5].
However, relatively little attention has been paid to
driven systems at criticality, whose low-energy dynamics
are often described by a conformal field theory (CFT).
Such quantum critical systems are a natural setting in
which to study Floquet dynamics, as many insights into
the non-equilibrium dynamics of many-body systems
have come from the study of CFTs in 1+1d [27–30]. A
na¨ıve expectation is that such a driven critical system
would simply heat up. However, in the presence of a
boundary drive, the energy injected per cycle is not ex-
tensive in system size, and there are multiple possible
behaviors in an arbitrarily long period prior to thermal-
ization. Moreover, as CFTs are integrable, it is natural
to expect they can escape heating even at low frequen-
cies provided the scaling limit is taken before the long
time limit. This opens the door to using scaling the-
ory combined with the analytical toolkit of boundary
CFT [31–34] to characterize multiple regimes of univer-
sal dynamics in such boundary driven quantum critical
points.
In this Letter, we study the dynamics of entanglement
entropy Sl(t) and Loschmidt echo L(t) =
∣∣〈ψ(0)∣∣ψ(t)〉∣∣2
in conformally-invariant quantum critical systems sub-
ject to a periodic boundary drive. We find two distinct
regimes in which boundary conformal field theory pro-
vides an excellent description of the dynamics. For suit-
ably slow drives, the system behaves almost as though
subject to a series of independent quantum quenches but
with amplitude corrections related to multiple-point cor-
relation functions, while for fast drives, the boundary
drive can be averaged out, and the system responds as
though subject to a single quench at an averaged value
of the field. For intermediate driving frequency, we find
universal heating which crosses over from a perturba-
tive regime at weak drive to non-perturbative boundary
CFT regime at strong drive. The dynamics in all driving
regimes are universal and can be described using field-
theoretic tools. We numerically confirm that the dynam-
ics remain robust against adding integrability-breaking
interactions up to the finite times that may be simulated.
Model. While our results apply to arbitrary
boundary-driven CFTs, for concreteness we will focus
on the archetypical transverse-field Ising (TFI) model on
the half-line with a time-dependent symmetry-breaking
boundary field
H = −
∑
i≥0
(
Jσzi σ
z
i+1 + hσ
x
i + Γσ
x
i σ
x
i+1
)− hb(t)σz0 , (1)
with Γ an integrability-breaking perturbation and h ∼ J
tuned to the critical point. This model has a convenient
description in terms of free fermions when Γ = 0, seen
by performing a Jordan-Wigner transformation [35][36]
and is thus an ideal numerical test-bed for our model-
independent analytical arguments. We initially prepare
the system in the ground state at fixed boundary field
hb(t < 0) then quench on a periodic boundary drive,
hb(t + T ) = hb(t), for t ≥ 0. In equilibrium, the low
energy description of this spin chain at criticality is well-
understood in terms of gapless left- and right-moving
Majorana fields satisfying {ηR/L(x), ηR/L(y)} = δ(x−y),
with Hamiltonian
H = − iv
2
∫ ∞
0
dx (ηR∂xηR − ηL∂xηL)− λ(t)σb(0), (2)
where we dropped irrelevant terms. Here, v is a non-
universal velocity (v = 2J for Γ = 0) and λ ∝ hb. In this
Majorana formulation, the boundary spin can be repre-
sented as σb(0) = i(ηR + ηL)γ [37], where γ
† = γ is an
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2ancilla Majorana satisfying γ2 = 1 that anticommutes
with all fields. In the following, we will assume that
the drive is characterized by a single scale ‖hb(t)‖ ∼ hb
which we take to be much smaller than the single par-
ticle bandwidth hb  Λ ≡ 2J = 2 (setting J = 1), for
which field theory is a good equilibrium description. The
boundary field is a relevant perturbation with scaling di-
mension ∆ = 12 < 1 in the renormalization group (RG)
language, with characteristic time scale tb ∼ |hb|−νb ,
νb = (1−∆)−1 = 2.
There are three energy scales in this problem: the driv-
ing frequency ω = 2pi/T , the bandwidth Λ, and the scale
of the boundary perturbation t−1b ∼ hνbb  Λ. We will
now consider various orderings of these scales and ar-
gue that essentially all regimes can be understood us-
ing a combination of field theory and scaling arguments,
even though the drive is continuously injecting energy
into the system. While the Hamiltonian (1) for Γ = 0
can be mapped onto free fermions for numerical conve-
nience [38], we note that our main conclusions follow
from general field theory arguments and therefore con-
tinue to hold in the non-integrable case. We empha-
size that although we choose to focus on the Ising field
theory (2) as an example, our field-theoretic arguments
are model-independent, so our results carry over imme-
diately to any boundary driven CFT, such as a driven
quantum impurity problem with t−1b → TK , the Kondo
temperature.
Slow driving regime: step drive. We start by consid-
ering the slow driving regime ω  t−1b  Λ for a step
drive starting from the initial field hb(t < 0) = −hb
with hb(t) = +hb for 0 ≤ t ≤ T/2 (Hamiltonian H1)
and hb(t) = −hb if T/2 ≤ t ≤ T (Hamiltonian H0)
for t ≥ 0. Intuitively, this drive looks like indepen-
dent local quenches. Focusing on the Loschmidt echo
(return probability) L = ∣∣〈ψ0∣∣ψ(t)〉∣∣2 [39], this behav-
ior is best understood by Wick rotating to imaginary
time τ = it, where the spin-chain Loschmidt echo can
be mapped onto a CFT correlation function. After com-
puting this correlation function, we Wick rotate back to
real time to obtain the dynamical echo. In imaginary
time, the initial state can be generated by an infinite
imaginary time evolution limτ→∞ e−τH0
∣∣0〉 ∝ ∣∣ψ0〉 from
arbitrary initial state
∣∣0〉. In imaginary time, exp(−τH)
acts as a projector onto the ground state of H, so for
large T  tb we essentially oscillate between the ground
states of H0 and H1, for which σ
z
0 is locked in the direc-
tion of the boundary field ±hb. In the CFT language, a
sharp change in boundary conditions can be treated by
inserting a boundary-condition changing (BCC) opera-
tor [31], as diagrammed in Fig. 1. This means that the
Loschmidt echo L(NT ) after N periods of drive corre-
sponds to the 2N -point correlation function of a BCC
operator φBCC changing the boundary condition from
fixed σz0 = ±1 to σz0 = ∓1.
Analytically continuing to real time, we expect the
Loschmidt echo to be a universal function L(T/tb, N) in
the field theory regime. In the limit T  tb, this reduces
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FIG. 1. Slow driving regime ω  t−1b ∼ h2b  Λ for a step
drive alternating between −hb and +hb for systems up to
L ∼ 3200 sites (Γ = 0). For large T , we see clear power-law
scaling of the Loschmidt echo with slope −2N as predicted
from boundary CFT. The agreement between the CFT 2N -
point function prediction (dashed lines) and numerical data
is excellent, where we stress that the only fit parameter is
the non-universal offset c1. Note also the universal collapse
of the Loschmidt echo as a function of universal parameter
T/tb ∼ h2bT . Inset: sketch of the imaginary time picture
where the step drive corresponds to inserting BCC operators.
to the 2N -point function
L(NT ) ∼
Ttb
∣∣∣∣∣
〈
2N−1∏
n=0
φBCC(nT/2)
〉∣∣∣∣∣
2
= cN
(
T
tb
)−γN
,
(3)
whose form is fixed by scale invariance. The universal
exponent γ = 4h+− = 2 is given by the scaling dimen-
sion h+− = 12 of the BCC operator φBCC [32, 33]. Other
step drives can be dealt with in a similar fashion; for
example, a step drive from hb = 0 to hb 6= 0 corresponds
to the insertion of a BCC field with scaling dimension
hBCC =
1
16 . We emphasize that eq. (3) holds for arbi-
trary boundary step drives in more general CFTs with
the appropriate choice of BCC operator.
Note that although the Loschmidt echo decays ex-
ponentially with N , consistent with the independent
quenches picture, the fact that the quenches are not
fully independent is encoded in the non-trivial N de-
pendence of the coefficients cN . The ratio cN/(c1)
N
is universal and can be computed exactly for this spe-
cific drive, since the BCC operator φBCC corresponds
to a chiral fermionic field ψ in the Ising field theory
with 2N -point correlator given by a Pfaffian: L(NT ) ∼
|〈ψ(0)ψ(T/2)ψ(T ) . . .〉|2 ∼ |Pf(1/(ti − tj))|2 with ti =
0, T/2, T, . . . , (N − 12 )T . For step drives in general
CFTs, such universal ratios can be computed within the
Coulomb gas (bosonization) framework [38]. These an-
alytical expressions are in excellent agreement with nu-
merical simulations for Γ = 0 (Fig. 1), where the only
non-universal fit parameter is c1. Since these predictions
rely solely on field theory, they apply equally well to
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FIG. 2. Loschmidt echo for Γ = 0 over a single cycle (N =
1) in the slow regime for various drive geometries showing
renormalized power laws and universal collapse as a function
of T/tb = Th
2
b . The dashed lines correspond to the analytic
prediction (5) from boundary CFT and KZ arguments. Inset:
KZ renormalization factor αKZ of the BCC exponents for a
boundary field scaling as hb(t) = hb(
t
T
)r compared to the KZ
prediction αKZ = (1+νbr)
−1 with νb = 2. The dashed line is
a fit of the numerical data for small r giving νb ≈ 2.02±0.08.
the non-integrable case Γ 6= 0; the interactions Γσxi σxi+1
are irrelevant in the RG sense and therefore do not
change the universality class. We confirm this numer-
ically by locating the new critical point for Γ 6= 0 using
exact diagonalization, obtaining the ground state using
standard density matrix renormalization group (DMRG)
techniques [40, 41], and simulating the dynamics of this
driven interacting chain using time-evolving block deci-
mation (TEBD) [42]. We find excellent agreement with
our field-theoretic argument, as shown in the Supple-
mental Material [38].
Slow driving regime: general drives. Consider now a
more general drive such as hb(t > 0) = −hb cos(pit/T )
with hb(t < 0) = −hb. In the large T limit hb(t) crosses
the critical value slowly rather than suddenly, yet the
BCC picture suggests that the field should quickly flow
to infinity. We find, however, that the vanishing (but
finite) crossing speed is strongly relevant, changing the
power law entirely (Fig. 2). To understand this differ-
ence, we use the concept of Kibble-Zurek (KZ) scaling,
which is frequently applied to bulk drives crossing a bulk
quantum critical point [43–46] but has not been studied
for such boundary drives to our knowledge.
Let us imagine that the drive crosses hb = 0 as a
power-law hb(t) = hb| tT |rsgn(t) with r = 1 in the cosine
drive considered above and r = 0 for a quench [47]. The
effective time scale tb(t) ∼ [hb(t)]−νb now becomes time-
dependent, and we expect the dynamics to be controlled
by an emergent time scale
tKZ ∼ T
rνb
1+rνb h
− νb1+rνb
b , (4)
given by tKZ ∼ tb(tKZ). Though our system is always
FIG. 3. Fast regime: the Loschmit echo at frequencies ω > Λ
for a step drive oscillating between 0 and hb coincides with
the echo after a single local quench with effective field hb/2
with Floquet Hamiltonian HF (black crosses). This result
also holds when interactions are added with Γ = 0.25 (white
circles, green line). Insets: entanglement entropy difference
Sl(t) − Sl(0) for Γ = 0 as the drive frequency crosses over
from the intermediate to the fast regime.
gapless so that there is no adiabatic limit, it is straight-
forward to show that this dynamical scale emerges di-
rectly from the equations of motion of eq. (2) [48]. It is
natural to expect that the slow driving limit T  tKZ
should still be described by boundary CFT, suggesting
that the Loschmidt echo would scale as (3) with tb re-
placed tKZ. We therefore see that the effect of the slow
driving amounts to renormalizing the dimension hBCC of
the BCC operator by a factor αKZ = 1/(1 + rνb) with
νb = 2 in our case. More generally, for a drive where
hb(t) crosses or touches the critical value n times within
a single cycle, we predict that the universal exponent γ
controlling the exponential decay of the Loschmidt echo
is given by
γ = 2
n∑
i=1
hiBCC
1 + riνb
, (5)
where ri is the power of |hb(t)| ∼ |t − tic|ri near the
critical time tic. For our model, h
i
BCC =
1
2 if hb(t) crosses
zero and hiBCC =
1
16 if it touches zero without changing
sign [32, 33, 49]. For example, a cosine or triangle drive
oscillating between ±hb has n = 2, r1 = r2 = 1 so that
γ = 2/3, while a sawtooth drive combines slow (r1 = 1)
and fast (r2 = 0) crossings to give γ = 4/3.
These predictions give good agreement with numerics
(Fig. 2) [50]. Furthermore, the only effect of the slow
driving is to renormalize the scaling dimensions of the
BCC operators while keeping the structure of the 2N -
point function unchanged. In particular, we find that
the universal numbers cN/(c1)
N in eq. (3) are still given
by the boundary CFT predictions for a step drive [38].
Fast driving regime. We now consider the high-
frequency regime t−1b  Λ  ω. This is na¨ıvely out-
side the regime where field theory results should ap-
ply, but we can take advantage of standard Floquet
4machinery to write a Floquet-Magnus high-frequency
expansion for the Floquet Hamiltonian HF defined by
U(T ) = T e−i
∫ T
0
dtH(t) = e−iTHF [51]. For example,
HF =
1
2 (H0 + H1) − i4ω [H0, H1] + O(ω−2) for a step
drive. While higher order terms in this expansion are
suppressed by powers of ω−1 as for any high-frequency
Floquet system, we note here that the Floquet Hamil-
tonian HF itself corresponds to a CFT subject to an ef-
fective boundary field hb = (1/T )
∫ T
0
hb(t)dt with higher
order terms in the high frequency expansion being RG
irrelevant. This is most easily seen using the field theory
Hamiltonian (2) where the small parameter controlling
the expansion is v/ω  1 with v ∼ Λ = 2J . While the
first boundary term has scaling dimension ∆ = 1/2 and
corresponds to the averaged field hb, dimensional anal-
ysis immediately implies that terms of order ω−n have
scaling dimension of at least n+1/2 due to terms such as
∂nη(0) and are thus irrelevant for n > 0 [38]. Therefore
at late times, the system behaves as though subject to
a single local quantum quench with effective boundary
field hb (Fig. 3), a problem whose universal dynamics
has been studied extensively [52, 53]. We remark that
though RG techniques may be in general ill-defined in
a Floquet system which, for instance, lacks a notion of
ground state, in this high-frequency limit the Floquet
evolution is well-controlled by an effective static Hamil-
tonian. Since our initial state is a conformally invariant
ground state and the effective Hamiltonian implements
a local quench, the notion of RG flow is well-defined [52]
and provides a powerful tool of analysis. Additionally,
for the non-interacting (free fermions) case with Γ = 0 in
eq. (1), one may prove that the high-frequency expansion
is convergent for ω >∼Λ by bounding the spectral width of
the single-particle Hamiltonian [38]. More generally, this
effective single quench picture will survive even in the
presence of integrability-breaking interactions controlled
by Γ up to exponentially long time scales τth ∼ eCω/Λ
[23–26]. We simulated the dynamics of this interacting
chain subject to the same drive using TEBD and found
excellent agreement with the single effective quench pic-
ture even at moderate frequencies (Fig. 3).
Crossover regime. Finally, we discuss the intermediate
crossover regime t−1b ∼ ω  Λ. We focus on a free-
to-fixed step drive from hb = 0 to hb 6= 0 with Γ =
0 for simplicity. In this regime, we expect the system
to absorb energy (“heat”) via resonant processes within
the single-particle bandwidth. This leads to exponential
decay of the Loschmidt echo,
L(NT ) ∼
t−1b ,ωΛ
e−N/N?(ωtb), (6)
with N?(ωtb) a universal function (Fig. 4a). For weak
drive (ωtb  1), resonant heating occurs with a rate
τ−1 ∼ h2b/J given by Fermi’s golden rule, so that
N? ∼ τ/T ∼ ωtb. For strong drive (ωtb  1), we recover
the boundary CFT prediction N? ∼ −1/(γ logωtb). We
also find that entanglement entropy of boundary inter-
vals of size `, relative to the ground state entropy, sat-
urates to a volume law behavior S` ∼ ` at long times
FIG. 4. Intermediate regime t−1b ∼ ω  Λ for a step drive
from hb = 0 to hb 6= 0. (a) Left panel: universal scaling
function N?(ωtb) characterizing the exponential decay of the
Loschmidt echo L(NT ) ∼ e−N/N? , with the dashed line show-
ing the linear behavior expected from Fermi’s golden rule.
Right panel: volume-law scaling of the entanglement entropy
in the long-time limit for ωtb = 10.5  1. An overbar de-
notes the value of the late-time plateau. (b) Sketch of the
three universal driving regimes analyzed in this Letter.
in the regime ωtb  1, consistent with heating [54]. At
low frequencies, the entropy simply oscillates between
ground state values [55] though it may become extensive
at much later times. We leave a detailed analysis of the
role of interactions in this intermediate regime for future
work.
Discussion. We have investigated CFTs subject to
a Floquet boundary drive. Despite the na¨ıve expecta-
tion that such gapless systems should absorb energy and
simply heat up, we have identified three distinct regimes
summarized in Fig. 4b in which the system shows univer-
sal features that can be understood using tools of field
theory and scaling theory. We expect our main conclu-
sions to apply to a broad class of systems, and it will
be especially interesting to investigate the consequences
of our results for the physics of driven quantum dots
and the non-equilibrium signatures of topological edge
modes [10]. In general, our results represent an ana-
lytically tractable model of a driven gapless system, an
active area of research increasingly relevant to experi-
ments.
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I. NUMERICAL METHODS: FREE FERMIONS AND INTERACTIONS
In this appendix, we provide details on the numerical simulation of the transverse-field Ising (TFI) chain with
longitudinal field, and the extraction of the entanglement entropy and the Loschmidt echo. To numerically study
the time evolution of the TFI chain ground state subject to the Floquet drive described above, we utilize the fact
that the non-interacting TFI chain can be efficiently described as a system of free Majorana fermions. This fact will
prove useful in calculating the entanglement entropy of subsections of the chain as a function of time [1, 2]. We cover
the free case first, then move on to the interacting one in subsection C. For completeness, the TFI Hamiltonian in
terms of spins is
H = −
L−1∑
j=0
(Jσzi σ
z
i+1 + hσ
x
i + Γσ
x
i σ
x
i+1)− hb(t)σz0 (1)
with interactions controlled by Γ.
A. Entanglement entropy
First, let us apply a Jordan-Wigner transformation to the non-interacting TFI chain σxj = iγB,jγA,j , σzj =
−iγ
(∏j−1
l=0 iγA,lγB,l
)
γB,j where the γ operators obey the Majorana algebra {γα,i, γβ,j} = 2δαβδij , γ2α,i = 1. We
include in our Jordan-Wigner transformation an ancilla Majorana operator γ that plays no dynamical role. In the
Majorana language, then, the TFI Hamiltonian is
H =
L−2∑
j=0
iγA,jγB,j+1 +
L−1∑
j=0
iγA,jγB,j + h0iγγB,0. (2)
at the critical point h = J = 1. This doubles the size of the Hilbert space, making each original level doubly
degenerate. Now, if we are in a state satisfying Wick’s theorem, everything is essentially determined by the two-
point correlator Cij = 〈γiγj〉. The Majorana anticommutation relation implies that Cij = 2δij−Cji, so Cij = δij+aij ,
where a is some antisymmetric matrix. Let us now diagonalize a = qTσq , where q is orthogonal and σ has form
σ = diag
(
0 λi
−λi 0
)L
i=1
. This form has the eigenvalues arranged such that σi,i+1 = λi, and satisfies σT = −σ. Now
define γ′ = qγ. Then 〈
γ′2k′−1γ
′
2k
〉
= q2k′−1,iq2k,j(δij + λk′′(q2k′′−1,iq2k′′,j − q2k′′,iq2k′′,j)). (3)
From the orthogonality of q, qαiqβi = δαβ , so the only non-vanishing term is q2k′−1,iq2k,jλk′′q2k′′−1,iq2k′′,j =
λkδkk′δk′k′′ . Thus the only non-vanishing two-point function is〈
γ′2k−1γ2k
〉
= − 〈γ2kγ′2k−1〉 = λk. (4)
We can write this correlation function as arising from a single particle density matrix ρ = 1Z
∏
k e
ikγ
′
2k−1γ
′
2k . Now,
we can construct a complex fermionic operator from Majorana operators via ck =
γ′2k−1+iγ
′
2k
2 . This gives γ
′
2k−1γ
′
2k =
−i(2c†kck − 1). This gives the density matrix as
ρ =
∏
k
ek(2nk−1)
ek + e−k
.
2Thus the two-point function is
〈
γ′2k−1γ2k
〉
= −i 〈2nk − 1〉 = λk = −i e
k (+1)+e−k (−1)
ek+e−k = −i tanh k. Thus we have
the non-trivial relation iλk = tanh k. Now define µk = |λk|. Then k = tanh−1(µk). To find the entanglement
entropy, write the density matrix as
ρ =
∏
k
[
pk
∣∣0k〉〈0k∣∣+ (1− pk)∣∣1k〉〈1k∣∣] , pk = e−k
ek + e−k
. (5)
Then the entanglement entropy is S = −Trρ log ρ = −∑Lk=1 pk log pk + (1 − pk) log(1 − pk). To time evolve the
correlation function, in the Heisenberg picture Cij(t) = 〈γi(t)γj(t)〉. Now, for A and B Majorana operators, eαAB =
cosα+AB sinα. Thus, eαABAe−αAB = A cos 2α−B sin 2α, and eαABBe−αAB = B cos 2α+A sin 2α. Thus, defining
the diagonal matrix
D(t) = diag
[(
cos(2kt) − sin(2kt)
sin(2kt) cos(2kt)
)]2L
k=1
(6)
we find that γ′i(t) = Dij(t)γ′j(0). Defining Γ(t) ≡ QTD(t)Q, we see that the correlation function evolves particularly
simply as C(t) = Γ(t)C(0)Γ(t)T . From the time-evolved correlation function we can dynamically calculate the
entanglement entropy as above.
B. Loschmidt echo
Calculation of the Loschmidt echo directly from the Majorana operator two-point function above is a bit more
challenging due to the fact that the TFI Hamiltonian does not conserve particle number when written in terms of
complex fermion operators. This is not an issue for a single quench, as has been explored in Refs. 1–3 and many
others, but becomes quite complicated even for three quenches. Instead, it is convenient to use the fact that the XX
model – which does conserve particle number – can be decomposed into two independent copies of the TFI chain.
The mapping proceeds as follows. Take the XX chain with an ancilla fermion at “site” 0:
HXX = −J
L∑
i=1
(σxi σ
x
i+1 + σ
y
i σ
y
i+1)− J ′σx0σx1 . (7)
The total length of the chain is L+1 in this notation. Via a Jordan-Wigner transformation, namely c†i = σ
+
i
∏
j<i σ
z
j ,
ci =
(∏
j<i σ
z
j
)
σ−i with σ
± = (σx±iσy)/2,we get that theXX Hamiltonian isHXX = −J2
∑L
i=1 c
†
i ci+1− J
′
2 c
†
0c1+h.c.
Now we can decompose each fermion operator into two Majorana operators, via c†i = (γA,i − iγB,i)/2, ci = (γA,i +
iγB,i)/2, where γ2 = 1, γ† = γ and {γα,i, γβ,j} = 2δijδαβ . Thus,
HXX = −J
4
L∑
i=1
i(γA,iγB,i+1)− J
′
4
iγA,0γB,1 − J
4
L∑
i=1
i(γA,i+1γB,i)− J
′
4
iγA,1γB,0. (8)
We now see that the XX chain is simply two uncoupled copies of the TFI chain. Thus, the Loschmidt echoes will
be related by LXX(t) = LTFI(t)2. To get the Loscmidt echo of the XX chain with a driven first link, we generalize
the methods of Refs. 4 and 5 to handle multiple quenches between two XX Hamiltonians H0 and H1. We first write
the ground state as a filled Fermi sea,
∣∣ψ(0)〉 = Nf∏
m=1
 L∑
j=1
Pjmc
†
j
∣∣0〉 (9)
where Nf is the total number of negative eigenvalues of the initial Hamiltonian H0 and the L×Nf matrix P is the
(sorted) matrix of corresponding eigenvectors. Now, under time evolution,
∣∣ψ(t)〉 = . . . e−iH0T/2e−iH1T/2∣∣ψ(0)〉 =
Uˆ(t)
∣∣ψ(0)〉, so ∣∣ψ(t)〉 = ∏Nfm=1 (∑Lj=1 Pjm(t)c†j) ∣∣0〉 with P (t) = U(t)P where U(t) is an L × L matrix. This
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FIG. 1. Loschmidt echo as a function of time in the interacting case, with Γ = 0.25, for a step drive from hb = 0 to hb 6= 0.
Arguments in the main text show that the echo should decay as L(NT ) ∼ T−N/4 and should be a universal function of h2bT ,
in good agreement with TEBD simulations on L = 400 sites. Inset: determination of the new critical point with interactions
from exact diagonalization on systems of size L = 18, 20, 22, 24. For Γ = 0.25, the new critical point is at h = 0.6066(2) with
J = 1.
straightforwardly gives the Loschmidt echo as
LXX(t) =
∣∣∣〈ψ(0)∣∣ . . . e−iH0T/2e−iH1T/2∣∣ψ(0)〉∣∣∣2
=
∣∣∣∣∣∣〈0∣∣
Nf∏
m=1
L∑
j=1
P ∗jmcj
Nf∏
n=1
L∑
i=1
Pin(t)c
†
i
∣∣0〉
∣∣∣∣∣∣
2
=
∣∣det(P †P (t))∣∣2
(10)
We then simply compute LTFI(t) =
√LXX(t) to get the desired echo.
C. Interactions
In the presence of nonzero Γ, the integrability of the TFI chain is broken, and a description in terms of free fermion
operators no longer holds, as the σxi σxi+1 terms produce four-fermion interaction terms after a Jordan-Wigner trans-
formation. While interactions break integrability and ultimately lead to late-time thermalization among other effects,
they crucially have no effect on the underlying CFT because they are irrelevant in the renormalization-group (RG)
sense. We therefore expect the late-time Loschmidt echo to display the same power law behavior as in the free case,
albeit with minor deviations at finite times due to the presence of an irrelevant operator. We note that this is true in
the appropriate scaling limit hb → 0 with h2bT fixed and large; for finite hb, as T →∞ the effects of backscattering
would lead to a “dangerous irrelevance” of the interactions that could significantly alter the physics.
We first note that interactions will shift the critical point away from the self-dual point h = J = 1. We determine
the location of this new critical point numerically by exact diagonalization by looking at the scaling of the gap for
systems sizes L = 18, . . . , 24. We then simulate the dynamics using matrix product states (MPS) techniques [6]. The
initial state is determined using standard density matrix renormalization group (DMRG) methods [6, 7], and the
Floquet dynamics is simulated using the time-evolving block decimation (TEBD) algorithm based on a fourth-order
Trotter decomposition with Trotter time step dt = 0.2. We adapt the bond dimension of the MPS in order to keep
the discarded weight below 10−8 throughout the whole time evolution. The Loschmidt echo for a step drive from
hb = 0 to hb 6= 0 of an interacting Ising chain Γ = 0.25 with L = 400 sites is shown in Fig. 1. Despite the shorter
time scales and smaller system sizes accessible using TEBD compared to the non-interacting case, we find that our
field theory predictions agree well with TEBD simulations in the low-frequency regime, confirming the universality
of our results.
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FIG. 2. The boundary Kibble-Zurek scaling mechanism does not affect the N -point function structure of the Loschmidt echo.
Here we consider a triangle drive from minus to plus, so the power law exponent is rescaled by a factor 1/3 due to crossing
hb = 0 with r = 1. The cN coefficients are still given by a Pfaffian, which is due to the fact that the underlying BCC operator
is a chiral fermion with hBCC = 1/2.
II. STRUCTURE OF THE N-POINT CORRELATION FUNCTIONS AND KIBBLE-ZUREK SCALING
In the main text we argued that for a step-drive in the low frequency limit, the system is essentially subject to
almost independent local quenches, implying a simple exponential decay for the Loschmidt echo (return probability)
L(NT ) ∼
Ttb
∣∣∣∣∣
〈
2N−1∏
n=0
φBCC(nT/2)
〉∣∣∣∣∣
2
= cN
(
T
tb
)−γN
, (11)
given by a 2N -point boundary CFT correlation function. While dependence on the period T is completely fixed by
scale invariance with the exponent γ being related to the scaling dimension of the operator φBCC, the behavior of
the coefficients cN is a bit more subtle. In particular, we note that cN 6= (c1)N , indicating that the successive local
quenches are of course not exactly independent. In fact, the coefficients cN/(c1)N are universal numbers that can
be computed using CFT techniques. In the case of a step drive between positive and negative boundary field in
the Ising model, this is especially simple since the BCC operator happens to be a fermionic field ψ with dimension
hBCC =
1
2 in the Ising CFT. The 2N point function is therefore given by a Pfaffian of an antisymmetric Toeplitz
matrix L(NT ) ∼ |〈ψ(0)ψ(T/2)ψ(T ) . . .〉|2 ∼ |Pf(1/(ti − tj))|2 with ti = 0, T/2, T, . . . , (N − 12 )T . This is consistent
with γ = 2, and yields
cN
(c1)N
= det

0 1 12
. . . 1
2N−1
−1 0 1 12
. . .
− 12 −1 0 1
. . .
. . . . . . . . . . . . . . .
− 12N−1
. . . . . . . . . 0

. (12)
We emphasize that the normalization with the (non-universal) coefficient of the two-point function c1 is necessary
to compare to numerical results.
For more general CFTs and arbitrary step drives, these coefficients can be computed using the Coulomb Gas
formalism [8], or in some cases using bosonization. As a simple example, we consider a step drive oscillating between
0 and hb for which the Loschmidt echo is given by the (chiral) 2N -point function of the spin operator σ with conformal
weight h = 116 in the Ising CFT. In order to compute this correlation function, one can “double” the Ising CFT to
obtain a free boson theory with central charge c = 1 = 12 +
1
2 (we already used this trick in Sec. I by expressing the
XX chain as two independent copies of the Ising model), and compute the (square of the) 2N -point function of the
spin operator as simple free boson correlator [8]. In principle, more complicated multi-point correlators can also be
computed using the Coulomb gas formalism [8].
5Remarkably, we note that the boundary Kibble-Zurek (KZ) scaling mechanism at play for more complicated (non-
step) drives does not seem to affect the 2N -point function structure of the Loschmidt echo (Fig. 2). In other words,
while the BCC scaling dimensions are renormalized by the KZ mechanism as explained in the main text, the universal
ratios cN/(c1)N are still given by the CFT expressions above.
III. RG ANALYSIS OF THE HIGH FREQUENCY EXPANSION
In this appendix, we detail the high-frequency expansion and renormalization-group (RG) argument described in
the main text. We use the so-called Floquet-Magnus (FM) high frequency expansion, a perturbative scheme in the
driving period T to compute the Floquet Hamiltonian HF [t0] defined from Floquet’s theorem by U(t0 + T, t0) =
exp(−iHF [t0]T ). For simplicity we will consider a step drive, though as we shall see a simple scaling argument
ensures that our results hold in general. Say that we initially prepare a quantum system in the ground state of some
Hamiltonian H0, at time t = 0 quench on a different Hamiltonian H1, and at t = T/2 again apply H0. Then the
Floquet-Magnus high-frequency expansion, fixing the Floquet gauge t0 = 0, takes a particularly simple form, and is
in fact just equivalent to the Baker-Campbell-Hausdorff series:
HF =
1
2
(H0 +H1)− iT
4
[H0, H1] +
(−iT )2
24
([H0, [H0, H1]] + [H1, [H1, H0]])− (−iT )
3
48
[H1, [H0, [H0, [H1]]]] +O(T 4).
(13)
Applying this expansion to the transverse-field Ising (TFI) spin chain described in the main text is straightforward;
however, more insight can be gleaned from applying the FM expansion directly to the Ising conformal field theory
(CFT) itself. Let us first apply an “unfolding” procedure to the Ising CFT [9]. In order to halve the number of fields,
we remap x from the half-line to the whole line. We define a new chiral (say, without loss of generality, right-moving)
field η(x) = ηR(x) for x ≥ 0 and η(x) = ηL(−x) for x < 0 with anticommutation relation {η(x), η(y)} = δ(x − y).
This gives the unfolded Hamiltonian as
H = −iv
ˆ
R
dx η(x)∂xη(x)− iλ(t)γη(0), (14)
with v = Λ = 2J and λ ∝ hb from the lattice model in the main text, and γ = γ† an ancilla Majorana fermion with
γ2 = 1 that anticommutes with all fields. H0 is then the above Hamiltonian with λ = 0, and H1 with λ 6= 0 but
constant. At first order, then, [H0, H1] = −λa
´
R dx (η{∂xη, η(0)} − {η, η(0)}∂xη) = 2λγ
´
R dx δ(x)η
′ = 2λγη′(0).
We first note that [λ] = 1−∆ = 1/νb = 1/2 in our case, and [η] = 1/2 and [γ] = 0. We can now confirm that the
RG dimension of this term is [γ∂xη] = 3/2 > 1, so it is RG-irrelevant as claimed in the main text. The second order
commutators are likewise
[H0, [H0, H1]] = 4iλγη
′′(0), (15)
[H1, [H1, H0]] = −4iλ2η(0)η′(0)− iλ2δ′(0), (16)
where we have used the fact that {η(x), η′(y)} = ∂xδ(x − y). These operators have RG dimension [γ∂2xη] = 5/2
and [η∂xη] = [∂xδ] = 2, so we see that all terms but the lowest order term in the FM high-frequency expansion are
irrelevant, getting progressively more irrelevant with higher order in T .
This is in fact a feature of any high-frequency expansion applied to this field theory. The zeroth order term will
always be just the time-averaged Hamiltonian 1T
´ T
0
dt H(t) which has RG dimension 1, so factoring out a λ, the
operator itself has dimension 1/2 and is thus relevant. Now, the nth order term, for n ≥ 1, in any high-frequency
expansion will be of the form λmTnOˆ with 1 ≤ m ≤ n and Oˆ some operator. Since this term has to have units of
energy, its overall RG dimension must be 1, so we find
[Oˆ] = 1− (1−∆)m+ n ≥ 1 + ∆n > 1. (17)
In any unitary CFT, 0 < ∆ < 1 for any relevant perturbation [8], and here ∆ = 1/2. Thus, any higher order term
must always be irrelevant, regardless of the particular drive and particular expansion considered.
IV. CONVERGENCE OF THE HFE AND HEATING IN THE HIGH-FREQUENCY LIMIT
In this appendix, we address a couple of questions about the boundary-driven CFT, namely: 1) for the integrable
model with Γ = 0, can we prove convergence of the HFE/Magnus expansion for some region of phase space and 2)
6for the CFT with interactions at ω > Λ, is there are regime where the physics is described by the CFT quench results
before heating takes over? We will argue that the answer to both is yes.
First, consider the integrable, non-interacting TFI model with Γ = 0. If C(t) ≡ 〈η(t)η(t)T 〉 is the Majorana
correlation matrix, then we showed above (see Sec. I) that
C(t) = U(t)C(0)U(t)T
U(t) =
{
QT1 D1(t)Q1, 0 < t < T/2
QT2 D2(t− T/2)Q2QT1 D1(T/2)Q1 T/2 < t < T
D1,2(t) =

cos(21t) sin(21t)
− sin(21t) cos(21t)
cos(22t) sin(22t)
− sin(22t) cos(22t)
. . .
 ,
where Q1,2 are fixed orthogonal matrices that diagonalize the single-particle Hamiltonian with (positive) eigenenergies
j . Note that the single-particle bandwidth is Λ = 2 max . Since all physical properties depend solely on the
correlation matrix via Wick’s theorem, we are interested in doing the Magnus expansion on the single-particle
unitary U(T ) = e−iHFT . To prove convergence, we will use Theorem 9 of Ref. 10, which states that if Y ′ = A(t)Y
with Y (0) = 1, then the Magnus expansion converges if
´ T
0
||A(s)||ds < pi where || · || denotes the 2-norm. We
therefore must massage the above expression into Y ′ = AY . To do so, let us first consider 0 < t < T/2. Then
U ′(t) = QT1 D
′
1(t)Q1
= QT1 D
′
1(t)Q1U
T (t)U(t)
= QT1 D
′
1(t)D1(t)Q1︸ ︷︷ ︸
A(t)
U(t),
D′1D1 =
 −21 sin(21t) 21 cos(21t)−21 cos(21t) −21 sin(21t)
. . .

 cos(21t) sin(21t)− sin(21t) cos(21t)
. . .

=
 −1 sin(41t) 1 cos(41t)−1 cos(41t) −1 sin(41t)
. . .
 .
so that
||A|| = ||D′1D1|| = max
i
i |sin(4it)± cos(4it)|
≤
√
2 max
i
i =
Λ√
2
.
So convergence is guaranteed if
ˆ T
0
||A(s)||ds ≤ TΛ√
2
< pi,
that is, Λ < ω√
2
. Thus we can prove that for frequencies slightly above the single-particle bandwidth, convergence is
guaranteed. Note that this bound is not tight in general, so this is still consistent with the possibility of convergence
all the way down to Λ = ω. Note also that, up to prefactors, similar proofs should hold for all non-interacting CFTs,
meaning that our high-frequency regime is a well-defined dynamical phase.
The second question is whether HFE CFT behavior can be observed before heating occurs in a generic interacting
model. To address this, let us specifically ask about perturbative heating rates as discussed in Ref. 11. Specifically,
consider quenching a monochromatic drive on an interacting CFT,
H(t) = HCFT (U 6= 0) + hBσz0Θ(t)︸ ︷︷ ︸
Hf
+hBσ
z
0Θ(t) sin(ωt).
At leading order, the system will absorb energy due to the drive at a rate
dE
dt
≡ d〈Hf 〉
dt
≈ 2h2Bωσ(ω); σ(ω) =
1
2
ˆ ∞
−∞
〈[σz0(t), σz0(0)]〉.
7Note that this expectation value is intended to be taken in the ground state of the post-quench Hamiltonian Hf
which, in the case where heating is slower than CFT dynamics, should be a valid description of heating due to drive
near the boundary (where the system looks like it’s in the ground state). The question is whether the time scale
of this heating is larger than the time scale tB ∼ h−νBB for the CFT quench physics to take place. For local drive,
Abanin et al [11] bound the susceptibility as
σ(ω) > e−Cω/Λ,
where C is a constant of order 1. An important subtlety is that this involves integrating over a windows of width δω
which is left out of the final expression. From Fermi’s golden rule, the relevant width should be the inverse density
of states at energy ω above the ground state, since the argument involves bounding excitation rates from the ground
state to states at energy Egs+ω. Therefore, we expect this bound could be tightened, but for now we can substitute
this result into the heating rate in order to lower-bound the time scale τheat for heating processes to occur.
The most relevant energy scale is the single-particle bandwidth, so let us define τheat = Λ/(dE/dt). Then
τheat
tB
? Λ
h2−νBB ω
eCω/Λ.
For our case, νB = 2 and for sufficiently large ω/Λ heating will occur exponentially slower than CFT dynamics.
However, for models with sufficiently weak boundary perturbations (νB > 2), this ratio will vanish in the scaling
limit and the CFT dynamics becomes irrelevant.
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