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proposed models:
microquasar -> charged particles accelerated by accretion-powered jet
binary pulsar -> interaction between pulsar wind and wind from companion star
Fermi multi-wavelength campaign in Nov 2008 and Jan 2009 
with radio, optical, X-ray, GeV and TeV -ray coverage.
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• 0.2° PSF68% at highest energy
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Gamma-Ray Observatory
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• Sensitive from 100 GeV to 100 TeV.
• Angular resolution (68% containment) 0.2-1.0 degrees.
• 2sr instantaneous field of view, 2/3 of sky each day.
• >95% duty cycle.
• Strengths:
Extreme high-energy reach.
Wide field-of-view: ideal for transients and extended objects.
High duty cycle.
High Altitude Water Cherenkov  
 Gamma-ray Observatory
HAWC-30: began Aug 2012 
HAWC-111: Jun 2013 (~280 days) 
HAWC: Nov 2014 (341+ days) 
Inauguration Mar 2015
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Milagro 8-Year TeV Sky Survey
Crab at 17σ in 8 years.
HAWC predecessor
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HAWC TeV Sky Survey
• HAWC is ~15x more sensitivity with lower energy threshold compared to Milagro,  
and more sensitive towards Galactic center. 
• Skymap from 341 days of data taken with the finished HAWC array.
• Point source analysis assuming power-law index of 2.7.
Mrk 501 - 21σ
Mrk 421 - 31σ
Galactic Plane
Crab Nebula - 84σ




Crab Nebula at highest energies
• photons up to 80TeV reported by IACTs
• insight into magnetic field environment and efficiency of 
particle acceleration
36 Aleksic´ et al. / Journal of High Energy Astrophysics 5–6 (2015) 30–38
Fig. 5. On the left: The overall spectral energy distribution of the Crab Nebula from radio to γ rays. Lines are best fit results based on the model of Meyer et al. (2010) (MHZ), 
see text for details. The thin lines show individual components of the photon spectrum (see the inlay), and the thick blue line identifies the overall emission. Historical data 
(brown) are from Meyer et al. (2010), Fermi-LAT data (pink) are from Buehler et al. (2012), and the VHE data are from this work. On the right: Zoom in the γ -ray regime. (For 
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fermi-LAT data (Buehler et al., 2012). For a given magnetic field 
strength, the parameters of the electron spectra were derived from 
the fit to the synchrotron data between 4 · 10−6 eV! ν ! 0.4 GeV, 
using a χ2 minimization implemented with the interface of MI-
NUIT (James, 1998). Subsequently, the magnetic field and the 
parameters describing the thermal dust emission were varied un-
til the IC part of the SED (E > 0.4 GeV) presented in this work 
is reproduced best. The full Klein–Nishina cross section is used to 
calculate the IC emission including synchrotron and thermal dust 
emission, and the cosmic microwave background (CMB).
Allowing for a point-wise systematic uncertainty of 8% of the 
flux (added in quadrature, Meyer et al., 2010), the synchrotron 
emission is accurately reproduced with χ2red = 249/217 = 1.15
(Fig. 5). Above 0.4 GeV, the data is poorly described and the fit 
only converges if an ad-hoc (unrealistically large) systematic un-
certainty of 17% is assumed, resulting in χ2red = 48.8/31 = 1.57.
The final best-fit parameters are given in Table 2. Due to the 
small fit probability and the dependence of the fit errors on the ad-
ditional ad-hoc systematic uncertainty added to the flux points, we 
neglect these uncertainties. When comparing the result of Meyer 
et al. (2010) with the one presented here, B = 143 µG, we note 
that a higher value of the B-field is preferred compared to the 
2010 paper in order to reproduce the MAGIC data around the IC 
peak. The higher quality (i.e. smaller error bars) of the Fermi-LAT 
data together with the MAGIC data shows a rather flat peak now, 
which cannot be reproduced in the model. If we would repeat 
the exact procedure from the 2010 paper and only use the up-
dated Fermi-LAT data, we would find a lower B-field and the model 
would undershoot the MAGIC data at almost all energies. We, 
therefore, conclude that the constant B-field model cannot repro-
duce the flat peak of the IC SED. For energies above the peak, the 
predicted spectrum is too soft with too little curvature as com-
pared to the new MAGIC data.
4.3. Time-dependent model
The time-dependent, leptonic spectral model for an isolated 
PWN (Martín et al., 2012; Torres et al., 2013a, 2013b) was also 
considered. Such model solves the diffusion-loss equation numeri-
cally devoid of any approximation, considering synchrotron, IC and 
Bremsstrahlung energy losses. For the IC losses, the Klein–Nishina 
cross section is used. Escaping particles due to Bohm diffusion 
are also taken into account. The injection spectrum of the wind 
electrons is a broken power law normalized using the spin-down 
Table 2
Best-fit parameters for the constant B-field model. The 



















1/ lnγ breakw −19.5
lnγmaxw 22.7
β 4
power of the pulsar and the magnetic fraction.14 The 1D uniform 
magnetic field is evolved by solving the magnetic field energy con-
servation, including its work on the environment (Torres et al., 
2013b). Considering the young age of the remnant, the nebula was 
treated as freely expanding. The magnetic fraction of the nebula 
(η) was assumed constant along the evolution, and it was used 
to define the time-dependent magnetic field. The model here is 
essentially the same as the one shown in Torres et al. (2013a) ex-
cept for the incorporation of a more precise dynamical evolution 
to fix the nebula radius taking into account the variation of the 
spin-down power in time. In particular, the evolution of the ra-
dius of the nebula was calculated solving numerically Eq. (25) in 
van der Swaluw et al. (2001). All other time dependent parame-
ters were left free to evolve with the PWN. The resulting electron 
population was used to compute the synchrotron, IC from CMB, far 
infrared (FIR), and near infrared (NIR) photon fields, as well as the 
synchrotron self-Compton (SSC) and bremsstrahlung spectra.
14 The magnetic fraction is the percentage of the spin down that goes into the 
magnetic field.
Aleksic et al. JHEA 
60TeV photon from the Crab Nebula seen by HAWC.





• Closest known middle aged pulsar
• Possible nearby cosmic ray acceleration site  
— explanation for positron excess (Yuksel et al. 2009)
• Not seen by IACTs, extent maybe larger than IACT FOV.
• Ongoing morphological and spectral studies
Milagro - Point Search 
No. 1, 2010 NEW X-RAY OBSERVATIONS OF THE GEMINGA PWN 67
Figure 1. XMM-Newton MOS1+MOS2 images (5′ × 5′) of the Geminga pulsar and its PWN in the 0.5–8 keV band. The top, middle, and bottom panels correspond to
the observation of 2004–2007 (64 ks total scientific exposure), 2002 (78 ks), and 2002–2007 (142 ks), respectively. The images in the left panels are binned in 3′′ × 3′′
pixels, while the images in the right panels are additionally smoothed with an 18′′ FWHM Gaussian. The ellipses (120′′ × 40′′) show the regions for which the spectra
and fluxes were measured, while the 64′′ × 32′′ rectangle between the ellipses was used for estimating the upper limit on the surface brightness between the outer
tails (see Section 2.2.2). The 50′′ × 20′′ rectangle ahead of the pulsar was used to measure the spectrum of the “streak” (see Section 2.2.3). The 5′′ radius circle in the
bottom left panel is centered at the position of blob C found in the Chandra observation of 2007 (see Figure 2 and Section 2.2.1). The source north–northwest of the
pulsar is an 11th magnitude K star (C+03).
which corresponds to ≈2.9′′n−1/2(d250/ sin i)−2, where i is the
angle between the pulsar’s velocity and the line of sight, and
n = ρamb/mH.
XMM-Newton observations of Geminga in 2002 April, re-
ported by Caraveo et al. (2003, hereafter C+03), revealed two
≈2′ long tails behind the pulsar, approximately symmetric with
respect to the sky projection of the pulsar’s trajectory (see
Figure 1), with a luminosity of ∼1029 erg s−1 in the 0.3–5 keV
band. C+03 suggested that these tails are associated with a bow
shock generated by the pulsar’s motion and, using the one-zone
bow shock model by Wilkin (1996),4 predicted that the head of
4 The one-zone model assumes an instant mixing of the PW matter with the
ambient matter at the shock, so that there is no CD, and the TS and FS sources
coincide with each other. The numerical bow shock models (e.g., Bucciantini
2002) have shown that the shape of the one-zone shock is approximately
similar to that of the FS but very different from the TS shape.
the bow shock, 20′′–30′′ ahead of the pulsar, is hidden in the
bright wings of the pulsar point-spread function (PSF) in the
XMM-Newton image.
The Geminga field was observed in 2004 (Sanwal et al. 2004;
Pavlov et al. 2006, hereafter P+06) with the Chandra Advanced
CCD Imaging Spectrometer (ACIS), whose resolution,≈0.′′5, is
much better than that of the XMM-Newton detectors. The most
interesting finding of that observation was the detection of an
axial tail behind the pulsar aligned with the direction of the
pulsar’s proper motion (P+06; de Luca et al. 2006; see Figure 2,
top). The axial tail, with a luminosity of ∼2× 1029d2250 erg s−1,
was seen up to 25′′ from the pulsar, almost up to the boundary of
the field of view (FOV). P+06 suggested that the axial tail may
be a jet emanating from the pulsar magnetosphere. In addition to
the axial tail, a faint arclike structure was detected 5′′–7′′ ahead
XMM, Pavlov et al. 2010





• New PWN seen near Geminga!
• Similar large extension seen in data.
• This pulsar is very similar to Geminga pulsar:
Geminga PSR J0659+14
age [yr] 3E+05 1E+05




• Geometry and diffusion studies on 
propagation of electron/positron to Earth.




New TeV source 
2HWC J1928+178 
• ~8σ pre-trials
• coincident with PSR J1928+1746
• tail towards unidentified source 3FGL J1925.4+1727
• VERITAS point source upper limit ~1.4% of Crab
New TeV emission region 
2HWC J1927+187* 
• ~7σ pre-trials
• current blind search algorithm identify this 
region associated with 2HWC J1930+188,  
ongoing analysis on spatial morphology
2HWC J1930+188
• coincident with VER J1930+188  
(SNR G54.1+00.3 / PSR J1930+1852)
• TeV emission was reported to be point-like and 
likely from PWN
• nearby molecular CO cloud
No. 1, 2010 DISCOVERY OF VHE γ -RAY EMISSION FROM THE SNR G54.1+0.3 L71
Table 1
Analysis Results at the High E˙ Pulsar Locations in the FOV of the PWN G54.1+0.3
PSR Name Offset On Off αa Excess LiMa Flux >1 TeV
(◦) Events Events Events Significance (10−13 cm−2 s−1)
J1930+1852 0.5 231 720 0.18 101 7.0σ 5.3 ± 1.3
J1928+1746 0.7–1.7 108 509 0.19 13 1.2 σ <2.6
Notes. The analysis used for the results presented in this table corresponds to an image integrated charge ∼225 photoelectrons and
θ2 < 0.015 deg2.
a Normalization factor for the different acceptance of the background and source regions in the ring background model.
source position (θ2), reject more than 99.9% of the hadronic
cosmic-ray background while keeping 45% of the gamma rays.
Different sets of these cuts, optimized for different source
properties, are applied to the G54.1+0.3 data. Two a priori test
positions are defined as the locations of the high spin-down
power pulsars: J1930+1852 (19h30m30.s13,+18◦52′14.′′1) and
J1928+1746 (19h28m42.s48,+17◦46′27′′). In the search for a
VHE γ -ray signal from a point source with a Crab-like spectrum,
the following cuts were employed:−1.2<MSCW/L< 0.5 and
θ2 < 0.015 deg2, resulting in an analysis threshold of 250 GeV.
Since the emission region may be extended, as is the case of
most of the galactic PWN detected at VHE γ -rays (Aharonian
et al. 2005a), a larger cut in the arrival direction θ2 < 0.055 deg2
is also considered. In addition, a rather tight cut on the integrated
charge of ∼225 photoelectrons is applied, to maximize the
signal-to-noise ratio for a weak source with a hard spectrum.
The latter cut results in an analysis threshold of 500 GeV and in
superior angular resolution. For the spectral analysis, this cut is
80 photoelectrons providing maximal coverage in energy.
For the background estimation, we employ two different
methods, as described in Berge et al. (2007). The background
estimate for each position in the two-dimensional sky map is
taken from a ring of mean radius 0.◦5 and an area six times that of
the on-source region. For the spectral analysis, the background
is taken from seven positions in the field of view with the
same offset from the pointing direction as the source regions.
This eliminates the need for corrections concerning the radial
dependence of the background acceptance. The on-source and
background region counts, together with a normalization factor
for the different acceptance of these regions, are used to derive
the statistical significance of any excess following the likelihood
method of Li & Ma (1983).
4. RESULTS
Figure 1 shows a sky map of the excess counts for the
entire data set in the region around G54.1+0.3/PSR J1930+1852
system, derived using the point-source analysis described above.
A source of VHE gamma rays is clearly visible and is coincident
with the position of the X-ray and radio PWN. An excess of
101 events is observed, corresponding to a pre-trials statistical
significance of 7.0σ at the location of PSR J1930+1852, as
shown in Table 1. This significance is the highest obtained
at the pulsar position for the four different search criteria
attempted, and this is taken into account in assessing the true
chance probability of the observed signal of 6.8σ . As discussed
above, the earlier data set showed evidence for a VHE γ -ray
signal at 4.3σ . This evidence is confirmed by the presence of
a 5.5σ detection at the same position in 2009 data set alone.
This increase is as expected for a steady source with increased









































Figure 1. Smoothed excess map from G54.1+0.3, as measured by VERITAS.
Only events with image sizes above 225 photoelectrons are used. The color scale
indicates the number of excess gamma-ray events. The high E˙ pulsars present
in this field of view, J1930+1852 and J1928+1746, are marked with white plus
signs. The contour of the 99% confidence-level error box of the unidentified
EGRET source 3EG J1928+1746 is overlaid in black. The gamma-ray sources
in the first Fermi catalog are marked with black crosses.
The unsmoothed map of excess events, binned in 0.◦05×0.◦05,
is fit by a two-dimensional Gaussian in order to study the
morphology of the observed emission. The gamma-ray excess
is well fit by the point-spread function of the instrument at the
corresponding analysis threshold of 500 GeV (∼0.◦11), which
results in a detection compatible with a pointlike source for
VERITAS. The best fit of the Gaussian centroid is 19h30m32s±
25s,+18◦52′12′′ ± 20′′ (J2000) and hence we assign the name
VER J1930+188. Given the systematic uncertainty of 0.◦02 in
this measurement, the centroid is consistent with the pulsar
position (at a distance of 0.◦007) and the 0.◦03 extent of the PWN
G54.1+0.3 around the pulsar.
The total γ -ray excess above 250 GeV, i.e., that within a
circle of 0.◦15 around the pulsar position, is 214 ± 43 events.
Figure 2 shows the reconstructed gamma-ray spectrum from
these events. The data are consistent with a power law in energy
that extends from 250 GeV up to 4 TeV with a photon index
of Γ = 2.39 ± 0.23stat ± 0.30sys and a differential flux at
1 TeV of (7.5 ± 1.2stat ± 1.5sys) × 10−13 TeV−1 cm−2 s−1. The
corresponding flux above 1 TeV is 2.5% of the Crab Nebula
flux.
No other significant TeV source is found in the maps,
including at the second a priori test position, the location
of PSR J1928+1746, for any of the searches performed. The
Acciari et al. ApJL (2010)




New TeV source 
2HWC J1953+294
• confirmed by VERITAS
• potential association: 




• No previously known TeV source. 
• New analysis by VERITAS, archival plus new data, source confirmed. 
• Tentative association 3FGL J1951.6+2926 / PWN DA 495? 
• See Jamie Holder’s presentation Tuesday, plenary session, 9:00.
Preliminary  
Reported errors  




c. michelle hui MSU collaboration meeting 2016
• Chandra has observation in all 3
• XMM also looked at the SNR
• G65.7+1.2, filled center, contains PWN
• 1-5kpc, 7k -155k yr






• Fermi — 3FGL J1951.6+2926
5
2HWC J1953+294
2242 A. Karpova et al.
Figure 1. 2.5 arcmin×2.5 arcmin X-ray Chandra (top), XMM–Newton
(middle) and 30 arcmin× 27 arcmin radio Very Large Array (bottom) images
of DA 495 in 0.3–8 keV range and at 1.42 GHz, respectively. The Chandra
image was smoothed with a 3 pixel Gaussian kernel (logarithmic brightness
scale is used). J1952 is clearly seen in the centre of the PWN in X-rays. The
XMM–Newton image was binned to a pixel size of 1.6 arcsec and smoothed
with a 3 pixel Gaussian kernel (square root brightness scale is used). Filled
and dashed circles depict the extraction region for the PWN+J1952 and
background, respectively. The white circle in the radio image shows the
position and extent of DA 495 in X-rays.
about 20 kyr old. No detection of an associated pulsar in the radio
and γ -rays was reported.
In X-rays, ROSAT and ASCA observations of DA 495 revealed
a faint compact source, 1WGA J1952.2+2925 (hereafter J1952),
which is apparently surrounded by a diffuse non-thermal emission
and is projected on the edge of the radio hole (Arzoumanian et al.
2004, see Fig. 1). It was proposed to be a magnetospherically active
neutron star (NS) powering the PWN, although only an upper limit
on the pulsed emission fraction of 50 per cent for periods !30 ms
was derived from the analysis of the ASCA data. The compact source
J1952 and its diffuse emission were later firmly confirmed by Chan-
dra high spatial resolution observations (Arzoumanian et al. 2008).
It was established that J1952 is the point source located in the
centre of the X-ray nebula with an extent of ∼40 arcsec. The neb-
ula does not show any Crab-like torus+jet structure; however, its
spectrum is described by a power law (PL) with a photon index
" = 1.6 ± 0.3 typical for PWNe. The latter allowed us to state that
it is the X-ray counterpart of the DA 495 PWN. J1952, presumably
the pulsar, has a pure thermal spectrum. It can be described either
by the blackbody (BB) model with a temperature T ≈ 2.5 MK and
an emitting area radius R ≈ 0.3 km or by the neutron star atmo-
sphere (NSA) model (Zavlin, Pavlov & Shibanov 1996) for an NS
with the effective temperature of ≈1 MK and the radius of 10 km.
The interstellar absorption column density for the former and latter
cases was ≈2.3 × 1021 and 6.0 × 1021 cm−2, respectively, which
is a factor of 1.3–3.5 lower than the entire Galactic absorption in
this direction. Because of small count statistics, the spectral param-
eters were poorly constrained. In addition, two key parameters, the
distance and the pulsar spin-down energy loss ˙E, also remained un-
certain, which did not allow us to establish firmly the DA 495 PWN
evolution stage. Finally, a high-energy source 3FGL J1951.6+2926,
recently detected with Fermi/LAT, was proposed as a possible γ -ray
counterpart (Acero et al. 2015) of the nebula.
Here, we report a simultaneous analysis of the Chandra2 and
unpublished XMM–Newton3 X-ray archival data on DA 495. We
also include in our analysis the extinction–distance relation towards
J1952. This allows us to improve considerably the count statistics,
to get an independent DA 495 distance estimate and to set more
stringent constraints on the PWN and pulsar parameters. We also
use high temporal resolution XMM–Newton/EPIC-pn data to search
for periodic pulsations from J1952 and derive a more stringent upper
limit on its pulsed emission fraction. The details of observations are
described in Section 2. The timing analysis is presented in Section 3.
The extinction–distance relation and spectral analysis are described
in Sections 4 and 5. In Section 6 we discuss our results, compare
them with the DA 495 radio and γ -ray data and the data for other
pulsar+PWN systems. A summary is given in Section 7.
2 TH E X - R AY DATA
The XMM–Newton observations of DA 495 were carried on 2007
April 21 with total exposure of about 50 ks. The EPIC-MOS cam-
eras were operated in the Full Frame Mode with the medium filter
setting, and the EPIC-pn camera was operated in the Small Win-
dow Mode with the thin filter. The XMM-SAS v.13.5.0 software was
used to process the data. We selected single and double pixel events
(PATTERN ≤ 4) for the EPIC-pn and single to quadruple-pixel
2 PI Arzoumanian, Chandra/ACIS-I, ObsID 3900
3 PI Arzoumanian, XMM–Newton/EPIC, ObsID 0406960101
MNRAS 453, 2241–2249 (2015)
 at M
ichigan State University on June 29, 2016
http://mnras.oxfordjournals.org/
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Karpova et l 2015
Karpova et al 2015




Milagro 4, 5, 6 σ
New TeV source 
2HWCJ2006+340: 
• >6σ pre-trials
• 0.6° from unidentified 
source 3FGL J2004.4+3338
2HWC J2019+368 is coincident with MGRO J2019+37 and VER J2019+368
• extended emission including PSR J2021+3651 and HII region Sh 2-104




























CTB 87 (VER J2016+371)
Figure 3. Differential energy spectrum of VER J2016+371/CTB 87 and VER
J2019+368 as measured by VERITAS. The event excess in each bin have a
statistical significance of at least 2σ .
(A color version of this figure is available in the online journal.)
reduced χ2 values, mainly due to limited statistics. Either a
larger data set or more sensitive reconstruction techniques, or
both, are necessary to determine the morphology better.
The energy spectrum for VER J2019+368 is estimated from
a circular region of 0.◦5 radius centered on the best fit position.
The resulting spectrum, shown in Figure 3, extends from 1 to
30 TeV and is well fit by a PL model (χ2/dof = 5.79/6)
with a hard photon index of Γ = 1.75 ± 0.08stat ± 0.2sys
and a differential flux at 5 TeV of (8.1 ± 0.7stat ± 1.6sys) ×
10−14 TeV−1 cm−2 s−1. Assuming these parameters from the
fit, the 1–10 TeV integrated energy flux is estimated to be
(6.7± 0.5stat± 1.2sys)×10−12 erg cm−2 s−1. We also attempted
to fit alternative, spectral m dels (s ch as a curved PL and cut-off
PL model) but they did not provide better fits. The study of the
energy dependent morphology of the emission in two separate
energy bands, below 1 TeV, and above 1 TeV, supports the lack
of any statistically significant spectral points below 1 TeV. The
excess maps for each energy band show evidence for different
centroid positions, see Figure 4. Above 1 TeV, a strong emission
(at the level of 9σ ) with a best fit location statistically compatible
with that of VER J2019+368 is observed. Below 1 TeV, there
are indications (at the level of 3σ ) of emission offset by about




Both VHE-emitting regions coincide with non-thermal emis-
sion detected in radio, X-rays, and HE gamma-rays. In the
following sections, we examine in detail the locations, mor-
phologies, and spectral properties of these low energy counter-
parts in order to be able to establish the connection with the
VHE emission and its origin.
4.1. VER J2016+371, the SNR CTB 87, and their Surroundings
In Figure 5 we present a false color image of the radio and
X-ray emission in the region around VER J2016+371 obtained
with the Giant Metrewave Radio Telescope (GMRT; Paredes
et al. 2009) at 610 MHz and Chandra between 2 and 10 keV,





















Figure 4. VHE gamma-ray excess maps of the MGRO J2019+37 region as
observed with VERITAS in two different energy bands. The high energy band
is above 1 TeV (red) while the low energy band is between 600 GeV and 1 TeV
(green). The number of excess events in the maps has been obtained using a
search radius of 0.◦23, which corresponds to the extended source search analysis
described in the text. The change between the red and black in the color scale
takes place at the 4σ level, while between green and black is at the 2σ level.
(A color version of this figure is available in the online journal.)
respectively. The VHE contours of VER J2016+371 are co-
located with the bright and extended low-energy emission from
the SNR CTB 87. At radio wavelengths, the strong polarization,
flat spectral index, center-filled morphology, and lack of a
continuum shell have been used to classify CTB 87 as a PWN
(Weiler & Shaver 1978; Wallace et al. 1997). The high angular
resolution of the GMRT image (∼30′′) shows a faint circular
structure in the southwestern portion of the nebula. Further
studies at multiple wavelengths will be needed to determine
if this structure is related to CTB 87 or perhaps a different
source. The smoothed archival X-ray image reveals a centrally-
peaked morphology which is offset toward the southeast of
the radio peak and has a slightly smaller extent than the
radio emission. The X-ray emission was recently studied in
more detail by Matheson et al. (2013). The superb angular
resolution of Chandra also allowed these authors to localize
the pulsar candidate, CXOU J201609.2+371110, located within
the compact PWN (to the southeast of the remnant center).
HE gamma-ray emission is also detected in the vicinity of
VER J2016+371 with the Large Area Telescope on board the
Fermi spacecraft (Fermi-LAT; Abdo et al. 2009b). The 95%
error ellipse of the unidentified HE gamma-ray source 2FGL
J2015.6+3709 does not exclude a common origin between the
two sources. However, based on the variability index of the
Fermi-LAT source and its correlation with radio, Kara et al.
(2012) associate the HE gamma-ray emission with the nearby
blazar B2013+370, with unknown redshift, rather than with the
CTB 87. On the other hand, no VHE gamma-ray emission from
this extragalactic object is seen in the current data. Its location
lies 6.′7 away from the centroid of VER J2016+371, this being
much larger than the∼1.′5 uncertainty of the VHE measurement.
4.1.1. A PWN scenario
The morphology of the extended X-ray PWN (Matheson
et al. 2013) suggests that it is affected by ram pressure due
5
VER J2019+368 (Aliu et al ApJ 2014)
0.6-1TeV
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Figure 3. Spectral energy distribution of the Cygnus Cocoon by different
detectors. The arrows below 1 GeV indicate the upper limits obtained by Fermi-
LAT (Ackermann et al. 2011). The points at 12, 20, and 35 TeV are reported by
Milagro for MGRO J2031+41 (Abdo et al. 2007a, 2007b, 2009). The lower data
point at 12 TeV is the Milagro flux after the subtraction of the TeV J2032+4130
contribution (Ackermann et al. 2011). The dot–dashed line shows the best fit to
the Fermi-LAT and ARGO-YBJ data using a simple power-law function. The
thick solid line is predicted by a hadronic model with a proton cutoff energy at
150 TeV. The dotted line is predicted by a model with cutoff energy at 40 TeV.
(A color version of this figure is available in the online journal.)
times higher than those determined by IACTs (Bartoli et al.
2012c, 2013b). Therefore we cannot exclude the possibility
that the fluxes of TeV J2032+4130 and VER J2019+407 are
underestimated by IACTs. In this case, the flux of the Cygnus
Cocoon determined here would be overestimated by about
20−30%. However, the angular sizes of TeV J2032+4130 and
VER J2019+407 are smaller than those of MGRO J1908+06 and
HESS J1841−055, hence the expected discrepancy should be
smaller. In particular, for MGRO J2019+37/VER J2019+368,
if we use the Milagro result instead of the VERITAS one, the
cocoon flux and extension change by less than 10%.
Figure 3 shows all the spectral measurements by Fermi-
LAT, ARGO-YBJ, and Milagro. The Milagro data refer to the
source MGRO J2031+41 (Abdo et al. 2007a, 2007b, 2009),
which should contain the contributions from the overlapping
and nearby sources. In (Ackermann et al. 2011), the flux of
MGRO J2031+41 is corrected by subtracting the extrapolation
of TeV J2032+4130 at 12 TeV. This “corrected” value is also
shown in Figure 3. We should also remind that the Milagro flux
at 12 and 20 TeV was determined in a region of 3◦×3◦, which is
too small compared to the Cygnus Cocoon extension and could
contain less than 40% of the gamma-ray emission. For these
reasons, the flux of MGRO J2031+41 is reported in Figure 3 but
is not used in the following discussion.
The flux determined by ARGO-YBJ appears consistent with
the extrapolation of the Fermi-LAT spectrum. Given the con-
sistency of spectra and angular sizes, the major emission of
ARGO J2031+4157 can be identified as the counterpart of the
Cygnus Cocoon at TeV energies. It is worth noting that given
the ARGO-YBJ angular resolution, a detailed comparison with
the morphology found by Fermi-LAT is meaningless.
The combined spectrum of Fermi-LAT and ARGO-YBJ is
fitted (χ2/dof = 2.7/9) by the power-law function dN/dE =
(3.5±0.3)×10−9(E/0.1 TeV)−2.16±0.04 photons cm−2 s−1 TeV−1,
as shown by the dot-dashed line in Figure 3. The upper limits
of Fermi-LAT and ARGO-YBJ indicate weak evidence for the
presence of a slope change or cutoff below ∼1 GeV and above
∼10 TeV, respectively.
4. DISCUSSION
The angular size of about 2◦ places the Cygnus Cocoon
among the most extended VHE gamma-ray sources. At a
distance of 1.4 kpc, the observed angular extension corresponds
to more than 50 pc, making the Cygnus Cocoon the largest
identified Galactic TeV source. Such a large region can be
related to different scenarios. PWNs and SNRs contribute to
most of the extended Galactic TeV sources identified up to now.
Toward the Cygnus Cocoon, two pulsars (PSR J2021+4026
and PSR J2032+4127) and one SNR (SNR G78.2+2.1) have
been detected. As remarked on by Ackermann et al. (2011),
the PWNs powered by these two pulsars are unlikely to
explain the cocoon emission and SNR G78.2+2.1 could be
too young to be the unique accelerator in the cocoon able
to diffuse over the whole region. However, PSR J2032+4127
and the Cygnus Cocoon are well-coincident apparently, and we
cannot rule out the possibility that the cocoon emission is from
the yet undiscovered remnant of a supernova that originated
the pulsar. The favored scenario of Ackermann et al. (2011)
is the injection of cosmic rays via acceleration from the
collective action of multiple shocks from supernovae and winds
of massive stars, which form the Cygnus superbubble. Such
superbubbles have been long advocated as cosmic ray factories
(Bykov & Toptygin 2001; Parizot et al. 2004; Ferrand &
Marcowith 2010). Possibly, the Cygnus Cocoon is the first
evidence supporting such a hypothesis.
For such a large extended region, no significant morphology
and spectrum variation have been found by Ackermann et al.
(2011) in the range from 1 to 100 GeV. The energy spectrum
from 1 GeV to 10 TeV shows a simple power-law shape, which
is very similar to those of SNRs, such as Cassiopeia A, Tycho,
W51C, IC 443, and so on (Yuan et al. 2012). This indicates
that the Cygnus Cocoon may be an unknown SNR, or that the
particle acceleration inside a superbubble is similar to that in an
SNR. No matter which accelerator is responsible for the Cygnus
Cocoon emission, the whole spectral shape of the gamma-ray
emission from 1 GeV to 10 TeV allows us to determine a possible
spectral slope of the underlying particle distribution for the first
time. Different scenarios have been proposed to explain the
emission mechanism of gamma-rays, which can be produced
via inverse Compton (IC) scattering of background photon fields
by high-energy electrons or, in hadronic models, by π0 decay
from inelastic proton–proton or proton–photon interactions. The
electron bremsstrahlung can be ignored if the electron-to-proton
ratio is about 1% as measured around Earth. The close relation
between the emission morphology and the interstellar structure
revealed by Ackermann et al. (2011) favors a cosmic ray origin.
The Fermi-LAT measurement below 3 GeV is also a hint of
the π0 decay feature Ackermann et al. (2013). Moreover, the
gamma-ray spectrum predicted by IC process is always curved,
and it is difficult for the pure leptonic model to produce such a
simple power-law shape from 1 GeV to 10 TeV.
In this work, we adopt a purely hadronic emission model
(Drury et al. 1994) to produce the gamma-ray emission from the
cocoon. In our model, the observed gamma-rays are attributed to
the decay of π0 mesons produced in inelastic collisions between
accelerated protons and target gas. The predicted spectrum is
shown as the thick solid line in Figure 3. It is assumed that the
primary proton spectrum follows a power law with index α and
with an exponential cutoff energy Ec, i.e., Eαe−E/Ec . The value
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Figure 1. Significance map around ARGO J2031+4157 as observed by
the ARGO-YBJ experiment. The large circles indicate the positions of
ARGO J2031+4157, MGRO J2031+41, and the Cygnus Cocoon, and the corre-
sponding 68% containment regions (Ackermann et al. 2011; Abdo et al. 2012a).
The position and extension of TeV 2032+4130 and VER J2019+407 are marked
with crosses (Aharonian et al. 2005; Aliu et al. 2014b, 2013). The small circles
indicate the positions of PSR 2021+4026 and PSR 2032+4127.
(A color version of this figure is available in the online journal.)
by ARGO-YBJ, although still within one s.d. error. Recently,
MGRO J2019+37 was resolved into two VERITAS sources,
namely VER J2016+371 and VER J2019+368. So the spectra
determined by VERITAS (Aliu et al. 2014b), which have better
precision and are consistent with both Milagro and ARGO-YBJ
measurements, are used here. We track the four sources path
inside the ARGO-YBJ FOV and simulate the detector response
in the gamma-ray energy r nge from 10 GeV to 100 TeV. The
detailed simulation of the ARGO-YBJ detector response to
gamma-rays is realized by means of a cod based on the GEANT
package (Guo et al. 2010). The four sources contributions are
removed before estimating the extension and spectrum of the
Cygnus Cocoon.
In our previous analysis (Bartoli et al. 2012a), the angular
extension of ARGO J2031+4157 was estimated by fitting the
angular distribution of the events centered on MGRO J2031+41
within a radius of 2.◦2. The excess events outside this region were
considered as due to the Galactic diffuse gamma-ray emission.
Now, after the Fermi-LAT result indicating the presence of a
large extended source, a larger region is used to evaluate the
extension of ARGO J2031+4157. To achieve a better angular
resolution, only events with Npad ! 60 are used. Assuming a
symmetrical two-dimensional Gaussian function for the source
shape, we fit the ARGO-YBJ excess in a square region of
10◦ × 10◦ around ARGO J2031+4157. The result of the fit
gives a source position with R.A. = (307.8 ± 0.8)◦ and decl. =
(42.5 ± 0.6)◦, and an extension σext= (1.8 ± 0.5)◦, consistent
with the angular size of the cocoon as measured by Fermi-LAT
(2.0 ± 0.2)◦, within the statistical uncertainties (see Figure 1).
The dependence of this result on the source spectral en rgy
distribution is found to be negligible.
To study the spectral behavior of ARGO J2031+4157, the
extension σext = 2◦ and the position of Cygnus Cocoon
determined by Fermi-LAT at 1–100 GeV (Ackermann et al.
2011) are used. The fitting method described in Bartoli et al.





















Figure 2. Energy density spectrum of the Cygnus Cocoon as measured by the
ARGO-YBJ experiment. The solid line shows the power-law fit to the data
points. The arrow indicates the 95% c.l. upper limit. Only statistical errors are
shown.
Cocoon inside the ARGO-YBJ FOV is tracked during the
ARGO-YBJ life time. The expected emission is generated by
sampling gamma-rays in the energy range 10 GeV–100 TeV
assuming a power-law function. The variable used to determine
the event energy is the number of hit pads Npad. The energy
spectrum is estimated by comparing the detected signal and
the expected signal in six Npad intervals: 20–39, 40–59, 60–99,
100–199, 200–499, and !500. Before fitting, the contribution
of the four nearby sources is removed. According to our
simulations, this contribution is dominated by the two sources,
TeV J 032+4130 and VER J2019+407, and is equ l to 13.2%,
11.1%, 12.1%, 10.4%, and 16.2%, respectively, in the first five
Npad intervals (in the sixth interval, there is no excess).




× 10−11(E/1 TeV)−2.6± 0.3 photons cm−2 s−1 TeV−1.
(1)
The integral flux above 1 TeV is (1.52 ± 0.37) ×
10−11 photons cm−2 s−1, corresponding to 0.8± 0.2 Crab units.
The median energies of the six Npad intervals are 0.40, 0.64,
0.92, 1.4, 2.7, and 6.5 TeV, respectively. The found spectrum
and the corresponding 1σ errors are shown in Figure 2. The
highest energy point is a 95% confidence level (c.l.) flux upper
limit. The flux is higher than in our previous report (Bartoli et al.
2012a), since a larger source region is considered here. This also
gives us a hint that the extension of the source is really larger
than our previous estimation. The given errors on the flux are
statistical. The systematic errors are estimated to be less than
30% (Bartoli et al. 2011a).
Note that to subtract the contributions of TeV J2032+4130 and
VER J2019+407, the gamma-ray fluxes determined by IACTs
are used. Some unclear systematic discrepancy between EAS
arrays and IACTs has been found when determining the flux of
extended sources. It is worth noting that these two techniques
have achieved a good agreement for the point source Crab
Nebula (Abdo et al. 2012b; Bartoli et al. 2013a). The fluxes
of MGRO J1908+06 and HESS J1841−055 measured by the
EAS arrays Milagro and ARGO-YBJ are about two to three
3
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Cygnus Region
Milagro 4, 5, 6 σ
MGRO J2031+41 is resolved into two distinct TeV sources:
• 2HWC J2031+415 — TeV J2032+4130,  PWN
• 2HWC J202 +403 — VER J2019+407, UID encompassi g SNR G78.2+2.1 and PSR J2021+4026
• e tended mis io  region 2HWC J2025+410* and 2HWC J2027+403* at Fermi cocoon / 
ARGO superbubble region













































Figure 1. Backgrou d-subtracted gamma-ray counts map of SNR G78.2+2.1
showing the VERITAS detection of VER J2019+407 and its fitted extent (black
dashed circle). The supernova remnant is d lineated by CGPS 1420 MHz
continuu radio contours at brightness temperatures of 23.6 K, 33.0 K, 39.6 K,
50 K, and 100 K (white; Tayl r et al. 2003); the star shows the location of the
central gamma-ray pulsar PSR J2021+4026. The inverted triangle and dot-
dashed circle (yellow) show the fitted c nt oid and extent of the e ission
detected by Fermi bove 10 GeV. The open and filled triangles (black)
show the positions of Fermi catalog sources 1FGL J2020.0+4049 and 2FGL
J2019.1+4040 which have been subsumed into th extended GeV emission
from the entire rem a t. The 0.16, 0.24, and 0.32 photons bin−1 contours f
the Fermi detection of th Cygnus cocoon ar shown in cyan. The whit circle
(bottom right corner) indicates the 68% containment size of the VERITAS
gamma-ray PSF for this analysis.
applied, requiring hat ev nts have three im ges p ssing th
following criteria: more than four pixels per image, an i age
centroid no more than 1◦43 from the camera center, an a tot l
integrat d charg per image f at least 70 photoelectrons.
Calibrated images are described in terms of a second-moment
parameterization (Hillas 1985). Cosmic-ray background is re-
jected using selection criteria applied to two composite param-
eters based on these moments: mean-scaled length (MSL) and
mean-scaled width (MSW; Aharonian et al. 1997). We impose
the requirements 0.05<MSL< 1.25 and 0.05<MSW< 1.10;
in addition, we require the angle between the reconstructed
gamma-ray arrival direction and the source position to be less
than 0.◦23. The chosen backgr und-rejection criteri are opti-
mized for moderate-strength (∼5% of the Cr b nebula flux)
extended sources. Together with the image quality require-
ments they impose an energy threshold for this measurement
of 320 GeV.
To minimize the number of independent search elements, our
search is restricted to a pre-defined circular region with radius
0.◦25 centered on the target position. In the imaging analysis
and source morphology studies the ring background model
(Aharonian et al. 2005) is used to estimate the r sidual cosmic
r y background; the reflect d-region model (Ahar ian et al.
2001) is used when extracting the spectrum. We also excluded
from the background estimation circular regions with radius 0.◦3
around four bright stars in the FOV (γ Cygni, P Cygni, 40 Cygni,
and HIP100069) as well as two overlapping circular 0.◦4 radius
regions used to approximate the profile of the excess seen in the
VERITAS survey data (Weinstein et al. 2009, 2011). All results
reported here have been verified by an independent calibration

























Figure 2. Spectrum of VER J2019+407, derived from four-telescope data
only. Points are the VERITAS spectrum, while the arrow indicates the upper
li it n e is ion at 11 TeV. The solid line shows a power-law fit with a
spectral index of Γ = 2.37 ± 0.14stat ± 0.20sys and a flux normalization of
N0 = 1.5± 0.2stat ± 0.4sys × 10−12 photon TeV−1 cm−2 s−1.
4. RESULTS
Figure 1 displays the background-subtracted, acceptance-
corrected TeV image of the region of SNR G78.2+2.1. A clear
signal with 319± 39 net counts is detected at the location of the
northern rim of the remnant. This signal is significant at the 7.5σ
level after accounting for all test points in the pre-defined 0.◦25
search region. Figure 1 also shows the locations of the gamma-
ray pulsar PSR J2021+4026 (1FGL J2021.5+4026), ∼0.◦5 from
VER J2019+407 at the center of the SNR, and the centroid of
the emission from he remnant seen by Fe mi above 10 G V.
The morphology of VER J2019+407 is derived from a binned
extended maximum-likelihood fit to the counts map before
background subtraction. The cosmic ray component is modeled
as an exposure-modulated flat background and th source by
a symmetric two-dimensional Gaussian convolved with the
VERITAS PSF (68% containment radius of 0.◦09, derived from
an identically processed observation of the Crab Nebula). We
find a fitted extension of 0.◦23 ± 0.◦03stat+0.◦04−0.◦02sys. The fitted
centroid coordinates are R.A. 20h20m04.s8, decl. +40◦45′36′′
(J2000); however, we maintain the identifier VER J2019+407
for the source, which was originally assigned on the basis of
a preliminary centroid estimation. The statistical uncertainty in
this location is 0.◦03, with a combined systematic uncertainty n
the position, due to the tel scop poi ing error and system tic
errors of the fit itself, of 0.◦018.
Figure 2 shows the spectrum derived from the reconstructed
gamma-ray events within 0.◦24 from the center of the search
region; runs where only three of four telescopes were operational
have been excluded from this sample. The threshold for the
spectral analysis is 320 GeV and the energy resolution is 15% at
3
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encloses 3.2 × 104 (neff/10 cm
−3)−1 solar masses
of ionized gas at 1.4 kpc (fig. S1D). However, the
mass is an order of magnitude too low and the
“Local” CR spectrum (i.e., that near the Sun) is
too soft to explain the LAT data (Fig. 4). The
cocoon partially overlaps a concentration of
ionized gas (fig. S1D). We fitted the N(HII) map
to the data in addition to the other interstellar
components. The template is significantly de-
tected, but at the expense of an unusually large
emissivity, much harder than in the other gas
phases (15). Its spectrum compares well with that
extracted with the 2° Gaussian source (fig. S7).
Thus, overlooked gas in any state, illuminated by
the same CR spectrum as found in the rest of the
region, cannot explain the observed hardness
of the cocoon emission. It requires a harder CR
spectrum.
Fig. 2. Photon count maps in the 10- to 100-GeV band (30), smoothed with a s = 0.25° Gaussian kernel, btained for the total emission (A), after subtraction of
the interstellar background and all known sources but g Cygni (B), and after further removal of the extended emission from g Cygni (C).
Fig. 3. (A) Photon count
residual map in the 10- to
100-GeVband(30), smoothed
with a s = 0.25° Gaussian
kernel, and overlaid with
the 10−5.6 Wm−2 sr−1 white
contour of the 8-mm inten-
sity. The typical LAT angular
resolution above 10 GeV is
indicated. The black circles
mark g Cygni and Cyg OB2.
(B) An 8-mm map and solid
circles for g Cygni and stellar
clusters, as in Fig. 1. The
large magenta circle marks
the location and extent of
the source MGRO J2031+41
(14); dashed circles give
upper limits to the diffusion
lengths of 10, 102, and 103
GeV particles after 5000
years of travel time using
the standard interstellar
diffusion coefficient. Their
origin from the position of
the rim of g Cygni 5000 years
ago is purely illustrative.
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a numerical model of cosmic-ray propagation in the Galaxy.
Recently, H.E.S.S. has detected very high energy (VHE) diffuse
emission from the Galactic center ridge, which is correlated with
giant molecular clouds. The spectrum of the diffuse emission
from the Galactic center ridge is significantly harder than the
spectrum of the diffuse emission predicted by assuming the local
cosmic-ray spectrum (Aharonian et al. 2006b). These previous
results fromMilagro andH.E.S.S. support the hypothesis that the
cosmic-ray flux is likely to vary throughout the Galaxy.
The Milagro (Atkins et al. 2004) experiment is a water-
Cerenkov detector at an altitude of 2630 m. It is composed of a
central 60 m ; 80 m pond with a sparse 200 m ; 200 m array
of 175 ‘‘outrigger’’ tanks surrounding it. The pond is instru-
mented with two layers of photomultiplier tubes. The top (air
shower) layer consists of 450 photomultiplier tubes (PMTs)
under 1.4 m of water, while the bottom (muon) layer has 273
PMTs located 6 m below the surface. The air-shower layer al-
lows the accurate measurement of shower particle arrival times
used for direction reconstruction and triggering. The greater depth
of the muon layer is used to detect penetrating muons and ha-
drons. The outrigger array, added in 2003, improved the angular
resolution of the detector from !0.75" to !0.45" by providing
a longer lever arm with which to reconstruct events. Milagro’s
large field of view (!2 sr) and high duty cycle (>90%) allow it
to monitor the entire overhead sky continuously, making it well
suited to measuring diffuse emission.
Here theMilagro measurement of the diffuse emission around
15 TeV from a region of the Galactic plane of longitude l2 ½30";
110"$ and l2 ½136"; 216"$ and latitude b2 ½%10"; 10"$ is pre-
sented. The measured !-ray flux and the latitudinal and longi-
tudinal profiles of the emission are reported and compared to
predictions of the GALPROP model (Strong et al. 2000, 2004a,
2004b; Porter et al. 2008). In GALPROP, first the propagation of
cosmic rays in the Galaxy is modeled, and then the !-ray emis-
sivities are calculated using the propagated spectra of cosmic
rays and the gas and radiation densities. The conventional model
is tuned to reproduce the local direct cosmic-ray measurements.
The optimized model has been designed to reproduce the EGRET
data by relaxing the restriction from the local cosmic-ray mea-
surements. In this version of the model, the proton spectrum is
constrained by the cosmic-ray antiproton measurements, and
the electron spectrum is constrained using the EGRET data
themselves.
Below, the course of the analysis is described, followed by the
presentation of the results and a comparison with GALPROP
predictions. In x 4 likely interpretations of the observations are
discussed.
2. ANALYSIS
The Milagro data, collected between 2000 July and 2007
November, were analyzed using the method described in Abdo
et al. (2007a). Only events with a zenith angle less than 45" are
included, which corresponds to declinations between %7" and
81". The event excess is calculated using the background esti-
mation method described in Atkins et al. (2003) with the mod-
ification that the events are weighted by a factor dependent on the
!-hadron separation parameter A4 (Abdo et al. 2007a). Only
declinations <70" are considered. This choice is governed by
the fact that for " > 70" the Galactic equator turns parallel to the
right ascension axis. This causes the ratio of on to off time in the
background calculation (Atkins et al. 2003) to become too big
for signal bin sizes of 2" longitude by 4" latitude, the bin size that
is used in the Galactic longitude flux profile. As a result, the
present analysis is insensitive for " > 70" or l2 ½111"; 135"$.
Within the region studied here, Milagro has previously de-
tected four sources and four source candidates (Abdo et al. 2007a,
2007b). The contribution from these sources is taken into ac-
count by modeling each source as a two-dimensional Gaussian
plus a constant. The source location (R.A., decl.), the amplitude
and radial width of the Gaussian, and the constant are deter-
mined using a #2 minimization. The excess from each source is
then calculated bin by bin using the resulting Gaussian function
and subtracted from the total excess in the 0:1" ; 0:1" bin event
excess map of the Galactic plane. The resulting diffuse event ex-
cess is converted to a flux with a Monte Carlo simulation of ex-
tensive air showers (CORSIKA; Heck et al. 1998) and of the
Milagro detector (GEANT4; Agostinelli et al. 2003). The diffuse
flux is calculated assuming a power-law photon spectrum with a
differential spectral index $ ¼ %2:75. This spectral index was
chosen to match the cosmic-ray spectrum in the energy range of
this analysis (around 10 TeV). For a spectral index of %2.75, the
median energy of detected events used in this analysis is 15 TeV.
Studies of possible sources for systematic errors have been
performed. The size of the fit region around the eight sources
and source candidates was varied. The Gaussian fits to the event
excesses were performed in boxes centered around the sources
of 4" ; 4", 6" ; 6", and 8" ; 8". The flux determination was also
repeated for spectral indices of %2.4 and%2.9. The variations of
the calculated fluxes were found to be less than 18%. Another
Fig. 1.—Galactic longitude profile of the !-ray emission around 15 TeV in the
Galactic plane as measured by Milagro. Top: Before subtraction of source con-
tributions (red data points with dashed error bars) and after subtraction of source
contributions (black data points). Bottom: Source-subtracted profile overlaid with
prediction of the optimized GALPROP model. The red line represents the pion
contribution, the green line represents the IC contribution, and the blue line rep-
resents the total flux prediction between Galactic latitude'2". There are no data
points in the region of longitude l2 ½%144"; 29"$, because it is below the Milagro
horizon. The region l2 ½111"; 135"$ is excluded, because the analysis method is
insensitive here (see text for details).
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• U resolv d urces.
background subtraction, an iterative procedure is adopted.
At each step, a significance map of the Galactic plane
region is computed using the ring background technique
[10] with an oversampling radius of 0.22° (suitable for
slightly extended sources). The following exclusion con-
ditions apply: Each pixel1 with a significance s above 4 σ
with at least one neighboring pixel with s > 4.5 σ is
excluded and vice versa. In order to include also tails in
the point spread function used to describe the γ-ray sources,
the obtained exclusion regions are extended by 0.2°. This
procedure is repeated until the significance distribution of
the nonexcluded pixels has a normal shape with jμj < 0.05
and w < 1.1 (μ and w being the mean and the width of the
distribution respectively). The resulting excluded regions
are visualized by the dark areas in Fig. 1. In addition, the
complete region along the Galactic plane with a latitude
range of −1.2° < b < 1.2° is excluded (visualized by the
horizontal dashed lines in Fig. 1). The choice of the latitude
range is a compromise between a desired large excluded
region in order to avoid contamination of the background
estimate on the one hand and the need for statistics and
reduction of systematics in the background measurement
on the other hand. An adaptive ring background subtraction
method has been chosen [10] to allow for optimal choices
of background regions.
A consequence of the applied background subtraction is
that the method used is rather insensitive to large-scale
emissionwithmodestvariation in latitudinal intensitybecause
such signals are subtracted along with the background.
The observed signal therefore needs to be interpreted as
excess relative to the γ-ray emission at absolute latitudes
exceeding jbj ¼ 1.2°.
D. Generation of flux maps
For the regionof−75° < l < 60° and−2° < b < 2° amap
of the differential flux normalization at 1 TeV is obtained
from the background-subtracted γ-ray excess map by divi-
sion by the integrated exposure map: ϕ ¼ nγ=
P
Ainttobs.
The exposure is summed over individual observation
positions, with integrated acceptance Aint and dead-time
corrected observation time tobs. The integrated acceptance
is obtained from simulations and requires a spectral
assumption, which is a power law with spectral index of
2.2. The result turns out to be only weakly sensitive to the
choice of spectral index (with deviations in regions off
known γ-ray sources of less than 5% when altering the
spectral index assumption to 2.7).
E. Definition of the analysis regions
In the following sections total flux distributions are
compared with those of regions that do not contain
































































FIG. 1 (color o line). (Top panel) The white regions depict the diffuse analysis region (DAR). Black are regions of significant γ-ray
emission. Horizontal dashed lines mark the region −1.2° < b < 1.2° that is excluded from background subtraction. (Middle panel) The
longitudinal profile of the Galactic plane over a latitude range of −2° < b < 2°. Shown is the differential flux at 1 TeV including sources.
H.E.S.S. T V data, which include known sources, are indicated by black crosses. The mini al 1 TeV γ-ray emission from hadronic
interactions, estimated using HI and H2 d ta (traced by CO data) and a solarlike cosmic-ray spectrum (see text), is shown as a model
curve. The dashed line includes a nuclear enhancement factor of 2.1. Model curves do not comprise a reduction due to background
subtraction. (Bottom panel) The same as the middle panel, except only the DAR is considered. The distribution is strongly influenced by
the shape of the DAR (cf. top panel). Model curves correspond to the minimal hadronic γ-ray emission expected in the same region.
1The pixel size in the maps is 0.02° × 0.02°.
A. ABRAMOWSKI et al. PHYSICAL REVIEW D 90, 122007 (2014)
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Leiden/Arg ntine/Bonn (LAB) Survey of Galactic HI
courtesy of LAMBDA
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Galactic Diffuse — Limit from Pass 1
• A uniform surface brightness fit in addition to source model is preferred at 5.7σ.
• The fitted surface brightness at 5 TeV is 1.6±0.4e-11 TeV-1 cm-2 s-1 sr-1. 
• HESS average diffuse extrapolated to 5 TeV is 1.0±0.2e-11 TeV-1 cm-2 s-1 sr-1.
• Current limit from HAWC-111 dataset includes unresolved sources.
Abeysekara et al.,  ApJ (2016)Residual map after source subtraction
background subtraction, an iterative procedure is adopted.
At each step, a significance map of the Galactic plane
region is computed using the ring background technique
[10] with an oversampling radius of 0.22° (suitable for
slightly extended sources). The following exclusion con-
ditions apply: Each pixel1 with a significance s above 4σ
with at least one neighboring pixel with s > 4.5σ is
excluded and vice versa. In order to include also tails in
the point spread function used to describe the γ-ray sources,
the obtained exclusion regions are extended by 0.2°. This
procedure is repeated until the significance distribution of
the nonexcluded pixels has a normal shape with jμj < 0.05
and w < 1.1 (μ and w being the mean and the width of the
distribution respectively). The resulting excluded regions
are visualized by the dark areas in Fig. 1. In addition, the
complete region along the Galactic plane with a latitude
range of −1.2° < b < 1.2° is excluded (visualized by the
horizontal dashed lines in Fig. 1). The choice of the latitude
range is a compromise between a desired large excluded
region in order to avoid contamination of the background
estimate on the one hand and the need for statistics and
reduction of systematics in the background measurement
on the other hand. An adaptive ring background subtraction
method has been chosen [10] to allow for optimal choices
of background regions.
A consequence of the applied background subtraction is
that the method used is rather insensitive to large-scale
emissionwithmodestvariation in latitudinal intensitybecause
such signals are subtracted along with the background.
The observed signal therefore needs to be interpreted as
excess relative to the γ-ray emission at absolute latitudes
exceeding jbj ¼ 1.2°.
D. Generation of flux maps
For the regionof−75° < l < 60° and−2° < b < 2° amap
of the differential flux normalization at 1 TeV is obtained
from the background-subtracted γ-ray excess map by divi-
sion by the integrated exposure map: ϕ ¼ nγ=
P
Ainttobs.
The exposure is summed over individual observation
positions, with integrated acceptance Aint and dead-time
corrected observation time tobs. The integrated acceptance
is obtained from simulations and requires a spectral
assumption, which is a power law with spectral index of
2.2. The result turns out to be only weakly sensitive to the
choice of spectral index (with deviations in regions off
known γ-ray sources of less than 5% when altering the
spectral index assumption to 2.7).
E. Definition of the analysis regions
In the following sections total flux distributions are
compared with those of regions that do not contain
































































FIG. 1 (color online). (Top panel) The white regions depict the diffuse analysis region (DAR). Black are regions of significant γ-ray
emission. Horizontal dashed lines mark the region −1.2° < b < 1.2° that is excluded from background subtraction. (Middle panel) The
longitudinal profile of the Galactic plane over a latitude range of −2° < b < 2°. Shown is the differential flux at 1 TeV including sources.
H.E.S.S. TeV data, which include known sources, are indicated by black crosses. The minimal 1 TeV γ-ray emission from hadronic
interactions, estimated using HI and H2 data (traced by CO data) and a solarlike cosmic-ray spectrum (see text), is shown as a model
curve. The dashed line includes a nuclear enhancement factor of 2.1. Model curves do not comprise a reduction due to background
subtraction. (Bottom panel) The same as the middle panel, except only the DAR is considered. The distribution is strongly influenced by
the shape of the DAR (cf. top panel). Model curves correspond to the minimal hadronic γ-ray emission expected in the same region.
1The pixel size in the maps is 0.02° × 0.02°.
A. ABRAMOWSKI et al. PHYSICAL REVIEW D 90, 122007 (2014)
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of the differential flux normalization at 1 TeV is obtained
from the background-subtracted γ-ray excess map by divi-
sion by the integrated exposure map: ϕ ¼ nγ=
P
Ainttobs.
The exposure is summed over individual observation
positions, with integrated acceptance Aint and dead-time
corrected observation time tobs. The integrated acceptance
is obtained from simulations and requires a spectral
assumption, which is a power law with spectral index of
2.2. The result turns out to be only weakly sensitive to the
choice of spectral index (with deviations in regions off
known γ-ray sources of less than 5% when altering the
spectral index assumption to 2.7).
E. Definition of the analysis regions
In the following sections total flux distributions are
compared with those of regions that do not contain


































































FIG. 1 (color online). (Top panel) The white regions depict the diffuse analysis region (DAR). Black are regions of significant γ-ray
emission. Horizontal dashed lines mark the region −1.2° < b < 1.2° that is excluded from background subtraction. (Middle panel) The
longitudin l profile of the Galactic plane over a latitude range of −2° < b < 2°. Shown is the differential flux at 1 TeV including sources.
H.E.S.S. TeV data, which include known sources, are indicated by black crosses. The minimal 1 TeV γ-ray emission from hadronic
interactions, estimated using HI and H2 data (traced by CO data) and a solarlike cosmic-ray spectrum (see text), is shown as a model
curve. The dashed line includes a nuclear enhancement factor of 2.1. Model curves do not comprise a reduction due to background
subtraction. (Bottom panel) The same as the middle panel, except only the DAR is considered. The distribution is strongly influenced by
the shape of the DAR (cf. top panel). Model curves correspond to the minimal hadronic γ-ray emission expected in the same region.
1The pixel size in the maps is 0.02° × 0.02°.
A. ABRAMOWSKI et al. PHYSICAL REVIEW D 90, 122007 (2014)
122007-4




e.g.  Fermi Bubbles
• Large scale, non-uniform structures extending 
above and below the Galactic center.
• Edges line up with X-ray features.
• Correlate with microwave excess (WMAP haze)
• Both hadronic and leptonic model fit Fermi LAT 
data.  Leptonic model can explain both gamma 
ray and microwave excess.
NASA / DOE / Fermi LAT / D. Finkbeiner & others
Credits: NASA's Goddard Space Flight Center




e.g.  Fermi Bubbles
• Large scale, non-uniform structures extending  
above and below the Galactic center.
• Edges line up with X-ray features.
• Correlate with microwave excess (WMAP haze)
• Both hadronic and leptonic model fit Fermi LAT  
data.  Leptonic model can explain both gamma  
ray and microwave excess.
• First limits in TeV, hard spectrum is highly unlikely.
The Astrophysical Journal, 793:64 (34pp), 2014 September 20 Ackermann et al.
Figure 45. Left: IC and synchrotron characteristic cooling time for CR electrons, which is defined as tcool = −E/E˙. Right: the IC energy loss rate for different ISRF
fields. The solid line represents the loss rate, including the Klein–Nishina transition. Horizontal lines correspond to the Thomson approximation of the energy loss for
different densities of the ISRF fields (CMB only, CMB+IR, and CMB+IR+starlight). Vertical lines correspond to the Klein–Nishina transition energy for starlight, IR,
and CMB (left to right, respectively). The characteristic transition energies are the same as in Figure 42.
(A color version of this figure is available in the online journal.)
Figure 46. Contributions to the gamma-ray spectrum from protons at different
momenta. The overall spectrum of CR protons is derived from fitting to the
Fermi bubbles spectrum in Section 7.2.






















The intensity of microwave flux is derived analogously to











Figure 47. Comparison of the energy density of CRs in the leptonic and hadronic
models of the Fermi bubbles, and the energy density of an 8.4µG magnetic field.
The CR energy densities are obtained from Equations (B5) and (B16), assuming
that the distance to the center of the bubbles is 9.4 kpc.
(A color version of this figure is available in the online journal.)
where fe(E) is the same distribution of electrons as in
Equation (B5). We assume that there is no dependence on the
pitch angle (i.e., N (α) = 1).
In Figure 44 on the left we show the contribution of electrons
at different energies to the total synchrotron spectrum. The
curves are derived from Equation (B12) by only integrating over
the pitch angle α. For a given electron energy E, most of the
emitted power is concentrated around the critical frequency. In
Figure 44 on the right we show the critical frequency for a range
of magnetic fields relevant to the problem (we assume sinα = 1
on this plot). The electrons at energies between 5 and 30 GeV
contribute most of the power in the synchrotron emission at
the WMAP and Planck frequencies. From Figure 43 we find
that most of the contribution to the gamma-ray emission of the
32
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Figure 43. Left: contribution to the IC model of the Fermi bubbles from different components of the ISRF. Right: contribution to the IC model of the Fermi bubbles
from electrons of different energies.
(A color version of this figure is available in the online journal.)
Figure 44. Left: synchrotron emission from electrons of different energies. The points correspond to the WMAP and Planck microwave haze intensities. Right:
synchrotron critical frequency as a function of electron energy for the different magnetic fields at α = 90◦. The band corresponds to the WMAP and Planck haze
frequencies (Ade et al. 2013).












The best-fit electron spectrum is fe(Ee) = 3.6 × 108 ·
E−2.2e e−Ee/1.3 TeV in units of (GeV−1 cm−2 sr−1). The total en-




Eefe(Ee)dEe ≈ 1.0× 1052 erg (B7)
where Ω ≈ 0.66 sr is the surface area of the bubbles (for
|b| > 10◦) and R ≈ 9.4 kpc is the distance to the center of
the bubbles at |b| = 25◦.
The contribution of different ISRF fields and the contribution
of electrons of different energies to the gamma-ray flux is
presented in Figure 43. Most of the contribution below 100 GeV
comes from the CMB, which is the most abundant source
of photons in terms of the number density. Above 100 GeV
the IC signal is dominated by starlight and IR photons. In
this calculation we assume an isotropic IC scattering cross
section. The anisotropy of the starlight and IR photon flux at
high latitudes may introduce a correction to the calculations
(Moskalenko & Strong 2000) at energies above 100 GeV where
the IR and starlight contribution is significant. The magnitude
of the change is not expected to be large, as shown in Figure 34
where we compare the full ISRF model with CMB-only IC
emission.
B.2. Microwave Haze
In this subsection, we calculate the synchrotron emission
from the same population of electrons derived in the previous
subsection. We find that this population of electrons can also
explain the WMAP and Planck microwave haze data (Finkbeiner
2004; Ade et al. 2013).
The power emitted by an electron with an energy E = γmc2
in a magnetic field B with an angle α between the electron










where K5/3(ξ ) is the modified Bessel function of the second





The electron distribution can be expressed as a product of a
distribution related to pitch angle α, N (α), and the energy
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Ack rmann et al. ApJ (2014)
• Used  models from Ackermann 2014. Extrapolated hadronic models using 











• Crab flares, continue up to TeV?
• No activity in radio, IR, and X-rays.
HAWC observation:
• Data is consistent with a constant flux.
• Coincident observation with Fermi-LAT reported 
Crab flare starting Jan 7 2016.
• 95% C.L. upper limit on 13-day average flux above 





Credit: NASA/DOE/Fermi LAT/R. Buehler




AGN flares Mrk 421 / Mrk 501


















• New source candidates lists.
• follow-up observations by IACTs such as VERITAS and 
MAGIC from Pass 1 release.
• Flares from known gamma-ray sources.
Externally triggered:
• IceCube alert on high confidence neutrino event 
(highest energy pointed astrophysical track-like).
• Fermi alerts on flaring activities.
• LIGO/VIRGO gravitational wave event follow-up
IceCube ATel: #7856 
HAWC Follow-up 
ATel: #7868
HAWC ATel #8922 
on Mrk 501 flare
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Large Area Telescope
Fermi Gamma-ray Space Telescope
12 NaI detectors 
(8keV—1MeV)
2 BGO detectors 
(200keV—40MeV)
Gamma-ray Burst Monitor GBM:
• FOV >8sr
• Whole sky every ~90min
gamma-ray survey of our universec. michelle hui 28




Fig. 4.— Sky distribution of GBM triggered GRBs in celestial coordinates. Crosses indicate long GRBs (T90 > 2 s); asterisks
indicate short GRBs. Also shown are the GBM GRBs simultaneously detected by Swift (red squares)
Burns et al. ApJ 2016
Swift GRBs with measured redshift
• Brightness of weak short GRBs does 
not appear to be redshift dependent
• i.e. weak ≠ far away
gamma-ray survey of our universec. michelle hui
• Collapse of a massive star or merger of two 
compact objects.
• Collimated relativistic outflow.
• Prompt keV-MeV emission, afterglow in other 
wavelengths.
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equal count rates are expected in most of the NaI detectors if
the event is bright enough.
We ﬁnd that the localization of GW150914-GBM is
consistent with part of the LIGO localization annulus. If the
transient event uncovered in the GBM data is associated with
GW150914, then the GBM probability map can be combined
with the LIGO annulus to shrink the 90% conﬁdence level
LIGO localization by 2/3, as shown in Figure 4.
3.2. Energy Spectrum of GW150914-GBM
The data for GW150914-GBM imply a weak but signiﬁcant
hard X-ray source with a spectrum that extends into the MeV
range and a location that is consistent with an arrival direction
along the southern lobe of the sky map for GW150914.
Converting the observed counts in the GBM detectors to a
source ﬂux requires a deconvolution of the instrumental
response with an assumed spectral model. We sample a range
of arrival directions along the observed LIGO location arc,
using the data and associated responses for the detectors at each
location that are most favorably oriented to the arrival
direction. Table 2 suggests that NaI 5 and BGO 0 are the most
suitable detector set for all of the locations along the arc. We
use the rmﬁt spectral ﬁtting package28, which takes a forward
folding approach to determine the parameters that best ﬁt the
data for any model, given the instrumental response. The
minimization routine producing the best-ﬁt parameters uses a
likelihood-based ﬁtting statistic, CSTAT.
Because the event is very weak, we do not attempt to ﬁt the
full-resolution data (128 energy channels). Instead, we bin the
Figure 4. The LIGO localization map (top left) can be combined with the GBM localization map for GW150914-GBM (top right) assuming GW150914-GBM is
associated with GW150914. The combined map is shown (bottom left) with the sky region that is occulted to Fermi removed in the bottom right plot. The constraint
from Fermi shrinks the 90% conﬁdence region for the LIGO localization from 601 to 199 square degrees.
Figure 5. Power-law ﬁt to the data from 0.384 to 1.408 s relative to the time of
GW150914, from NaI 5 (blue) and BGO 0 (red), corresponding to the high
time bin in Figure 7. The symbols show the data. The solid line shows the best-
ﬁt power-law model. Residuals on the bottom panel show scatter but no
systematic deviation. We cannot use the ﬁrst and last energy channels in either
detector data type (there are threshold effects and electronic overﬂow events),
leaving the data from 12 energy channels included in the ﬁt.
28 http://fermi.gsfc.nasa.gov/ssc/data/analysis/rmﬁt/
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LIGO GBM
LIGO+GBM LIGO+GBM+Earth
601 sq deg ➡ 199 sq deg
et al. 1995; Burlon et al. 2009; Troja et al. 2010), and may
originate from a less collimated emission region that is
observable even when the GRB jet is not along the line of
sight to the detector.
An all-sky search of the GBM data revealed two candidates
below a threshold of 10−4 Hz chance probability. One transient,
occurring at 09:50:56.8 (11 s after GW150914), was visible
only below 50 keV, favored the soft model spectrum, and
lasted 2 s. Using the standard GBM localization procedure, we
found a source position of R.A., decl. = 267°.7, −22°.4 with a
68% statistical uncertainty region of radius 15° and a
systematic error of around 3°, as described in Connaughton
et al. (2015). At a position in Galactic coordinates of l, b = 6°.2,
2°.4, the event is compatible with an origin near the galactic
center, well separated from and incompatible with the LIGO
localization region. It is typical of the type of soft X-ray
transient activity seen regularly in the GBM background data,
particularly from the galactic center region. We do not view
this transient event as being possibly related to GW150914 and
we will not discuss it further.
The search also identiﬁed a hard transient which began at
09:50:45.8, about 0.4 s after the reported LIGO burst trigger
time of 09:50:45.4, and lasted for about 1 s. The temporal offset
of 0.4 s is much longer than the light travel time of 2−45 ms
between Fermi and the LIGO detectors. The detector counts
best matched those predicted from a hard model spectrum. We
reported this event in Blackburn et al. (2015b); henceforth, we
call it GW150914-GBM. Figure 2 shows the model-dependent
light curve of GW150914-GBM, where the detector data have
been summed using weights that maximize the signal to noise
for a given source model, and the unknown source model itself
is weighted according to its likelihood in the data.
2.2. The Rate of Detection of Short Hard Transients
in the GBM Data
The association of a likelihood value with a FAR is based on
an an lysis of two mon s of GBM data from 2009–2010
(Blackburn et al. 2015a). The FAR for GW150914-GBM,
10−4 Hz, is very close to the reporting threshold for the search.
The likelihoo value for GW150914-GBM is much lower than
those obtained for two weak short GRBs detected by Swift that
did not cause an on board GBM trigger but were found in a
targeted search, and much higher than three weak short GRBs
that wer undistinguish ble above the background in the GBM
data using our targeted search (Blackburn et al. 2015a).
Because the likelihood value was so close to our reporting
threshold, we considered the possibility that the background
count rates might be higher in 2015 than when the search
criteria and FAR were evaluated, implying a higher FAR than
10−4 Hz for GW150914-GBM. We used our targeted search to
examine 240 ks of GBM data from 2015 September with
218822.1 s of GBM livetime, excluding passages of Fermi
through or close to the SAA where the detectors are turned off
or count rate increases overwhelm any attempt to ﬁt a
reasonable background model. We ﬁnd 27 events above our
threshold, for a FAR of ´ -1.2 10 4 Hz, in agreement with the
previously estimated value. The distribution of events found in
the 240 ks interval is shown in Figure 3. This gives a 90%
upper limit on the expected background of hard transients of 35
in this much livetime, or ´ -1.60 10 4 Hz.
We determine the signiﬁcance of a GBM counterpart
candidate by considering both its frequency of occurrence
and its proximity to the GW trigger time. Our method,
described in Blackburn (2015) and attached as Appendix B to
this work, allows us to account for all of the search windows in
Figure 2. Model-dependent count rates detected as a function of time relative
to the start of GW150914-GBM, ∼0.4 s after the GW event. The raw count
rates are weighted and summed to maximize the signal to noise for a modeled
source. CTIME time bins are 0.256 s wide. The green data points are used in
the background ﬁt. The gold points are the counts in the time period that shows
signiﬁcant emission, the gray points are outside this time period, and the blue
point shows the 1.024 s average over the gold points. For a single spectrum and
sky location, detector counts for each energy channel are weighted according to
the modeled rate and inverse noise variance due to background. The weighted
counts from all NaI and BGO detectors are then summed to obtain a signal-to-
noise optimized light curve for that model. Each model is also assigned a
likelihood by the targeted search based on the foreground counts (in the region
of time spanned by the gold points), and this is used to marginalize the light
curve over the unknown source location and spectrum.
Figure 3. Distribution of transients identiﬁed by the targeted search pipeline in
±120 ks of GBM data surrounding GW150914. The events are between 0.256
and 8.192 s in duration and sorted by bes -ﬁt spectral type. The do ted blu line
marks the likelihood ratio assigned to nearby candidate GW150914-GBM,
while the long-tail in the blue curve (hard spectrum) represents the single on
board triggered GRB in the data sample. The green and gold curves show the
candidates that favor the other template spectra used in the search.
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Follow-up to Gravitational Wave Event 
GW150914
• Untriggered sub-threshold signal 0.4s af e  LIGO trigger.
• Consistent with a low-fluence short GRB coming from behind Fermi.
• Poorly loc lize  but consisten  with LIGO localization.
• 0.2% post-trials probability in statistical fluctuation.
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Untriggered GBM GRB search
• In additional to the directed search with LIGO events, untriggered search 
in the Continuous Time Tagged Events (CTTE) data is ongoing.
• 2 µs time resolution with 128 energy channels
• 10+ timescales: 64ms to 2.8+ s
• multiple energy ranges
• Working towards creating automated GCNs, will be distinct from triggered 
events type.
http://gammaray.nsstc.nasa.gov/gbm/science/sgrb_search.html
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GBM Candidate Event
• 2014-07-09 08:49:56.600
• Found in 1.40s time binning
























sGRB ver 60b of 2016-02-10 run on 2016-02-13 12:31:19
E range: 25 to 494 keV    T0 = 2014-07-09  08:49:56.600000
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sGRB ver 60b of 2016-02-10 run on 2016-02-13 12:31:19
E range: 25 to 494 keV    T0 = 2014-07-09  08:49:56.600000
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sGRB ver 60b of 2016-02-10 run on 2016-02-13 12:31:19
E range: 25 to 494 keV    T0 = 2014-07-09  08:49:56.600000
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sGRB ver 60b of 2016-02-10 run on 2016-02-13 12:31:19
E range: 25 to 494 keV    T0 = 2014-07-09  08:49:56.600000
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GBM Candidate Event
• 2014-06-06 10:58:13.625
• Swift GRB 140606A
• Found in 0.25s time binning





















sGRB ver 60b of 2016-02-10 run on 2016-02-14 13:32:28
E range: 93 to 494 keV    T0 = 2014-06-06  10:58:13.625000
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Not all GBM triggered short GRB are detected by ACS.
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Outlook
• Both Fermi and HAWC surveying and monitoring the 
gamma-ray sky in different energies, with ground-based 
telescopes such as VERITAS ready for follow-up.
• Many instruments from different waveband/messenger 
(X-rays, neutrinos, gravitational waves) available for 
simultaneous observation.
• HAWC observatory catalog of first year full 
operation is in prep (2HWC), with new TeV sources!
• Diverse science results, stay tuned!
• Upgrade to expand the array to enhance effective 
area >10 TeV by 3-4x is currently under installation.
