Abstract. We prove the non-hyperbolicity of the Kobayashi distance for C 1,1 -smooth convex domains in C 2 which contain an analytic disc in the boundary or have a point of infinite type with rotation symmetry. Moreover, examples of smooth, non pseudoconvex, Gromov hyperbolic domains are given; we prove that the symmetrized polydisc and the tetrablock are not Gromov hyperbolic and write down some results about Gromov hyperbolicity of product spaces.
Introduction and statements
In [12] , Gromov introduced the notion of almost hyperbolic space. He discovered that "negatively curved" space equipped with some distance share many properties with the prototype, even though the distance does not come from a Riemannian metric. This gave the impulse to intensive research to find new interesting classes of spaces which are hyperbolic in that sense. In this paper we are mainly interested in investigating this concept with respect to Kobayashi (pseudo)distance on convex domains (the only exceptions being Propositions 1 and 2). One may suspect that it is a restriction to consider only the Kobayashi metric. Actually, because Carathéodory, Kobayashi and Bergman distances on convex domains, or more generally on C-convex domains containing no complex lines, are bilipschitz equivalent [17, Theorem 12] , it does not matter which one we choose (see e.g. [19, Th. 3.18, Th. 3.20] ). We refer the interested reader to [5] or [19] for other characterisations of Gromov hyperbolicity. We chose this one because it does not use geodesics explicitly.
From now on, let D be a domain in
where D is the unit disc. The Kobayashi distance k D is the largest pseudodistance not exceeding l D . Lempert's seminal paper [15] proved that l D = k D for convex domains. An important property of k D is that it is the integrated form of the Kobayashi metric κ D on D, i.e.
where
z, w ∈ D, X ∈ C n (we refer to [13] for basic properties of k D ). The first work concerning Gromov hyperbolicity on domains endowed with Kobayashi distance was given by Balogh and Bonk [4] who gave both positive and negative examples. Among other results, they proved that the Cartesian product of strictly pseudoconvex domains is not Gromov hyperbolic. It is a special case of a general situation mentioned in many places but without proof (cf. [11] 
The next proposition is more general than the previous one. However its proof uses Proposition 1. 
As an immediate consequence we obtain that the polydisc is not hyperbolic. Moreover, even its "symmetrized" counterpart is not. For the convenience of the reader, recall that the symmetrized polydisc G n , which is of great relevance due to its properties and role (s.e. [2] , [7] , [8] ), is the image of the holomorphic map (s.e. [18] )
which is proper from D n to G n . Another interesting domain, the tetrablock, fails to be hyperbolic.
where R II denotes the classical Cartan domain of the second type (in
where · is the operator norm and M 2×2 (C) denotes the space of 2 × 2 complex matrices (we identify a point (z 11 , z 22 , z) ∈ C 3 with a 2 × 2 symmetric matrix z 11 z z z 22 ). Then ϕ is a proper holomorphic map and ϕ(R II ) = E is a domain (s.e. [18, Remark 4] ), called the tetrablock.
Proposition 4. E is not Gromov hyperbolic.
Note that G 2 and E are C-convex. Buckley in [6] , following Bonk, claimed that it is because of the flatness of the boundary rather than the lack of smoothness that Gromov hyperbolicity fails. Recently, Gaussier and Seshadri have provided a proof of that conjecture. More precisely, their main result in [11, Theorem 1.1] states that any bounded convex domain in C n whose boundary is C ∞ -smooth and contains an analytic disc, is not Gromov hyperbolic with respect to the Kobayashi distance. Lemma 5.4 in their proof used the C ∞ assumption in an essential way. Our aim is to prove this result in a shorter way in C 2 , assuming only C 1,1 -smoothness. Moreover, the proofs of the facts we use are more elementary. Besides, we give a partial answer to the question raised in [4] .
admitting a defining function of the form ̺(z) = −ℜz 1 + ψ(|z 2 |) near the origin, where ψ is a C 1,1 -smooth nonnegative convex function near 0 satisfying: ψ(0) = 0, and There naturally arises the question whether there is any connection between Gromov hyperbolicity and pseudoconvexity. The known examples do not say anything in this matter. Also, it is easy to construct domains which are Gromov hyperbolic but neither pseudoconvex nor smooth. Indeed, take any strictly pseudoconvex domain G. Assume that A is a relatively closed subset of G with H 2n−2 (A) = 0, where H 2n−2 denotes the (2n − 2)-dimensional Hausdorff measure. To prove our claim, it remains to notice that The above example does not have a smooth boundary. The next proposition yields, in particular, a family of non pseudoconvex domains with smooth boundaries which are Gromov hyperbolic.
be a bounded strictly pseudoconvex domain and D ⋐ G have one of the following form:
• D is C 2 -smooth and its Levi form has at least one strictly positive eigenvalue at each boundary point.
• D is a polydisc.
Observe that the Riemann Singularity Removable Theorem with [4, Theorem 1.4] offers another possibility to achieve a similar statement to the one above for the Bergman or the Carathéodory distances. Observe also that in the second case the domain has some flat part in its boundary.
Throughout the paper d D denotes the (Euclidean) distance to ∂D. A point z ∈ C n we write as (z 1 , . . . , z n ), z j ∈ C.
Proofs
Proof of Proposition 1.
Then there are points y 1 , y 2 ∈ X 2 such that d 2 (y 1 , y 2 ) = 2s ≥ 2k. Choose points
2 ) ≥ 2s. By the path property of X 1 , there is a d 1 -continuous curve γ : [0, 1] → X 1 joining the points x 1 and
, and x 3 ) = s, and
-hyperbolicity we reach the following inequality
a contradiction.
Remark 1. An essential ingredient in the proof of Proposition 1 is the existence of points x 1 , x 2 , x 3 such the triangle inequality is a nearequality, namely
Using this weaker hypothesis and following the steps of the above proof, setting 2s = d(x 1 , x 2 ) as before, we find
leading to a contradiction when s → ∞. Similar changes can be made in the proof below.
Proof of Proposition 2.
Let first X 1 be 2δ-hyperbolic and
and then (X, d) is (δ + 3c)-hyperbolic.
Assume now that (X, d) is δ-hyperbolic. Following the proof of Proposition 1, we deduce that one of the distances is bounded, say d 2 ≤ 2c. Then we get as above that (X 1 , d 1 ) is (δ + 3c)-hyperbolic.
Proof of Corollary 1.
It is enough to observe that if G admits a non-constant bounded holomorphic function f and |f
Proof of Proposition 3.
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Fix a ∈ D. Put p a = π(a, . . . , a), q a = π(a, . . . , a, −a), m a = π(a, . . . , a, 0). Holomorphic contractibility and product property gives the following
and finally
It remains to recall the fact that G n is a c-finite compact domain (see [8, Corollary 3.2] ). The last part follows from C-convexity of G 2 .
Proof of Proposition 4.
Let a ∈ (0, 1), and put P a = diag(a, a), Q a = diag(a, −a). Recall that Φ a (Z) = (Z − aI)(I − aZ) −1 is an automorphism of R II . Direct computation shows that 
Observe that g a = Φ −a • f , where f (λ) = (0, λ, 0), is a geodesic s.t.
1+a 2 ,0] tends to the boundary. Precisely
and it finishes the proof (after application of [16, Proposition 2] ).
Proof of Theorem 1.
Since ∂D contains an analytic disc, it is well known that it contains an affine disc (cf. [17, Proposition 7] ). We assume that this disc has center 0 and lies in {z 1 = 0}, and that D ⊂ {ℜz 1 > 0}. Lemma 1. We can find an r > 0 such that for any δ > 0 small enough there exist two discs ∆(p δ , r) and ∆(q δ , r) in D δ := D ∩ {z 1 = δ} which touch ∂D at two pointsp δ andq δ with p δ −q δ > 5r.
Proof. We identify ∂D∩{z 1 = 0} with a closed, bounded, convex subset of C, which is the closure of its interior. Call this interior D 0 .
There
is not empty and cannot be contained in any half plane
and are tangent to ∂D 0 atp andq. Now we want to move the discs we have constructed inside the domain. By C 1,1 -smoothness of D, we can move them (in C 2 ) along the vector (1, 0) inside D, that is ∆(p, r), ∆(q, r) ⊂ D ∩ {z 1 = δ} = D δ , for 0 < δ < δ 0 . If they do not touch ∂D δ , then shift them (separately at every sublevel set) to the boundary but leaving their centers on the real line passing throughp + (δ, 0) andq + (δ, 0). Denote new discs by ∆(p δ , r), ∆(q δ , r), and byp δ ,q δ points of contact of those discs with ∂D δ .
. Choose now a point a = (δ 0 , 0) ∈ D (δ 0 > 0) and consider the cone with vertex at a and base ∂D ∩{z 1 = 0}. Denote by G δ the intersection of this cone and {z 1 = δ}. For any δ small enough the line segment with ends atp δ andp δ intersects ∂G δ , say at p δ . Define q δ in a similar way.
We shall show that S(p δ , q δ ,s δ , a) → +∞ as δ → 0. For this we will see that (p δ ,s δ ) a − (p δ , q δ ) a → +∞ as δ → 0. It will follow in the same way that (q δ ,s δ ) a − (p δ , q δ ) a → +∞.
It is enough to prove that
Here and below c 1 , c 2 , . . . denote some positive constants which are independent of δ. For (3), observe that convexity and smoothness implies that ). It remains to use that
To prove (4), denote by F δ the convex hull of ∆(p δ , r) and ∆(s δ , r).
Indeed, for δ small enough
By explicit computations in the circle,
On the other hand, by using a finite chain of disks of radius r with centers on the line segment fromp δ tos δ , k F δ (p δ ,s δ ) ≤ C |p δ −q δ | r ≤ C(r). The desired assertion follows.
We shall show that
Since the Kobayashi distance is the integrated form of the Kobayashi metric, we may find a point m δ ∈ D s.t.
. Letp δ ∈ ∂D be the closest point to p δ in the direction of the complex line through p δ and m δ .
By [17, (4) ], there exists a constant C > 0 s.t. for every convex domain D in C 2 , for any unit vector X
where {e 1 (z), e 2 (z)} is a minimal basis at z, and {d j (z)}, j = 1, 2,Lemma 2. For any ε > 0 and A > 0, there exists x ∈ (0, ε) such that
Proof. Suppose instead that there exist ε > 0 and A > 0 such that
which means that at the point 0 there is finite order of contact with the tangent hyperplane, a contradiction.
Assume for a while the claims and observe that for any x verifying the conclusion of the observation we have
Since the above quantity can be made arbitrarily large, it finishes the proof. It remains to prove (I)-(IV).
Thus,
. Analogous estimates hold for r, which gives (II).
The analytic disc ζ → (ψ(x), xζ) provides immediate upper estimates in (III) and (IV).
To get lower estimate for k D (s, q), we map D to a domain in C by the complex affine projection π s to {z 1 = ψ(x)}, parallel to the complex tangent space to ∂D at the point (ψ(x), x). Then π s (D) = {ψ(x)}×D s , where D s is a convex domain in C, containing the disk {|z 2 | < x}, and its tangent line at the point x is the real line {ℜz 2 = x}. The projection is given by the explicit formula π s (z 1 , z 2 ) = ψ(x), z 2 + ψ(x) − z 1 ψ ′ (x) .
We renormalize by setting f + (z) = 1 − 1 x
[π s (z)] 2 . Therefore (10)
where C 2 > 0 does not depend on x, H = {z ∈ C : ℜz > 0}. The estimate for k D (r, q) proceeds along the same lines, but we use the projection π r to {z 1 = ψ(x)} along the complex tangent space to ∂D at (ψ(x), x), given by 
