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ABSTRACT 
With the prevalence of MaaS systems, route choice models need to consider characteristics unique 
to them. MaaS systems tend to involve service systems with fleets of vehicles; as a result, the 
available service capacity depends on the choices of other travelers in different parts of the system. 
We model this with a new concept of “congestible capacity”; that is, link capacities are a function 
of flow instead of link costs. This dependency is also non-separable; the capacity in one link can 
depend on flows from multiple links. An offline-online estimation method is introduced to capture 
the structural effects that flows have on capacities and the resulting impacts on route choice utilities. 
The method is first applied to obtain unique congestible capacity shadow prices in a multimodal 
network to verify the capability to capture congestion effects on capacities. The capacities are 
shown to vary and impact the utility of a route. The method is validated using real system data 
from Citi Bike in New York City. The results show that the model can fit to the data quite well and 
performs better than a baseline modeling approach that ignores congestible capacity effects. By 
relating the route choice to congestible capacities using a random utility model, modelers can 
monitor and quantify the impacts to traveler consumer surplus in real time. Applications of the 
model and online method include monitoring capacity effects on consumer surplus, using the 
model to direct incentives programs for rebalancing and other revenue management strategies, and 
to guide resource allocation to mitigate consumer surplus impacts due to disruptions from incidents. 
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1 INTRODUCTION 
Traveler information has exploded over the past decade with the development and use of Intelligent 
Communication Technologies (ICTs) to detect and analyze traffic conditions. The up-to-the-
minute information is provided in many places with travel websites, real-time roadside 
infrastructure, “next-bus” displays, etc., which change when, where, and how we travel (FHWA, 
2005), and has only expanded in recent years with mobile devices and associated mobility services. 
For example, not only can travelers choose to drive, take subway or bus, bike, walk, or take taxi; 
they also have a host of other mobility options accessed via mobile device apps: station-based and 
dockless shared bikes, shared taxi options like Via, Uber, or Lyft, and car sharing options like 
ReachNow or Car2Go. Driven by data and technology, similar types of transport services can be 
found in many major cities around the world. The ecosystem for urban mobility is swiftly changing 
from one of car-dependency to one that is a much more multimodal (Shaheen, 2015), Mobility-as-
a-Service (MaaS) (Djavadian and Chow, 2017; Chow, 2018; Wong et al., 2019) setting. 
Operation of MaaS systems face challenges associated with traveler information. In such 
systems, travelers inherently interact with the MaaS by accessing some type of vehicular service 
in real time to make trips (Zhang et al., 2011). The online nature of these services requires operators 
to make dynamic fleet decisions like rebalancing idle vehicles (Chow and Sayarshad, 2014; 
Sayarshad and Chow, 2017), updating prices and vehicle routes (Sayarshad and Chow, 2015), 
updating vehicle schedules (Allahviranloo and Chow, 2019), among others. These operations 
depend on accurately measuring their impacts on traveler demand at the route choice level. For 
example, having a certain number of idle shared bikes docked at a station should impact travelers’ 
choices of where they pick up or drop-off their bikes. In other words, MaaS systems require 
effective route choice models to inform operators and provide decision support for their dynamic 
operations. 
However, route choice models for highly dynamic multimodal networks face unique 
challenges that need to be overcome, especially with emerging technologies (Di and Liu, 2016). 
Travelers use mobile ticketing and reservations to pick up or board a vehicle trip at one multimodal 
facility to get to another (Zhang et al., 2011). As a result, the capacity of vehicles (spaces) at 
stations for pick up or boarding (drop off or alighting) are dynamic and depend on inbound and 
outbound flows of other travelers (Chow and Sayarshad, 2014).  
Unlike conventional traffic networks in which the link travel cost may exhibit congestion 
effects with link performance functions, MaaS systems have link capacities that exhibit congestion 
effects. In this study we call this congestible capacity (and to the best of our knowledge has not 
been studied yet). Because these congestible capacities at each link are influenced by multiple 
inbound and outbound flows from other links, it results in non-separable (see Watling and Hazelton, 
2003) link capacities that depend on multiple links flows. Lastly, first-in-first-out queueing 
characteristics also exist in such systems; for example, even if an initially empty facility had 10 
vehicles dropped off in an hour, it does not necessarily mean that there is sufficient capacity 
available for 10 individuals arriving within that same hour as it depends on when they arrive. As 
a result, the effects of capacity for a given time interval are not straightforward to assume, and 
therefore need to be treated as latent, unobservable variables during that same time interval (Everitt, 
1984). 
Despite its long history (Dial, 1971; Prashker and Bekhor, 1998; Ben-Akiva and Bierlaire, 
1999; Guevara, 2010; Ben-Elia and Shiftan, 2010; Fosgerau et al., 2013), route choice models have 
not considered latent congestible capacity effects to properly model route choice in dynamic 
multimodal networks with online information. Prior work on multimodal network route choice 
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focused on choice set generation considering overlap (e.g. Hoogendoorn-Lanser et al., 2005; Bovy 
and Hoogendoorn-Lanser, 2005; Hoogendoorn-Lanser and Bovy, 2007; Cats et al., 2011). Another 
related research area is route choice under real time information (e.g. Mahmassani and 
Jayakrishnan, 1991; Hall, 1996; Dia, 2002; Peeta and Yu, 2005; Lu et al., 2011), but that work 
focused on user perceptions and equilibration/adaptation/learning with regards to information 
provision. Other related research on traffic assignment problem have dealt with capacity constraint. 
However, they have not delved into modeling the dynamics of system congestion effects on 
capacitated route choice nor on congestible capacities.  
We propose an online route choice model, updated each time interval from prior time interval 
data, to provide a forecast of route choices for the subsequent interval. The estimation and updating 
of such a model allows a MaaS operator to monitor the effects of their dynamic decisions on users’ 
route choice behavior. This is done by introducing a latent congestible capacity variable to capture 
the dynamic capacity effects in multimodal systems and using observations from prior interval(s) 
to forecast the latent variable and its effect on dynamically capacitated route choice.  
The reminder of the paper is organized as follows. Section 2 presents the online system setting 
and a literature review to addressing the route choice model. Section 3 presents the proposed online 
route choice model. Numerical experiments are conducted using synthetic data in Section 4 to 
verify the model. Section 5 presents a case study based on historical trip data from the New York 
City (NYC) bike-sharing system, Citi Bike. Finally, the conclusions are drawn, and future research 
is discussed. 
 
2 PROBLEM DESCRIPTION 
Route choice models have been studied extensively in the last few decades. Modeling route choice 
behavior is essential to forecast travelers’ behavior under hypothetical scenarios and to understand 
travelers’ reaction and adaptation to sources of information (Prato, 2009). Present research 
directions show growing interest in understanding travelers’ behavior under multimodal networks 
(e.g. Arentze and Molin, 2013; Dibbelt et al., 2015; Verbas et al., 2015; Zheng and Geroliminis, 
2016). To model route choices in a multimodal network, one needs an extensive representation of 
valuations and preferences that individuals have regarding attributes of route components (Arentze 
and Molin, 2013). A well-known multimodal transport network scenario is Park-and-Ride, which 
provides parking facilities at the edge of city centers to encourage parking and transfers to public 
transit (Bos et al, 2004; Molin and Van Gelder, 2008; Liu and Meng, 2014; Chow and Djavadian, 
2015; Zhao et al., 2017). New shared mobility systems, such as bikeshare, are involved as first/last 
mile transport modes (Fishman et al., 2013).  
We consider an online system in which a MaaS operator receives link flow information 𝑥𝑎𝑛 
for each link 𝑎 ∈ 𝐴 in time interval 𝑛 with the network denoted by a directed graph 𝐺(𝑁, 𝐴). The 
set of links may be further divided into different modes (e.g. walking, transfers in station, or in-
vehicle) as 𝐴 = {𝐴0, 𝐴1, … , 𝐴𝑀}, where the index 0 denotes walking. The system may be scheduled 
or on-demand (in which case it is a Mobility-on-Demand system). Each link has a fixed, 
generalized cost 𝑐𝑎 and a capacity 𝑢𝑎𝑛(𝑥𝑛), 𝑎 ∈ 𝐴, which varies with time interval 𝑡 because of a 
vector of non-separable link flows, 𝑥𝑛 = {𝑥1𝑛, … , 𝑥|𝐴|𝑛}.  
The link capacity of this system can represent, for example, availability of vehicles or 
passenger space during time interval 𝑡. In the case of bikeshare or carshare, the number of available 
bikes is the pickup link capacity and the number of empty bike docks is the drop-off link capacity. 
The link capacity may be the number of passengers that can be transported by a vehicle in 
microtransit, or number of passengers per hour for fixed route transit with a line capacity. The 
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common characteristic assumed for this system is that the capacity varies sufficiently dynamically 
within an interval that the precise value perceived by travelers during the same time interval varies 
by traveler and is not perfectly observable to the system. An overview of the system is shown in 
Figure 1.  
 
 
Figure 1. Illustration of functions operating within an online MaaS system 
 
We focus on the route choice model Ω𝑛. A traveler in period 𝑛 makes a choice of route 𝑘 ∈
𝐾𝑟𝑠𝑛  on the directed graph 𝐺(𝑁, 𝐴)  to get from origin 𝑟  to destination 𝑠 , (𝑟, 𝑠) ∈ 𝑊 , with 
probability 𝑃𝑟𝑠𝑛(𝑘). A methodology is needed to estimate 𝑢𝑛 and determine 𝑃𝑟𝑠𝑛(𝑘). Consider a 
toy network in Figure 2 with link costs 𝑐 = [10,20,10,20] (corresponding to [𝑎, 𝑏, 𝑐, 𝑑]) with 
observed capacities in a prior time interval of 𝑢𝑛 = [4,10,3,12]. Links 𝑎, 𝑐 have the same travel 
mode, and another travel mode is observed on links 𝑏, 𝑑 . Given the observed flows 𝑥 =
{2.8, 7.2, 2.2, 3.8}  in one time interval, the congestible capacity through that period is 𝑢 =
{2.8, 9.3, 2.2, 12} . Links a and c are capacitated: 𝑥𝑎 = 𝑢𝑎 = 2.8  and 𝑥𝑐 = 𝑢𝑐 = 2.2 . A 
multinomial logit model based on only link costs (no shadow prices available for all links) with 
𝜃 = 0.1  for ODs (1,2) and (2,1) would forecast route probabilities of 𝑃12,𝑛+1(𝑎) =
0.731, 𝑃12,𝑛+1(𝑏) = 0.269, 𝑃21,𝑛+1(𝑐) = 0.731, 𝑃21,𝑛+1(𝑑) = 0.269. However, limited capacity 
effects  (shadow prices are estimated via maximum likelihood as 𝑤 = {19.58, 0, 15.57, 0}) may 
lead to constrained route choices of 𝑃12,𝑛+1(𝑎) = 0.277, 𝑃12,𝑛+1(𝑏) = 0.723, 𝑃21,𝑛+1(𝑐) =
0.364, 𝑃21,𝑛+1(𝑑) = 0.636.  
  
 
 
Figure 2. Toy unimodal network 
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Capacity effects on route costs can be modeled using shadow prices (Bell et al., 1997; Xu et 
al., 2018), although these values are unobservable. Since these shadow prices depend on the 
choices of other travelers (𝑥𝑛), these can be modeled similarly to the “field effect” observed in 
social influence-based discrete choice models (Manski, 1993; 1999; Brock and Durlauf, 2001). 
For example, Walker et al. (2011) presented a utility function with social influence as shown in 
Eq. (1), where 𝑉(𝑥𝑖𝑛, 𝑆𝑛; 𝛽) is the systematic utility, 𝐹𝑖𝑛 is an endogenous proportion of people in 
the decision-maker’s peer group choosing alternative 𝑖 , and 𝜀𝑖𝑛  is a random disturbance. The 
parameter 𝛾 reflects the influence that the peer group has on the individual’s choice with positive 
values demonstrating a bandwagon-type of effect while negative values demonstrating congestion 
effects.  
 
𝑈𝑖𝑛 = 𝑉(𝑥𝑖𝑛, 𝑆𝑛; 𝛽) + 𝛾𝐹𝑖𝑛 + 𝜀𝑖𝑛 (1) 
 
Endogenous effects have been studied extensively in recent years (Brock and Durlauf, 2001; 
Walker et al., 2011; Kim et al., 2017) but they mostly pertain to social network effects on long 
term decisions like technology adoption or mode choice. Furthermore, the methodology revolves 
around using a linear “field” effect. In the context of capacitated route choice, a linear effect 
ignores the nonlinear dynamics resulting from multiple link flows interacting on a link’s capacity. 
These studies, however, offer insights on how to handle the endogeneity. One way is by estimating 
the field effect in a two-step approach. 
In addition to unobservable link capacity effects to exhibit endogeneity due to congestion 
effects, the effects can depend on multiple other link flows, i.e. non-separability. In the literature, 
non-separability is typically applied to link costs (e.g. Guo and Liu, 2011; Bie, 2008), not link 
capacity effects. The link capacity shadow price can be estimated dependent on link flows under 
the setting of an online system.  
To summarize, the problem involves congestible capacity effects that are typically 
unobserved but dependent nonetheless on decisions of other travelers. Based on the literature, we 
consider using shadow prices to capture the unobservable capacity effect and handle its 
endogeneity by using a two-step estimation approach to estimate capacity from link flow patterns 
obtained from the prior time interval and follow that with shadow price estimation. 
   
3 PROPOSED METHODOLOGY 
With respect to the route choice modeling, the two main steps are (1) generating a realistic set of 
choices (routes); and (2) modeling route choice given such a set of choices. Since the focus of this 
study is on the estimation of the route choice with congestible link capacities, we assume that the 
route choice set is provided. For studies on choice set generation readers are referred to Prato 
(2009).  
 
3.1 Model Formulation 
A random utility model (RUM) is formulated as follows. For a given choice set 𝐾𝑟𝑠𝑛, the utility of 
a route 𝑘 ∈ 𝐾𝑟𝑠𝑛 is composed of links 𝑎 ∈ 𝐴𝑘𝑚, where 𝐴𝑘𝑚 ⊆ 𝐴𝑚 is the set of links forming the 
portion of route 𝑘  in mode 𝑚 , with generalized costs 𝑐𝑎  for traveler in a period 𝑛  (unit of 
observation) as defined in Eq. (2). The attribute 𝑤𝑎𝑛 is the shadow price corresponding to the link 
capacity 𝑢𝑎𝑛 and is a function of the set of link flows 𝑥𝑛. The parameter 𝜃𝑚 is used to scale the 
degree of dispersion in perception of the travel cost differences for each modal link, where a higher 
value corresponds to less indifference between two routes with different travel costs. 
6 
 
 
𝑈𝑘,𝑟𝑠𝑛 = − ∑ 𝜃𝑚 ∑ (𝑐𝑎 + 𝑤𝑎𝑛(𝑥𝑛))
𝑎∈𝐴𝑘𝑚
𝑀
𝑚=0
+ 𝜀𝑘,𝑟𝑠𝑛 (2) 
 
The conditional probability takes the logistic form in Eq. (3). 
 
Pr(𝑘𝑟𝑠𝑛) =
exp(𝑈𝑘,𝑟𝑠𝑛)
∑ exp(𝑈𝑘,𝑟𝑠𝑛)𝑘′∈𝐾𝑟𝑠𝑛
 (3) 
 
The shadow prices 𝑤𝑎𝑛(𝑥𝑛)  are unobservable, but through network flow complementary 
slackness conditions (see Xu et al., 2018) we know that the properties in Eq. (4) must hold. 
 
𝑖𝑓 𝑥𝑎𝑛 = 𝑢𝑎𝑛, 𝑤𝑎𝑛 ≥ 0  (4a) 
 
𝑖𝑓 𝑥𝑎𝑛 < 𝑢𝑎𝑛, 𝑤𝑎𝑛 = 0  (4b) 
 
We can further relate the capacities 𝑢𝑎𝑛 to the link flows. Depending on arrivals of travelers 
to a link, the capacity will vary. This random capacity is estimated using data from the prior time 
interval to determine the effective coefficients associated with all inbound and outbound link flows 
such that the resulting 𝑢𝑎𝑛 and 𝑤𝑎𝑛 fit best. For a given link 𝑎 ∈ 𝐴𝑚 in a mode 𝑚, there is a set of 
inbound link flows 𝐼𝑇(𝑎) and outbound link flows 𝑂𝑇(𝑎) at the tail node. There is also a set of 
inbound link flows 𝐼𝐻(𝑎)  and outbound link flows 𝑂𝐻(𝑎)  at the head node. The capacity is 
forecasted with a set of independent equations shown in Eq. (5). 
 
?̂?𝑎𝑛 = 𝑢𝑎,𝑛−1 + 𝛽𝑚
𝐼𝑇 ∑ 𝑥𝑎′𝑛
𝑎′∈𝐼𝑇(𝑎)
− 𝛽𝑚
𝑂𝑇 ∑ 𝑥𝑎′𝑛
𝑎′∈𝑂𝑇(𝑎)
− 𝛽𝑚
𝐼𝐻 ∑ 𝑥𝑎′𝑛
𝑎′∈𝐼𝐻(𝑎)
+ 𝛽𝑚
𝑂𝐻 ∑ 𝑥𝑎′𝑛
𝑎′∈𝑂𝐻(𝑎)
+ 𝛾𝑎𝑛, ∀𝑎 ∈ 𝐴𝑚, 0 ≤ 𝑚 ≤ 𝑀 
(5a) 
                                                                Subject to  
𝑥𝑎𝑛 ≤ 𝑢𝑎𝑛, ∀𝑎 ∈ 𝐴𝑚, 0 ≤ 𝑚 ≤ 𝑀 (5b) 
 
where 𝛾𝑎𝑛  is a random disturbance term across each observation 𝑛 , assuming 𝛾𝑎𝑛~𝑁(0, 𝜎𝑎
2) . 
There should be 4 + 𝑛 parameters and |𝐴𝑚|𝑛 equations for one mode 𝑚. The 𝑢𝑎,𝑛−1 and 𝑢𝑎𝑛 are 
the capacities observed at the end of the preceding period and the current period, respectively. The 
signs preceding the parameters reflect the general effect of having vehicle capacity versus space 
capacity. The values of the parameters 𝛽 should be between -1 and 1, where a value of 1 implies 
perfect efficiency in transferring the vehicle flows into or out of capacity for the link, i.e. all 
inbound capacity arrives first before all outbound demand. In dynamic systems the randomness of 
the arrivals impacts the effective value of 𝛽. 
Eqs. (2) – (5) are related as follows. The values of  𝛽𝑚
𝐼𝑇 , 𝛽𝑚
𝑂𝑇 , 𝛽𝑚
𝐼𝐻 , 𝛽𝑚
𝑂𝐻 , 𝜎𝑎 in Eq. (5) should be 
estimated offline to capture typical structure of arrival patterns. Eq. (5) and the 𝑥𝑎𝑛  values 
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determine the value of each 𝑢𝑎𝑛 . The values of 𝑤𝑎𝑛  are estimated using maximum likelihood 
constrained to the values of 𝑢𝑎𝑛 in Eq. (4). The utilities 𝑈𝑘,𝑟𝑠𝑛 can then be specified with the 𝑤𝑎𝑛 
to determine the 𝑃𝑟𝑠𝑛(𝑘). The unimodal network in Figure 2 is used to illustrate the equations. 
This network has two nodes having four paths as links. Eqs. (5) are simplified into Eqs. (6). 
 
𝑢𝑎𝑛 = 𝑢𝑎,𝑛−1 + 𝛽1
𝐼𝑇𝑥𝑐𝑛 − 𝛽1
𝑂𝑇𝑥𝑎𝑛 − 𝛽1
𝐼𝐻𝑥𝑎𝑛 + 𝛽1
𝑂𝐻𝑥𝑐𝑛 + 𝛾𝑎𝑛
= 𝑢𝑎,𝑛−1 + 𝛽1𝑥𝑐𝑛 − 𝛽2𝑥𝑎𝑛 + 𝛾𝑎𝑛 
(6a) 
𝑢𝑏𝑛 = 𝑢𝑏,𝑛−1 + 𝛽2
𝐼𝑇𝑥𝑑𝑛 − 𝛽2
𝑂𝑇𝑥𝑏𝑛 − 𝛽2
𝐼𝐻𝑥𝑏𝑛 + 𝛽2
𝑂𝐻𝑥𝑑𝑛 + 𝛾𝑏𝑛
= 𝑢𝑏,𝑛−1 + 𝛽3𝑥𝑑𝑛 − 𝛽4𝑥𝑏𝑛 + 𝛾𝑏𝑛 
(6b) 
𝑢𝑐𝑛 = 𝑢𝑐,𝑛−1 + 𝛽3
𝐼𝑇𝑥𝑎𝑛 − 𝛽3
𝑂𝑇𝑥𝑐𝑛 − 𝛽3
𝐼𝐻𝑥𝑐𝑛 + 𝛽3
𝑂𝐻𝑥𝑎𝑛 + 𝛾𝑐𝑛
= 𝑢𝑐,𝑛−1 + 𝛽5𝑥𝑎𝑛 − 𝛽6𝑥𝑐𝑛 + 𝛾𝑐𝑛 
(6c) 
𝑢𝑑𝑛 = 𝑢𝑑,𝑛−1 + 𝛽4
𝐼𝑇𝑥𝑏𝑛 − 𝛽4
𝑂𝑇𝑥𝑑𝑛 − 𝛽4
𝐼𝐻𝑥𝑑𝑛 + 𝛽4
𝑂𝐻𝑥𝑏𝑛 + 𝛾𝑑𝑛
= 𝑢𝑏,𝑛−1 + 𝛽7𝑥𝑏𝑛 − 𝛽8𝑥𝑑𝑛 + 𝛾𝑑𝑛 
(6d) 
                                                                Subject to  
𝑥𝑎𝑛 ≤ 𝑢𝑎𝑛 , 𝑥𝑏𝑛 ≤ 𝑢𝑏𝑛, 𝑥𝑐𝑛 ≤ 𝑢𝑐𝑛, 𝑥𝑑𝑛 ≤ 𝑢𝑑𝑛,    (6e) 
 
3.2 Offline-Online Estimation 
The parameters 𝜃𝑚 capture modal cost coefficients such as for walk time or in-vehicle time. These 
travel behavioral parameters are estimated offline from historical route choice data during 
uncongested period set 𝑆1 where 𝑤𝑎𝑛 = 0, 𝑛 ∈ 𝑆1. For a RUM, the value of the parameters can be 
estimated by maximizing the log-likelihood function in Eq. (7), where 𝑦
𝑘𝑛
= 1 if an observed trip 
between (𝑟, 𝑠) chooses route 𝑘 ∈ 𝐾𝑟𝑠. Since this is offline, the time period 𝑛 can be left out of the 
observation indexing. For logit models with Gumbel disturbances, Eq. (7) is concave (McFadden, 
1973). 
 
𝜃 = arg max
𝜃
{ ∑ ∑ ∑ 𝑦𝑘𝑛 ln 𝑃𝑟𝑠𝑛(𝑘; 𝜃)
𝑘∈𝐾𝑟𝑠𝑛(𝑟,𝑠)∈𝑊𝑛∈𝑆1
} (7) 
 
The parameters 𝛽𝑚
𝐼𝑇 , 𝛽𝑚
𝑂𝑇 , 𝛽𝑚
𝐼𝐻 , 𝛽𝑚
𝑂𝐻 , 𝜎𝑎 capture the efficiency of the network structure, similar 
to how traffic models have parameters capturing the platooning characteristics of arrival patterns. 
These parameters are also estimated offline from historical data from a period set 𝑆2 on Eq. (5a), 
e.g. inflows and outflows and the resulting average capacities. Each parameter and disturbance are 
assumed independent of the other equations. As such, we estimate each equation as an independent 
linear regression model with multiple post-interval observations of capacity and inflows/outflows 
using ordinary least squares. 
The remaining 𝑤𝑎𝑛 need to be updated in the online system each interval 𝑛. We estimate the 
values of 𝑤𝑎𝑛 for the current time interval using constrained maximize likelihood as shown in Eq. 
(8) based on ?̂?𝑛 forecast from the prior time interval. The constraints in Eq. (8b) are set from ?̂?𝑛 
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and using 𝑥𝑛−1 as an approximation ?̂?𝑛 . Estimation of 𝑤𝑎𝑛  is done by first setting ?̂?𝑎𝑛 = 0 if 
?̂?𝑎𝑛 = ?̂?𝑎𝑛 and then estimating the remainder via Eq. (8a) while requiring ?̂?𝑎𝑛 ≥ 0. 
 
?̂?𝑛 = arg max
𝑤𝑛
{∑ ∑ ∑ 𝑦𝑘𝑛 ln 𝑃𝑟𝑠𝑛(𝑘; 𝑤𝑛|?̂?𝑛, 𝜃, ?̂?𝑛)
𝑘∈𝐾𝑟𝑠𝑛(𝑟,𝑠)∈𝑊𝑛
} (8a) 
Subject to  
Eqs. (4) with ?̂?𝑛, ?̂?𝑛 (8b) 
?̂?𝑛 ≥ 0 (8c) 
 
The complete offline estimation and online system learning process is summarized in 
Algorithm 1. 
 
Algorithm 1. Offline-online estimation and system learning 
OFFLINE ESTIMATION 
1. Estimate 𝜃𝑚  using Eq. (7) on sample route choice data under uncongested conditions 
where 𝑤𝑛 ≡ 0, 𝑛 ∈ 𝑆1. 
2. Estimate {?̂?𝑚
𝐼𝑇 , ?̂?𝑚
𝑂𝑇 , ?̂?𝑚
𝐼𝐻 , ?̂?𝑚
𝑂𝐻 , ?̂?𝑎} using Eq. (5a) on historical operational data with post-
interval values of 𝑢𝑛 for each interval 𝑛 ∈ 𝑆2. 
ONLINE LEARNING: at the start of each interval 𝑛, 
3. Observe the values of 𝑥𝑛−1, 𝑢𝑛−1. 
4. Update ?̂?𝑛 using Eq. (5) and assume ?̂?𝑛 = 𝑥𝑛−1. 
5. Update the shadow prices ?̂?𝑛 using Eq. (8). 
 
Once values of ?̂?𝑛  are estimated, we can use the model 𝑃𝑟𝑠𝑛(𝑘|?̂?𝑚
𝐼𝑇 , ?̂?𝑚
𝑂𝑇 , ?̂?𝑚
𝐼𝐻 , ?̂?𝑚
𝑂𝐻 , ?̂?𝑎, ?̂?𝑛) to 
determine route choices for each OD pair (𝑟, 𝑠) in time interval 𝑛. The model is validated at two 
levels. The first is at the offline level to ensure that 𝜃𝑚 and {?̂?𝑚
𝐼𝑇 , ?̂?𝑚
𝑂𝑇 , ?̂?𝑚
𝐼𝐻 , ?̂?𝑚
𝑂𝐻 , ?̂?𝑎} fit the data 
from out-of-samples from 𝑆1 and 𝑆2. The second is at the online level. Since capacities and link 
flows are observed after the end of each period 𝑛, if we have sampled observations of route choices 
each period we can then validate the performance of the forecast model. 
 
3.3 Discussion of Model Properties 
This model, applied over time, provides a monitor of the traveler behavior and can be used to 
measure the impacts of any system changes on changes in behavior. Example uses of this 
monitoring include the following operational use cases: 
• Identifying thresholds in link capacity shadow prices where route choice elasticities are of 
interest; 
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• Identify thresholds in link volumes in which case the congestion impacts on link capacities 
are critical; 
• Online revenue management strategies like incentivizing travelers to switch routes or 
directing service staff or vehicles to mitigate critical capacities; 
• Identify critical nodes in the network and over multiple time periods in which the route 
choices most impact the system performance throughout the network. 
 
Each of the model estimation steps have their corresponding goodness-of-fit measures as 
discussed in the prior section. Evaluation of the online system overall is done using post-interval 
comparison of predicted route flows and realized route flows over multiple time periods. Since the 
application is an online system, no flow equilibration (see Blume and Durlauf, 2003; Watling et 
al., 2015) needs to be assumed.  
Eq. (5a) assumes normally distributed disturbances. In future studies we will explore extreme 
value distributions like a Weibull distribution which may better reflect the maximum value 
distribution of capacity. 
The methodology for estimating ?̂?𝑎𝑛 assumes a myopic approach to the online learning, using 
?̂?𝑛 = 𝑥𝑛−1. One way that might improve this estimate is to model the longitudinal behavior of the 
𝑥𝑛 using a time series model ?̂?𝑛 = 𝑓(𝑥𝑛−1, 𝑥𝑛−2, … ) (see Xu and Chow, 2019) and apply that 
model to forecast the flows in the current time interval. That will also be studied in the future. 
 
 
4 VERIFICATION EXPERIMENTS 
The proposed methodology is first verified in this section to show that it works as intended. Two 
numerical experiments are conducted using multimodal networks under an offline and online 
system, respectively. The experiments have two primary objectives.  
The first objective is to demonstrate the flexibility of the proposed method to adapt to links 
where capacities are binding in some periods. This is accomplished by applying the estimated 
models to compute route choice probabilities in observed time periods.  
The second objective is to show the ability of the proposed method in detecting changes in 
𝑤𝑎𝑛 due to demand changes.  
The validation of the methodology is conducted in Section 5. 
 
4.1 Multimodal network in offline system 
The first numerical experiment is conducted on a multimodal network with congestible capacity 
effects on multiple links in offline system, where each observation period assumes 𝑥𝑎𝑛 and 𝑢𝑛−1 
are known. Consider a network as shown in Figure 3 with four links, where each link corresponds 
to one type of transport mode. The generalized travel time for each link is shown in red parentheses.  
The travelers’ route choices are generated randomly for 100 independent observations in 100 
independent time intervals. The sampled data set is available on our Github site: 
https://github.com/BUILTNYU/multimodal_route_choice. There are two paths in the choice set 
represented by the following link sequences: (1,3), (2,4), where their generalized travel costs are 
30 and 35, respectively. In this test, there are congestible capacity effects observed on facility node 
1, 2, and 3. Travelers who choose path (1,3) are constrained by the number of available parking 
spaces at facility node 2. Travelers who choose path 2 (2,4) are restricted to the number of shared 
bikes for pick up at node 1 and the number of open docks for drop off at node 3.  
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Figure 3. The simple multimodal network used for illustrating the methodology. 
 
Firstly, it is important to illustrate the capability of the proposed method to capture the 
heterogeneity of different travelers’ effects. Eqs. (9) describe the general effect of flows into or 
out of each link on the capacities. The sign “-” stands for the traveling direction from node 1 to 
node 4, and the “+” is the opposite direction. There are two capacity functions for the bike link, 
since each bike station has bikes for pickup and docks for dropping off. The proposed method sets 
the capacity as a function of the observed flow to and from that facility. Hence, the congestible 
capacity functions are formulated as Eq. (9). 
𝑚 = 1−(𝑑𝑟𝑖𝑣𝑒): 𝑢1− = 𝑢1−
0 − 𝛽1𝑥1− + 𝛽2𝑥1+ + 𝛾1− Eq. (9a) 
𝑚 = 2−(𝑏𝑖𝑘𝑒) 𝑝𝑖𝑐𝑘 𝑢𝑝: 𝑢2𝑝− = 𝑢2𝑝−
0 + 𝛽3𝑥2+ − 𝛽4𝑥2− + 𝛾2𝑝− Eq. (9b) 
𝑚 = 2−(𝑏𝑖𝑘𝑒) 𝑑𝑟𝑜𝑝 𝑜𝑓𝑓: 𝑢2𝑑− = 𝑢2𝑑−
0 − 𝛽5𝑥2− + 𝛽6𝑥2+ + 𝛾2𝑑−  Eq. (9c) 
𝑚 = 2+(𝑏𝑖𝑘𝑒) 𝑝𝑖𝑐𝑘 𝑢𝑝: 𝑢2𝑝+ = 𝑢2𝑝+
0 + 𝛽7𝑥2− − 𝛽8𝑥2+ + 𝛾2𝑝+ Eq. (9d) 
𝑚 = 2+(𝑏𝑖𝑘𝑒) 𝑑𝑟𝑜𝑝 𝑜𝑓𝑓: 𝑢2𝑑+ = 𝑢2𝑑+
0 − 𝛽9𝑥2+ + 𝛽10𝑥2− + 𝛾2𝑑+  Eq. (9e) 
 
The parameters are estimated in Table 1. In general, the inbound flows will increase the 
capacity (e.g. vehicles return) and the outbound flows will decrease the capacity. The signs 
preceding the parameters reflect the general effect of having vehicle/bicycle capacity versus space 
capacity, which are expected. The values of the parameters 𝛽 are expected to be between 0 and 1. 
The magnitude of the parameters 𝛽 of the drive link are higher than ones of bike link, which 
suggests the drive link has higher efficiency in transferring the vehicle flows into or out of capacity. 
The degree of dispersion 𝜃 is estimated to 0.0905, which implies to less difference between two 
paths with difference travel costs. 
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Table 1. Parameters estimation results 
𝜃=0.0905 Parameters: 𝛽s 
 𝑥1+ 𝑥1− 𝑥2+ 𝑥2− 
1−(𝑑𝑟𝑖𝑣𝑒) 𝛽2:0.5526 𝛽1:0.6636   
2−(𝑏𝑖𝑘𝑒) 𝑝𝑖𝑐𝑘 𝑢𝑝   𝛽3:0.3959 𝛽4:0.2964 
2−(𝑏𝑖𝑘𝑒) 𝑑𝑟𝑜𝑝 𝑜𝑓𝑓   𝛽6:0.5020 𝛽5:0.3759 
2+(𝑏𝑖𝑘𝑒) 𝑝𝑖𝑐𝑘 𝑢𝑝   𝛽8:0.2710 𝛽7:0.2029 
2+(𝑏𝑖𝑘𝑒) 𝑑𝑟𝑜𝑝 𝑜𝑓𝑓   𝛽9:0.3570 𝛽10:0.2673 
 
4.2 Multimodal network in online system 
We obtained the non-negative shadow prices 𝑤𝑎𝑛 if observed link flows equal to the estimated 
congestible capacity to maximize the likelihood of the observed flows. The travel time in the utility 
function is updated to the sum of constant link cost and the value of the shadow prices. The route 
choice probability can then be computed, and the results are shown in Figure 4. We verified that 
the proposed model is flexible enough to adapt to links where capacities might by binding in some 
periods and not in others in a multimodal network.  
Since the demand plays an important role in the proposed model, we need to determine how 
the effect of congestible capacity varies with the demand. The comparison among different 
scenarios is shown in Figure 5. For the 101st observation, there is a higher demand 105 from node 
1 to node 4, and observed path flows are {58,47}. The shadow price of path 1 is estimated to 2.68 
and its probability is calculated as 0.55. For the next observation, the demand from node 1 to node 
4 is decreased to 95. We run the proposed model, and the new shadow price of path 1 is estimated 
to 0.03. The probability of path 1 is increased to 0.61. We can quantify how a higher demand 
results in higher 𝑤 and lower probability to choose path 1.  
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Figure 4. Comparison of path probabilities on all links in the multimodal network 
 
 
Figure 5. Comparison of congestible capacity effect on drive link due to demand change 
 
5 MODEL VALIDATION: CITI BIKE IN NEW YORK 
The proposed model is tested using trip historical data from Citi Bike – the unique bikesharing 
system in New York City (citibikenyc.com).  
 
5.1 Data and Experimental Design 
A subnetwork is extracted from the whole Citi Bike service system as shown in Figure 6 overlaid 
upon a Google Maps image. The zones in the study area are categorized by Census 2010 (see Open 
Data in Department of City Planning in NYC). The centroid of the zone is created to represent 
origin or destination for travelers making trips from or to the zone. The network is designed to 
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have 17 zones and 41 bikesharing stations. While predicting traveler’s choice, they are assumed 
to pick up and drop off bikes to the nearest station, which has the shortest distance from zone 
centroid to the bikesharing station.  
Prior to process bikesharing trip data, we checked the weather data for the month of July in 
2018. Dates with clear and good weather are preferred, because of the control of environmental 
variables effect on user’s choice. Moreover, the aggregate ridership for each weekday (e.g. 
Monday to Friday) in July, 2018 is checked. For five consecutive weekdays, the daily ridership 
should not be too different. Hence, five weekdays of Citi Bike trip historical data from July 9th, 
2018 to July 13th, 2018 are used as a test data set, and one day of trip historical data on July 18th, 
2017 is used as the training data set. The observed time interval is set to 30 minutes, as Citi Bike 
membership include unlimited 30-min rides. The travel cost is computed as distance divided by 
speed. The following steps are taken to prepare data for the proposed route choice model learning 
method, and the sample of a data frame for one OD within a time interval is shown in Table 2. 
1. To extract trip historical data from Citi Bike System Data on the following days: 07/09/2018, 
07/10/2018, 07/11/2018, 07/12/2018, 07/13/2018, and 07/18/2018. 
2. To import the map of study network (e.g. 17 Census Tract (CT) zones) 
3. To filter Citi Bike trip historical data by study area (e.g. Citi Bike stations that are included in 
the study network, see Figure 6) 
4. To aggregate Citi Bike trip data by time interval and CT zone 
a. Trip data by time intervals 
b. In and out demand for each CT zone 
c. In and out trip frequency to station level 
5. To finalize a list of origin/destination (OD) information by the time interval. For each time 
interval, there is a set of ODs.  
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Figure 6. Study network in this case study 
 
Table 2. A sample of required data frame for one OD within a time interval 
Start 
CT 
End 
CT 
start.station 
id 
end.station 
id 
choice cost infreq outfreq outdemand indemand 
13100 10100 447 379 0 12.66 1 1 7 2 
13100 10100 447 3255 0 15.08 3 1 7 2 
13100 10100 447 492 1 12.13 3 1 7 2 
13100 10100 447 490 0 14.5 0 1 7 2 
13100 10100 469 490 0 13.06 0 0 7 2 
13100 10100 469 379 0 11.04 1 0 7 2 
13100 10100 469 3255 0 13.63 3 0 7 2 
13100 10100 469 492 0 10.5 3 0 7 2 
13100 10100 500 492 0 9.33 3 1 7 2 
13100 10100 500 490 0 11.9 0 1 7 2 
13100 10100 500 379 0 9.87 1 1 7 2 
13100 10100 500 3255 0 12.48 3 1 7 2 
 
 
The route choice set is the combination of pick up Citi Bike stations and drop off Citi Bike 
stations for each OD. The links are not physical road sections in the real world; they are virtual 
arcs that connect pairs of stations. As congestion occurs in the study network, the congestible 
capacity effects on a user’s choices (e.g. choice of pick up station and drop-off station) should be 
recognized by the proposed behavior learning model. The shadow prices should reflect stations 
that become congested with binding capacity effects that result in route diversions. 
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The magnitudes of the shadow prices should give a relative measure of the insufficient 
capacity in the link with respect to other links. Finally, three different route choice models are 
applied to make qualitative comparisons:  
(i) MNL with generalized travel cost;  
(ii) MNL with updated travel cost, where shadow prices are estimated under no constraints;  
(iii) MNL with updated travel cost, where shadow prices are estimated under constraints 
determined by congestible capacity function. 
 
5.2 Citi Bike system case study results 
The test data set is used to estimate parameters in the congestible capacity function. Since we set 
30 minutes as one observation period, there are 240 time intervals in total for the five consecutive 
weekdays data set. The one-day training data set includes 48 time intervals. Each station has two 
congestible capacity functions, one for pickup and another for drop-off. Given specifications and 
observations of different time intervals with network flows and initial capacities at the start of each 
observed period, the parameters of congestible capacity function are estimated. Figure 7 illustrates 
the performance of the proposed method to estimate congestible capacity to station level over time. 
It shows in-sample and out-of-sample trajectories of the capacities for the station #519, which has 
the highest in and out frequencies in the study network (location is highlighted in the pink square 
on the map in Figure 7). The full results of all other stations are shown in Appendices A and B.  
In Figure 7, the upper left plot shows a comparison between in-sample capacity predictions 
and observations over five consecutive weekdays for station #519, and the lower left one shows 
comparison results for the same station using the out-of-sample data set. There’s a strong 
correlation between the model’s estimates and its observed values in both plots. The normalized 
root-mean-square deviation (NRMSD) is computed to compare between observations and model 
estimates. For station #519, the values of NRMSD are 7.64% and 7.62% for in-sample pick up and 
drop off, respectively. For out-of-sample, the values of NRMSD are 8.11% and 8.12% for pickup 
and drop-off, respectively. The lower values of NRMSD (e.g. less than 10%) indicate less residual 
variance. The average values of NRMSD based on the selected 41 stations in the network are 10.67% 
(in-sample pick up), 10.62% (in-sample drop off), 15.47% (out-of-sample pick up), and 15.10% 
(out-of-sample drop off). Values of NRMSD for the full list of stations in the network are shown 
in Appendix C.  
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Figure 7. In-sample and out-of-sample trajectory of the capacities for Citi Bike station #519 
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The estimated capacity functions are applied to obtain congestible capacities. For an observed 
time interval, non-negative shadow prices are computed if the observed link flow is equal to the 
estimated capacity (e.g. inbound flow is equal to the number of avaiable docks in the station or 
outbound flow is equal to the number of available bikes in the station). R/Rstudio 1.1.456 is used 
to do data processing. 
For comparison, route choice probability estimation is run for four scenarios, shown in Table 
3. For the day of July 18, 2018, the total number of observed trips are 16,940. The basic MNL with 
no consideration of congestible capacity effects (Model 1) is set as a benchmark, since it is used 
often in the real world. Model 2 assumes an MNL model where shadow prices are estimated based 
on an assumed fixed capacity. Model 3 allows for shadow prices estimated from congestible 
capacity, but with a fixed 𝜃. Model 4 allows 𝜃 to vary among observations. 
 
Table 3. Scenario evaluated in this case study 
Model 1- Baseline MNL with constant link costs (𝜃 = 0.1) 
Model 2 MNL with shadow prices and fixed capacity effects (𝜃 = 0.1) 
Model 3 MNL with congestible capacity effects (𝜃 = 0.1) 
Model 4 MNL with congestible capacity effects ( 𝜃  varies among 
observations) 
 
The estimated and observed choices for each scenario are plotted in Figure 8. The moving 
average of the match score is calculated as a percentage in bold on top of each plot. The baseline 
model has a match score of 75.32% while the model with congestible capacity effects constraints 
and constant degree of dispersion has a match score of 77.69%. The model with a variable degree 
of dispersion has a score that is only 0.8% lower than the model with a constant one, which may 
be because of the time dimension.  
The results clearly suggest two conclusions. The first is that naively assuming a capacity to 
estimate shadow prices (Model 2) can result in less accurate predictions (vs Model 1). By also 
incorporating congestible capacities, we see that the model becomes more accurate. Of greater 
value, however, is that the online model allows us to monitor and quantify the effect that changes 
in flows have on changes in capacity and their impacts on the consumer surplus of travelers. 
 
6 CONCLUSION AND FUTURE WORK 
With the prevalence of MaaS systems, route choice models need to consider characteristics unique 
to them. MaaS systems tend to involve service systems with fleets of vehicles; as a result, the 
available service capacity depends on the choices of other travelers in different parts of the system. 
We model this with a new concept of “congestible capacity”; that is, link capacities are a function 
of flow instead of link costs. This dependency is also non-separable; the capacity in one link can 
depend on flows from multiple links.  
 To model route choice in this setting, a system of offline-estimated equations is used to capture 
the dependency of capacity on inbound and outbound flows. Then, an online-estimated route 
choice model is used to capture the shadow price corresponding to any binding capacity. This 
approach of relying on online estimation and observation avoids the endogeneity of the congestible 
capacities in favor of a practical monitoring and prediction system.  
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Figure 8. Comparison results for designed scenarios 
 
The method is first applied to obtain unique congestible capacity shadow prices in a 
multimodal network. For the numerical experiment, we verify that the methodology has the 
capability to capture congestion effects on capacities for a multimodal network, where capacities 
vary and the effects of binding capacities impact the utility of a route. Results show that higher 
demand lead to higher congestible capacity effects. 
The method is validated using real system data from Citi Bike in New York City, based on an 
extracted neighbourhood network in Manhattan midtown, NYC. The results show that the model 
can fit to the data quite well and performs better than a baseline modeling approach that ignores 
congestible capacity effects. By relating the route choice to congestible capacities using a random 
utility model, modelers can monitor and quantify the impacts to traveler consumer surplus in real 
time. 
There are several different avenues for future research. One is to consider a route equilibrium 
model that is not based on online application, in which equilibration can be obtained between route 
choice forecasts and assigned flows impacting those choices. This may involve the equilibrium 
model from Brock and Durlauf (2001) or a mean-field game approach (Lachapelle and Wolfram, 
2011). Another avenue is to investigate the use of the online route choice models to support online 
demand management strategies like customer incentivization programs to help rebalance vehicles 
(like the Bike Angels program at Citi Bike). A third avenue is to use this approach to estimate real-
time route choices in a multimodal setting to dynamically construct path sets in a MaaS network. 
This would be useful for developing dynamic MaaS route assignment models. A fourth avenue is 
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to make use of the learning and monitoring aspect for incident management and operations. For 
example, if a link or node gets disrupted in a time interval, the route choice model can be relied 
upon to quantify the consumer surplus impacts and anticipate where to allocate resources during 
the short term.  
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APPENDIX A 
In-sample trajectory of capacities for all Citi Bike stations in the study network 
 
APPENDIX B 
Out-of-sample trajectory of capacities for all Citi Bike stations in the study network 
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APPENDIX C 
Values of NRMSD for the full list of stations in the network 
Station  
In-
sample_pickup In-sample_dropoff Out-of-sample_pickup Out-of-sample_dropoff 
472 0.0876 0.0906 0.1019 0.1026 
474 0.0924 0.0927 0.1280 0.1296 
526 0.0897 0.0891 0.2228 0.2357 
546 0.1321 0.1260 0.0928 0.0926 
486 0.0878 0.0868 0.1142 0.1160 
498 0.1224 0.1235 0.3855 0.3905 
505 0.1140 0.1127 0.1800 0.1550 
517 0.1244 0.1211 0.1237 0.1204 
519 0.0764 0.0762 0.0811 0.0812 
3235 0.1133 0.1125 0.1139 0.1137 
485 0.0796 0.0797 0.1969 0.1215 
359 0.1592 0.1548 0.2054 0.2046 
3233 0.0893 0.0892 0.0890 0.0905 
484 0.0898 0.0908 0.0739 0.0729 
524 0.0883 0.0902 0.0969 0.0968 
3466 0.0996 0.1065 0.0909 0.0874 
379 0.1197 0.1101 0.1750 0.1861 
490 0.0899 0.0832 0.2004 0.1698 
492 0.0904 0.0906 0.1574 0.1553 
3255 0.2001 0.1919 0.1437 0.1525 
456 0.1779 0.1747 0.2070 0.2067 
520 0.0853 0.0874 0.1204 0.1204 
3443 0.0987 0.1008 0.1037 0.1021 
3458 0.0904 0.0895 0.0745 0.0729 
267 0.1251 0.1209 0.1477 0.1475 
362 0.0617 0.0726 0.0774 0.0792 
281 0.1499 0.1514 0.2031 0.1943 
2006 0.0936 0.0949 0.1421 0.1384 
3132 0.0756 0.0735 0.0679 0.0678 
3457 0.0861 0.0864 0.0823 0.0822 
465 0.1078 0.1085 0.2470 0.2329 
477 0.0915 0.0936 0.0976 0.0967 
523 0.1124 0.1093 0.2265 0.2038 
533 0.0966 0.0887 0.1729 0.1752 
2021 0.1612 0.1526 0.2112 0.2103 
173 0.0817 0.0820 0.0750 0.0729 
447 0.1513 0.1572 0.2578 0.2581 
469 0.1101 0.1123 0.2562 0.2635 
500 0.0698 0.0734 0.1090 0.1056 
468 0.1036 0.1057 0.2209 0.2238 
457 0.0996 0.1005 0.2703 0.2640 
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