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Abstract 
Over the last few years organic semiconductors have seen a dramatic rise in interest from 
both academia and industry alike. This has been largely due to their promise of low-cost, high-
throughput manufacture, combined with many other positive attributes including their: flexibility; 
semi-transparency and light-weight nature. This combination of factors show that organic 
semiconductors hold strong potential to compete with inorganic technologies in a number of 
existing and emerging applications. More specifically, blends comprised of a number organic 
semiconductors offer significant promise for devices such as organic photovoltaics (OPVs) and 
organic light emitting diodes (OLEDs), as tuning the chemical nature of the constituting materials can 
influence the blend’s optoelectronic properties. However, during processing, such as blending, 
complex mixture of phases are formed which renders understanding these systems challenging. 
This thesis examines the relationships between the three critical aspects that affect organic 
semiconducting blends, namely: the processing route selected, the resulting microstructure and, as a 
consequence, the induced optoelectronic properties. A more comprehensive understanding is 
developed of how the processing route (solution casting from common solvent vs. bilayer fabrication 
via lamination) can affect the structural formation processes in organic semiconductor systems, such 
as crystallisation, vitrification etc. Additionally, this thesis elucidates how the structural formation 
processes influence the mixture of phases that evolve and discusses how the microstructure that is 
created affects the photo-physical processes such as exciton quenching and charge generation, 
within these systems. 
The results within this thesis highlight the sensitive interplay between the three areas of 
structure, property and processing. Clear insights into how to manipulate these aspects to positively 
impact the photo-physical processes are conferred. The findings discussed here give, thus, clear 
guidelines as to how to further enhance understanding and terminally improve the performance of 
devices such as organic solar cells. 
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Scope and survey of thesis 
This thesis addresses the structure/property/processing inter-relationships of different 
semiconductor binary systems in order to develop a more comprehensive understanding of how 
processing routes can affect the structural formation processes, what the effect of this is on the 
phase morphology of such systems and, terminally, how this alters the photo-physical properties 
such as charge generation.  
Chapter 1: places in context the recent literature and outlines the challenges related to the 
three areas of processing, structure and photo-physical processes. Chapter 2: summarises the 
materials and experimental methods utilised in the following chapters.  Chapter 3: investigates in 
detail the use of depth profile SIMS within the Plastic Electronics area; outlines the experimental 
methodology and interpretation of measurements to improve understanding of composition-
position within organic semiconducting films; and explains the structural formation processes and 
resulting phase morphology of multi-component systems. Chapter 4: explores intermixed phases in 
organic BHJs in terms of possible microstructural and photo-physical processes in a prototypical 
binary of P3HT/PCBM. Chapter 5: discusses the role of different fullerenes in the formation of 
vitrified, kinetically trapped phases, and the resultant effect on device performance in OPV blends. 
Chapter 6: builds upon the understanding gained in Chapters 4 and 5 for polymer:fullerene systems 
and extends this to polymer/polymer systems. The molecular-weight dependence on the structural 
formation and macroscopic properties are investigated and clear differences reported between 
systems. Chapter 7: further emphasises the influence of processing on the microstructure and 
photo-physical properties within all polymer semiconducting blends, especially with respect to 
energy-transfer processes between the two components. 
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1.1 Background 
1.1.1 General introduction 
Semiconducting and conducting materials form the bedrock of an astounding range of 
modern devices. These components underpin vast fields of technology upon which modern society is 
hugely reliant. They find uses in everything from microchips to enormous photovoltaic arrays to 
different sensors and integrated circuits. The first report of the semiconducting properties of a 
material came in 1874 from the research of Karl Ferdinand Braun,1 who discovered that crystals of 
lead sulphide (PbS) could act as rectifiers, work which contributed to Braun being awarded the 1909 
Nobel prize in physics. Around 30 years after this seminal discovery, such crystals were applied to 
radio receiver devices,2 thereby opening up new possibilities in terms of wireless communication. 
Over the next century, research continued to uncover new and exciting fields related to 
semiconducting technologies, with the predominant focus being on inorganic materials. Inorganic 
semiconductors remain the leaders in terms of performance in many applications; however such 
materials are not without their drawbacks, namely, related processing and more recently 
uncertainty in materials availability.3, 4 Inorganics typically require very stringent control of purity 
and doping levels to ensure devices perform as expected. Furthermore the processing of materials 
such as silicon, require energy intensive processing to create high purity crystals — the starting 
material for many conventional electronic items. Creating high purity feedstocks, device processing 
and uncertainty in supply can make many inorganic systems either costly to manufacture or with a 
significant price volatility incorporated into the cost. 
Plastic electronics, which encompass a diverse range of organic small- and macro- molecules 
can be processed much more easily when compared to many of their inorganic counterparts, most 
notably by solution processing techniques (detail of various techniques are given in Section 1.4). This 
attribute promise such materials to be processed roll-to-roll and opens up the potential of high-
throughput production. In addition, since the materials are predominantly based on carbon, there is 
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no intrinsic reliance of scarce materials. There is also the possibility to produce the material 
feedstocks in a continuous manner.5 Some of the key markets that plastic electronics could provide 
step-changes in include: photovoltaics, lighting and flexible/lightweight electronics. 
Photovoltaics (PVs): Currently there is huge global impetus to develop renewable energy 
technologies, for which PV holds significant promise. For example although PV technology only 
comprises 10% of UK renewable power generation capacity, global agreements and European 
legislation have put in place a framework to increase the amount of renewable energy generated 
both in the short term (2020) and mid-term (2050). One of the major barriers to wider exploitation 
of PV is the initial capital cost of such systems, where there is potential for reduction by utilising 
OPV. 
Lighting: Lighting currently accounts for an estimated 20% of global electricity consumption, 
and is therefore huge market and one linked with improving energy consumption. Again, organic 
light emitting diodes (OLEDs) are a technology that offers the promise of lower future production 
costs in addition to more efficient power usage. 
Displays: As we move into an increasingly technology orientated world, one of the key 
human-interfaces with electronics is via displays; OLEDs have been integrated into small area 
products for over a decade, however recent improvement in manufacturing have opened up the 
possibility for larger area products including televisions. 
Flexible/lightweight electronics: As the boundaries for what is possible with technology 
continually evolve, there is increasing demand for devices and components to hold new attributes to 
fit certain applications. This can include lightweight and flexible devices, for vast ranges of emerging 
applications for example: for clothing integrated electronics and foldable/roll-able items for portable 
devices. 
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As a consequence of these opportunities, the global market for plastic electronics has 
received over US$10 billion in investments over the last twenty years, and that this market is set to 
grow to US$25 billion by 2020.6 
 
1.1.2 History of plastic electronics 
Despite the widely held image of plastic electronics as a relatively new research field, some 
of the earliest reports of the organic materials exhibiting semiconducting behaviour date back as far 
as 1952,7 where Eley et al. investigated the semiconducting properties of crystals of various organic 
compounds including: coronene, anthracene and phthalocyanine (structures shown in Figure 1.1 A-C 
respectively) — many of which are still investigated today. In this paper it was postulated that this 
behaviour originated from “the excited orbitals of the π-electrons in the isolated molecule are 
combined to give non-localized orbitals stretching throughout the crystal”. In 1960, Kepler set out to 
measure the charge carriers of high purity anthracene crystals.8 The results of this study highlighted 
many interesting findings, notably that holes appeared more mobile in such systems than electrons, 
and that in lower purity crystals the lifetime of charge carriers was significantly reduced. In 1963, 
Siemons et al. investigated the electronic properties of charge transfer salts formed from 
tetracyanoquinodimethane (TCNQ) with various cation-forming metals.9 These measurements 
revealed the conductivity of organic charge transfer salts. 
During the early 1970s, development of new materials for organic electronics10 was 
undertaken alongside further investigation of the structures of such materials to try to better 
understand the origins of these phenomena.11 The late ‘70s/early ‘80s saw a number of pivotal 
publications that helped to raise the profile of this emerging research field,12, 13 with the first reports 
of OLEDs, organic field-effect transistors (OFETs) and OPVs. 
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To date the most widely commercialised technology is that of OLEDs, the original publication 
using polymeric emitters came from the Cavendish laboratory in Cambridge, where Burroughes et al. 
discovered the electroluminescence of p-phenylene vinylene (PPV) whilst attempting to drive the 
material to dielectric breakdown,14 sparking huge interest in this field. Only a few years previously 
the first reports of an organic material acting analogously to a field effect transistor were reported 
for a molecular devices incorporating polypyrrole15 and polythiophene.
 16 
 
 
Figure 1.1: Molecular structures of a range of organic electronic materials investigated during the 1950s and 1960s: A: 
coronene, B: anthracene, C: phthalocyanine and D: tetracyanoquinodimethane. 
 
The first organic photovoltaic device (OPV)17 was reported in 1986 by Tang, this device 
comprised of an evaporated bilayer of a perylene derivative and copper phthalocyanine. The cell had 
a power conversion efficiency of around 1%, but most strikingly showed charge extraction that was 
relatively independent of bias resulting in a fill factor of 0.65. After these seminal reports, the fields 
of OLED, OFET and OPV continued to grow and diversify, giving rise to a wealth of new research 
areas and discoveries. From here on in this thesis will focus primarily on OPVs. 
The fabrication of OPV devices continued in the bilayer format reported by Tang, however 
such devices have an inherent limitation in that, unlike a classic inorganic p-n junction, the excited 
states have a short diffusion length, typically reported on the order of 3-10 nm.18-20 This effectively 
limits the number of excited states that can diffuse to the interface and dissociate, thereby limiting 
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the photocurrent achievable in such devices. To circumvent the problem of interface vs. volume 
trade-off, Sariciftci et al. investigated a fullerene:MEH-PPV composite in which the two components 
were blended in a common solvent and then co-deposited into a thin film.21 Upon photo-excitation 
of the polymer they observed a reversible electron transfer from the polymer to the fullerene. In 
1995, this idea lead to the first report of a bulk heterojunction (BHJ) OPV,22 comprised of a poly[2-
methoxy-5-(2-ethylhexyloxy)-1,4-phenylenevinylene] (MEH-PPV):[6,6]-phenyl-C61-butyric acid methyl 
ester (PCBM; from here on, “PCBM” refers to the C60 derivative unless otherwise specifically stated) 
blend between electrodes of indium tin oxide (ITO) and calcium, although the full spectral power 
conversion efficiency ( PCE) was not reported. 
After the reports of the first BHJ there were gradual improvements, in some part due to 
materials —most notably through the poly(3-hexylthiophene-2,5-diyl) (P3HT):PCBM system— first 
reported in 2002 by Schilinsky et al.,23 with a PCE of around 2 %. This system continued to be one of 
the most widely investigated blends in the OPV24 area. In 2003, improved PCE was reported, by 
thermal annealing whilst applying an external bias to the devices, leading to a PCE of around 3.5%.25 
This highlighted the significant changes that could occur within the microstructure of such blends in 
the solid state and the effects this could have on the device performance. By 2005 the P3HT:PCBM 
blend had shown cells approaching 5%.23 These improvements had been correlated to structural 
characteristics of the system as deduced from transmission electron microscope (TEM) and X-ray 
diffraction (XRD). These techniques gave information on the phase contrast and crystallinity26 in such 
blends, highlighting the complex phase behaviour of such blends. In 2008, Muller et al. explained the 
binary phase behaviour of a blend of a crystallisable polymer with a crystallisable fullerene as a 
eutectic system, and were thereby able to correlate changes in the optoelectronic properties to the 
binary phase diagram.27 Visualising this system in terms of miscibility of the two components and 
competing crystallisation behaviour was an important step in better understanding the 
structure/property/processing relationships that govern the operation of such systems. Further 
reinforcement of the idea that ordering of materials was important (and controllable) was presented 
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in the same year by Kim et al., who studied the regioregularity (RR) effect on efficiency of OPVs.28 In 
addition Campoy-Quiles et al. observed vertical and lateral phase segregation in blends and how this 
related to thermal treatments, highlighting the processes of polymer crystallisation,29 fullerene 
diffusion and aggregation. These works and others,30, 31 helped to improve the understanding of 
some of the key attributes of the microstructure (in terms of phases present and ordering), however 
the microstructure was still typically depicted as a two-phase system of relatively pure domains of 
each material. However, in the case of P3HT, the relatively wide band-gap material meant that only 
a certain fraction of the solar spectrum could be harvested, thereby limiting the short-circuit current 
(and terminally PCE) attainable in such devices.32 As a route to improving the PCE of OPV devices, 
the following years lead to the synthesis of a range of novel low-bandgap materials,32, 33 capable of 
harvesting a greater portion of the solar spectrum, a selction of these materials are shown in Figure 
1.2. The bandgap of typical OPV absorbers is generally larger than that of established PV 
technologies such as poly-crystalline silicon, which is one factor that can contribute to the generally 
lower efficiency of this technology to date. 
 
Figure 1.2: : Molecular structures of P3HT and five low bandgap donor polymers reported for OPV applications., poly[2,6-
(4,4-bis-(2-ethylhexyl)-4H-cyclopenta[2,1-b;3,4-b′]dithiophene)-alt-4,7(2,1,3-benzothiadiazole)] (PCPDTBT), dithienogermole 
derivative (DTG-TPD), poly({4,8-bis[(2-ethylhexyl)oxy]benzo[1,2-b:4,5-bdithiophene-2,6-diyl]-(3-fluoro-2-[(2-ethylhexyl) 
carbonyl]thieno[3,4-b]thiophenediyl)) (PTB7), poly[N-9'-heptadecanyl-2,7-carbazole-alt-5,5-(4',7'-di-2-thienyl-2',1',3'-
benzothia-diazole)] (PCDTBT) and thieno[3,2-b]thiophene-diketopyrrolopyrrole based polymer (DPPT-TT). All polymers 
shown comprise different sub-monomer units. 
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Recently many new techniques have been employed that have given valuable insight into 
the microstructures of such systems. These have included in situ measurements during film 
formation and thermal annealing processes,34-37 novel electron microscopy mapping,38 scanning 
transmission X-ray microscopy (STXM),39, 40 resonant soft X-ray scattering (R-SOXS),41 small angle 
neutron scattering (SANS)42 and grazing-angle incidence wide-angle X-ray scattering (GIWAXS).43-45 
Despite this impressive and diverse advancement in microstructural visualisation there is still no 
consensus on the exact nature and key attributes of the microstructure required for manipulation of 
key OPV device parameters. 
Accompanying the range of analytical techniques employed, there has been a dramatic 
increase in the numbers of new materials32, 46-48 reported (the structures of a selection of these are 
shown in Figure 1.2). These polymers can have a diverse range of attributes, including variable: 
crystallinity, persistence length, interaction parameters, solubilities, polydispersity etc. These 
chemical modifications can also have significant effect on the photo-physical properties, such as: 
energy levels, band-gap, absorption coefficient, charge mobilities etc. In 2009 Liang et al. reported 
devices based on a benzodithiophene donor polymer with an a PCE of 6.4%.32 The following year the 
same group further refined this class of polymer to yield an efficiency of 7.4%. In 2013 Cabanetos et 
al. reported a PCE of 8.5%.48 
Perhaps it is not surprising that such a diverse range of materials require a multitude of 
different processing protocols in order to access a microstructure that is most efficient in terms of 
OPV performance. This can include selection of: solvents,49 additives,46, 50 composition,27, 51 annealing 
procedures36 etc. As a consequence, laborious trial and error procedures are generally required in 
order to optimise OPV performance.  
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1.1.3 Current challenges: understanding structure/property/processing 
inter-relationships  
Clearly there are still significant challenges related to the improvement of our 
fundamental understanding of donor:acceptor blends and their corresponding OPV performance. 
Many of the current challenges can be addressed by understanding the interplay between three 
different factors:  
 Effects of processing  
 Exact microstructure 
 Photo-physical properties and OPV performance 
Recent reports have indicated the presence and importance of intermixed phases within the 
active layer of a number of polymer:fullerene systems,38, 52-55 rendering such an understanding 
complex. The result of this causes us to firstly re-appraise the view of the microstructure and as a 
result of this, to consider how this affects our model of the photo-physical processes that are 
ascribed to this structure.  
The following three sections review these points from a top-down approach, in terms of 
current literature and areas of debate within the field. In Section 1.2 the photo-physical processes 
and various models are reviewed. Section 1.3 deals with the current understanding of the 
microstructure as probed by different techniques. Section 1.4 compares different techniques used to 
form thin films and highlights a range of the processes involved in the microstructural formation of 
these systems.  
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1.2 OPV operating principle 
1.2.1 General processes 
Although there is still vivid debate within the field about the exact nature of the processes 
leading to charge generation and current extraction within BHJ devices, the processes outlined in 
Figure 1.3 are widely accepted to constitute the general steps. Firstly a photon is absorbed. This 
usually occurs due to a π-π* electronic transition within the polymeric component of the blend. This 
excited state is then capable of undergoing one or more steps that result in dissociated charge 
carriers. For a polymer:fullerene system, it is typically the positive polaron that resides on the 
polymer and the negative species on the fullerene. Here, it is worthwhile to note another difference 
between conventional inorganic PV and OPV, which is the difference in dielectric constants of these 
two classes of materials. Inorganic materials generally have high dielectric constants, which allows 
for good charge screening upon separation of charges. Whereas organic materials typically have 
much lower dielectric constants, meaning that a higher binding energy of the two charges is typically 
experienced.  
 
Figure 1.3: Schematic overview of the processes leading to photo-generated charge extraction in a BHJ solar cell. 1: Photon 
absorption, typically from the polymer, resulting in an electronically excited state (*). 2: Excited state (*) dissociates leading 
to the formation of unbound positive and negative charge carriers. 3: The charge carriers travel to their respective 
electrodes, where they are collected. 
 
1.2.2 The conventional model for charge generation 
Conventionally OPV blends were thought to consist of two relatively pure phases of donor and acceptor56 
(as depicted in Figure 1.4), and as a result the explanation of the photo-physical processes occurring 
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within the microstructure were correlated to this picture. The series of processes used to describe charge 
generation and extraction are shown in Figure 1.4. It is worth highlighting here that each step of these 
processes is a competition between different pathways; for example, after exciton generation if the 
exciton does not migrate to an interface, it can decay to its ground-state (via a radiative or non-radiative 
pathway). Similarly, after a charge transfer state is created at an interface, it can either dissociate into 
free charges or recombine (via geminate recombination). 
The five processes that are thought to occur in this model are outlined below: 
1) Photon absorption leading to excitation of the molecule into an excitonic state 
2) Exciton migration to the interface between the donor and acceptor materials 
3) Electron transfer over the interface forming a charge transfer (CT) state 
4) CT dissociation yielding free charges 
5) Free charge migration to electrodes 
 
Figure 1.4: Schematics of the conventional two-phase microstructure of a donor (blue)/acceptor (red) blend and the 
corresponding photo-physical processes leading to charge generation and extraction. 1: Photon absorption leading to 
exciton generation (*). 2: Migration of exciton to a donor-acceptor interface. 3: Electron transfer across the donor-
acceptor interface, resulting in a coulombically bound charge transfer state. 4: Dissociation of interface state into free 
charge carriers. 5: Migration of charge carriers to respective electrodes. 
 
However, such a picture leaves questions regarding the binding of such CT states, which due 
to the generally low dielectric constants of organic materials (when compared to their inorganic 
counterparts) should be expected to result in a coulombically bound CT pair that requires would 
require substantial energy in order to fully dissociate.57 The exact nature of this CT state, the opto-
electronic processes relating to it and it’s impacts on charge generation and recombination are 
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currently areas of vivid debate. Some different refinements of the theory of charge generation 
considering the CT state are discussed in the following section. 
 
1.2.3 Different refinements of the theory of charge generation 
Over the past few years experimental and theoretical results have presented different 
possible mechanisms for charge generation raising interesting questions relating to the role of hot 
excitons, long range dissociation and enthalpic and entropic contributions to such processes. 
Recently a number of reports of ultra-fast generation of charge carriers in polymer:fullerene 
systems including P3HT:PCBM and PCBTBT:PCBM have been reported. In these systems it was 
proposed that the formation of CT states that had an excess of energy (i.e. hot CT excitons)57 could 
provide an important pathway to charge generation on femtosecond timescales. For example, a 
report by Piris et al.58 observed charge pair formation on timescales below 200 fs. The report 
postulated that a more direct route to charge generation was occurring than had previously been 
accounted for. Furthermore, Grancini et al.59 observed exciton splitting and the generation of CT 
states and polaron species within 50 fs in PCPDTBT:PCBM blends (depicted in Figure 1.5). One of the 
main postulations of this work was that the hot CT states had had a higher degree of delocalisation, 
when compared to (vibrationally) cold ones, which gave them an increased probability of 
dissociating. It was additionally claimed that hot dissociation causes an increase in charge generation 
yield.  
A conflicting report on the influence of hot excitons in OPVs was forwarded in 2010 by Lee et 
al. where blends of P3HT:PCBM and PPV:PCBM were investigated. Here excitation directly into 
different states in the CT band (e.g. a below gap excitation) were used to probe thermally relaxed CT 
states. This report concluded that hot dissociation has a negligible effect on J-V characteristics60 of 
devices fabricated from such systems. 
  P a g e  | 13 
 
 
In addition, the Salleo group recently investigated a vast range of systems (encompassing 
polymer:fullerene, polymer:polymer, polymer:small molecule) and reported61 that hot excitons did 
not comprise a significant generation pathway in OPV devices. This was based on evidence that the 
internal quantum efficiency (IQE) (a measure of the efficiency of converting absorbed photons into 
extracted charges) was essentially constant over the probed excitation energy range. This was 
highlighted by the observation that excitation of the vibrationally relaxed charge transfer state 
(denoted CT1 in Figure 1.6), had an almost identical internal quantum yield compared to higher 
energy excitations. . It was proposed that dissociation via the CT1 state would dominate provided 
that krelax was significantly faster than k*CS (both depicted in Figure 1.6). It was therefore suggested 
that the dominant feature in the competition between kCS and kf (which would determine charge 
generation efficiency) would be the energetic landscape connecting the CT1 and CS states. 
 
 
Figure 1.5: A schematic of the mechanism proposed by Grancini et al. for hot exciton dissociation. The ground state 
polymer is excited into different states (black), the higher energy states can more quickly dissociate into polarons. Here the 
lowest energy charge transfer state (CTS) is depicted as a loss pathway. The CT manifold is depicted green and the 
polaronic states red (adapted from Grancini et al., reference 59). 
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Figure 1.6: Schematic of the energetic states of the donor and acceptor systems. Displaying the ground electronic state 
(GS), excited donor (D*) levels, charge transfer (CT) manifold and charge separated (CS) states. Adapted from reference 61 
(Vandewal et al.). 
 
Another idea to address the question of coulombic binding of CT states at an interface has 
been postulated based on the modelling work of Troisi.62 This work highlights that long range 
dissociation may actually be an energetically favourable process, i.e. charge transfer between non-
adjacent molecules – depicted in Figure 1.7. The underlying argument here was that, in the case of 
P3HT, the surface of the crystallites (pure domains) have a larger deviation from the perfect crystal 
lattice (reported as conformational disorder). The result of this conformational disorder was an 
increase in the band gap via raising of the LUMO and lowering of the HOMO. It was argued that this 
interfacial disorder could act to effectively repel excitons (and also holes) from the surface of the 
crystallites. It was further postulated that exciton dissociation between non-adjacent molecules 
could occur, thereby leading to the formation of charge carriers with a greater separation distance 
and hence lower initial coulombic binding energy. In addition to the arguments for increasing charge 
generation, the same theory may be applied to the process of recombination, in that, if the positive 
polarons residing within the crystallites are repelled from the crystallite surfaces then their proximity 
to negative polarons (which would reside outside the crystallites) would be reduced, and hence 
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lower the probability of recombination occurring. Such an idea may also help to understand 
converse processes such as non-geminate recombination. 
 
 
Figure 1.7: Depiction of the energetics of exciton dissociation in the long-range order theory proposed by McMahon et al. 
A: Schematic of a simulation of an exciton within P3HT. The exciton is repelled from the interface due to the increasing 
energy gap caused by structural disorder. B: Potential energy surfaces of the different energetic states. One of the key 
points here is that there is a smaller energetic barrier for an exciton (at or close to its energetic minima) to form a 
delocalised electron-hole pair rather than a CT state. Figure adapted from McMahon et al., reference 62. 
 
In addition to the theoretical ideas of long range dissociation proposed by the Troisi group, 
experimental work by Rumbles et al.,63 highlighted that intermediate processes between photon 
absorption and charge generation can occur over a significantly long range. It was demonstrated 
that energy transfer in polymer/fullerene systems could occur through appreciably thick (e.g. 10 nm) 
blocking layers (BL). It was proposed that this energy transfer process occurred via Förster resonance 
energy transfer (FRET).  
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Figure 1.8: Molecular structures and calculated equilibrium free energy plots of electron acceptors of different 
dimensionality. Left: Equilibrium free energy of charge separation, ΔG, plotted against distance from interface, r. The 
purple ellipse represents the assumed ground state of -0.27 eV. Centre: Molecular structures of the exemplary 1D, 2D and 
3D semiconductors. Right: The energy of the entropic contribution for the systems of differing dimensionality, where the 
highest dimension system would be expected to yield the largest entropic change (adapted from Gregg, reference 64), 
derived from equation 1.1 – 1.3. 
 
Another interesting viewpoint relating to the question of the columbic binding of the CT 
state was proposed by Gregg,64 whereby the dimensionality of the donor and acceptor were 
highlighted. In this context dimensionality refers to the potential for electronic delocalisation (and 
hence charge transport) within the solid-state structure. For example, a molecule capable of forming 
molecular wires with one-dimensional electronic delocalisation (in the π-stacking direction) was 
used as the single dimensionality example. The two dimensional case utilised P3HT, whereby 
electronic delocalisation was assumed to occur within both the direction of the polymer backbone 
and the inter-chain π-stacking. Finally the fullerene was employed as the three dimensional example 
as it was assumed that electronic delocalisation could occur in any direction between adjacent 
molecules. The main argument of this paper was that, the higher the dimensionality of the acceptor, 
the greater the entropic driving force for charge separation (as depicted in Figure 1.8). The 
relationships reported for the entropic energy of charge separation are shown for one, two and 
three dimensional systems, as Equation 1.1-1.3 respectively:  
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ΔS = k ln(1) = 0      Equation 1.1 
ΔS = k ln(2πr/a)       Equation 1.2 
ΔS = k ln(4π(r/a)2)       Equation 1.3 
where ΔS is the change in entropy, k is the Boltzmann constant, r is the distance and a is an 
assumed lattice constant. This concept relating to the importance of dimensionality of the electron 
acceptor may also provide an argument to help explain why certain planar non-fullerene acceptors 
do not efficiently generate polarons. 
An additional report by Jamieson et al. detailed the use of PBTTT:PCBM(C60) (a material pair 
that forms a co-crystal) as a model system to investigate charge generation in differing 
microstructures.51 Here, it was found that charges generated in the co-crystal experienced an 
energetic benefit by moving into the pure phase of either the donor or acceptor, in this specific 
system, the electrons into the pure fullerene domains, as depicted in Figure 1.9.51 This report 
provides an interesting insight into the nature of finely intermixed phases in OPV blends as well as 
highlighting the fine interplay between energetic landscape and microstructure. 
 
Figure 1.9: Representation of the energetic driving force reported by Jamieson et al. in a system of PBTTT:PCBM, whereby 
charges are generated in the co-crystal. The separation of the excited state is driven by the energetic benefit for charges (in 
this case electrons) to move into the phase pure/crystalline domains of the fullerene. Adapted from Jamieson et al. 
reference 51. 
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These differing reports highlight the current uncertainty of the processes of charge 
generation within the bulk heterojunction, especially when we consider that indeed many of these 
descriptions relate to an assumption that the relevant processes are occurring at well-defined 
interfaces between pure phases of materials. In order to address these challenges in the photo-
physical processes, it is thus imperative to develop a more comprehensive understanding of the 
precise microstructure within the BHJ in order to provide a structural understanding into which the 
interpretation of photo-physical measurements can be interpreted. The following sections describe 
advances and understanding of the microstructure of polymer:fullerene OPV blends in terms of: 
phase morphology; composition; purity, perfection, size, shape etc. 
 
1.2.4 OPV device operation: an electronic perspective 
The previous sections outlined the processes resulting in charge collection on a molecular 
scale, in the below section the operation OPVs is discussed in the context of behaviour as part of an 
external circuit (as depicted in Figure 1.10). Considering the device from an electronic perspective 
can yield valuable information on the structure/property relationships of such a system. 
 
Figure 1.10: Cross-sectional schematic of two widely used device architectures for OPVs: Bilayer (left) and bulk 
heterojunction (right). The active materials are sandwiched between two electrodes, the bottom of which (Electrode A) is 
typically transparent, e.g. indium tin oxide (ITO) coated in PEDOT:PSS, while Electrode B would typically be a material with 
a different work function. 
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1.2.4.1 Dark characteristics − Jdark(V) 
Before discussing the operation of the device under illumination it is valuable to consider the 
behaviour of a BHJ solar cell when no photo-generated charges are present, this is known as dark 
operation, Jdark(V), and contributes to the observed behaviour under illumination Jlight(V). Assuming 
that the device can be modelled as a diode and current generator in parallel, then the device can be 
explained as in Equation 1.4 (for a given light intensity).65 
 
        ( )       ( )         ( )   Equation 1.4 
 
An example of a P3HT:PCBM blend in dark operation is shown in Figure 1.11 (red) as Jdark(V). 
Under reverse bias no current flows through the device, due to the rectifying behaviour of the diode. 
However in the forward bias regime, once the energetic barrier for charge injection is overcome, 
charges are injected into the device and current flows. As the forward bias is increased a greater 
amount of charge is injected into the device. 
 
  
Figure 1.11: Current-voltage characteristics of an organic photovoltaic device (bulk heterojunction). Measurements of the 
device in the dark (red) and under illumination (blue) were used to calculate the photo-contribution (green). 
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1.2.4.2 Under illumination − Jlight (V) 
Under illumination (blue in Figure 1.11) the J(V) characteristics of the device are noticeably 
different from in the dark condition. The most striking difference between the dark and light 
conditions are the negative current that is created across a range of positive and negative bias 
(shown here as -0.5 to ~0.6 V). This implies that at negative bias Jlight(V) is dominated by Jphoto(V) 
(green in Figure 1.11), where there is a negative current density the photogenerated charge carriers. 
As increasing positive bias is applied Jlight(V) shows a reduction in negative current, which at a certain 
point becomes positive. It is convenient to consider the Jlight(V) to be comprised of three segments 
referred to from here as: photodiode; photovoltaic and forward bias regimes.  
 
1.2.4.2.1 Photodiode regime 
The photodiode regime is defined as the regime where the applied voltage is negative. In 
this regime the current flows in the negative direction. At increasing negative bias, the current 
extracted under illumination increases. This is related to the greater applied electric field being able 
to more efficiently extract charges from the device. It also means that differences in light intensity 
will typically result in the largest difference in the photocurrent, and hence improves the sensitivity 
to brightness. 
 
1.2.4.2.2 Photovoltaic regime 
The operation most relevant for this thesis is within the photovoltaic regime. This comprises 
all activity with the fourth quadrant of the JV output (i.e. when a positive voltage is applied and the 
current is negative). The key parameters used to characterise this regime are explained below. Firstly 
the power conversion efficiency (PCE) of a solar cell can be explained using Equation 1.5, which is 
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the ratio of denotes incident light power (Pin) and output electrical power (Pout). The power output of 
the device for a given spectral profile is determined by the sum of the short circuit current (Jsc); open 
circuit voltage (Voc) and fill factor (FF), as depicted in Equation 1.6. 
 
      
    
   
⁄      Equation 1.5 
                    Equation 1.6 
 
The fill factor is a measure of the ideality of the device and it is a representation of how 
closely the maximum power point (JmVm) relates to the theoretical maximum power (JscVoc), as 
shown in Equation 1.7. Visually it is observed as the “squareness” of the Jlight(V). Examples of varying 
fill factors are shown in Figure 1.12. It can also be useful to consider the FF a measure of the charge 
extraction efficiency as a function of applied voltage. For example, if the charge extraction is 
relatively independent of bias, then the curve will be relatively square, meaning a higher FF. 
 
    
    
      
⁄      Equation 1.7 
 
The short circuit current, is a measure of the extracted photocurrent at zero bias. It is one of 
the two boundaries of the photovoltaic regime. The Jsc can be considered as the summation photo-
extracted charges across the wavelength range of interest (λmin λmax). It is derived from integration 
of the external quantum efficiency (EQE) as in Equation 1.8, where S(λ) is a reference for a given 
power intensity (e.g. Air Mass 1.5G), q is the electron charge, c is the speed of light and h is Planck’s 
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constant. The EQE is the summation of the efficiency of absorbing photons (ηA) multiplied by the 
efficiency of converting absorbed photons into extracted charges (ηIQE). 
 
   
Figure 1.12: J-V characteristic of an OPV device exhibiting increasing fill factor from 0.25 to 0.7, shown by progressively 
darker lines and the output character becoming “squarer”. 
 
Open circuit voltage, is the other boundary condition of the photovoltaic regime. This is a 
representation of the flat band condition (e.g. when the applied bias balances the internal field), this 
can be thought of the maximum possible voltage that can be attained from the cell. Typically the 
theoretical upper bound for this value is HOMOdonor - LUMOacceptor. 
 
      ∫  
  
  
   ( ) ( )  
    
    
    Equation 1.8 
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1.2.4.2.3 Forward bias regime 
In this regime the applied voltage is greater than the internal field of the device, causing 
charge to flow in the “forward” direction. We can see by comparing the magnitude of Jphoto(V) and 
Jdark(V) in Figure 1.11, that as the applied voltage becomes more positive Jlight(V) becomes 
increasingly dominated by the dark contribution. In this regime increasing the applied voltage leads 
to a dramatic increase in the current passing through the device.  
 
1.3 The influence of microstructure 
1.3.1 Number of phases 
The exact nature of the microstructure within BHJs has been an area of intrigue since initial 
reports. In the original paper detailing OPV devices created from blend of polymer and fullerene, the 
microstructure was described as a “phase separated, bicontinuous network of donor and acceptor 
species”,22 which made up the picture that was generally adopted within the field.66 The idea of a 
bicontinuous and (relatively pure) three-dimensional microstructure was commonly accepted 
throughout the field and comprises the classic two-phase model of a BHJ (as depicted in Figure 1.10 
left). As mentioned in the previous section this “picture” is the one onto which much of our 
understanding of the photo-physical processes has been laid. 
More recent work has indicated that many systems may in fact comprise of a more complex 
microstructure including a finely intermixed phase,38, 52, 67, 68 as depicted in Figure 1.10 (centre panel). 
For example Pfanmöller et al., used analytical electron microscopy to observe the presence of an 
intermixed phase in conjunction with two relatively pure phases of P3HT and PCBM. Furthermore, 
work by Treat et al. assessed the temperature dependence of mixing of different fullerenes into the 
amorphous fraction of different semicrystalline semiconducting polymers, revealing the partial 
miscibility of these systems. Collins et al. and Watts et al. convincingly showed that at quasi-
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thermodynamic equilibrium, there is still a significant amount of fullerene intermixed within the 
polymer, implying the persistent presence of this amorphous solid solution, due to a certain degree 
of miscibility between the two components.12,13 Other work utilising a broad range of techniques14-19 
further confirms the presence of such an intermixed phase in a range of polymer:fullerene systems. 
 
 
Figure 1.10: Schematics showing representations of the different possible microstructures. Left: Two-phase structure 
comprised of relatively pure phases. Right: Three-phase system which also contains an intermixed phase of the two 
components. 
 
 The identification of this intermixed phase raises significant questions as to its role within 
the BHJ. Current literature indicates that it can be expected in a range of systems, where there is 
partial miscibility or strong kinetic trapping. However it is also reported that the formation of a 
microstructure comprised entirely of this intermixed phase would likely be detrimental to device 
performance.41, 54, 69 In cases of a single phase system, it has been observed that geminate 
recombination limits charge generation70 and possibly the ability to extract carriers from the active 
layer. These findings highlight the sensitive interplay of different phases within the microstructure of 
OPV blends. 
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1.3.2 Nature of phases 
1.3.2.1 Pure phases 
In addition to the ongoing debate related to the number of phases present, there is still a 
significant discussion relating to the precise nature of the individual phases which constitute the 
microstructure. In general, phases comprised of a large majority of a single component are believed 
to be important for charge transport. Such phases are discussed in the following three subsections 
relating to varying degrees of ordering, based on: the more typical, classical polymer descriptions of 
semicrystalline and amorphous as extremes, but also highlighting an intermediate state which is 
described as locally ordered or aggregated. 
 
1.3.2.1.1 Classic semicrystalline domains 
Many classic polymers, such as polyethylene and isotactic polystyrene are capable of 
crystallising. In general crystallisation is driven by an energetic benefit that can be achieved by the 
polymer chains packing closely together. While one would expect the most energetically favourable 
state for a crystallisable polymer below the melting temperature to be a single chain-extended 
crystal, this rarely occurs, in large part due to chain entanglements.71 For high molecular-weight 
polymers, crystallisation typically occurs through a chain folding process. In the simplest instance 
this requires the polymer backbone to bend through 180o and fold-up next to itself, known as a tight 
fold (shown in red in Figure 1.11). Once a sufficient number of chains have arranged as to form a 
crystal nucleus, frontier growth can occur. As more sections of polymer chains align a structure 
known as a lamellar is formed (Figure 1.11, shown in grey). As the polymer chains have a specific 
orientation within the lamellar it may result in favoured growth in one or more dimension. The 
length of the extended backbone within the polymer crystallite is the lamellar thickness, l,  and is 
generally much smaller than the other two dimensions of the lamellar, x and y. The nature and 
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quality of these crystalline regions can have a drastic impact on the properties of the material. The 
attributes of the crystallite populations can determine the macroscopic properties of these systems, 
such as: toughness, thermal stability, opacity, etc.  
 
 
Figure 1.11: Schematic of polymer crystallisation forming a lamellar of thickness, l. The extended sections of the polymer 
chains are shown in black, tight folds in red and un crystallised material in blue. 
 
 
Figure 1.12: Molecular structures of two semicrystalline organic electronic polymers based around thiophene moieties: 
Left: Poly[2,5-bis(3-tetradecylthiophen-2-yl)thieno[3,2-b]thiophene] (PBTTT). Right: Poly[5,5-bis(3-alkyl-2-thienyl-2,2)-
bithiophene (PQT). 
 
Similarly, semiconducting polymers can exhibit semicrystalline behaviour such as regio-
regular (RR)-P3HT,72 poly[5,5-bis(3-alkyl-2-thienyl-2,2)-bithiophene PQT73 and PBTTT74 (depicted in 
Figure 1.12). The nature and quality of the crystallites can be affected by: the primary structure of 
the polymer, processing history and molecular weight, amongst others.75 Changes to the nature of 
the crystallite population can have a dramatic effect on the optoelectronic properties of such 
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systems. For example, the size of crystallites of a semiconducting polymer will be one factor 
determining how intimately another species (e.g. an electron acceptor) can intermix. When 
considering that the diffusion length of an exciton is estimated to be on the order of 10 nm,19, 20 if 
the crystallites are significantly larger than this distance along a minimum of one-dimension, it is 
likely that a large proportion of excitons formed in these crystals would not be able to diffuse 
sufficiently close to an interface to enable dissociation. Furthermore, the quality of such crystals, i.e. 
how well the crystallites adhere to the theoretical crystal lattice, can have notable effects on the 
resultant strength of the π-π interactions within the crystal, and, hence, the molecular coupling 
between adjacent chains.76, 77 This disorder can be conceptualised as the paracrystallinity parameter, 
g, where a greater g refers to a larger deviation from the perfect lattice (examples depicted in Figure 
1.13). Additionally if we consider that charge transport is preferential in one direction (e.g. along the 
polymer backbone) it is likely that the macroscopic orientation (related to crystalline texture) of the 
overall crystallite population will affect the charge transport properties.72, 78, 79 
 
Figure 1.13: Schematic representations of crystal lattices with differing degrees of paracrystallinity. Left: Perfect 2D lattice 
(where g = 0). Right: Lattice with significant paracrystallinity (g  8%). 
 
The long-range coherence observed in some polymers allows them to be probed with 
techniques such as X-ray diffraction and differential scanning calorimetry (detailed in chapter 2) 
which can be used to gain important detail about coherence lengths within crystals, crystalline 
quality, relative degree of crystallinity and textural information etc.  
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1.3.2.1.2 Local ordering /aggregation 
In addition to crystalline (long-range order) and amorphous (absence of long-range order), 
work over the past few years has highlighted the presence and importance of regions of shorter-
range order than that of a crystalline material,80, 81 which and in some cases share attributes more 
commonly associated with liquid-crystalline polymers.82, 83 For example, Watts et al. studied the 
polymer poly[(9,9-di-n-octylfluorenyl-2,7-diyl)-alt-(benzo[2,1,3]thiadiazol-4,8-diyl)] (F8BT), using 
polarised resonant soft X-ray scattering (P-SoXS) to probe the molecular orientation. This work was 
able to discern the highly ordered fractions that would conventionally be thought of as crystalline 
coexisting with more locally ordered regions outside of the “crystalline” domains, revealing a strong 
retention of (short-range) order within these non-crystalline regions.  
Building further on the use of P-SoXS to investigate ordering in non-crystalline systems, 
Collins et al. probed the molecular orientation on length scales of around 10 nm and above in blends 
of two semiconducting polymers: P3HT and the naphthalene-diimide derivative, N2200.83 This work 
highlighted that even in complex multi-component, multi-phase systems it was possible to discern 
the different materials and, additionally, orientation of regions that were non-crystalline. 
Beside the development of soft X-ray methods, recent work has used similar approaches to 
interpret high resolution transmission electron microscopy (HRTEM)84. Thereby N2200 was observed 
to have a striking degree of ordering.85 Using the well-defined lattice planes (2.4 nm) visible in 
Figure 1.15, it was possible to determine the backbone orientation thus revealing the meandering-
type orientation. This structure again highlighted clearly that between long-range and completely 
disordered domains, short-range ordering could persist. 
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Figure 1.14: Transmission X-ray microscopy images of the preferred orientation of the polymer backbones (deduced from 
the in-plane resonance). The overlaid black lines indicate the direction of the fully extended polymer backbones. Circular 
colour scale shows the orientation perpendicular to the polymer backbone. Adapted from Watts et al., reference 82. 
 
 
Figure 1.15: HRTEM and corresponding analysis of polymer backbone orientation of a thin film of N2200. A: HRTEM 
showing noticeable texture and a lattice plane of 2.4 nm which appears to curve through different orientations. B: 
Computed directors drawn parallel to the lattices observed in the HRTEM. C: Addition of the local field lines representing 
the average direction of the polymer chains allow easier visualisation. Scale bar represents 50 nm. Adapted from Takacs et 
al., reference 85. 
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While such aggregated domains have been observed via a number of computational imaging 
techniques, work from Noriego et al.80 investigated the effect of localised aggregates on the charge 
transport properties of such systems, placing them in the context of a spectrum between classical 
semicrystalline and amorphous materials. One of the key findings of this work is that the presence of 
interconnected, localised aggregates is one of the underlying factors capable of giving rise to high 
charge mobility within materials. These aggregates can act as efficient interchain hopping sites to 
promote charge transport in the second most preferential direction (after backbone transport). 
 
1.3.2.1.3 Disorder 
In addition to the two cases outlined above which focus on long-range and locally ordered 
phases, it is worthwhile to highlight that certain materials can adopt significantly more disordered 
conformations. Such materials include: polytriarylamine (PTAA), regiorandom (RRa)-P3HT and 
various PPV derivatives, such as MEH-PPV and poly[2-methoxy-5-(3′,7′-dimethyloctyloxy)-1,4-
phenylenevinylene] (MDMO-PVV).  
Disorder also seems to be important for optoelectronic processes, including exciton 
dissociation and charge generation. For instance, when comparing the disordered and ordered 
regions of organic semiconducting materials, the HOMO and LUMO levels of these dissimilar 
domains will differ. This can in many cases promote the exciton dissociation and charge carrier 
generation as well as limiting charge recombination, with the more ordered regions acting as 
energetic sinks for the charges created.51, 62, 80, 86, 87 
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1.3.2.2 Intermixed phases 
1.3.2.2.1 Solid solutions 
The presence of intermixed solid solutions have been reported for a number of 
polymer:fullerene systems.38, 52, 67 A solid solution can be defined as a two- or multi-component 
system that forms a one-phase microstructure (i.e. a microstructure characterised by the absence of 
phase separation). This can occur when the components are fully miscible or through kinetic 
trapping of the microstructure e.g. during rapid solvent evaporation or cooling that prevents such 
phase separation. While the role of such intermixed phases is still under debate, the fact that they 
can make up significant fractions of the microstructure raise the question whether they significantly 
influence the photo-physical processes within the active layer. The intimacy of mixing of the two 
components can be expected to allow for efficient quenching of excitons within such a layer and, 
hence, may have significant effects on the processes relating to charge generation. However such 
intimate mixing may also contribute strongly to adverse effects such as geminate recombination.  
 
1.3.2.2.2 Co-crystal formation 
Organic co-crystals were first reported over 150 years ago88 and present an interesting class 
of architectures. In these systems a crystal comprised of a well-defined stoichiometry of two (or 
more) molecular species is created.89 The intimacy of mixing and well defined molecular ordering of 
these components lead to systems with properties different to either of the individual species. 
Within the field of plastic electronics, a co-crystalline phase within PBTTT:PCBM(C60) was 
observed.90 This phase consists of PCBM(C60) intercalated between the side chains of the polymer. 
Further work has demonstrated that the most efficient OPVs are created for PBTTT:PCBM(C60) at 
around a 1:4 ratio, where the co-crystal phase co-exists with a relatively phase pure fullerene 
domains.51 
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1.3.2.3 Microstructural conclusions 
The role and interplay between the different phases that can be present in OPV active layers 
is believed to be critical for determining device performance. However the complexity of the phase 
morphology in conjunction with the challenges that are encountered with building up a 
comprehensive picture of the microstructure (domain size, degree of crystallinity, etc.) render linking 
microstructure to device performance difficult. For this reason there is still an ongoing debate within 
the field as to what attributes the optimal microstructure/phase morphology would contain. In order 
to gain a deeper insight of the microstructure/phase morphology and how these can be 
manipulated, the following section looks at a range of processing techniques and conditions that can 
contribute to microstructural formation during solution processing in addition to post-deposition 
treatment. 
 
1.4 Thin film deposition/structure formation 
1.4.1 Deposition processes 
One of the key attributes of organic electronic materials is, as already alluded to above, the 
ability to process them from solutions. The next section will briefly discuss a number of processing 
techniques that can be used to deposit donor:acceptor blends from solution. On a laboratory scale, 
spin-coating is the most widely used technique for creating thin (5-500 nm) films of a material. The 
technique works by covering a substrate in a solution and then rotating the substrate (typically 
between 800 - 4000 rpm). This causes the solution to be spread over substrate to form a continuous 
wet layer of generally equal thickness. As this layer has a very large surface-to-volume ratio the 
evaporation of the solvent is fast, meaning that with a typical donor:acceptor mixture dissolved in a 
common solvent) in under 10 seconds of spinning the blend will have solidified. The simplicity of 
equipment and quickness of processing have made this technique hugely popular. However it is not 
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without major constraints. Firstly, a large amount of the material (typically <90%) is wasted during 
the spinning process. Secondly, this process is essentially a batch production technique and is 
therefore not easily converted into a continuous production technique. Also, spin-coating is limited 
with respect to the areas that can be covered. A schematic of the spin-coating technique is displayed 
in Figure 1.16. 
 
 
Figure 1.16: Schematic of the spin-coating process showing (from left to right): 1: The solution is deposited onto the 
substrate. 2: The substrate spinning is initiated forcing the solution to spread across the substrate. 3: The wet film forms 
over the substrate. 4: The film dries via solvent evaporation. 
 
 
Figure 1.17: Schematic of the slot-die coating process of an active ink (e.g. donor:acceptor mixture) onto a roll-to-roll web, 
where the ink solution is deposited from the slot-die head, solvent evaporation leads to drying and is re-rolled onto the 
end web. 
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In order to truly realise the potential of solution processable material systems it will be 
necessary in many cases to utilise roll-to-roll manufacturing techniques rather than spin-coating. 
These encompass a range of processes such as gravure printing, offset lithography, doctor blading, 
slot-die coating and wire-bar coating. Unlike spin-coating they can be adapted to continuous 
production. The unifying feature of these techniques is that the coating is performed in a single 
direction, whereby the substrate moves relative to the coating head or vice versa. As an example, 
the slot-die coating process is schematically depicted in Figure 1.17. 
Another technique that is widely used to create thicker films of material is drop casting, 
whereby the polymer solution is dropped onto a surface and left to dry. Typically this process results 
in longer drying times so can give the solute more time to move towards a state of thermodynamic 
equilibrium. An extension of this simple drop-casting technique is that of inkjet printing, whereby 
small volumes of material are deposited onto a substrate to form a pattern. 
 
1.4.2 Microstructural formation 
There are a number of phenomena that influence the microstructure of a system. In this 
section, these are broken down into two areas of practical interest: i.e. those occurring in solution 
during solvent evaporation and those occurring in the solid state (for example during thermal 
annealing). 
 
1.4.2.1 Solution processes 
1.4.2.1.1 Crystallisation 
One of the key phenomena that can affect the microstructure of materials systems is their 
crystallisation behaviour upon solidification. For example, casting a solution comprised of a solvent 
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and a crystallisable organic solute, can be depicted in a simplified manner using a binary phase 
diagram (as shown in Figure 1.18). During casting from a dilute solution the solvent will evaporate. If 
the temperature is held constant, the drying process can occur as indicated by the red line in Figure 
1.18. In this case, one starts with a homogeneous single-phase system and after a critical 
concentration is surpassed the organic solute may crystallise, resulting in two phases — crystalline 
organic solute and a mixed, liquid phase of the solvent and organic solute. It is worth noting that this 
critical concentration will depend on the temperature.  
 
     
Figure 1.18: A binary phase diagram of a typical solvent:crystallisable solute mixture. Isothermal solidification is indicated 
with the red line. 
 
1.4.2.1.2 Liquid-liquid phase separation  
From a simple perspective if we firstly consider the binary phase diagram of a system of component 
A and B, which has an upper critical solution temperature (UCST) (as shown in the bottom panel of 
Figure 1.19), the region excluded by the outer (binodal) curve will form a single phase. However, if 
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we consider a blend of composition C, there will be a significant difference in the phase behaviour as 
a function of temperature. Essentially, above the UCST the binary will typically exhibit a single 
energetic minimum as a function of composition and temperature, meaning the formation of a 
single phase is favoured. However if the temperature is reduced to below the UCST, for example to 
Tx the free energy landscape may exhibit two local minima (as depicted in the top panel of Figure 
1.19). The presence of two energetic minima can result in an energetic benefit for the system to 
undergo phase separation. The free energy curve plotted in Figure 1.19, has two notable regimes 
within it. Firstly is the region between SA and SB, known as the spinodal (shaded orange in the 
bottom panel of the figure). Within the spinodal region the curvature of the free energy as a 
function of composition is negative. As a result spontaneous phase separation into an A-rich and a B-
rich phase will occur if the spinodal region is entered (for example by rapidly cooling a blend of 
composition C to temperature Tx). The points SA and SB denote the spinodal limits, as they represent 
the points of inflection (i.e. the curvature is 0) on the free energy curve. The region between the 
spinodal and the two energetic minima are known as the binodal region (here the curvature of the 
free energy surface is positive) and compositions within this region are metastable.  
The example given above concerns a two component system that is partially miscible and 
phase separates during cooling. However in many cases we are interested in ternary mixtures, e.g. a 
polymer:fullerene:solvent blend. Figure 1.20 shows a typical isothermal ternary phase diagram of 
such a blend. Here we can see some similarities with the binary phase diagram, whereby there are 
spinodal and binodal regions in addition to a composition region where a single phase is favoured. It 
is clear that in the dilute regime (the top of the diagram) the mixture can exist as a single phase. In 
the homogenous mixture regime (i), if we now consider the removal of this solvent (as depicted by 
the grey dashed line), at a certain point the binodal line will be intersected (ii). This can result in the 
decomposition of the homogenous mixture into two phases, which will each contain a certain 
fraction of each of the three components. The partitioning of the solvent into these phases can be 
determined through tie-lines and is not necessarily symmetric, meaning that one phase may become 
  P a g e  | 37 
 
 
more solvent-rich than the other. This may have important implications on subsequent processes 
such as molecular ordering because the presence of solvent within a certain domain type will, 
influence the mobility of the molecules.91 
 
 
 
Figure 1.19: Representations of the phase separation behaviour of a partially miscible binary system. Top: The Gibbs free 
energy (ΔG) at a given temperature (Tx) plotted against composition. The binodal points are depicted as BA and BB. They 
depend on the majority component of the phase, as do the spinodal limits SA and SB. Bottom: Temperature plotted against 
composition. The phase boundaries are depicted as darker lines, including the binodal (red) and spinodal (orange). 
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Figure 1.20: An example of an isothermal ternary phase diagram of a polymer:fullerene:solvent blend. Such diagrams can 
be constructed experimentally or modelled using Flory-Huggins theory. The orange line represents the spinodal and the 
red line, the binodal.  
 
1.4.2.1.3 Nucleation 
Another aspect that is important to consider during solidification of materials is their 
nucleation process. This applies as much to organic materials as it has been established for metals or 
ceramics; indeed, control of nucleation has been shown to be highly beneficial in controlling the 
mechanical92 and optical properties93, 94 of a range of organic materials, and, more recently, has been 
shown to have significant effects on the optoelectronic properties of organic semiconductors.95 The 
reason for this is because the nature of the nucleation of an organic material can have significant 
effects on its final microstructure; for example, for semicrystalline matter, in the case only a few 
nucleation sites are present during solidification, then typically larger crystallites will be grown than 
if many nucleation sites are present. Another scenario where nucleation is relevant is where there is 
no means for a given material, and especially macromolecular systems, to nucleate during the 
solidification process (neither via heterogeneous nor homogenous nucleation); then a glassy state is 
induced that often can be rather stable hindering formation of crystalline or molecularly ordered 
regions even after post deposition treatments such as annealing. Use of additives, such as nucleation 
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agents, can assist in this scenario to prevent, or at least limit, this vitrification process (see also 
1.4.2.1.4). Clearly, careful control of the temperature of deposition96 as well as the drying rate97 is, 
thus, essential during deposition of organic semiconducting system as small variations can have 
significant effects on their final properties. 
 
1.4.2.1.4 Vitrification 
Vitrification, that can occur, e.g., during rapid cooling (alluded to in 1.4.2.1.3), can also have 
a considerable effect on the final phase morphology. For example, if a partially miscible blend is 
cooled from a single (liquid) phase (as in Figure 1.19), then based on thermodynamic considerations 
the components would be expected to phase-separate. However, during rapid solidification the 
individual components do not have sufficient time to do so, leading to a finely intermixed glassy one-
phase system. In addition to the vitrification of systems with a tendency for liquid-liquid phase 
separation, similar observations can be made for blends that can undergo solid-liquid phase 
separation, thereby also creating a glassy material. This can occur during solvent evaporation and is 
rendered more complex by the multitude of components and solvent partitioning.98 
 
1.4.2.2 Post-deposition processes 
As mentioned in the previous section there can be a number of competing and sometimes 
complex processes that can affect the microstructure of a multi-component system cast from a 
solvent. In some cases these processes can directly yield microstructures that perform well for 
photovoltaic applications,49 but in other cases the microstructure may be non-optimal. In many 
instances thermal annealing is utilised to manipulate the microstructure post deposition. Increasing 
the temperature of a blend can have effects on both kinetic processes (such as diffusion and 
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crystallisation) and thermodynamic attributes (such as the miscibility). Therefore thermal annealing 
can in many cases lead to a number of competing processes. 
 
 
Figure 1.21: Optical transmission micrograph of a P3HT/PCBM bilayer film after annealing at 150 °C, for 20 minutes. 
Needle-like PCBM crystals can be observed throughout the film. These are surrounded by regions, where the fullerene 
content has been depleted because of the crystal formation. The darker regions display the areas which still contain a 
larger amount of fullerene within the polymer matrix. 
 
Post-deposition thermal treatment can in some cases lead to an enhancement of phase 
separation. For example, in blends comprised of two semicrystalline materials e.g. P3HT:PCBM(C60) 
both components are capable of partly crystallising and aggregating in cast thin films during post-
deposition annealing. This can lead to an increase in the fractions of relatively phase-pure regions, 
hence, depleting intermixed domains from the respective components.  
In other cases, thermal annealing has also been shown to promote the diffusion of 
molecular species, which is a process capable of promoting mixing. For example, among others, 
Treat et al. studied the intermixing of a polymer and fullerene through the use of vertical52 and 
lateral99 bilayer structures. This work highlighted the temperature dependence of intermixing 
(typically with higher temperatures favouring greater mixing). Additionally the work noted the rapid 
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diffusion of a fullerene into a neat polymer, quantifying the diffusion coefficient for PCBM(C60) 
diffusing into P3HT to be 10-9 cm2/s at 110 °C. 
To summarise, an example of the competition between different processes (interdiffusion, 
aggregation/crystallisation) is shown in Figure 1.21. For P3HT/PCBM(C60) bilayers, thermal 
annealing leads to: firstly, vertical mixing via diffusion of the fullerene. Subsequently, the fullerene 
crystallises within the polymer matrix forming micron-sized crystals that protrude from the surface 
of the film. Around each of these crystals there is an observable depletion region of reduced PCBM 
content. This fullerene depletion phenomena was used by Watts et al. to investigate diffusion and 
also the miscibility limit in polymer:fullerene blends.100 
 
1.4.3 Summary 
In summary, the active layers in OPV devices present significant challenges from the 
separate viewpoints of: processing; microstructure and photo-physics. However, in order to develop 
a holistic understanding of these systems, the interplay between these different aspects must be 
addressed. This will provide a basis for improvement and feedback of relevant processing protocols, 
capable of evolving microstructures to provide the desired photo-physical properties within a 
system.  
  P a g e  | 42 
 
 
1.5  Scope and survey of thesis 
This thesis addresses the structure/property/processing inter-relationships of different 
semiconductor binary systems in order to develop a more comprehensive understanding of how 
processing routes can affect the structural formation processes, what the effect of this is on the 
phase morphology of such systems and, terminally, how this alters the photo-physical properties 
such as charge generation.  
Chapter 1: placed in context the recent literature and outlines the challenges related to the 
three areas of processing, structure and photo-physical processes. Chapter 2: summarises the 
materials and experimental methods utilised in the following chapters.  Chapter 3: investigates in 
detail the use of depth profile SIMS within the Plastic Electronics area, outlines the experimental 
methodology and interpretation of measurements to improve understanding of composition-
position within organic semiconducting films; and explains the structural formation processes and 
resulting phase morphology of multi-component systems. Chapter 4: explores intermixed phases in 
organic BHJs in terms of possible microstructural and photo-physical processes in a prototypical 
binary of P3HT/PCBM. Chapter 5: discusses the role of different fullerenes in the formation of 
vitrified, kinetically trapped phases, and the resultant effect on device performance in OPV blends. 
Chapter 6: builds upon the understanding gained in Chapters 4 and 5 for polymer:fullerene systems 
and extends this to polymer/polymer systems. The molecular-weight dependence on the structural 
formation and macroscopic properties are investigated and clear differences reported between 
systems. Chapter 7: further emphasises the influence of processing on the microstructure and 
photo-physical properties within all polymer semiconducting blends, especially with respect to 
energy-transfer processes between the two components. 
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Chapter 2 
2 Experimental methods 
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2.1 Materials 
Within this study three molecular weights of regio-regular poly(3-hexylthiophene-2,5-diyl) 
(P3HT) have been used, L-P3HT, M-P3HT and H-P3HT, the details are of these are displayed in Table 
2.1. These were kindly supplied by James Bannock and Martin Heeney of Imperial College London, in 
addition a regio-random P3HT (RRa-P3HT) was purchased from Sigma-Aldrich and used as received. 
Poly(3-hexylselenophene-2,5-diyl) (P3HS) was synthesised by Mohammed Al-Hashimi (Imperial 
College London) and provided in two molecular weights (properties displayed in Table 2.1). In 
addition a diketopyrrolopyrrole (DPP) derivative (DPP-TT-T) was kindly supplied by Weimin Zhang 
(Imperial College London). Molar mass distribution was determined via gel permeation 
chromatography (GPC) in chlorobenzene and calibrated against polystyrene standards. 
 
Table 2.1: Summary of the properties of the polymers used in this thesis. The number-average molecular weight (Mn), 
weight-average molecular weight (Mw) and regioregularity (RR) are displayed. RR was determined via integration of the 
methylene region in 
1
H-NMR, not accounting for end-group effects. 
 
Material Mn (kg/mol) Mw (kg/mol) RR (%) 
L-P3HT 5.1 7.2 >95 
M-P3HT 26 48 >98 
H-P3HT 70 135 99 
RRa-P3HT 27 46 - 
L-P3HS 8.3 16 95 
H-P3HS 52 100 97 
DPP-TT-T 24 89 - 
 
The different fullerene derivatives used within this thesis: [6,6]-phenyl-C61-butyric acid 
methyl ester (PCBM), bis(1-[3-(methoxycarbonyl)propyl]-1-phenyl)-[6.6]C62 (bis-PCBM), 1’,1’’,4’,4’’-
tetrahydro-di[1,4]methanonaphthaleno[5,6]fullerene-C60 (ICBA) and their deuterated analogs (> 
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99.5% purity) were kindly supplied by Solenne, BV, the Netherlands and used as received (structures 
shown in Figure 5.1). 
 
2.2 Methods 
2.2.1 Steady-state UV-vis absorption spectroscopy (UV-vis) 
UV-vis absorption is a commonly used optical technique capable of determining photon 
absorption of materials over a range of wavelengths (typically 200-1400 nm). The technique can be 
applied to samples of thin solid films or dilute solutions of a material. The method utilises the 
difference in incident and transmitted light within a sample to derive the absorption based on the 
Beer-Lambert Law (Equation 2.1) with the additional assumption that absorption is linear with 
concentration (Equation 2.2), where A is the absorbance, I is the transmitted intensity, I0 is the 
incident intensity, L is the path length (or thickness of sample) and α is the absorption coefficient. 
 
       (   
⁄ )     Equation 2.1 
           Equation 2.2 
 
Typically photon absorption in this energy range is related to electronic transitions within 
the material (for example exciting an electron from the highest molecular orbital (HOMO) to the 
lowest unoccupied molecular orbital (LUMO) - shown as A in Figure 2.1. While the energetics of 
these transitions are heavily influenced by the intrinsic material properties there can also be 
significant contribution from the molecular surroundings, whether this is polarity of solvent or solid-
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state microstructure. Due to the sensitivity to local environment, the technique can provide a range 
of information related to molecular interactions within the sample. 
 
 
Figure 2.1: Optoelectronic properties of a prototypical organic semiconductor. Left: Typical absorption (blue) and emission 
(red) spectra of a semiconducting polymer. Right: Simplified Jablonski diagram depicting the ground and first electronically 
excited singlet states of a system, S0 and S1 respectively. This diagram shows three different types of energetic transition 
(A-C) occurring. A: Photon absorption leading to promotion of an electron from S0  S1. B: Vibrational relaxation to the 
lowest vibrational state of S1. C: Electronic relaxation accompanied by photon emission (S1  S0). 
 
2.2.2 Steady-state photoluminescence spectroscopy (PL) 
Following an electronic excitation (typically by absorption of a photon, A in Figure 2.1), after 
vibronic relaxation to the lowest vibrational mode within the electronically excited state (B in Figure 
2.1), it is possible for electronic relaxation to occur. One of the pathways for this is via a radiative 
decay process (e.g. photoluminescence), which leads to emission of a photon (C in Figure 2.1). The 
spectral shape and intensity can be greatly influenced by the local environment of the material (e.g. 
aggregation, locality to quenching sites, energetic distribution of emission sites) and hence can yield 
valuable and sensitive information related to the local environment. In order to make  quantitative 
comparisons between samples the intensity of emission can be corrected for the density of 
absorbed photons using Equation 2.3, where A is the absorption at the excitation wavelength. 
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             (    
  )    Equation 2.3 
 
2.2.3 Transient absorption spectroscopy (TAS) 
TAS is a spectroscopic pump-probe technique used to study transient species generated 
after photo-excitation. The technique works by firstly optically exciting a material using a short laser 
pulse (pump). After this pump, a probe beam of different (typically longer) wavelength is used to 
measure the change in transmission (ΔT/T), from which the change in absorption at that given 
wavelength is deduced. A simplified representation of the experimental setup is shown in Figure 2.2. 
By mapping a range of wavelengths as a function of time it can be possible to assign the features 
within the absorption spectra to different species such as: polarons; bipolarons and charge transfer 
states. Once a feature such as a polaron has been identified, it is possible to study the relative 
quantity and decay dynamics of such excited states by observing the change in absorption intensity 
as a function of time.  
 
 
Figure 2.2: Schematic representation of the experimental setup used for transient absorption spectroscopy. The pump 
beam is focused onto the sample, the resulting perturbation of the electronic states is observed optically using the probe. 
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2.2.4 Differential scanning calorimetry (DSC) 
DSC is a thermal-analytical technique capable of providing quantitative information of 
different thermal transitions undergone by a material upon heating or cooling. The technique works 
by monitoring the heat required to change the temperature of a sample in a given time. Expressions 
for the rate of temperature change and the rate of supply of energy are displayed in Equation 2.4 
and Equation 2.5 respectively, where kT is the rate of temperature change, T  is temperature, kQ  is 
the rate of heat flow change and Q is heat flow. 
DSC works by recording the difference in supply of energy (between as sample and a 
reference) required to change their temperature at a constant rate. If the temperature changes at a 
constant rate then (i.e. if no first order transitions are encountered) the heat flow to the sample will 
depend only upon the heating rate and the specific heat capacity of the material (Cp), and follow a 
linear relationship as described by Equation 2.6. 
 
                 Equation 2.4  
                 Equation 2.5 
                Equation 2.6  
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Figure 2.3: A differential scanning calorimetry trace of the first heating of a solution cast fullerene derivative, showing an 
exothermic transition ~180 
o
C (cold crystallisation), and two endothermic transitions (~250 and 280 
o
C).  
 
When heating a material in this manner it is possible to extract the Cp from the gradient of 
the heat flow against temperature plot for a sample. In addition to this, a wealth of other 
information can be obtained by the technique, including detailed information related to phase 
transitions (such as melting, crystallisation etc.). When a first order endothermic transition is 
encountered, energy must be supplied in order to drive the phase change, as would be the case for a 
melting transition. Meaning the heat-flow to the sample will be greater during an endothermic 
transition than when no phase change occurs (as seen on Figure 2.3). The converse is true for 
exothermic transitions, where thermal energy is liberated from the sample, resulting in less energy 
being required to change the temperature. The integral of this transition, in conjunction with the 
heating rate can be used to derive the amount of energy required or liberated during the phase 
change. This energy value can then be normalised to the mass of the component of interest to yield 
the enthalpy per gram. Further to melting transitions, glass transitions in certain materials can be 
observed. Around the glass transition of a material, the heat capacity typically exhibits a rapid 
change, as discussed previously a change in heat capacity will result in a change in the gradient of 
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heat flow as a function of temperature. This change in gradient is often observed as a “kink” in the 
thermogram. 
 
2.2.5 Wide-angle X-ray scattering (WAXS) 
WAXS is a technique capable of probing structural order within solid samples. The typical 
periodic distance probed with WAXS is approximately 10-10 – 10-8 m. The technique works by shining 
a collimated monochromatic X-ray source onto a sample. If crystallographic planes within the sample 
satisfy Braggs law (Equation 2.7) then diffraction will occur:  
 
                  Equation 2.7 
where n is an integer, λ being the X-ray wavelength and d the periodic distance between crystal 
planes. A conventional way to probe this is to vary the angle of a point detector and observe the 
change in diffraction intensity (e.g. Bragg-Bretano configuration), an example of such a 
diffractogram is shown in Figure 2.4. 
Other than giving information on the unit cell, WAXS is capable of probing other 
characteristics including: degree of crystallinity, crystalline texture, crystallite size and 
paracrystallinity of materials. WAXS measurements within this thesis were performed on one of the 
following two setups. Imperial College London using a Philips X’Pert Pro MRD with a Cu-Kα (λ = 
0.15418 nm) source. Operation was carried in a Bragg-Bretano theta-2theta configuration.  
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Figure 2.4: X-ray diffractogram of a polythiophene derivative recorded under Bragg-Bretano, θ ― 2θ, configuration. The 
diffractogram shows a first order diffraction at ~5 
o
, corresponding to the lamellar stack. Higher order reflections of this are 
observed at ~11 
o
 and ~17 
o
 and another feature, corresponding to the π-stack is observed at ~23 
o
. 
 
2.2.5.1 Grazing-angle incidence wide-angle X-ray scattering (GIWAXS) 
In the field of plastic electronics the thinness of films (e.g. 10-100s nm) and importance of 
molecular/segmental orientation relative to a substrate mean that a conventional Bragg-Bretano 
configuration may not always be the most appropriate choice. One technique capable of probing 
orientation in thin-film geometries, whilst probing a sufficiently large volume of the sample is 
GIWAXS. This technique utilises an incident X-ray beam almost parallel to the substrate (as shown in 
Figure 2.5). If the sample has preferential orientation of any periodicity, here exemplified as an edge-
on structure (i.e. the edge of the lamellar is perpendicular to the substrate), then the resultant 
coherent scatter from the two periodicities (dz and dxy) will typically differ, resulting in scatter in 
different planes. This difference in scatter can be observed at the detector plate in the Qxy and Qz 
directions. 
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Figure 2.5: Schematic representation of grazing-angle incidence wide-angle X-ray scattering (GIWAXS) configuration for a 
thin-film sample showing edge-on orientation. The incident X-ray beam approaches the sample from a very shallow angle 
(typically in the region of 0.1 
o
). The incident beam may then interact with periodic features within the sample and result in 
scatter within both the Qxy and Qz planes, which can be observed on the detector plate. 
 
2.2.6 Near-edge X-ray absorption fine structure (NEXAFS) 
  NEXAFS is an electromagnetic absorption technique whereby X-rays, typically within the 
range of 200-400 eV, are shone onto a sample and the spectral transmission is measured. The 
majority of organic materials have core to anti-bonding electronic transitions within this regime (e.g. 
relating s  π* and s  σ*). Due the high sensitivity of the anti-bonding orbitals energy to the 
atoms present and bonding within the molecule NEXAFS is able to discern the characteristic “finger-
print” of different organic materials. With the production of appropriate reference samples (i.e. neat 
materials with known optical density and thickness) it is possible to quantitatively discern the 
composition of a blend of two known materials.  
 
2.2.7 Secondary ion mass spectrometry (SIMS) 
SIMS is a branch of chemical analysis capable of distinguishing elemental, isotopic and 
molecular composition at, or close to, a surface. The technique utilises a primary (typically an ionic) 
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source, such as a liquid metal ion gun (LMIG) which is focused onto a sample. The bombardment of 
primary ions upon the surface can lead to the formation of liberated secondary ions (SIs) that may 
then be collected and analysed in a mass spectrometer. Although the observation of secondary ions 
generated via primary ion sources was observed over a century ago,2 it was not until the 1960-70s 
when the technique became more widespread as an analytical tool, due to improvements in 
manufacturing techniques and vacuum technology.  
 
 
Figure 2.6: Schematic representation of a collision event that can lead to the formation of a liberated secondary ion 
capable of being captured in a detector within the SIMS process. The primary ion (red) impacts upon the sample surface 
(grey) thereby transferring energy to the sample, which is then distributed through different atoms (grey lines). This 
process can lead to the ejection of a secondary ion from close to the surface (green), which it is then possible to observe 
with an analyser. 
 
In order to carry out a measurement with SIMS a number of processes need to occur. The key 
points relating to generation of secondary ions are shown schematically in Figure 2.6. Firstly, the 
primary ions need to be collimated and accelerated to an appropriately high energy, typically on the 
order of keV. This beam (represented as the red sphere in Figure 2.6) is focused onto a surface of the 
solid sample. The high energy of the impacting ions can cause elastic and inelastic collisions 
transferring some of the primary ions’ energy to the particles in and around the surface (depicted by 
the grey lines shown within the sample in Figure 2.6). This energy transfer can result in a number of 
processes, including breaking of chemical bonds, thermalisation of the sample, ionisation and removal 
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of species from around the surface (depicted as the green particle in Figure 2.6). Due to these multiple 
collision processes the location of the emitted particles can be up to 10 nm away from the initial 
impact of the primary ion.3 
 
   
Figure 2.7: Cross-sectional view of the structural effect of surface bombardment with 15 keV primary ions of Ga (left) and 
C60 (right), showing the greater depth of penetration and damage caused by the Ga ion. Colouring represents original 
atomic layering (adapted from Potswa et al., reference 4). 
 
Over the last decade there has been significant development of cluster ion sources, which 
enable much less destructive analysis of softer/molecular materials, such as organic, polymeric and 
biological samples.4 These sources work by using charged particles comprised of multiple atoms 
clustered together with a typically low integer positive charge. The main advantage of this type of 
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source is that the kinetic energy of the particle is distributed over a number of atoms resulting in 
multiple localised lower energy impacts as opposed to one higher energy impact from a single 
charged atom, an example of which is shown in Figure 2.7. The result of such multiple impacts is 
reduced damage to the molecular structure meaning much larger fragments can be “lifted” from the 
surface intact, thereby increasing the ion yields of these larger fragments. This is very useful for the 
differentiation of materials where the chemical bonding (e.g. polymer blends) rather than elemental 
composition is different. Examples of cluster sources include: sulphur hexafluoride (SF6
-),
5 bismuth-3 
(Bi3
+),6 fullerene (C60
+),7 gold (Aun
+) 8and argon ( Ar500
+).9, 10 
 
2.2.1 Depth profile – SIMS (D-SIMS) 
The application of SIMS to surfaces allows sensitive compositional information to be gained, 
but it is limited to the composition local to the exposed face (static SIMS). For many systems, 
including a multitude of thin-film samples, it is desirable to gain an understanding of how 
composition varies through the depth of the film; for example, in the Plastic Electronics area, where 
the thin-film microstructure plays a critical role in performance of many devices.11 
Through the use of an additional ion source known as a sputter beam it is possible to depth 
profile through the sample and thereby measure mass spectra as a function of depth. The three key 
steps of this process are outlined in Figure 2.8. The first step in depth profiling is to raster the sputter 
beam over the sputter area (typically a square with side length 250-500 µm). The sputter beam is 
generally of much higher energy than the analytical beam and results in the removal of a far greater 
quantity of material. It is also worthwhile to highlight that in addition to removing a large amount of 
material, the sputter beam may cause surface chemistry of the sample affecting the ion yields, 
hence careful selection of such a beam is essential to optimise the accuracy of measurement. 
Secondly, after the sputtered material has cleared from the analysis line, the analytical beam is 
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applied to a smaller area, or sub-crater within the sputter crater. This causes the emission of 
secondary ions as described in the previous section. A sub-crater is utilised to minimise any 
interference from material at the crater edge ensuring that a sharper interface and compositional 
information are obtained. After the SIs have been collected in the analyser Figure 2.8 C), the 
sputtering and analytical steps repeat sequentially until the desired sample depth has been measured. 
 
 
Figure 2.8: Schematic representation of the three main steps used in depth profile-SIMS. A: A high energy sputter beam is 
focused over the sputter area (e.g. 250 x 250 µm). B: The analytical beam is applied to the analysis area (e.g. 50 x 50 µm) 
which is centred within the sputter area. C: The secondary ions generated by the analysis beam are collected and 
accelerated into the analyser. 
 
Specific peaks are selected from the mass spectra obtained by the scanning analytical beam 
and the final output is a depth profile as a function of sputter time, as shown in Figure 2.9. The 
example shown here depicts a trilayer structure comprised of polystyrene/P3HT/PCBM. Three mass 
fragment anions are plotted, CH, 34S and D. The CH signal is most intense within the polystyrene 
layer, whereas the 34S is most pronounced within the central P3HT layer and the deuterium signal is 
most abundant within the D5-PCBM layer. The depth profile can be used to qualitatively determine 
trends in composition as a function of depth. If appropriate calibration is carried out, in many cases 
it is possible to use the depth profile to reconstruct a composition-depth plot. For this accurate 
knowledge of the sputter rates and ion yields are required. 
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Figure 2.9: Example of a depth profile SIMS measurement of a trilayer structure of polystyrene (PS)/P3HT/PCBM. The 
depth profile exhibits high CH
-
 signal in the PS layer but no discernable 
34
S
-
 or D
-
 signals. Once the interface with the P3HT 
layer is uncovered (~200 s) there is a sharp onset in the 
34
S
-
 signal. At longer sputter times the D5-PCBM layer is uncovered 
and a strong increase in the signal D
-
 signal is observed in conjunction with a reduction in CH
-
 and S
-
 signals. When the 
substrate is reached (1600 s) all signals of interest reduce in intensity. It is worthwhile to note that the P3HT/D5-PCBM 
interface is less sharp than the PS/P3HT, possibly due to beam-induced mixing or a roughening of the sample throughout 
the measurement. 
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Chapter 3 
3 The application of SIMS to 
the Plastic Electronics area 
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3.1 Introduction 
Plastic electronics is a vibrant field of research comprising many different thin-film 
technologies for applications including: printable circuitry; flexible solar cells; LEDs and sensors. One 
unifying factor of all such systems is the importance of the microstructure and device architecture 
on the performance. There is still much to be learned about; especially, about the driving forces 
leading to the formation of certain microstructures and relevant structure/property/processing 
inter-relationships. One technique that holds significant promise, but has so far not been fully 
exploited in the Plastic Electronics area is secondary ion mass spectrometry (SIMS) depth profiling, 
whereby 3-dimensional mapping of secondary ions can be created, yielding valuable structural-
composition information. This technique is capable of mapping laterally over areas of 10-100 μm and 
vertically through 10-1000 nm, making it ideally suited for probing thin-film samples, as exemplified 
by the poly(3-hexylthiophene-2,5-diyl) (P3HT)/ poly(3-hexylselenophene-2,5-diyl) (P3HS) bilayer 
reconstruction shown in Figure 3.1. 
 
 
 
Figure 3.1: Three dimensional reconstruction of a pristine P3HT/P3HS bilayer, clearly showing distinct layers of the two 
materials. x and y sides of the cube each represent 50 μm. The z side has been expanded and represents 400 nm to 
highlight the depth sensitivity of the measurement. 
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SIMS has been used to address different aspects in the Plastic Electronics area. For example, 
the Krebs group have used time of flight (ToF)-SIMS to investigate chemical degradation mechanisms 
in organic photovoltaic (OPV) blends utilising isotopically labelled oxygen.1 In addition to this, Treat et 
al. used dynamic SIMS to investigate the temperature-dependent diffusion of fullerenes into different 
semiconducting polymers.2-3 A number of studies carried out by Moons et al.4 investigated the vertical 
phase separation in different semiconducting polymer:fullerene blends that are used in for OPV 
applications. Work by Ohe et al. probed the vertical phase separation in polymer: small molecule 
blends used for organic field effect transistors with SIMS depth profiling and were able to correlate the 
structural attributes to the electronic properties.5 In addition Yamamoto et al. employed a gradient 
shaving technique to image a bevelled cross-section type structure of a blend.6 More recent work from 
Smentkowski et al. utilised an Ar cluster ion source which was capable of resolving significantly larger 
ionic fragments of P3HT and [6,6]-phenyl-C61-butyric acid methyl ester (PCBM) than had previously 
been recorded,7 thereby reducing the requirements for elementally discrete materials. 
 In addition to these interesting reports of SIMS utilisation within the Plastic Electronics area, 
there are currently a number of research questions where the capabilities of SIMS may have 
important input. For example, recently the group of Steiner,8 reported an apparent surface directed 
spinodal decomposition (SDSD) of blends of P3HT:PCBM cast from chlorobenzene, which was 
investigated using X-ray photoelectron spectroscopy (XPS). In addition, the report by Xu et al.9 
highlighted the role of vertical phase separation in inverted OPV devices as a key factor in 
determining device performance. Further reports10, 11 highlight the need to improve the 
understanding of the processes leading to vertical and lateral phase separation within OPV blends. 
Clearly, these open research questions highlight the active interest in many areas that would 
benefit from investigations with a variety of SIMS techniques. There still remains significant scope to 
improve our understanding of the SIMS process and the quality of information available from the 
measurement. Some of the main routes to improve the quality of information are: increasing spatial 
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resolution; improving larger molecular signals; understanding composition-intensity relationships 
and understanding vertical profiling ― each of which and are briefly discussed below. 
 Increasing spatial resolution: currently SIMS resolution is typically limited to a lateral 
resolution of ~50 nm,12 however practical operation generally deems this limit closer to 200 
nm and is ion beam dependent. Depth resolution however is usually significantly better, 
around 10 nm.13 While this point is highly important for the development of SIMS the 
majority of this progression will come from new ion source design, and is therefore outside 
the scope of this thesis. 
 Improving larger molecular signals: this is a key to enhancing the measured contrast 
especially within organic and biological systems, where the majority of contrast is 
dependent upon covalent bonding as opposed to the elements present. In recent years, 
significant advances have been made, predominantly through the development of cluster 
ion sources.14 This point is therefore again largely dependent upon novel instrumentation. 
 Understanding composition-intensity relationships: this relates to the complex and highly 
debated process of secondary ion formation within organic films.15-17 If it is possible to better 
understand and empirically model the composition intensity dependence of given systems 
then it will be possible to relate composition to the observed ion yields. 
 Understanding vertical profiling: by developing relationships between the composition of 
thin-films and the sputter rates it should be possible to more reliably interpret the sputter 
time as a depth. 
 
The final two points outlined above are of significant importance for the Plastic Electronics 
area, whereby building up a comprehensive picture of composition as a function of depth is of 
significant interest for a number of reasons, including visualising phase separation during solvent 
casting and understanding processes of intermixing from bilayer structures, e.g., during a post-
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deposition treatment. For these reasons one of the main focuses of this chapter (Section 3.3) is to 
evolve such understanding for systems directly relevant to organic semiconductors. In order to place 
the following investigation in context, the next section gives a background and overview of SIMS.  
 
3.2 Understanding binary systems of functional organic materials 
3.2.1  Blends ― RRa-P3HT:D5-PCBM 
As mentioned in the previous section there are a number of experimental conditions that 
need to be understood and optimised in order to maximise the information gained from SIMS. Here 
a model system is utilised to help understanding the differences in vertical phase separation and to 
gain a better insight of the feasibility of reconstructing the depth profiles into quantitative depth and 
composition information. We investigate the full composition range of regiorandom-P3HT (RRa-
P3HT): [6,6]-pentadeuterophenyl-C61-butyric acid methyl ester (D5-PCBM) blends. The reason for 
selecting the regio-random analogue of P3HT was to reduce the polymers intrinsic ability to 
crystallise, as this was anticipated to reduce the number of phases that could be present and hence 
allow a more straightforward investigation. It is worthwhile to note that P3HT is different from the 
majority of semiconducting polymers as it has a regioregular and regiorandom form. The molecular 
structures of the materials used in this section are depicted in Figure 3.2 highlighting the atoms 
allowing differentiation between the two materials i.e. D and S for D5-PCBM and P3HT, respectively, 
coloured in red and light blue. 
 
3.2.1.1 Vertical separation 
To explore the vertical distrbution of materials over the full composition range of the RRa-
P3HT:D5-PCBM binaries, thin-film were prepared as explained in Materials and methods. The depth 
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profiles of these samples are displayed in Figure 3.3, with the weight fraction of P3HT shown as 
insets. All depth profiles measured here clearly display the expected two layer structure of the 
PS/P3HT:D5-PCBM, as deduced from the fact that at early measurement times (i.e. between 0-100 s, 
lefthand side of each depth profile) we observe a layer devoid of sulphur (P3HT) and deuterium (D5-
PCBM), but rich in CH- anions.  
 
 
Figure 3.2: Molecular structures of the deuterated fullerene, D5-PCBM (left) and regiorandom P3HT (right). These were 
used for the binary blend depth profile study. The coloured atoms indicate the atoms probed in D-SIMS; deuterium (red) 
and sulphur (blue) for D5-PCBM and RRa-P3HT, respectively. 
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Figure 3.3: SIMS depth profiles of various RRa-P3HT:D5-PCBM blends. Shown are the 
34
S
-
 (blue), D
-
 (red) and 
CH
-
 (yellow) traces. The insets indicate the P3HT weight content (%) in the respective blend. 
 
Referring to Figure 3.3, after sputtering through the polystyrene (PS) layer (explained in the 
materials and methods section), all samples exhibit clear onsets for both the sulphur and deuterium 
signals. The layer comprised of P3HT:D5-PCBM takes between 200 - 450 seconds to sputter through. 
This difference in sputter time is related to the layer thickness and also sputter rate of the blend, and 
is discussed in more detail below. For samples comprising between 0 - 63 wt% P3HT, the blend layer 
generally appears to have flat signals of S- and D-, implying no significant vertical phase separation is 
present. Interestingly, at higher polymer content, slight differences occur in the shape of the ion 
yields. This is observed as an increase in the gradient of the profile tops, which is attributed to 
charging at the sample surface leading to enhanced ionisation.18 However as there is an anti-
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correlation between the S- and D- signals, which may relate to small differences in the vertical 
composition close to the top interface of the blend film, due to an accumulation of D5-PCBM at the 
surface of the film. Such an accumulation may be due to: beam induced thermalisation of the blend 
during the measurement or aggregation and/or conformational relaxation of the polymer expelling 
the fullerene to the free surface. It is worth highlighting that while there may be a slight amount of 
vertical demixing in the RRa-P3HT:D5-PCBM blends occuring, the difference in vertical distribution of 
the D5-PCBM signal is relatively small. 
Importantly, it is evident from the depth profiles that the neat samples (i.e. D5-PCBM: 0 
wt%; RRa-P3HT 100 wt%) show essentially no signal interference from the other traces; e.g. the 
deuterium ion signal in the neat P3HT samples is <103 smaller than that in the neat D5-PCBM sample 
and vice versa. This implies that the traces followed here will provide excellent references for 
understanding the composition of such binary systems. 
To summarise this part: it is clear that stable signals from the different ions corresponding to 
D5-PCBM and RRa-P3HT can be obtained with very little interference. This allows us to analyse, for 
instance, the vertical composition across thin-films of an entire polymer:fullerene composition 
range. It is found that for the majority of the blend ratios there is no vertical phase separation. 
Vertical phase separation seems to occur at low fullerene content, as evident from the small 
enhancement of the D- signal found at the top interface of the blend film. This could be a result of 
processing or measurement induced. Furthermore, the generally flat nature of the ion signals from 
D- and S- in the blend layer profiles and the sharp onset and offset of these layers allows for more 
comprehensive analysis of the blends to be carried out. This is detailed in the following sections.  
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3.2.1.2 Ion yield 
In order to build up a more comprehensive understanding of how the measured intensity 
relates to the precise composition of the investigated blends, it is necessary to investigate the 
composition-intensity relationship. The depth profiles discussed in the previous section provide 
intensity information of the full composition range of the RRa-P3HT:D5-PCBM binary for both 
components, which are plotted for the anionic (D-, 34S- and C4S
-) species against composition in 
Figure 3.4.  
 
 
Figure 3.4: Secondary ion yield plotted against composition of RRa-P3HT:D5-PCBM blends. Left: D
-
 negative ions. Right: 
34
S
-
 
(open) and C4S
-
 (solid) negative ions. The SIMS intensity shows a non-linear behaviour with composition. It is possible to 
accurately fit the D
-
 intensity-composition relationship using a single exponential function (red line). Displayed error bars 
are based on a standard deviation of the intensity variation in the plateau region. 
 
The composition-intensity dependence for the measured ions all display monotonic 
behaviour, its super-linear evolution with composition being likely due to differences in the 
materials ionisation behaviour when the surrounding environment (matrix) is altered. Beneficially 
the D- relationship with composition can be fitted using the exponential function displayed in 
Equation 3.1:  
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  ( )        
        Equation 3.1 
where I0, A and k are empirically determined parameters. The fit of this equation is shown as the red 
line in Figure 3.4 (left) and can be used for the conversion of the intensity (y-axis) of a depth profile 
into weight composition and, hence, can be employed for determining the composition in regions of 
interest for polymer:fullerene systems. It also provides understanding how the ion beams interact 
with the sample and establishes a platform for experimentally relevant investigations such as: 
studying vertical profiles; bilayer interdiffusion and the microstructural development, e.g. during 
interdiffusion. 
 
3.2.1.3 Sputter rate 
Having addressed the composition-intensity relationship (which essentially reflects the y-axis 
of a depth profile) we now turn our attention to understanding the sputter rate, which relates the 
sputter time to the actual depth measured through the sample. Careful analysis of how this varies 
with composition will allow reconstruction of the sputter time into an accurate depth measurement. 
The depth profile calibration will enable greater insight into: the position and sharpness of 
interfaces; material distributions within vertically blended structures and a clearer understanding of 
the effects related to intermixing and layer expansion of films (e.g. polymer swelling). The RRa-
P3HT:D5-PCBM system provides an excellent model system to study this as there is little vertical 
composition difference in the prepared samples, meaning the sputter rate throughout the layer 
should remain constant assuming the sputter energy and sample roughness do not fluctuate 
significantly. Sputter rates are calculated from the film thickness measured via profilometry (see 
materials and methods) and the time taken to sputter through the layer. The measured data and 
calculated rates are displayed in Table 3.1 and Figure 3.5.  
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Table 3.1: A table of values obtained for films thickness and sputter time used to calculate the sputter rates of the different 
blend compositions of RRa-P3HT:D5-PCBM 
P3HT weight percent 0 23 41 52 63 72 78 90 100 
Thickness (nm) 43 50 52 84 71 85 83 98 101 
Time (s) 446 355 341 370 333 321 301 298 219 
Sputter rate (nm/s) 0.10 0.14 0.15 0.23 0.21 0.26 0.28 0.33 0.46 
 
From the sputter rates plotted in Figure 3.5, it is clear that there is a large variation across 
the composition range, resulting in a non-linear, but monotonic increase with polymer loading. One 
reason for this is the significant variation in sputter rate of the two neat materials, whereby RRa-
P3HT sputters at over four times the D5-PCBM. The origin of the difference in sputter rates of the 
neat materials may be affected by: the chemical structure of the components,19 different beam 
induced effects20 or variation in density of the materials. The densities of the RRa-P3HT and PCBM 
have been reported to be 1.10 and 1.61 g/mol,2 respectively, and this difference will certainly be a 
contributing factor to the slower sputtering of D5-PCBM. However, the density of PCBM is only ~45% 
higher than that of RRa-P3HT, hence, would not explain in full the observed discrepancy in sputter 
rate.  
 
Figure 3.5: Sputter rate plotted against composition of RRa-P3HT:D5-PCBM blends. The graph shows a clear super-linear 
rate dependence on composition. The error bars are plotted from cumulative uncertainty in thickness and sputter time. 
The dashed line is an exponential fit as a guide for the eye. 
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In summary, the previous two sections have derived relationships for intensity/composition 
and sputter-rate/composition, having found both to be monotonic and non-linear. The intensity plot 
can be used to determine the composition of a given layer comprised of the materials investigated. 
In conjunction with this, once the composition is known, the sputter rate can be determined, 
allowing for the sputter time to be converted into depth. This provides a tool for further 
interpretation of other structures of interest (see Section 3.3.3) and lays the platform towards 
developing a model capable of converting a depth profile into a realistic reconstruction of the active 
layer of multi-component semiconducting thin-films. 
 
3.2.2 Influence of material selection 
To understand whether the trends observed in the RRa-P3HT:D5-PCBM blends (both with 
respect to their vertical distribution and composition dependencies) are general for all 
polymer:fullerene systems, binaries comprised of different polymers and fullerenes were 
investigated. The following two sections provide examples of systematic variation of the fullerene 
and polymer, with a focus on novel materials that have been shown to have more promising OPV 
device performance than RRa-P3HT:D5-PCBM.21-23 
 
3.2.2.1 Fullerene derivatives and multi-adducts 
The chemical structure of fullerenes can have a significant effect on the structural and 
optoelectronic properties of polymer:fullerene blends (see Chapter 5). Variation of the fullerene can 
lead to an enhanced device performance through a number of routes including an increase in Voc, or 
the improvement of the extraction of photo-generated charges. Here we selected commercially 
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viable fullerenes, i.e. D5-bis-PCBM and D-ICBA (structures shown in Figure 3.6) in addition to the 
previously discussed D5-PCBM.  
The depth profiles of RRa-P3HT:D5-bis-PCBM and RRa-P3HT:D-ICBA blends appeared 
similarly flat to those of RRa-P3HT:D5-PCBM (data not shown), indicating that also for these blends 
no discernable vertical phase separation occurs. The intensity/composition dependence from the 
plateau regions of the depth profiles was extracted as outlined above for the RRa-P3HT:D5-PCBM 
binaries and the ionisation behaviour of the different fullerenes is compared with the former 
system, shown in Figure 3.6. 
 
 
Figure 3.6: Molecular structures of the selected deuterated fullerenes (i.e. D5-bis-PCBM and D-ICBA) and composition-
intensity plots of RRa-P3HT blend systems comprising these fullerenes: D5-PCBM (grey squares), D5-bis-PCBM (orange 
triangle) and D-ICBA (green circles). A-B: Molecular structures of D5-bis-PCBM and D-ICBA, respectively. C: Normalised 
composition-intensity plot for deuterium (D
-
). The grey line represents the fit derived for D5-PCBM, which appears in good 
agreement with measurements from the other fullerenes. D: Normalised composition-intensity plot for sulphur (
34
S
-
). 
 
The intensity/composition relationships of the blends comprising different fullerene systems 
(Figure 3.6 C-D) exhibit generally similar monotonic behaviour with the normalised deuterium ion (D-
) signal being essentially identical for all three fullerenes investigated. This is significant as it means 
that the exponential fit derived in the previous section to model RRa-P3HT:D5-PCBM can also be 
applied to all of the fullerenes investigated here. Interestingly the signal derived from the polymer 
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(34S-) shows a larger deviation from the reference RRa-P3HT:D5-PCBM system (shown in grey), but 
overall the sulphur data suggests ion yields that are more linear with composition than observed in 
the D- case. This may be due to the fact that the chemistry leading to liberation of sulphur ions can 
depend upon the chemical nature of the surrounding molecules (matrix), which will change if a 
different fullerene is present. 
 In summary, varying the chemical structure of the fullerene blended with RRa-P3HT showed 
essentially no changes in the vertical phase separation behaviour, in all cases yielding a homogenous 
vertical distribution of the two components. This vertical homogeneity allowed for 
intensity/composition relationships to be derived for the different systems and showed similar 
behaviour for all three systems. In the case of the D- signal, all systems could be fit using the same 
equation derived for RRa-P3HT:D5-PCBM. Furthermore this relationship can now be used to 
determine composition in systems, such as interdiffused bilayers, and is utilised extensively in 
Chapter 5.  
 
3.2.2.2 High performance OPV blends — DPP-TT-T:D5-PCBM 
Having observed no significant differences in the vertical composition of the prototypical 
polymer (RRa-P3HT) blended with different fullerenes, focus is now turned to varying the polymer. 
Here a diketopyrrolopyrrole (DPP) derivative (DPP-TT-T, structure shown in Figure 3.7 A) was 
selected, as it is part of the novel class of “push-pull” polymers, which have shown much promise in 
terms of OPV device performance when blended with PCBM.23  
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Figure 3.7: Molecular structures and vertical distributions of solution-cast, pristine DPP-TT-T:D5-PCBM blends. A: 
Molecular structures of DPP-TT-T (sulphur containing- blue) and D5-PCBM (deuterium containing – red). B: Depth profiles 
for pristine blends of DPP-TT-T:D5-PCBM of different composition (DPP-TT-T weight fractions is shown in inset). 
 
Solution processed DPP-TT-T:D5-PCBM blends spanning the entire composition range were 
investigated. Their depth profiles are displayed in Figure 3.7 B on a logarithmic scale to aid 
visualisation of the background and maximise signals. Various observations can immediately be 
made. Firstly it is important to note that there is essentially no contribution from the DPP-TT-T to the 
D- signal (as deduced from the neat DPP-TT-T profile), confirming that this signal can be used to 
attain information on D5-PCBM. Secondly, the depth profiles show striking differences when 
compared to the RRa-P3HT:D5-PCBM system, with a significant vertical phase separation occurring 
in the DPP-TT-T:D5-PCBM. This is enhanced when the fullerene content is increased; although even 
for weight ratios of 75:25 DPP-TT-T:D5-PCBM, there appears to be some segregation of the fullerene 
to the bottom interface occurring, as deduced from the enhancement in the D- signal and a 
reduction in the intensity of 34S-. To better aid visualisation of the phase separation, normalised, 
linear plots and an estimation of the vertical weight composition are displayed in  
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Figure 3.8 (A and B, respectively). The vertical phase diagram was thereby constructed from the 
above SIMS data as detailed in materials and methods. 
 
 
Figure 3.8: Normalised vertical distribution of solution-cast DPP-TT-T:D5-PCBM blends and estimated binary composition-
depth diagram. A: Depth profiles of blends showing DPP-TT-T (
34
S
-
, blue traces) and D5-PCBM (D
-
, red traces), normalised 
and plotted on a linear scale to aid clarity. B: Estimated depth-composition diagram for of different DPP-TT-T weight 
fractions, showing the different vertical distribution of materials, with the most pronounced changes at the top interface. 
Insets indicate the DPP-TT-T content by weight. Diagram constructed as described in Section 3.5. 
 
When the fullerene content is increased to 50 wt%, the system starts to exhibit more 
significant vertical phase separation. In this case, there is an apparent enhancement of the polymer 
signal observed at the top interface, followed by a more fullerene-rich layer, another polymer-rich 
layer and, finally, an accumulation of fullerene at the bottom interface. When the fullerene content 
is increased, larger amplitude oscillations (based on [(Ipeak-Itrough)/Ipeak]) between the signals are 
observed. Interestingly in the case of the 25:75 (by weight) polymer:fullerene sample, the relative 
period of oscillation appears larger, suggesting larger-scale phase separation within this system. The 
origin of this demixing behaviour may be due to an interface effect, such as surface directed spinodal 
decomposition (SDSD)24 or a lateral demixing resulting in droplets capped with a “skin” of lower 
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surface energy fraction, e.g. the polymer-rich phase.25 It is likely that such demixing phenomena 
behaviour may be expected for less miscible blends, and may result from the more rigid nature of 
the DPP-TT-T backbone when compared to RRa-P3HT. 
To conclude this part of this chapter, through investigation of systems comprised of different 
polymers and fullerenes it has been shown that it is possible to observe a range of differing 
behaviour for these materials systems. In terms of the microstructure and processes governing its 
formation, it is apparent that under typical solution processing the amorphous polymer RRa-P3HT 
exhibits virtually no discernable vertical phase separation when blended with any of the three 
fullerenes investigated. However when a more rigid semicrystalline polymer DPP-TT-T is blended 
with D5-PCBM, a clearly observable vertical phase separation is found. The magnitude of this phase 
separation increases with fullerene content. Contributing factors to this development include the 
interaction parameters of the polymer with both the fullerene and the solvent, which will influence 
the driving forces for phase separation, both of which would likely show lower miscibility than RRa-
P3HT due to the more rigid nature of the DPP-TT-T. Moreover kinetic processes such as material 
diffusion may play an important role in determining how far towards an equilibrium state a system 
can progress during the solution casting process. In addition kinetically quenched solid solutions may 
form, as will be discussed in Chapter 5. 
From the perspective of using SIMS to probe plastic electronic materials, it is evident from 
the above that a clear basis can be established from which relationships between measured 
intensity and sputter time can be related to absolute composition and depth through a thin-film. For 
the systems investigated, both relationships are non-linear, but in the case of RRa-P3HT blended 
with fullerenes, a single empirical exponential model can be used to accurately convert measured 
intensity into weight composition. These findings can be used in further experiments, including 
interdiffusion from bilayers, to extract accurate temperature-composition information for material 
pairs. Our study, hence, can be expected to have impact in the areas of microstructural visualisation 
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and will further assist in improving our understanding of how SIMS can be successfully used as a tool 
to probe organic semiconductors. 
 
3.2.3  Bilayers 
Within the field of Plastic Electronics, bilayers structures (comprised of discrete layers of two 
materials sequentially layered onto a substrate) provide useful model systems to investigate a range 
of structural and electronic properties.4, 26-28 Pristine bilayers and their thermally annealed 
counterparts can thereby provide valuable comparison capable of yielding complementary 
information to solution-cast blends, in some cases due to their significant differences in 
microstructure. These systems are discussed in detail in Chapters 4-7, and used to investigate the 
photo-physical properties including: energy transfer, exciton quenching and charge generation. The 
experimental method utilised to fabricate bilayers is detailed in Section 2.2.7. 
 
3.2.3.1 Influence of donor polymer regioregularity on the intermixing with D5-
PCBM 
In order to assess the applicability of the bilayer fabrication process and study a prototypical 
OPV system, the intermixing of fullerenes with RRa-P3HT was investigated. The depth profiles of 
bilayers of RRa-P3HT/D5-PCBM are shown in Figure 3.9 A. The bilayer kept at room temperature 
(Figure 3.9, left panel) clearly shows a two layer structure, which interestingly exhibits a significant 
fullerene signal within the polymer layer, corresponding to ~16 wt%. This observed intermixing of 
the fullerene is an indicator of the mobility and miscibility of the D5-PCBM in RRa-P3HT, even at 
room temperature. It is also interesting to note that we observe a small signal enhancement of the 
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fullerene at the air interface, similar to our previous observation of an enhanced D- signal at the air 
interface of solution-cast blends (Figure 3.3).  
After annealing (30 s and 100 oC) the bilayer shows complete vertical intermixing across the 
sample, yielding a layer of a composition of ~65 wt% D5-PCBM. The fact that complete intermixing 
occurs suggests that the actual miscibility at the annealing temperature is higher than the measured 
content, and as a consequence, the reservoir of neat fullerene has been emptied.  
 
 
Figure 3.9: Temperature-dependent intermixing of RR-P3HT/D5-PCBM and RRa-P3HT/D5-PCBM bilayers. A: Depth profiles 
of RR-P3HT/D5-PCBM (top) and bilayers RRa-P3HT/D5-PCBM (bottom) pristine (left) and annealed at 100 
o
C, 30 s (right), 
displaying complete intermixing after the heat treatment. B: Quantity of D5-PCBM intermixed into RRa-P3HT (open circles) 
and RR-P3HT (filled circles) as a function of bilayer annealing temperature (lines are as a guide for the eye). 
 
To compare the effect of crystallinity of the polymer on the fraction of intermixed fullerene, 
similar experiments were carried out using regioregular (RR)-P3HT. In contrast to the RRa-P3HT 
containing sample, a distinct bilayer structure with polymer-rich and fullerene-rich layer is retained for 
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all RR-P3HT/D5-PCBM samples independent of annealing temperature. The fullerene content in the 
P3HT layer varies (see Figure 3.9 B), with more D5-PCBM interdiffusing at higher temperatures. Clearly, 
the more crystalline RR-P3HT exhibits lower intermixing with the fullerene, when compared to RRa-
P3HT, which is molecularly less ordered. This lower tendency for intermixing has been previously 
reported based on work applying different techniques,29 with the specific origin believed to relate to 
the volume fraction of non-aggregated polymer capable of incorporating fullerene.2, 30 Thereby, the 
effect of inter-crystalline tie-chains limiting the expansion of the polymer matrix will play a large role. 
 
3.2.3.2 Fullerene intermixing with different semicrystalline polymer 
semiconductors 
Having observed stark differences in the effect of crystallinity on the intermixing of D5-PCBM 
with RRa-P3HT and RR-P3HT, we present below a comparison with another polymeric 
semiconductor that shows a tendency to molecularly order: DPP-TT-T. This polymer leads to high 
efficiency OPVs and has a relatively stiff backbone due to it multiple fused rings.31   
The intermixing behaviour of DPP-TT-T/D5-PCBM bilayers after thermal treatment at 
different temperatures is displayed in Figure 3.10. We find a clear enhancement in the deuterium 
ion signal originating from the PCBM in the polymer layer as the temperature is increased. 
Nonetheless, the interface between the two layers appears to remain of approximately constant 
width in all cases, suggesting a well-defined bilayer is maintained with annealing leading to a 
polymer-rich and a fullerene-rich layer. Moreover, independent of the thermal treatment selected, 
we find a flat profile of the D- signal within the polymer layer, suggesting diffusion equilibrium was 
attained. 
The relative D- signal is plotted against temperature for the DPP-TT-T/D5-PCBM (Figure 3.10 
left – blue diamonds) and shows very low fullerene intermixing using temperatures of 100 oC and 
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below. Upon increasing the annealing temperature to 125 oC, there is a noticeable increase in the 
uptake, possibly due to a glass transition of the system facilitating conformational reorganisation 
and molecular motion. However, even at annealing temperatures of 250 oC, the intermixed signal of 
fullerene remains low for the DPP-TT-T:D-5PCBM blends (e.g. less than 10 %), when compared to RR-
P3HT comprising systems (red circles), which display a much greater signal from intermixed fullerene 
across all temperature ranges investigated with a large rapid increase in intermixing at around 150 
oC. From this it is clear that the DPP-TT-T:D5-PCBM exhibits remarkably different behaviour.  
 
 
Figure 3.10: Temperature-dependent intermixing of D5-PCBM into DPP-TT-T. Left: D
-
 signal of normalised depth profiles of 
DPP-TT-T/D5-PCBM annealed at different temperatures for 30 s. Right: Mixing behaviour of DPP-TT-T/D5-PCBM (blue) and 
RR-P3HT/D5-PCBM as a function of annealing temperature. 
 
The relatively low intermixing observed for D5-PCBM with DPP-TT-T may be related to a 
number of factors, including: a more positive chemical interaction potential between the polymer-
fullerene (χP-F); a reduced non-crystalline fraction of the polymer; a higher polymer glass transition; a 
larger energetic barrier to conformational reorganisation, etc. While these factors will contribute to 
different extent, one underlying attribute of the polymer that — without doubt — will affect a 
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significant number of the above points is the rigidity of the polymer backbone, a common feature of 
many of the more-recent high performance polymers.23, 32, 33 
These findings clearly highlight the stark contrast in behaviour between RRa-P3HT, RR-P3HT 
and DPP-TT-T, in terms of their tendency to mix with PCBM. Furthermore, the data presented above 
suggest that in DPP-TT-T, there are relatively constrained pathways through which the fullerene can 
diffuse. These results, combined with the vertical demixing observed in blends of DPP-TT-T:D5-PCBM 
blends, give thus more insights into the processes affecting microstructural formation and point 
towards a lower thermodynamic tendency for DPP-TT-T:D5-PCBM to mix when compared to RR-
P3HT:PCBM. Kinetic trapping of the structure during solution casting may, however, also play a 
critical role in the microstructure development from solution. A more detailed investigation of such 
phenomena is discussed in Chapter 5. 
 
3.3  Conclusions 
The results discussed within this chapter have allowed a number of conclusions to be drawn 
falling broadly into two categories: (i) those related to the structural formation processes and 
interactions affecting the microstructure in systems, encompassing a variety of polymers and 
fullerenes, and (ii) the optimisation and understanding of the application of SIMS to systems relevant 
in the Plastic Electronics area. 
Firstly, a number of findings related to the microstructural formation processes within 
different polymer-fullerenes systems have been discussed. The vertical phase separation of solution 
cast blends was investigated; systems of RRa-P3HT blended with D5-PCBM, D5-bis-PCBM or D-ICBA 
exhibited essentially no vertical phase separation, whereas blends of the more rigid polymer DPP-TT-
T:D5-PCBM strongly phase-separated vertically, especially at higher fullerene content, likely due to 
lateral demixing or surface directed spinodal decomposition (SDSD). It seems therefore obvious that 
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in polymer:fullerene blends replacement of the polymer has a larger influence on vertical phase 
separation than when changing the fullerene. Intermixing from bilayer structures furthermore 
highlights this difference between the behaviour of blends comprising different polymers, and shows 
that their behaviour is affected by both the degree of crystallinity and the molecular structure of the 
polymer. Thereby we find that DPP-TT-T incorporates the lowest amount of fullerene, which we 
attribute to the more rigid nature of its backbone.  
Secondly, In terms of SIMS, both composition-intensity and composition-depth relationships 
have been empirically derived. These relationships allowed for the quantification of further systems 
of interest, including intermixed bilayers, which are important for understanding the temperature-
dependent phase behaviour. Furthermore the present chapter provides a quantified basis from 
which models can be derived to automatically compute the composition as a function of depth 
directly from the depth profiles obtained from SIMS. 
 
3.4 Materials and methods 
Preparation of blends for SIMS measurements: accurate stoichiometries of the respective 
semiconductor were measured by mass, dissolved in chlorobenzene at 20 mg/ml and cast via spin-
coating at 1200 rpm for 45 s. The resultant films were dried under vacuum for 48 hours and then 
capped with a thin (45 nm) layer of polystyrene (PS). The PS layer was spin-coated onto a silicon 
substrate at 8 mg/ml from a toluene solution at 2000 rpm for 45 s. The polystyrene layer was then 
floated and laminated in a similar fashion to the bilayer production (described below). The 
polystyrene layer within these samples serves two purposes, firstly it enables the analytical and 
sputter beams to stablise prior to probing the actual sample. Secondly the intensity of the molecular 
fragment signals (e.g. CH-) observed in the capping layer can be used to calibrate between different 
measurements. 
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Preparation of bilayers for SIMS measurements: bilayers were fabricated by spin-coating the 
deuterated fullerene from a 30 mg/ml solution in chlorobenzene at 800 rpm for 60 s onto an SiO2 
substrate. The polymer was then spin-coated from a 20 mg/ml solution in chlorobenzene at 1200 
rpm for 60 s onto a polystyrene sulphonate (PSS) coated glass substrate. The two bilayer component 
layers were left under vacuum for 48 hours to aid removal of residual solvent. The P3HT layer was 
then floated onto a bath of deionised water and “scooped up” with the fullerene coated substrate.  
Film thickness measurements: A Dektak III profilometer with a needle radius of 250 μm and 
stylus force of 0.1 mN was used. A standard thickness error of 8 nm was assumed.  
Construction of vertical phase diagram from SIMS data: in order to estimate the composition 
of the DPP-TT-T:D5-PCBM blend layer of as a function of depth equation 3.2 was utilised to derive 
the estimated DPP-TT-T weight fraction (WDPP-T-T) as a function of depth, where I34S and ID are the 
measured intensities at a given depth for of the 34S- and D-, respectively.  
 
                                   
    
        
   Equation 3.2 
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Chapter 4 
4 The role of intermixed 
phases in organic 
photovoltaic blends 
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4.1 Introduction 
Organic photovoltaics (OPVs) consisting of a semiconducting polymer and a fullerene, 
blended into a bulk heterojunction (BHJ), offer great potential for high-throughput processing and 
promise to drastically lower material costs when compared to many of their inorganic counterparts. 
Over the last few years, there has been phenomenal improvement in the power conversion 
efficiency (PCE) within the OPV field due to increased commercial and academic interest, resulting in 
devices with certified efficiencies of 10%.1 Nonetheless, there still remains a significant challenge in 
understanding the complex microstructure that is formed upon deposition of the donor:acceptor 
blend and how this is related to the series of processes that lead to maximum photocurrent. 
The rapid enhancement of PCE of OPVs in recent years has been in large part due to the 
wide range of novel polymers that have been developed, many of which consist of “push-pull” 
alternating monomer units.2-6 These new materials have, however, been reported to form a variety 
of microstructures and can require widely different processing protocols with respect to selection of 
solvents and blend composition, use of additives, specific thermal treatments,7-8 etc., in order to 
produce efficient devices. For every newly developed material system, intricate trial-and-error 
procedures are required to optimise OPV performance. For this reason enhancing the understanding 
of the interplay between desirable microstructural characteristics and the optoelectronic processes 
is vital for creating a platform that allows designing from the outset strategies of how to process 
such a diverse range of materials into efficient cells.  
Establishment of relevant structure/property/processing inter-relationships is rendered 
complex by the fact that recent work indicates that not only the crystalline fractions in organic 
donor: acceptor blends may play an important role with respect to their OPV performance, but also 
their less ordered phases where a more pronounced intermixing of the components can be 
expected9-23 (leading in most cases to amorphous solid solutions of the two components). For 
example Pfannmöller et al., observed within the BHJ of poly(3-hexylthiophene-2,5-diyl) (P3HT): [6,6]-
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phenyl-C61-butyric acid methyl ester (PCBM) system,9 using analytical electron microscopy, the 
presence of an intermixed phase in addition to the relatively pure phases formed by the two 
components (i.e. P3HT and PCBM). Furthermore work by Treat et al., assessed the temperature 
dependence of mixing of different fullerenes into the amorphous phase of different semicrystalline 
semiconducting polymers;10,11 while Collins et al. and Watts et al. convincingly showed that at quasi-
thermodynamic equilibrium, there is still a significant amount of fullerene intermixed within the 
polymer, implying the persistent presence of this amorphous solid solution.12,13 Other work14-23 
further confirms the presence of such an additional phase in a range of polymer:fullerene systems 
with possible implications on how the photo-physical processes in such systems are described 
Conventionally, charge generation in OPVs has been considered to occur via photon 
absorption in a neat phase of one of the two active components, leading to the generation of an 
exciton which migrates to an interface between relatively phase-pure donor and acceptor domains 
within the BHJ structure before undergoing exciton dissociation over one or more steps that can 
lead to the generation of free charges.24 However, in light of the recent reports of the presence of a 
finely intermixed phase which can comprise a significant fraction of the BHJ structures and other 
reports of ultrafast charge generation (<200 fs) in different polymer:fullerene systems,25-29 the 
question might be raised whether the intermixed phase also contributes to charge generation. For 
instance, Troshin et al. found a strong correlation between the relative solubilities of the two 
components and the OPV performance of the corresponding BHJ film.30 This is in agreement with 
more recent work by Treat et al., who studied the miscibility of different fullerene derivatives in a 
semicrystalline donor polymer and the effects on phase separation and device performance.11 
Moreover, the Siebbles research group observed that the charge generation in P3HT:PCBM could 
occur on ultrafast timescales and hence postulated that such processes may take place via a more 
direct route than described by the conventional model.25 Clearly, subtly differing or competing 
processes will play a role in photogeneration depending on the phase morphology of the active 
layer, but there remains significant uncertainty about which features of the active layers’ 
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microstructure and phase morphology govern charge generation within BHJ systems and this raises 
interesting questions regarding our current conception of an “ideal” microstructure for OPV devices.  
The phase morphology (e.g. two-phase structure comprised of relatively pure phases vs. 
three phase morphology that comprises also an intermixed phase) that is formed by the active layer 
of a BHJ will depend on various parameters, including the miscibility of the two components and the 
processing routes selected to deposit the BHJ. These effects can be expected to be particularly 
relevant for some of the more recent, non-crystalline donor materials where the phase purity of this 
component can no longer be governed by crystallisation. Nonetheless, the relatively crystalline 
P3HT:PCBM blend as a model system is discussed here. This prototypical OPV binary has been shown 
to often exhibit a three-phase microstructure.9,10,12 P3HT of two different weight-average molecular 
weights (Mw)
31 was selected to provide an additional tool to manipulate the phases that may be 
present in such blends via the length of the donor polymer chains, in analogy to cross-linked 
polymer:diluent systems where the molecular weight of the polymer has been observed to play a 
large role in the mixing behaviour.32 The semicrystalline nature of both components should offer 
further freedom in varying the relative fraction of phases present. An additional benefit of using 
P3HT as a donor polymer is that its steady-state UV-vis absorption is much more sensitive to the 
local environment (e.g. backbone planarity, polymer aggregation) than many other materials, which 
can allow more localised insight into the molecular surroundings of this polymer. It is noted here 
that aggregation can occur in both crystalline and non-crystalline fractions of the material, as the 
ordering required to observe spectroscopic changes can be much more localised than the long-range 
order expected from a crystal lattice.  
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4.2 Results and discussion 
The P3HTs of choice were a material of low Mw (denoted in the following: “L-P3HT”, Mw = 7.2 
kg/mol) which forms a chain-extended microstructure,33-35 and a high molecular weight P3HT (“H-
P3HT”, Mw = 135 kg/mol) which will solidify in a semicrystalline, two-phase (amorphous/crystalline) 
microstructure33-35 upon typical solution processing. Indeed, the H-P3HT will be comprised of a 
significant portion of amorphous material with tie molecules, entanglements and loops (see 
schematic inset Figure 4.1-B) capable of readily incorporating fullerene molecules to form an 
intermixed phase. The fullerene content was also varied, and blends were produced of two 
compositions (i.e. 5 and 50 wt%) for both the L-P3HT and H-P3HT by spin-coating as described in the 
Materials and methods section and utilising the as-cast samples. It may be expected that the blends 
of a lower PCBM fraction will be in a regime, where a considerable fraction of the fullerene is fully 
miscible with the P3HT without significantly altering the polymer microstructure.36 In contrast, at 
higher PCBM loading, the fullerene is likely to affect the ordering/aggregation of the polymer.36.37 
Note also that the most efficient devices have been reported for blends comprising around 50 wt% 
PCBM. 36,37 
The charge generation yield of the various P3HT:PCBM systems was probed by transient 
absorption spectroscopy (TAS). TAS measures the yield and decay dynamics of the dissociated 
polarons in these blend systems. The decay dynamics are indicative of the rate of non-geminate 
recombination, whilst the initial amplitude ΔOD is indicative of the initial yield of dissociated 
charges, attributed to dissociated polarons. The yield of dissociated polarons is proportional to the 
observed ΔOD, given that for the same material system, the extinction coefficient of the probed 
species remains constant.38 Furthermore, it has been shown previously that, for systems comprising 
P3HT:PCBM, the ΔOD correlates strongly with the short circuit current (Jsc) of devices and hence the 
ΔOD can be used as a convenient tool to investigate photo-physical processes that are relevant to 
devices.39  
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Figure 4.1: Molecular-weight dependence of dissociated polaron yield (ΔOD) of P3HT:PCBM binary blend films. A: Transient 
absorption yield and decay dynamics displaying the photo-induced absorption of P3HT
+
 polarons (980 nm), following 
pulsed laser excitation (520 nm). A comparison is shown between P3HT:PCBM blends comprising P3HT of different 
molecular weight: Mw = 7 kg/mol (red) and Mw = 135 kg/mol (blue). The P3HT fraction (wt %) is also given. The blends were 
co-deposited from chlorobenzene (20 mg/ml). B: Schematics depicting the proposed microstructure of L-P3HT:PCBM (top) 
and H-P3HT:PCBM (bottom) blends. 
 
Micro-second-transient absorption studies of films were carried out at low-intensity (< 4 
µJ/cm2) excitation conditions and data was generated at a probe wavelength of 980 nm 
corresponding to polymer positive polarons (P3HT+).40 All transients exhibited power law (OD α t-a) 
and oxygen-independent decay dynamics, consistent with their assignment to polaron rather than 
triplet absorption. Whilst similar decay dynamics were observed for all films noticeable differences 
in dissociated polaron yield (ΔOD) were found between blends comprising H-P3HT and L-P3HT, 
respectively (Figure 4.1 A). The H-P3HT:PCBM systems consistently exhibited a considerably larger 
ΔOD – around 30 % (at 400 ns) higher for the binaries comprising 50 wt% P3HT. Similarly, at a P3HT 
content of 95 wt%, the ΔOD (at 400 ns) is approximately 40 % higher for the H-P3HT:PCBM blend 
when compared to L-P3HT:PCBM. This corresponds to a 30-40% higher yield of dissociated polarons. 
At higher PCBM content, larger ΔOD are measured compared to the binaries comprising 95 wt% 
P3HT, consistent with a recent hypothesis that the PCBM aggregation, which generally occurs at this 
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composition, is a key driver of charge separation in such systems.41 Moreover, the amplitudes of 
observed decay transients varied approximately linearly with excitation density, and the decay 
dynamics of the dissociated polaron absorption for all the blend films were very similar, indicating 
that neither saturation effects nor non-geminate losses prior 200 ns significantly distorted this 
comparison.  
 
Figure 4.2: High resolution HAADF STEM images and overlaid integrated intensity profiles (yellow) through the vertical 
composition of the as-cast (A) and annealed (30s, 150 
o
C) (B) H-P3HT/PCBM bilayers. The x-axis corresponds to 8-bit 
greyscale, where 0 = black and 255 = white. Intermediate values are the remaining 254 shades of grey. The thicknesses 
observed here are in the range expected for such processing conditions. The scale bar inset in A also applies to B. 
 
The question arises why such differences are observed in the ΔOD of the various P3HT:PCBM 
blends and how these relate to the different phase morphologies expected to form in the four 
binaries. Therefore, temperature-dependent miscibility of the fullerene in the two P3HTs10 was 
investigated as a tool to try to understand and quantify the composition of the intermixed phase. For 
this purpose depth profile secondary ion mass spectrometry (D-SIMS) was conducted and followed 
procedures established by Treat et al.10 This required fabrication of bilayers of the polymer/fullerene 
systems through lamination, followed by an annealing procedure to drive the interdiffusion of the 
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deuterated PCBM into the P3HT layer, rather than deposition of the two components from a 
common solvent as used for the sample preparation for TAS.10 
 
 
Figure 4.3: Depth profile of P3HT/PCBM bilayers, as-prepared and thermally annealed, performed by depth profile SIMS. A: 
Depth profiles of as-cast bilayers L-P3HT/PCBM (top left), H-P3HT/P3HT (top right) and annealed (150 
o
C, 30 s) bilayers L-
P3HT/PCBM (bottom left) and H-P3HT/PCBM (bottom right). Sulphur trace (corresponding to P3HT) and deuterium trace 
(corresponding to D5-PCBM) are shown in blue and red, respectively. B: Quantity of measured PCBM into L-P3HT (grey 
diamonds) and H-P3HT (black triangles) deduced from the D-SIMS data presented in (A) as a function of temperature after 
annealing for 30 s. The quantity of intermixed PCBM is deduced from the empirical model derived in Chapter 3. 
 
First the bilayers were scrutinised to check whether clean bilayers (non-intermixed) 
structures had been obtained by the lamination process. Sharp interfaces and distinct layers were 
indeed observed in high angle annular dark field scanning transmission electron microscopy (HAADF 
STEM) (Figure 4.2 A), implying that no significant intermixing had occurred during the fabrication of 
the bilayer. The multilayer structure is further discernable via the integrated grey-scale intensity line 
plot (overlaid in yellow), whereby the P3HT layer has a sufficiently higher intensity. These findings 
imply that at room temperature a bilayer with a sharp interface is maintained between the P3HT and 
PCBM. This was confirmed by the depth profiles of the as-prepared bilayers obtained from D-SIMS, 
which displayed subsequent layers that were sulphur rich (P3HT) and deuterium rich (D5-PCBM) 
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(Figure 4.3 A top panel), agreeing with the observed contrast in TEM. It is interesting to note that the 
offset (the trailing edge) of the (34S-) P3HT layer is more gradual than the onset (the leading edge). 
The shape of both the leading and trailing edges at the interfaces suggests a small degree of ion 
beam induced mixing. However, the more extended trailing edge also indicates some intermixing of 
the two layers at this interface. For this reason, analysis of layer composition was performed in the 
central region, away from both interfaces.  
After only a short annealing step (30 s) at 150 °C, there is no longer an interface between the 
P3HT and D5-PCBM discernable from HAADF STEM (Figure 4.2 B), implying that intermixing of the 
two components has occurred. This intermixing is further confirmed by D-SIMS (Figure 4.3 A, bottom 
panels) where the vertical composition appears to have moved towards a more evenly distributed 
state. We note that after annealing the depth profiles do not exhibit a diffusion profile, indicating 
that a diffusion equilibrium has been reached. Additionally, the H-P3HT/PCBM annealed bilayer 
appears to have a greater vertical compositional contrast when compared to the L-P3HT analogue. A 
possible explanation for this are the differences in microstructure of the neat polymers. The L-P3HT 
is likely to adopt an extended chain microstructure, with little interconnectivity between crystallites. 
This may facilitate either uptake of PCBM into the matrix or allow diffusion of these short chains into 
the fullerene, thereby promoting complete vertical mixing. Conversely the entangled nature of H-
P3HT would act to oppose both of these processes. These observations are a clear indication of a 
certain degree of miscibility between the donor and acceptor material. In order to provide a 
comparison between the intermixing between the L-P3HT/PCBM and H-P3HT/PCBM bilayers we 
studied the signal observed for the fullerene that had diffused into the polymer layer at a given 
temperature. The intensity of this signal in relation to a reference sample of neat D5-PCBM was used 
to determine the relative intensity of D5-PCBM signal, which was then converted into a weight 
fraction using the exponential fit derived in Chapter 3. Surprisingly, especially when considering the 
large differences observed in TAS for H-P3HT:PCBM and L-P3HT:PCBM blends, no significant 
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variation was found in the temperature-dependent intermixing between P3HT/PCBM bilayers 
comprising P3HT of different Mw (Figure 4.3 B) after annealing. 
Does the D-SIMS data imply that there is no correlation between miscibility and charge 
generation? It may, but a number of other possibilities could also explain the fact that different ΔOD 
values are measured in TAS while similar PCBM:P3HT miscibility are found in D-SIMS, including: 
differences in the distribution of the PCBM or P3HT fraction within the various blend structures (e.g., 
domain size or shape); kinetic effects of crystallisation related to the Mw of the polymer; or 
differences in the vitrification effect of the PCBM, to name a few. A further possibility is that the 
different processing routes, i.e. deposition from a common solvent for the fabrication of thin blend 
films (as used for TAS measurements) vs. preparation of neat layers that are laminated into bilayers 
followed by solid-sate mixing through interdiffusion of the fullerene (as used for the D-SIMS 
analysis), could lead to different thin-film microstructures in such binaries, not allowing a straight-
forward comparison. In fact, PCBM is known to act as vitrifier for P3HT when they are deposited 
from a common solvent,37 while the polymer very likely can more readily crystallise in the absence of 
the fullerene, as is the case for the neat P3HT films during the bilayer fabrication.  
A better understanding of the microstructures of H-P3HT:PCBM and L-P3HT:PCBM blends 
and their corresponding H-P3HT/PCBM, L-P3HT/PCBM bilayers is hence required. As a simple probe 
of the microstructure of these systems (as prepared and annealed) UV-vis spectroscopy was utilised 
in this chapter because the optical absorption of P3HT is very sensitive to changes in the local 
environment and molecular arrangement of the P3HT macromolecules, and can be interpreted using 
the Spano model of weakly interacting H-aggregates.42 According to this model, the ratio of the 0-
0/0-1 vibronic transitions (at 595 and 550 nm, respectively, see Figure 4.4) can be related to the 
magnitude of aggregation and, therefore, intermolecular coupling within the system. In addition, the 
disordered polymer chains give rise to a higher energy, lower wavelength, , absorption (at  < 540 
nm).  
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Figure 4.4: Evolution of optoelectronic and structural properties of P3HT:PCBM and P3HT/PCBM systems with processing, 
thermal annealing and molecular weight. Top panel: Schematics illustrating the structural evolution of P3HT:PCBM 50 wt% 
blends (left) and P3HT/PCBM bilayers (right) as deduced from the UV-vis and PL data presented in the two lower panels. 
The blend system exhibits the most intermixed structure. Annealing for 30 s enhances the fraction of polymer aggregates. 
Annealing for longer times additionally promotes the crystallisation of PCBM. The bilayer system, exhibits a higher fraction 
of aggregates initially; annealing for 30 s promotes interdiffusion of PCBM, disrupting some polymer aggregates. Annealing 
for 96 hours promotes macroscopic crystallisation of PCBM. Middle panel: UV-vis and PL spectra obtained for systems of L-
P3HT:PCBM. Bottom panel: UV-vis and PL spectra of H-P3HT:PCBM binaries. A comparison is shown for all systems: as-cast 
(i.e. as-prepared) (solid lines), and annealed at 150 
o
C for 30 s (dashed) and 96 hours (dotted). (UV-Vis absorption spectra 
were normalised to the 0-1 vibronic transition (~550 nm). Photoluminescence spectra have been corrected for the 
absorption at the excitation wavelength 520 nm and then normalised to the emission of the  as-cast sample. 
 
Tellingly, considerable differences were observed between the spectra obtained for 
P3HT:PCBM thin films that were deposited from a common solvent (Figure 4.4 – left panels) and 
P3HT/PCBM bilayers (Figure 4.4 – right panels). The as-cast blend films featured noticeably larger 
contributions from the absorption related to the non-aggregated (i.e. molecularly largely disordered) 
polymer fractions, when compared to that of the as-cast bilayers (Figure 4.4, solid lines). This is 
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consistent with the fact that the as-cast blend films also exhibit a suppressed 0-0/0-1 absorption ratio – 
a further indication that the polymer chains are more poorly aggregated in these systems. These 
observations imply that in the as-cast P3HT:PCBM blends, the fullerene indeed acted as vitrifier, 
preventing molecular ordering in the polymer– as found previously, while in the as-cast P3HT/PCBM 
bilayers– the polymer is relatively well aggregated as it could order in a reasonably unhindered manner 
leading to the enhanced 0-0/0-1 absorption feature. Note in addition, that for both the blend and 
bilayer systems, the L-P3HT showed a higher 0-0/0-1 absorption ratio when compared to the H-P3HT; 
this enhanced aggregation of L-P3HT was attributed to the differences in kinetics of ordering between 
the two different donor polymers, with the low molecular weight material being able to order more 
readily. These observations appear to correlate with grazing-angle incidence wide-angle X-ray 
scattering (GIWAXS) (Figure 4.5), whereby the L-P3HT:PCBM blend exhibits more intense/sharper 
reflections corresponding to molecularly more ordered P3HT when compared to H-P3HT:PCBM blends. 
Upon short annealing (30 s / 150 °C) the P3HT:PCBM blends showed a significant change in their 
optical absorption behaviour (Figure 4.4 – left panels; dashed lines) independent of the molecular 
weight of the polymer. In both the L-P3HT and H-P3HT systems there is a noticeable increase in 0-0/0-1 
absorption ratio with respect to the as-cast films. This is accompanied by a decrease in the higher-
energy (lower wavelength) absorption, corresponding to a reduction of the disordered polymer 
fractions (Figure 4.4). These observations are all consistent with the picture of the polymer aggregating 
upon annealing and, as a consequence, expelling at least a certain fraction of the PCBM molecules, as 
schematically depicted in Figure 4.4, left panel. The latter picture is supported by the fact that 
annealing also leads to significantly enhanced photoluminescence (PL) (4x and 2x increase for L-P3HT 
and H-P3HT respectively), consistent with the two components phase separating, as schematically 
depicted in Figure 4.4, top left panel. 
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Figure 4.5: Grazing-angle incidence wide-angle X-ray scattering of neat P3HT and P3HT:PCBM blends for L-P3HT (red) and 
H-P3HT (black). The intensity plotted in the integrated circular average of the scattering pattern. Samples were annealed at 
150 
o
C, for the time indicated in brackets, with the exception of the as cast samples. The circular average was used to 
reduce the effect of any differences in edge-on orientation between samples.  
 
Annealing of the P3HT:PCBM blends for a further 96 hours at 150 oC to drive the systems 
more towards their quasi-thermodynamic equilibrium state,13 resulted in additional changes in their 
UV-vis absorption behaviour (dotted lines, Figure 4.4, left panels). Firstly, the fullerene absorption 
around 340 nm is greatly reduced during this additional annealing; this has been previously 
ascribed to the crystallisation of the PCBM into microscopically large crystals13 that were observed in 
optical microscopy (Figure 4.6). Near-edge X-ray absorption fine structure (NEXAFS) was utilised to 
confirm and quantify the reduced content of the fullerene within the polymer matrix yielding 
fullerene contents of ~5.2 and 7.1 wt% for H-P3HT and L-P3HT, respectively (Figure 4.6). For the 
blend films comprising H-P3HT:PCBM (Figure 4.4, bottom panels), the 0-0 absorption transition 
became more pronounced upon this treatment while for the binary structures fabricated with L-
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P3HT (Figure 4.4, middle panels) no further increase in the degree of aggregation was found, 
supporting the picture that the ordering of L-P3HT:PCBM blend films is kinetically less hindered due 
to the predominantly un-entangled nature of this short-chain P3HT.  
 
 
Figure 4.6: Near edge X-ray absorption fine structure (NEXAFS) spectra and microscope images of 96 hour annealed blend 
films (150 
o
C) comprised of PCBM blended with L-P3HT (top) and H-P3HT (bottom). NEXAFS spectra show measured data, 
fit and residuals. From these fits the PCBM content of the polymer matrix was calculated. Optical micrographs (right) 
display the macroscopic crystals of PCBM. 
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Figure 4.7: Grazing-angle incidence wide-angle X-ray scattering patterns of as-cast and annealed P3HT/PCBM bilayers. Left: 
L-P3HT/PCBM bilayers, as-cast (top) and annealed at 150 
o
C for 30s (bottom). Right: H-P3HT/PCBM bilayers, as-cast (top) 
and annealed at 150 
o
C for 30 s (bottom). 
 
In stark contrast to the blend films, L-P3HT/PCBM and H-P3HT/PCBM-bilayers showed a 
significant increase in their disordered absorption feature at low wavelengths already upon 
annealing for 30 s, accompanied by a small decrease in the relative 0-0 transition (Figure 4.4, right 
panel; dashed lines). This strongly suggests that interdiffusion of the PCBM molecules into the 
polymer layer disrupts the aggregated P3HT moieties, as previously postulated,10 leading to this 
observed changes in the UV-vis spectra. In accord with the former observation is the fact that such 
short-annealed bilayers displayed –in strong disparity with the P3HT:PCBM blend systems– a five-
fold decrease in PL when compared to the as-prepared bilayers (Figure 4.4, right panels), concurrent 
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with a higher degree of intermixing of the fullerene into the polymer. These observations appear to 
agree with initial GIWAXS measurements where changes in the -diffraction are observed (Figure 4.7). 
The latter is more pronounced in bilayers comprised of H-P3HT, possibly supporting that the 
diffusion of PCBM may disrupt the aggregation of P3HT for this molecular weight. The dependence 
of this effect on molecular weight is consistent with a previous report using lower molecular weight 
P3HT (Mw = 42.2 kg/mol) where diffusion of PCBM did not strongly disrupt P3HT order.
15 Note, 
though, that in H-P3HT/PCBM systems prolonged annealing (96 hours / 150 °C) resulted in an 
increase in the PL compared to the short-annealed system, suggestive of the components phase 
separating during this treatment. 
It is clear from the UV-vis, PL spectroscopy data and complementary GIWAXS measurements 
that the two processing protocols discussed here lead to entirely different phase morphologies in 
the various P3HT:PCBM and P3HT/PCBM systems investigated here. As a consequence, the resulting 
architectures follow different solid-state structure developments upon further post-deposition 
treatment, such as annealing. It is therefore evident that the D-SIMS and TAS data presented in 
Figure 4.1 and Figure 4.2 address different microstructures and, hence, require greater 
understanding to be compared directly. Because the four systems –i.e. H-P3HT:PCBM, L-P3HT:PCBM, 
H-P3HT/PCBM, L-P3HT/PCBM– provide a range of different phase morphologies, it is however also 
clear that obtained is a means to elucidate how aggregation, phase separation and intermixing affect 
the optoelectronic processes. Indeed, the largest portions of intermixed phase are found in the as-
cast H-P3HT:PCBM blend films and L-P3HT/PCBM bilayer structures that were annealed for 30 s at 
150 °C, while prolonged annealing of H-P3HT:PCBM leads to a system that comprises a considerable 
fraction of relatively pure phases. A well-defined two-phase system is obviously provided by the as-
prepared bilayers (see Figure 4.4 for schematic illustrations of the various microstructures). 
When comparing the binaries of highest/lowest intermixing, it is intriguing to find that the 
highest charge generation deduced from the ΔOD measured in TAS is found for the most intermixed 
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structures: i.e. as-cast H-P3HT:PCBM blend films and short-annealed H-P3HT/PCBM bilayers (Figure 
4.8). The stronger the systems phase separate, driven by annealing of P3HT:PCBM blend thin-films, 
the lower the measured ΔOD; as-prepared bilayers feature the lowest charge generation.  
 
Table 4.1: Relative PL intensity, PL quenching (PLQ) and dissociated polaron yield (ΔOD) of P3HT-PCBM systems. 
 
 Photoluminescence TAS  
 
Blend   (wt%) 
Rel. intensity 
(%) 
PLQ 
(%) 
mΔOD/OD 
(at 400 ns) 
mΔOD/PLQ 
H-P3HT  (100) 100 0 0 N/A 
   (95) 33 68 0.13 0.19 
   (50) 8 92 0.2 0.22 
L-P3HT   (100) 100 0 0 N/A 
  (95) 20 80 0.09 0.11 
  (50) 14 86 0.16 0.19 
     
Blend: evolution with thermal 
annealing  
    
H-P3HT:PCBM  (as cast) 8 92 0.3 0.33 
H-P3HT:PCBM  (annealed, 30 s) 13 87 - - 
H-P3HT:PCBM  (annealed, 96 hr) 18 82 0.2 0.24 
L-P3HT:PCBM  (as cast) 14 86 0.19 0.22 
L-P3HT:PCBM  (annealed, 30 s) 28 72 - - 
L-P3HT:PCBM  (annealed, 96 hr) 57 43 0.12 0.28 
     
Bilayer: evolution with thermal 
annealing  
    
H-P3HT/PCBM  (as cast) 89 11 0.02 0.18 
H-P3HT/PCBM  (annealed, 30 s) 18 82 0.18 0.22 
H-P3HT/PCBM  (annealed, 96 hr) 39 61 - - 
L-P3HT/PCBM  (as cast) 86 14 0.08 0.57 
L-P3HT/PCBM  (annealed, 30 s) 20 80 0.16 0.20 
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Figure 4.8: Transient absorption signals: phase purity dependence of dissociated polaron yield (ΔOD) of L-P3HT (red) and H-
P3HT (blue) systems for P3HT:PCBM blends (top) and P3HT/PCBM bilayer (bottom) systems, following pulsed laser 
excitation at 520 nm at an excitation intensity of 2 μJ cm
-2
 and a probe wavelength of 980 nm. Data for as-cast samples are 
shown in lighter shades. Annealed samples are shown in darker shades. The bilayer samples were annealed at 150 
o
C for 30 
s, corresponding to the most mixed state of the bilayers. The blend samples were annealed at 150 
o
C for 96 hours, 
corresponding to the most phase pure state of the blends. 
 
Next, the difference in the transient absorption signal amplitudes of the various systems are 
considered. The question that arises here is why such differences are observed in the ΔOD for the 
various P3HT:PCBM samples; whether the difference originates from variation in exciton quenching 
at the donor/acceptor interface or, rather, whether the dissociation of charge transfer states into 
free photogenerated charge carriers (geminate recombination) is influencing the observed trend. 
The summarised ΔOD signal intensities are shown in Table 4.1. They are normalized for variations in 
the density of absorbed photons due to variations in film optical density at the excitation 
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wavelength, ΔOD/OD and variations in PL quenching (PLQ) ΔOD/PLQ observed between the blend 
films. It is apparent that for the as cast blends and annealed bilayer films, these changes in ΔOD 
signal intensities, and therefore yield of dissociated polarons, do not correlate with the variation in 
PL quenching observed between the films. As such, these variations in polaron yields cannot be 
assigned primarily to changes in the efficiency of exciton dissociation. Rather, as has been concluded 
previously for other materials systems,40,43 the observation in variation of the polaron yield is more 
reasonably assigned primarily to variations in geminate recombination losses on the pico-
nanosecond timescales and, thus, to the variations in the efficiency of dissociation of interfacial 
charge transfer (CT) states into free charges. 
 
4.3 Conclusion 
Our observations give clear guidelines on how to optimise the photo-physical processes 
leading to charge generation in OPV systems by providing for a certain degree of miscibility between 
the donor and acceptor material. Indeed, our results highlight the importance of an intermixed 
phase in the processes of exciton quenching and charge generation in these systems. It is important 
to underline, however, that it seems critical that these intermixed phases co-exist with relatively 
phase-pure regions (e.g. crystalline P3HT moieties), in agreement with recent findings.44 In fact, full 
miscibility, i.e. formation of a one-phase system comprised of a solid solution appears not to be 
desirable.15,17,45 Structures comprising low PCBM fraction, where rather complete intermixing can be 
expected, consistently showed lower charge generation independent of the processing protocols 
selected. This is because geminate recombination processes very likely will limit charge generation 
and device performance.39 On the contrary, for binaries comprising 50 wt% of the fullerene where 
some fullerene aggregation can be expected, higher ΔOD values were measured. The optimum 
amount of intermixing still needs to be quantified and may vary from system to system; clearly, it 
will also depend on the lateral length scales of the phases created. 
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In addition, it is evident that compromises need to be reached between optimising excited 
state quenching, charge generation (which according to our study are favoured by phase 
morphologies comprising considerable fractions of an intermixed phase along with phase-pure 
regions) and the subsequent processes resulting in best device performance. Indeed, highest solar 
cell efficiencies for P3HT:PCBM systems comprising 50 wt% PCBM are obtained after annealing of 
solution-cast active layers – that is in a system of lower excited state quenching where larger 
quantities of relatively phase-pure domains of the two components can develop. Our findings 
moreover should assist in designing new OPV materials and aid in advancing reliable processing 
protocols without the need of time-consuming trial-and-error procedures.  
In conclusion, our observations show the significance and intricacy of the processes leading 
to the structural evolution of BHJs, including: diffusion, phase separation and frequently, the 
interplay between crystallisation and vitrification. These processes have been shown to have a 
significant effect on the photo-physical processes leading to polaron formation and are believed to 
be strongly affected by the degree of geminate recombination which acts as a loss mechanism, 
tuneable by the processing route employed. Furthermore it is proposed that the molecular weight of 
the polymer can be used as a tool to optimise the microstructure not only by the chain 
extended/semicrystalline nature of L-P3HT and H-P3HT, respectively, but also because of the 
difference in rate of ordering seen between the two materials. Consideration of the sensitive 
interplay of structural processes is of paramount importance to realise a microstructure that allows 
formation of a certain fraction of intermixed phase. Thereby, the dependence of these processes on 
the initially prepared microstructure needs to be taken into account. Inducing more crystalline 
structures, for instance (as realised here in as-cast bilayers) reduces not only interdiffusion of the 
two components but also limits our means to readily induce partial phase separation. Annealing can 
lead to higher intermixed structures, but in other cases to more pronounced phase segregation 
depending on the initial solid-state microstructure, phase morphology and the ‘intrinsic’ miscibility 
of the system. Note in this context that changes in microstructure can also influence other 
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properties such as the ionisation potential of the material. Clearly, intimate knowledge of the 
chemical interaction potential and crystallisation behaviour between the two components will thus 
be a highly useful tool to predict the thermodynamically more favoured state. Such considerations 
can be expected to be even more relevant for systems that have a low tendency to molecularly 
order, such as some of the more complex donor:acceptor polymers or many of the newly developed 
electron accepting materials where the driving force to crystallise and, hence, phase separation is 
dominated by the mutual miscibility of the key components. Relatively straight-forward techniques, 
such as PL and UV-vis spectroscopy, thereby provide highly valuable insight in the structural features 
of these systems. 
 
4.4 Materials and methods 
Solutions: were prepared from chlorobenzene, by dissolving the solute at 80 oC with stirring. 
All of the substrates were washed sequentially in: deionised water (with 0.1 vol%) detergent); 
acetone and iso-propanol for 15 minutes each with ultrasonication, followed by blow-drying with 
nitrogen. 
Blend films: were fabricated by dissolving the polymer and fullerene at appropriate ratios, so 
the total solute concentration was 20 mg/ml in chlorobenzene. These solutions were then spin-
coated at 1200 rpm onto pre-cleaned glass substrates and dried under vacuum for 24 hours. At this 
point sample measurements were carried out, which are termed as-cast. Thermal annealing was 
carried out in a vacuum oven for 30 s (short annealed) and 96 hours (long annealed) in the dark and 
are termed short- and long-annealed within the chapter. 
Bilayers: were fabricated by spin-coating PCBM 30 mg/ml at 800 rpm for 60s onto a first 
substrate (glass for UV-Vis, PL and TAS or SiO2 for d-SIMS, GIWAXS samples were made on Si 
substrates while those for STXM were made on PSS-coated glass substrates). P3HT was then spin-
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coated 20 mg/ml at 1200 rpm for 60 s onto a SiO2 substrate. The two bilayer component layers were 
left under vacuum for 48 hours to aid removal of residual solvent. The P3HT layer was then 
delaminated using a 5 vol% solution of HF in water and subsequently floated onto a bath of 
deionised water. The free-floating P3HT films were then picked up by PCBM coated substrate. The 
bilayers were then placed under vacuum for 12 hours the aid lamination. Thermal annealing was 
then carried out for 30 s (short annealed) and 96 hours (long annealed). Samples prepared for D-
SIMS and TEM had a subsequent layer of polystyrene floated on top to aid intensity and sputter rate 
calibration of the D-SIMS. Ongoing work has demonstrated good agreement with the elemental and 
larger fragment signals, implying that, in this case, elemental signals provide a good tool for probing 
molecular vertical composition. 
Depth profile secondary ion mass spectrometry (D-SIMS): An Ion TOF 5 SIMS was used to 
measure depth profiles of bilayer samples. All samples were sputtered using a 1kV Cs+ (~75 nA) 
beam across a 250 x 250 µm square. Analysis was carried out using a Bi3
+ (~1 pA) beam over the 
central 50 x 50 µm region of the sputter crater with charge compensation and negative ions were 
collected. 
Near-edge X-ray absorption fine structure (NEXAFS): was conducted at Beamline 5.3.2.2 of 
the ALS.44 During measurement, the chamber was filled with 1/3 ATM He. Miscibility values of long 
annealed samples were determined from absorbance measurements following previously described 
procedures.45 
Grazing-angle incidence wide-angle x-ray scattering (GIWAXS): measurements were carried 
out at Beamline 7.3.3. of the Advanced Light Source using a Dectris Pilatus 1M photon counting 
detector. Samples were measured at an incident angle of ~0.13o, above the critical angle so the X-
ray beam penetrated to the substrate. The photon energy used for GIWAXS was 10 keV. Air scatter 
which provides a background signal was reduced using helium gas. 
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Transmission electron microscopy (TEM): To characterise the morphology and thickness of 
the polymer layers an electron transparent cross-section of the polymer films on Si/SiO2 was 
prepared using a focussed ion beam (FIB) dual beam system (FEI Helios NanoLab). Initially, the 
surface of the polymer films was coated with a thin (~15 nm) chromium layer to provide a 
conductive surface. A platinum strap was then deposited onto the surface to protect surface 
features. The region surrounding the Pt strap was then milled using 30 kV Ga+ ions creating a 
lamella. The lamella, when extracted and attached to a TEM grid, was thinned using the Ga+ beam, 
operated at successively lower accelerating voltages and beam currents. The prepared specimen was 
examined using an FEI Titan 80-300 TEM operated at 300 kV in STEM mode, with incoherently 
scattered electrons collected using a high angle annular dark field (HAADF) detector to form the 
images. The brightness and contrast of the HAADF detector are optimised to provide maximum 
contrast between the polymer layers. Since the cross-section was taken parallel to a cleaved 
crystalline edge of the Si/SiO2 substrate, the diffraction pattern produced from the substrate can be 
used to tilt the lamella so that the substrate surface is parallel to the electron beam, ensuring the 
interfaces within the polymer films are also parallel to the electron beam.  
UV-vis absorption: All measurements reported in this thesis utilised a Perkin-Elmer Lambda 
35 spectrophotometer, an increment of 1 nm and acquisition rate of 980 nm/min. Displayed data 
are (1 – transmission) and therefore encompass both absorption and scatter. 
Photoluminescence: All measurements reported utilised a Horiba Spex Fluormax-1 spectro-
fluorometer with an acquisition angle of 60o. Slit widths were set at 5 nm, and an excitation 
wavelength of 520 nm was used. 
Transient absorption spectroscopy: excitation of the sample film was under a nitrogen (and 
oxygen) atmosphere and pumped with a Nd:YAG laser (Lambda Photometrics). The excitation 
wavelength used was 520 nm, with a pump intensity of between 2-4 J cm-2 using a repetition 
frequency of 20 Hz. The halogen lamp used was a 100 W quartz (Bentham, IL 1) with a stabilised 
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power supply (Bentham, 605). The probe light source was 980 nm, which had been previously 
ascribed to P3HT+ polarons.1 The probe light passing through the sample film was detected with a 
silicon photodiode (Hamamatsu Photonics, S1722-01). The signal from the photodiode was pre-
amplified and sent to the main amplification system with an electronic band-pass filter (Costronics 
Electronics). The amplified signal was collected with a digital oscilloscope (Tektronics, TDS220), this 
was synchronised with a trigger signal of the pump laser pulse from a photodiode (Thorlabs Inc., 
DET210). To reduce stray light, scattered light and sample emission, a pair of monochromators and 
appropriate optical cut-off filters were placed before and after the sample. 
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Chapter 5 
5 Fullerene-induced 
vitrification of 
semiconducting donor 
polymers  
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5.1 Introduction 
Organic photovoltaics have seen a rapid increase in performance over recent years, with 
certain polymer:fullerene blends now attaining efficiencies of around 10%. This improvement has 
mainly been due to materials development. However, there is still a lack of key understanding of 
why certain acceptors work well only in combination with certain donors.1 Moreover, small 
variations in the chemical structure of the active materials can lead to significant differences in 
device performance,2-4 rendering materials design often to be intricate and cumbersome trial-and-
error exercises. 
One reason for these differences that are observed in devices even for very similar materials 
is that the manipulation of the chemical structure can (in the case of RR-P3HT) result in an alteration 
of the energy levels,1, 5 which, in the case of the LUMO of the acceptor, should either promote 
charge dissociation or increase the open circuit voltage (Voc) with a given donor. Chemical changes 
lead, however, also to a different miscibility of the two components, which can affect OPV device 
characteristics considerably.6, 7 There is, hence, a strong drive to improve our understanding of the 
interplay of: solubility in a given solvent; mutual miscibility of the two components and their 
aggregation/crystallisation behaviour, on the final photo-physical properties of such donor:acceptor 
blends. More specifically, in-depth insights are required about the solubilities of donor and acceptor 
in a given solvent and how this influences the solidification of each material during solution casting 
and, indeed, the solidification sequence. This in turn strongly determines to what extent the 
materials can molecularly order and whether vitrification dominates solidification, which results in 
the formation of a kinetically trapped solid solution. If the materials crystallise –at least partly– 
during casting, knowledge has to be obtained whether coarse phase separation occurs, resulting 
often in the formation of large, relatively pure domains. Conversely, if miscibility of the components 
is high or ordering of at least one component is hindered, a single highly intermixed phase may be 
generated. 
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In order to address how these phenomena and resulting phase morphologies affect the 
processes relevant in photovoltaic devices, we selected donor:acceptor systems utilising three 
different C60 fullerene derivatives as the acceptor, namely, [6,6]-phenyl-C61-butyric acid methyl 
ester (PCBM), bis(1-[3-(methoxycarbonyl)propyl]-1-phenyl)-[6.6]C62 (bis-PCBM), 1’,1’’,4’,4’’-
tetrahydro-di[1,4] methanonaphthaleno[5,6]fullerene-C60 (ICBA) (structures shown in Figure 5.1 A). 
These show significant promise in terms of both device performance8, 9 and for scale-up of 
production. They also have different aggregation and crystallisation behaviour which should affect 
their miscibility with the donor. As the donor we chose for similar reasons to use a polymer with well 
understood and measureable crystallisation behaviour, i.e. poly(3-hexylthiophene-2,5-diyl) P3HT, 
with the highest molecular weight that was available, in this case “H-P3HT” (Mn=70, Mw=135 kg/mol) 
This allows for a clearer comparison of the effect of the respective fullerene on the formation of 
molecularly ordered domains within the polymer and the resulting fractions of mixed and pure 
phases that will be present in the final structure. Furthermore, P3HT, unlike many polymers shows 
distinct phase transitions observable during thermal analysis, thereby providing an additional tool to 
probe certain structural characteristics of such blends.  
 
5.2 Results and discussion 
We first set out to gain an initial understanding of the fullerene’s influence on the structural 
formation of the polymer and, hence, the one of the corresponding blends, by studying the thermal 
behaviour of the selected H-P3HT:fullerene systems. To this end we measured the polymer’s melting 
temperature as a function of fullerene content for blends spanning the entire composition range 
(Figure 5.1 B). We observe a clear melting point depression of the H-P3HT upon addition of either 
fullerene which means that the melting point of the polymer in a blend with a given fraction of the 
respective fullerene, Tm, is lower than the melting temperature of the neat polymer, Tm
0. Thereby, a 
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similar trend is found for all three systems. The similarity in melting point depression implies that 
the different fullerene:polymer blends display comparable Flory-Huggins interaction parameter (χpf) 
 
Figure 5.1: Thermal behaviour of three H-P3HT:fullerene blends, showing clear differences between the binaries systems. 
A: Chemical structures of the fullerenes investigated here: PCBM (left, squares), bis-PCBM (middle, triangles) and ICBA 
(right, circles). The same symbols are used for each fullerene throughout this chapter. B: Differential scanning calorimetry 
first heating thermograms (heating rate = 10 
o
C/min) of P3HT:fullerene binaries cast from solution and of a P3HT content 
as indicated: ICBA (left), bis-PCBM (middle) and PCBM (right). C: Non-equilibrium binary phase diagram deduced from the 
end-of melting of the various polymer:fullerene blends obtained in B. Overlaid lines are as a guide for the eye. D: Fusion 
endotherm of P3HT (ΔHf
P3HT
) as measured for the different binaries with ICBA (green), bis-PCBM (yellow) and PCBM (black). 
The ΔHf
P3HT
 was extracted from the integral of the melting endotherm and normalised for the mass of polymer in the 
sample, thus, enabling comparison of the degree of crystallinity of the polymer in the different blends. 
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 as deduced from the combination of Gibbs free energy change of melting and the Flory-Huggins 
solution theory10 (Equation 5.1): 
 
  
 
  
 
 
  
  
 
   
    (
  
  
) (        
 )    Equation 5.1 
 
where νd is the volume fraction of fullerene, R is the ideal gas constant, ΔHf
P3HT is the 
enthalpy of fusion of the polymer, and vp and vd are the monomer volumes of the polymer (P3HT) 
and diluent (fullerene) respectively. This observation would imply that the miscibility of the three 
fullerenes with H-P3HT is comparable. Accordingly, one would expect similar amount of intermixed 
phases to be present within these blends. However, the opposite is observed: strong variations are 
found for the three systems with respect to the extent the different fullerenes quench the H-P3HT’s 
photoluminescence (PL) — with the photoluminescence quenching (PLQ) giving a direct indication of 
the degree of molecular mixing of the two components (Figure 5.2). Indeed, while all blends exhibit 
increased quenching with fullerene content, those comprising bis-PCBM consistently display the 
highest PL emission (i.e. the lowest PLQ) across the entire composition range, while the lowest PL 
(highest PLQ) is observed for binaries comprising ICBA, with an interim behaviour found for PCBM-
containing blends. This suggests that the presence of more intimately mixed phases are present in H-
H-P3HT:ICBA- and H-P3HT:PCBM-blends compared to H-P3HT:bis-PCBM binaries despite the fact 
that the χpf seem to be comparable for the three systems.  
The question arises what causes this observed discrepancy between our thermal analysis 
data (i.e. comparable χpf values of the three blends, indicating a similar miscibility between the 
selected fullerenes and P3HT) and the observed photoluminescence quenching of those systems. 
One obvious reason is that the solidification mechanisms between the three systems are drastically 
different. For instance, highly intermixed, quenched ‘solid solutions’, where a substantial fraction of 
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the polymer is frozen into a finely intermixed state with the fullerene, may form depending on the 
fullerene selected and blend composition, as has been shown for P3HT:PCBM binaries.11  
The presence of such a highly intermixed solid solution observed in solution cast blends may 
be strongly influenced by vitrification during solution casting. The phenomenon of vitrification is 
essentially a trapping of the microstructure of system (comprised of one or more materials) and is 
achieved by bringing the system to a temperature or composition in the glassy regime. (e.g. by 
rapidly cooling a material to below the glass transition temperature, Tg, or by rapid removal of a 
plasticizer, such as a solvent during solution casting). As the system is no longer able to freely 
reorganise, the microstructure attained at the point of vitrification will be retained, even if it is not 
the thermodynamically most favourable state, hence resulting in kinetic trapping of the structure. 
For this reason we consider vitrification in the context of a polymer:fullerene:solvent ternary blend, 
where the interplay between plasticizing effect of the solvent and the reported vitrifying effect of 
fullerene may strongly influence the polymers ability to order and hence the microstructure that is 
formed.11 It is worthwhile to note that by changing the chemical structure of the fullerene 
employed, the Tg of the fullerene may also alter. 
To investigate whether the H-P3HT had ordered to different extents within the solution cast 
binaries, we measured the integral of the melting peak ascribed to H-P3HT within the various blends 
(Figure 5.1 D), which is directly correlated to the polymer’s degree of crystallinity and, hence, gives 
an indication how strongly a given fullerene hinders its crystallisation. Thereby, lower integral 
signifies a stronger vitrifying effect of the acceptor on the polymer. The relative degree is crystallinity 
(rDoC) is calculated via Equation 5.2: 
 
       
Δ        (     )
Δ       (    )
      Equation 5.2 
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where ΔHf
 P3HT (blend) and ΔHf
P3HT (P3HT) are the enthalpy of melting for the blend and neat material 
respectively.  
Table 5.1: A table showing the melting enthalpies of P3HT when blended with the three different fullerenes at two 
compositions. All values are normalised to the measured melting of neat P3HT (28.9 J/g) to yield the relative degree of 
crystallininity (rDoC). 
 
H-P3HT:fullerene 
(weight ratio) 
H-P3HT:ICBA H-P3HT:PCBM H-P3HT:bis-PCBM 
60:40 0.55 0.76 0.84 
30:70 0.23 0.68   0.74 
 
For all three systems, there is a clear reduction in rDoC with increasing fullerene loading, 
supporting this previously forwarded picture that fullerenes can act as vitrifier for H-P3HT. The 
lowest rDoC is consistently observed for ICBA blends, followed by binaries comprising PCBM, with 
bis-PCBM containing systems always exhibiting the highest rDoC. A summary of the degree of 
crystallinity of the polymer within the blend relative to neat P3HT are displayed in Table 5.1. All 
blends retain, though, a certain crystalline fraction of the polymer even at high content of the 
fullerenes.  
Based on these data we suggest a structural picture where the polymer can crystallise to the 
greatest extent in the binary comprising bis-PCBM, which results in more prominent phase 
separation with H-P3HT and, hence, the lowest amount of PL quenching. At the other side of the 
spectrum are the ICBA-containing blends; ICBA acts as the strongest vitrifier, inhibiting the 
crystallisation of P3HT during the casting process most, in agreement with our PLQ data.  
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Figure 5.2: PL emission characteristics of pristine solution-cast P3HT:fullerene blends, showing clear differences in 
emission intensity. A: Corrected emission of blends comprising ~55 wt% P3HT and: ICBA (green circles), bis-PCBM (orange 
triangles) and PCBM (black squares) respectively (corresponding to the optimised OPV devices discussed subsequently). B: 
Normalised PL intensity of the different blends plotted as a function of composition. All data has been corrected for 
differences in number of absorbed photons at the excitation wavelength of 520 nm and normalised to the emission of neat 
P3HT. 
 
Note in this context that these H-P3HT:ICBA solid solutions that form upon blending seemed to 
be rather stable. For instance, annealing H-P3HT:ICBA blends (30:70 weight ratio) at 165 °C for 1 hour 
did not lead to any increase in rDoC (Figure 5.1 D, open circles). In strong contrast, for H-P3HT:PCBM 
and P3HT:bis-PCBM binaries, an increase in the rDoC is recorded during an identical heat treatment. In 
the case of the H-P3HT:PCBM blend micron sized fullerene crystals (similar to those displayed in Figure 
4.6 bottom) are observed. These observations, in conjunction with the found, higher values for rDoC 
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(open squares and triangles) suggest that the quenched amorphous solution is less stable in these 
systems containing PCBM and bis-PCBM. 
  
Figure 5.3: J-V characteristics of H-P3HT:fullerene devices optimised for thickness and composition (P3HT content: ~55 wt 
%) after annealing at 165 °C for 7 minutes. 
   
 
Figure 5.4: Optoelectronic features of H-P3HT:fullerene blends (P3HT content: ~55 wt %). Left: Absorption spectra of 
P3HT:fullerene blends prepared under the same conditions as those used for OPV devices, showing similar absorption 
profiles for all three systems. Right: Hecht Analysis for devices made with such P3HT:fullerene blends showing the mobility-
lifetime product as a function of light intensity for systems comprising PCBM (black squares), ICBA (green circles) and bis-
PCBM (orange triangles). All devices appear to exhibit relatively independent mobility lifetime as a function of light 
intensity. 
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Intriguingly, the different tendencies towards vitrification of the various blends seem to 
correlate with the Jsc of OPV devices fabricated with them (~55 wt % H-P3HT; Figure 5.3). The 
differences in Voc are ascribed to the subsequently higher LUMOs of PCBM, bis-PCBM and ICBA as 
reported previously.8, 9 The highest Jsc is observed for the blends comprising the greatest fraction of 
solid solution (H-P3HT:ICBA and H-P3HT:PCBM), compared to the more prominently phase-
separated P3HT:bis-PCBM binary. Since the three systems had similar absorption profiles (Figure 5.4, 
left) we can eliminate differences in number of absorbed photons as the origin of this difference in 
Jsc.  
To investigate the photophysical origin of the differences in photo-collected charge 
efficiency for the different blends, the mobility-lifetime product was used as a tool to probe the 
recombination mechanism. The mobility-lifetime is the average free charge carrier mobility (of both 
holes and electrons) multiplied by the lifetime of these free charge carriers, and hence relates to the 
probability of collecting these carriers.12  It can be modelled from the shape of the JV curve of an 
OPV device. If the free charge generation is linear with the incident light intensity, the light intensity 
can be used as a tool to effectively vary the number of free charge carriers generated within the 
device, thus enabling the effects of charge carrier concentration to be probed. If the mobility-
lifetime is independent of light intensity (and hence carrier concentration) then the recombination 
mechanism is ascribed as mono-molecular, whereas if the mobility lifetime product reduces with 
increasing light intensity then a greater tendency towards bimolecular recombination is ascribed.12  
The mobility-lifetime was therefore used to assess whether the differences in 
vitrification/microstructure affected recombination processes in the corresponding active layers 
(Figure 5.4, right). Across the light intensities probed, all three systems exhibited generally mono-
molecular recombination characteristics, implying a similar recombination mechanism in all cases. 
This is significant as it indicates that even with drastically varied fractions of finely intermixed and 
crystalline material, recombination mechanism in all cases appears comparable for all the 
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P3HT:fullerene systems investigated. Based on our observations we attribute the difference in Jsc of 
the devices to a change in conversion of the absorbed photons into free charge carriers. For the 
systems where smaller fractions of intermixed solid solution co-exist with phase-pure polymer 
(deduced from rDoC) and likely phase-pure fullerene domains, less charges are generated supporting 
the picture that exciton dissociation occurs in finely intermixed phases as long as minority fractions 
of a phase pure donor and/or acceptor are present.13, 14 In agreement with this model is also the fact 
that we observe modest increase in fill factor of 0.66, 0.67 and 0.70 when changing the fullerene 
from bis-PCBM, PCBM and ICBA, respectively. This indicates more bias-independent charge 
collection efficiency in the systems containing higher intermixed fractions. 
This structural picture is further corroborated by grazing-angle incidence wide-angle X-ray 
scattering (GIWAXS) (Figure 5.5), whereby the 2D scattering plots solution-cast blends of H-
P3HT:fullerene (annealed for 7 minutes, 165 oC) are displayed (Figure 5.5. A) for compositions of 30 
and ~55 wt% of P3HT. Within these blends the lamellar reflections of P3HT (labelled (100), (200) and 
(300) in Figure 5.5 A, centre-top panel), are seen to differ in intensity depending on both the 
composition and fullerene present. The intensity of these peaks is related to the rDoC of the P3HT, 
and thereby gives an indicator of how much of the P3HT is ordered within the different samples. 
Line plots (Figure 5.5. B) are taken through the centre of the lamellar reflections (i.e. a vertical line, 
at Qxy =0) and clearly show the blends comprising the higher P3HT composition have more intense 
lamellar reflections, implying a higher rDoC, which is concurrent with our DSC measurements. 
Interestingly the PCBM and ICBA samples are comparable in both compositions, whereas in both 
cases the blends with bis-PCBM exhibit more intense lamellar reflections, indicative of a higher rDoC 
of P3HT.  
Clearly, in the binary blends investigated here, there appears to be a delicate balance between 
the amount of solid solution and the more phase-pure fractions. The systems that constitute the 
largest amount of intermixed fraction in conjunction with phase-pure domains (PCBM- and ICBA-
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comprising blends), more efficiently collect photo-generated charge. In contrast, the system where 
more pronounced phase separation occurs (H-P3HT:bis-PCBM blends) shows a lower short-circuit 
current, which we attribute to the lower charge generation and collection efficiency.  
 
 
 
Figure 5.5: GIWAXS data obtained for H-P3HT:fullerene blends (P3HT composition shown inset) annealed at 165 °C, for 7 
minutes. A: 2D-scattering patterns of blends comprising 30 wt% (top) and ~55 wt% (bottom, corresponding the most 
efficient OPV devices fabricated with each fullerene) P3HT and, respectively, PCBM, bis-PCBM and ICBA. For reference, the 
positions of the lamellar reflections have been labelled in the middle graph. B: Scattering intensity of the Qz (vertical) line 
plot taken from the 2D images shown in A. Systems of a 30 (left) and ~55 (right) wt% of H-P3HT; blended with PCBM 
(black), bis-PCBM (orange) and ICBA (green). Inset shows the (100) diffraction on a linear scale to aid comparison. 
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This latter picture is consistent with data we obtain on H-P3HT/fullerene bilayers where the 
vitrification of the polymer is limited because in the absence of the fullerene the polymer can 
molecularly order and aggregate first as a neat polymer film is cast, which is then laminated onto a 
fullerene layer. The fullerene diffuses into the pre-aggregated polymer at various temperatures, 
after annealing for 30 s, (Figure 5.6 A), with all fullerene exhibiting a clear increase in intermixed 
quantity with increasing temperature. Additionally, it appears that when the quantity of fullerene 
that has diffused into the polymer is plotted against the intensity of the PL (Figure 5.6 B) that all 
systems appear to collapse onto a similar curve. Since the polymer was able to order prior to 
introduction of the fullerene it may suggest that in the case of the bilayer samples, it is the quantity 
of the fullerene that is present within the polymer layer that dictates the PLQ. 
 
  
Figure 5.6: Evolution of the structural and optoelectronic properties of P3HT/fullerene bilayers. A: Evolution of fullerene 
content in the polymer layer after annealing for 30 s at a given temperature, as deduced from D-SIMS profiles and 
calibration curves. B: Normalised PL values for the different bilayers after annealing: H-P3HT/PCBM (black squares), H-
P3HT/ICBA (green circles) and H-P3HT/bis-PCBM (orange triangles) plotted against fullerene content within the P3HT layer. 
 
5.3 Conclusions 
In conclusion, it is clear that while the fullerenes investigated here exhibit relatively similar 
miscibilities as deduced from DSC and D-SIMS, drastic differences in the degree of vitrification of the 
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donor polymer upon solution casting with these fullerenes was observed. The vitrification can lead 
to the formation of a kinetically trapped solid solution, which has significant influence on 
optoelectronic processes within the blend. In systems where a kinetically trapped solid solution was 
present, the most efficient PLQ – i.e. highest exciton dissociation – was observed. It is important to 
note, though, that thermal analysis confirms that even for blends comprising ICBA, phase pure P3HT 
regions co-exist, leading to efficient charge extraction. In systems with the most prominent phase 
separation, the least efficient PLQ and lower short circuit current were observed.  
Our results highlight the governing influence of fullerene-induced vitrification and 
emphasize the delicate balance of phases required for most efficient device performance. The 
effects of vitrification during solution casting could be observed to persist even after thermal 
annealing, highlighting the importance of the processing memory during solution casting on the final 
microstructure and, terminally, device performance. These findings may help answering the 
questions related to why certain fullerenes do not make efficient solar cells with some polymers, or 
at certain blend ratios. They also give insights why many of the more rigid polymer currently used in 
OPVs (e.g. thieno[3,2-b]thiophene-diketopyrrolopryrrole containing polymers) typically require 
larger fractions of fullerene for realising optimum device performance. 
 
5.4 Materials and methods 
Bilayer fabrication: Bilayers were fabricated via spin-coating fullerene (30 mg/ml) onto a pre-
cleaned substrate at 1000 rpm for 60 s. This film was then stored under vacuum for two days to aid 
removal of residual solvent. Polystyrene sulphonate (PSS) was spin-coated onto a different substrate 
(8 mg/ml in deionised water) at 3000 rpm for 45 s and subsequently dried under vacuum for 1 day. 
On top of this layer, P3HT (15 mg/ml in chlorobenzene) was spin-coated at 1200 rpm for 45 s, 
followed by 2000 rpm for 7 s. This stack was then dried under vacuum for two days. Following 
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drying, the P3HT film was delaminated and floated onto a bath of water where it was picked up 
using the PCBM-covered substrate. The bilayers were dried under vacuum for a subsequent 2 days 
to remove any residual water. Samples were then annealed in the dark for 30 s at the temperatures 
indicated in the main text and rapidly cooled on an ambient metal block. Further preparation of D-
SIMS samples was carried out as previously reported (chapter 4). Optical samples were prepared on 
glass substrates, and D-SIMS samples on SiO2.Thermal annealing of samples (as indicated in the main 
text with annealing temperature) was carried out for 30 s under nitrogen. 
Blend fabrication: Blend samples were prepared by dissolving the appropriate 
polymer:fullerene ratio (20 mg/ml total mass) in chlorobenzene to which 1.5 vol% 
chloronaphthalene was added. Spin-coating was carried out at 1200 rpm for 45 s, followed by 2000 
rpm for 7 s. Optical samples were prepared on glass; GIWAXS samples on silicon wafer and OPV 
devices on ITO glass as discussed below. Samples that were thermally annealed (as indicated in the 
main text) were heated at 165 oC for 7 minutes under nitrogen. 
Grazing-angle incidence wide-angle x-ray scattering (GIWAXS): measurements were carried 
out at Beamline 7.3.3. of the Advanced Light Source using a Dectris Pilatus 1M photon counting 
detector. Samples were measured at an incident angle of ~0.13o, above the critical angle so the X-
ray beam penetrated to the substrate. The photon energy used for GIWAXS was 10 keV. Air scatter 
which provides a background signal was reduced using helium gas. 
Device Fabrication: Glass substrates coated with ITO were cleaned in acetone in an 
ultrasonic bath, followed by sequential washing in deionised water comprising 2 vol% soap, 
deionised water and isopropyl alcohol for 20 minutes each, followed by drying with nitrogen. A 40 
nm layer of poly(3,4-ethylenedioxythiophene):poly(styrenesulfonate) (PEDOT:PSS) (Clevios PVP Al 
4083) was coated via spin-coating at 4000 rpm, 40 s and then dried on a hotplate at 165 °C for 10 
min. P3HT:fullerene blend solutions were subsequently deposited as described above. Solution 
concentration was varied between 19-23 mg/ml to vary the thickness of the active layer and blend 
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ratios between (1:1 and 1:0.7, polymer:fullerene by weight). The electrodes were then evaporated 
under vacuum (<10-6 Torr). Samarium was typically evaporated at around 0.7 Å/s, until a thickness of 
15 nm was attained. Aluminium was typically evaporated at around 3 Å/s, until a layer around 75 nm 
thick was attained. Each substrate contained 5 solar cells each of which had an area of 0.06 cm2. J-V 
characteristics of the devices were measured at 1 sun (AM 1.5G) under a nitrogen atmosphere. A 
Xenon lamp (Newport) and Keithley 2408 SMU were utilised for the measurement. The light 
intensity dependant J-V characteristics were measured using an array of 14 red 1 W LEDs under 
nitrogen. Light and dark measurements were measured sequentially using a Keithley 2400 source 
meter unit. As previously reported Voc of around 0.64, 0.74 and 0.84 V were observed for PCBM, bis-
PCBM and ICBA respectively, due the successively higher LUMOs these materials. 
Differential scanning calorimetry: was carried out on films that had been dried under 
vacuum for 4 days to remove residual solvent. Drop cast films were scratched from the substrate 
and placed into a DSC pan. Heating was carried out at 10 °C/min over a temperature regime of 40-
270 °C under a nitrogen atmosphere, utilising a Mettler Toledo DSC822. Phase diagrams were 
constructed from the end-of-melting temperature. 
UV-vis, PL and SIMS: were carried out as reported in chapter 4. 
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Chapter 6 
6 Molecular-weight 
dependence on structural 
formation in conjugated 
polymer-polymer systems 
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6.1 Introduction 
Polymer:polymer photovoltaics (PP-PVs) feature, in principle, a number of potential benefits 
when compared to polymer:fullerene systems. Firstly, it is generally easier to tailor the energy levels, 
and, hence, bandgap of polymers when compared to fullerenes, allowing for a greater tunability of 
their optoelectronic characteristics.1 Secondly, the absorption coefficients of polymers are typically 
significantly higher than those of fullerenes, especially of those of the commercially available C60 
derivatives.2 Hence, more photons should be captured in polymer:polymer active layers. In addition 
certain fullerenes, such as PCBM(C60), are capable of macroscopically phase separating into large 
crystals over time, which was shown in chapter 4 to impact charge generation and to potentially be 
highly detrimental for the long-term stability of such devices. Furthermore, the rheological 
properties of polymer:polymer solutions may be more readily be manipulated than those containing 
polymer:small molecules; an aspect that will be critical if organic photovoltaics (OPVs) shall be 
produced in high-throughput fashion.  
Despite the various potential benefits of PP-PVs, their performance has for a long time 
trailed behind that of polymer:fullerene devices in terms of power conversion efficiency. While 
typical systems can yield similar or higher Voc to polymer:fullerene blends, the device performance is 
often limited by poor fill factor (FF), short circuit current (Jsc) or both.
1, 3, 4 These two attributes are 
intricately linked with the microstructure of the OPV active layer; the poor FF and Jsc has therefore 
been linked to the increased sensitivity of polymer-polymer blends to variations in processing, partly 
due to the greater tendency of macromolecular binaries to liquid-liquid phase separate.5 Moreover, 
the effect of aggregation of the active, macromolecular components in solution on the final 
microstructure and phase morphology, and hence device performance needs to be further 
elucidated.6  
Nonetheless, there have been dramatic improvements in the performance of PP-PVs 
recently,1 with efficiencies increasing from just over 2%7 to 6.4% (certified) in a few years. This 
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development has, in large part, been due to work by Polyera Corp., and suggests that the challenges 
faced by PP-PV are by no means unsurpassable. However, in order to further accelerate this 
evolution, more comprehensive understanding of the properties leading to microstructural 
formation of polymer:polymer active layers and the establishment of key 
structure/property/processing inter-relationships are required. 
In this chapter focus is given to the effects of molecular weight of the donor and acceptor 
polymer on the resulting microstructure, the molecular weight is an intrinsic yet tuneable property 
of macromolecules that can be varied without changing the chemical nature of the individual 
moieties and can be expected to have an effect on a number of properties of such systems, 
including: crystallisation,8-11 molecular diffusivity12 and tendency to liquid-liquid phase separate.5 
Such changes in structural formation processes may result in different microstructures and phase 
morphologies, resulting in differing photo-physical behaviour.  
Poly(3-hexylthiophene-2,5-diyl) (P3HT) and poly(3-hexylselenophene-2,5-diyl) (P3HS) were 
selected here as model systems, as they possess a number of valuable attributes. Firstly, the effect 
of weight-average molecular weight (Mw) on the microstructure of neat P3HT has been extensively 
studied11, 13 and its entanglement threshold was identified. Furthermore, both materials are 
available in relatively similar molecular weights, produced via comparable synthetic routes, thereby 
allowing valid comparisons to be drawn. In addition, P3HT and P3HS are capable of at least partly 
crystallising, with the two polymers having discernibly different crystal lattices (see chapter 7), 
enabling a more comprehensive investigation into the nature of phases present in blend films. 
Furthermore, the difference in heteroatom (S vs. Se) permits differentiating the two polymers with 
depth profile secondary ion mass spectrometry (D-SIMS). The heteroatom also affects the LUMO 
level of the polymer,14 whereby in the case of P3HS the LUMO is more stable (hence lower, leading 
to a smaller bandgap), due to the enhanced stabilisation of the LUMO provided by the Se atom 
relative to the S atom. This difference in the LUMO levels may also provide an interesting system 
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through which to study the processes occurring after photo-excitation. For example, after initial 
photo-excitation of the wider bandgap P3HT, it is feasible that a charge transfer event (c.f. P3HT-
PCBM) may occur. A further interesting possibility would be that the exciton could be transferred to 
the lower bandgap material via an energy transfer process. The potential of this system to explore 
such sensitive photophysical processes provides further rational for its investigation. More 
discussion of the photophysical properties of such system are discussed in Chapter 7. 
The intermixing of polymer binaries from bilayers structures provides a valuable route to 
investigate both the thermodynamics of mixing and the kinetics of macromolecular diffusion within 
different regimes. The thermodynamic interaction of the two materials can be investigated through 
use of the Flory-Huggins solution theory for two macromolecular species:5 
 
      [(
     
     
)          (
     
     
)                              ]   
          Equation 6.1 
 
where ΔG is the Gibbs free energy of mixing, R is the gas constant, T is the temperature,  P3HT and 
are  P3HS  are the volume fractions of  P3HT and P3HS respectively, NP3HT and NP3HS are the number of 
lattice sites occupied by a polymer chain and            is the Flory-Huggins interaction parameter 
for the two materials. To better visualise the entropic and enthalpic contributions to the free energy 
as how this may affect the mixing behaviour of the two materials we can consider the components 
separately, the two entropic terms, e.g. 
(
     
     
)         
and the P3HS equivalent, are dependent upon the molecular-weight of the polymer (which is 
directly proportional to N), whereby increasing the molecular-weight will reduce the entropic benefit 
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of mixing. It is worthwhile to note here that the polydispersity of the polymers needs to be 
considered, when interpreting the above description of solution theory, which assumes that all 
polymer chains are the same length (i.e. a PDI of 1). In terms of the enthalpic contribution, the 
interaction parameter,           , is a monomeric quantity, which can in theory be either positive 
or negative and of varied magnitude, due to the structural similarity of the two monomers, one 
possibility is that the interaction parameter may be close to zero.  
 In terms of the kinetics of diffusion, the molecular weight of the polymers can have a 
substantial influence on the diffusion behaviour. For example, in the case of the low molecular 
weight polymers (below the entanglement threshold), diffusion is generally considered to occur via 
the Rouse model.15 Whereby, the unentangled polymer chains slide past each other as if in a viscous 
medium. The rate at which occurs is related both to the molecular-weight of the polymer and also 
the monomeric “stickiness”, termed the monomeric friction factor. Resulting in an inverse 
proportionality between the diffusivity (DRouse) and molecular volume (N): 
          
   
 In the case of the polymer chains above the entanglement threshold,  the reptation model, 
as proposed by deGennes, is typically used to explain polymer diffusion.12 This model considers the 
entangled polymer chain to move similarly to a Rouse chain but through a virtual tube as opposed to 
a viscous medium. This tube is influenced by the density of constraints (e.g. entanglements), which 
the virtual tube has to avoid, hence an increase in the entanglement density will provide a density 
number of constraints, past which the tube needs to meander. The diffusivity in the reptation 
regime can be considered inversely proportional to the square of the molecular volume in that: 
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6.2 Results and discussion 
In order to focus on the interactions between the two polymers, we prepared P3HT/P3HS 
bilayers, building on the work described in the previous two chapters, and assessed the vertical 
distribution via D-SIMS. The weight-average molecular weights, Mw, for the selected P3HT and P3HS 
encompass a broad range from 7 to 100 kg/mol. For both P3HT and P3HS, a low and high molecular 
weight material were investigated (L-P3HT, H-P3HT, L-P3HS, H-P3HS). The low molecular weight 
materials (L-P3HT, L-P3HS) were chosen such that their chain lengths were sufficiently small for the 
molecules to adopt a non-entangled/chain-extended structure, while the higher molecular weight 
materials (H-P3HT, H-P3HS) were selected such that entanglements and tie-molecules11 are present. 
Since previous calculations have highlighted that P3HS has a noticeably reduced backbone flexibility 
compared to P3HT,16, 17 we expected the entanglement threshold for P3HS, i.e. the molecular weight 
at which first chain entanglements occur, for this polymer to be higher than for P3HT. Thus, a P3HS 
of higher molecular weight was selected to enhance the probability of chain entanglements. The 
number-average molecular weight (Mn), weight-average molecular weight and polydispersity index 
(PDI) are summarised in Figure 6.1 and Table 6.1. [NB. In the rest of this chapter the “L” and “H” 
prefixes denote the lower and higher Mw-samples of either material, respectively.] The molar mass 
distributions (as deduced from GPC measurements, Figure 6.1) give a clear indicator of the range of 
molar masses that are present within each of the materials. These samples appear to exhibit two 
trends with respect to their molar mass distribution, firstly it appears that as the Mn of the polymer 
increases, so does the absolute width of the distribution, with the H-P3HT (highest Mn) exhibiting the 
widest range of chain lengths. This is important as it highlights that even the high molecular weight 
polymer can still incorporate a significant fraction of polymer chains of substantially lower molar 
mass. The second observation to be made is that all distributions have a significant positive skew, 
resulting in a high molecular-weight “tail”. It is worth highlighting here that as GPC is a technique 
that works differentiating molecules based on their size. This means that the in the case of polymers 
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with similar monomer size (i.e. P3HT and P3HS) that the reported values should be interpreted with 
caution, as the GPC will not take into account the difference in monomeric mass inparted by the 
heteroatom. As such, it may be prudent to interpret the GPC results as a relative measure of the 
degree of polymerisation of the two materials (hence, in this case not correcting for the monomer 
mass difference). 
 
Table 6.1: Overview of number-average molecular weight (Mn), weight-average molecular weight (Mw), and polydispersity 
index (PDI) of the materials used in this chapter. 
 
Material 
Mn  
(kg/mol) 
Mw  
(kg/mol) 
PDI 
(-) 
L-P3HT 5.1 7.2 1.4 
H-P3HT 26 48 1.9 
L-P3HS 8.3 16 1.9 
H-P3HS 52 100 1.9 
 
   
Figure 6.1: Molar mass distribution of the four materials investigated, as deduced by gel permeation chromatography 
(GPC) in chlorobenzene, and calibrated against polystyrene standards. It is important to highlight that these profiles are 
normalised to the maximum, not the integral, to aid visualisation of the large dispersion of molar masses present.  
 
The molecular-weight dependence of intermixing of P3HT/P3HS bilayer structures was 
investigated using dynamic secondary ion mass spectrometry. Thereby, the depth profile was 
recorded of the pristine and annealed bilayers (see, Figure 6.2). The pristine bilayers of systems 
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containing a high molecular-weight material (Figure 6.2, bottom left/top and bottom right: open 
circles) exhibit distinct two layer structures, with a sharp change in signal at the central interface. In 
strong contrast, in the case of the low-Mw material pair (L-P3HT/L-P3HS) (Figure 6.2, top left: open 
circles), a small fraction of L-P3HS interdiffuses into the lower molecular weight P3HT layer, 
corresponding to around ~2% neat intensity. In fact, the Se-trace is flat within the L-P3HT region, 
implying that diffusion equilibrium has been attained. This suggests that the L-P3HS has significant 
mobility and tendency to mix into L-P3HT even at ambient temperatures.  
Upon annealing at 190 °C for 70 hours all samples displayed some degree of intermixing (see 
filled symbols in Figure 6.2; Table 6.2 moreover summarises the amount interdiffused material in the 
various systems). It is clear that the most diffusion occurs between the two low molecular weight 
species. The L-P3HT/L-P3HS structures show complete loss of vertical contrast between the 34S-- and 
78Se--traces, characteristic of full vertical mixing. The H-P3HT/L-P3HS displays a flat two-layer profile, 
implying diffusion had come to equilibrium. However, it is also evident from our data that when 
exchanging L-P3HT with H-P3HT results in a considerable reduction of intermixing with L-P3HS from 
50 to 16%.  
An interim behaviour is observed for when the molecular weight of the P3HS is increased. L-
P3HT/H-P3HS structures display a more complex diffusion behaviour. A relatively broad L-P3HT/H-
P3HS interface develops after annealing due to partial interdiffusion (28% L-P3HT into H-P3HS; 25% 
H-P3HS into L-P3HT). In addition, an accumulation of H-P3HS at the air interface occurs as deduced 
from the enhanced (78Se-) signal at the top interface.  
As expected, and in strong contrast to the other systems, H-P3HT/H-P3HS structures show 
little interdiffusion even after the used, prolonged temperature treatment. This can be deduced 
from the modest rise in intermixed signals in either layer: 3% of H-P3HT diffuses into H-P3HS layer 
compared to 16% when L-P3HS is used. 1% of H-P3HS interdiffuses into H-P3HT layer, compared to 
18% when L-P3HS is used. The diffusion between these high molecular materials is likely influenced 
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by the substantial polydispersity within these samples and due to the shorter chains within each 
material, which would be expected to have both higher diffusivity and also a greater 
thermodynamics tendency to mix.12, 5 
 
                   
Figure 6.2: The molecular-weight dependence of intermixing of P3HT/P3HS bilayers as probed by D-SIMS: pristine bilayers 
(open circles) and annealed at 190 °C for 70 hours (filled circles). 
34
S
-
-(blue) and 
78
Se
-
 -traces (red) are shown allowing 
identification of the P3HT and P3HS, respectively. The inset labels give the Mw of the P3HT and P3HS used in the respective 
bilayer. Grey arrows denote the change in composition upon annealing. 
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Table 6.2: Quantification of interdiffused material after thermal annealing at 190 °C for 70 hours. All values are calculated 
against the intensity of the neat material. 
 
 Intermixed signal (%) 
Bilayer P3HT P3HS 
L-P3HT / L-P3HS 50 50 
L-P3HT / H-P3HS 28 25 
H-P3HT / L-P3HS 16 18 
H-P3HT / H-P3HS 03 01 
 
Having observed strong difference in the mixing behaviour as a function of molecular weight 
of the constituting polymers, focus is now turned to the structural evolution on shorter length 
scales. In order to ascertain whether crystalline regions form in such bilayer structures, as prepared 
and annealed, we performed grazing-angle incidence wide-angle X-ray scattering (GIWAXS) (Figure 
6.3). To this end, we focused on the bilayers that exhibited the most varied mixing behaviour: i.e. L-
P3HT/L-P3HS and H-P3HT/H-P3HS and exploited the fact that P3HS has an observably larger π-
stacking (010) distance and a shorter lamellar stack (100) when compared to P3HT. 
In the pristine bilayers, the lamellar peaks are observed along Qz (e.g. ~0.4, 0.8 and 1.2 A
-1) as 
the convolution of two peaks with slight positional offset. This implies that populations of both 
crystalline P3HT and P3HS are present. Moreover, the pristine L-P3HT/L-P3HS exhibits more edge-on 
orientation than the H-P3HT/H-P3HS system. Interestingly, the L-P3HT/L-P3HS bilayer feature 
additional reflections in Qz at ~0.5 and 1 A
-1, which originate from the P3HS (see chapter 7) and have 
been ascribed to a type-2 crystal form.18, 19 This crystal form has recently been shown to capriciously 
develop in oligomeric thiophenes and selenophenes, due to a cross-over of kinetic and 
thermodynamic preferentiation of the type-1 and type-2 two structures.10 19 
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Figure 6.3: Grazing-angle incidence wide-angle X-ray scattering data obtained on P3HT/P3HS bilayers. Top: L-P3HT/L-P3HS, 
Bottom: H-P3HT/H-P3HS, pristine (left) and annealed (right) at 190 
°
C for 70 hours. 
 
Upon annealing clear changes are discernable. Firstly, the L-P3HT/L-P3HS sample exhibits a 
dramatic reduction of the type-2 crystal reflections, consistent with the instability of this phase at 
elevated temperatures.10 It is however also clear that there remain significant populations of 
crystalline P3HT and P3HS, although it appears that annealing reduces the preferential edge-on 
orientation of these crystallites.  
The H-P3HT/H-P3HS system shows a clear sharpening of the definition between the P3HT 
and P3HS lamellar peaks, indicating that both materials develop a higher molecular order during 
annealing because crystallisation of these high molecular weight materials was more hindered 
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during casting when compared to their low molecular weight counterparts (see also chapter 4). 
Additionally the orientation of the high-Mw system does not appear to be affected by annealing, 
likely due to the reduced molecular mobility of these entangled polymer chains.  
Clearly, in the case of the H-P3HT/H-P3HS bilayers, distinct layers can be fabricated of a 
certain degree of crystallinity and aggregation. The effect of annealing appears to result in a small 
enhancement in crystallinity in addition to diffusion of a minute amount of each material into the 
other layer. On the other side of the spectrum are the L-P3HT/L-P3HS systems, which exhibit a small 
fraction of intermixed material already before the heat treatment. Annealing leads to complete 
vertical mixing of the layers, however this intermixing appears not to affect the degree of 
crystallinity of either polymer.  
The above observations give useful insight into the structural development and miscibility of 
the selected systems. Gratifyingly, the intermixing of P3HT/P3HS bilayers follows the observed trend 
expected for samples, in that, increasing the molecular-weight of the materials results in lower 
intermixing, as predicted by the Flory-Huggins solution theory.5 A large tendency for intermixing is 
found for low-Mw pairs (L-P3HT/L-P3HS), which is highlighted by the fact that already at room 
temperature some interdiffusion occurs and thermal annealing leads to complete vertical 
intermixing. In strong contrast, high-molecular weight polymers stay more phase pure, but still 
display a small amount of intermixing, which is believed to be influenced by the polydispersity of the 
samples.. Annealing leads however to an increase in the degree of crystallinity of the two 
components. An interim behaviour is found for systems that comprise at least one polymer of 
relatively low molecular weight, which shows that the degree of mixing can be readily tuned by the 
selection of polymer. It appears plausible that all samples have attained a diffusion equilibrium after 
annealing, implying that the diffusion coefficients of the species were high enough to enable the 
local thermodynamic mixing equilibrium to be attained. The significant mobility of low-Mw materials 
at ambient temperature raises, however, questions about the structural stability of such blends 
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when used in solar cells. Detailed information on the structure/property/processing inter-relations 
of polymer:polymer blends need thus to be established to elucidate the effect of their different 
mixing behaviour with molecular on device performance as, prepared, annealed and over time.  
 
6.3 Materials and methods 
Materials: P3HS and L-P3HT were kindly supplied by Dr. Martin Heeney, Imperial College 
London. H-P3HT was purchased from Merck chemicals and used as received. 
Gel permeation chromatography (GPC): The polymers were dissolved in high-performance 
liquid chromatography (HPLC) grade chlorobenzene at 10 mg/ml and measured at 80 oC. The 
resultant elution times were calibrated against polystyrene standards of known molecular weight 
distribution to yield the molar mass scale. 
Bilayers: were fabricated by spin-coating P3HS 15 mg/ml (from chlorobenzene) at 1200 rpm 
for 45s onto a first substrate (SiO2 for D-SIMS and Si for GIWAXS). P3HT was then spin-coated 15 
mg/ml at 1200 rpm for 60 s onto a glass substrate that had been previously coated with PSS (5 
mg/ml solution in deionised water, spin-cast at 300 rpm for 45 s). The two bilayer component layers 
were left under vacuum for 48 hours to aid removal of residual solvent. The P3HT film was then 
floated onto a bath of water and “scooped” up with the P3HS coated substrate. The resultant films 
were dried under vacuum for 48 hours and then annealed (at 190 oC, 7hours). These films were then 
capped with a thin (45 nm) layer of polystyrene (PS). The PS layer was spin-coated onto a silicon 
substrate at 8 mg/ml from a toleuene solution at 2000 rpm for 45 s. The polystyrene layer was then 
floated and laminated in a similar fashion to the bilayer production. The polystyrene layer within 
these samples serves two purposes, firstly it enables the analytical and sputter beams to stablise 
prior to probing the actual sample. Secondly the intensity of the molecular fragment signals (e.g. CH-
) observed in the capping layer can be used to calibrate between different measurements. 
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Secondary ion mass spectrometry (SIMS) depth profiling: the SIMS  presented in this chapter 
was carried out at the University of California Santa Barbara, USA, using a Physical Electronics 
Quadropole 6650 – a technique that subtly different in experimental setup to the rest of the SIMS 
methodologies discussed in this thesis, but capable of yielding similar information. An O2
+ beam at 2 
kV, with current of ~45 nA was rastered over a 200 µm x 200 µm area, of which the central 15% was 
analysed. Negative ions were collected to ensure sufficient ion yields of both sulphur and selenium 
could be attained. 
Grazing-angle incidence wide-angle x-ray scattering (GIWAXS): measurements were carried 
out at Beamline 7.3.3. of the Advanced Light Source using a Dectris Pilatus 1M photon counting 
detector. Samples were measured at an incident angle of ~0.13o, above the critical angle so the X-
ray beam penetrated to the substrate. The photon energy used for GIWAXS was 10 keV. Air scatter 
which provides a background signal was reduced using helium gas. 
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Chapter 7 
7 Energy transfer in polymer-
polymer binaries 
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7.1 Introduction 
Energy and charge transfer processes are critical phenomena across a range of molecular 
and macromolecular systems. For example, photosynthesis relies upon efficient energy transfer to 
channel photons harvested by multiple chromophores to reaction centres.1 For optoelectronic 
devices, the ability to frustrate energy transfer is a promising strategy to enable white light emission 
of certain organic light emitting diodes (OLEDs);2 while in the case of organic photovoltaic devices, 
the migration of both energy (excitons) and charges (polarons) are of utmost importance for 
efficiently generating and extracting charge carriers.  
Because of their significance, the ability to control these processes and how they relate to 
the microstructure of organic photovoltaic devices are vividly discussed topics in the organic 
electronics field and have given rise to different strategies for device design and fabrication. An 
illustrative example here is the so-called cascade3 or sensitized ternary4-6 solar cell, which is believed 
to operate by sequential charge transfer steps and can be manipulated partially through tailoring of 
the energy level offset of the different materials. In addition, a number of studies on the role of 
energy transfer between different chromophores for photovoltaic applications have shown 
promising evidence of the positive effects of energy transfer on device performance. For example, 
Hesse et al. observed fluorescence energy transfer between a photo-excited dye and [6,6]-phenyl-
C61-butyric acid methyl ester (PCBM), which leads to the enhancement of the power conversion 
efficiency (PCE) within ternary blends.7 Furthermore, Honda et al. observed rapid energy transfer 
from poly(3-hexylthiophene-2,5-diyl) (P3HT) to a silicon phthalocyanine derivative (SiPc), within a 
P3HT:SiPc:PCBM ternary.8 Thereby, it was suggested that the SiPc resided in an intermixed 
polymer:fullerene region and facilitated charge transfer, highlighting the perceived importance of 
microstructure and phase morphology in such blends. The potential role of energy transfer within 
organic photovoltaic blends, thus, raises interesting questions. The mechanisms by which energy 
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transfer occurs9, 10 are, for instance, distinct from that of charge transfer and hence may respond 
differently to changes in the microstructure (e.g. ordering of phases, intimacy of mixing etc.). 
However, despite the attractiveness of utilising energy transfer within organic photovoltaic 
blends, there is still no consensus on how the precise nature of the microstructure influences such 
energy transfer processes. Here we, thus, set out to understand how manipulation of the 
microstructure in terms of the distribution of the materials, the molecular ordering and phase 
composition can influence the system’s ability to efficiently transfer energy. By employing different 
processing routes we are able to drastically alter the microstructure of polymer:polymer systems, 
starting from highly mixed or phase-separated systems, thus providing a valuable tool to investigate 
the structural origins of energy transfer.  
 
7.2 Results and discussion 
To investigate the effects of microstructure and phase morphology on the efficiency of the 
energy transfer process, a binary system comprised of P3HT and P3HS was selected in this study, which 
has a number of benefits, both in terms of available processing tools to manipulate the structural 
features of the two polymers and from an optoelectronic perspective. More specifically, the fact that 
P3HT and P3HS have similar HOMO levels but different LUMO levels11 (as shown schematically in 
Figure 7.1 right) may facilitate energy transfer from the P3HT to P3HS. Another benefit of the 
P3HT:P3HS system is that there is significant overlap of the emission of P3HT with the absorption of 
P3HS (shown as the grey shaded region in Figure 7.2). This overlap may facilitate resonance energy 
transfer (RET),9 as well as longer-range radiative energy transfer. Furthermore, the complementary 
absorption spectra of the two polymers (shown in Figure 7.1 left) enable selective excitation. Finally, 
the selection of a suitable molecular weight for both the P3HT and P3HS can be used as a tool to 
influence the mixing/demixing behaviour of the two components, as shown in the previous chapter. 
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Indeed, materials of low molecular weight (Mw of 7.2 and 16 kg/mol for P3HT and P3HS respectively) 
were selected for the present study as they permit partial interdiffusion of one component into the 
other.  
 
 
Figure 7.1: Absorption spectra and energy levels of P3HT (blue) and P3HS (red). Left: Normalised absorption of the neat 
P3HT (blue) and P3HS (red) films. The vibronic transitions observable have been labelled for both polymers. Right: Energy 
level diagram of P3HT (blue) and P3HS (red), as previously reported by Heeney et al. (reference 11), and the optical 
bandgap calculated from the absorption spectra, showing the clear reduction in bandgap of around 0.3 eV for the P3HS, 
which is ascribed to its LUMO position. 
 
Having selected an appropriate pair of materials, we firstly focused on how the distribution 
and molecular ordering of the two components within binary structures would affect the energy 
transfer efficiency in such systems. We therefore prepared both laminated P3HT/P3HS bilayers and 
solution quenched P3HT:P3HS blends and annealed them at 165 °C for 30 minutes. Bilayer 
fabrication should allow both materials to partly crystallise and aggregate (see previous chapter), 
limiting interdiffusion during annealing and, hence, resulting in a 3-phase microstructure of relatively 
phase-pure P3HT and P3HS domains coexisting with an intermixed phase. In contrast co-deposition 
of P3HT and P3HS from a common solvent can be expected to lead to the formation of kinetically 
trapped, more intermixed structures.  
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This picture is confirmed by depth profile SIMS (Figure 7.3). The pristine bilayer displays 
distinct P3HT- and P3HS-rich layers, although a small amount of intermixing (2%, based on relative 
signals) is observed. After annealing, the materials partly intermix as is evident from the enhanced 
signal of P3HT in the original P3HS layer and vice versa. In the case of the solution-cast blend, the 
materials are strongly intermixed with some segregation of the P3HT to the substrate and the P3HS 
to the air interface occurring. Annealing has only a minor effect for this system (dark symbols, Figure 
7.3, right), highlighting the stability of the formed solid solution.  
 
 
Figure 7.2: Spectral overlap of P3HT and P3HS thin films. Absorption of P3HS thin films: red solid line. Photoluminescence 
(PL) of neat P3HT and P3HS films: blue and red dotted lines, respectively. The vibronic transitions of P3HT are labelled; the 
same ascription applies to P3HS. The normalised overlap in P3HT emission and P3HS absorption is shaded grey. PL was 
measured at 10 K at an excitation wavelength of 405 nm. 
 
These substantial differences in material distribution and phase morphology between 
P3HT/P3HS bilayers and P3HT:P3HT blends, as-cast and annealed, is supported by the grazing-angle 
incidence wide-angle X-ray scattering (GIWAXS) data summarised in Figure 7.4 and Table 7.1. In the 
case of the pristine bilayers, a superposition of reflections corresponding to the neat P3HT and P3HS 
are observed (Figure 7.4), similar to the bilayers’ UV-vis absorption where distinct vibronic features 
originating from both neat materials are found (Figure 7.5). These findings are in agreement with our 
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SIMS data that indicates that lamination results in well-defined bilayers with negligible intermixing 
(Figure 7.3). Partial interdiffusion of the two components during annealing seems to not drastically 
affect long-range order as essentially identical X-ray patterns are observed for as-prepared and 
annealed bilayers; however, the evolution of a more pronounced absorption band around 500 nm 
indicates that on the shorter length scales, P3HT aggregation is disrupted, likely due to the P3HS 
diffusion into the P3HT layer. 
 
 
Figure 7.3: Vertical distribution of P3HT and P3HS through a bilayer and a blend thin film, pristine (dark) and after 
annealing at 165 °C for 30 minutes (light), determined from depth profile SIMS. Left: P3HT/P3HS bilayers. Grey arrows 
denote changes in composition upon annealing. Right: Solution-cast P3HT:P3HS blends (1:1 molar ratio). 
 
In strong contrast, a single peak progression is observed in GIWAXS for as-cast P3HT:P3HS 
blend films (Figure 7.4, orange). The lamellar peaks appear to correlate well with the position of the 
P3HT reflections suggesting that the crystalline fraction of P3HT:P3HS blends are predominantly 
comprised of the former material. The vitrifying effect of P3HT on P3HS seems, however, to be 
limited to long-range order. The UV-vis absorption spectra of the pristine blend (Figure 7.5, left) 
shows well developed 0-0 transitions for both materials, implying that more local molecular 
aggregates are indeed present. 
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Table 7.1: Calculated intermolecular distances and estimated coherence length for neat P3HT, neat P3HS, P3HT/P3HS 
bilayers and P3HT:P3HS blend films (as-prepared and annealed), extracted from peak position of the (100) and (010) 
reflections of the two components. The full-width at half maximum (FWHM) was used to estimate the crystallite size using 
the Scherrer equation (K = 0.9) in the neat and blend systems. Superposition of the respective reflections of the crystalline 
P3HT and P3HS fractions in the bilayers made such a calculation impossible. 
 
 -stacking distance (010) 
(Å) 
Lamellar stacking distance (100) 
 (Å) 
Crystallite size  
(nm) 
 Pristine Annealed Pristine Annealed Pristine Annealed 
P3HT 3.83 3.82 15.8 15.7 18 25 
P3HS 3.92 3.92 15.3 15.2 21 29 
Bilayer 3.91 3.91 15.2 15.3 - - 
Blend 3.88 3.93 16.1 16.1 19 20 
 
Having established a structural picture of the various systems, as prepared and annealed, 
steady-state photoluminescence (PL) was utilised as a tool to deduce from which material emission 
was originating. Thereby P3HT was preferentially excited (excitation at 405 nm). Such data permits 
obtaining qualitative information on how the microstructure and phase morphology of binary 
architectures affect the energy transfer of P3HT to P3HS. The neat materials show a well-defined 
vibronic progression, with the 0-1 emission at 730 nm dominating the spectra (Figure 7.5, top right 
panel). Excitation of the pristine bilayer (dark green) leads to a photoluminescence response 
dominated essentially entirely by the P3HT emission. Cleary, in this highly phase separated system, 
energy transfer –not surprisingly– is completely frustrated. 
 Interestingly, partial intermixing during annealing of the bilayers (as observed in SIMS) starts to 
open energy transfer pathways, deduced from the increased contribution of the P3HS emission, 
although, a large portion of emission still occurs from the P3HT. The latter observation is supported by 
the fact that P3HT:P3HS blends, as-cast and annealed, exhibited emission originating solely from P3HS. 
Clearly, the more the two polymers are intermixed, the more energy is efficiently transferred to P3HS 
after excitation of the P3HT. In fully intermixed samples, no emission is observed from the P3HT. Our 
results, thus, strongly imply that the intimacy of mixing dominates the efficiency of energy transfer. 
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The degree of crystallinity and aggregation of the two components seem less critical since the P3HT 
fraction was of a similar state of order in all systems, both on long and short length scales; hence, the 
difference in optoelectronic response we observe cannot be explained on such structural arguments.  
 
 
Figure 7.4: Grazing-angle incidence wide-angle X-ray scattering of neat P3HT (blue) and P3HS (red) films, P3HT/P3HS 
bilayers (green) and P3HT:P3HS blends (orange). The scattering intensity is plotted as a function of Q-space. Top: Pristine 
samples. Bottom: Samples annealed at 165 °C for 30 minutes. Insets show the corresponding in-plane integration, Qxy. The 
plots displayed were calculated from the 2D scattering intensity plots in Q-space. Line profiles of for the vertical (Qz 
direction at Qxy = 0 – main figure) and horizontal (Qxy direction at Qz = 0 – inset figure) were taken. 
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Figure 7.5: Normalised UV-Vis absorption (left) and photoluminescence (PL) (right) spectra of neat P3HT, neat P3HS, 
P3HT/P3HS bilayers and P3HT:P3HS blends. Top: Neat materials: P3HT (blue), P3HS (red). Middle: Bilayers: pristine (dark 
green) and annealed at 165 °C for 30 minutes (light green). Bottom: Blends: pristine (dark orange) and annealed (yellow). 
For PL measurements, all samples were excited at 405 nm and spectra recorded at 10 K to better resolve the vibronic 
structures allowing differentiation between the emission features of P3HT and P3HS. 
 
The sole emission from P3HS in the solution cast blend of P3HT:P3HS is even more striking 
when we consider a similar binary system, which is also comprised of P3HT, blended in that case 
with the fullerene PCBM. In Chapter 4, we have, for instance, shown that the semicrystalline nature 
of P3HT, leading to a certain degree of phase segregation, limits the exciton quenching efficiency of 
such blends, as a fraction of excitons radiatively decayed before reaching a donor-acceptor interface 
(molecular or at domain boundaries). This radiative decay is a significant loss mechanism in 
P3HT:PCBM OPVs. In strong contrast, in the P3HT:P3HS system discussed here, no emission is 
observed from the P3HT suggesting that the process of energy transfer from P3HT to the lower 
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bandgap P3HS may provide a more efficient pathway for photovoltaic light conversion, when 
compared to the charge transfer processes occurring in P3HT:PCBM blends.  
 
 
Figure 7.6: Energy level diagram and structural schematic showing the proposed mechanism for operation of a ternary OPV 
incorporating an energy transfer step. Two p-type materials such as P3HT (blue) and P3HS (red) are in this model blended 
with an n-type material (such as PCBM, shown in grey). Left: Proposed mechanism depicting the energy transfer step 
between P3HT and P3HS (orange). Right: Structural schematic depicting the energy transfer from the P3HT to P3HS, 
thereby mitigating the radiative loss pathway commonly observed in P3HT:acceptor blends. 
 
Considering that efficient energy transfer from P3HT to P3HS can be realised, it may be 
possible to exploit this phenomena in a photo-excitation scheme as proposed in Figure 7.6. This 
scheme exemplifies a materials system displaying considerable energy transfer from an energy 
donor to an energy acceptor (orange arrow), as observed between P3HT (blue) and P3HS (red). If an 
electron accepting species, e.g. PCBM, is included in such a theoretical scheme this component 
would accept the electron from the energetically excited energy acceptor (here, the P3HS). In this 
hypothetical system, intimacy of mixing between the latter two components is necessary. This can 
be expected to occur for P3HS and PCBM because PCBM had been shown to have a significantly 
higher miscibility in P3HS when compared to P3HT.12 Also, in P3HT:P3HS blends, P3HS crystallisation 
seems frustrated, which should lead to a good intermixing with the fullerene. Furthermore, the 
similar HOMO levels of P3HT and P3HS may facilitate charge separation, with the positive polarons 
being “funnelled” into the ordered fractions of the P3HT (Figure 7.6, blue dashed line). Such a 
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mechanism has previously been reported to provide a driving force for charge generation,13, 14 
thereby resulting in extraction of the charge carriers to their respective electrodes (denoted E1 and 
E2).  
 
7.3 Conclusions 
The efficiency of energy transfer between P3HT and P3HS was found to vary drastically with 
the intimacy of mixing between the energy donor and energy acceptor. In the case of the highly 
intermixed, solution-cast blends, emission occurred solely from the P3HS, indicative of efficient 
energy transfer between the two materials in such architectures. In contrast, pristine bilayer with 
little –if any—intermixing showed emission solely from the P3HT as a consequence of minimal 
energy transfer between the two components. The annealed bilayer where some but not complete 
intermixing occurred showed a ‘composite’ emission occurring from both the P3HT and P3HS. These 
findings strongly imply that the molecular intermixing where the two components are in close 
proximity is critical to enable efficient energy transfer. 
The total absence of emission from P3HT in P3HT:P3HS blends is interesting when comparing 
their behaviour with the one of the somewhat analogous system of P3HT:PCBM. Both systems 
exhibit crystalline (or at least aggregated) moieties of P3HT that coexists with finely intermixed 
domains. In the P3HT:PCBM system, the polymer crystallites (aggregates) limit the blends ability to 
quench all excited states created from absorbed photons (as seen in chapter 4). This reduced exciton 
harvesting can constitute a significant loss mechanism in P3HT:PCBM OPV devices. In stark contrast, 
in the case of P3HT:P3HS blends, no emission is observed from the P3HT implying all energy is 
transferred to the P3HS. This mechanism of energy transfer may, thus, be employed as a process to 
more efficiently extract the energy of photo-excitations when compared to that of charge transfer. 
Indeed, efficient energy transfer occurs from P3HT to P3HS with no radiative loss which should open 
a strategy for improved photon-harvesting within a ternary donor:donor:acceptor structure, where 
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light is harvested by an energy donor, efficiently funnelled via energy transfer to an energy acceptor, 
and subsequent charge transfer from the latter species to an electron accepting material. The 
difference in mechanisms of energy and charge transfer processes, may allow for new molecular 
architectures and materials combinations to be realised for efficient harvesting of absorbed 
photons, thereby opening up new possibilities for the field of organic photovoltaics. 
 
7.4 Materials and methods 
Materials: L-P3HS and L-P3HT were kindly supplied by Dr. Martin Heeney, Imperial College 
London and used as received. 
Blend film fabrication: blend solutions (15 mg/ml, total solute concentration in 
chlorobenzene) were created at a mass ratio of 1:1.2 (P3HT:P3HS) to provide approximately 
equivalent molar concentrations. The solutions were dissolved for 2 hours at 100 oC in the dark. 
Solutions were spin-coated (1200 rpm, 45 s) from hot solutions. 
Bilayers: were fabricated by spin-coating P3HS 15 mg/ml (from chlorobenzene) at 1200 rpm 
for 45s onto a first substrate (SiO2 for D-SIMS and Si for GIWAXS and glass for UV-vis and PL 
measurements). P3HT was then spin-coated 15 mg/ml at 1200 rpm for 60 s onto a glass substrate 
that had been previously coated with PSS (5 mg/ml solution in deionised water, spin-cast at 300 rpm 
for 45 s). The two bilayer component layers were left under vacuum for 48 hours to aid removal of 
residual solvent. The P3HT film was then floated onto a bath of water and “scooped” up with the 
P3HS coated substrate. The resultant films were dried under vacuum for 48 hours and then annealed 
(at 160 oC, 30 minutes). The D-SIMS samples were then capped with a thin (45 nm) layer of 
polystyrene (PS). The PS layer was spin-coated onto a silicon substrate at 8 mg/ml from a toleuene 
solution at 2000 rpm for 45 s. The polystyrene layer was then floated and laminated in a similar 
fashion to the bilayer production. The polystyrene layer within these samples serves two purposes, 
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firstly it enables the analytical and sputter beams to stablise prior to probing the actual sample. 
Secondly the intensity of the molecular fragment signals (e.g. CH-) observed in the capping layer can 
be used to calibrate between different measurements. 
UV-Vis absorption: All measurements reported in this thesis utilised a Perkin-Elmer Lambda 
35 spectrophotometer, an increment of 1 nm and acquisition rate of 980 nm/min. Displayed data 
are (1 – transmission) and therefore encompass both absorption and scatter. 
Photoluminescence: All measurements reported utilised a Horiba Spex Fluormax-1 spectro-
fluorometer with an acquisition angle of 60o. Slit widths were set at 5 nm, and an excitation 
wavelength of 520 nm was used. 
Depth profile secondary ion mass spectrometry (D-SIMS): An Ion TOF 5 SIMS was used to 
measure depth profiles of bilayer samples. All samples were sputtered using a 1kV Cs+ (~75 nA) 
beam across a 250 x 250 µm square. Analysis was carried out using a Bi3
+ (~1 pA) beam over the 
central 50 x 50 µm region of the sputter crater with charge compensation and negative ions were 
collected. 
Grazing-angle incidence wide-angle x-ray scattering (GIWAXS): measurements were carried 
out at Beamline 7.3.3. of the Advanced Light Source using a Dectris Pilatus 1M photon counting 
detector. Samples were measured at an incident angle of ~0.13o, above the critical angle so the X-
ray beam penetrated to the substrate. The photon energy used for GIWAXS was 10 keV. Air scatter 
which provides a background signal was reduced using helium gas. 
GIWAXS analysis of binary systems: prior to analysing the binary systems the neat materials 
(P3HT, blue) and (P3HS, red) were analysed. Both neat materials appear to crystallise during solution 
casting as deduced from the clearly discernable lamellar (100) and π-stack reflections (010). The 
crystallite sizes were estimated using the Scherrer equation as modified for a plate detector using 
Equation 7.1: 
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⁄      Equation 7.1 
 
where, Dhkl is the is the average grain size, K is the Scherrer constant (here fixed at 0.9 to enable 
relative comparison) and Δqhkl is the peak broadening.
15  
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Summary 
Organic semiconducting binaries present an interesting class of materials systems, which 
promise vast impact across a range of functional devices including solar cells and light emitting 
diodes. The complex interactions between the two materials allow for vast raft of microstructures to 
develop, terminally leading to dramatically different optoelectronic properties. For example, the 
ability of such systems to efficiently photo-generate charges was shown in this thesis to be highly 
dependent upon a delicate balance of intermixed and more phase-pure domains within the active 
layer. The balance between these phases was tuned via materials selection, i.e. polymers of varied 
molecular weight and fullerenes with different vitrifying effects. 
Furthermore, manipulation of the microstructure was achieved here through variation of the 
processing route, thereby allowing structural formation processes to proceed to differing extents. 
For instance, in bilayer systems, aggregation and crystallisation of the polymer typically occurred to 
a greater degree (shown to limit the exciton quenching) compared to solution cast blends where the 
addition of the fullerene has a strong vitrification effect. Moreover, energy transfer between two 
different semiconducting polymers was demonstrated to correlate to the specific processing route 
followed, whereby highly efficient or highly frustrated transfer was achieved depending on the 
deposition technique selected. 
In summary, in this thesis the optoelectronic properties of organic semiconducting binaries 
were shown to be inseparably linked to the processing route employed, and the subsequent 
microstructure evolved and different factors in the deposition of organic semiconductors have been 
inter-related to providing guidelines to aid the rational enhancement of such systems, from a 
bottom-up approach. 
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