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Abstrak 
Penelitian tentang deteksi emosi dengan menggunakan gelombang otak atau 
electroencephalography (EEG) telah banyak dilakukan dengan berbagai 
metode. Salah satu model emosi yang banyak dipakai untuk 
mengklasifikasikan emosi manusia yaitu dengan membagi emosi ke dalam 
dua dimensi yaitu dimensi arousal dan valence. Pada penelitian ini diusulkan 
suatu metode untuk melakukan klasifikasi emosi dengan menggunakan 
Convolutional Neural Networks (CNN) yang cocok untuk digunakan mengatasi 
data dengan dimensi yang sangat tinggi seperti EEG. Pada penelitian ini 
permasalahan overfitting yang terjadi karena kekurangan sampel data EEG 
berhasil diatasi dengan melakukan proses augmentasi data dengan 
memanfaatkan ukuran jendela segmentasi efektif sebesar 4 detik. Dari hasil 
percobaan diperoleh model terbaik dengan akurasi untuk model arousal 
sebesar 72% dan model valence sebesar 71%,. 
 
Kata kunci: Convolutional Neural Networks, Sinyal EEG, Deteksi Emosi 
 
 
1. Pendahuluan 
Penelitian pada untuk mendeteksi emosi telah banyak dilakukan dengan berbagai 
metode, salah satunya dengan menggunakan gelombang otak atau 
electroencephalography (EEG) [1]. Keunggulannya yaitu kemampuan untuk merekam 
setiap keadaan yang ada pada otak dengan ketepatan sampai dengan orde milidetik [2]. 
Ahli psikologi James Russel mengusulkan sebuah model yang mempermudah 
dalam proses pendeteksian emosi [3]. Model tersebut mengklasifikasikan emosi 
menggunakan 2 buah dimensi emosi yaitu arousal dan valence.  
Pada penelitian ini diusulkan suatu metode deteksi emosi dengan menggunakan 
Convolutional Neural Networks (CNN) yang dapat digunakan mengatasi data EEG yang 
berdimensi sangat tinggi. Permasalahan overfitting yang terjadi karena kekurangan 
sampel data EEG berhasil diatasi dengan melakukan proses segmentasi data dengan 
memanfaatkan ukuran jendela segmentasi efektif sebesar 4 detik. 
 
 
2. Studi Pustaka  
DEAP dataset berisi rekaman data EEG dari 32 partisipan menggunakan EEG 32 
kanal yang dilakukan pada saat partisipan menonton 40 buah musik video [4]. Ketika 
mereka menonton musik video, partisipan diminta untuk melakukan penilaian terhadap 
tingkatan dari arousal, valence, dengan menggunakan Self–Assessment Manikin (SAM) 
yang merupakan teknik untuk mengukur tingkatan arousal dan valence dari seseorang [5]. 
Pada penelitian ini digunakan variabel arousal dan valence dengan menggunakan nilai 
tengah dari tingkatan valence dan arousal tersebut yang dibagi menjadi tingkatan tinggi 
atau rendah. 
Berbagai penelitian telah dilakukan untuk mendeteksi emosi manusia dari rekaman 
EEG, salah satunya adalah dengan menggunakan Support Vector Machine (SVM) [6]. 
SVM memiliki kemampuan generalisasi yang baik dan tidak sensitif terhadap overtraining 
[7]. Rekayasa fitur juga dilakukan pada [6] untuk meningkatkan akurasi model dengan 
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memilih ukuran jendela yang efektif sekitar 3-10 detik untuk arousal dan 3 -12 detik untuk 
valence. 
Salah satu kelemahan dari metode SVM adalah pada data yang berdimensi tinggi 
membutuhkan kemampuan komputerisasi yang tinggi untuk melatih model dan 
membutuhkan rekayasa fitur yang kompleks. Tidak seperti SVM, metode CNN sangat 
cocok untuk data berdimensi tinggi karena CNN dapat memanfaatkan natural signals 
seperti local connection, shared weights, pooling dan menggunakan beberapa layer [8] 
yang memungkinkan untuk melakukan proses training data berdimensi tinggi dengan 
menggunakan kemampuan komputasi yang minimum.   
 Overfitting merupakan salah satu masalah terbesar pada saat membuat model 
yang berstruktur kompleks dengan jumlah parameter yang banyak [9]. Solusi untuk 
masalah ini adalah meningkatkan jumlah sampel data dan menambahkan dropout layer. 
Data Augmentation merupakan proses peningkatan jumlah data dengan menggunakan 
data yang ada, dalam penelitian ini digunakan ukuran jendela efektif sebesar 4 detik [6] 
sebagai cara untuk meningkatkan jumlah data dari dataset aslinya (data augmentation) 
dan juga ditambahkan dropout layer untuk mengatasi masalah overfitting [9].  
 
 
3. Metodologi Penelitian 
 
3.1. Material dan Metode 
Penelitian ini menggunakan pre-processed DEAP dataset [4]. Blok diagram sistem 
ditunjukkan pada gambar 1 yang terdiri dari 4 bagian: Proses data augmentation; Data 
preparation; Proses penyusunan layer pada model CNN; dan Proses training untuk 
mendeteksi tinggi rendahnya arousal dan valence dari sinyal EEG. 
 
 
Gambar 1. Blok diagram sistem 
 
3.2. Data Augmentation berdasarkan Ukuran Jendela  
Data augmentation adalah proses yang digunakan untuk meningkatan jumlah data 
sampel tanpa harus menambahkan data sampel baru [11]. Pada penelitian ini digunakkan 
ukuran jendela efektif sebesar 4 detik untuk proses data augmentation. Proses data 
augmentation ditunjukkan pada gambar 2. 
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Gambar 2. Blok diagram dari proses Data Augmentation 
 
3.3. Desain Model  
Penelitian ini menggunakan model CNN untuk mengklasifikasi sinyal EEG yang 
berdimensi tinggi [8]. CNN memiliki kemampuan untuk shared weights atau parameter 
sharing yang membuat parameter yang digunakan menjadi lebih kecil, terutama untuk 
data berdimensi tinggi.  
Arsitektur layer CNN biasanya sebagai beberapa tahapan yaitu convolutional layers 
dan pooling layers [8]. Unit dalam convolutional layer terhubung dengan layer sebelumnya 
dan hasil dari penjumlahan beban tersebut diteruskan ke fungsi non-linear seperti ReLU 
[8].  
Layer pertama pada model CNN ini adalah layer input yang menerima data, diikuti 
dengan beberapa convolutional layer dan pooling layer untuk mengurangi dimensi dari 
data secara bertahap dan layer terakhir adalah hasil akhir yang berbentuk sigmoid layer.  
Regularization dibutuhkan untuk mencegah overfitting pada data Pada penelitian ini 
digunakan beberapa seri dari dropout layer. Dropout layer secara acak menghilangkan 
unit yang diatur oleh drop rate pada setiap layer [9]. Struktur model CNN yang digunakan 
dan detail modelnya ditunjukkan pada Tabel I. 
 
Tabel I. Layer model CNN, Tabel II. Detil Loss,Optimizer dan Metrics 
 
 
 
4. Hasil dan Pembahasan 
  
4.1. 32 Partisipan Tanpa Data Augmentation  
Penelitian ini menggunakan seluruh data 32 partisipan tanpa data augmentation 
process. Pada penelitian ini digunakan 100 epochs. Pada saat proses pelatihan 
mengindikasikan bahwa model overfitting maka proses training dihentikan dan hasil 
akhirnya dicatat. Hasil dari penelitian ini dapat dilihat dari Tabel II.  
 
Tabel II. Hasil dari percobaan dengan seluruh 32 partisipan 
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Dari Tabel II dapat dilihat bahwa terdapat gap antara train accuracy dengan test 
accuracy untuk arousal dan valence. Train accuracy mencapai 91 – 99% namun test 
accuracy hanya 51-62%. Bahkan setelah menambahkan dropout layer dengan dropout 
rate sebesar 0,5 masih terjadi overfitting. 
 
4.2. Model dengan data augmentation pada DEAP dataset  
Masalah overfitting dalam DEAP dataset muncul karena permasalahan kekurangan 
sampel data pada saat proses training model CNN yang memiliki struktur yang kompleks, 
untuk mengatasi masalah ini dilakukan proses data augmentation dengan  menggunakan 
ukuran jendela efektif 4 detik dan menggunakan layer arsitektur CNN yang sama. Hasil 
dari percobaan ini dapat dilihat pada gambar 3a dan 3b.   
 
a. Arousal                                 b. Valence 
Gambar 3. Akurasi arousal dan valence setelah data augmentation 
 
Pada gambar 3a dan 3b dapat dilihat bahwa setelah data augmentation 
diaplikasikan pada dataset, overfitting masih terjadi (diindikasikan dengan adanya gap 
yang besar antara train dan test accuracy). Namun setelah ditambahkan dropout layer ke 
model CNN, overfitting tidak terjadi dan sebagai hasil akhirnya didapatkan model yang 
stabil dengan gap yang mimimal antara train dan test accuracy. 
Untuk mendapatkan model terbaik dilakukan penyesuaian beberapa parameter 
yang terkait dengan proses pelatihan seperti train-test ratio dan epochs, hasil dapat dilihat 
pada gambar 4a dan 4b.  
  
a. Arousal                                    b. Valence 
Gambar 4. Hasil akurasi arousal dan valence model CNN menggunakan data 
augmentation 
 
Berdasarkan dari percobaan ini didapatkan model terbaik untuk arousal dengan 
menggunakan proporsi 70 – 30% train – test set, drop rate 0,5 dan 100 epochs dengan 
akurasi 72% dan untuk valence dengan menggunakan proporsi 90 – 10 % train – test set, 
drop rate 0,5 dan 100 dengan akurasi 71%.  
 
 
5. Kesimpulan  
Pada penelitian ini jumlah dataset dari DEAP yang tidak mencukupi berhasil diatasi 
dengan melakukan proses data augmentation dengan ukuran jendela efektif 4 detik  yang 
meningkatkan jumlah dataset sebesar 15 kali, dari 1.280 menjadi 19.200 dengan 
menggunakan dropout layer dengan drop rate 0,5 setiap layer.  
Detil model CNN dapat mendeteksi tinggi rendahnya arousal dan valence tanpa 
terjadi masalah overfitting, dengan model terbaik untuk arousal dan valence yang memiliki 
akurasi 72% dan 71%. 
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