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Abstract
We derive the N-point one-loop correlation functions for the currents of an arbitrary affine
Kac-Moody algebra. The one-loop amplitudes, which are elliptic functions defined on the
torus Riemann surface, are specified by group invariant tensors and certain constant tau-
dependent functions. We compute the elliptic functions via a generating function, and ex-
plicitly construct the invariant tensor functions recursively in terms of Young tableaux. The
lowest tensors are related to the character formula of the representation of the affine alge-
bra. These general current algebra loop amplitudes provide a building block for open twistor
string theory, among other applications.
1 Introduction
Current algebra conformal field theory is often an important ingredient to supply gauge
symmetry in string theory. The tree level N-point correlation functions of the currents [1] of
an affine Kac-Moody Lie algebra [2], gˆ,
[Jam, J
a
n ] = f
ab
cJ
c
m+n + κ
abmδm,−n, (1.1)
associated with a finite-dimensional algebra, g, are especially simple, and expressed as a sum
over products of differences, with the group tensors given by the level and structure constants
of the affine algebra.
The current correlators on the torus have more structure, but turn out to be computable
in terms of ellipitic functions, and specified by constant but tau-dependent group invariant
tensors. Recursion relations for these correlation functions [3] become tedious to evaluate for
large numbers of currents. In this paper we calculate the one-loop N-point current correlation
functions explicitly for an arbitrary Lie group, and describe their dependence on rather neat
combinations of Weierstrass functions and on group tensors given in terms of the character
of the representation.
Loop calculations were considered for vertex operator algebras in [4, 5], for particular con-
structions of current algebras in [6], and for particular Lie groups [7]. Our general treatment
of the affine current correlators is possible due to the simple holomorphic operator products
of the currents. Loop correlation functions for other fields related to current algebras tend
to be less completely accessible, although widely studied [8]-[17].
Our interest in the current algebra torus correlator was initially motivated by its appearance
in the gluon loop amplitude [3] for open twistor string theory [18],[19]. The N-point torus
current correlator should be helpful to pursue perturbation theory there. The twistor string
[20], [18], and efforts to formulate it as a heterotic theory [21], although mixing conformal
supergravity with Yang-Mills, also provides an enticing framework for a QCD string. Our
analysis of current algebra on the torus provides a fundamental building block that will have
general applications.
The plan of this paper is as follows. In section 2.1, we first use the representation of a current
algebra as bilinear expressions in (Neveu-Schwarz) fermions to evaluate current algebra tree
amplitudes. The expressions obtained involve the tensors formed from the traces of products
of the real matrices representing g and can be described by a set of graphical rules that will
be extended later in the paper to yield loop amplitudes. Although the tensors depend on the
representation chosen, this dependence cancels out in the expressions for the tree amplitudes
because these are determined by κab. For a compact simple algebra, we can take κab = kδab
and we can obtain the general tree amplitude by scaling terms in the result obtained for any
given representation by appropriate powers of k.
Notwithstanding this, in section 2.2, we find it useful to give a more generally phrased
version of the construction, due to Frenkel and Zhu (FZ) [1]. This generalizes the traces
of representation matrices to invariant m-th order tensors κm, satisfying conditions (2.15)
and (2.16), which determine κm in terms of κm−1 uniquely up to an arbitrary symmetric
invariant tensor ωm. The successive freedoms, represented by the ωn, have no effect on
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the tree amplitudes constructed using the κm. We isolate a “connected” part of the tree
amplitude, which possesses only simple poles and show that, like the full amplitude, this
just depends on κ2 = κ, and so not on the ωm. In section 2.3 we give a proof that, given a
suitable κm−1, there exists a κm satisfying (2.15) and (2.16), and we give explicit formulae for
the general κ3 and κ4. Our proof of the existence of κn does not itself provide a convenient
algorithmic construction and we give this in Appendix A using Young tableaux and the
representation theory of the permutation group.
In section 3.1, we begin by computing the n-point one loop amplitude using the representation
of the current algebra as bilinears in Neveu-Schwarz fermions. The result is given by a
modification of the graphical rules used in section 2.1 to describe tree amplitudes. Similar
rules describe two other versions of the loop: one in which we use Neveu-Schwarz fermions
but also incorporate a factor of (−1)Nb , were Nb is the fermion number operator, into the
trace defining the loop; and one where we use Ramond rather than Neveu-Schwarz fermions.
These rules involve the tensors constructed from traces of representation matices, used in
the fermionic construction of tree amplitudes. There nearly all the structure resulting from
varying the representation, reflected in the ‘arbitrary’ symmetric tensors ωm coming into the
FZ construction, was irrelevant, but this is not so for the loops.
To approach the construction of the general one loop current algebra amplitude, we isolate
a connected part of the amplitude in section 3.2, which has only single poles, as we did for
the tree amplitudes. The residues of this connected part for the n-point loop are specified in
terms of the (n−1)-point loop and this means that the n point loop is determined in this way
up to a symmetric invariant n-th order tensor, ωn(τ), depending only on the torus modulus,
τ . In section 3.3, we first obtain general forms for the two- and three-point loops in terms
of symmetric invariant tensors ω2(τ) and ω3(τ) and Weierstrass P and ζ functions. The
general form for the n-point loop is given by an adaptation of the rules for tree amplitudes,
expressed in terms of Weierstrass σ functions through
ν−nHn =
n∏
j=1
σ(µj + ν, τ)
σ(ν, τ)σ(µj , τ)
=
∞∑
m=0
Hn,mν
m−n, (1.2)
which is elliptic as a function of ν and µ1, . . . µn, provided that
∑n
j=1 µj = 0, and in terms of
n-th order invariant tensor functions of τ , κn,m(τ), with n ≥ m ≥ 2, defined inductively by
(3.55) and (3.56) (which are similar to (2.15) and (2.16)), starting from invariant symmetric
tensors κn,0(τ) = ωn(τ). In appendix B we discuss properties of the functions Hn,m and
in appendix C we show how the general results of this section relate to those previously
obtained in [3] for two-, three- and four-point loops.
The symmetric tensors ωn, irrelevant in the construction of tree amplitudes in section 2,
provide the extra structure necessary for the construction of the one-loop amplitudes. They
are not arbitrary but can be determined in terms of traces of zero modes of the currents,
tr
(
J
ai1
0 J
ai2
0 . . . J
ain
0 w
L0
)
, symmetrized over the indices aj . In 4.1, we establish recurrence
relations relating the traces over symmetrized products of currents, in terms of which the
ωn(τ) are initially defined, to symmetrized traces of their zero modes, showing how this works
out in detail for n = 2, 3 and 4. More precisely, ωn(τ) are defined in terms of the connected
parts of the symmetrized traces of currents and, in 4.2, we use the recurrence relations to
determine ωn(τ) in terms of the connected part of the symmetrized trace of zero modes.
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Then, in section 4.3, we show how the symmetrized traces of zero modes of the currents can
be determined in terms of
χ(θ, τ) = tr
(
eiH·θwL0
)
, (1.3)
the character of the representation of gˆ provided by the space of states of the theory. While
the analysis up to this point has not made any assumptions about the Lie algebra g, in this
section we assume that it is compact and, for ease of exposition, take it to be simple. The
method depends on using the Harish-Chandra isomorphism of the center of the enveloping
algebra of g, that is the ring of Casimir operators of g, onto the polynomials in H invariant
under the action of the Weyl group, Wg of g.
Section 5 provides a summary of our results.
4
2 Current Algebra Trees
2.1 Current Algebra and the Fermionic Tree Construction
We consider a conformal field theory containing the affine algebra, gˆ, given by (1.1), where
m,n are integers and fabc are the structure constants of g and κ
ab is a symmetric tensor
invariant with respect to g. [If the generators of the algebra satisfy the hermiticity condition
Jan
† = Ja−n, f
ab
c is pure imaginary and κ
ab is real.] For a general introductory review see
[22].
We consider evaluating the vacuum expectation value
Aa1a2...antree (z1, z2, . . . , zn) = 〈0|Ja1(z1)Ja2(z2) . . . Jan(zn)|0〉, (2.1)
where
Ja(z) =
∑
n
Janz
−n−1, Jan |0〉 = 0, n ≥ 0, (Jan)† = Ja−n. (2.2)
The currents Ja(z) satisfy the operator product expansion
Ja(z1)J
b(z2) ∼ κ
ab
(z1 − z2)2 +
fabcJ
c(z2)
z1 − z2 (2.3)
and the tree amplitudes satisfy the asymptotic condition
Aa1a2...antree (z1, z2, . . . , zn) = O(z−2j ) as zj →∞, (2.4)
because in this limit 〈0|Ja(z) ∼ 〈0|Ja1 z−2.
Because of the locality of the currents Ja(z) relative to one another, the tree amplitude (2.1)
is symmetric under simultaneous permutations of the zi and ai,
Aa̺(1)a̺(2)...a̺(n)tree (z̺(1), z̺(2), . . . , z̺(n)) = Aa1a2...antree (z1, z2, . . . , zn), (2.5)
where ̺ ∈ Sn, the group of permutations on n objects
The condition (2.3) gives all the singularities of the n-point function in terms of (n − 1)-
and (n− 2)-point functions. Thus, given (2.4), using Cauchy’s Theorem, we can inductively
calculate the n-point function for any n starting from the two-point function,
〈0|Ja(z1)Jb(z2)|0〉 = κ
ab
(z1 − z2)2 , (2.6)
i.e. the n-point function is determined by the invariant symmetric tensor κab. A general
prescription for doing this has been given by Frenkel and Zhu [1], which we shall discuss in
section 2.2, but first we shall note the explicit calculation when Ja(z) is given as a bilinear
in fermionic oscillators.
Given a representation Ja0 7→ ta = iMa of g, where the Ma are N -dimensional real antisym-
metric matrices satisfying
[Ma,M b] = −ifabcM c, (2.7)
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we can represent Ja(z) as a bilinear in Neveu-Schwarz fermionic fields,
Ja(z) =
∑
n∈Z
Janz
−n−1 =
i
2
Maijb
i(z)bj(z) (2.8)
where
bi(z) =
∑
r∈Z+ 1
2
birz
−r− 1
2 , {bir, bjs} = δr,−sδij , bir|0〉 = 0, r > 0, 1 ≤ i, j ≤ N.
(2.9)
Then Jan satisfies (1.1) with
κab = − 1
2
tr(MaM b) = 1
2
tr(tatb). (2.10)
Note
bi(z1)b
j(z2) =: b
i(z1)b
j(z2) : +
δij
z1 − z2 , (2.11)
with the usual definition of normal ordering.
Using Wick’s theorem, we can evaluate the tree amplitude (2.1) and describe the result as
follows. The n-point function can be written as a sum over permutations ̺ ∈ Sn with no
fixed point. Each such permutation can be written as a product of cycles, ̺ = ξ1ξ2 . . . ξr and
we associate to ̺ a product F̺ = (−1)rfξ1fξ2 . . . fξr , where the function fξ is associated with
the cycle ξ = (i1, i2 . . . im), defined by
fξ =
1
2
tr(ta1ta2 . . . tam)
(zi1 − zi2)(zi2 − zi3) . . . (zim − zi1)
. (2.12)
The n-point tree amplitude is then constructed as the sum of these products over the per-
mutations ̺ ∈ S′n, the subset of Sn with no fixed points,
Aa1a2...antree (z1, z2, . . . , zn) =
∑
̺∈S′n
F a1a2...an̺ (z1, z2, . . . , zn). (2.13)
2.2 The Frenkel-Zhu Construction
Frenkel and Zhu have shown how the fermionic construction of the last section can be modified
to give the general construction for the tree amplitude (2.1). Again the n-point function (2.1)
is written as a sum over permutations with no fixed point, ̺ = ξ1ξ2 . . . ξr, written as a product
of cycles, with which is associated F̺ = (−1)rfξ1fξ2 . . . fξr , where now
fξ =
κ
ai1ai2 ...aim
m
(zi1 − zi2)(zi2 − zi3) . . . (zim − zi1)
, (2.14)
and the m-order tensors κm are defined inductively by the conditions
κa1a2a3...amm − κa2a1a3...amm = fa1a2bκba3...amm−1 , (2.15)
and
κa1a2a3...amm = κ
a2a3...ama1
m . (2.16)
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The n-point tree amplitude is then constructed as in (2.13).
A graphical way of describing the Frenkel-Zhu construction (or the fermionic construction)
is to say that the n-point tree amplitude is given by summing over all graphs with n vertices
where the vertices carry the labels 1, 2, . . . , n, and each vertex is connected by directed lines
to other vertices, one of the lines at each vertex pointing towards it and one away from it.
Then each graph consists of a number of directed “loops” or cycles, ξ = (i1, i2 . . . im), with
which we associate the expression (2.14) and the expression associated with the whole graph
is the product of the expressions for the various cycles multiplied by a factor of −1 for each
cycle.
As is implied by comparing (2.12) and (2.14), a solution to the conditions (2.15) and (2.16)
can be constructed by setting κa1a2a3...amm = tr(t
a1ta2 . . . tam) or, more generally,
κa1a2...amm = tr(Kt
a1ta2 . . . tam), (2.17)
where ta is any finite-dimensional representation of g, i.e.
[ta, tb] = fabct
c, (2.18)
and K is any matrix commuting with all the ta, i.e. invariant under the action of g. K is
to be chosen so that κab2 = tr(Kt
atb) = κab as in (1.1), which can be done for any invariant
tensor κab if g is compact and ta a faithful representation.
It is straightforward to verify that (2.13) has the singularity structure implied by the op-
erator product expansion (2.3), provided that κm satisfies (2.15) and (2.16), and satisfies
the asymptotic condition (2.4), and thus is inductively determined by Cauchy’s Theorem,
given the two-point function (2.6). Thus, it does not depend on the choice of κm satisfying
(2.15) and (2.16), apart from through κ2 = κ. (In particular, although different choices of
representation ta result in different tensors κm, as defined through (2.17), these differences
cancel out in (2.14), apart from dependence on κ2.) In fact, the stronger statement holds
that the connected parts, that is the sums of (2.14) over permutations of (i1, i2 . . . im), only
depend on the κ’s through κ2. This is expressed in the following Proposition:
Proposition 1. If g is a Lie algebra and the tensors κa1a2...amm , where 1 ≤ aj ≤ dim g, are
defined for m ≤ N , and satisfy
κa1a2a3...amm − κa2a1a3...amm = fa1a2bκba3...amm−1 , (2.19)
and
κa1a2a3...amm = κ
a2a3...ama1
m , (2.20)
where fabc are the structure constants of g, then the tensor functions
Aa1a2...amtree,C (z1, z2, . . . , zm) =
1
m
∑
̺∈Sm
f(̺(1),̺(2),...,̺(m)) (2.21)
=
1
m
∑
̺∈Sm
κ
a̺(1)a̺(2)...a̺(m)
m
(z̺(1) − z̺(2))(z̺(2) − z̺(3)) . . . (z̺(m) − z̺(1))
=
∑
̺∈Sm−1
κ
a̺(1)a̺(2)...a̺(m−1)am
m
(z̺(1) − z̺(2))(z̺(2) − z̺(3)) . . . (z̺(m−1) − zm)(zm − z̺(1))
(2.22)
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depend on the κm only through κ2.
Proof of the Proposition: The result follows from Cauchy’s Theorem because the functions
F defined by (2.22) satisfy
Aa1a2...amtree,C (z1, z2, . . . , zm) = O(z−21 ), as z1 →∞
and
Aa1a2a3...amtree,C (z1, z2, . . . , zm) ∼
fa1a2b
z1 − z2A
ba3...am
tree,C (z2, . . . , zm) as z1 → z2,
and so can be calculated inductively from
Aabtree,C(z1, z2) =
κab
(z1 − z2)2 .
2.3 The Tensors κn.
The conditions
κa1a2a3...ann − κa2a1a3...ann = fa1a2bκba3...ann−1 , (2.23)
and
κa1a2a3...ann = κ
a2a3...ana1
n . (2.24)
are sufficient to ensure that the amplitudes defined by (2.13) with F̺ = (−1)rfξ1fξ2 . . . fξr ,
where fξ is given by (2.14), depend on the κm only through κ2. However, κ2 does not uniquely
determine κm through (2.23) and (2.24). In this section, we shall discuss the existence and
uniqueness of solutions to these equations. Although, the arbitrariness in κm, given κ2, is
not relevant for tree amplitudes, we shall see in §3 that this freedom is very relevant for the
construction of the one-loop amplitudes.
The conditions (2.23) and (2.24) have some immediate consequences. First, if κn−1 satisfies
(2.23) for some κn which also satisfies (2.24), then κn−1 is invariant because
n∑
j=1
f baj cκ
a1...aj−1caj+1...an =
n∑
j=1
(κa1...aj−1bajaj+1...an − κa1...aj−1ajbaj+1...an) = 0
using (2.23) and then (2.24). Thus for (2.23) and (2.24) to have a solution for a given κn−1
then this tensor must be invariant.
Second, if κa1a2a3...ann and κ˜
a1a2a3...an
n both satisfy (2.23) with the same κ
a1a2a3...an−1
n−1 and both
satisfy the cyclic property (2.24), then the difference
ωa1a2a3...ann = κ˜
a1a2a3...an
n − κa1a2a3...ann
is cyclically symmetric and satisfies
ωa1a2a3...ann = ω
a2a1a3...an
n .
These two symmetries generate the whole of Sn so that ωn must be a symmetric tensor.
Conversely, if ωn is symmetric, it follows that κ˜n = κn + ωn satisfies (2.23) and (2.24) if
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κn does. So κn−1 defines κn through (2.23) and (2.24), assuming a solution exists, up to a
symmetric tensor ωn. We establish the existence of the solution in the following Proposition:
Proposition 2. If g is a Lie algebra, define inductively the spaces Kn to consist of the
invariant n-th order tensors κa1a2...ann , where 1 ≤ aj ≤ dim g, such that
κa1a2a3...ann − κa2a1a3...ann = fa1a2bκba3...ann−1 , (2.25)
for some κn−1 ∈ Kn−1, where fabc are the structure constants of g, and
κa1a2a3...ann = κ
a2a3...ana1
n , (2.26)
with K0 = {0}. Then, for each κn−1 ∈ Kn−1, there exists a κn satisfying (2.25) and (2.26)
that is unique up to the addition of a symmetric invariant tensor ωn. The solution can be
uniquely specified by requiring that it be orthogonal to all symmetric n-th order tensors.
Proof of the Proposition: We define the action of ̺ ∈ Sn on n-th order tensors τn by
(̺τn)
a1a2...an = τ
a
̺−1(1)a̺−1(2)...a̺−1(n)
n
so that this provides a representation of Sn on n-th order tensors: (̺σ)τn = ̺(στn). For any
n-th order tensor τn write
η(̺, τn) = τn − ̺τn; (2.27)
then we can write
τn =
1
n!
∑
̺∈Sn
η(̺, τn) + ωn, (2.28)
where
ωn =
1
n!
∑
̺∈Sn
̺τn, (2.29)
is the symmetrization of the tensor τn. If τn is invariant, η(̺, τn) is also invariant. Then, if
κn ∈ Kn,
1
n!
∑
̺∈Sn
η(̺, κn) (2.30)
is also in Kn and satisfies (2.25) for the same κn−1 ∈ Kn−1; further, it is orthogonal to any
symmetric tensor. It is clear from (2.28) that, taking τn = κn ∈ Kn, κn is orthogonal to
all symmetric tensors only if ωn, defined as in (2.29), vanishes. Thus, (2.30) is the unique
solution to (2.25) and (2.26) for the given κn−1, with this property.
We now proceed to use the expression (2.30) to show there exists a solution to (2.25) and
(2.26) for a given κn−1 ∈ Kn−1. From (2.27),
η(̺1̺2, κn) = κn − ̺1̺2κn = η(̺1, κn) + ̺1η(̺2.κn) (2.31)
and, so,
η(̺1 . . . ̺k, κn) =
k∑
j=1
̺1 . . . ̺j−1η(̺j , κn). (2.32)
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We can use this to give a formula for a given κn, in terms of κn−1 ∈ Kn−1, by expressing
each ̺ ∈ Sn as a product of transpositions of adjacent indices and then using (2.25) and
(2.26). However, such expressions are not unique, so we need to address this by first working
in the free group, S˜n, generated by these transpositions, defining a function φ˜ : S˜n → Tn,
the space of n-th order invariant tensors, for each κn−1 ∈ Kn−1, and then checking that we
can impose the appropriate relations to obtain a definition for ̺ ∈ Sn. In this way, we will
obtain an n-th order tensor φ(̺, κn−1), ̺ ∈ Sn, κn−1 ∈ Kn−1, which will provide the desired
element φ(κn−1) ∈ Kn on averaging over ̺ ∈ Sn. To show this, we finally show that φ(κn−1)
satisfies (2.25) and (2.26).
Sn is generated by transpositions {σi : 1 ≤ i ≤ n} where
σi(i) = i+ 1, σi(i+ 1) = i, σi(j) = j, j 6= i, i + 1, (2.33)
which satisfy the relations
σ2i = 1, (σiσi+1)
3 = 1, (σiσj)
2 = 1, |i− j| > 1. (2.34)
Let S˜n be the free group on the generators {σ˜i : 1 ≤ i ≤ n− 1} and Wn the smallest normal
subgroup of S˜n containing {σ˜2i , 1 ≤ i ≤ n−1; (σ˜iσ˜i+1)3, 1 ≤ i ≤ n−2; (σ˜iσ˜j)2 |i−j| > 1}.
Then S˜n/Wn ∼= Sn with σ˜i 7→ σi defining an homomorphism S˜n → Sn, which we shall
denote by ˜̺ 7→ ̺. (See [23] page 63.) Each ˜̺ ∈ S˜n can be written ̺ = σ˜i1σ˜i2 . . . σ˜ik , where
1 ≤ |ij | ≤ n − 1 and σ−1i = σ−i. We can define a function φ˜ : S˜n → Kn in terms of φ˜(σ˜i),
1 ≤ i ≤ n− 1, with φ˜(σ˜−1i ) = φ˜(σ˜i) and φ˜(1) = 0, by
φ˜(σ˜i1 . . . σ˜ik) =
k∑
j=1
σi1 . . . σij−1 φ˜(σ˜ij ). (2.35)
Then
φ˜(˜̺1 ˜̺2) = ̺1φ˜(˜̺2) + φ˜(˜̺1). (2.36)
We now show that Ker φ˜ ∩Wn is a normal subgroup of S˜n. Suppose ˜̺ ∈ Ker φ˜ ∩Wn, so
that ̺ = 1 ∈ Sn and φ˜(˜̺) = 0. Then
φ˜(˜̺1 ˜̺̺
−1
1 ) = ̺1̺φ˜(˜̺
−1
1 ) + ̺1φ˜(˜̺) + φ˜(˜̺1) = ̺1φ˜(˜̺
−1
1 ) + φ˜(˜̺1) = φ˜(1) = 0
so that ˜̺1 ˜̺˜̺
−1
1 ∈ Ker φ˜ ∩Wn and this is a normal subgroup of S˜n. So if we can show that
{σ˜2i , 1 ≤ i ≤ n− 1; (σ˜iσ˜i+1)3, 1 ≤ i ≤ n− 2; (σ˜iσ˜j)2, |i− j| > 1} ⊂ Ker φ˜ (2.37)
we must have Ker φ˜ ∩Wn = Wn, i.e. Wn ⊂ Ker φ˜, because Wn is the smallest normal
subgroup containing these elements. Then φ˜ induces a map φ : Sn → Kn with φ(̺) = φ˜(˜̺),
because φ(˜̺w˜) = φ(˜̺) + ̺φ(w˜) = φ(˜̺) if w˜ ∈Wn.
Next we show that (2.37) holds if we define
φ˜(σ˜i, κn−1) = f
αiαi+1
βκ
α1...αi−1βαi+2...αn
n−1 ∈ Tn, (2.38)
for κn−1 ∈ Kn−1. We will write out the argument for σ˜21 , (σ˜1σ˜2)3, (σ˜1σ˜3)2 and the arguments
for other values of i, j follow by similar arguments. First, writing κ = κn−1,
φ˜(σ˜21 , κ) = φ˜(σ˜1, κ) + σ1φ˜(σ˜1, κ),
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implying
φ˜(σ˜21 , κ)
α1α2α3...αn = fα1α2βκ
βα3...αn + fα2α1βκ
βα3...αn = 0.
Second
φ˜((σ˜1σ˜3)
2, κ) = φ˜(σ˜1, κ) + σ1φ˜(σ˜3, κ) + σ1σ3φ˜(σ˜1, κ) + σ1σ3σ1φ˜(σ˜3, κ)
= φ˜(σ˜1, κ) + σ1σ3φ˜(σ˜1, κ) + σ1φ˜(σ˜3, κ) + σ3φ˜(σ˜3, κ) (2.39)
implying
φ˜((σ˜1σ˜3)
2, κ)α1α2α3α4...αn = fα1α2βκ
βα3α4...αn + fα2α1βκ
βα4α3...αn
+ fα3α4γκ
α2α1γ...αn + fα4α3γκ
α1α2γ...αn
= fα1α2βf
α3α4
γκ
βγα5...αn + fα2α1βf
α3α4
γκ
βγα5...αn = 0.(2.40)
Third,
φ˜((σ˜1σ˜2)
3, κ)
= φ˜(σ˜1, κ) + σ1φ˜(σ˜2, κ) + σ1σ2φ˜(σ˜1, κ) + σ1σ2σ1φ˜(σ˜2, κ) + σ2σ1φ˜(σ˜1, κ) + σ2φ˜(σ˜2, κ)
= fα1α2βκ
βα3α4...αn + fα1α3βκ
α2βα4...αn + fα2α3βκ
βα1α4...αn + fα2α1βκ
α3βα4...αn
+ fα3α1βκ
βα2α4...αn + fα3α2βκ
α1βα4...αn
= fα1α2βf
βα3
γκ
γα4...αn + fα1α3βf
α2β
γκ
γα4...αn + fα2α3βf
βα1
γκ
γα4...αn = 0 (2.41)
by the Jacobi identity. This establishes (2.37).
Thus, for each κn−1 ∈ Kn−1, we can define φ(̺, κn−1) = φ˜(˜̺, κn−1) and define φ : Kn−1 → Kn
by
φ(κn−1) =
1
n!
∑
̺∈Sn
φ(̺, κn−1). (2.42)
We shall now show that φ(κn−1) satisfies (2.25) and (2.26). From (2.36),
φ(̺1̺2, κn−1) = ̺1φ(̺2, κn−1) + φ(̺1, κn−1). (2.43)
Then, for any σ ∈ Sn,
φ(κn−1)− σφ(κn−1) = 1
n!
∑
̺∈Sn
φ(̺, κn−1)− 1
n!
∑
̺∈Sn
σφ(̺, κn−1)
=
1
n!
∑
̺∈Sn
φ(̺, κn−1)− 1
n!
∑
̺∈Sn
φ(σ̺, κn−1) +
1
n!
∑
̺∈Sn
φ(σ, κn−1)
= φ(σ, κn−1) (2.44)
Taking σ = σ1 in (2.44), we have
φ(κn−1)
α1α2α3...αn − φ(κn−1)α2α1α3...αn = fα1α2βκβα3...αnn−1
so that (2.25) holds.
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If σ = σ1σ2 . . . σn−1, then σ(j) = j + 1, 1 ≤ j ≤ n − 1 and σ(n) = 1, i.e. σ is cyclic
permutation of (1, 2, . . . , n) so that
φ(σ, κn−1) =
n−1∑
j=1
σ1 . . . σj−1φ(σj , κn−1)
=
n−1∑
j=1
σ1 . . . σj−1f
αjαj+1
βκ
α1...αj−1βαj+2...αn
n−1
=
n−1∑
j=1
fα1αj+1βκ
α2...αjβαj+2...αn
n−1 = 0 (2.45)
as κn−1 ∈ Kn−1 is invariant. Thus putting σ = σ1σ2 . . . σn−1 in (2.44) gives
φ(κn−1)
α1α2...αn = φ(κn−1)
αnα1...αn−1 ,
so that (2.26) holds.
By averaging (2.44) over σ ∈ Sn, we see that∑
σ∈Sn
σφ(κn−1) = 0,
so that it is orthogonal to all symmetric tensors and so the unique solution to (2.25) and
(2.26) with this property.
This completes the proof of Proposition 2.
Note that Proposition 2 implies thatKn/Sn ∼= Kn−1, where Sn ⊂ Kn is the space of symmetric
invariant tensors.
As particular instances, we have that if κab is an invariant symmetric tensor, the general
solution for (2.25) and (2.26) for n = 3 is
κabc3 =
1
2
fabeκ
ec + ωabc, (2.46)
where ωabc is symmetric, and invariant for κ3 to be invariant. In this case, the general
solution to (2.25) and (2.26) for n = 4 is
κabcd4 =
1
6
fabef
cd
gκ
eg + 1
6
fdaef
bc
gκ
eg + 1
2
fabeω
ecd + 1
2
f bceω
ead + 1
2
faceω
ebd + ωabcd, (2.47)
where ωabcd is symmetric.
While Proposition 2 proves the existence of a solution to (2.25) and (2.26) for a given κn−1 ∈
Kn−1, it does not provide an explicit expression for such a solution unless we have a method of
specifying expressions for each element ̺ ∈ Sn as a product σi1σi2 . . . σik of transpositions. In
Appendix A, we derive an explicit expression for κn in terms of κn−1 using the representation
theory of Sn and Young tableaux.
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3 Current Algebra on the Torus
3.1 Fermionic Loop Constructions
We consider the loop amplitude
Aa1a2...anloop (ν1, ν2, . . . , νn, τ) = tr
(
Ja1(ρ1)J
a2(ρ2) . . . J
an(ρn)w
L0
)
(2πi)n
n∏
j=1
ρj, (3.1)
where
ρj = e
2πiνj , w = e2πiτ . (3.2)
and begin by reviewing the explicit expressions for this amplitude when Ja(ρ) is given as a
bilinear in fermionic fields. First, we take Ja(ρ) to be given in terms of Neveu-Schwarz fields
by (2.8). Defining the partition function
χNS(τ) =
∞∏
r= 1
2
(1 + wr)N , (3.3)
we can write
tr(bi(ρ1)b
j(ρ2)w
L0) =
1
2πi(ρ1ρ2)
1
2
χNS(ν1 − ν2, τ)χNS(τ)δij , (3.4)
where
χNS(ν, τ) = 2πi
∞∑
r= 1
2
e−2πirν + wre2πirν
1 + wr
=
θ′1(0, τ)θ3(ν, τ)
θ3(0, τ)θ1(ν, τ)
∼ 1
ν
as ν → 0. (3.5)
With Ja(ρ) given by (2.8), the two-point function is
tr
(
Ja(ρ1)J
b(ρ2)w
L0
)
= − κ
ab
4π2ρ1ρ2
χNS(ν1 − ν2, τ)2χNS(τ)
= − κ
ab
4π2ρ1ρ2
PNS(ν1 − ν2, τ)χNS(τ) (3.6)
where κab = − 1
2
tr(MaM b) = 1
2
tr(tatb), and
PNS(ν, τ) = θ
′
1(0, τ)
2θ3(ν, τ)
2
θ3(0, τ)2θ1(ν, τ)2
∼ 1
ν2
, as ν → 0
=
θ′′3(0, τ)
θ3(0, τ)
−
(
θ′1(ν, τ)
θ1(ν, τ)
)′
=
θ′′3(0, τ)
θ3(0, τ)
+ 2η(τ) + P(ν, τ). (3.7)
Here the Weierstrass P function,
P(ν, τ) = −
(
θ′1(ν, τ)
θ1(ν, τ)
)′
− 2η(τ), (3.8)
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with
η(τ) = −1
6
θ′′′1 (0, τ)
θ′1(0, τ)
. (3.9)
(See [24], page 361.)
The general prescription for the n-point loop amplitude (3.1), with Ja(ρ) given by (2.8), is
given by a modification of the Frenkel-Zhu construction of §2.2, by writing (3.1) as a sum
over permutations ρ ∈ Sn with no fixed point. If ρ = ξ1ξ2 . . . ξr, a product of disjoint cycles,
we associate to ρ a product
FNSρ = (−1)rfNSξ1 fNSξ2 . . . fNSξr χNS(τ), (3.10)
where the function fNSξ associated with the cycle ξ = (i1, i2 . . . im) is defined by
fNSξ = κ
ai1ai2 ...aimχNS(νi1 − νi2 , τ)χNS(νi2 − νi3 , τ) . . . χNS(νim − νi1 , τ) (3.11)
κa1a2...an = 1
2
tr(ta1ta2 . . . tan) = 1
2
intr(Ma1Ma2 . . .Man), (3.12)
The n-point loop amplitude is then constructed as the sum of these products over the per-
mutations ρ ∈ S′n, the subset of Sn with no fixed points,
Aa1a2...anloop (ν1, ν2, . . . , νn, τ) =
∑
ρ∈S′n
FNSa1a2...anρ (ν1, ν2, . . . , νn, τ). (3.13)
Again this construction can be described graphically by summing over all graphs with n
vertices where the vertices carry the labels 1, 2, . . . , n. and each vertex is connected by directed
lines to other vertices, one of the lines at each vertex pointing towards it and one away from
it. An expression (3.11) is associated with each cycle, together with factor of −1, and the
product of these cycle expressions is associated with the whole graph.
For example, this gives as the expression for the three-point loop
tr
(
Ja(ρ1)J
b(ρ2)J
c(ρ3)w
L0
)
=
−ik
8π3ρ1ρ2ρ3
fabcχNS(τ)χNS(ν1 − ν2, τ)χNS(ν2 − ν3, τ)χNS(ν3 − ν1, τ)
(3.14)
if tr(MaM b) = −2kδab, so that κab = kδab, and δab is used to raise and lower indices.
We can modify the above to give a second fermionic construction by defining the partition
function
χ−NS(τ) =
∞∏
r= 1
2
(1− wr)N , (3.15)
we can write
tr
(
bi(ρ1)b
j(ρ2)w
L0(−1)Nb) = 1
2πi(ρ1ρ2)
1
2
χ−NS(ν1 − ν2, τ)χ−NS(τ)δij , (3.16)
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where
χ−NS(ν, τ) = 2πi
∞∑
r= 1
2
e−2πirν − wre2πirν
1− wr =
θ′1(0, τ)θ4(ν, τ)
θ4(0, τ)θ1(ν, τ)
∼ 1
ν
as ν → 0; (3.17)
and, if we replace χNS(ν, τ) by χ
−
NS(ν, τ) in (3.11), with χ
−
NS(τ) replacing χNS(τ) in (3.10),
the above construction for the loop amplitudes gives
tr
(
Ja1(ρ1)J
a2(ρ2) . . . J
an(ρn)w
L0(−1)Nb) , (3.18)
where Nb =
∑
r>0 b−rbr. In particular, the two-point function is
tr
(
Ja(ρ1)J
b(ρ2)w
L0(−1)Nb
)
= − κ
ab
4π2ρ1ρ2
χ−NS(ν1 − ν2, τ)2χ−NS(τ)
= − κ
ab
4π2ρ1ρ2
P−NS(ν1 − ν2, τ)χ−NS(τ) (3.19)
where
P−NS(ν, τ) =
θ′1(0, τ)
2θ4(ν, τ)
2
θ4(0, τ)2θ1(ν, τ)2
=
θ′′4(0, τ)
θ4(0, τ)
−
(
θ′1(ν, τ)
θ1(ν, τ)
)′
=
θ′′4(0, τ)
θ4(0, τ)
+ 2η(τ) + P(ν, τ). (3.20)
A third fermionic construction is given by using the Ramond operators,
di(ρ) =
∑
m∈Z
dimρ
−m+ 1
2 , {dim, djn} = δm,−nδij , dim|0〉 = 0, m > 0, 1 ≤ i, j,≤ N.
(3.21)
Defining the Ramond partition function
χR(τ) =
∞∏
n=1
(1 + wn)N , (3.22)
we can write
tr
(
di(ρ1)d
j(ρ2)w
L0
)
=
1
2πi(ρ1ρ2)
1
2
chiR(ν1 − ν2, τ)χR(τ)δij ,
where
χR(ν, τ) = πi+ 2πi
∞∑
m=1
e−2πimν + wme2πimν
1 + wm
=
θ′1(0, τ)θ2(ν, τ)
θ2(0, τ)θ1(ν, τ)
∼ 1
ν
as ν → 0. (3.23)
If we now replace χNS(ν, τ) by χR(ν, τ) in (3.11), with χR(τ) replacing χNS(τ) in (3.10), the
construction for the loop amplitudes gives
tr
(
Ja1(ρ1)J
a2(ρ2) . . . J
an(ρn)w
L0
)
, (3.24)
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where now, instead of (2.8),
Ja(ρ) =
i
2
Maijd
i(ρ)dj(ρ). (3.25)
The two-point function is now
tr
(
Ja(ρ1)J
b(ρ2)w
L0
)
= − κ
ab
4π2ρ1ρ2
χR(ν1 − ν2, τ)2χR(τ)
= − κ
ab
4π2ρ1ρ2
PR(ν1 − ν2, τ)χR(τ) (3.26)
where
PR(ν, τ) = θ
′
1(0, τ)
2θ2(ν, τ)
2
θ2(0, τ)θ1(ν, τ)2
=
θ′′2(0, τ)
θ2(0, τ)
−
(
θ′1(ν, τ)
θ1(ν, τ)
)′
=
θ′′2(0, τ)
θ2(0, τ)
+ 2η(τ) + P(ν, τ). (3.27)
3.2 General Torus Amplitudes and Connected Parts
The loop amplitude
Aa1a2...anloop (ν1, ν2, . . . , νn, τ) = tr
(
Ja1(ρ1)J
a2(ρ2) . . . J
an(ρn)w
L0
)
(2πi)n
n∏
j=1
ρj , (3.28)
is invariant under νj → νj + 1 and νj → νj + τ for each j individually, so that it is defined
on the torus obtained by identifying ν ∈ C with ν + 1 and ν + τ . Because of the locality of
the currents Jaj (ρj), the amplitude is also symmetric under simultaneous permutations of
the ρj and the aj .
From (2.3) we have that
Ja(ρ1)J
b(ρ2) ∼ κ
ab
(2πi)2ρ1ρ2(ν1 − ν2)2 +
fabcJ
c(ρ2)
2πiρ1(ν1 − ν2) as ν1 → ν2. (3.29)
Thus the singularities of the n-point loop amplitude on the torus are determined in terms
of the (n − 1)-point and (n − 2)-point loop amplitudes. This means that knowledge of the
(n − 1)-point and (n − 2)-point loop amplitudes determines the n-point loop amplitude up
to a constant on the torus, that is a function of τ . (See, e.g., [25], page 29.) Because of the
permutation symmetry of the amplitude (3.28), this leaves the n-point loop determined up
to a symmetric invariant tensor function of τ , given the (n−1)-point and (n−2)-point loops.
The sum over permutations in the expression (3.13) for the loop in the fermionic construc-
tion cases can be divided into terms which collect together the same ρi in each cycle. Such
terms are labeled by the division of the variables {ρ1, ρ2, . . . , ρn} into subsets, each consist-
ing of at least two elements (corresponding to the restriction to permutations with no fixed
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points). The full loop amplitude is then the sum over these terms. Such terms are prod-
ucts of “connected parts”, each of which involves one of the subsets of {ρ1, ρ2, . . . , ρn}, say
{ρi1 , ρi2 , . . . , ρim}, given by an expression like (2.21),
Aa1a2...amloop,C (ν1, ν2, . . . , νm, τ) = −
1
m
∑
̺∈Sm
fNS(̺(1),̺(2),...,̺(m))χNS(τ), (3.30)
in the NS case. The amplitudes Aloop,C have a simpler structure than the full amplitudes
Aloop in that they have only single poles for m > 2, rather than both single and double poles.
For m > 2, the connected amplitudes satisfy the conditions
Aa1a2...amloop,C (ν1, ν2, . . . , νm, τ) ∼
1
νm − νj f
amaj
a′
j
Aa1a2...aj−1a
′
jaj+1...am−1
loop,C (ν1, ν2, . . . , νm−1, τ),
(3.31)
which are sufficient to specify the m-point connected amplitude Aloop,C in terms of the
(m− 1)-point connected amplitude, again up to a symmetric invariant tensor function of τ .
Motivated by the fermionic constructions, we can give a general definition of the connected
part of the loop amplitude in a familiar way. If A = {i1, i2, . . . , in} is a set of distinct positive
integers, define
AA ≡ Aai1ai2 ...ainloop (νi1 , νi2 , . . . , νin , τ) = tr
(
Jai1 (ρi1)J
ai2 (ρi2) . . . J
ain (ρin)w
L0
)
(2πi)n
n∏
j=1
ρij .
(3.32)
Let P = (A1, A2, . . . , Ar) be a division of the integers A = {i1, i2, . . . , in} = A1∪A2∪ . . .∪Ar
into a number of disjoint subsets; let PA denote the collections of such divisions; and denote
the partition function by
χ(τ) = tr
(
wL0
)
. (3.33)
Then we can define the connected amplitude AAC inductively by
AA =
∑
P∈PA
χ(τ)1−|P |
∏
Aj∈P
AAjC , (3.34)
where |P | = r, the number of subsets contained in the division P , together with the vanishing
of the one point function A{i}C = 0, and, consequently,
A{i,j}C = A{i,j} = tr
(
Jai(ρi)J
aj (ρj)w
L0
)
(2πi)2ρiρj . (3.35)
Equation (3.34) is of the form given for the NS case by (3.13) together with (3.10), where
A{i1...im}C = −
∑
̺∈Sm
fNSi̺(1)...i̺(m)χ, χ(τ) = χNS(τ).
Equation (3.34) defines an inductive procedure because we can write it as
AAC = AA −
∑
P∈P′
A
χ(τ)1−|P |
∏
Aj∈P
AAjC , (3.36)
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where P′A denotes the same collection of divisions of A into disjoint subsets but omitting the
division of A into the single set consisting of itself. If we single out a point i ∈ A, we can
rewrite the inductive definition of AAC ,
AA = AAC +
∑
B∈Ri
A
ABCAA∼B/χ, (3.37)
where RiA denotes the proper subsets of A which contain i.
The point of this definition of
AAC ≡ A
ai1ai2 ...ain
C (νi1 , νi2 , . . . , νin , τ) (3.38)
is that, for m > 2, the double poles at νi = νj present in AA have been removed and only
single poles remain. A double pole remains in A{i,j}C defined by (3.35),
A{i,j}C ∼
κaiaj
(νi − νj)2χ(τ) as νi ∼ νj ,
and this is its only singularity. To demonstrate the absence of the double pole at νi = νj
in AAC , m > 2, we use induction and (3.37). We note that the residue of the double pole
on the left hand side is kδaiajAA∼{i,j} and in the sum on the right hand side, assuming
inductively that the result is true for smaller amplitudes, the double pole occurs only in
the term involving ABC for B = {i, j} and the residue for this term is δaiajkχ multiplied by
AA∼B/χ, i.e. the same as on the left hand side, so that these residues cancel and AAC has no
double pole at νi = νj . A similar argument shows that AAC satisfies the same relations for
the residues at single poles as AA, so that (3.31) holds.
3.3 Structure of Torus Amplitudes
In general write
Aa1a2...anloop,C (ν1, ν2, . . . , νn, τ) ≡ −Fa1a2...ann (ν1, ν2, . . . , νn, τ)χ(τ), (3.39)
so that, for n > 2,
Fa1a2...ann (ν1, ν2, . . . , νn, τ) ∼
1
νn − νj f
amaj
a′j
Fa1a2...aj−1a
′
jaj+1...an−1
n−1 (ν1, ν2, . . . , νn−1, τ)
(3.40)
as νn ∼ νj , which specifies Fn on the torus in terms of Fn−1 up to a function of τ ,
ωa1a2...ann (τ), (3.41)
which, because of the properties of Fn, must be an invariant symmetric tensor. Inductively,
this determines Fn in terms of F2 and these invariant tensors, ωm, 2 < m ≤ n. The 2-point
function, F2, has only a double pole,
Fab2 (ν1, ν2, τ) ∼ −
κab
(ν1 − ν2)2 as ν1 → ν2, (3.42)
18
In general (3.42) implies that the general form of the two-point function is
Fab(ν1, ν2, τ) = −κabP(ν1 − ν2, τ) + ωab2 (τ), (3.43)
where ωab2 (τ) is a symmetric invariant tensor. In the NS, NS
− and R cases,
ωab2 (τ) = −κab
[
θ′′s (0, τ)
θs(0, τ)
+ 2η(τ)
]
(3.44)
with s = 3, 4, 2, respectively.
We can construct the general three-point loop, F3, as follows; we start by rewriting (3.43) as
Fab2 (ν1, ν2, τ) = −κabPNS(ν1 − ν2, τ) + ω˜ab2 (τ). (3.45)
We then have that Fabc(ν1, ν2, ν3, τ) differs from what it is in the NS case,
kfabcχNS(ν1 − ν2, τ)χNS(ν2 − ν3, τ)χNS(ν3 − ν1, τ), (3.46)
by a function defined on torus, whose residues at ν1 = ν2, ν2 = ν3, ν3 = ν1 are all if
ab
eω˜
ec
2 (τ).
To construct such a function, consider the Weierstrass ζ function (see [26], page 445),
ζ(ν, τ) =
θ′1(ν, τ)
θ1(ν, τ)
+ 2η(τ)ν (3.47)
ζ(ν, τ) has the properties:
ζ(ν + 1, τ) = ζ(ν, τ) + 2η(τ), ζ(ν + τ, τ) = ζ(ν, τ) + 2η(τ)τ − 2πi, (3.48)
ζ ′(ν, τ) = −P(ν, τ), ζ(−ν, τ) = −ζ(ν, τ), ζ(ν, τ) = 1
ν
+O(ν3), as ν → 0. (3.49)
It follows that
ζ(ν1 − ν2, τ) + ζ(ν2 − ν3, τ) + ζ(ν3 − ν1, τ) (3.50)
is defined on the torus and has residue 1 at ν1 = ν2, ν2 = ν3 and ν3 = ν1. Thus the general
form for
Fabc3 (ν1, ν2, ν3, τ) = kfabcχNS(ν1 − ν2, τ)χNS(ν2 − ν3, τ)χNS(ν3 − ν1, τ)
+ fabeω˜ec2 (τ) [ζ(ν1 − ν2, τ) + ζ(ν2 − ν3, τ) + ζ(ν3 − ν1, τ)] + 2ωabc3 (τ),
(3.51)
where ω3 is a symmetric invariant tensor, because this has the residues specified by (3.40).
We could proceed to express the n-point connected loop amplitude as the expression in
the NS case (3.11) with additional terms, but, instead, we adopt an approach that is more
symmetric between all the terms. To this end, we define functions, Hn,m(µ1, . . . , µn, τ),
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symmetric under the permutations of the µi, initially for 0 ≤ m ≤ 4, by
Hn,0(µ, τ) = 1,
Hn,1(µ, τ) =
n∑
j=1
ζj ,
2Hn,2(µ, τ) =

 n∑
j=1
ζj


2
+
n∑
j=1
ζ ′j,
6Hn,3(µ, τ) =

 n∑
j=1
ζj


3
+ 3
n∑
j=1
ζj
n∑
j=1
ζ ′j +
n∑
j=1
ζ ′′j ,
24Hn,4(µ, τ) =

 n∑
j=1
ζj


4
+ 6

 n∑
j=1
ζj


2
n∑
j=1
ζ ′j + 4
n∑
j=1
ζj
n∑
j=1
ζ ′′j + 3

 n∑
j=1
ζ ′j


2
+
n∑
j=1
ζ ′′′j + k4,
(3.52)
where µ = (µ1, . . . , µn), ζj = ζ(µj, τ), and k4 = k4(τ) is a constant on the torus to be
determined. Then the singularities in the µj of Hn,m(µ1, . . . , µn, τ) are simple poles at
µj = 0 for n > 2, and the residue
Res
µn=0
Hn,m(µ1, . . . , µn, τ) = Hn−1,m−1(µ1, . . . , µn−1, τ), (3.53)
for 1 ≤ m ≤ 4 and n > 2. This can be verified case by case but we shall give a general
argument below.
The Hn,m(µ, τ) are not single valued for µj on the torus but, if we impose the constraint
that µ1 + . . . + µn = 0, they are. So Hn,m(ν12, . . . , νn1, τ), where νij = νi − νj is defined on
the torus and, for n > 2, just has poles at νi = νi+1, 1 ≤ i ≤ n, with νn+1 ≡ ν1. For n = 2,
H2,1(ν12, ν21, τ) = 0, H2,2(ν12, ν21, τ) = −P(ν12, τ). (3.54)
By Proposition 2 of section 2.3, we can define n-th order tensors κn,m(τ), n ≥ m ≥ 0, n ≥ 2,
by the conditions
κa1a2...ann,m (τ)− κa2a1...ann,m (τ) = fa1a2bκba3...ann−1,m−1(τ), (3.55)
κa1a2...ann,m (τ) = κ
a2...ana1
n,m (τ), (3.56)
together with the requirement that κn,m be orthogonal to all symmetric tensors for m > 0
and n > 2, and the initial condition that κ2,2 = κ, κ2,1 = 0 and κn,0(τ) = ωn(τ), a symmetric
invariant tensor. Then, setting
〈κn,mHn,m〉a1a2...an(ν1, ν2, . . . , νn, τ) = 1
n
∑
̺∈Sn
κ
a̺(1)...a̺(n)
n,m Hn,m(ν̺(1)̺(2), . . . , ν̺(n)̺(1), τ),
(3.57)
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Fn = 〈κn,n−mHn,n−m〉, n ≥ m, provides a solution to (3.40) for each m. By the linearity of
those equations, we obtain the solution,
Fn =
n∑
m=0
〈κn,mHn,m〉, n ≥ 2. (3.58)
Because so far we only have Hn,m for 0 ≤ m ≤ 4, (3.58) is only valid for 2 ≤ n ≤ 4. Explicitly,
F2 = 〈κ2H2,2〉+ 〈κ2,0〉
F3 = 〈κ3H3,3〉+ 〈κ3,1H3,1〉+ 〈κ3,0〉
F4 = 〈κ4H4,4〉+ 〈κ4,2H4,2〉+ 〈κ4,1H4,1〉+ 〈κ4,0〉, (3.59)
where we have written κn ≡ κn,n.
To demonstrate that Hn,m has the desired properties, 0 ≤ m ≤ 4, and to extend its definition
to higher values of m, we note we can write
Hn,m(µ, τ) =
1
m!

 n∑
j=1
(∂j + ζj)


m
1, for 1 ≤ m ≤ 3, (3.60)
where ∂j = ∂/∂µj . (Here, and in what follows, n ≥ 2.) The ζ function can be written in
terms of the Weierstrass σ function (see [26], page 447)
ζ(µ, τ) =
σ′(µ, τ)
σ(µ, τ)
, σ(µ, τ) = eη(τ)µ
2 θ1(µ, τ)
θ′1(0, τ)
, (3.61)
with σ(−µ, τ) = −σ(µ, τ), and
σ(µ, τ) =
∞∑
s=0
fs(τ)µ
2s+1 = µ+ f2(τ)µ
5 + . . . , because f1 = 0. (3.62)
Then, defining Hˆn,m(µ, τ) by the right hand side of (3.60) for all m ≥ 0, we have as µn → 0,
Hˆn,m(µ, τ) =
1
m!σ(µn, τ)

∂n + n−1∑
j=1
(∂j + ζj)


m
σ(µn, τ)
=
1
µnm!

∂n + n−1∑
j=1
(∂j + ζj)


m
∞∑
s=0
fsµ
2s+1
n +O(1)
=
1
µn
[ 1
2
m− 1
2
]∑
s=0
fs(τ)Hˆn−1,m−2s−1(µ
′, τ) +O(1), (3.63)
where µ′ = (µ1, . . . , µn−1) and [ 12m− 12 ] is the greatest integer less than or equal to 12m− 12 .
Thus
Res
µn=0
Hˆn,m(µ, τ) =
[ 1
2
m− 1
2
]∑
s=0
fs(τ)Hˆn−1,m−2s−1(µ, τ); (3.64)
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In particular,
Res
µn=0
Hˆn,m(µ, τ) = Hˆn−1,m−1(µ
′, τ), 1 ≤ m ≤ 4,
so that (3.53) holds for 1 ≤ m ≤ 4 and n > 2, but
Res
µn=0
Hˆn,5(µ, τ) = Hˆn−1,4(µ, τ) + f2Hˆn−1,0(µ
′, τ).
To see how to modify Hˆn,m to give an Hn,m that satisfies (3.53) for all m ≥ 1, write
Hˆn(µ, τ ; ν) =
∞∑
m=0
νmHˆn,m(µ, τ), (3.65)
we have from (3.64),
Res
µn=0
Hˆn(µ, τ ; ν) = σ(ν, τ)Hˆn−1(µ
′, τ ; ν). (3.66)
So, if we define
νn
σ(ν, τ)n
Hˆn(µ, τ ; ν) = Hn(µ, τ ; ν) =
∞∑
m=0
Hn,m(µ, τ)ν
m, (3.67)
the definition of Hn,m in (3.52) is unchanged for 1 ≤ m ≤ 4 (except that the constant, k4/24,
in the defintion of Hn,4 is determined to be −nf2), and
Res
µn=0
Hn(µ, τ ; ν) = νHn−1(µ
′, τ ; ν), n ≥ 1, (3.68)
i.e. Res
µn=0
Hn,m(µ, τ) = Hn−1,m−1(µ
′, τ). n ≥ m ≥ 1. (3.69)
From (3.60)
Hˆn(µ, τ ; ν) =
∞∑
m=0
νm
m!

 n∑
j=1
(∂j + ζj)


m
1
=

 n∏
j=1
1
σ(µj, τ)

 ∞∑
m=0
νm
m!

 n∑
j=1
∂j


m
n∏
j=1
σ(µj , τ)
=
n∏
j=1
σ(µj + ν, τ)
σ(µj , τ)
(3.70)
and so
Hn(µ, τ ; ν) =
νn
σ(ν, τ)n
n∏
j=1
σ(µj + ν, τ)
σ(µj , τ)
. (3.71)
Note that
ν−nHn(µ, τ ; ν) =
n∏
j=1
σ(µj + ν, τ)
σ(ν, τ)σ(µj , τ)
(3.72)
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is elliptic is a function of the µj and of ν provided that we impose the constraint that
µ1 + µ2 + . . . + µn = 0. From (3.71) we see directly that
Res
µn=0
Hn(µ, τ ; ν) =
νn
σ(ν, τ)n
σ(ν, τ)
σ′(0, τ)
n∏
j=2
σ(µj + ν, τ)
σ(µj , τ)
= νHn−1(µ
′, τ ; ν). (3.73)
Properties of Hn(µ, τ ; ν) are discussed in Appendix B. In particular, it is shown that
Hn,n−1(ν12, . . . , νn−1,n, νn,1, τ) = 0. (3.74)
The relation (3.69) shows that (3.58) provides the general form of the n-point connected
loop amplitude, with Hn,m defined as the moments of (3.71). It specifies Fn in terms of the
invariant symmetric tensors κ2,2 = κ and κn,0 = ωn,
Fa1a2...ann (ν1, ν2, . . . , νn, τ) =
1
n
∑
̺∈Sn
n∑
m=0
κ
a̺(1) ...a̺(n)
n,m Hn,m(ν̺(1)̺(2), . . . , ν̺(n)̺(1), τ). (3.75)
Since the symmetrization of κa1a2...ann,m is zero for m > 0 and n ≥ 3, we can evaluate κn,0 in
terms of connected parts of traces of the Ja(ρ) by symmetrizing (3.75) over the group indices
only, yielding
Fa1a2...an(ν1, ν2, . . . , νn, τ)S = (n− 1)!κa1 ...ann,0 (τ), n ≥ 3, (3.76)
where we define
Fa1a2...an(ν1, ν2, . . . , νn, τ)S = 1
n!
∑
̺∈Sn
Fa̺(1)...a̺(n)n (ν1, ν2, . . . , νn, τ). (3.77)
The equation (3.76) can be written
ωa1...ann (τ) ≡ κa1...ann,0 (τ) = −
(2πi)n
(n− 1)!χ(τ)

 n∏
j=1
ρj

 tr (Ja1(ρ1)Ja2(ρ2) . . . Jan(ρn)wL0)C,S ,
(3.78)
for n ≥ 3; ω2 is determined by (3.43). Note that this implies that the symmetrized connected
part of the trace 
 n∏
j=1
ρj

 tr (Ja1(ρ1)Ja2(ρ2) . . . Jan(ρn)wL0)C,S (3.79)
is independent of the νj. (This follows directly from symmetrizing (3.40) because this shows
that all the residues of this elliptic function vanish, implying that it is a constant on the
torus.) We will relate this to the trace of zero modes of the currents in section 4. In
Appendix C we show that the formulae given for two-, three- and four-point loops in [3] are
equivalent to (3.75) for n ≤ 4.
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4 Zero Modes
4.1 Recurrence Relations and Traces of Zero Modes
The symmetric tensor ωn is given in terms of the symmetrized connected part of the trace
of currents by (3.78). We seek to express this is in terms of traces of symmetrized products
of zero modes, Ja0 . To this end consider
tr
(
Ja1(ρ1)J
a2(ρ2) . . . J
ar(ρr)J
ar+1
0 . . . J
an
0 w
L0
) r∏
j=1
ρj . (4.1)
These functions are not elliptic as functions of the νj, 1 ≤ j ≤ r, if r < n; to see this
move Ja1(ρ1) around the trace, through w
L0 , to calculate the effect of sending ν1 → ν1 + τ ,
and we find that it is not invariant because terms, proportional to fa1aj e are generated on
commuting Ja1(ρ1) with J
aj
0 , j > r. However, these terms clearly disappear on symmetrizing
over all the indices (a1, a2, . . . , an), so that
tr
(
Ja1(ρ1)J
a2(ρ2) . . . J
ar(ρr)J
ar+1
0 . . . J
an
0 w
L0
)
S
r∏
j=1
ρj , (4.2)
is elliptic in νj , 1 ≤ j ≤ r and so a suitable function to consider.
Symmetrizing the recurrence relation [3]
tr
(
Ja1(ρ1)J
a2(ρ2) . . . J
an(ρn)w
L0
)
= ρ−11 tr
(
Ja10 J
a2(ρ2) . . . J
an(ρn)w
L0
)
+ i
n∑
j=2
∆1(νj − ν1, τ)
ρ1
fa1aj a′j tr
(
Ja2(ρ2) . . . J
aj−1(ρj−1)J
a′j (ρj)J
aj+1(ρj+1) . . . J
an(ρn)w
L0
)
+ k
n∑
j=2
∆2(νj − ν1, τ)
ρ1ρj
δa1aj tr
(
Ja2(ρ2) . . . J
aj−1(ρj−1)J
aj+1(ρj+1) . . . J
an(ρn)w
L0
)
, (4.3)
where
∆1(ν, τ) =
i
2π
θ′1(ν, τ)
θ1(ν, τ)
− 1
2
, ∆2(ν, τ) =
1
4π2
(
θ′1(ν, τ)
θ1(ν, τ)
)′
= − 1
4π2
P(ν, τ) − 1
2π2
η(τ), (4.4)
we obtain
tr
(
Ja1(ρ1)J
a2(ρ2) . . . J
an(ρn)w
L0
)
S
=
1
ρ1
tr
(
Ja10 J
a2(ρ2) . . . J
an(ρn)w
L0
)
S
+ k
n∑
j=2
∆2(νj − ν1, τ)
ρ1ρj
[
δa1aj tr
(
Ja2(ρ2) . . . J
aj−1(ρj−1)J
aj+1(ρj+1) . . . J
an(ρn)w
L0
)]
S
.
(4.5)
This generalizes to
tr
(
Ja1(ρ1)J
a2(ρ2) . . . J
ar (ρr)J
ar+1
0 . . . J
an
0 w
L0
)
S
=
1
ρ1
tr
(
Ja2(ρ2) . . . J
ar (ρr)J
a1
0 J
ar+1
0 . . . J
an
0 w
L0
)
S
+ k
r∑
j=2
∆2(νj − ν1, τ)
ρ1ρj
× [δa1aj tr (Ja2(ρ2) . . . Jaj−1(ρj−1)Jaj+1(ρj+1) . . . Jar(ρr)Jar+10 . . . Jan0 wL0)]S . (4.6)
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Applying this for r = n = 2,
tr
(
Ja1(ρ1)J
a2(ρ2)w
L0
)
ρ1ρ2 = tr
(
Ja10 J
a2(ρ2)w
L0
)
ρ2 + k∆2(ν2 − ν1, τ)δa1a2χ(τ)
= tr
(
Ja10 J
a2
0 w
L0
)
+ k∆2(ν2 − ν1, τ)δa1a2χ(τ); (4.7)
using (3.43) and (4.4), we have
ωab2 =
4π2
χ(τ)
tr
(
Ja0 J
b
0w
L0
)
− 2δabkη(τ). (4.8)
Taking r = n = 3,
tr
(
Ja1(ρ1)J
a2(ρ2)J
a3(ρ3)w
L0
)
S
ρ1ρ2ρ3 = tr
(
Ja10 J
a2(ρ2)J
a3(ρ3)w
L0
)
S
ρ2ρ3
= tr
(
Ja10 J
a2
0 J
a3(ρ3)w
L0
)
S
ρ3
= tr
(
Ja10 J
a2
0 J
a3
0 w
L0
)
S
(4.9)
because tr(Ja3(ρ3)w
L0) = tr(Ja30 w
L0) = 0, so that
ωabc3 =
4π3i
χ(τ)
tr
(
Ja0J
b
0J
c
0w
L0
)
S
. (4.10)
For r = n = 4,
tr
(
Ja1(ρ1)J
a2(ρ2)J
a3(ρ3)J
a4(ρ4)w
L0
)
S
ρ1ρ2ρ3ρ4
= tr
(
Ja10 J
a2(ρ2)J
a3(ρ3)J
a4(ρ4)w
L0
)
S
ρ2ρ3ρ4
+ k∆2(ν2 − ν1)
[
δa1a2tr
(
Ja3(ρ3)J
a4(ρ4)w
L0
)]
S
ρ3ρ4
+ k∆2(ν3 − ν1)
[
δa1a3tr
(
Ja2(ρ2)J
a4(ρ4)w
L0
)]
S
ρ2ρ4
+ k∆2(ν4 − ν1)
[
δa1a4tr
(
Ja2(ρ2)J
a3(ρ3)w
L0
)]
S
ρ2ρ3
= tr
(
Ja10 J
a2
0 J
a3(ρ3)J
a4(ρ4)w
L0
)
S
ρ3ρ4
+ k (∆2(ν2 − ν1) + ∆2(ν3 − ν1) + ∆2(ν4 − ν1))
[
δa1a2tr
(
Ja30 J
a4
0 w
L0
)]
S
+ k2 (∆2(ν2 − ν1)∆2(ν3 − ν4) + ∆2(ν3 − ν1)∆2(ν2 − ν4)
+∆2(ν4 − ν1)∆2(ν2 − ν3)) [δa1a2δa3a4 ]S χ(τ)
+ k∆2(ν3 − ν2)
[
δa2a3tr
(
Ja10 J
a4(ρ4)w
L0
)]
S
ρ4
+ k∆2(ν4 − ν2)
[
δa2a4tr
(
Ja10 J
a3(ρ3)w
L0
)]
S
ρ3
= tr
(
Ja10 J
a2
0 J
a3
0 J
a4
0 w
L0
)
S
+ k
[
δa1a2tr
(
Ja30 J
a4
0 w
L0
)]
S
∑
i<j
∆2(νi − νj)
+ k2 (∆2(ν2 − ν1)∆2(ν3 − ν4) + ∆2(ν3 − ν1)∆2(ν2 − ν4)
+∆2(ν4 − ν1)∆2(ν2 − ν3)) [δa1a2δa3a4 ]S χ(τ). (4.11)
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Then, since
tr
(
Ja1(ρ1)J
a2(ρ2)J
a3(ρ3)J
a4(ρ4)w
L0
)
C
= tr
(
Ja1(ρ1)J
a2(ρ2)J
a3(ρ3)J
a4(ρ4)w
L0
)
− [tr (Ja1(ρ1)Ja2(ρ2)wL0) tr (Ja3(ρ3)Ja4(ρ4)wL0)
+tr
(
Ja1(ρ1)J
a3(ρ3)w
L0
)
tr
(
Ja2(ρ2)J
a4(ρ4)w
L0
)
+tr
(
Ja1(ρ1)J
a4(ρ4)w
L0
)
tr
(
Ja2(ρ2)J
a3(ρ3)w
L0
)]
/χ(τ), (4.12)
tr
(
Ja1(ρ1)J
a2(ρ2)J
a3(ρ3)J
a4(ρ4)w
L0
)
CS
4∏
j=1
ρj
= tr
(
Ja10 J
a2
0 J
a3
0 J
a4
0 w
L0
)
S
− 3 [tr (Ja10 Ja20 wL0) tr (Ja30 Ja40 wL0)]S /χ(τ). (4.13)
From (3.78), this shows that ω4 is given as a “connected part” of a trace of zero modes. In
the next section we define such connected parts and show that ωn is given in terms of them
for all n ≥ 2.
4.2 Connected Parts of Zero Mode Amplitudes
Because of the locality of the currents, AA, defined as in (3.32), and soAAC , defined inductively
by (3.36), is symmetric under simultaneous permutations of the indices aj and the variables
νj. We define the symmetrization AAS of AA by symmetrizing on the aj alone:
Aai1ai2 ...ainS (νi1 , νi2 , . . . , νin , τ) =
1
n!
∑
̺∈Sn
Aai̺(1)ai̺(2) ...ai̺(n) (νi1 , νi2 , . . . , νin , τ); (4.14)
equivalently we could symmetrize on the variables νj alone. We define AACS , the symmetriza-
tion of AAC , similarly.
We consider the trace of zero modes of the currents,
ZA ≡ Zai1ai2 ...ain (τ) = tr
(
J
ai1
0 J
ai2
0 . . . J
ain
0 w
L0
)
(2πi)n, (4.15)
and, more particularly, its symmetrization, ZAS , defined as in (4.14). We can define a ”con-
nected part”, ZCS, inductively for ZAS , following (3.36),
ZACS = ZAS −
∑
P∈P′
A
χ(τ)1−|P |
∏
Aj∈P
ZAjCS , (4.16)
(where again P′A denotes the same collection of divisions of A into disjoint subsets but
omitting the division of A into the single set consisting of itself) together with the vanishing
of the one point function Z{i}CS = 0, and with the two-point function given by
Z{i,j}CS = Z{i,j}S = tr
(
Jai0 J
aj
0 w
L0
)
(2πi)2. (4.17)
For A = {i1, i2, . . . , i2m}, define
PA = k
m(2πi)2
2mm!
∑
̺∈S2m
m∏
j=1
δ
ai̺(2j−1)ai̺(2j)∆2(νi̺(2j−1) − νi̺(2j)) (4.18)
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and define PA = 0 if A has an odd number of elements. Then
A{i,j}CS = Z{i,j}CS + P{i,j}χ, (4.19)
and the recurrence relation (4.6) leads to
AAS = ZAS +
∑
B∈RA
[PBZA∼BS ]S (4.20)
where RA denotes the subsets of A, excluding the empty set but including A itself.
Now, symmetrizing (3.36),
AAS = AACS +
∑
P∈P′
A
χ1−|P |

 ∏
Aj∈P
AAjCS


S
. (4.21)
If we assume, as the inductive hypothesis, that ABCS = ZBCS , for 2 < |B| < |A|, and that
(4.19) holds when |B| = 2, we have, on substituting for AAjCS and symmetrizing, that
AAS = AACS +
∑
P∈P′
A
χ1−|P |

 ∏
Aj∈P
ZAjCS


S
+
∑
B∈RA

PB ∑
R∈PA∼B
χ1−|R|
∏
Dj∈R
ZDjCS


S
= AACS +
∑
P∈P′
A
χ1−|P |

 ∏
Aj∈P
ZAjCS


S
+
∑
B∈RA
[PBZA∼B]
S
(4.22)
by (4.16). Then using (4.20),
ZAS = AACS +
∑
P∈P′
A
χ1−|P |

 ∏
Aj∈P
ZAjCS


S
, (4.23)
so that AACS satisfies the recurrence relation (4.16) for ZACS and we can conclude inductively
that AACS = ZACS , for |A| > 2.
It follows from (3.78),
ωn(τ) = κ
a1...an
n,0 (τ) = −
(2πi)n
(n− 1)!χ(τ) tr
(
Ja10 J
a2
0 . . . J
an
0 w
L0
)
C,S
, n ≥ 3, (4.24)
with ω2 given by (4.8).
4.3 Traces of Zero Modes and Characters
In this section we will relate the symmetrized traces of the zero modes
Zai1ai2 ...ainS (τ) = tr
(
J
ai1
0 J
ai2
0 . . . J
ain
0 w
L0
)
S
(2πi)n, (4.25)
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to the character of the representation of the affine algebra, gˆ, defined by (1.1), in the space
of states,
χ(θ, τ) = tr
(
eiH·θwL0
)
. (4.26)
Here H denotes the generators of a Cartan subalgebra, h, of the finite-dimensional algebra
g formed by the zero modes,
[Ja0 , J
a
0 ] = f
ab
cJ
c
0 . (4.27)
For convenience of exposition, we shall take g to be simple in what follows.
For fixed τ , tr
(
J
ai1
0 J
ai2
0 . . . J
ain
0 w
L0
)
S
is an invariant symmetric tensor for g, The space of
symmetric tensors, S(g) is isomorphic (as a vector space) to U(g), the universal enveloping
algebra of g,
ωa1a2...an → ωa1a2...anJai10 J
ai2
0 . . . J
ain
0 . (4.28)
The invariant tensors S(g)g ⊂ S(g) correspond to the center Z(U(g)) of U(g), i.e. the
elements of U(g) that commute with g. This is a ring generated by rank g elements (e.g.
[27], page 337), the basic Casimir operators, or primitive invariant tensors. These can be
taken to be orthogonal,
ωa1a2...anω′a1a2...am = 0, (4.29)
where ω, ω′ are primitive invariant symmetric tensors of orders n,m, m < n.
We can use a Cartan-Weyl basis for g, using Φ to denote the set of roots of g,
[H i,Hj ] = 0, 1 ≤ i, j ≤ rankg;
[H i, Eα] = αiEα, α ∈ Φ, 1 ≤ i ≤ rank g;
[Eα, Eβ ] = ǫ(α, β)Eα+β , α, β, α + β ∈ Φ
=
2
α2
α ·H, β = −α ∈ Φ
= 0, otherwise. (4.30)
(We omit the suffix 0 on H,Eα.) With this choice of basis, the quadratic Casimir operator
JaJa = H2 +
∑
α>0
α2
2
(E−αEα + EαE−α)
= H2 + 2δ ·H +
∑
α>0
α2E−αEα, δ =
1
2
∑
α>0
α,
= (H + δ)2 − δ2 +
∑
α>0
α2E−αEα. (4.31)
The value of J2 in a representation with highest weight λ can be obtained by evaluating this
on the highest weight state |λ〉, which has Eα|λ〉 = 0 for α > 0. Thus the value of J2 in this
representation is
λ · (λ+ 2δ) = (λ+ δ)2 − δ2. (4.32)
If ξa1a2...an is any invariant tensor for g,
Cξ = ξ
a1a2...anJa10 J
a2
0 . . . J
an
0 ∈ Z(U(g)), (4.33)
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and we can evaluate its value in the representation with highest weight |λ〉 by expressing it
in the Cartan-Weyl basis and moving the Eα, α > 0, to the right. Because [H
i, Cβ] = 0, we
can write
Cξ = φξ(H) +
∑
α>0
Fξ,αEα, for suitable Fξ,α ∈ U(g), (4.34)
where φξ(H) is a polynomial of degree n in the H
i. Then Cξ|λ〉 = φξ(λ)|λ〉, so that Cξ takes
the value φξ(λ) in the representation with highest weight λ. Given two such invariant tensors
ξ1, ξ2,
Cξ1Cξ2 =
(
φξ1(H) +
∑
α>0
Fξ1,αEα
)φξ2(H) +∑
β>0
Fξ2,βEβ


= φξ1(H)φξ2(H) +
∑
α>0
Fξ1,αφξ2(H − α)Eα +
∑
β>0
φξ1(H)Fξ2,βEβ
+
∑
α>0
Fξ1,αφξ2(H)Eα
∑
β>0
φξ1(H)Fξ2,βEβ (4.35)
so that
φξ1ξ2(H) = φξ1(H)φξ2(H). (4.36)
If φξ1 = φξ2 , then Cξ1 = Cξ2 acting in each highest weight representation of g. It follows from
this that Cξ1 = Cξ2 as elements of U(g) (see, e.g., [28], page 251). Thus Cξ 7→ φξ defines a
map Z(U(g))→ S(h), which is an algebra homomorphism and is one-to-one.
The elements φξ ∈ S(h) obtained in this way have an invariance under the Weyl group, W ,
of g as we shall now show (see [29], page 130, or [28], page 246). Consider the action of
φξ in the infinite-dimensional representation, V˜λ, with highest weight λ, where λ ∈ Λg, the
weight lattice of g, with α · λ ≥ 0 for α > 0, whose states are generated by the action of
Eα, α > 0, on a state |λ〉. The finite-dimensional representation, Vλ, is the quotient of V˜λ
by its largest invariant subspace. Taking a basis of simple roots, α1, α2, . . . , αr, r = rank g,
mi = 2αi · λ/α2i ∈ Z and αi · λ ≥ 0, consider Emi+1−αi |λ〉. Now
αi ·HEs−αi |λ〉 = 12α2i (mi − 2s)Es−αi |λ〉
so
EαiE
mi+1
−αi
|λ〉 =
mi∑
s=0
(mi − 2s)Emi−αi |λ〉 = 0.
and EαjE
mi+1
−αi |λ〉 = 0 for i 6= j because [Eαi , Eαj ] = 0, i 6= j. It follows that EαEmi+1−αi |λ〉 = 0
for α > 0 and so Emi+1−αi |λ〉 = 0 generate an invariant subspace of V˜λ (which is divided out in
the construction of Vλ). Then
CξE
mi+1
−αi
|λ〉 = φξ(H)Emi+1−αi |λ〉 = φξ(λ−miαi − αi)Emi+1−αi |λ〉. (4.37)
But, on the other hand
CξE
mi+1
−αi |λ〉 = Emi+1−αi |Cξλ〉 = φξ(λ)Emi+1−αi |λ〉. (4.38)
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Thus, for each simple root, αi,
φξ(λ) = φξ(λ−miαi − αi). (4.39)
If σi denotes the element of the Wg corresponding to reflection in the hyperplane orthogonal
to αi,
σi(λ) = λ−miαi, and σi(δ) = δ − αi,
because 2δ · αi/α2i = 1 for each simple root αi. Thus (4.39) can be rewritten
φξ(λ) = φξ(σi(λ+ δ) − δ), (4.40)
and, if we define
φ˜ξ(λ) = φξ(λ− δ) = φξ(σi(λ)− δ) = φ˜(σi(λ)). (4.41)
Because the reflections in the simple roots, σi, generate the Weyl groupWg, φ˜ξ(λ) = φξ(λ−δ)
defines a function invariant under the whole Weyl group. Thus Cξ 7→ φ˜ξ defines a homomor-
phism of Z(U(g))→ S(h)W , the polynomials in H invariant under the Weyl group. In fact,
this map is an isomorphism, called the Harish-Chandra isomorphism. That Cξ 7→ φ˜ξ is onto
follows from the fact that S(h)W is spanned by φξ for ξa1a2...an = tr(ta1ta2 . . . tan), where the
ta are the representations of Ja0 in the finite-dimensional representation Vλ, λ ∈ Λg (see, e.g.,
[28], page 253).
Now, writing
tr
(
eiH·θwL0
)
= χ(θ, τ) =
∑
λ∈Λ+g
bλ(w)χ
λ(θ), (4.42)
where Λ+g = {λ ∈ Λg : α · λ ≥ 0 for α > 0},
tr
(
Cξw
L0
)
=
∑
λ∈Λ+g
bλ(w)φ˜(λ+ δ) dim Vλ, (4.43)
and the character for the finite-dimensional representation Vλ of g, χ
λ(θ) is given by the
Weyl character formula,
χλ(θ) =
1
∆g(θ)
∑
σ∈Wg
ǫ(σ)eiσ(δ+λ)·θ , (4.44)
with ǫ(σ) = ±1 being the determinant of σ, and the Weyl denominator being given by
∆g(θ) =
∏
α>0
(
e
i
2
α·θ − e− i2α·θ
)
, (4.45)
where the product is over the positive roots of g (See [29], page 139.) The dimension dimVλ =
χλ(0), but to evaluate this from (4.44), we need to take a limit on the right hand side. In
fact ∆g(θ) = O(θn+), as θ → 0, where n+ is the number of positive roots of g. Now∏
α>0
α · ∂θ
∑
σ∈Wg
ǫ(σ)eiσ(δ+λ)·θ =
∏
α>0
∑
σ∈Wg
iǫ(σ)eiσ(δ+λ)·θσ(δ + λ) · α
=
∏
α>0
∑
σ∈Wg
iǫ(σ)(δ + λ) · σ−1(α), when θ = 0. (4.46)
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As α runs over the positive roots of g, σ(α) will range over a set obtained from the positive
roots by reversing some of their signs. The product of these sign changes equals ǫ(σ) = ǫ(σ−1).
Hence the sign changes cancel the effect of ǫ(σ) in (4.46) and we have
∏
α>0
α · ∂θ
∑
σ∈Wg
ǫ(σ)eiσ(δ+λ)·θ
∣∣∣∣∣∣
θ=0
= in
+ |Wg|
∏
α>0
(δ + λ) · α. (4.47)
Since χ0(θ) = 1,
∆g(θ) =
∑
σ∈Wg
ǫ(σ)eiσ(δ)·θ , (4.48)
and, hence, ∏
α>0
α · ∂θ∆g(θ)
∣∣∣∣∣
θ=0
= in
+ |Wg|
∏
α>0
δ · α, (4.49)
and
dimVλ = χ
λ(0) =
∏
α>0
(δ + λ) · α
δ · α . (4.50)
Applying
(β · ∂θ)n
∏
α>0
α · ∂θ (4.51)
to the equation
χλ(θ)∆g(θ) =
∑
σ∈Wg
ǫ(σ)eiσ(δ+λ)·θ , (4.52)
we obtain
(β · ∂θ)n
(∏
α>0
α · ∂θ
)
χλ(θ)∆g(θ)
∣∣∣∣∣
θ=0
= in
++n
∏
α>0
(δ + λ) · α
∑
σ∈Wg
(σ(δ + λ) · β)n
= in
++n
∏
α>0
δ · α
∑
σ∈Wg
(σ(δ + λ) · β)n dimVλ (4.53)
and so
(β · pθ)n
(∏
α>0
α · pθ
α · δ
)
χ(θ, τ)∆g(θ)
∣∣∣∣∣
θ=0
=
∑
λ
bλ(w)
∑
σ∈Wg
(σ(δ + λ) · β)n dimVλ. (4.54)
where pθ = −i∂θ.
If
φ˜(λ) =
∑
σ′∈Wg
(
β · σ′(λ))n = ∑
σ′∈Wg
(
σ′(β) · λ)n , (4.55)
φ˜(pθ)
(∏
α>0
α · pθ
α · δ
)
χ(θ, τ)∆g(θ)
∣∣∣∣∣
θ=0
=
∑
λ
bλ(w)
∑
σ,σ′∈Wg
(
σ(δ + λ) · σ′(β))n dimVλ
= |Wg|
∑
λ
bλ(w)φ˜(δ + λ) dimVλ. (4.56)
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The functions (4.55) span the polynomial functions φ˜(λ) invariant under the Weyl group and
so (4.56) holds for any such function. From (4.43), it follows that
tr
(
Cξw
L0
)
=
1
|Wg| φ˜ξ(pθ)
(∏
α>0
α · pθ
α · δ
)
χ(θ, τ)∆g(θ)
∣∣∣∣∣
θ=0
. (4.57)
The symmetrized products of the primitive symmetric invariant tensors form a basis for all
symmetric invariant tensors. Suppose ωa1a2...anj , 1 ≤ j ≤ N forms an orthonormal basis for
the symmetric invariant tensors of order n, so that
ωa1a2...anj ω
a1a2...an
k = δjk. (4.58)
Then we can write
tr
(
J
ai1
0 J
ai2
0 . . . J
ain
0 w
L0
)
S
=
N∑
j=1
fj(w)ω
a1a2...an
j . (4.59)
where
fj(w) = tr
(
Cωjw
L0
)
(4.60)
and
tr
(
J
ai1
0 J
ai2
0 . . . J
ain
0 w
L0
)
S
=
1
|Wg|
N∑
j=1
ωa1a2...anj φ˜ωj (pθ)
(∏
α>0
α · pθ
α · δ
)
χ(θ, τ)∆g(θ)
∣∣∣∣∣
θ=0
=
1
|Wg|
N∑
j=1
ωa1a2...anj
∑
σ∈Wg
ǫ(σ) φ˜ωj (pθ + σ(δ))
(∏
α>0
α · (pθ + σ(δ))
α · δ
)
χ(θ, τ)
∣∣∣∣∣
θ=0
=
1
|Wg|
N∑
j=1
ωa1a2...anj
∑
σ∈Wg
φωj (σ(pθ))
(∏
α>0
α · (δ + σ(pθ))
α · δ
)
χ(θ, τ)
∣∣∣∣∣
θ=0
(4.61)
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5 Summary and Conclusions
In this paper, we have constructed a general formula for the loop amplitude
tr
(
Ja1(ρ1)J
a2(ρ2) . . . J
an(ρn)w
L0
)
, (5.1)
where the currents Ja(ρ) satisfy the operator product expansion
Ja(z1)J
b(z2) ∼ κ
ab
(z1 − z2)2 +
fabcJ
c(z2)
z1 − z2 , (5.2)
which is equivalent to the affine algebra gˆ, defined by (1.1). This formula extends the Frenkel-
Zhu construction for tree amplitudes [1], described in section 2.2, and generalizes the results
obtained when the currents are given as bilinear expressions in fermionic fields, which are
reviewed in 3.1.
The general formula is described graphically by summing over all graphs with n vertices
where the vertices carry the labels a1, a2, . . . , an and each vertex is connected by directed
lines to other vertices, one of the lines at each vertex pointing towards it and one away from
it. Each graph consists of a number, r, of directed “loops” or cycles, ξ = (i1, i2 . . . iℓ) with
which we associate an expression fξ. The expression associated with the whole graph consists
of a factor of 1/2πiρj for each current J
aj (ρj) and −fξi , 1 ≤ i ≤ r, for each cycle,
 n∏
j=1
1
2πiρj

 ∑
diagrams
(−1)r
r∏
i=1
fξi (5.3)
For ξ = (i1, i2 . . . iℓ),
fξ =
ℓ∑
m=0
κ
ai1ai2 ...aiℓ
ℓ,m Hℓ,m(νi1i2 , . . . , νiℓ−1iℓ , νiℓi1 , τ). (5.4)
The functions Hℓ,m are defined in terms of the Weierstrass σ function by
νℓ
σ(ν, τ)ℓ
ℓ∏
j=1
σ(µj + ν, τ)
σ(µj , τ)
=
∞∑
m=0
Hℓ,m(µ1, µ2, . . . , µℓ, τ)ν
m, (5.5)
and the invariant tensors κℓ,m are defined inductively by the equations
κa1a2...aℓℓ,m (τ)− κa2a1...aℓℓ,m (τ) = fa1a2bκba3...aℓℓ−1,m−1(τ), (5.6)
κa1a2...aℓℓ,m (τ) = κ
a2...aℓa1
ℓ,m (τ), (5.7)
together with the requirement that κℓ,m be orthogonal to all symmetric tensors for m > 0
and ℓ > 2, and the initial condition that κ2,2 = κ, κ2,1 = 0 and κℓ,0(τ) = ωℓ(τ), where the
symmetric invariant tensor,
ωa1a2...aℓℓ (τ) = −
(2πi)ℓ
(ℓ− 1)!χ(τ) tr
(
Ja10 J
a2
0 . . . J
aℓ
0 w
L0
)
C,S
, ℓ ≥ 3; (5.8)
33
ωab2 =
4π2
χ(τ)
tr
(
Ja0 J
b
0w
L0
)
− 2δabkη(τ). (5.9)
A proof that κℓ,m is exists and is defined uniquely by (5.6) and (5.7) is given in section 2.3
and an algorithmic method for constructing them inductively using Young tableaux is given
in Appendix A.
The results described so far in this section apply to the affine algebra, gˆ, associated with any
finite-dimensional Lie algebra, g. In section 4.3 we gave a method for calculating the traces
of zero modes, necessary to determine the symmetric tensors ω, in terms of the character
χ(θ, τ) = tr
(
eiH·θwL0
)
(5.10)
of the representation provided by the space of states of the theory. The method would apply
to any compact g but we took it to be simple for ease of exposition.
The “connected” symmetrized trace (5.8) is defined in section 4.2 in terms of the “full”
symmetrized traces, which themselves can be expanded in terms of an orthonormal basis of
symmetric invariant tensors of order ℓ,
tr
(
J
ai1
0 J
ai2
0 . . . J
aiℓ
0 w
L0
)
S
=
N∑
j=1
fj(w)ω
a1a2...aℓ
j , (5.11)
where N is the number of independent symmetric invariant tensors of order ℓ, fj(w) =
tr
(
Cωjw
L0
)
and the Casimir operator Cωj = ω
a1a2...aℓ
j J
a1
0 J
a2
0 . . . J
aℓ
0 . In section 4.3, we
reviewed how a normal ordering of the Ja0 in Cωj , by writing Cωj = φωj (H) + Nj, where
H denotes the elements of a Cartan subalgebra and Nj annihilates highest weight states, so
that Cωj 7→ φωj (H) defines the Harish-Chandra isomorphism of the center of the enveloping
algebra of g (that is the ring of Casimir operators) onto the polynomials in H invariant under
the action of the Weyl group, Wg of g. This leads to the expression
1
|Wg|
N∑
j=1
ωa1a2...anj
∑
σ∈Wg
φωj(σ(pθ))
(∏
α>0
α · (δ + σ(pθ))
α · δ
)
χ(θ, τ)
∣∣∣∣∣
θ=0
(5.12)
for the symmetrized trace (5.11), where pθ = −i∂θ, α denotes a root of g and δ denotes
half the sum of positive roots. With this we have assembled all the elements of an explicit
expression for the loop amplitude (5.1). In Appendix C, this is compared with expressions
given previously [3] for n = 2, 3, 4.
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A Explicit Construction of the Tensor κn in terms of κn−1
As a preparation for giving an explicit construction of the tensor κn in terms of κn−1, we
review some salient features of the representation theory of Sn (see e.g. [30], page 44).
The number of inequivalent irreducible representations of Sn, the group of permutations of
n objects, is p(n), the number of partitions of n. Each partition, p = (p1, . . . , pm), with
pi ≥ pj, if i ≤ j and ∑mi=1 pi = n, determines a Young diagram, consisting of n boxes
arranged into m rows and p1 columns, with pi boxes in the i-th row and the number of boxes
in the j-th column equal to the number of pk ≥ j. We can identify the partition p with
the corresponding Young diagram. The Young diagrams label the inequivalent irreducible
representations.
Given a Young diagram p, a Young tableau, λ, is defined by an assignment of the integers
1, . . . , n to the n boxes of p. This gives n! Young tableaux associated with a given Young
diagram. A standard Young tableau is one for which the numbers assigned to the boxes
decrease along each row (from left to right) and down each column. The number of standard
Young tableau associated with the Young diagram p,
dp =
n!
ℓ1! . . . ℓm!
∏
i<j
(ℓi − ℓj), where ℓj = pj +m− j, (A.1)
and this is also the dimension of the irreducible representation associated with p. The regular
representation of Sn, V , which consists of linear combinations
∑
g∈Sn
xgg, of elements of
Sn, contains dp representations of the type labeled by p, so that |Sn| =
∑
p d
2
p, which we can
regard as being labeled by the standard Young tableaux associated with p. We label these
λpi , 1 ≤ i ≤ dp.
Given a Young tableau, λ, we define Aλ of Sn to be the the subgroup of Sn consisting those
permutations which map each row of λ into itself and defineBλ of Sn to be the the subgroup
of Sn consisting those permutations which map each column of λ into itself. Let
aλ =
∑
̺∈Aλ
̺, bλ =
∑
̺∈Bλ
ǫ(̺)̺, (A.2)
where ǫ(̺) denotes the sign of the permutation ̺. Then
̺aλ = aλ̺ = aλ, ̺ ∈ Aλ; ̺bλ = bλ̺ = ǫ(̺)bλ, ̺ ∈ Bλ.
Define the Young symmetrizer
cλ = aλbλ. (A.3)
Then
c2λ = Npcλ, where Np =
n!
dλ
, (A.4)
and
cλcµ = 0, (A.5)
if λ, µ have different shapes, i.e. are associated with different Young diagrams (partitions).
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If the distinct Young tableaux λ, µ are associated with the same Young diagram, p, we can
find a permutation σλµ ∈ Sn, which takes µ into λ; then
aλ = σλµaµσµλ, bλ = σλµbµσµλ, cλ = σλµcµσµλ, σµλ = σ
−1
λµ . (A.6)
Further (see [31], page 393, or [32], page 75), either there exists a pair (j, k) contained in a
single column of λ and a single column of µ, in which case, if t ∈ Sn is the transposition
interchanging j and k, t ∈ Bλ ∩ Aµ, t2 = 1, so that
bλaµ = bλt
2aµ = −bλaµ, implying cλcµ = 0, (A.7)
or the elements of each given column of λ are in different rows in µ, in which case
σλµ = βλµαλµ, for some αλµ ∈ Aµ, βλµ ∈ Bλ, (A.8)
so that
bλaµ = ǫλµbλβλµαλµaµ = ǫλµbλσλµaµ, where ǫλµ = ǫ(βλµ), (A.9)
implying
cλcµ = Npǫλµσλµcµ = Npǫλµcλσλµ.
If the normalized Young tableau cˆλ = cλ/Np, and aˆλ = aλ/
√
Np, bˆλ = bλ/
√
Np, and λ, µ
have the same shape,
bˆλaˆµ = ǫλµbˆλσλµaˆµ, cˆλcˆµ = ǫλµcˆλσλµ = ǫλµσλµcˆµ, (A.10)
where ǫλλ = 1, ǫλµ = ǫ(βλµ) if the elements of each given column of λ are in different rows
in µ, and ǫλµ = 0 otherwise.
Writing, λi ≡ λpi , 1 ≤ i ≤ dp for the dp standard Young tableaux of type p, in lexicographical
order, that is if i < j and we compare the entries of integers in the boxes of λi and λj reading
along each row from left to right starting with the first row and proceeding to the second,
and so on, then for the first discrepancy the integer in the relevant box in λj is greater than
the one in the corresponding box in λi; in this case we write λi < λj if i < j. Then, writing
ai = aλi , bi = bλi , σij = σλiλj , biaj = 0 if i > j,
bˆiaˆj = ǫij bˆiσij aˆj , (A.11)
where ǫij is defined as in (A.10), for i ≤ j.
For each Young tableau λ of type p,
Vλ = V cλ, (A.12)
defines an irreducible representation subspace of the regular representation V of type p,
dimension dp. The spaces Vλi , 1 ≤ i ≤ dp, provide dp irreducible representations of type p in
V . In fact,
V ∼=
⊕
p
dp⊕
i=1
Vλpi . (A.13)
Corresponding to this decomposition into irreducible components, a basis for V is provided
by
{σλpi λpj cˆλpj = aˆλpi σλpi λpj bˆλpj : 1 ≤ i, j ≤ dp; p ∈ P (n)} (A.14)
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where P (n) denotes the set of partitions of n. To establish that this is a basis, it is enough
to show that the states
aˆiσij bˆj = σij cˆj, 1 ≤ i, j ≤ dp,
using the notation of (A.11), are linearly independent. If∑
1≤i,j≤dp
xijσij cˆj = 0, then
∑
1≤i,j≤dp
xij cˆℓσij cˆj cˆk = 0,
implying ∑
ℓ≤i,j≤k
xij cˆℓσij cˆj cˆk = 0. (A.15)
Suppose some xij 6= 0; choose ℓ so that is the largest value of i for which this is true and
then k so that it is the smallest value of j for which xℓj 6= 0. Then all the terms on the left
hand side of (A.15) are zero except for one leaving
xℓkcˆℓσℓkcˆk cˆk = xℓk cˆℓσℓk = 0,
which implies xℓ,k = 0, a contradiction. Thus, we conclude that xij = 0 for all i, j and so
that the states (A.14) form a basis.
Now we seek to determine xij , 1 ≤ i < j < dp, so that
Pp =
∑
1≤i≤dp
cˆi +
∑
1≤i<j≤dp
xijσij cˆj (A.16)
is the projection on to the spaces corresponding to the standard Young tableaux of shape p,
Vp =
dp⊕
i=1
Vλpi . (A.17)
(See [32], page 76.) A necessary and sufficient condition for this is Ppσij cˆj = σij cˆj for
1 ≤ i, j ≤ dp. If this holds we will have
∑
p Pp = 1, because Pp′σij cˆj = 0 if p
′ is another
shape of Young tableaux.
Ppσkℓcˆℓ =
∑
1≤i≤dp
cˆicˆkσkℓ +
∑
1≤i<j≤dp
xijσij cˆj cˆkσkℓ
= cˆ2kσkℓ +
∑
1≤i<k
cˆicˆkσkℓ +
∑
1≤i<k
xikσik cˆ
2
kσkℓ +
∑
1≤i<j<k
xijσij cˆj cˆkσkℓ
= σkℓcˆℓ +
∑
1≤i<k
ǫikσiℓcˆ
2
ℓ +
∑
1≤i<k
xikσiℓcˆℓ +
∑
1≤i<j<k
xijǫjkσiℓcˆ
2
ℓ
= σkℓcˆℓ +
∑
1≤i<k

ǫik + xik + ∑
i<j<k
xijǫjk

σiℓcˆℓ. (A.18)
Because the σiℓcˆℓ are linearly independent, the condition that Ppσkℓcˆℓ = σkℓcˆℓ is
xik = −ǫik +
∑
i<j<k
xijǫjk, for 1 ≤ i < k. (A.19)
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We can solve this equation iteratively for increasing k − i, starting with k − i = 1:
xk−1,k = −ǫk−1,k;
xk−2,k = −ǫk−2,k + ǫk−2,k−1ǫk−1,k;
. . . . . .
xik = −ǫik +
∑
i<j<k
ǫijǫjk −
∑
i<j<ℓ<k
ǫijǫjℓǫℓk + . . .+ (−1)k−iǫi,i+1ǫi+1,i+2 . . . ǫk−1,k,
(A.20)
for i < k. Then
Pp =
dp
n!
∑
1≤j≤dp
ξjcj, where ξj = 1 +
∑
1≤i<j
xijσij (A.21)
and
1 =
1
n!
∑
p
dp
∑
1≤i≤dp
ξλpi cλ
p
i
. (A.22)
In fact ξj = 1 for all j when n ≤ 4.
Every Bλ 6= 1 unless λ corresponds to the Young diagram p1 with only one row; this corre-
sponds to the identity representation and has Aλ = Sn. So
1 =
1
n!
∑
̺∈Sn
̺+
1
n!
∑
p 6=p1
dp
∑
1≤i≤dp
ξλpi cλ
p
i
. (A.23)
So, for given κn−1 ∈ Kn−1, if κn is the solution to (2.25) and (2.26) orthogonal to all
symmetric invariant tensors,
κn =
1
n!
∑
p 6=p1
dp
∑
1≤i≤dp
ξλpi cλ
p
i
κn. (A.24)
For each Young tableau λ not corresponding to the identity representation, choose a trans-
position tλ ∈ Bλ. Then cλtλ = −cλ so that
cλκn = 12cλ(1− tλ)κn = 12cλφ(tλ, κn−1) (A.25)
and
κn =
1
2n!
∑
p 6=p1
dp
∑
1≤i≤dp
ξλpi cλ
p
i
φ(tλpi , κn−1). (A.26)
We can express each of the transpositions tλ as a product of the generating transpositions
σi, defined as in (2.33); if tλ is the transposition interchanging j and k, with j < k,
tλ = σk−1 . . . σj+1σjσj+1 . . . σk−1,
We can then evaluate φ(tλ, κn−1) for λ = λ
p
i , using (2.43), to give an explicit expression for
κn in terms of κn−1.
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B Properties of Hn
In this Appendix we establish some properties of the generating function Hn, defined by
(3.71). We noted that
1
νn
Hn(ν12, . . . , νn1, τ ; ν) =
1
σ(ν, τ)n
n∏
j=1
σ(µj + ν, τ)
σ(µj , τ)
(B.1)
is an elliptic function of ν and νj, 1 ≤ j ≤ n. Viewed as function of ν, it has a pole of order
n at the origin but it is otherwise regular.
1
νn
Hn =
1
νn
+
1
νn−1
Hn,1 + . . .+
1
ν2
Hn,n−2 +
1
ν
Hn,n−1 +Hn,n +O(ν) as ν → 0. (B.2)
Writing the Weierstrass elliptic function
P(ν, τ) = ν−2 +
∞∑
m=1
c2m(τ)ν
2m, (B.3)
we note that its derivatives
P(n)(ν, τ) = (−1)
n(n+ 1)!
νn+2
+ n! cn(τ) +O(ν), (B.4)
as ν → 0, where cℓ = 0 if ℓ is odd. So
1
νn
Hn − (−1)
n
(n− 1)!P
(n−2)(ν) +
(−1)n
(n− 2)!P
(n−3)(ν)Hn,1 + . . . −P(ν)Hn,n−2 (B.5)
is an elliptic function of ν whose only potential singularity is a simple pole at the origin.
This implies that it is constant as a function of ν (see [25], Proposition 4.11, page 48) and
the residue of the pole must vanish:
Hn,n−1(ν12, . . . , νn1, τ) = 0, for n ≥ 2. (B.6)
For n = 3, this gives [
3∑
r=1
ζ(µr)
]2
=
3∑
r=1
P(µr), if
3∑
r=1
µr = 0; (B.7)
and, for n = 4,[
4∑
r=1
ζ(µr)
]3
= 3
[
4∑
r=1
ζ(µr)
] [
4∑
r=1
P(µr)
]
+
[
4∑
r=1
P ′(µr)
]
, if
4∑
r=1
µr = 0; (B.8)
(see [26], pages 446 and 459, respectively).
We can equate (B.5) to its value at ν = 0, giving
1
νn
Hn =
(−1)n
(n− 1)!P
(n−2)(ν)− (−1)
n
(n− 2)!P
(n−3)(ν)Hn,1
+ . . .+ P(ν)Hn,n−2 +Hn,n −
[ 1
2
n]−1∑
ℓ=1
2ℓc2ℓHn,n−2ℓ−2. (B.9)
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By direct calculation for n = 2, we have that
ν−2H2(ν12, ν21, τ ; ν) =
σ(ν + ν12)σ(ν + ν21)
σ(ν)2σ(ν12)σ(ν21)
= P(ν)− P(ν12), (B.10)
so that
H2,0(ν12, τ) = 1; H2,2(ν12, τ) = −P(ν12, τ); (B.11)
H2,2m(ν12, τ) = c2m−2(τ), m ≥ 2. (B.12)
In particular, from the expression given forH2,4 given by (3.52), we can deduce the differential
equation for P,
P ′′ − 6P2 + 1
2
g2(τ) = 0,
where
g2(τ) = 23π
4
(
θ2(0, τ)
8 + θ3(0, τ)
8 + θ4(0, τ)
8
)
= 20c2(τ).
Consider the symmetrizations of Hn,m and Hn,
HSn,m(ν12, . . . , νn1, τ) =
1
n!
∑
̺∈Sn
Hn,m(ν̺(1)̺(2), . . . , ν̺(n)̺(1), τ), (B.13)
HSn (ν12, . . . , νn1, τ ; ν) =
1
n!
∑
̺∈Sn
Hn(ν̺(1)̺(2), . . . , ν̺(n)̺(1), τ ; ν). (B.14)
Since Hn(ν12, . . . , νn1, τ ; ν) = Hn(−ν1n, . . . ,−ν21, τ ; ν), HSn is an even function of ν and so
HSn,m(ν12, . . . , νn1, τ) = 0, m odd. (B.15)
For n > 2,
Res
ν12=0
HSn,m(ν12, . . . , νn1, τ) = 0; Res
ν12=0
HSn (ν12, . . . , νn1, τ ; ν) = 0. (B.16)
Because ν−nHSn,m(ν12, . . . , νn1, τ) and ν
−nHSn (ν12, . . . , νn1, τ ; ν) are elliptic as functions of
νij, but have no poles in these variables, it follows that they are independent of them, i.e.
HSn,m(ν12, . . . , νn1, τ) = H
S
n,m(τ), independent of νij ; (B.17)
HSn (ν12, . . . , νn1, τ ; ν) = H
S
n (τ ; ν) =
∞∑
m=0
HSn,m(τ)ν
m, n > 2. (B.18)
For n = 2, we have that
HS2 (ν12, ν21, τ ; ν) = H2(ν12, ν21, τ ; ν) = ν
2[P(ν) −P(ν12)] (B.19)
So,
HS2,0(ν12, τ) = 1; H
S
2,2(ν12, τ) = −P(ν12, τ); (B.20)
HS2,2m(ν12, τ) = c2m−2(τ), m ≥ 2. (B.21)
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By direct calculation for n = 3, we have that
HS3 (ν12,ν23, ν31, τ ; ν)
=
ν3σ(ν + ν12)σ(ν + ν23)σ(ν + ν31)
2σ(ν)3σ(ν12)σ(ν23)σ(ν31)
+
ν3σ(ν + ν21)σ(ν + ν13)σ(ν + ν32)
2σ(ν)3σ(ν21)σ(ν13)σ(ν32)
= − 1
2
ν3P ′(ν) = 1
2
ν3ζ ′′(ν). (B.22)
We also have, by direct calculation, that
HSn (τ ; ν) =
(−1)n
(n− 1)!ν
nP(n−2)(ν) = (−1)
n+1
(n− 1)! ν
nζ(n−3)(ν) holds for 3 ≤ n ≤ 6. (B.23)
and conjecture that it holds for all n ≥ 3. When (B.23) holds, we have that
HSn,0(τ) = 1; H
S
n,2m(τ) = 0, 1 ≤ m < 12n; (B.24)
HSn,2m(τ) =
(−1)n(2m− 2)!
(n− 1)!(2m − n)!c2m−2(τ), m ≥
1
2
n. (B.25)
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C Explicit Formulae for Two-, Three- and Four-Point Loops
In this appendix we show how the formulae we have given previously [3] for two-, three- and
four-point current algebra loops relate to the general result (5.3). For two- and three-point
loops there is no distinction between the connected part and the whole loop amplitude.
C.1 Two-point Current Algebra Loop
tr
(
Ja(ρ1)J
b(ρ2)w
L0
)
= − χ(τ)
4π2ρ1ρ2
δabkχ(τ)
[(
χ12NS
)2 − 4π2f(τ)]
=
χ(τ)
4π2ρ1ρ2
(
κab2 H2,2 + κ
ab
2,0
)
(C.1)
where
H2,2 = −P12 = −
(
χ12NS
)2 − π2
3
[
θ42(0, τ) − θ44(0, τ)
]
(C.2)
κab2 = kδ
ab, for κab = kδab, (C.3)
κab2,0 =
4π2
χ(τ)
tr(Ja0 J
b
0w
L0) + kδab
1
3
θ′′′1 (0, τ)
θ′1(0, τ)
= 4π2kδab
[
f(τ) + 1
12
(θ42(0, τ)− θ44(0, τ)
]
(C.4)
and
f(τ) =
χ(2)(τ)
kχ(τ)
+
1
4π2
θ′′3(0, τ)
θ3(0, τ)
, tr(Ja0 J
b
0w
L0) = δabχ(2)(τ), (C.5)
χijNS = χNS(νi − νj, τ), χ(τ) = tr
(
wL0
)
. (C.6)
C.2 Three-point Current Algebra Loop
tr
(
Ja(ρ1)J
b(ρ2)J
c(ρ3)w
L0
)
= − iχ(τ)
8π3ρ1ρ2ρ3
[
κabc3 H3,3 + κ
abc
3,1H3,1 + κ
abc
3,0
]
S
=
ikfabcχ(τ)
8π3ρ1ρ2ρ3
[
χ21NSχ
32
NSχ
13
NS − 4π2(ζ21 + ζ32 + ζ13)f(τ)
]
+
dabcχ(3)(τ)
2ρ1ρ2ρ3
(C.7)
where ζ ij = ζ(νj − νi, τ) and ΦS denotes the symmetrization
Φ
ai1ai2 ...ain
S
(νi1 , νi2 , . . . , νin , τ) =
1
n
∑
̺∈Sn
Aai̺(1)ai̺(2) ...ai̺(n) (νi̺(1) , νi̺(2) , . . . , νi̺(n) , τ); (C.8)
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and
H3,3 =
1
6
[
(ζ21 + ζ32 + ζ13)2 − 3(ζ21 + ζ32 + ζ13)(P21 + P32 + P13)− (P ′21 + P ′32 + P ′13)
]
=
1
6
[
−2(ζ21 + ζ32 + ζ13)(P21 + P32 + P13)− (P ′21 + P ′32 + P ′13)
]
sinceH3,2 = 0
= −χ21NSχ32NSχ13NS −
π2
3
(θ42(0, τ)− θ44(0, τ)) (ζ21 + ζ32 + ζ13)
(C.9)
H3,1 = ζ
21 + ζ32 + ζ13
(C.10)
κabc3 =
1
2
kfabc (C.11)
κabc3,1 = 2π
2kfabc
[
f(τ) + 1
12
(
θ42(0, τ) − θ44(0, τ)
)]
(C.12)
κabc3,0 = 2π
3idabc
χ(3)(τ)
χ(τ)
=
4π3i
χ(τ)
tr
(
Ja0 J
b
0J
c
0w
L0
)
S
(C.13)
tr(Ja0 J
b
0J
c
0w
L0) = 1
2
fabcχ(2)(τ) + 1
2
dabcχ(3)(τ) (C.14)
and we also use κabc3,m − κbac3,m = fabeκec2,m−1, κabc3,m = κcab3,m, where κn,n = κn.
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C.3 Four-point Current Algebra Loop
In [3], we gave the general form of the four-point loop in the symmetric form
tr(Ja(ρ1)J
b(ρ2)J
c(ρ3)J
d(ρ4)w
L0)ρ1ρ2ρ3ρ4
=δabδcd
(
k2χ(τ) [(χ12NS)
2/4π2 − f(τ)][(χ34NS)2/4π2 − f(τ)]− χ(2)(τ)2/χ(τ)
)
+ δacδbd
(
k2χ(τ) [(χ13NS)
2/4π2 − f(τ)][(χ24NS)2/4π2 − f(τ)]− χ(2)(τ)2/χ(τ)
)
+ δadδbc
(
k2χ(τ) [(χ14NS)
2/4π2 − f(τ)][(χ23NS)2/4π2 − f(τ)]− χ(2)(τ)2/χ(τ)
)
+ tr(Ja0 J
b
0J
c
0J
d
0w
L0)S
− 1
96
(
σabcd + σadcb + σacdb + σabdc + σadbc + σacbd
)
χ(τ)θ42(0, τ)θ
4
4(0, τ)
−
(
σabcd + σadcb
) 1
32π4
χ(τ)
{
χ12NSχ
23
NSχ
34
NSχ
41
NS
−π2f(τ)
(P ′24 −P ′32
P24 −P32
)(P ′24 − P ′41
P24 − P41
)
+ 4π2f(τ)P24
}
−
(
σacdb + σabdc
) 1
32π4
χ(τ)
{
χ13NSχ
34
NSχ
42
NSχ
21
NS
−π2f(τ)
(P ′24 −P32
P24 −P32
)(P ′21 − P ′32
P21 − P32
)
+ 4π2f(τ)P32
}
−
(
σadbc + σacbd
) 1
32π4
χ(τ)
{
χ14NSχ
42
NSχ
23
NSχ
31
NS
−π2f(τ)
(P ′24 −P ′32
P24 −P32
)(P ′14 − P ′31
P14 − P31
)
+ 4π2f(τ)P34
}
− i
4π
χ(3)(τ)
[
σabcd
(
ζ21 + ζ32 + ζ43 + ζ14
)
+ σadcb
(
ζ41 + ζ34 + ζ23 + ζ12
)
+ σacdb
(
ζ31 + ζ43 + ζ24 + ζ12
)
+ σabdc
(
ζ21 + ζ42 + ζ34 + ζ13
)
+σadbc
(
ζ41 + ζ24 + ζ32 + ζ13
)
+ σacbd
(
ζ31 + ζ23 + ζ42 + ζ14
)]
,
(C.15)
where Pij = P(νj − νi, τ), P ′ij = P ′(νj − νi, τ), and σabcd = tr(tatbtctd), where ta provides a
representation of g with σab = tr(tatb) = 2κab = 2kδab and σabc = tr(tatbtc) = fabeκ
ec+ dabc;
then
σabcd =
k
3
(
fabef
cde + fdaef
bce
)
+
1
4
(
fabed
ecd + faced
edb + f bced
eab
)
+ ω¯abcd (C.16)
where ω¯abcd is a totally symmetric tensor, independent of τ . Now, using
1
2
(P ′24 − P32
P24 − P32
)(P ′24 − P ′41
P24 − P41
)
− 2P24 =
=
(
ζ13 + ζ32 + ζ21
) (
ζ13 + ζ34 + ζ41
)
+
(
ζ24 + ζ41 + ζ12
) (
ζ24 + ζ43 + ζ32
)− P13 − P24
= P12 + P23 + P34 + P41 − (ζ12 + ζ23 + ζ34 + ζ41)2, (C.17)
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we have that
tr(Ja(ρ1)J
b(ρ2)J
c(ρ3)J
d(ρ4)w
L0)C
= tr(Ja(ρ1)J
b(ρ2)J
c(ρ3)J
d(ρ4)w
L0)− tr(Ja(ρ1)Jb(ρ2)wL0)tr(Jc(ρ3)Jd(ρ4)wL0)
− tr(Ja(ρ1)Jc(ρ3)wL0) tr(Jb(ρ2)Jd(ρ4)wL0)− tr(Ja(ρ1)Jd(ρ4)wL0) tr(Jc(ρ3)Jb(ρ2)wL0)
= − χ(τ)
16π4ρ1ρ2ρ3ρ4
[
κabcd4 H4,4 + κ
abcd
4,2 H4,2 + κ
abcd
4,1 H4,1 + κ
abcd
4,0
]
S
(C.18)
with S denoting symmetrization as defined in (C.8), and
24H4,4 = (ζ
21 + ζ32 + ζ43 + ζ14)4 − 6(ζ21 + ζ32 + ζ43 + ζ14)2(P21 + P32 + P43 + P14)
− 4(ζ21 + ζ32 + ζ43 + ζ14)(P ′21 + P ′32 + P ′43 + P ′14) + 3(P21 + P32 + P43 + P14)2
− (P ′′21 + P ′′32 + P ′′43 + P ′′14)
= −3(ζ21 + ζ32 + ζ43 + ζ14)2(P21 + P32 + P43 + P14)
− 3(ζ21 + ζ32 + ζ43 + ζ14)(P ′21 + P ′32 + P ′43 + P ′14)
+ 3(P21 + P32 + P43 + P14)2 − (P ′′21 + P ′′32 + P ′′43 + P ′′14), sinceH4,3 = 0,
= −π
2
3
(θ42(0, τ) − θ44(0, τ))H4,2 + χ21NSχ32NSχ43NSχ14NS +
π4
3
θ42(0, τ)θ
4
4(0, τ);
2H4,2 = (ζ
21 + ζ32 + ζ43 + ζ14)2 − (P21 + P32 + P43 + P14)
H4,1 = ζ
21 + ζ32 + ζ43 + ζ14
κabcd4 =
1
2
σabcd = 1
6
k
(
fabef
cde + fdaef
bce
)
+ κ˚abcd4,4
κabcd4,2 = 2π
2
[
f(τ) +
1
12
(θ42(0, τ) − θ44(0, τ))
]
σabcd
= 2
3
π2k
(
fabef
cde + fdaef
bce
) [
f(τ) + 1
12
(θ42(0, τ)− θ44(0, τ))
]
+ κ˚abcd4,2
κabcd4,1 = iπ
3χ
(3)(τ)
χ(τ)
(
fabed
ecd + faced
edb + f bced
eab
)
+ κ˚abcd4,1
κabcd4,0 = −
8π4
3
[
1
χ(τ)
tr(Ja0 J
b
0J
c
0J
d
0w
L0)− 1
χ(τ)2
tr(Ja0 J
b
0w
L0) tr(Jc0J
d
0w
L0)
]
S
= −8π
4
3
[
1
χ(τ)
tr(Ja0 J
b
0J
c
0J
d
0w
L0)S − χ
(2)(τ)2
χ(τ)2
(δabδcd + δacδbd + δadδbc)
]
= − 8π
4
3χ(τ)
tr(Ja0 J
b
0J
c
0J
d
0w
L0)CS
(C.19)
where
[˚
κabcd4,mH4,m
]
S
= 0, and we have also used HS4,2 = H
S
4,1 = 0 (which follows from (B.15)
and (B.24)), and
χ12NSχ
23
NSχ
34
NSχ
41
NS + χ
13
NSχ
34
NSχ
42
NSχ
21
NS + χ
14
NSχ
42
NSχ
23
NSχ
31
NS = −π4θ2(0, τ4θ4(0, τ)4. (C.20)
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