We present a scalable approach to tree detection in large urban landscapes using aerial LiDAR data. Similar to our previous work in 2006, our current method consists of segmentation followed by classification. However, unlike our previous work, the current approach does not use color information or aerial imagery, and hence is more generally applicable. Also, our current approach has been successfully tested on two very large datasets, which are many orders of magnitude larger than the dataset used in 2006. Specifically, we use a North American dataset, containing 125 million LiDAR returns over 3 km 2 , and a European dataset, containing 200 million LiDAR returns over 7 km 2 . For both datasets, we report precision and recall rates of over 95%.
INTRODUCTION
There has been a great deal of interest in the construction of 3D models of urban and suburban environments. Traditionally, stereo imaging methods have been used since aerial imagery is readily available and relatively inexpensive to obtain [1] . However, interest in using aerial LiDAR data is beginning to emerge due to the higher achievable accuracy and the increased number of algorithms to process the data. One such approach involves segmenting aerial LiDAR data, and applying RANSAC-like polygonization technique to delineate roofs of individual buildings [2] . While this approach works well on urban regions with few trees, there is substantial performance degradation in suburban regions with a large number of trees. Therefore, it is conceivable to improve the accuracy and appearance of the overall models by removing all data points corresponding to trees from the aerial imagery and LiDAR data prior to applying the RANSACbased polygonization algorithm [2] .
Broadly speaking, aerial LiDAR classification approaches can be divided into two classes: pointwise classification [3, 4] , and segmentation followed by classification [5, 6, 7] . Charaniya and Lodha perform pixel-wise, four-category classification using expectationmaximization with features such as height variation and return intensity, computed over a 2.5D height map [3] . Lodha et al. improve on this work by introducing new features and using AdaBoost [4] . They report results with approximately 90% accuracy over their Santa Cruz dataset. Segmentation followed by classification is generally considered to be superior to point-wise classification since it enforces spatial coherency through the segmentation process. Along these lines, Secord and Zakhor identify trees in aerial LiDAR point clouds over the city of Berkeley using normalized cut segmentation as a pre-processing step to supervised segment-wise classification [7] . Forlani et al. use two region growing segmentations followed by rule-based, segment-wise classification to identify three classes of LiDAR returns [5] . Their work also remains in the 2.5D domain, reporting results also in the 90% range over the city of Pavia, Italy. Zingaretti et al. [6] present techniques for automatically extracting the rules used by Forlani et al. [5] .
In this paper, we propose a two step approach based on segmentation followed by classification to tree detection in aerial LiDAR data. Our approach is more general than the existing ones in that it does not take advantage of color imagery or colored LiDAR returns, or image intensity of any sort. In addition, the precision recall performance of our approach has been shown to be considerable higher than existing approaches, i.e. over 95%. This is particularly significant considering that the performance of our approach has been characterized over two large datasets each of which are one to two orders of magnitude larger than the largest datasets reported in the literature. Finally, we have shown our approach to be general in that when trained on a separate dataset than the one being tested, it still results in reasonably low error rates of around 15-18%.
The outline of this paper is as follows. Sections 2 and 3 describe our approach to segmentation and classification respectively. We present results and conclude in Section 4.
SEGMENTATION
We begin by projecting our 3D point cloud onto a 2.5D depth image with fixed-size pixels in the (x, y) plane. For our data, we use 20cm 2 pixels. In doing so, many LiDAR points might land onto a particular pixel. We compute the average and maximum heights of the LiDAR points in each pixel in order to form two 2.5D depth images zmean and zmax respectively. An example zmax depth image is shown in Fig. 1(a) , whereby the trees can be easily detected by the human eye.
Similar to [5] , we perform two separate segmentations, one on zmax and the other on z edge . The image corresponding to edge density, z edge , is obtained from zmax by applying the Roberts cross gradient operator [8] :
An example z edge image is shown in Fig. 1(b) . We have empirically found that segmentation based on zmax, shown in Fig. 2(a) , results in under-segmentation, while segmentation based on z edge , shown in Fig. 2(b) , results in over-segmentation. In the former case, objects of similar heights such as a tree next to a building are segmented together; in the latter case, a building or a tree is fragmented into too many segments. In [5] , a rule-based scheme is used to merge tiny segments which are then declared to be a tree; this results in misclassification of many building edges as trees. In contrast, we apply statistical machine learning techniques, to be described shortly, to classify our segments as tree and non-tree. In order to make our approach scale to large regions, we use seed-based region growing segmentation and merge segments smaller than a pre-specified threshold with neighboring segments. After both segmentations are completed, pixel (i, j) in each 2.5D depth image belongs to two segments, one from the zmax segmentation and the other from the z edge segmentation. Next, we intersect the two segmentations as shown in Fig. 2 (c) in order to arrive at one set of segments to be used in the classification process. Specifically, each segment σ resulting from the intersection process belongs to a unique segment σmax in zmax segmentation and a unique segment σ edge in the z edge segmentation.
CLASSIFICATION
We use a random forest classifier [9] to classify segments from the above double segmentation process. For each segment σ, we use the following feature vector:
1. Height variation of σmax 2. Height variation of σ edge 3. Edge density of σmax 4. Edge density of σ edge 5. Contour non-linearity of σmax 6. Contour non-linearity of σ edge To compute height variation feature for each segment, we first begin by removing noise in zmax and z edge via median filtering. Next we compute a new signal z std , which is the result of applying a 3 × 3 local standard-deviation filter to zmean. We use zmean here rather than zmax since zmean captures information about more LiDAR returns in a particular pixel than zmax does. The height variation of a segment is then simply the average z std value of pixels in that segment. Likewise, the edge density of a segment is defined to be the average z edge value of pixels in that segment.
The contour non-linearity feature is used in order to differentiate between building edges and trees. Similar to trees, building edges have large height variation and edge density. However, building edges have contours that are generally rectangular or polygonal in shape while trees have round contours.
To define contour non-linearity, consider first the function r [n] that measures the Euclidean distance from each pixel along a segment's contour to the segment centroid. For trees, we have empirically found r [n] to be a relatively smooth function, as shown in . Fig. 3(c) , while for building segments, it tends to be piecewise linear with sharp corners, as shown in Fig. 3(a) . To amplify the effect of these manmade, sharp corners, we estimate the second derivative a [n] of r [n] as follows: 
where C is the set of pixels belonging to the segment's contour and I is an indicator function that is 1 when |a [n]| is larger than some pre-specified threshold τ linearity and 0 otherwise.
RESULTS AND CONCLUSION
We use two different datasets, D1 and D2 to validate our approach experimentally. D1 is a public domain dataset [10] To create training data for our random forest classifier, we label 2.5D zmax depth images that have been generated from a subset of our aerial LiDAR data. This subset is chosen by taking tiles from many different parts of the cities. Most tiles are from urban areas, which are more challenging to classify than rural areas. Then, using photo editing software, we identify each pixel in the ground truth image as tree or non-tree. The label for each segment is based on a majority vote of labels of pixels in the segment.
For each dataset, we train a separate random forest classifier. Our training set for D1 consists of 21,170 segments resulting from the intersection of our double segmentation. Of these, 12,787 segments are identified as trees in the ground truth. Table 5 . Confusion matrix for training on D2 and testing on D1.
identified as trees in the ground truth. These segments comprise approximately 1 20 or 0.3km 2 of the D2 dataset. For both training sets, we build a random forest with 200 decision trees. For each dataset, we split the training segments into 10 equal-sized bins and perform 10-fold cross validation. We also train on D1 and test on D2, and vice versa.
Precision, accuracy, and overall error for the ground truth portion of both datasets are reported in Table 1 . Confusion matrices are reported in Tables 2, 3 , 4, and 5. We find that when we train and test on disjoint sets either both from D1, or both from D2, our classifier has a low error of about 3-5%. When we train on one dataset and test on the other, we find that the classifier generalizes reasonably well and achieves error rates of about 15-18%. This is significant since the datasets are from two different continents, each with very different terrain and architecture characteristics. In particular, the North American dataset features lightly urban, hilly terrain with river valleys, high rises, and height variation of 30 meters. The European dataset is mainly flat, densely urban, and contains architecture dating from the 1800's with few high rises. Furthermore, the two datasets were obtained using different acquisition systems: range data from D1 has higher resolution and is substantially less noisy than that of D2.
Additionally, using our training set for D1, we have tested the resulting random forest classifier on the entire D1 dataset excluding the training set. Since this much larger test set-spanning over 2 km 2 -is unlabeled, we opt to use visual inspection to assess classification quality. Specifically, we split up the test set into 100m×100m tiles, and for each tile, we categorize the tile's classification results on an integer scale from 0 to 3. A score of 3 refers to an accurate classification, where nearly every segment in the tile is correctly classified. The classifier successfully captures the trees in the urban scene containing complex buildings, cars, and trees directly abutting buildings. Minor false negatives may occur at the center of select trees due to the flat tree canopies. A typical tile classification given a score of 3 is shown in Fig. 4 . A score of 2 refers to a fair classification where the tile is mostly error-free but may contain a select few larger building edge misclassifications or perhaps a large tree was (a) (b) Fig. 4 . Typical tile classification with qualitative score 3: (a) grayscale zmax image generated after projecting a raw point cloud from D1 to 2.5D; (b) resulting classification of (a) where green pixels denote predicted tree points and black pixels denote predicted non-tree points. negatively labeled. A typical example of a tile classification given a score of 2 is shown in Fig. 5 . A score of 1 refers to an inaccurate classification where there are numerous errors, such as many building chunks being misclassified. A typical example of a tile classification given a score of 1 is shown in Fig. 6 . A score of 0 refers to a classification with a very severe error such as a large building being misclassified. A typical example of this is shown in Fig. 7 . We have repeated this qualitative analysis for the over 7 km 2 of dataset D2 as well. The results for both datasets are summarized in Table 6 .
Nearly all of the more severe errors involve building edges. This is due to building edges being noisy and often times being segmented into too many fragments such that segment contour non-linearity is ineffective. In particular, roofs with large height variation are prone to severe misclassification as in the Fig. 7 case. However, from Table Table 11 . Confusion matrix for training on D2 and testing on D1 when using only features 1 and 6. 6, we notice that by far most tiles do not have severe errors and are well-classified.
We further analyzed the importance of the features used for training. Using the random forest's permutation-based variable importance measure [9] , we found training features 1 and 6 from Section 3 to be the most indicative of tree presence. Using just these two features for training, we repeated our initial quantitative tests. Precision, recall, and overall error rates are summarized in Table 7 . Confusion matrices are reported in Tables 8, 9 , 10, and 11.
Even though there is clearly a drop in performance compared to using all six training features, it is clear that using only training features 1 and 6 still allows for high precision and recall rates of over 93% when restricting ourselves to working with either dataset. However, when we try to generalize across datasets, using only training features 1 and 6 results in a significant increase in overall error rate. This suggests that the other training features are important in characterizing trees well, providing a more robust classification. Future work involves finding better features to discriminate between building edges and trees. Furthermore, our 2D approach can potentially be combined with a 3D approach to classify individual LiDAR returns rather than pixels [11] .
