Abstract: This article defines a new measure of central tendency (called the "iteratile") by iterating a function which maps a triple of data into a triple of the median, mean, and trimean (sorted). An explicit formula is given with proof, along with brief discussion of potential applications. The ideas in DiMarco and Savitz (2013, 2012) take N values of data and study all their m-tiles, which separate the data in m sections, for 2 ≤ m ≤ N + 1 (where the 2-tile is the median, the 4-tiles are quartiles, and the (N + 1)-tile (the sample mean)). Observing that N values of data have N-many mtiles, the author wondered if mapping all the data to their m-tiles and iterating would have a limit, and if so, what that limit would be.
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In the case N = 3, we can get a formula. More precisely, given data (a, b, c) .
Theorem 1 lim n→∞ f (n) (a, b, c) , b .
Proof By cases: Case 1:
The assumption is equivalent to 2b = a + c, so 
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The assumption is equivalent to 2b > a + c. Thus, Thus, it remains to study the difference from one iteration to the next in the middle term. Now, call
. We now give a formula for b n+1 − b n which will quickly complete the proof.
Proof By induction, we see that for n = 0:
For n = 1, first observe by Lemma 1 that since (without loss of generality) by Lemma 1, So,
n for an arbitrary n ∈ ℕ. We want to show that it holds for n + 1, so we study b n+2 − b n+1 .
An argument similar to (1) gives the relation: So, Lemma 1 again gives and it seems we need to study a n+1 − a n and c n+1 − c n to continue. Again, Lemma 1 tells us that a n+1 − a n will either be of the form b n − a n or a n +b n +c n 3 − a n , and similarly for c n+1 − c n . Luckily, we need to only consider the sum of a n+1 − a n and c n+1 − c n , so without loss of generality we know,
(1) b 2 = 1 4 5a + 14b + 5c 6 ,
Now we have what we need to prove the claim. By (4), and by (5) and induction hypothesis,
Using (3), we get the equation
We can write this as:
which reduces to and this proves the claim.
The upshot of Lemma 2 is that each subsequent iteration "steals 1 6
from a (and from c) and gives it to b," which means we can set up the equation
The left-hand side is a telescoping series, and we know that lim n→∞ b n = I. Also, the right-hand side is a simple geometric series, thus the above becomes or as claimed. □ Can this be extended to higher n? Unfortunately, there does not exist a universally agreed-upon notion of "percentile"; different definitions will yield different iteratiles. Thus, without specifying exactly which notion is desired, one cannot expect a general result. It seems that one gets a "symmetric convex combination" in any case. How "good" or "useful" is the iteratile? One potential use is when there are errors in the data, so the data-set changes. What measure of central tendency minimizes the difference? Results along (5) a n+1 − a n + c n+1 − c n = a n + b n + c n 3 
