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Abstract
It is known that any normed vector space which satisfies the paral-
lelogram law is actually an inner product space. For finite dimensional
normed vector spaces over R, we formulate an approximate version of this
theorem: if a space approximately satisfies the parallelogram law, then it
has a near isometry with Euclidean space. In other words, a small von
Neumann Jordan constant ε + 1 for X yields a small Banach-Mazur dis-
tance with Rn, d(X,Rn) ≤ 1+βnε+O(ε
2). Finally, we examine how this
estimate worsens as n = dim(X) increases, with the conclusion that βn
grows quadratically with n.
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1 Introduction
A well known theorem of Jordan and von Neumann (see [1]) states that every
real or complex normed vector space X which satisfies the paralellogram law
||a+ b||2 + ||a− b||2 = 2(||a||2 + ||b||2)
for all a, b ∈ X is an inner product space. Perhaps the most interesting facet
of this theorem is its connection of a condition on arbitrary two-dimensional
subspaces to a property described in at least three dimensions, namely, the
additivity of the inner product:
〈a+ b, c〉 = 〈a, c〉+ 〈b, c〉.
Alternatively, if each two dimensional subspace of X is isometric with R2 (or
C2), then X is an inner product space.
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In real inner product spaces, we may describe the inner product in terms of
the norm in a number of ways, such as
〈a, b〉 = 1
4
(||a+ b||2 − ||a− b||2),
and each such expression can be evaluated even in spaces equipped only with a
norm. This, then, leads to the following observation: approximate satisfaction
of the parallelogram law leads to approximate bilinearity of the operator 〈·, ·〉
as defined above. Approximate satisfaction of the paralleogram law is measured
by the von Neumann-Jordan constant, the smallest M ∈ [1, 2] such that
1
M
≤ ||a+ b||
2 + ||a− b||2
2(||a||2 + ||b||2) ≤M (1.1)
for all nonzero a, b ∈ X . Using this idea, we will show that the Jordan von
Neumann theorem has an approximate version for finite dimensional spaces.
That is, if X has a small von Neumann-Jordan constant, then the Banach-
Mazur distance betweenX and Rn = ℓn2 is close to 1. Recall that for two normed
vector spaces X and Y over the same field with the same finite dimension, the
Banach-Mazur distance between X and Y is
d(X,Y ) = inf{||Λ|| · ||Λ||−1 : Λ : X → Y is a linear isomorphism} ≥ 1.
This result is very simple in nature, and to my knowledge (and surprise) it
appears not to have been previously discussed. Of course, the von Neumann-
Jordan constant remains of other interest. For example, recent work by F. Wang
has provided the final push to show that the von Neumann-Jordan constant
CNJ(X) satisfies
CNJ(X) ≤ sup{min{||x+ y||, ||x− y||} : ||x|| = ||y|| = 1},
the latter expression being known as the James constant (see [2]). Slightly
closer in flavor to the results presented here, a result of K. Hashimoto and G.
Nakamura in [3] establishes that a different type of approximate Jordan von
Neumann Theorem fails. They demonstrate that the modified von Neumann-
Jordan constant
C˜NJ(X) = inf{CNJ(X, | · |) : | · | is an equivalent norm to || · || on X}
of value 1 is not sufficient to determine if a Banach space X is isomorphic with a
Hilbert space. Of course, this problem deliberately blurs the distinction between
isometry and isomorphism, and as such it is not relevant for finite-dimensional
spaces. Regardless, we should expect that any relationship we establish tying
CNJ(X) to d(X,R
n) must grow worse as n = dim(X) increases, a necessity
that can also be seen by examining the Lebesgue spaces with increasing finite
dimension. With all this in mind, we arrive at the precise statement of the main
theorem (later proved as Theorem 3.4).
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Theorem 1.2. Let n ≥ 2. Then there is a function Kn(ε) = 1+ (18n2− 17n+
14)ε+O(ε2) such that for any n-dimensional real normed vector space X with
von Neumann-Jordan constant ε+ 1 sufficiently small, d(X,Rn) ≤ Kn(ε).
The 2-dimensional case is proved as Theorem 2.9 with estimates very similar
to the equalities used in [1]. The main theorem then results from an inductive
argument, in which we use an idea from algebraic topology to establish quadratic
growth of the the linear term of Kn(ε) as n increases.
2 Two Dimensions
For the rest of this section, X is a real normed vector space with von Neumann-
Jordan constant M , so
1
M
≤ ||a+ b||
2 + ||a− b||2
2(||a||2 + ||b||2) ≤M (2.1)
for all nonzero a, b ∈ X . The inequality above will be most useful through its
consequential inequality∣∣||a+ b||2 + ||a− b||2 − 2(||a||2 + ||b||2)∣∣ ≤ 2ε(||a||2 + ||b||2), (2.2)
where ε = M − 1 (ε is greater than 1 − 1M , but comparable as M approaches
1). We use these inequalities to establish that the bracket
[a, b] = ||a+ b||2 − ||a− b||2
is approximately bilinear ([a, b] = 4〈a, b〉 if X is a Hilbert space). As an easy
first step, we note that the bracket is symmetric and homogeneous of degree 2
on X2:
[λa, λb] = λ2[a, b]. (2.3)
Moreover, homogeneity in one coordinate with scalar −1 is trivial:
[−a, b] = −[a, b]. (2.4)
The final immediate observation on the bracket is the Cauchy-Schwarz inequal-
ity, scaled by four due to the choice of bracket. (Namely, the bracket is four
times the inner product in an inner product space.)
Lemma 2.5. Let x, y ∈ X. Then
|[x, y]| ≤ 4||x|| · ||y||.
Proof. The triangle inequality gives that ||x + y||2 ≤ (||x|| + ||y||)2 = ||x||2 +
||y||2+2||x||·||y||. Moreover, ||x−y||2 ≥
∣∣||x||−||y||∣∣2 = ||x||2+||y||2−2||x||·||y||.
Subtracting these two inequalities yields
[x, y] = ||x+ y||2 − ||x− y||2 ≤ 4||x|| · ||y||.
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Similarly, ||x+ y||2 ≥
∣∣||x|| − ||y||∣∣2 = ||x||2 + ||y||2− 2||x|| · ||y|| and ||x− y||2 ≤
(||x||+ ||y||)2 = ||x||2 + ||y||2 + 2||x|| · ||y|| give
[x, y] = ||x+ y||2 − ||x− y||2 ≥ −4||x|| · ||y||.
Armed only with the above observations and the von Neumann-Jordan con-
stant, we may prove that the bracket is approximately bilinear, in a series of
steps analagous to those in [1].
Lemma 2.6. Let x, y, z ∈ X. Then∣∣[2x, y]− 2[x, y]∣∣ ≤ 2ε(||x+ y||2 + ||x− y||2 + 2||x||2)
≤ 4ε[(1 + ε)(||x||2 + ||y||2) + ||x||2].
Proof. Apply (2.2) twice to see that
||2x± y||2 + || ± y||2 ≈ 2(||x± y||2 + ||x||2),
with error at most ε times the right hand side. Subtract the two approximate
equalities, resulting in |[2x, y]− 2[x, y]| ≤ 2ε(||x+ y||2 + ||x− y||2 +2||x||2). We
may then apply (2.2) again to the error term:
2ε(||x+ y||2 + ||x− y||2 + 2||x||2) ≤ 2ε[2(1 + ε)(||x||2 + ||y||2) + 2||x||2]
= 4ε
[
(1 + ε)(||x||2 + ||y||2) + ||x||2].
Lemma 2.7. Let x, y, z ∈ X. Then∣∣[x, z] + [y, z]− [x+ y, z]∣∣ ≤ ε[(3 + 2ε)||x+ y||2 + ||x− y||2 + 8(1 + ε)||z||2].
Proof. Apply (2.2) twice to see that
||x± z||2 + ||y ± z||2 ≈ 2(||x+ y
2
± z||2 + ||x− y
2
||2),
with error at most ε times the right hand side. Subtracting the above two
expressions gives∣∣∣∣∣[x, z] + [y, z]− 2[x+ y2 , z]
∣∣∣∣∣ ≤ 2ε
(
||x+ y
2
+ z||2 + ||x+ y
2
− z||2 + 2||x− y
2
||2
)
We then apply the first inequality of Lemma 2.6, which implies that
∣∣[x+ y, z]− 2[x+ y
2
, z]
∣∣ ≤ 2ε
(
||x+ y
2
+ z||2 + ||x+ y
2
− z||2 + 2||x+ y
2
||2
)
.
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Thus, the total error in the approximation of [x+y, z] by [x, z]+[y, z] is at most
2ε
(
2||x+ y
2
+ z||2 + 2||x+ y
2
− z||2 + 2||x+ y
2
||2 + 2||x− y
2
||2
)
≤
2ε
[
(1 + ε)(||x + y||2 + ||2z||2) + 1
2
||x+ y||2 + 1
2
||x− y||2
]
=
ε
[
(3 + 2ε)||x+ y||2 + ||x− y||2 + 8(1 + ε)||z||2]
Lemma 2.8. Let x, y ∈ X and t ∈ R. Then∣∣[tx, y]− t[x, y]∣∣ ≤ max{1, t2}ε[(8 + 7ε)||x||2 + (20 + 20ε)||y||2].
Proof. Given fixed x, y ∈ X and n ∈ Z≥0, let
Sn = max0≤k≤2n
∣∣∣∣[ k2n , y]− k2n [x, y]
∣∣∣∣ .
Clearly S0 = 0, and Lemma 2.6 (scaled by half) implies
S1 ≤ 2ε
[
(1 + ε)(||1
2
x||2 + ||y||2) + ||1
2
x||2]
= 2ε
[
(1 + ε)(
1
4
||x||2 + ||y||2) + 1
4
||x||2].
We can then bound Sn+1 in terms of Sn. First, suppose
k
2n+1
∈ [0, 12 ]. Applying
Lemma 2.6 in the same way as above, we get that
|[ k
2n+1
x, y]− 1
2
[
k
2n
x, y]| ≤ 2ε((1 + ε)(|| k
2n+1
x||2 + ||y||2) + || k
2n+1
x||2)
≤ 2ε((1 + ε)(1
4
||x||2 + ||y||2) + 1
4
||x||2).
Denote the last value by A. We then know that |[ k2n+1x, y]− k2n+1 [x, y]| ≤ Sn2 +A,
since k2n ∈ [0, 1]. Next, we apply Lemma 2.7 to see that∣∣∣∣[ k2n+1x, y] + [(1− k2n+1 )x, y]− [x, y]
∣∣∣∣ ≤ ε[(3 + 2ε)||x||2 + ||(1 − 2 k2n+1 )x||2 + 8(1 + ε)||y||2]
≤ ε[(3 + 3ε)||x||2 + 8(1 + ε)||y||2].
If we denote the last value by B, then we have that
Sn+1 ≤ Sn
2
+A+B =
Sn
2
+ ε
[
(4 +
7
2
ε)||x||2 + (10 + 10ε)||y||2
]
.
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This relationship allows us to induct and show Sn ≤ 2(A+B) for all n. But,
by continuity of the bracket, |[x, ty]− t[x, y]| ≤ 2(A+ B) for all t ∈ [0, 1]. This
then proves the lemma for t ∈ [0, 1]. To obtain the desired result for all t > 1,
we apply (2.3) and switch the roles of x and y (also noting that the bracket is
symmetric) to see that
∣∣[tx, y]− t[x, y]∣∣ = t2 ∣∣∣∣[x, 1t y]− 1t [x, y]
∣∣∣∣ ≤ t2 · 2(A+B).
Finally, for negative t, we simply note [−a, b] = −[a, b] by definition of the
bracket, and the entire lemma follows.
Theorem 2.9. Let X be a two-dimensional normed vector space over R with
von Neumann-Jordan constant ε+1. Then the Banach-Mazur distance between
X and R2 is at most
√
1 + 15ε+ 13.5ε2
1− 15ε− 13.5ε2 provided ε is small enough that the
denominator is positive. This expression is 1 + 15ε+O(ε2) as ε tends to 0.
Proof. Let x be an arbitrary unit element in X . Since [x, x] = −[x,−x] = 4,
connectedness of the unit sphere in X implies there is a unit vector y ∈ X with
[x, y] = 0. Let Λ : X → R2 send ax+ by to (a, b). For t ∈ R, (1.1) implies that∣∣∣∣∣ ||x+ ty||
2 + ||x− ty||2
2(1 + t2)
− 1
∣∣∣∣∣ ≤ ε.
Because [x, y] = 0, Lemma 2.8 shows that∣∣||x+ ty||2 − ||x− ty||2∣∣ = ∣∣[x, ty]|
≤ max{1, t2}ε[(8 + 7ε)||x||2 + (20 + 20ε)||y||2]
≤ (1 + t2)ε(28 + 27ε).
The combination of these two inequalities implies that∣∣∣∣∣ ||x+ ty||
2
1 + t2
− 1
∣∣∣∣∣ ≤ ε+ ε(14 + 13.5ε) = 15ε+ 13.5ε2.
That is,
1− 15ε− 13.5ε2 ≤ ||x+ ty||
2
||Λ(x+ ty)||2 ≤ 1 + 15ε+ 13.5ε
2
The set {x+ty : t ∈ R} is a sufficient testing set for calculating ||Λ|| and ||Λ||−1,
so the desired result follows.
3 Higher-Dimensional Results
To extend the result of Theorem 2.9 to higher dimensions, we apply an induc-
tion argument. The following lemma shows the approximate bilinearity of the
bracket in this setting.
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Lemma 3.1. Suppose X is a normed, real vector space with von Neumann-
Jordan constant M = ε+ 1. Also, let x1, ..., xk be the images of standard basis
vectors under a linear map Λ : Rk → X with ||Λ|| ≤ 1. Then, for any y ∈ X
with ||y|| ≤ 1 and for any a1, ..., an−1 ∈ R,∣∣∣[∑ki=1 aixi, y]−∑ki=1 ai[xi, y]∣∣∣
1 +
∑k
i=1 a
2
i
≤ 36kε+O(ε2).
Note that the O(ε2) terms do depend on k, but not on y or any ai.
Proof. First, we establish some terminology. A subsum of
∑k
i=1 aixi is a formal
sum A =
∑m
j=1 aijxij written in reduced form. Two subsums are called disjoint
if they contain no common xi terms. The fact that ||Λ|| ≤ 1 implies that
||xi|| ≤ 1 and more generally ||A||2 ≤
∑m
j=1 aij
2. Consequently, if A and B are
disjoint subsums, then ||A ± B||2 ≤ ∑ki=1 a2i . Now, if k = 1, then Lemma 2.8
implies that
|[a1x1, y]− a1[x1, y]| ≤ max{1, a21}ε
[
(8 + 7ε)||x1||2 + (20 + 20ε)||y||2
]
≤ max{1, a21}ε
[
28 + 27ε
]
≤ (1 + a21)ε
[
28 + 27ε
]
.
Now, let k be arbitrary, and let A and B be disjoint subsums of
∑k
i=1 aixi with
A+B =
∑k
i=1 aixi. So, ||A±B||2 ≤
∑k
i=1 a
2
i and by Lemma 2.7,∣∣[A+B, y]− [A, y]− [B, y]∣∣ ≤ ε[(3 + 2ε)||A+B||2 + ||A−B||2 + 8(1 + ε)||y||2]
≤ ε[(4 + 2ε) k∑
i=1
a2i + 8 + 8ε
]
.
This sets up an induction on k, immediately yielding that
∣∣∣[∑ki=1 aixi, y]−∑ki=1 ai[xi, y]∣∣∣
is bounded above by
(k − 1)ε[(4 + 2ε) k∑
i=1
a2i + 8+ 8ε
]
+ (k +
k∑
i=1
a2i )ε
[
28 + 27ε
]
.
This expression is bounded above by an expression of the form
(k − 1)ε(4
k∑
i=1
a2i + 8) + ε(28k + 28
k∑
i=1
a2i ) + (1 +
k∑
i=1
a2i )O(ε
2),
which is in turn bounded by
36kε(1 +
k∑
i=1
a2i ) + (1 +
k∑
i=1
a2i )O(ε
2).
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Now, the approximate bilinearity of the bracket established above will help
show X is nearly isometric with a direct sum of two of its smaller dimensional
subspaces. The norm in the direct sum is defined in a Euclidean fashion.
Lemma 3.2. Suppose X is an n-dimensional real vector space with von Neumann-
Jordan constant ε+1 and Λ : Rn−1 → Y ≤ X is an invertible map with ||Λ|| ≤ 1,
||Λ−1|| ≤ K (so K ≥ 1). If x1, . . . , xn−1 ∈ X are the images of the standard
basis vectors of Rn−1 under Λ and xn ∈ X has ||xn|| = 1 and |[xi, xn]| ≤ δ for
i < n, then∣∣∣∣∣ ||
∑n−1
i=1 aixi + xn||2
||∑n−1i=1 aixi||2 + 1 − 1
∣∣∣∣∣ ≤ ε+ K
2
2
(
√
n− 1δ + 36(n− 1)ε+O(ε2))
for any a1, . . . , an−1 ∈ R.
Proof. The approximate parallegram law (1.1) and the fact that ||Λ−1|| ≤ K
imply that ∣∣∣∣∣ ||
∑n−1
i=1 aixi + xn||2
||∑n−1i=1 aixi||2 + 1 − 1
∣∣∣∣∣ ≤∣∣∣∣∣ ||
∑n−1
i=1 aixi + xn||2 + ||
∑n−1
i=1 aixi − xn||2
2(||∑n−1i=1 aixi||2 + 1) − 1
∣∣∣∣∣+ 12 |[
∑n−1
i=1 aixi, xn]|
||∑n−1i=1 aixi||2 + 1 ≤
ε+
K2
2
|[∑n−1i=1 aixi, xn]|∑n−1
i=1 a
2
i + 1
.
Now, we may apply Lemma 3.1 to see that this is bounded above by
ε+
K2
2
·
(
|∑n−1i=1 ai[xi, xn]|∑n−1
i=1 a
2
i + 1
+ 36(n− 1)ε+O(ε2)
)
≤
ε+
K2
2
·
(
δ
∑n−1
i=1 |ai|∑n−1
i=1 a
2
i + 1
+ 36(n− 1)ε+O(ε2)
)
≤
ε+
K2
2
· (√n− 1δ + 36(n− 1)ε+O(ε2)) .
If ε and δ are small enough, the lemma proves a bound on d(X,Y ⊕ R).
Since our overall goal is to establish that a small von Neumann-Jordan constant
results in a small Banach-Mazur distance between X and Rn, we will succeed
so long as we can control the bracket of some unit vector xn with generators of
an (n − 1)-dimensional subspace Y of X . We would like to choose xn in such
a way that the linear coefficient of Kn(ε) in the expression d(X,R
n) ≤ Kn(ε)
grows slowly with n = dim(X). Using a Gram-Schmidt type method leads to a
linear term in Kn(ε) with faster than factorial-squared growth, but we can do
much better by appealing to a theorem from algebraic topology.
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Lemma 3.3. Suppose X is an n-dimensional real normed vector space and let
x1, . . . , xn−1 ∈ X. Then there is some xn ∈ X with ||xn|| = 1 and [xn, xi] = 0
for i < n.
Proof. The result is trivially true for n = 1, and the result for n = 2 follows by a
simple continuity argument. For higher dimensional X , consider the unit sphere
S of X . Since X is an n-dimensional normed space, there is a homeomorphism g
from the standard sphere Sn−1 to S such that g(−x) = −g(x) for all x ∈ Sn−1.
Now, compose this map with the following map f : S → Rn−1:
f : y 7→


[y, x1]
[y, x2]
...
[y, xn−1]

 .
By (2.4), f is an odd map, and as such f ◦ g : Sn−1 → Rn−1 is also an odd
map. However, the Borsuk-Ulam Theorem (see [4]) implies that there is a point
α ∈ Sn−1 with f ◦ g(−α) = f ◦ g(α). Oddness shows that f ◦ g(α) = 0, so we
set xn = g(α).
With the setup completed, the main theorem is finally in sight. Theorem
2.9 shows that for 2-dimensional X , d(X,R2) ≤ 1 + 15ε+ O(ε2) as ε tends to
zero.
Theorem 3.4. Let n ≥ 2. Then there is a function Kn(ε) = 1+ (18n2− 17n+
14)ε+O(ε2) such that for any n-dimensional real normed vector space X with
von Neumann-Jordan constant ε+ 1 sufficiently small, d(X,Rn) ≤ Kn(ε).
Proof. Let βk = 18k
2 − 17k + 14 for all k, and note the theorem already holds
for n = 2 by Theorem 2.9, so we may induct. Let Y be an arbitrary (n −
1)−dimensional subspace of X . Since Y has von Neumann-Jordan constant at
most ε+1, we know that d(Y,Rn−1) ≤ Kn−1(ε) if ε is small. Let Λ : Rn−1 → Y
be an isomorphism with ||Λ|| ≤ 1 and ||Λ−1|| ≤ Kn−1, with xi = Λ(ei). By
Lemma 3.3, there is some xn ∈ X with ||xn|| = 1 and [xn, xi] = 0 for i < n. This
xn satisfies the conditions of Lemma 3.2 with δ = 0, so for any a1, . . . , an−1 ∈ R,∣∣∣∣∣ ||
∑n−1
i=1 aixi + xn||2
||∑n−1i=1 aixi||2 + 1 − 1
∣∣∣∣∣ ≤ ε+ Kn−1(ε)
2
2
(36(n− 1)ε+O(ε2))
= ε+ (1 + βn−1ε+O(ε
2))(36(n− 1)ε+O(ε2))
= (36n− 35)ε+O(ε2).
As in Theorem 2.9, {a1x1 + . . . an−1xn−1 + xn : a1, . . . an−1 ∈ R} = {y + xn :
y ∈ Y } is a sufficient testing set for calculating ||T || and ||T−1||, where T maps
(y, t) ∈ Y ⊕ R to y + txn ∈ X . The above estimate gives us that
d(X,Y ⊕ R) ≤ 1 + 36n− 35ε+O(ε2).
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Now, finally,
d(X,Rn) ≤ d(X,Y ⊕ R) · d(Y ⊕ R,Rn)
≤ d(X,Y ⊕ R) · d(Y,Rn−1)
≤ (1 + (36n− 35)ε+O(ε2))(1 + βn−1ε+O(ε2))
= 1 + (βn−1 + 36n− 35)ε+O(ε2)
= 1 + βnε+O(ε
2).
The linear term of Kn(ε) has growth which is, at worst, quadratic. Un-
fortunately, we do not know if this is an optimal growth rate, and in fact, we
conjecture that it is not.
Proposition 3.5. Let X be a Lebesgue space of finite dimension n (i.e. ℓnp for
some p ∈ [1,∞]) with von Neumann-Jordan constant ε + 1. Then d(X,Rn) ≤
nlog2(ε+1)/2 = 1 + log4(n)ε+O(ε
2).
Proof. Clarkson proved in [5] that the von Neumann-Jordan constant of ℓnp
is 2|2−p|/p, and it is easy to show that the identity map from ℓnp to ℓ
n
2 has
||Id|| · ||Id||−1 = n|1/2−1/p|. The rest is trivial.
Whether logarithmic growth of the linear term above is indicative of the
general case or a result of exceptional symmetry present in the Lebesgue spaces
has yet to be determined.
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