Quantum correlations exhibit behaviour that cannot be resolved with a local hidden variable picture of the world. In quantum information, they are also used as resources for information processing tasks, such as Measurement-based Quantum Computation (MQC). In MQC, universal quantum computation can be achieved via adaptive measurements on a suitable entangled resource state. In this paper, we look at a version of MQC in which we remove the adaptivity of measurements and aim to understand what computational abilities still remain in the resource. We show that there are explicit connections between this model of computation and the question of non-classicality in quantum correlations. We demonstrate this by focussing on deterministic computation of Boolean functions, in which natural generalisations of the Greenberger-Horne-Zeilinger (GHZ) paradox emerge; we then explore probabilistic computation, via which multipartite Bell Inequalities can be defined. We use this correspondence to define families of multi-party Bell inequalities, which we show to have a number of interesting contrasting properties.
I. INTRODUCTION
Space-like separated measurements on entangled quantum systems can reveal correlations which would not appear if Nature were described by a local hidden variable (LHV) theory [1] . Such correlations can violate a Bell inequality, a condition expressing a restriction on the correlations permitted in any LHV theory. Violations of Bell inequalities provide a dramatic distinction between locally realistic classical physics and quantum mechanics.
The field of quantum information processing has developed with the aim of exploiting the non-classical properties of quantum systems for practical tasks. Non-classical (i.e. Bell inequality violating) correlations are an important quantum resource in several areas of quantum information. For example, they can be used to guarantee the security of quantum key distribution [2] even if the devices used cannot be trusted; in distributed computational tasks, nonclassical correlations can reduce the communication required between parties [3, 4] . One of the most renowned applications of quantum mechanics to information processing is quantum computation. We know that a quantum computer, if realised, would permit efficient solutions to problems for which no efficient classical algorithm is known [5] . Despite the importance of entanglement in quantum computation, and despite its evident non-classical nature, the link between Bell inequality violations and quantum computational speed-up remains unclear. Recently, however, it was shown [6, 7] that Bell inequalities do have a concrete connection with a particular model of quantum computation, measurement-based quantum computation (MQC).
MQC is a model of quantum computation, very different from the standard unitary circuit model. Computation progresses in two stages. First a many-particle entangled state is prepared, e.g. the cluster state [8] , and then singlesite (qubit) measurements are performed. By an appropriate choice of measurement bases, any quantum computation can be realised in this model on a cluster state of sufficient size [8] .
In all schemes of MQC that have been proposed so far (e.g. [9, 10] ) measurement bases need to be adaptive. Adaptive measurements are made in a certain order, and each measurement basis is chosen dependent on the outcome of the measurements which came before it. A vital component of MQC schemes, which is sometimes overlooked, is the classical computer, which records measurement outcomes, and determines [8] the bases of future measurements. The adaptivity imposes a temporal structure on the computation, and adds the requirement for fast-switching of measurement bases in any experimental implementation. It is therefore worthwhile considering whether MQC without In section IV, we shall consider non-deterministic games. If we attempt to compute a function f (x) in NMQC ⊕ with less than the minimal number of measurements required for a deterministic computation, then we know that the computation can only succeed with less than unit probability. However, we can still calculate the best mean success probability of the game for quantum and classical resources. Bell inequalities can be associated with the upper bounds on these games for classical correlations. We shall show that the NMQC ⊕ framework captures all of the broad family of generalisations of the CHSH introduced by Werner, Wolf [18] ,Żuchowski and Brukner [24] . We shall then use it to calculate upper bounds on success with quantum resources, or potential quantum violation of the classical, LHV upper bound for the families of functions identified in the previous sections, including the surprising result that the (arguably) most natural instance of a generalisation of the CHSH inequality to the many-party setting has no quantum violation for n > 2. We conclude, in section V with a discussion of the the consequences of results and open questions which remain.
We shall adopt the following notation throughout this paper. For bit-string x, x j will represent the jth bit of x and |x| will represent its length. W (x) will represent the Hamming weight (number of non-zero bits) of x.
II. THE NMQC⊕ MODEL
We begin by formalizing NMQC ⊕ , as outlined in Fig. 1 . The goal is to compute a Boolean function f (x) given an n-bit input bit-string x. The available resource is a quantum state on which we may perform spatially separated measurements. Each measurement can be performed in one of two bases, e.g. M 0 or M 1 , and so we denote the choice of all measurement bases and their measurement outcomes by bit strings s and m respectively where the elements of each are each j th party's choice of measurement s j and outcome m j . The length of these bit-strings |s| = |m| is determined by the number of measurements. For a non-adaptive model, the measurement settings cannot depend on outcomes of other measurement outcomes, but they depend only on the input string x. All side-processing must be linear, in this model, so the measurement settings, s, depend only linearly on x. Without loss of generality we can assume the linear function is homogenous, and write
where P is an n-by-|s| binary matrix and addition is modulo 2. Any NMQC ⊕ protocol is completely described by this matrix P , the quantum state used and the measurement bases. Note that is essential that the measurement settings, s, have a non-trivial dependence on the input, x, since a fixed basis measurement would be merely equivalent to a classical device outputting bits according to a classical probability distribution. Finally, the output of the computation is achieved by then linear post-processing on values of m, typically the parity of m. Deterministic NMQC ⊕ is achieved when the parity of m always gives f (x) for all values x.
III. DETERMINISTIC COMPUTATIONS AND GHZ PARADOXES
Recall that every Boolean function f (x) on an n-bit string x can be represented uniquely as a polynomial over the finite field Z 2 (i.e. using modulo 2 arithmetic). This polynomial is known as the algebraic normal form (ANF) for the function. The ANF allows one to naturally classify Boolean functions according to the degree of the associated polynomial. Linear functions are functions of degree 1, i.e. of the form f (x) = a 0 + n j=1 a j x j , where a k are bits and x j is the j th bit of x. A non-linear function is one which cannot be written in this form. It is not a priori clear that this very restricted model of NMQC ⊕ would be particularly expressive. After all, it seems few unitary circuits in MQC can be achieved deterministically without adaptive measurements. Nevertheless, in [7] , Raussendorf showed, within a framework essentially identical to NMQC ⊕ , that non-linear functions can be computed by measurements on Reed-Muller states, a certain family of stabilizer states, and furthermore, that each non-linear function led to a GHZ-like paradox, i.e. its deterministic evolution would be impossible to achieve with LHV correlations.
Our first result is to show that, in fact, all Boolean functions f (x) can be achieved deterministically in NMQC ⊕ . Furthermore, our result is constructive, identifying the resource states, and a means to compute the measurement bases to compute the function. It also provides an upper-bound to the number of measurements needed to implement any Boolean function deterministically in NMQC ⊕ .
Theorem 1
In NMQC ⊕ with quantum resources, any Boolean function f (x), on an arbitrary n-bit string x, can be computed with unit probability. This can be achieved with the resource state
Proof of Theorem 1 Our proof is constructive. Recall that in NMQC ⊕ each measurement device (or party) receives a bit-value s j , which is a linear function on input bit-string x. Each then makes their measurement accordingly, returning the output of their measurement m j (as a bit-value) to the side processor. Here, the (2 n − 1) parties share a generalised GHZ state, as defined above. The j th party will receive bit value s j . They will then make a measurement in the following basis cos(s j φ j )σ x + sin(s j φ j )σ y , where φ j is an angle which is yet to be specified. Note that a 0 input, in all cases, corresponds to a measurement of σ x . They will report the output of these measurements as a bit-value (e.g. 0 for eigenvalue +1, and 1 for eigenvalue −1), which is returned to the side processor.
The output of the NMQC ⊕ computation f (x) will be encoded (deterministically) in the parity of these outcome bits from the joint outcome of all parties. A simple analysis of the properties of GHZ states (see also [18] ) shows us that the parity of the output bits will deterministically be equal to f (x) if the following equation is satisfied
where s = (P x) ⊕ . The bit c ∈ {0, 1} represents a linear operation that may be implemented in post-processing, and we can thus, without loss of generality restrict f (x) to functions where f (0 ⊗n ) = 0 and add any additional bit-flip in post-processing. The exponent on the L.H.S of (2) is a sum over real numbers (in the angles φ j ) whereas the term in the exponent of the right-hand side is a Boolean function, which we are expressing as a polynomial over Z 2 , i.e. with addition modulo 2. We shall exploit the fact that these different types of addition lead to different notions on linear independence. To emphasize this distinction we refer to linear (in-)dependence over the reals as R-linear (in-)dependence and linear (in-)dependence over Z 2 as Z 2 -linear (in-)dependence.
The set of linear Boolean functions on x, which appear in the sum on the left hand side of the equation, are not necessarily Z 2 linearly independent, but, as we shall show below, all such functions are linearly independent over the reals. This means that linear functions (over Z 2 ) can be combined linearly (in the real vector space) to produce a non-linear Boolean function. It is this mathematical fact which allows non-linear functions to appear on the right hand-side of equation (2) and forms the basis for the ability for non-linear functions to be computed within NMQC ⊕ .
Since this effect may seem at first hand surprising, we provide an explicit example. Consider the AND function x 1 x 2 on two bits x 1 and x 2 . This can be written as a linear combination of Z 2 -linear functions as follows
This is an instance of a more general identity expressing the parity of a bit-string in real arithmetic
where we sum over all n-length bit-strings b and W (b) is the Hamming weight of b. We complete our proof by showing that within the linear Boolean functions on bit-string x we can find a complete basis (over the reals) for the vector space of real-valued functions on x and thus any Boolean function f (x) can be represented as a R-linear combination of them.
An example of such a basis is the set of functions f a (x) = n j=1 a j x j for all bit strings a (except the all zeroes string), augmented by the constant function f 0 (x) = 1. We see that this set has the required number of elements 2 n to form a basis, so it merely remains to prove that these are R-linearly independent. To do so, we exploit the fact that the monomial functions (i.e. Boolean functions with a single multiplicative term) are linearly independent in both R and Z 2 .
Every monomial function can be expressed as a real linear combination of parity functions. To see this, notice that equation (4) shows us that every function f a (x), when expressed in arithmetic over the reals, is a R-linear combination of a single monomial j∈a,aj =1 x j of degree W (a) and monomials of degree less than W (a). Thus the degree W (a) monomial is a linear combination of f a (x) and monomials of lesser degree. Since the degree 2 monomials can by equation (3) be expressed as linear combinations of parity functions, inductive reasoning tells us that all higher degree monomials must also expressible as real linear combinations of parity functions alone. Since the monomials are linearly independent with respect to the reals, this implies that the functions f a (x) for all n-bit strings a do indeed form a basis for n-bit functions over the reals. Furthermore, this implies that all functions where f (0 ⊗n ) = 0 can be achieved by R-linear combinations of parity functions f a (x) = n j=1 a j x j . Hence solutions of equation (2) exist for any Boolean function f (x) on n bits. Solving (2) provides the measurement angles φ j needed to implement the computation. This completes the proof.
We see that the generalised GHZ states are universal resources for Boolean functions, in a similar sense to the way cluster states are universal resources for quantum computation. GHZ states always form the optimal resource for computations in NMQC ⊕ , in the sense that they minimise the number of qubits required for the computation. This is very closely related to Werner and Wolf's proof that GHZ states always provide maximal violations of any generalised CHSH inequality [18] as shall be touched upon later in this paper.
Corollary 1: Raussendorf shows in [7] that non-entangled quantum states can only facilitiate deterministic NMQC ⊕ computations for degree 1 functions. Raussendorf shows in [7] that non-entangled quantum states can only facilitate deterministic NMQC ⊕ computations for degree 1 functions. Thus the achievement of a non-linear Boolean function in NMQC ⊕ requires entanglement and may be considered (as discussed in [7] ) a type of GHZ paradox.
Theorem 1 provides an upper-bound to the number of qubits required to perform any Boolean function in NMQC ⊕ . Unfortunately, this bound is exponential in the size n of the input string, and this computation strategy is therefore inefficient. It is pertinent to ask whether this many qubits are necessary, or whether, for some functions, a more compact measurement scheme can be found. We shall now therefore calculate, for two families of functions, the lower bounds in the number of measurements required for deterministic evaluation under NMQC ⊕ .
The families we consider are both natural multipartite generalisations of the two-bit AND function:
• n-tuple AND function: g n (x) = n j=1 x j . This function computes the joint product of all bits.
• Pairwise AND function:
. This function computes the sum (modulo 2) of the pairwise product of all pairs of bits.
Studying these families of functions, we are able to prove the following two lower bounds:
Proposition 1: To achieve the n-tuple AND function g n (x) deterministically in NMQC ⊕ one requires no fewer than (2 n − 1) qubits.
We prove this result in two steps, provided in Appendices A and B. First we demonstrate (Appendix A ) that many different choices of linear preprocessing, as described by the P matrix, are equivalent. Furthermore, that when |s| < (2 n − 1) the P matrix is always equivalent to a canonical form with a specific property. Next we show that (Appendix B), given this canonical form of P , satisfying all 2 n required equations would entail a contradiction, and hence, must be impossible.
Proposition 2: To achieve the pairwise AND function h n (x) deterministically in NMQC ⊕ one requires no fewer than (n + 1) qubits.
Proof : The resource which achieves this bound is an (n + 1) qubit GHZ state
) where the qubits are numbered j = 1, 2, ..., n, n + 1 from left-to-right. A simple calculation will verify that with input bits
consisting of s j = x j for j = 1, . . . , n and s n+1 = j x j for the (n + 1)th site and measurement bases σ x or σ y for inputs 0 or 1 respectively, the parity of all (n + 1) outputs is always equal to h n (x).
We now prove that this is a lower bound. We do so by showing that no n-bit non-linear function may be achieved deterministically in NMQC ⊕ with n measurements alone. Given n independent two-setting measurements on an n-subsystem state, there are 2 n possible combinations of measurements. If the parity of all measurement outcomes for all these n measurement sites is to be deterministic for every combination of settings, the state must be an eigenstate of every different 2 n tensor product combination of the local observables, with eigenvalue (−1) f (x) . But, since these are dichotomic measurements, the local observables M j are idempotent i.e. M 2 j = I. Hence by considering all products of the operators (i.e. finding the full stabilizer of the state), one quickly finds that the joint eigenstate must also be an eigenstate of local unitaries on each site, i.e. must be a product state. Since we know that unentangled states are not resources in NMQC ⊕ for non-linear functions, (n + 1) measurements must be a lower bound on any deterministic non-linear function in NMQC ⊕ . Proposition 1 shows that the upper bound in resources given by Theorem 1 is tight for certain Boolean functions. Proposition 2 on the other hand shows that we can perform certain functions deterministically with just a single ancilliary qubit. It is striking that the two families of functions have such divergent behaviour. We can see graphically in Figure. 2, the contrast between the resources required for each function to produce deterministic and probabilistic computations.
Corollary 2: Proposition 1 shows that certain families of Boolean functions are impossible to achieve efficiently and deterministically in NMQC ⊕ . This implies that it is impossible to efficiently achieve universal quantum computation deterministically in NMQC ⊕ .
This verifies the long-held intuition that adaptive measurement is important for MQC. However, we note that this corollary only has relevance for MQC with linear side-processing. It tells us nothing of the full power of non-adaptive MQC with non-linear side-processing. This remains an open question.
The Popescu-Rohrlich non-local (PR) box is a widely studied [19, 20] example of a correlation resource which is not achievable in quantum mechanics. In the language of NMQC ⊕ it is simple to define; it is the correlation which allows one to calculate the two-bit AND function f (x) = x 1 x 2 via two measurements alone (such that marginal distributions are unbiased and hence non-signalling). Although the PR-box plays a central role in the study of bipartite correlations, recently there has been much interest in the many-body correlations supported in theories more general than quantum mechanics [21] . The most general such framework, in which all non-signalling correlations are permitted, is commonly called "boxworld" or a Generalised Non-signalling Theory [21] . We can use the NMQC ⊕ framework to classify some of the correlations in such a theory. For example Propositions 1 and 2 immediately identify that any correlation which permits in NMQC ⊕ the computation of a function with fewer measurement sites than the lower bounds proven here, exists only in boxworld and not in quantum theory. The NMQC ⊕ framework may therefore be useful in the study and categorisation of some of the many-party generalisations of the PR-box.
IV. NON-ADAPTIVE MQC AND BELL INEQUALITIES
We have seen that deterministic computations in NMQC ⊕ naturally define generalisations of the GHZ paradox. In this section, we shall turn our attention to non-deterministic computation, where we see a close relation with multiparty generalisations of the CHSH inequality. We will consider non-deterministic games of the following form. An input bit-string x is supplied according to probability distribution w(x). The goal of the game is to return the output of the Boolean function f (x) within the framework of NMQC ⊕ . In this case, we do not demand that the game is won deterministically, instead we accept a less than unity success probability, and wish that this probability is the highest possible. Specifying an upper bound to the mean success probability, in the case of a classical or LHV correlation, is equivalent to defining a set of Bell inequalites [16] . Similarly, specifying an upper bound with quantum resources is equivalent to a generalisation of Tsirelson's bound [22] . Note that for non-deterministic games it is critical that the prior probability distribution w(x) over the inputs x is specified, since this defines the mean success probability which is the figure of merit for the game. This family of games were first defined, and studied in depth, in [16] .
In NMQC ⊕ every measurement has two-settings and two-outcomes. Multi-partite generalisations of the CHSH inequality for dichotomic two-setting measurements were defined and studied by Werner and Wolf [18] and independently byŻukowski and Brukner [24] . A traditional way to define Bell inequalities is as a bound on a linear combination of conditional expectation values (s), where s represents the bit-string defining the measurement settings, and (s) is the expectation value of (−1) ⊕j mj with the outcome of the j th measurement as bit m j . In other words, using +1, and −1 instead of 0 and 1 to denote measurement outcomes (s) represents the expectation value of the product of the outcomes. In our notation, (s) is defined in terms of probabilities p(⊕ j m j |s):
The generalised CHSH inequalities of Werner, Wolf,Żukowski and Brukner (WWŻB) take the form
where β(s) are real coefficients, and u is a real value which is the upper bound to this quantity. When the correlation is due to a LHV source, we shall label the upper bound u = c. For the upper bound for measurements on a quantum state, we use the notation u = q. In this way, equation (6) incorporates both Bell inequality and Tsirelson bound. The normalisation of β(s) is arbitrary, and can be chosen as best suits the calculations in hand. Werner and Wolf normalise the values of β(s) such that c is always unity. To simplify our expressions here, however, we choose a different normalisation, and set s |β(s)| = 1. This can be achieved for any CHSH-type inequality of form (6) via a simple rescaling. Werner and Wolf in [18] give a compact expression which allows q to be derived for a given set of coefficients β(s) from a simple variational formula. The connection between such Bell inequalities and NMQC ⊕ is straightforward and expressed via the theorem below. In fact, it suffices to consider a restricted form of NMQC ⊕ , which we shall label NMQC * ⊕ , in which pre-processing of the input data x is fixed to the identity map (i.e. s = x). In discussing NMQC * ⊕ , we shall use x and s interchangably.
Theorem 2 Every multipartite Bell (Tsirelson) Inequality of the form of equation (6) (normalised to s |β(s)| = 1) can be re-expressed as a bound on the maximum mean probabilityp of an NMQC * ⊕ computation of a Boolean function f (x) = sign(β(s)) with s = x and n = |s| measurements, where input bits s are supplied according to probability distribution w(s) = |β(s)|),p
where this particularly simple form is due to the choice of normalisation s |β(s)| = 1.
Proof of Theorem 2
The proof of this theorem is similar in content to observations made in [23] , [16] and [3] , and, indeed, the well-known mapping of the CHSH inequality to the CHSH game. However the proof is simple, so we shall provide it here. We begin by substituting equation (5) into equation (6) . Using the law-of-excluded middle for binary outcomes p(⊕ j m j = 0|s) + p(⊕ j m j = 1|s) = 1 and some simply algebra, we can rewrite equation (5) as
which is true for any Boolean function f (s). Substiting this into equation (6), and letting f (s) = sign(β(s)), and
Werner and Wolf showed that the optimal quantum bound u = q is always achieved by performing measurements on a GHZ state [18] , thus echoing the optimal quantum resource state in Theorem 1. The expression on the left is the mean success probability of computing the function f (s) in the NMQC * ⊕ model. Note that in this model, the only possible post-processing step for any function which does not act trivially on any input bits, is the XOR of all output bits, or the NOT of this bit. This completes the proof.
Theorem 2 informs us that the quantum game corresponding to any WWŻB Bell inequality is a computation in NMQC ⊕ . Or oppositely put, the ability for a computation to be achieved in NMQC * ⊕ can always be represented as a Bell inequality. Note also, that since pre-processing can be incorporated in the prior probability distribution w(s), this result can be generalised, in a straightforward way, to the full class NMQC ⊕ .
The NMQC ⊕ setting thus provides a frame-work in which we study families of Bell inequalities, over arbitrary numbers of parties, and calculate some of their generic properties. As an example of this, we shall return to the two families of functions defined in the previous section, the n-bit pairwise AND, and the n-tuple AND. Just as in the deterministic case these families provide interestingly contrasting behaviour. Note that both families include for the n = 2 case, the bi-partite AND function, and hence embody the standard CHSH inequality. We shall limit our study to the case where inputs s satisfy a uniform distribution, i.e. where w(s) = 2 −n .
Proposition 3:
The NMQC * ⊕ quantum game defined by n-tuple AND function g n (s) has no quantum advantage (i.e. q = c) for n ≥ 3 if inputs are supplied from a uniform distribution w(s) = 2 −n . For n > 2 the upper bounds on mean success probability are (1 − 1 2 n ) for both quantum and LHV cases.
This result is proved in section 2 of Appendix C. This upper bound can be achieved by a computer which always outputs 0, so the quantum resources can be considered to provide no advantage for this computation whatsoever. Strikingly, the CHSH inequality (for n = 2) is the only member of this family where quantum mechanics exceeds the LHV bound.
Proposition 4:
The NMQC * ⊕ quantum game defined by the multipartite pairwise AND function h n (s) on n-bits supplied from a uniform distribution w(s) = 2 −n possesses a quantum advantage with respect to LHV resources for every n. The ratio of the upper bounds for the associated Tsirelson/Bell inequalities q/c grows exponentially in n.
This can be seen by recognising that the Bell inequalities defined by h n (s) on a uniform distribution are equivalent (up to the relabelling of input and output bits) to the well-studied generalised Svetlichny inequalities [25] , which can be verified via some algebraic manipulation (a similar fact is noted here [26] ). It is well known that the ratio of quantum to classical upper bounds for these inequalities scales exponentially in n. In fact, when n is even these inequalities are equivalent to the Mermin inequalities [27] known [18] to possess the maximal ratio of quantum to classical bounds of any inequality of form (6) . For even n, the bounds are c = 2 
V. DISCUSSION
We have shown that there is a concrete connection between many-party Bell inequalities, and non-adaptive measurement-based quantum computation, and, indeed, the NMQC ⊕ model provides a concise method for defining Bell inequalities via quantum games. The framework we developed unified a number of known results, and led to several new results and insights, both with implications for measurement-based computation and Bell inequalities. The prominent appearance of the GHZ states in this work should not be a surprise. Werner and Wolf showed that [18] such states always provide the optimal quantum bounds for Bell inequalities of the form of equation (6) . Theorem 2 thus implies that these states will always be optimal in NMQC ⊕ . The broader family of Reed-Muller states introduced by Raussendorf in [7] are not required for these purposes.
There are a number of ways in which one might generalise these results. Firstly, it is natural to investigate whether higher-dimensional variations of MQC [28] might share the same relationship with Bell inequalities for more than two settings and outcomes per measurement. Higher-dimensional MQC is a straight-forward generalisation of the qubit case. However, there are certain difficulties which will need to be overcome to make this connection. Firstly, while higher-dimensional GHZ paradoxes have been identified [29] , in none of these cases do the correlations represent a full non-linear function, but correlations only hold for a subset of possible input strings. Whether this subset might be identified with pre-computation and whether or not higher-dimensional GHZ paradoxes might be found which achieve a full function in higher dimension NMQC ⊕ remains a question for future study. Secondly, by considering computations with multiple output bits, one could start to explore the full region of conditional output probabilities for both the quantum (i.e. generalise the Tsirelson-Landau-Masanes region [22, 30] ) and LHV case.
Recently, attempts have been made to axiomatise quantum physics [19] via information theoretic approaches [20] . Principles such as Information Causality [31] and Macroscopic Locality [32] have been successfully applied to derive, or at least bound, the set of correlations permitted under quantum mechanics in the bi-partite setting. These approaches, while very successful for the bi-partite case, do not easily generalise to the multi-party setting. Since the NMQC ⊕ framework naturally poses Bell inequalities in an informational theoretic framework, this could be a fruitful starting point for axiomatic reconstructions of multi-party quantum correlations.
A related idea, considered earlier by Van Dam [23] , and Brassard et al [33] , was to question whether the limitations on quantum correlations, expressed by Tsirelson-type bounds, might be imposed by Nature, in order to prevent distributed computation being achieved with trivial communication complexity. It was noted by Van Dam that if PR-boxes existed in Nature, then arbitrary distributed Boolean functions between two separated players, could be achieved with just a single bit of communication. Brassard et al argued that perhaps Tsirelson's bound on the CHSH inequality might take precisely that value which precludes such a dramatic collapse of communication complexity. They showed that, using Von Neumann's majority code error correction scheme, that there existed potential values of Tsirelson's bound less than 4 (but higher than 2 √ 2) at which communication complexity for all functions would be a single bit. However, this argument did not recover Tsirelson's bound exactly.
Recently, a multi-partite generalisation of this approach was considered by Marcovitch and Reznik [26] . They showed that the Von Neumann majority gate correction scheme could be generalised to many-party functions by replacing the PR box by a non-local box defined by the pairwise AND function h n (x). They showed that, the assumption that such error correction be impossible, places an upper limit on the quantum bound for the generalized Svetlichny inequalities, providing evidence that Brassard et al's conjecture might hold in the multi-party case. Our results, have interesting implications for such arguments. Since for n-tuple AND functions quantum and classical bounds coincide (under the assumption, implicit in the above works, that the input distribution is uniform), any bounds derived via communication complexity for quantum correlations must also be tight for classical correlations. If the communication complexity conjecture were true, this would imply that the classical upper bound for the distributed computation would place a lower bound on the (classical) threshold for Von Neumann's error correction scheme. In other words, two classical bounds would be causally related, but related via a quantum argument.
The approaches taken here are typical of recent attempts in quantum information science to use computer science formalisms to clarify, simplify and generalise results in physics. Thinking of Bell inequality experiments as computations has been very fruitful, and it seems likely that such approaches will continue to provide fresh insights into long-studied physics problems. 
and hence c = 0. Next, assuming (2) holds for x = {0, 0, ..0} (for which k n (x) = 1) entails 
for some integer t x . We can construct a sum over all x which alternates in sign:
Collecting terms on the R.H.S. which have the Hamming weight, W (x), equal to y, and defining t y = {x;W (x)=y} t x , gives a summation over numbers = n y=1 (−1) y π n! y!(n − y)! + 2t y ,
= π(2t − 1),
where t is again an integer, such that t = n y=1 (−1) y t y . Our proof proceeds by showing that the L.H.S. of (B4) vanishes, and therefore results in the contradiction that π(2t − 1) = 0. The j th element of the L.H.S. of (B4) is
Next we observe that this vanishes if for any k, we have P j,k = 0. To see this we assume without loss of generality that P j,n = 0. Consider pairs of terms for x and x which are identical except for the n th element, such that x = {x 1 , x 2 , ...x n−1 , 0} and x = {x 1 , x 2 , ...x n−1 , 1}. For these terms ( k P j,k x k ) = ( k P j,k x k ) since P j,n = 0 the value of the n th element does not matter. However, W (x ) = W (x ) + 1, and so (−1) W (x ) = −(−1) W (x ) and so the two terms cancel. The whole summation can be broken up into distinct pairs of the form, x and x , and since each pair cancel, the whole sum must vanish.
Recall that for our proof by contradiction we wish to show the vector of equation (B4) is zero for every element (every j). The preceding argument shows that the j th element will vanish unless k P j,k = 1; that is, the j th row of P is a row of all ones. However, Appendix A demonstrated that every P is computationally equivalent to many other P matrices. Furthermore, whenever |s| < 2 n − 1, we can find an equivalent P for which no row contains all ones. This completes the proof.
To see why the proof fails for (2 n − 1) distinct measurements, we note that in this case, P must always have the all-ones row (under the assumption that all rows are distinct and no row contains all zeros), and then a solution to equation (2) may always be found, as shown explicitly in the proof of Theorem 1.
