This paper examines the contributions of various factors to China's economic growth. The methodology is discussed in papers by Levine and Renelt (1992) and Sala-iMartin (1997). Using multiple imputation techniques on a panel data from 1978 to 1999 for 30 provinces, autonomous regions, and independently administered cities, we find that provinces with more innovation capital and more bank-deposit-to-GDP ratios tend to experience higher economic growth. Migration of people into a province, the number of higher education teachers, railroad density & local government revenue as a percent of total government spending are all negatively related to subsequent growth rates.
Introduction
One of the most important events in recent history is the emergence of China as an economic power. Growth rates since the reforms of the 1970s have been very high. The exact causes of this rapid growth are still being debated even as standards of living in China continue to rise. Growth has not, however, been uniform across regions and provinces in China. In fact, regional disparities in levels of per capita income are much higher in China than in many other countries. For example, the Gini coefficient for Chinese provinces 1 in 1998 was .25. In contrast, a similarly calculated Gini coefficient for states in the U.S. for 2000 is .08, and is .05 across European Union members for
2001. Not only are levels of GDP different, but growth rates of GDP are also uneven across provinces, with the most rapid growth in the costal provinces of Jiangsu, Zejiang,
Fujian and Guangzhou. If we can come to understand the causes for regional disparities in growth rates and levels of per capita income, we will improve our understanding of the overall process of growth in China. A better understanding of China's growth will not only contribute to our understanding of long-run economic growth in general, but will also benefit policy makers in China and other countries.
Concurrent with the impressive growth in China, there has been a rising interest in describing and understanding its nature. Chow (1993) was the first to attempt a quantitative decomposition of the factors of the Chinese growth. He concluded that capital formation, and not technological progress, played the principle role in China's economic growth from 1952 to 1980. Borensztein and Ostry (1996) also performed growth accounting on Chinese data, and found that productivity has been the driving force for China's economic growth since the economic reforms of 1978. Chen and Fleisher (1996) compared the total factor productivity of China's coastal and noncoastal provinces. They found that domestic investment in higher education and foreign direct 1 Using publicly available population and GDP data and treating per capita values within provinces as identical for all residents.
investment helped to explain the gap in productivity and long-term growth between these regions. In a cross-province study based on post-reform data, Chen and Feng (2000) found that factors contributing to the difference of growth rates included human capital, the degree of openness, the share of state-owned enterprises, and the fertility rate. Bao et. al. (2002) , on the other hand, found that geographic location is the dominant explanation for the divergent provincial economic growth rates in China. These studies all suggest that there are many variables that could be important driving factors behind China's economic growth.
One criticism leveled at the early empirical growth literature was its ad hoc nature of including explanatory variables. Numerous empirical studies since the seminal work of Barro (1991) , and Barro and Lee (1993) have identified a substantial number of variables that can explain long run economic growth. Often, though, many of these variables lose significance when certain other variables are included in the regression model. Upon applying Leamer's (1985) extreme-bounds test, Levine and Renelt (1992) indeed conclude that very few or no variables are able to robustly explain the long run growth rate. This result was a serious challenge to the existing empirical growth literature. Sala-iMartin (1997), on the other hand, argues that the methodology employed by Levine and Renelt (1992) is too restrictive, particularly when there are large numbers of potential regressors. He therefore redesigned the test to look at the entire distribution of a model's coefficient estimators to calculate confidence levels. Chinese growth literature is similarly subject to criticisms of the ad hoc nature of its regression functions. To confidently identify the factors that drive economic growth in China, it is necessary to apply a methodology similar to that of Sala-i-Martin (1997) to the Chinese data. This is the objective of this paper.
Section 2 describes the dataset. Section 3 illustrates the methodology for carrying out the test. We provide the test results in Section 4. Section 5 concludes.
Data Set
In the past two decades, there has been a blossoming of research on economic growth. Much of this work has been empirical in nature, and the bulk of that has used data from cross-country regressions. Advances in statistical theory and increases in available computing power have made it possible to move away from cross-sectional studies which use long-run (30-year averages) growth across a sample of several dozen countries. Instead, focus has begun to shift to panel regressions that utilize data from several countries observed at several points in time.
2 Consistent with this emphasis, our dataset consists of various data taken from
Chinese statistical publications that are compiled at the provincial level every year. Our sample runs from 1978 to 1999 and includes 30 provinces, autonomous regions, and independently administered cities. The city of Chongqing was made independent from Sichuan province in 1996. We aggregate these two regions for 1996-99, making it consistent with earlier observations. Most of our data are all ultimately traceable to the National Bureau of Statistics, though they have come to us through a number of different channels. The CD-ROM Fifty Years of Chinese Statistical Data was a primary source. As were the English/Chinese language China Statistical Yearbook in various printed and CD-ROM editions. Hsueh et. al. (1993) 3 was an excellent source for filling in missing data from these first two sources. Finally, we obtained the data on bank deposits used in Li & Liu (2001) and filled in some remaining missing data from the printed versions of provincial statistical yearbooks at the Nanjing University library which were used in Phillips & Shen (2005) .
We gathered data on as many series as we could find that could arguably be important for economic growth and development. There are, of course, literally thousands of kinds of data that fit such a broad criterion. However, the need for consistently reported data from all or most provinces for the bulk of the sample period turns out to be a great winnower of data. After adjustments 4 , we end up with the 49 series reported in Table 1 .
These variables can be broadly classified into eleven categories:
(i) Convergence: value of real GDP per capita from the previous year.
( (xi) Migration: Implied population rate migrating into a province per 1000 5 .
We are able to gather reasonably complete data for the variables listed in Table 1 .
We have double-checked this data for accuracy, and, in cases where there are obvious, but uncorrectable, errors, have omitted the flawed observations. With 21 years and 30 provinces, we have potentially 630 observations, though we often have less than that in practice due to missing data in the original sources. 
Methodology
We have a large number of potential regressors, many of which are likely unrelated to provincial growth. In an attempt to reduce the number of potential regressors we first run a series of OLS regressions with the annual growth of GDP per capita as the dependent variable. We include each of our 49 potential regressors as independent varianbles in separate regressions. We also include the level of GDP per capita from the previous period. This is to control for convergence in the same way that Levin & Renelt and Sala-i-Martin include the initial level of GDP per capita. To control for panel data fixed effects, we include a set of province and year dummy variables in every regression.
Since it is not reasonable to assume province or time-period error terms are uncorrelated with our regressors, random effects estimation techniques are inappropriate. We include 5 Imputed from year-to-year changes in population along with birth and death rates. 6 The data set is available upon request.
only lagged values of regressors to ensure that our results are not driven by reverse causality.
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We have a serious problem with missing observations in our dataset. In order to compare the results of thousands of regression combinations, it is essential that we use the same sample set for all of them. However, if we restrict ourselves to observations where data is available for all regressors, we lose almost two-thirds of our data (257 available observations out of 630). This method ignores useful information from nonmissing regressors. We therefore also estimate (3.1) using multiple imputation techniques developed by Rubin (1987) and Schafer (1997) . We use imputation by chained equations 8 . We use the full set of potential regressors, including province and year dummies in the chained equations and do 10 imputations of missing values.
Multiple imputation involves generating imputations of missing values. A single
imputation is inappropriate as it does not reflect the uncertainty behind the imputed missing values. Multiple imputation solves this problem by imputing the data several times. A model of the data is estimated using the complete sample and then missing observations are generated based on this model using the non-missing data to conditionally predict the missing values for a given observation. This is done using
Monte Carlo methods where the missing observations are generated using random draws of residuals from the complete sample estimation. Table 2 reports the results of these OLS regressions. We find 11 of our potential regressors are significant using either the complete dataset or using multiple imputation.
Five of these are significant using both datasets.
We also regressed the annual growth of GDP per capita on the full set of all 49 potential regressors, the level of GDP per capita from the previous period and a set of province and year dummies. These results are reported in table 3. Here 23 of our 49 potential regressors are significant using the complete dataset or multiple imputation and four are significant in both.
We cull our list of potential regressors by dropping those that were not significant by any of the regressions run. This leaves us with the set of 26 regressors marked with asterisks in table 1. Levine & Renelt (1992) showed that very few things can be said to robustly explain growth. Using a cross-section of 119 countries, they include the initial level of GDP per capita, the average annual growth rate of the population, the initial secondary-school enrollment rate, and the investment share in GDP in all regressions and run a series of regressions for various conceptual subsets of the remaining regressors. Their definition of "robust" relies on Leamer's (1985) extreme bounds tests. By this criterion, a variable is considered robust only if it is statistically significant in all regressions 9 . They find initial GDP per capita, investment as a percentage of GDP, and secondary-school enrollment rates are the only robustly significant variables in their dataset. Other variables can be shown to be sometimes significant and other times insignificant, depending on exactly which set of explanatory factors are used. -i-Martin (1997) argues that the extreme bounds test is unreasonably restrictive, especially in cases where there are large numbers of potential regressors and all possible permutations are analyzed. For example, if there are 10 potential regressors all combinations of four are examined, any given coefficient must be significant in all 84 of the permuations in which it is included to be considered robustly significant. However, 9 In an extreme-bounds test, one calculates the lower extreme bound as the lowest value of β yj -2σ yj, and the upper extreme bound as the largest value of β yj + 2σ yj , for all the possible regressions. The extreme bounds test for variable y says that if the lower extreme bound is negative and the upper extreme bound is positive, then variable y is not robust. This implies that as long as there is one regression for which the sign of the coefficient changes or is not significant, then the variable is not robustly influential.
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with 20 potential regressors it must be significant in 969 permutaions. With 100 potential regressors the number is 156,849. The latter criterion is obviously more restrictive that the first. Sala-i-Martin argues for using rejections rates and t-tests based on averages of coefficients and standard errors across regression permuations. He suggests weighting averages by the value of the regression's log-likelihood, so that statistics from better fitting regressions carry more weight than those from poorly fitting ones. When these criteria are used, many of variables can be said to have robust effects on growth. A large portion of these variables are national in nature, however. That is, they each have a roughly equal impact on all regions within a country. Examples of such are: variability of inflation rates, degree of property right enforcement, financial market efficiency, etc.
One of the challenges this paper faces is that of determining which factors might explain differences within a country.
The form for the regression is given below. 
Results of Estimation
We estimate equation (3.1) using OLS for all possible permutations of four regressors in our culled list of 26. We use the complete dataset (with no missing observations) and estimate again using multiple implementation 11 . This gives 2300
10 Growth literature robustly found a convergence effect -that an economy with lower income tends to grow faster, other things constant. The lagged value of real GDP per capita is included in each regression to control for convergence effects. 11 We do not report the results from multiple imputation because none of the regressors were found to be robustly significant. Since multiple imputation uses the correlation between regressors to impute missing values, the regressors are multicolinear by construction. The multicolinearity is so strong that none of the regressors is robustly significant.
regressions for each independent variable 12 . To examine significance and robustness, we adopt three different approaches following Sala-i-Martin.
First, we test the significance of β y for each regression. We do this with a simple ttest 13 . We then tally the number of times we reject the null hypothesis that β y is zero.
These results are shown in Table 4 . We show the percentage of rejections for two-tailed tests at 90%, 95% and 99% confidence levels. Table 4 is one step away from the restrictive extreme-bounds test in that it incorporates more information about the distribution of the estimate of β y .
Our second & third tests are based on simple and log-likelihood weighted averages of the coefficient estimates and standard errors. t-statistics are calculated using these averages. The average estimates, t-statistics and significance from two-tailed tests are reported in Tables 5 and 6 .
Based on tables 4-6, we identify six regressors as being robustly significant in explaining provincial growth. These are:
• INNINVP % of fixed capital investment classified as "innovation capital"
• DEPGDPP national bank deposits as % of GDP
• HETPC higher education teachers as % of population
• RRDDEN km of railroad per sq km of area
•
LGRGOVP local gov't revenue as % of gov't consumption
• MRATE implied migration rate into a province
We now turn our attention to the effects of each of these regressors. We regress the annual growth of GDP per capita on these six regressors, the level of GDP per capita from the previous period and a set of province and year dummies. As before we use the complete sample and multiple imputation. The results are shown in table 7. We find that 12 And a total of 14,950 regressions. 13 In this case and in all cases below we use the heteroskedasticity-consistent estimates of the standard errors.
INNINVP, DEPGDPP and MRATE are significant in both cases. RRDDEN and
LGRGOVP are significant in the complete sample. HETPC is significant only when multiple imputation is used.
The percent of investment in innovative capital has a positive effect on growth. The coefficient indicates that a one percentage point increase in innovation capital's share of total investment will raise a province's subsequent growth rate by almost two-tenths of a percent. Obviously, the effect this actually has on growth depends on how much innovation capital investment changes. To get an idea of the importance of innovation capital we calculate a standardized effect by multiplying the coefficient by the observed standard deviation in INNINVP. We report this in table 7 as the "standardized effect."
The effect of a one standard deviation increase in INNINVP is an increase in a province's growth rate by .9 to 1.3 percentage points. We find it interesting that the innovation portion of investment is so highly correlated with growth while the overall level of investment is not. This may be due to classifying investment occurring via joint ventures with international corporations as innovation. The result could be driven by the resultant transfer of technology.
National bank deposits as a percent of GDP are also positively correlated with growth. The standardized effect is an increase in a province's growth of between 2.1 and 3.1 percentage points with a one standard deviation increase in DEPGDPP. These results are consistent a more sophisticated financial intermediation system leading to a more efficient allocation of factors of production..
The implied migration rate is negatively associated with growth, but the standardized effect is relatively small; less than one percentage point. Since the standard errors are very high, the small effect comes from very small coefficients, indicating that while the correlation is high, migration rates do not have large impacts on provincial growth rates. A negative impact can best be explained by the fact the increased migration increases the number of people and therefore decreases output per person. The small size indicates that increased migration actually raises total GDP, however.
Railroad density is negatively correlated with growth. The standardized effect is a decrease of almost two percentage points. We find this surprising.
Local government revenue as a percent of government spending in a province is also negatively correlated with growth having a standardized effect of a drop of 1.1 percentage points. This result was documented in earlier work by Phillips & Shen (2005) and is likely driven by the negative effects of taxes on investment.
Finally, the number of higher-education teachers as a percent of the population is also associated with lower rates of growth. The standardized effects are very large, though they are not significantly negative for the complete sample. Using multiple imputation we get a standardized effect of a drop of 3.4 percentage points. Since higher education teachers are a very small portion of the population (fewer than 6 per 1000 people on average), the result cannot be explained by the notion that more teachers means fewer production workers and therefore less output. We are puzzled by this result as well.
Conclusions
This paper has examined the differences of growth across cities and provinces in the People's Republic of China for the period 1978 -1997. Because of sparse data and missing observations that to not match up across our various variables, we have used multiple imputation techniques developed by Rubin (1987) and Schafer (1997) to estimate the effects of a variety of potential regional variables on the growth rate of regions. We find that provinces with more innovation capital and more bank-deposit-to-GDP ratios tend to experience higher economic growth. Migration of people into a province, the number of higher education teachers, railroad density & local government revenue as a percent of total government spending are all negatively related to subsequent growth rates. 
