The superheating that usually occurs when a solid is melted by volumetric heating can produce irregular solid/liquid interfaces. Such interfaces can be visualised in ice, where they are sometimes known as Tyndall stars. This paper describes some of the experimental observations of Tyndall stars and a mathematical model for the early stages of their evolution. The modelling is complicated by the strong crystalline anisotropy, which results in an anisotropic kinetic undercooling at the interface, and it leads to an interesting class of co-dimension-2 free boundary problems.
Introduction
When a single crystal of pure, transparent ice is irradiated, the partial absorption of transmitted radiation volumetrically heats the crystal, leading to internal melting and the formation of small volumes of liquid. Remarkably, these volumes of water often take on shapes that resemble six-fold symmetric flowers, stars, or snowflakes, as first documented by Tyndall [19] . The internal melt figures that Tyndall observed now bear his name and are often referred to as Tyndall stars, Tyndall figures, or liquid snowflakes. Examples of such can be found in Figure 1 .
Tyndall stars are predominantly found in very pure crystals of irradiated ice. The lack of impurities and microscopic defects in such crystals limits the onset of liquid nuclei and prevents the ice from simply melting away as it continually absorbs radiation. Consequently, the ice becomes superheated, whereby its temperature exceeds the equilibrium melting temperature. It is this superheating that is suspected to give rise to the complex interfacial morphologies that are characteristic of Tyndall stars. The six-fold symmetry that is apparent in Figures 1 (b) -(d) is inherited from the anisotropy of the ice crystal, which will be discussed in detail below.
From a scientific viewpoint, Tyndall stars offer a convenient route for studying the dynamics of phase change and moving interfaces because both the solid and liquid phases are transparent. Thus, in principle, these phases can be observed in real time with visible light. Understanding of Tyndall stars may also have industrial implications in, for example, resistance welding, whereby a metal is volumetrically heated by passing an electrical current through it [2, 13] . This leads to a superheated solid and the formation of small inclusions of liquid metal. Due to the opacity of the metal, these inclusions cannot be seen in real time and are often detected after the welding operation is over.
The evolution of Tyndall stars has been studied experimentally by Nakaya [16] , who found that the melts begin as cylindrical discs of water with thicknesses that are much smaller than their radii. This thin aspect ratio is maintained during the evolution of a Tyndall star, with growth in the radial direction being much faster than in the axial direction. As the cylindrical disc increases in size, the circular interface can become unstable, leading to the emergence of a high-wavenumber fingering pattern. In cases where the radiation intensity was sufficiently high, further growth of the instability resulted in the formation six large, symmetric dendrites. In addition, Nakaya reported that Tyndall stars which form within the same crystal of ice always have the same orientation. Further experiments by Takeya [18] were able to provide quantitative data for the radial and axial growth of Tyndall stars. Over the duration of a couple of minutes, the radius increased to roughly 1.5 mm while the thickness grew linearly with time to about 0.3 mm. In some cases, however, the axial growth of the melt was only temporary and eventually it stopped altogether. Interestingly, Takeya reported that an interfacial instability only occurs when the axial growth persists; in cases where the axial growth terminates, the melt remains cylindrical.
1 This observation is perhaps linked to those made by Mae [14] , who found that Tyndall stars retain their initial cylindrical shape unless they grow beyond a critical thickness of 10 µm.
The growth properties of Tyndall stars are strongly influenced by the anisotropic nature of the underlying ice crystal. Roughly speaking, the crystalline structure of ice can be imagined as a collection of arrays, each consisting of adjacent hexagonal prisms, that are stacked on top of one another. The hexagonal faces of the prisms form the so-called basal planes of the crystal and the direction that is normal to these planes defines the c-axis. The radial growth of Tyndall stars occurs within the basal planes while the axial growth is aligned with the c-axis, thus giving Tyndall stars the same orientation within the ice. The macroscopic six-fold symmetry of a Tyndall star is inherited from the hexagonal microstructure of the basal planes. The disparity between the axial and radial Tyndall-star growth rates may be related to the different crystalline structure in these two directions.
Considerable attention has focused for many years on the stability of the free boundary in phase-change models. Linear stability analyses of models which treat the phase interface as infinitesimally thin, such as in the pioneering study by Mullins & Sekerka [17] or in Hele-Shaw and Muskat problems, indicate that a morphological instability can arise when a melting boundary is driven by heat flow from a superheated solid region [12] . In fact, without a regularising mechanism such as surface energy or kinetic undercooling, the latter of which provides a relationship between interfacial velocity and temperature, the system is severely unstable and the model becomes ill posed in the sense that disturbances with arbitrarily large wavenumbers will grow arbitrarily fast in time. Such ill-posedness can also be avoided by replacing the sharp, infinitesimallythin interface with a diffuse mushy region consisting of two co-existing phases [2, 12] . The theory of mushy regions in volumetrically heated solids has been developed by Lacey et al. [10, 11, 13] , who treated the mush as a collection of small liquid inclusions that grow within the solid. In these papers, the growth of the inclusions is modelled using classical Stefan problems that account for surface-energy effects and interfacial curvature, kinetic undercooling, and/or composition in the case of alloys. The main purpose of those studies was to use homogenisation to build an averaged model for the mushy region.
Mathematical models of phase change in ice-water systems that account for the anisotropic nature of the solid has been largely confined to the case of solidification and crystallisation. Wettlauffer et al. [4, 15, 20, 21] examined two-dimensional crystallisation within the basal plane by considering an interfacial velocity that depends on the temperature and the angle between the free boundary and a certain fixed direction. A suitable angular dependence was found to give rise to the six-fold symmetry that is characteristic of snowflakes.
A sharp-interface model of Tyndall stars has been formulated and studied by Hennessy [8] . The focus here was on two-dimensional evolution within the basal plane. The morphology of the solid-liquid interface was studied using a combination of linear stability theory and numerical simulations. Growth along the c-axis was not considered and thus it was not possible to explore how this may influence the stability of the ice-water interface.
In this paper, we consider the three-dimensional evolution of a Tyndall star or, perhaps more accurately, a Tyndall figure, as we do not discuss the later, star-like stage. Particular attention is paid to capturing the anisotropic growth along the radial and axial directions. Our description of the problem is based on the classical Stefan model but the inclusion of volumetric heating and anisotropic kinetic undercooling makes it non-standard. An asymptotic analysis that exploits the axial and radial length-scale separation is used to reduce the three-dimensional problem to a co-dimension-2 free boundary problem. A local stability analysis of the reduced model is used to study the onset of fingering patterns at the ice-water interface. An attempt is made to compare our theoretical results to the experimental observations of Takeya [18] ; however, this is not straightforward due to a lack of knowledge of two key quantities controlling the anisotropic growth. We then propose future experiments that could produce novel quantitative insights into the growth kinetics.
In the next section we describe recent laboratory experiments specifically aimed at studying the evolving size and shape of Tyndall stars, grown without the aid of any deliberately introduced nucleation site and under the influence of a constant heat source. In Sec. 3, we formulate and analyse a mathematical model of Tyndall figures. We discuss our results and conclude the paper in Sec. 4.
Experiments
The formation of Tyndall stars has been investigated experimentally using two different sources of light, which are described below. In both cases, the light was directed into a single crystal of ice that had been grown from highly purified water in the lab. The principal objective of these experiments was to determine the various morphologies of the melt figures that can emerge at different radiation intensities, as viewed down the c-axis of the crystal. It is significantly more difficult to visualise the growth in the direction of the c-axis due to the the small axial dimensions of the Tyndall figures. However, a visual inspection of the Tyndall figures for both sets of experiments revealed that the cross-sections are roughly oval, which agrees with the observations of Mae [14] .
After abortive attempts to generate Tyndall stars using a monochromatic infrared laser producing light with a wavelength of 980 nm and an intensity of O(10 4 Wm −2 ), we instead used light from a film projector. The intensity of incoming radiation was controlled by passing the light through a combination of optical filters. The net power of the radiation entering the ice was generally between 0.2 W and 1 W; the illuminated area was circular with a radius of approximately 10 mm. Further details about this experimental configuration have been documented by Harvey [7] .
The light from the projector was able to consistently produce Tyndall figures with a variety of morphologies, examples of which are shown in Figure 1 . At low power around 0.18 W, the ice-water interface retains its azimuthal symmetry (panel (a)), thus giving the melt a cylindrical shape. At medium power (0.44 W), the circular interface first evolves into a hexagon, which later becomes unstable, leading to the appearance of a high-wavenumber fingering pattern; see panel (b). For higher powers (0.58 W), six large symmetric "petals" emerge from the hexagon to give the interface the shape of a flower; see panel (c). When the power is increased further, the petals of the liquid flower become unstable and form coarse dendrites (panel (d)).
Mathematical Model

The Physical Problem
The field equation for temperature T in both solid ice and liquid water takes the form
where t is time and position is x, and where the values of the constants ρ, density, c p , specific heat, and k, thermal conductivity, will be different according to phase. Although the difference in density between the phases is significant enough to give rise to a vapour bubble inside the Tyndall figure, as in Fig. 1 , this difference is small and we take density to have the same value ρ in the two phases. The rate of volumetric heating, q, is given by an absorption coefficient, α, times the local intensity, I, of light incident upon the medium. With a sufficiently small piece of ice (or absorption coefficient), I can be regarded as constant, making q constant in each phase. We shall generally assume that T is at the equilibrium melting temperature T 0 at t = 0, with a Tyndall figure nucleating at the same instant. At the interface Γ between ice and water we have the usual Stefan condition
where L is the latent heat of fusion, assumed constant, v is the normal velocity, measured towards the ice, ∂/∂n is the normal derivative, again in the direction into the ice, and [·]
i w denotes the change in a quantity across the interface, going from water to ice, see Fig. 2 . In place of the standard constant-temperature condition on the ice/water interface, we follow [4] and take the second condition to be an anisotropic kinetic under-cooling
where K is a constant, ψ is the angle between the free surface and the x -y plane, i.e. between the normal to the free boundary and the z axis, which is taken to be parallel to the c-axis of the ice; the dimensionless function f (ψ) takes the value 1 (approximately) for ψ = π/2 and should be small for ψ = 0 or π if there is high anisotropy. The function should also be even, monotonic increasing for ψ between 0 and π/2, and have period π, as in Fig. 3 , to ensure two-fold symmetry. Some specific functions having this general qualitative behaviour are given below in (9) and on page 10. Figure 3 : Schematic of the anisotropic kinetic function f (ψ).
Non-dimensionalisation
The problem can be scaled to remove constants from the equations applying within the ice by writing
with the index i giving the value of a quantity in the ice; the subscript w will refer to a value in the water phase. Then
here
Far from a growing liquid inclusion, ∂T /∂t ∼ 1 so that we havê
assuming thatT = 0 att = 0. Note that having (8) requires that the Tyndall figure, and associated length scales, be small compared with the region subject to the body heating.
For our laser experiments, the scalings are ρL/q i ≈ 1.
−2 m, as well as L/c pi ≈ 167 K, for time, distance and temperature, respectively. These are too large for our present regime of interest, namely the early development of Tyndall stars. A more suitable scaling will be given shortly. The dimensionless diffusivity and body heating in the liquid region are D ≈ 0.15 and q ≈ 0.25, respectively, while the dimensionless thermal conductivity in the Stefan condition isk ≈ 0.3. All can be considered order one. We assume here that the remaining dimensionless parameter is large, meaning that, on our present scaling, kinetic under-cooling is small: λ ≫ 1.
We begin by representing Fig.3 by the anisotropy function
where ǫ ≪ 1. We shall consider more general f later, but (9) has the desired dependence on ψ and makes the subsequent calculations more transparent.
When λ ≫ 1 and ǫ ≪ 1 it is convenient to rescale according tô
and interesting results will emerge in the distinguished limit of
There is presently uncertainty about the values of K and ǫ which might cast doubt on the model's relevance and the following analysis. We shall discuss this further in Sec. 4. The dimensionless problem is now:
and
see Fig. 4 . Note that the second equality of (14), taken with an anisotropy function such as (9) , suggests that ψ should be of order ǫ except near the rim of the water region and hence that the thickness of this region should be O(ǫ). 
Early Time
Taking τ to be small, the kinetic condition becomes dominant in controlling the motion of the interface. This contrasts with the regime whent is of order one, and τ is large, when the kinetic condition reduces to temperature being fixed. Retaining body heating as the key driver of temperature, with now the Stefan condition reduced to continuity of heat flux, θ ∼ τ everywhere for small τ , Γ is simply determined byV = V /τ = f (ψ) (17) This can only happen if Γ can be written in the form s(X) = 1 2 τ 2 and is the solution of the purely geometric problem as Fig. 5 .
The simple early-time problem.
For clarity, we first look at two dimensions, so X = (X, Z); then simple trigonometry shows that if we write s X = ∂s/∂X, s Z = ∂s/∂Z and
we have to solve
subject to some initial conditions. We shall discuss these further in Subsec. 3.7 and Appendix A, but for the moment we take the liquid/solid interface just after nucleation to be the circle X 2 + Z 2 = a 2 at s = τ = 0. We are especially interested in having 0 < a ≪ ǫ.
To see how the shape might develop, we consider four hypothetical forms for the anisotropic under-cooling functions. The simplest case is
then, using Charpit's equations (see Appendix A) and the initial conditions
for an initial point (X, Z) = (a cos ϕ, a sin ϕ) on the circle, we find that
In the very early stages of development, so that s is of order a, then for parts of the interface given by | cos ϕ| ≫ ǫ, Z ∼ a sin ϕ and X ∼ a + s | cos ϕ| cos ϕ ∼ ±s + a cos ϕ , 
Thus the interface takes the form, approximately, of two circular arcs, each of radius a and centred on (X, Z) = (±s, 0), linked by horizontal lines.
In the later stages, s ≫ a/ǫ,
so the interface is then approximately elliptical. Note that the maximum Z grows as ǫs = 1 2 ǫτ 2 and the maximum X, or rim, as, approximately, s = 1 2 τ 2 . We see that for s ≫ a the influence of the initial interface has been lost. Fig. 6 shows plots of Γ, with an arbitrary rescaling to make a = 1, at various stages of growth, for ǫ = 0.03.
The other anisotropy functions which we discuss more briefly here are:
For (b), as for (a), for f to be small, we must have ψ ≪ 1; if ψ ∼ O(1) (the normal has significant X component), f and V are O(1). The same is true of (c), but this function can be expressed in terms of cos 2ψ, cos 4ψ and cos 6ψ, making it a bit more like the function used in [4] giving 6-fold symmetry. The final function (d) behaves rather differently: f is small unless ψ is close to π/2; f and V are only O(1) for the normal having a small enough Z component. 
Order-One Time
We continue to assume that the dimensionless nucleation size is much smaller than the anisotropy parameter, a ≪ ǫ, in giving us an initial condition for the problem when τ is of order one. This initial condition takes the form of a matching requirement, as τ → 0, with a fully developed early-time shape such as (20) . The analysis in two and three dimensions is sufficiently similar for us to proceed directly to problems with axial symmetry.
Returning to the full problem (11), (12) , (14), (15), we note that, because of the form of the Stefan condition on Γ,
we should have a length scale in the Z direction of ǫ, despite expecting X and Y (or R = √ X 2 + Y 2 ) to be of order one. Away from the rim regions, we write Z = ǫẐ, and, assuming symmetry about Z =Ẑ = 0, Γ is given by Z = ±ǫh(X, Y, τ ). In axially symmetric configurations, Γ isẐ = ±h(R, τ ) and, for anisotropy (a), which, for ease of exposition, we shall only consider for the next three subsections, f (ψ) = (ǫ 2 + sin 2 ψ) 1/2 ∼ ǫ(1 + |∇h| 2 ) 1/2 , where ∇h = (∂h/∂X, ∂h/∂Y ) so |∇h| = |∂h/∂R|. We see that, as long as ǫ 2 µ ≪ 1, the melted region need not be considered and the problem becomes a co-dimension-2 free boundary problem for the rim of the Tyndall star:
θ → τ as |X| → ∞ ;
where h(S, τ ) = 0 ; (24)
as in Fig. 10 . Figure 10 : The co-dimension-2 problem.
The first equality in (25) is simply the Stefan condition, taking into account the fact that |∇θ| ≤ O(ǫ) in the liquid region while the second comes from the simplified version of the anisotropic kinetic condition. Note that (26) also expresses kinetic under-cooling for ψ = π 2 but can be omitted as we shall see from the following argument.
Looking locally near, but not too close to, the rim of the melt around R = S(τ ), we might seek an approximate travelling-wave solution,
with ∂θ/∂η = 0 on η = 0 for ξ > 0, −V dh dξ = ∂θ ∂η = θ 1 + ∂h ∂ξ 2 1/2 on η = 0 for ξ < 0, and h(0) = 0. The shape thickness is expected to behave as h(ξ) ∼ h 1 (−ξ) 1/2 for ξ → 0− to give a locally parabolic profile. This is consistent with having a local temperature behaviour
, where (ξ, η) = r(cos φ, sin φ) .
Here h 1 > 0, θ 0 > 0, and we expect intuitively, for a warming medium, that θ 1 > 0 as well. (27) would not be uniformly valid sufficiently close to the rim. The field equations and condition on η = 0 for ξ > 0 are now satisfied. For η = 0, ξ < 0 we also need
Thus V = θ 0 , i.e. dS/dτ = θ| (R,Z)=(S,0) , which is (26), and θ 1 = h 1 θ 0 .
Short-Time Solution of the Co-Dimension-2 Problem
With τ ≪ 1, given the early-stage behaviour, we try writing
Then (21) - (26) , which can be rearranged to give
. This has the solutionh = ( 
Linear Stability for Times of O(1)
In order to carry out a stability analysis we need to extend (27) as
where θ 1 > 0 and with r and φ as in Fig. 11 ; the stability will be controlled by b and will be determined by taking a perturbation which can vary in the azimuthal direction. To simplify matters here, we suppose that we are looking locally near (X, Y, Z) = (R 0 + V τ, Y, 0) and can consider the rim as locally a straight line. This will be reasonable when the frequency in the azimuthal, Y direction is large, as well as the perturbation to the front being small in the X direction. Figure 11 : The local polar coordinates.
With perturbations of size δ ≪ 1 with wave number κ ≫ 1, for points close to the front but still much greater than δ from it, temperature approximately satisfies Laplaces's equation and the perturbed solution is
where m is to be determined. Within O(δ) of the edge, taken to be at X ∼ R 0 +V τ +δS 1 , the leading-order approximation takes the form
wherer,φ are the polar coordinates (in the X -Z plane) based on the perturbed edge position (see Fig. 12 ). That this can be got as the limit of (29) can be seen by writing Figure 12 : The perturbed polar coordinates. Now when we reinstate the locally linear part of the temperature field into the kinetic condition (26) we find that
giving a growth rate of m = b. This linear analysis thus indicates instability if there is a background temperature gradient in the direction of propagation of the rim, b > 0, but stability for a negative gradient, b < 0. Note that even for instability, since m = b, growth of the perturbations is bounded, in contrast to unstable Hele-Shaw or Stefan problems where growth rate goes up with wave number and can be arbitrarily high. Note that similar stability results for another co-dimension-2 free boundary problem were obtained in [9] .
Given the absence of exact and of approximate long-time solutions about which to perturb, it is not immediately apparent what values b might take in practice. Intuitively we might expect b to be positive, since the melting of the Tyndall shape is taking in heat, at least for relatively low times τ . If this is true, we then have a mild instability, whose form will also be influenced by any further anisotropy, for instance, the usual six-fold one, in the X -Y plane.
The Role of Nucleation
We now give a brief discussion of the effect of surface energy in the nucleation process, neglecting the effect of the nucleation and growth of the air bubble.
We concentrate on the implications of the balance between the superheat temperature and the local equilibrium temperature for a spherical liquid body of a given size; [5] discusses related effects in the growth of crystals when the Gibbs-Thomson effect is the only stabilising action.
So far we have been assuming that nucleation takes place early and results in an initial liquid/solid interface that is approximately a sphere of radius a, which is small compared to ǫ: at nucleation
Since λ ∼ O(ǫ −3/2 ) these dimensional bounds can be simplified to t n = o(ǫρL/q i ), θ n = o(ǫL/c pi ).
In the nucleation regime, we expect a Gibbs-Thomson effect in dimensionless terms
and σ is the surface energy. Our spherical liquid/solid interface evolves over scales such that |X| ∼ a when θ ∼ τ ∼ 2γ/a. To follow our earlier arguments we want a ≪ ǫ (to allow the melt to become a developed spheroid by the time τ becomes order one) and γ ≪ a (to get initiation near τ = 0). Note that if ǫ ≪ a ≪ 1 there is a significant change to Subsec. 3.4, with the Tyndall figure no longer being of thickness order ǫ.
On the other hand, suppose that a ≪ ǫ but we take the nucleation temperature and time to be θ n ∼ τ n ≫ 1, to keep the form of the free-boundary conditions the same, we rescale according to θ = τ nθ , and τ = τ n +τ /τ n .
The corresponding non-dimensional problem, before collapsing the liquid region and its surrounding interface onto Z = 0, is shown in Fig. 13 . Then our previous order-one co-dimension-2 problem (21) -(26) becomes
where h(S,τ ) = 0 ;
and dS dτ =θ(S, 0,τ ) ,
under the assumption that
t n is order one. Here t n is the dimensional nucleation time which is fixed by reaching the nucleation temperature. Figure 13 : Non-dimensional problem for "high" nucleation temperature, with new distinguished limit for thermal conductivity.
The early-stage problem is now immediately autonomous and in the earlier results of Subsec. 3.3 we replace s = (32) - (37)) is attained, we again need a ≪ ǫ.
To have this early period with a suitably small along with the high nucleation temperature, the dimensional nucleation radius a n and Gibbs-Thomson constant σ must satisfy both
We see that we get this regime if
andΛ is of order one.
Remembering that the results of the last three sections depended on the choice of anisotropy function f (ψ) = (ǫ 2 + sin 2 ψ) 1/2 , we briefly consider other possibilities.
Other Anisotropy Functions
From Appendix A we see, (46), that for early times the interface is given, parametrically, by
and that a corner develops when s = 1 2 τ 2 = a/(1 − ǫ). For times after this with s ≪ a/ǫ, the interface expands, and while growing as ǫτ 2 in the Z direction grows as 2 √ as = √ 2a τ in the radial direction, but for s ≫ a/ǫ, it continues to increase as √ ǫ s, or √ ǫ τ 2 , radially. For the late-nucleation situation, (31), the "vertical" growth is changed to ǫτ , and the radial sizes are 2 √ aτ and then √ ǫ τ , for the two different stages. Note that when τ becomes order one, the rim radius is of only O(ǫ 1/2 ), and not O(1). Hence a rescaling of X, X = ǫ 1/2X , should be carried out to get the co-dimension-2 free boundary problem set out in Fig. 14 . 
θ ∼τ as |X| → ∞ ;
whereh(S,τ ) = 0 ;
Note that we must now drop the dS/dτ condition on the rim R = S because of the corner singularity.
2
(c) f (ψ) = ǫ + sin 6 ψ. While the thickness grows as ǫτ 2 in the early stages, the radius increases for part of the time as a 5/6 τ 1/3 (while ǫτ 2 ≪ a) and later (when ǫτ 2 ≫ a) as ǫ 5/6 τ 2 . For the late-nucleation version these become, respectively, ǫτ , a 5/6 τ 1/6 (while ǫτ ≪ a) and (when ǫτ ≫ a) ǫ 5/6 τ . The appropriate rescalings are now, for the early-nucleation problem, τ = ǫ −5/12τ , θ = ǫ −5/12θ and h = ǫ −5/6h to give the problem as (38) - (41), except that (42) is replaced by
Again, appropriate modifications are made to the field equation or to the condition at infinity with appropriately altered size of thermal conductivity or change to late from early nucleation.
, finally, has axial growth (as always) ǫτ 2 and radial expansion, given more fully than above in Subsec. 3.3, after the corner has formed, given implicitly by (49) so that for ǫτ 2 ≫ a the radius also inceases as ǫτ 2 . For this particular anisotropy, as the eventual growth both parallel and normal to the c-axis is the same order of magnitude, it would appear that the co-dimension-2 problem has little immediate relevance. However, the interface still has a somewhat lens-like appearance, with an aspect ratio (as indicated by a/ǫ ≪ τ 2 ≪ 1 for the early-nucleation situation) of about 5:2.
Discussion
The variety of models looked at in Sec. 3 have indicated that a wide collection of different kinetic-under-cooling laws lead to lens-like Tyndall figures, with a small thickness in the c-axis direction of the ice compared with the radial size. Different laws lead to different precise shapes, from long rectangles with rounded ends, as viewed from the side, to oblate spheroids, and to thick and thin lenses. Likewise, different laws, parameters, kinetic-under-cooling constants, and times of nucleation (governed by the interplay of sizes of nucleation sites with values of Gibbs-Thomson constants) can lead to quite different growth rates, sizes and aspect ratios. In particular, quadratic growth with time is seen for early nucleation, changing to linear for late nucleation, while having radius growing as a lower power of time -giving to first rapid then slow growth -is possible in some time regimes.
To relate the analysis of our paper to the experiments of Sec.2, we need information on both the kinetic-under-cooling constant K and the anisotropy parameter ǫ, as we see on page 7 that it is these constants which govern the size of the Tyndall figure. The connection of the theory to experiment is also, as noted just above, vitally affected by both the form of anisotropy law and when nucleation occurs; both of these also affect the size of the Tyndall figure. Experimental observations from the sides of Tyndall figures could help by giving information about growth rates in the direction of the c-axis as well as perpendicular to it.
To date we have only attempted a linear stability analysis for one of the anisotropy functions. This appears to suggest the possibility of weak, and perhaps temporary, instability, perhaps corresponding to an early period of radial growth followed by fingering. Such fingering would likely be influenced by the six-fold anisotropy of the ice in the X -Y plane leading the Tyndall figure to become a Tyndall star or liquid snowflake.
A Solution of Charpit's Equations for the Anisotropic Eikonal Equations
Using Charpit's equations to solve (18) gives, along characteristics,
The dot, in general, denotes differentiation with respect to some arbitrary parameter along each characteristic. However, because (s
) is homogeneous of degree 1 in s X and s Z ,ṡ = 1 and we can take the arbitrary parameter to be s so that the dot then means differentiation with respect to s. We start at a point on the circle, say (X, Z) = (a cos ϕ, a sin ϕ) at s = 0. Here ψ = π 2 − ϕ, and from
we see also that s X = cos φ f (cos ϕ) and s Z = sin φ f (cos ϕ) at s = 0 .
Integration of the Charpit's equations subject to the initial data then gives X = [a + sf (cos ϕ)] cos ϕ + sf ′ (cos ϕ) sin 2 ϕ and Z = [a + s(f (cos ϕ) −f ′ (cos ϕ))] sin ϕ ,
with the prime denoting derivative with respect to argument.
With the special case of (a) f (ψ) = (ǫ 2 + sin 2 ψ) 1/2 ,f (w) = (ǫ 2 + w 2 )
1/2 and, after some algebra,
(ǫ 2 + cos 2 ϕ) 1/2 cos ϕ and Z = a + For case (b), focusing on that part of the free boundary lying in the first quadrant, 0 ≤ ϕ ≤ π 2 , we see that some of the characteristics are directed down, towards Z = 0, and intersection of characteristics starts, on the X axis, when s = a/(1 − ǫ) ∼ a at X = a + a(1 + ǫ)/(1 − ǫ) = 2a/(1 − ǫ) ∼ 2a. For later times this method of characteristics indicates multiple-valued solutions. To avoid this, the convex part of the curve is taken, giving corners on Z = 0 for s > a/(1 − ǫ). These would be expected to be rounded off by any sort of surface-tension or surface-energy effects so that a Gibbs-Thomson term is introduced into the free-boundary conditions. A mathematically simpler way or regularising the problem would be to replace the anisotropic Eikonal equation, which is a first-order flow, by a mean-curvature flow. Results of [3] could be applied to give continuous dependence of solutions on the coefficient of any curvature term included in (17) . This would again indicate that we should get the interface by taking the convex part of the curve.
The same corner formation is seen in cases (c) and (d). For (c), it first appears when s = a/(5 − ǫ) ∼ a/5 at X = 6a/(5 − ǫ) ∼ 6a/5, while for (d), the corner forms very quickly, when s = ǫa/(2 − ǫ), and close to the initial free boundary, at X = 2a/(2 − ǫ). and X ∼ a(1 + (2ǫs/a) 1/2 ) = a(1 + (ǫ/a) 1/2 τ ).
Finally, should the growth of the Tyndall figure be driven by previously supplied heat, as with late nucleation, rather than continued body heating, we have s = τ , rather than 1 2 τ 2 , and all the powers of time are halved. In particular, growth in the Z direction, and "long time" growth in the X direction are now linear in time. The initially fast and then slower growth for (c) is enhanced and now also occurs for (b).
