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Abstract. Energy consumption in Cloud computing is a significant is-
sue in regards to aspects such as the cost of energy, cooling in the data
center and the environmental impact of cloud data centers. Smart grids
offers the prospect of dynamic costs for a data center’s energy usage.
These dynamic costs can be passed on to Cloud users providing incentives
for users to moderate their load while also ensuring the Cloud providers
are insulated from fluctuations in the cost of energy. The first step to-
wards this is an architecture that focuses on energy monitoring and usage
prediction. We provide such an architecture at both the PaaS and IaaS
layers, resulting in energy metrics for applications, VMs and physical
hosts, which is key to enabling active demand in cloud data centers. This
architecture is demonstrated through our initial results utilising a generic
use case, providing energy consumption information at the PaaS and
IaaS layers. Such monitoring and prediction provides the groundwork for
providers passing on energy consumption costs to end users. It is envis-
aged that the resulting varying price associated with energy consumption
can help motivate the formation of methods and tools to support software
developers aiming to optimise energy efficiency and minimise the carbon
footprint of Cloud applications.
Keywords: Cloud Computing, Energy Efficiency, Energy, Power, Mon-
itoring, IaaS, PaaS
1 Introduction
Energy efficiency in Cloud computing is fast becoming a primary concern of
Cloud providers. Cloud computing is undergoing rapid adoption which is conse-
quently giving rise to a dramatic increase in energy consumption. Data centers
consequentially have an ever increasing importance in regards to attempts to
save on energy consumption. In addition to this they are important in regards
to demand response [2] both due to their high energy usage and the prospect of
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smoothing their demand through the use of dynamic pricing. Dynamic pricing
can therefore be utilised to align a Cloud’s power demand to the smart grid.
The first step in creating a pricing mechanism is choosing the correct gran-
ularity of product [1] and ensuring the relevant data is available to support the
billing process. The fundamental unit of trade remains a virtual machine (VM).
However either the price charged for the VM must be able to change during the
day or the resource allocation of the VM, in order to cope with the fluctuations
in the smart grid’s energy market. These changes would be based on both de-
mand for VMs and the current cost of the power consumption of the data center.
Thus ensuring end users are motivated to reduce their energy consumption at
times when it is most costly.
To this end we present a framework that enables the measurement of the
energy efficiency of service deployments in Cloud environments. We discuss this
framework and in particular focus on its energy modelling and profiling capabil-
ities at both the Platform as a Service (PaaS) and Infrastructure as a Services
(IaaS) layers. The framework is capable of modelling, measuring and reporting
on energy efficiency for both billing purposes. These monitoring capabilities offer
further advantages in that they support active demand [6], enabling those de-
ploying applications in the Cloud to be made aware of the energy consumption of
their applications. This is expected to lead to tooling that can assist developers
in understanding and minimising their overall energy consumption.
We demonstrate its capabilities by utilising a 3-Tier web application [20]
as a generic cloud use case. We utilise this use case as a means of testing the
framework and representing a general workload that might be experienced within
a Cloud environment, showing the power utilisation of the distributed application
and that of its sub-components. This paper’s main contributions are:
– A Cloud architecture that is energy aware.
– support for energy modelling at both the PaaS and IaaS layers, within the
architecture.
– a demonstration of recording power consumption via a 3-Tier Web appli-
cation use case, thus enabling the prospect of billing for energy usage and
informing users of the origins of the cost of VMs.
The remaining structure of the paper is as follows: The next section discusses
related work. Section 3 discusses the framework’s architecture and in particular
the energy modelling components at the IaaS and PaaS layers. This is followed
by Section 4 that discusses in depth the IaaS and PaaS models that support
energy modelling and future predictions of overall energy consumption. The
presented architecture and models are then evaluated in Section 5 via a use case
in order to demonstrate the effectiveness of the overall architecture, both in the
deployment and operation phases. Finally we conclude and present our future
work in Section 6.
2 Related Work
The All4Green [2] project focused on Service Level agreements, including sup-
ply demand agreements, between energy providers and data centers. These form
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the basis of providing more flexible tariffs for a data center’s energy usage and
enabling a demand response mechanism between energy providers and data cen-
ters. The architecture proposed in this paper [5] focuses upon energy awareness
inside the data center, which is achieved for physical resources, Virtual Machines
(VMs) and applications running within the cloud infrastructure. This awareness
thus leads towards enabling billing based in part upon energy consumption.
The characterisation of the resources is an important step in regards to accu-
rate energy predictions for software usage. This gives rise to profiling and testing
frameworks such as JouleUnit [21] that enable the profiling of hardware systems
in order to understand their power consumption profiles. In order to utilise pro-
filing in a more general case monitoring frameworks such as Zabbix [23] or other
frameworks [8] may be used. Kwapi [17] is the most closely related monitoring
tool to our own work, in that it focuses on power and energy monitoring, however
the focus of our framework is upon extending this to both VMs and applications.
Data for resources’ power consumption is principally obtained either by di-
rect measurement [9] or inferred via software and physical performance coun-
ters [13, 21]. Direct measurement obtains the wall power [13] value via the use
of Watt meters [9], providing an aggregation of the current power usage of a
physical resource [4]. Performance counters [3, 10, 22] are a non-invasive means
of determining energy usage, by utilising performance counters located within
the CPU and Operating System. Wall power measurements have the advantage
of accuracy but require the specialist physical hardware to be attached into the
infrastructure, while the performance counters are indirect measures of power
consumption and requires a model to derive an estimate of the energy consumed.
In order to determine VM or host energy usage various frameworks have
been developed. The majority of cases use linear models [3,7,13,19] while others
lookup table structures [12] have been used or other techniques [22]. In most cases
linear models have provided power estimates with a high degree of accuracy for
VMs and their underlying resources, usually within 3W of the actual value or
within 5% error. Additive models such as [13, 19] utilise load characteristics for
each of the major physical components such as CPU, disk and network, each of
which is considered separately and summed together. In these cases idle power
consumption is treated as an additional model parameter that is simply added
to the other load characteristics. There are others that use a bias mechanism [3]
or where each parameters importance is learned [22]. The use of performance
counters can also differ among models, such as in some cases physical meters are
needed during training followed by the use of counters post training [12].
The second concern after profiling a physical host’s power consumption is to
determine its future energy consumption, which can then be used to guide both
the deployment and operation of VMs. Estimating future energy consumption
requires an understanding of the VMs workload over time. This can include work
such as CPU load prediction in models such as LiRCUP [7] which was aimed
at assisting in the maintenance of service level agreements and others [14] that
search for workload patterns. Workload prediction has enjoyed a lot of attention
with a particular focus on the cloud property of the scaling of resources and the
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maintenance of QoS parameters [11, 16, 18]. Workload prediction in Clouds has
also been seen as a means to plan future workloads so that physical hosts may
be switched off when not required [15].
3 Architecture
Fig. 1: The PaaS Layer
The architecture follows the standard Cloud deployment model and is hence
separated out into the Software as A Service (SaaS), PaaS and IaaS layers. The
focus here will be on the PaaS and IaaS layer in which the energy modelling and
profiling is performed. Figures 1 and 2 therefore show the high-level interactions
of the IaaS and PaaS layer components, in the architecture.
In the SaaS layer (described further in [5]) a collection of components that
facilitate the modelling, design and construction of a Cloud applications, has
been developed. These components aid in evaluating energy consumption of a
Cloud application during its construction and are provided as plug-ins to the
Eclipse Integrated Development Environment (IDE). A number of packaging
components that facilitate provider agnostic deployment of cloud applications,
while also maintaining energy awareness are also provided.
The PaaS layer as shown in Figure 1 provides middleware functionality for a
Cloud application and facilitates the deployment and operation of the applica-
tion as a whole. Components within this layer are responsible for selecting the
most energy appropriate provider and tailoring the application to the selected
provider’s hardware environment. Application level monitoring is also accommo-
dated for here. The core components of this layer are discussed next:
The Application Manager (AM) is the principle component in charge of
this layer. It manages the user applications that are described as virtual ap-
pliances, formed by a set of VMs that are interconnected between them. It
utilises information from the PaaS Energy Modeller and the Pricing Mod-
eller in order to assist in the deployment and operation time running of
applications.
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The Virtual Machine Contextualizer (VMC) is used to embed software
dependencies of a service into a VM image and configure these dependencies
at runtime via an infrastructure agnostic contextualization mechanism. This
includes the insertion of probes that enable the energy modelling process.
The PaaS Energy Modeller gathers and manages energy related informa-
tion throughout the Cloud Service lifecycle. It provides an interface to esti-
mate the energy cost of a PaaS KPIs in order to assist in the selection of the
appropriate IaaS provider for running an application.
The Application Monitor (APPM) is able to monitor the resources (CPU,
memory, network ...) that are being consumed by a given application, by
providing historical statistics for host and VM metrics.
The Service Level Agreement Manager is responsible for managing Ser-
vice Level Agreements (SLAs) at the PaaS level. This requires interacting
with the Application Manager, the Pricing Modeller and the IaaS SLA Man-
ager, to establish the terms of any SLA.
The Pricing Modeller provides energy-aware cost estimation and billing in-
formation relating to the operation of applications and their VMs.
Fig. 2: The IaaS Layer
The IaaS layer as shown in Figure 2 is responsible for the admission, alloca-
tion and management of virtual resource. This is achieved through the orches-
tration of a number of components, that are detailed below:
The Virtual Machine Manager (VMM) component is responsible for man-
aging the complete life cycle of the virtual machines that are deployed in a
specific infrastructure provider. This is achieved with power consumption as
a key concern, which is monitored, estimated and optimized using the IaaS
Energy Modeller.
The IaaS Energy Modeller has several key features; it is primarily aimed
at reporting both host and VM level energy usage data. These values are
reported as: a historical log, current values or future predictions. The his-
torical log provides values for energy consumed over a specified time period
and the average power, while the current values report power alone. Future
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predictions are based upon linear regression of CPU utilisation vs power
consumption as found via a training phase on a per host basis. The modeller
also provides automatic calibration of hosts for training. Predictions utilise
either a predefined CPU utilisation level or use a sliding window where the
average CPU utilisation over the last N seconds is used as an estimate of
future CPU utilisation levels.
The SLA Manager is responsible to manage SLA negotiation requests at IaaS
level. This is required in order to allow the PaaS SLA Manager to provide
offering for User/SaaS that want to negotiate SLA with the platform.
The Pricing Modeller has the role to provide energy-aware cost estimation
and billing information related to the operation of the physical resources
that belong to the IaaS provider and are used by specific VMs.
The Infrastructure Manager (IM) manages the physical infrastructure and
redirects requests to hardware components. It maintains lists of hardware
energy meters, compute nodes, network components and storage devices.
4 Energy Modelling
In this section we discuss energy modelling in the two modellers, for applications
in the PaaS layer and for VMs and physical resources in the IaaS layer.
4.1 PaaS Energy Modelling
The PaaS Energy Modeller aggregates virtual machines’ power measurements
generated by the IaaS Layer, into energy and power measurements for applica-
tions. It gathers application events, sent by probes to the application monitor, to
further support energy profiling at the level of method calls and subcomponents.
(a) PaaS Energy Modeller
data sources
(b) Monitoring in the IaaS
layer
Fig. 3: Energy Modelling in the PaaS and IaaS layers
Data required by the PaaS Energy Modeller, as illustrated in Figure 3a, is
made available by two interfaces. The first provided by Zabbix retrieves VM
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power measurements generated by the IaaS Energy Modeller. The second pro-
vided by the Application Monitor, retrieves events reported by probes installed
inside the application’s virtual machines. The PaaS Energy Modeller provides
the following measurements:
Average Power (W): The average power of an application (1) is the sum of
the average power of each one of the n virtual machines (VMi) where the
application is running, which is calculated (2) by averaging all the instant k
power measurements collected on VMi during that application’s lifetime.
P¯Application =
n∑
i=1
P¯VMi (1)
P¯VMi =
1
k
k∑
j=1
P¯
i
j (2)
Energy Consumed (Wh): The total energy consumed by the application (3)
is the sum of its virtual machines’ consumption, which is calculated (4) from
the sum of the energy between each pair of power measurements in two
consecutive instants, say ta and tb, by applying the trapezoidal rule (5).
EApplication =
n∑
i=1
EVMi (3)
EVMi =
∑
E
i
tbta
(4)
E
i
tbta
= (tb − ta)
P i(ta) + P
i(tb)
2
(5)
The two measurements of power and energy described above are about the
whole application; for finer analysis, the PaaS EM, can use events’ times-
tamps to restrict the power calculation to the time interval when the event
occurred.
Event data: Every time an event occurs its data is collected by probes; in this
way the Energy Modeller knows when such event started, terminated and on
which VM it occurred. As shown in Figure 4, probe data provides the start
and end time stamps of the event (”starttime” and ”endtime”); each event
also reports the identifier of its type (”eventType”), which allows identifying
different types of events for the same application to be analyzed separately.
Average Power per Event Type (W): The PaaS Energy Modeller uses events
data to collect measurements of power from the virtual machine where each
event occurred, within a specified time period; then it calculates the average
of all measurements for each event and finally returns the average power
calculated on all events of the same type.
Energy Consumed per Event Type (Wh): The PaaS Energy Modeller col-
lects events data and computes the discrete integral, using (5) for each pair
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<event>
<applicationID>HMMERpfam</applicationID>
<eventType>eventA</eventType><instanceId>45</instanceId>
<nodeId>4351a79d-75ee-42fd-b9e6-b963a10b1787</nodeId>
<starttime>1411468096408</starttime>
<endtime>1411468096930</endtime>
</event>
Fig. 4: Event Data Example
of measurements of the power, to obtain the total energy consumption. Fi-
nally it sums the single events’ consumption for each event of the same type
to get the total energy consumption for that event type. In order to provide
a better approximation of the energy consumed by each event, the PaaS
Energy Modeller interpolates power values from the available samples. This
approximation is required for events lasting a short period of time.
4.2 IaaS Energy Modelling
The IaaS Energy Modeller has two main roles, the first is at deployment time
when the VM Manager utilises power consumption predictions of VMs. The
second is at operation time when the VMs are monitored. In both cases the IaaS
Energy Modeller is required to attribute power consumption to existing VMs or
VMs that are scheduled to be deployed.
The energy monitoring in the IaaS Layer is shown in Figure 3b. At the lowest
level the monitoring utilises Watt meters [9] that are attached to the physical
host machines. The data from these meters is published in Zabbix [23]. The
values for host power consumption is then read by the IaaS Energy Modeller.
The Energy Modeller’s main role is to assign energy consumption values to
a VM from the values obtained at host level. This is needed because energy
consumption associated with VMs is not a directly measurable concept. Rules
therefore establish how the host energy consumption is assigned to VMs. The
host energy consumption can be fractioned out in one of several ways, within
the Energy Modeller which is detailed below:
CPU Utilisation Only: This uses CPU utilisation data for each VM and as-
signs the energy usage by the ratio produced by the utilisation data. (Avail-
able for: Historic, Current, Predictions). This is described in the Equation
6 where VM Px is the named VM’s power consumption, Host P is the
measured host power consumption. VM Utilx is the named VMs CPU util-
isation, VM Count is the count of VMs on the host machine. VM Utily is
the CPU utilisation of a member of the set of VMs on the named host.
VM Px = Host P ×
VM Utilx∑VM Count
y=1 VM Utily
(6)
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CPU Utilisation and Idle Energy Usage: Idle energy consumption of a host
can also be considered. Using training data the idle energy of a host is calcu-
lated. This is evenly distributed among the VMs that are running upon the
host machine. The remaining energy is then allocated in a similar fashion
to the CPU Utilisation only mechanism. (Available for: Historic, Current,
Predictions). This is described in Equation 7 where Host Idle is the host’s
measured idle power consumption. This provides an advantage over the first
method in that a VM is more appropriately allocated power consumption
values and prevents it from using no power while it is instantiated.
VM Px = Host Idle+(HostP −Host Idle)×
VM Utilx∑VM Count
y=1 VM Utily
(7)
Evenly Shared: In the case of predictions CPU utilisation is not always clearly
estimable, thus energy consumption can be evenly fractioned amongst VMs
that are on the host machine. The default for predictions is to share out
power consumption evenly as per Equation 8. A slight variation also exists
which counts the CPU cores allocated to each of the VMs and allocating
based upon this count (Equation 9). Equations 8 and 9 describe this even
sharing rules where Host Predicted is the amount of power that the host
on which the named VM resides is estimated to utilise and VM V CPUx is
the amount of virtual CPUs allocated to the named VM while VM V CPUy
is the amount of virtual CPUs allocated to a VMs on the named host.
VM Px = Host Predicted×
1
VM Count
(8)
VM Px = Host Predicted×
VM V CPUx∑VM Count
y=1 VM V CPUy
(9)
The default method chosen on the IaaS Energy Modeller is option 2 for
current and historic values and 3 for predictions. Once the Energy Modeller has
assigned energy values to a given VM it then writes these values to disk, which
are again via Zabbix sender reported back to the monitoring infrastructure, thus
providing VM level power consumption values to the PaaS layer.
5 Evaluation
In this section we present an evaluation of our framework. The overall aim of
the experimentation is demonstrate the energy monitoring capabilities of the
proposed architecture and show how it can ensure customers are aware of their
energy usage for Cloud data centers, thus achieving the awareness aspect of
active demand [6]. This is achieved by running a 3-Tier Web application [20],
which has been chosen as an example of a typical Cloud/Web based application.
In running this experiment we demonstrate the usage of the energy modellers at
the PaaS and IaaS layers, which is the first step towards billing end users for a
VM’s energy consumption. The objectives of the experiment will be to find at
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the PaaS level the overall application’s energy usage and at the IaaS level the
energy usage per VM. This will be done under varying workload conditions. This
will therefore highlight how the framework can both advise end users of their
application’s energy consumption which enables transparency during billing and
provide a means for recording the energy consumption of an individual user. In
the next section we discuss the experimental setup, followed by a discussion of
our findings in Section 5.2.
5.1 Experimental Setup
The 3-Tier web application is the RichFaces Photo Album as provided by jboss.org.
It has been configured to run on five VMs one containing haproxy and one con-
taining a MySQL database. JMeter was utilised on a third to induce workload
and simulate the users during the experimentation. The final two VMs ran in-
stances of JBoss, to execute the workload that was induced. The VMs were
deployed using OpenStack.
The experiment was run with 4 physical hosts available. Each host is equipped
with two quad-core processors with 2.66 GHz, 32 GB of RAM and a 750 GB
local hard disk. Each host is connected to two different networks transferring one
Gbit/s each synchronously. The first is dedicated for infrastructure management
as well as regular data exchange between the physical hosts. The second is for the
storage area network usage only where storage nodes are accessible through a dis-
tributed file system. Monitoring data including the wall power is made available
through the 1st network. Each energy-meter can measure voltage, current and
power consumption. The energy meter’s used are Gembird EnerGenie Energy
Meters [9]. These energy measurements are reported once per second, through
Zabbix 2.2. One host is dedicated to collecting the measurements and can share
the aggregated information with the monitoring components and another hosts
is dedicated towards acting as the main storage management system.
5.2 Results & Discussion
In the first experiment the 5 VMs as previously described will be run, with
varying amounts of users trying to access the system. The users will vary from 0
to 1000 in increments of 200. The VMs will be started providing a deployment
phase for each run, followed by a period of undergoing load from users. Each
run will be repeated 5 times in order to ensure validity of the results. The PaaS
level metric of the application’s overall energy consumed will then be presented
along with IaaS layer metric of the energy consumption per each VM.
Figure 5a shows the energy consumed by the Photo Album, for a range of
different users. We can see that the amount of energy consumed for each run
increases with the amount of users, up until a plateaus at 600 users due to the
workload saturating the VMs. Figure 5b shows the average power consumed by
each VM in the Photo Album, for a range of different users. In a similar fashion
to Figure 5a the plateau can be seen. It can also be observed the relative energy
usage in each of the VMs, with substantial increases in the JBoss instances power
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(a) The total energy con-
sumed by the application
(b) The per VM average
power consumption
Fig. 5: Energy consumption in each layer
consumption and more limited increases from the JMeter instance. The HAProxy
and MySQL instances have relatively modest increases in power consumption.
This can be seen as a clear demonstration of how different instance types can
be identified as more energy consuming than others and of their relative power
consumption.
Fig. 6: Trace of the power consumed during the life of the VMs
Figure 6 shows a trace of the CPU utilisation and aggregated power consump-
tion of VMs during a single experimental run, for 1000 users. The deployment,
running and undeployment phases are shown as the spikes on the graph. This
illustrates the energy awareness, which can be used to choose providers and
optimise placement of VMs as well as by developers to compare deployment
strategies and iteratively reduce energy consumption of applications.
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6 Conclusion and Future Work
We have demonstrated how the proposed framework can measure an applications
overall energy consumption and how this can be broken down on a per VMs basis.
This research can be leverage by future smart grids from two perspectives that
help manage demand. Firstly, it enables user awareness of energy consumption
and secondly, facilitates billing based on this information. This ability to measure
power consumption also gives developers the opportunity to examine how their
applications perform in terms of energy consumption on the Cloud. In future
work the PaaS Energy Modeller will be equipped with a statistical model to
be trained before application execution. This model will provide short term
forecasting capabilities to support real time monitoring in order to implement
early detection of SLA violations and therefore proactive enforcement. The IaaS
layer will be expanded upon to include greater profiling of VM types in workload
prediction and improved profiling of resources. The pricing model inside the
framework will be expanded beyond static pricing and will utilise the estimates
of power and energy consumption in order to set the price for VMs.
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