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Abstract
This paper studies the asymptotic behavior of the flux and circulation of a subclass of random fields within
the family of 2-dimensional vector ambit fields. We show that, under proper normalization, the flux and the
circulation converge stably in distribution to certain stationary random fields that are defined as line integrals
of a Le´vy basis. A full description of the rates of convergence and the limiting fields is given in terms of the
roughness of the background driving Le´vy basis and the geometry of the ambit set involved. We further discuss
the connection of our results with the classical Divergence and Vorticity Theorems. Finally, we introduce a class
of models that are capable to reflect stationarity, isotropy and null divergence as key properties.
Keywords: Ambit fields, divergence, vorticity, Le´vy bases, infinite divisibility, stationary and isotropic fields,
2-dimensional turbulence, Stoke’s Theorem.
1 Introduction
A classical result of vector calculus, namely Stokes’ Theorem, allows to express the vorticity (also known as curl)
and divergence operators in terms of the circulation and the flux of a vector field. In 2 dimensions, it states that
ˆ
D
∇⊥ · u(x, y)dxdy =
˛
∂D
u(s) · n⊥D(s)ds; (1)
ˆ
D
∇ · u(x, y)dxdy =
˛
∂D
u(s) · nD(s)ds, (2)
with ∇ := (∂x, ∂y)′ , ∇⊥ := (−∂y, ∂x)′, u : R2 → R2 a continuously differentiable field, D a compact set on R2 with
area |D| > 0 and smooth boundary ∂D, nD the outwards unitary vector on ∂D and n⊥D is the unitary vector which
is perpendicular (counterclockwise) to nD.
The quantities obtained by normalizing the right-hand side of (1) and (2) by |D| are termed the 2-dimensional
mean circulation and mean flux, respectively. In fluid mechanics, the mean circulation measures the degree of
rotation and the mean flux measures the degree of incompressibility. If we let u be the 2-dimensional velocity field
of a streaming fluid and D a disk, then the mean circulation and the mean flux will measure the movement of
the fluid along and through the region D, respectively. The more the fluid is aligned to ∂D (the larger the mean
circulation), the more the motion is of rotational type. A large positive (negative) mean flux describes the situation
where more (less) fluid is entering D, which implies that the density of the fluid is increasing (decreasing). Hence,
when the radius of D is small, the mean circulation and mean flux quantify the pointwise rotation/vorticity and the
pointwise change of density of the fluid, respectively. The concept of incompressibility expresses the fact that the
density of the fluid is constant and this property is a common assumption in many turbulence studies. Likewise,
vorticity and the related concept of vortex merging is believed to be a main dynamic process for 2-dimensional
turbulent flows. See for instance [15] and [39]. Having in mind application to turbulence modeling, it is therefore
crucial to understand the behavior of the limits
∗This study was funded by the Villum Fonden as part of the project number 11745 titled ”Ambit Fields: Probabilistic Properties
and Statistical Inference”.
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lim
r↓0
1
pir2
˛
∂D
u(s) · nD(s)ds; lim
r↓0
1
pir2
˛
∂D
u(s) · n⊥D(s)ds. (3)
The main goal of this paper is to study the limits appearing in (3) for a certain class of non-smooth random
fields belonging to the family of ambit fields. The class of ambit fields was introduced originally in [8] as a potential
way to study the velocity field in a turbulent flow. A distinctive characteristic of the ambit stochastics approach,
which distinguishes this from others, is that it specifically incorporates additional inputs referred to as volatility or
intermittency. Another special feature is the presence of ambit sets that delineate which part of space-time may
influence the value of the field at any given point in space-time. More specifically, a random field (Yt(p))t∈R,p∈Rd is
said to be an ambit field if it admits the following dynamics
Yt(p) = µ+
ˆ
At(p)
F (t, s, p, q)σs(q)L(dsdq) +
ˆ
Bt(p)
G(t, s, p, q)χs(q)dsdq,
where t denotes time while p gives the position in d-dimensional Euclidean space. Further, At(p) and Bt(p) are
subsets of R × Rd, termed ambit sets, F and G are deterministic weight functions, and σ and χ are stochastic
fields. Finally, L denotes a Le´vy basis (i.e. an independently scattered and infinitely divisible random measure).
For surveys on ambit fields and their relation to turbulence modeling, we refer to [25], [5], [4] and reference therein.
In this paper, we will focus on purely spatial stationary ambit fields of the form
Y (p) =
ˆ
R+p
F (p− q)V (q)L(dq), (4)
with F a vector-valued function, R a compact set in R2, V a real-valued measurable random field, and L a
real-valued homogeneous Le´vy basis.
The null-space version of ambit fields are called Le´vy semistationary processes (LSS for short) which are stochas-
tic processes on a filtered probability space (Ω,F , (Ft)t∈R,P) that are described by the formula
Yt = θ +
ˆ t
−∞
g(t− s)σsdLs +
ˆ t
−∞
q(t− s)asds, t ∈ R,
where θ ∈ R, L is a Le´vy process, g and q are deterministic functions such that g(x) = q(x) = 0 for x ≤ 0, and
σ and a are adapted processes. When L is a two-sided Brownian motion, Y is called a Brownian semistationary
process (BSS). As further references to theory and applications of LSS, see for instance [33], [6] and [35] and
therein references. For recent results on limit theorems see [19] and [10].
The relations (1) and (2) are particular cases of Stokes’ Theorem which, in its standard form, is stated for
differentiable forms over smooth manifolds. We refer to [31] for an interesting historical review on this topic.
Several extensions of Stokes’ Theorem can be found in the literature, mainly those involving surface/line integrals
of smooth forms over non-smooth regions, e.g. fractals or paths of stochastic processes. See for instance [26], [28]
and references therein. A non-stochastic approach is described in [23], where the authors proved a version of Stokes’
Theorem for non-smooth manifolds. This is done by introducing a certain type of surface/line integral of smooth
forms over what is called chainlets, which turned out to be a general class of regions that contains, among others,
smooth sub-manifolds, fractals and vector fields. In contrast, very little has been done in the other direction, i.e.
to consider line/surface integrals of non-smooth forms over smooth manifolds. This paper intends to develop some
results in that direction. To our knowledge, the only existing work in relation to non-smooth forms is [44], in which
the author, by employing Young’s approach (see [43]), introduced an integral for non-smooth forms over Lipschitz
manifolds. However, the stated version of Stokes’ Theorem requires the form to be constant.
The organization of the present work is as follows: In Section 2 we introduce the basic notations as well as the
basic assumptions. We also recall several results and concepts related to stable convergence of r.v.s, Le´vy bases and
infinite divisibility. We further give some geometrical preliminaries. Our main results, concerning the asymptotic
behavior of the flux and circulation, is stated in Section 3. Specifically, we show that under proper normalization,
the flux and the circulation of a purely spatial stationary ambit field converge stably to certain random fields that
are defined in terms of a separable Le´vy basis whose control measure is the 1-dimensional Hausdorff measure. We
postpone their proof to Section 5. As an application of our results, we introduce in Section 4 a class of purely spatial
and R2-valued ambit fields which have stationary and isotropic increments. Such a family of fields was originally
introduced jointly with Ole E. Barndorff-Nielsen and Ju¨rgen Schmiegel as a potential modeling framework for 2-
dimensional turbulent flows. Moreover, these fields are rotational and have the property of incompressibility. We
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also include two appendixes. Appendix A provides a Steiner-type formula for closed sets, and briefly describes the
convergence of stochastic integrals with respect to Le´vy bases. Appendix B focus on technical results that are used
in the proof of our main results.
2 Preliminaries and basic notation
This part is devoted to introduce the basic notations as well as to recall several basic results and concepts that will
be used through this paper.
2.1 Stable convergence
For the rest of this paper we will consider (Ω,F ,P) to be a complete probability space. As usual, the notation P→
means convergence in probability and the notation Xn = oP(Yn) means that Xn/Yn
P→0 when n → ∞. Given a
sub-σ-field G ⊆ F and a sequence of random variables (r.v.’s for short) (ξn)n≥1 on (Ω,F ,P), the notation ξn G-d−→ ξ
will mean that as n→∞, ξn converges G-stably in distribution towards a random variable (r.v. for short) ξ (defined
possibly on an extension of (Ω,F ,P)), that is, for any F ∈ G, with P(F ) > 0, conditioned on the event F , ξn→ ξ,
weakly. In the same framework, if (Xn(p))p∈Rd,n∈N is a family of random fields, we will write Xn
G-fd−→ X if the
finite-dimensional distributions (f.d.d. for short) of Xr converge G-stably toward the f.d.d. of X. We refer the
reader to [24] for a concise exposition of stable convergence.
2.2 Le´vy bases and infinite divisibility
The symbols Dr(p) and rSd−1(p) will denote the closed disk and the sphere with center p and radius r. When
p = 0, we will just write Dr and rSd−1 instead of Dr(0) and rSd−1(p), respectively. For any A ⊆ Rd, we let
−A = {−x : x ∈ A}. Furthermore, we denote by A˚, A, ∂A and Ac the interior, the closure, the boundary and
the complement of A, respectively and we put A∗ = Ac. The inner product and the norm of vectors x, y ∈ Rd
will be represented by x · y and ‖x‖, respectively. Let µ be a measure on B(Rd), the Borel sets on Rd, and let
Bµb (Rd) := {A ∈ B(Rd) : µ(A) < ∞}. The family L = {L (A) : A ∈ Bµb (Rd)} of real-valued r.v.’s will be called
a Le´vy basis if it is an infinitely divisible (ID for short) independently scattered random measure, that is, L is
σ-additive almost surely and such that for any A,B ∈ Bµb (Rd), L(A) and L(B) are ID r.v.’s that are independent
whenever A ∩B = ∅. The cumulant of a r.v. ξ, in case it exists, will be denoted by C(z ‡ ξ) := logE(eiuξ). We will
say that L is separable with control measure µ, if
C(z ‡ L(A)) = µ(A)ψ(z), A ∈ Bµb (Rd), z ∈ R,
where
ψ(z) := iγz − 1
2
b2z2 +
ˆ
R\{0}
(eizx − 1− izx1|x|≤1)ν(dx), z ∈ R,
with γ ∈ R, b ≥ 0 and ν is a Le´vy measure, i.e. ν({0}) = 0 and ´R\{0}(1 ∧ |x|2)ν(dx) < ∞. When µ = Leb,
in which Leb represents the Lebesgue measure on Rd, L is called homogeneous. The ID r.v. associated to the
characteristic triplet (γ, b, ν) is called the Le´vy seed of L and will be denoted by L′. As usual, (γ, b, ν) will be called
the characteristic triplet of L and ψ its characteristic exponent. In this paper, the sigma field generated by L is
denoted by FL.
For any Le´vy measure ν, we associate the functions ν± : (0, 1) → R+, defined as ν+(x) := ν(x,∞) and
ν−(x) := ν(−∞,−x). Let K+,K− ≥ 0 and 0 < β ≤ 2. A separable Le´vy basis is called strictly β-stable with
parameters (K+,K−, β, γ) if its Le´vy seed is distributed according to a strictly β-stable distribution, that is, L′ is
Gaussian if β = 2, while for β < 2 the characteristic triplet of L′ has no Gaussian component (b = 0), its Le´vy
measure satisfies
ν(dx)
dx
= K+ |x|−1−β 1{x>0} +K− |x|−1−β 1{x<0},
and γ = (K+ −K−)/(1− β) if β 6= 1, and γ arbitrary with K+ = K−when β = 1.
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2.3 Geometrical preliminaries
Fix A ⊆ Rd a closed set and denote by Hn the nth-dimensional Hausdorff measure. The normal cone of A at p ∈ A
is defined as
nor(A, p) := {u ∈ Rd : u · v ≤ 0, v ∈ Tan(A, p)},
where Tan(A, p) denotes the set of all tangent vectors to A at p, that is, v ∈ Tan(A, p) if and only if there is a
sequence (pn) ⊆ A\{p} such that pn → p and pn−p‖pn−p‖ → v‖v‖ , as n→∞. We recall that a Jordan curve ∅ 6= C ⊂ Rd
is a curve in Rd parametrized by ϕ : [0, 1]→ C, such that ϕ is continuous and injective on (0, 1) and ϕ(0) = ϕ(1).
We will say that a compact set A ⊆ R2 is a Jordan domain if A˚ is totally connected and ∂A 6= ∅ is a Jordan curve.
In this framework, we say that a Jordan domain A has Lipschitz-regular boundary if the parametrization of ∂A is
Lipschitz and for H1-a.a. q ∈ ∂A there is uA(q) ∈ Sd−1 orthogonal to Tan(∂A, q), such that
nor(A, q) = {λuA(q) : λ ≥ 0}; nor(A∗, p) := {−λuA(q) : λ ≥ 0}.
In other words, a Jordain domain with Lipschitz boundary is regular if it has unique outwards and inwards unit
vectors almost everywhere.
The metric projection on A, ΠA : Rd → A, is the set function
ΠA(q) := {p ∈ A : dA(q) = ‖p− q‖},
where dA(q) := infp∈A ‖p− q‖. We set
UnpA := {q ∈ Rd : ∃!p ∈ A s.t. dA(q) = ‖p− q‖}.
Under the previous notation, the reduced normal bundle and the reach function of A are given, respectively, by
N(A) = {(ΠA(q), q −ΠA(q)‖q −ΠA(q)‖ ) : q ∈ Unp(A)\A},
and, δA(q, u) := 0 for (q, u) ∈ N(A)c and for (q, u) ∈ N(A)
δA(q, u) := inf{t ≥ 0 : q + tu ∈ Unp(A)c}.
For r ≥ 0, the r-parallel set of A is defined as
A⊕r := {q ∈ Rd : dA(q) ≤ r}.
3 Divergence and Vorticity Theorems for Ambit fields
For the rest of this section we will be interested in the asymptotic behavior of the following functionals
Cr(p;X) :=
˛
rS1(p)
X(q) · dq = r
ˆ 2pi
0
X(p+ ru(θ)) · u⊥(θ)dθ, p ∈ R2, r > 0, (5)
Dr(p;X) :=
˛
rS1(p)
X(s) · n(s)ds = r
ˆ 2pi
0
X(p+ ru(θ)) · u(θ)dθ, p ∈ R2, r > 0, (6)
as r ↓ 0. Above X is a vector-valued random field, n is the outward unit vector in rS1(p), that is, n(p+ru(θ)) = u(θ),
with u(θ) := (cos(θ), sin(θ))′ for 0 ≤ θ ≤ 2pi, and (x, y)⊥ = (−y, x).
When the mapping p 7→ X(p) is smooth almost surely, by the usual Stokes’ Theorem, it holds that
lim
r↓0
1
2pir2
Cr(p;X)
a.s.→ ∇⊥ ·X(p), p ∈ R2;
lim
r↓0
1
2pir2
Dr(p;X)
a.s.→ ∇ ·X(p), p ∈ R2.
where ∇ := (∂x, ∂y)′ and ∇⊥ := (−∂y, ∂x)′. However, not surprisingly, such a result does not hold anymore when
one consider fields of the form of (4). Furthermore, as expected, when the kernel F is smooth enough, the rates of
convergence for Cr and Dr depend entirely on the ambit set and background driving Le´vy basis. Before presenting
our main results we first explain the intuition behind them.
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3.1 Some intuitive description
Previously, we mentioned that when the kernel involved in the definition of (4) is smooth, then the asymptotic
behavior of Cr and Dr would be determined by the background driving Le´vy basis and the ambit set. In this
subsection we will give an intuitive description of why this would be the case. As a motivation and starting
point in our analysis, let us first describe what is known in the one-dimensional case. For s0 > 0 and t ∈ R, let
R(t) := [−s0 + t, t] and put
Xt :=
ˆ
R(t)
f(t− s)dLs.
where L denotes a Le´vy process on R with characteristic triplet (γ, b, ν), and f a real-valued function. In this case
for r > 0, we get that ˛
rS0(t)
Xs · ds = Xt+r −Xt−r =
˛
rS0(t)
∂Xs · ds+
˛
rS0(t)
X˚s · ds, (7)
where
∂Xt := f(0)Lt − f(s0)Lt−s0 ; X˚t := Xt − ∂Xt.
The notation ∂X, X˚ is not by chance, many properties of ∂X and X˚ are completely determined by the interaction
of f and L on ∂R(t) and R˚(t), respectively. We first observe that X˚ admits the representation
X˚t =
ˆ
R(t)
g(t− s)dLs,
where g is absolutely continuous and with g(·)|−∂R ≡ 0, and that
˛
rS0(t)
∂Xs · ds =
ˆ
(∂R(t))⊕r
h(t− s)dLs,
for some measurable function h. Additionally, we have that if f is continuously differentiable, then the path t 7→ X˚t
is almost surely absolutely continuous (see [13], cf. [16] and [12] for more details) in such a way that
1
2r
˛
rS0(t)
X˚s · ds P→
ˆ
R(t)
f ′(t− s)dLs, t ≥ 0. (8)
On the other hand,
¸
rS0(t) ∂Xs · ds consists of the increments of size r > 0 of L around ∂R(t). Therefore,
under proper normalization,
¸
rS0(t) ∂Xs · ds has a non-trivial limit if and only if the same property holds for the
increments of L. In connection to the former, it is well known that when b > 0, the increments of L are totally
dominated by its Gaussian component. Moreover, if L is of bounded variation, then the increments of L are totally
dominated by the drift component. For these facts we refer to [14, p. 16]. Ultimately, when b = 0 and L is of
unbounded variation, typically the increments of L are in the domain of attraction of a strictly β-stable distribution
with Lt+r−Lt−r = OP(r1/β), for some 1 ≤ β < 2. All in all then give us the following asymptotics for
¸
rS0(t)Xs ·ds
1. Gaussian regime: If f |−∂R 6= 0 and b > 0, then
¸
rS0(t)Xs · ds = OP(r1/2) with Gaussian limit.
2. Stable regime: If f |−∂R 6= 0, b = 0 , L is of unbounded variation, then
¸
rS0(t)Xs · ds = OP(r1/β) with
strictly β-stable limit, for some 1 ≤ β < 2.
3. “Classical” regime: If L is of bounded variation or if f |−∂R = 0 with arbitrary L, then
¸
rS0(t)Xs · ds =
OP(r).
As a final remark for the one-dimensional framework, we note that when f is not smooth enough, the regimes
previously stated are not valid anymore. For this situation, we refer to [19], [11] and references therein.
Now, when we consider the ID field given by
X(p) :=
ˆ
R+p
F (p− q)L(dq). (9)
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with F a vector valued function, R a compact set in R2 and L a real-valued homogeneous Le´vy basis, we may in
principle try to follow the same reasoning as in the temporal case and expect to recover similar results. Thus, we
may try to decompose X as
X(p) = ∂X(p) + X˚(p), (10)
for some fields ∂X and X˚ whose trajectories are totally determined by the behavior of L and F on ∂R(p) and
R˚(p), respectively. Unfortunately, to our knowledge, there is no a general identification of the fields ∂X and X˚
appearing in (10), except in very special cases (see for instance [17]). However, our proof is based on an analogous
decomposition to that in (7). Specifically, we decompose
˛
rS1(p)
X · nds =
ˆ
(∂R(p))⊕r
H(p− q)L(dq) + Er(p), (11)
for a certain smooth function H and Er(p) a random field satisfying that as r ↓ 0
1
|Dr(p)|E(p)
P→
ˆ
R(p)
∇ · F (p− q)L(dq).
Therefore, as in the one-dimensional case, understanding the asymptotic behavior of
¸
rS1(p)X · nds requires a full
knowledge of the asymptotic behavior of L on the r-parallel sets of R(p).
3.2 The divergence and vorticity theorems
In this part we present our main results about Cr and Dr for the stationary ID field
X(p) :=
ˆ
R+p
F (p− q)L(dq), p ∈ R2. (12)
with F continuously differentiable on −R and L a real-valued homogeneous Le´vy basis with characteristic triplet
(γ, b, ν). In the next subsection we will study the case in which an additional stochastic field V is included in (12).
For the rest of this paper we will be working under the following assumption on the ambit set R.
Assumption 1. The ambit set R ⊆ R2 can be written as
R = R1\
n⋃
i=2
Ri,
where R1, . . . ,Rn are Jordan domains with Lipschitz-regular boundary satisfying that Ri ∩ Rj = ∅ and Ri ⊂ R1
for i, j = 2, . . . , n and i 6= j. Furthermore, for i = 1, . . . , n
ˆ
S1
 ∑
q:(q,u)∈N(Ri)
(δRi(q, u) ∧ 1) +
∑
q:(q,u)∈N(R∗i )
(δR∗i (q, u) ∧ 1)
H1(du) <∞.
Some examples of sets satisfying Assumption 1 will be presented in the next section. However, the type of sets
we have in mind can be visualized in Figure 1.
Remark 1. Assumption 1 allows to extended the definition of uR (the outward unit vector) to the whole ∂R by
letting uR(q) ≡ 0 in the irregular points of ∂R(p). Furthermore, since R(p) is just a translation of R, we get that
R(p) satisfies Assumption 1 if and only if R does and in this case uR(p)(q + p) = uR(q) for q ∈ ∂R.
As in Subsection 3.1, our analysis will be divided into three different scenarios. For the sake of exposition,
all the proofs of this section will be postponed to Section 5. Let us start with the case in which the Gaussian
part of L dominates the asymptotics. In order to improve the presentation of this result let us first introduce the
limiting fields. Recall the notation (x, y)⊥ = (−y, x). Given b > 0, F as above and R as in Assumption 1, the fields
{CW (p;F,R),DW (p;F,R)}p∈R2 will denote a collection of stationary Gaussian fields defined for any p ∈ R2 as
DW (p;F,R) :=
ˆ
∂R(p)
F (p− q) · uR(p)(q)WH1(dq),
CW (p;F,R) :=
ˆ
∂R(p)
F (p− q) · u⊥R(p)(q)WH1(dq),
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Figure 1: Typical examples of the type of ambit sets considered in Assumption 1.
where uR(p) is as in Remark 1. Furthermore, WH1 is a separable Gaussian Le´vy basis (see Subsection 2.2) defined
on an extension of (Ω,F ,P) having the following properties: 1) Its Le´vy seed has a centered Gaussian distribution
with variance b2; 2) Its control measure is H1, the 1-dimensional Hausdorff measure; 3) WH1 is independent of L.
In this setting, using the notation vβ := 2{
´ 1
−1(1− s2)β/2ds}1/β , we have that:
Theorem 1 (Gaussian attractor). Let R ⊂ R2 be as in Assumption 1. Consider X as in (12) with F |−∂R 6= 0.
If b > 0, then as r ↓ 0
1
v2r1+1/2
Cr(p;X)
F-fd−→ CW (p; b, F,R);
1
v2r1+1/2
Dr(p;X)
F-fd−→ DW (p; b, F,R).
On the other hand, as expected, when L is of bounded variation the rate of convergence for Cr and Dr are the
classical ones, i.e. of order r2. More precisely:
Theorem 2 (”Classical” regime). Let R ⊂ R2 be as in Assumption 1 and X as in (12). Then the following
convergence holds as r ↓ 0
1
pir2
Cr(p;X)
P→ ω(p), p ∈ R2; 1
pir2
Dr(p;X)
P→ σ(p), p ∈ R2,
if one of the following (not-necessarily mutually exclusive) cases holds:
i) b = 0 and
´
R(1 ∧ |x|)ν(dx) <∞;
ii) F |−∂R ≡ 0;
where the limiting processes are defined as
ω(p) :=
ˆ
R+p
∇⊥ · F (p− q)L˜(dq),
σ(p) :=
ˆ
R+p
∇ · F (p− q)L˜(dq).
with ∇ := (∂x, ∂y)′, ∇⊥ := (−∂y, ∂x)′, L˜ = L − γdLeb, where γd = γ −
´
|x|≤1 xν(dx) for case i) while γd = γ for
case ii) and iii).
There is another situation in which the classical rate appears. Before presenting this last case we introduce
the limiting fields: For 0 < β < 2, let (K+,K−, β, γˆ) be the parameters of a strictly β-stable r.v. (see Subsection
7
2.2), F as above and R as in Assumption 1. The family {Cβ(p;F,R),Dβ(p;F,R)}p∈R2 will denote two stationary
strictly β-stable fields given for any p ∈ R2 as
Cβ(p;F,R) := −
ˆ
∂R(p)
F (p− q) · u⊥R(p)(q)MβH1(dq);
Dβ(p;F,R) := −
ˆ
∂R(p)
F (p− q) · uR(p)(q)MβH1(dq),
where uR(p) is as in Remark 1, andM
β
H1 is a separable and strictly β-stable Le´vy basis with parameters (K+,K−, β, γˆ)
defined on an extension of (Ω,F ,P) and whose control measure is the 1-dimensional Hausdorff measure. Moreover,
MβH1 is independent of L.
Theorem 3 (Stable attractor). Let R ⊂ R2 be as in Assumption 1 and X as in (12) with F |−∂R 6= 0, b = 0
and
´
R(1 ∧ |x|)ν(dx) = +∞. Suppose that there exists 1 ≤ β < 2 such that (see Subsection 2.2) ν±(x) ∼ K˜±x−β
as x ↓ 0 with K˜+ + K˜− > 0. Then
i. If 1 < β < 2, then by letting K± = βK˜± we have that for any p ∈ R2, as r ↓ 0
1
vβr1+1/β
Cr(p;X)
F-d−→ Cβ(p;F,R), p ∈ R2;
1
vβr1+1/β
Dr(p;X)
F-d−→ Dβ(p;F,R), p ∈ R2,
ii. If β = 1 in addition assume that K˜+ = K˜− and PV
´ 1
−1 xν(dx), the Cauchy principal value
1, exists. Then, for
any p ∈ R2, as r ↓ 0
1
pir2
Cr(p;X)
F-d−→ ω(p) + Cβ(p;F,R), p ∈ R2;
1
pir2
Dr(p;X)
F-d−→ σ(p) +Dβ(p;F,R), p ∈ R2.
where γˆ = γ − PV ´ 1−1 xν(dx), and ω and σ as in Theorem 2.
We proceed now to make some remarks about the previous theorems.
Remark 2. In Theorems 1 and 3, the limiting fields possess very irregular path properties. For example, if ∂R is
strictly convex, then necessarily for any p1, p2, H1(∂R(p1)∩ ∂R(p2)) = 0, which means that the fields appearing in
Theorems 1 and 3 are white noises.
Remark 3. By the previous remark, we have that the convergence in Theorems 1 and 3 cannot in general be
strengthen to functional convergence. Moreover, since the convergence is stable and the limit is independent of the
background driving Le´vy basis, we deduce that the convergence cannot take place in probability either.
Remark 4. The rates of convergence for Cr and Dr can be seen as an Lβ norm of a certain parametrization of a
disk. Indeed, let Dr(p) be a disk of radius r > 0 and center p, and put g(s, ρ;β) := 2
√
1− s2 (1+β)2 ρ for 1 ≤ β ≤ 2 .
Then
|Dr(p)| =
ˆ r
−r
ˆ 1
−1
|g(s, ρ; 1)|dsdρ.
Moreover
r1+1/βvβ =
(ˆ r
−r
ˆ 1
−1
|g(s, ρ;β)|β dsdρ
)1/β
,
so r1+1/βvβ can be thought as an L
β norm of g.
1Recall that the Cauchy principal value of an integral around 0 is defined as the limit (in case it exists)
PV
ˆ 1
−1
f(x)ν(dx) := lim
a↓0
[ˆ −a
−1
f(x)ν(dx) +
ˆ 1
a
f(x)ν(dx)
]
.
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3.3 Examples
To clarify the results and the assumptions of Theorems 1-3, in this part we present several examples.
Sets with positive reach
Let A be a Jordan domain such that infN(∂A) δ∂A > 0. Then the integrability condition in Assumption 1 is satisfied.
Indeed, we have in particular that δA and δA∗ are bounded from below by, let’s say ε > 0. Thus, according to
Theorems 7 and 8 ˆ
S1
∑
q:(q,u)∈N(A)
(δA(q, u) ∧ 1)H1(du) ≤
ˆ
S1
∑
q:(q,u)∈N(A)
1δA(q,u)>εH1(du) <∞.
Our claim follows by replacing A by A∗ in the previous equation. Sets with the property infN(∂A) δ∂A > 0 are
known as sets with positive reach, see [21] for more details. It was shown in [38] that simple curves have positive
reach if and only if are of class C1,1, i.e. differentiable with Lipschitz derivative. Therefore, Jordan domains with
boundary of positive reach satisfy Assumption 1.
Piecewise C1,1 curves
Let A be a Jordan domain whose boundary is piecewise C1,1. This class of sets have indeed Lipschitz-regular
boundary. However, as we saw above, ∂A cannot have positive reach. Actually if q0 ∈ ∂A is a corner then
necessarily δ∂A(q0, u) = 0 for any u ∈ S1. Nevertheless, Assumption 1 remains valid in this case. To see this, for
simplicity assume that there is only one corner, say q0 ∈ ∂A. We can find ρ > 0, such that the points in Dρ(q0)∩∂A
has null-curvature, i.e. two straight lines intersecting in q0. Then outside of Dρ(q0)∩∂A, δ∂A is bounded (Corollary
8.9 in [38]) from below and there are u1, u2 ∈ S1 such that
H0{q ∈ Dρ(q0) ∩ ∂A \ {q0} : (q, u) ∈ N(A)} = 0, u ∈ S1 \ {u1, u2}.
The integrability condition in Assumption 1 follows from these observations. More generally, Jordan domains with
piecewise C1,1 boundary are within Assumption 1.
Stable distributions
Let L be a homogeneous Le´vy basis with characteristic triplet (γ, b, ν). Assume that the Le´vy seed L′ has a β-stable
distribution for 0 < β ≤ 2. Thus if β = 2, we have that L′ is a Gaussian r.v. with mean γ and variance b2 meaning
that L satisfies the assumptions of Theorem 1. On the other hand, if β < 2 then
ν±(x) = β−1K±x−β , x > 0,
meaning that, as x ↓ 0, ν±(x) ∼ β−1K±x−β . Consequently, for 1 < β < 2, L is within the framework of Theorem
3 i., while for β = 1, L satisfies the assumptions of Theorem 3 ii. if and only if K+ = K−. Furthermore, for β < 1,
L fulfills the requirements of Theorem 2.
Generalized Hyperbolic distributions
The family of Generalized hyperbolic distributions, originally introduced in [2], constitutes a rich class of infinitely
divisible normal mean-variance mixture distributions.A r.v. ξ is said to have generalized hyperbolic distribution
with parameters λ, µ ∈ R, δ > 0 and 0 ≤ |θ| < α, and we write ξ ∼ GH(λ, α, θ, δ, µ), if for u ∈ R
C(u ‡ ξ) =
[
µ+ θδ
Kλ+1(δ
√
α2 − θ2)√
α2 − θ2Kλ(δ
√
α2 − θ2)
]
iu (13)
+
ˆ
R\{0}
(eiux − 1− iux)vGH(λ,α,θ,δ,µ)(x)dx,
where Kζ denotes the modified Bessel function of second kind with index ζ and
vGH(λ,α,θ,δ,µ)(x) =
eθx
|x| kλ,α,δ(|x|)1|x|>0,
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with kλ,α,δ satisfying
kλ,α,δ(x) =
δ
pi
x−1 + o(x−1), as x ↓ 0. (14)
For a closed form of kλ,α,δ the reader may consult [36]. This means that the Le´vy measure of ξ satisfies that´
R(1 ∧ |x|)vGH(λ,α,θ,δ,µ)(x)dx = +∞ and ν±(x) ∼ δpix−1 as x ↓ 0. Moreover, for any y > 0
ˆ 1
y
xvGH(λ,α,θ,δ,µ)(x)dx+
ˆ −y
−1
xvGH(λ,α,θ,δ,µ)(x)dx =
ˆ 1
y
[eθx − e−θx]kλ,α,δ(x)dx,
so by the Monotone Convergence Theorem and (14) we have that, as y ↓ 0,
ˆ 1
y
[eθx − e−θx]kλ,α,δ(x)dx→
ˆ 1
0
[eθx − e−θx]kλ,α,δ(x)dx <∞.
Thus, L satisfies the assumptions of Theorem 3.
Non-negative Le´vy bases
Any non-negative homogeneous Le´vy basis satisfies that b = 0,
´
R(1 ∧ |x|)ν(dx) < ∞,
ν[(−∞, 0)] = 0, and γ0 = γ −
´ 1
0
xν(dx) ≥ 0. For a proof of this fact we refer to [7]. In this case we have
that L can be written as
L(A) = γ0Leb(A) +
ˆ
A
ˆ ∞
0
xN(dx, dq), A ∈ Bb(R2),
where N is a Poisson random measure with intensity ν(dx)dq. Hence, any non-negative Le´vy basis fulfills the
condition of Theorem 2.
Isotropic kernels
Let Rφ be the rotation matrix on R2 and f a continuous function. Put
Fφ,f (q) = f(‖q‖)Rφq, q ∈ R2.
In the next section we will show that when the ambit set is isotropic, meaning that it can be written as
R = {q ∈ R2 : h(‖q‖) ∈ A},
for some measurable function h and A ⊂ R, then the ambit field of the form of (9) induced by Fφ,f and R, has
isotropic increments (see next section for a precise definition). Now, if we let h(x) = x and A = [a, b], with 0 ≤ a < b,
then R is an annulus, meaning that Assumption 1 is satisfied. Moreover, if f(a) = f(b) = 0, then F |−∂R ≡ 0, or
in other words, the conclusion of Theorem 2 holds for any Le´vy basis, whenever f is continuously differentiable on
[a, b]. On the other hand, if we put
f(x) = x−2, x > 0,
then Fφ,f is continuously differentiable on R if and only if a > 0.
4 A class of incompressible and rotational ambit fields
The main goal of this section is to build a class of ambit fields that have homogeneous and isotropic increments
as well as being rotational and having the property of incompressibility. Let us introduce the formal definition of
these concepts.
Definition 1. An R2-valued random field (Y (p))p∈R2 is said to have homogeneous and isotropic increments if re-
spectively, the following two conditions hold
• For any p0 ∈ R2 the field (Y (p+ p0)− Y (p))p∈R2 is stationary;
• For any p0 ∈ R2 and θ ∈ [0, 2pi) we have that{
R−1θ [Y (Rθ(p+ p0))− Y (Rθp)]
}
p∈R2
d
= {[Y (p+ p0)− Y (p)]}p∈R2 .
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Furthermore, we will say that it is incompressible if for any p ∈ R2
lim
r↓0
1
pir2
˛
rS1(p)
Y · nds P→ 0,
and it will be called rotational if the following limit exists and it is not constantly zero
P− lim
r↓0
1
pir2
˛
rS1(p)
Y · n⊥Dds.
Now, given a real-valued continuous function f and φ ∈ [0, 2pi), let
Fφ,f (q) := Rφqf(‖q‖)
and consider the class of ambit fields than can be written as
Yφ,f (p) :=
ˆ
R+p
Fφ,f (p− q)V (q)L (dq) , p ∈ R2;φ ∈ [0, 2pi) , (15)
where L is a homogeneous Le´vy basis with characteristic triplet (γ, b, ν) and V a predictable real-valued field.
Moreover, we let
R = {q ∈ R2 : h(‖q‖) ∈ A},
for some measurable function h and A ⊂ R, in such a way that R is compact. As the following result shows, this
family of ambit fields is well defined and has isotropic and homogeneous increments.
Proposition 1. Suppose that V is predictable (see Appendix A) and locally bounded. Then Yφ,f as in (15) is well
defined. If in addition we have that V is bounded in L2(Ω,F ,P), then Yφ,f is continuous in probability. Finally, if
V is independent of L and almost surely
ˆ
R
ˆ
|xV (q)|>1
|xV (q)| ν(dx)dq <∞, (16)
then Yφ,f is stationary with finite first moment and possesses isotropic and homogeneous increments.
Proof. From Proposition 5 and its subsequent remark in Appendix A, we have that Yφ,f is well defined if and only
if a.s. ˆ
R
Φ0L[‖Fφ,f (−q)‖ |V (p+ q)|]dq <∞.
Since V is locally bounded, we have that almost surely ‖Fφ,f (q)‖ |V (p− q)| ≤Mp for any q ∈ R, for some r.v. Mp
only depending on p. Hence, by Lemma 2.1.5 in [40], we have
ˆ
R
Φ0L[‖Fφ,f (q)‖ |V (p− q)|]dq ≤ 2Φ0L(Mp)Leb(R) <∞,
showing this the well definiteness of Yφ,f . Now, if V is bounded on L2(Ω,F ,P), the stochastic continuity of Yφ,f
can be shown in a similar way as in the proof of Lemma 1 below.
In general, Yφ,f is stationary whenever V is stationary and independent of L, so it has homogeneous increments
in this situation. On the other hand if V is independent of L, and for p0, p1, . . . , pn ∈ Rn, we let Yφ,f (−→p , p0) :=
{Y (pi + p0)− Y (pi)}ni=1, then
E(exp{i 〈z, Yφ,f (−→p , p0)〉}) = Eexp
({ˆ
R2
C[〈z, Fφ,f (−→p , p0, q)〉V (q)]dq
})
,
where
Fφ,f (
−→p , p0, q) = {Fφ,f (pi + p0 − q)1R+pi+p0(q)− Fφ,f (pi − q)1R+pi(q)}ni=1.
Hence, if θ ∈ [0, 2pi) then
ˆ
R2
C[〈z,R−1θ Fφ,f (Rθ−→p , p0, q)〉V (q)]dq = ˆ
R2
C[〈z,R−1θ Fφ,f (Rθ−→p , p0, Rθq)〉V (Rθq)]dq,
11
where we have done the change of variable q = Rθq
′. But in view of
R−1θ Fφ,f (Rθ
−→p , p0, Rθq) = Fφ,f (−→p , p0, q),
we get that
E(exp{i 〈z,R−1θ Yφ,f (Rθ−→p , p0)〉}) = E(exp{ˆ
R2
C[〈z, Fφ,f (−→p , p0, q)〉V (Rθq)]dq})
= E(exp{i 〈z, Yφ,f (−→p , p0)〉}),
which shows that Yφ,f has isotropic increments. Finally, assume that (16) holds. Since V is independent of L, then,
conditioned on V , Yφ,f (0) is an ID random variable. Suppose for a moment that almost surely
´
‖y‖>1 ‖y‖ νYφ,f (dy) <
∞. Then E(‖Yφ,f (0)‖ |V ) <∞ a.s. and (see Example 25.12 in [42])
E(Yφ,f (0) |V ) = γ
ˆ
R
Fφ,f (−q)V (q)dq +
ˆ
R
ˆ
|x|>1
xFφ,f (−q)V (q)ν(dx)dqds,
which would imply immediately the existence of E(Yφ,f (0)). Therefore, it only remains to show that almost surely´
‖y‖>1 ‖y‖ νYφ,f (dy) <∞. Observe that (16) together with the stationarity and the local boundedness of V , implies
that there is Ω0 ∈ F with P(Ω0) = 1, such that for any ω ∈ Ω0,
´
|xV (q)(ω)|>1 |x| ν(dx) < ∞ for almost all q ∈ R,
and 0 < supR |V (q)| (ω) ≤M(ω) <∞ for some M(ω) > 0. Thus, for ω ∈ Ω0
int|y|>1 |y| νYφ,f (dy)(ω) ≤M(ω)MFLeb(R)
ˆ
|xM(ω)MF |>1
|x| ν(dx) <∞,
where 0 < MF = supR ‖Fφ,f (−q)‖ <∞. This concludes the proof. 
Remark 5. Observe that, besides the isotropy of the increments, all the stated conclusions of the previous proposition
are valid for the class of ambit fields of the form of
Y (p) =
ˆ
R+p
F (p− q)V (q)L(dq), (17)
where R is compact and F continuously differentiable.
Next, we proceed to characterize incompressible fields of the form of (15) under the framework of Assumption
1. This is done by extending the results of Theorem 2 to the context of ambit fields. The proof of the following
result will be presented in the Section 5.
Theorem 4. Let V satisfy the whole asumptions of the previous propositions and independent of L. If Y is as in
(17), then Theorem 2 remains valid when we replace L(dq) by V (q)L(dq) and L˜ by L.
An application of this result gives us that:
Proposition 2. Let V and L be as in the previous propositionLet Yφ,f be as in (15), R fulfilling Assumption 1
and Fφ,f being continuously differentiable in R. Then we have the following:
1. Yφ,f is incompressible if either φ=
pi
2 ,
3pi
2 and f arbitrary, or φ 6= pi2 , 3pi2 and for some constant K ∈ R
f(x) = Kx−2, x > 0.
2. Yφ,f is irrotational if either φ=0, pi and f arbitrary, or φ 6= 0, pi and for some constant K ∈ R
f(x) = Kx2, x > 0.
Proof. From Theorem 4, we have that
1
pir2
˛
rS1(p)
Yφ,f · nds P→
ˆ
R+p
∇ · Fφ,f (p− q)V (q)L(dq);
1
pir2
˛
rS1(p)
Y · n⊥Dds P→
ˆ
R+p
∇⊥ · Fφ,f (p− q)V (q)L(dq).
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Therefore, Yφ,f is incompressible if and only if the divergence of Fφ,f vanishes. In an similar way we see that Yφ,f
is irrotational if and only if the curl of Fφ,f vanishes. The conclusions of this proposition follow then from the
previous observations and the fact that
∇ · Fφ,f (q) = 2 cos(φ)f(‖q‖) + cos(φ)f ′(‖q‖) ‖q‖ ;
∇⊥ · Fφ,f (q) = 2 sin(φ)f(‖q‖)− sin(φ)f ′(‖q‖) ‖q‖ .

Remark 6. The previous proposition together with Proposition 1, show that it is always possible to construct an
ambit field that has homogeneous and isotropic increments as well as being incompressible and rotational. Then a
natural question arises: Is there another class of kernels different from Fφ,f having these properties?
5 Proofs
In this part we present the proofs of our main results. We will proceed as follow: First, we establish some preliminary
results on the existence and the representation of the functionals Dr(·;X) and Cr(·;X) when X is of the form (12).
We use such a representation to formalize the decomposition (11) discussed in Subsection 3.1. We apply this to
identify the part of Dr(·;X) and Cr(·;X) that dominates the asymptotics. We then invoke Assumption 1 to fully
describe the asymptotic rates of such a dominating part. The conclusions of Theorems 1-3 will follow from this. The
proof of Theorem 4 will basically be a consequence of Theorem 2 and Proposition 5 in Appendix A. Furthermore,
since our reasoning is independent to whether we use n or n⊥, we will only present the proof of those results
concerned to Dr(·;X).
5.1 Preliminary results and remarks
In what follows L will denote a real-valued homogeneous Le´vy basis on Rd with characteristic triplet (γ, b, ν) and
X as in (12). Let us start by a very simple observation: Dr(·;X) vanishes when L is deterministic. Indeed, suppose
that L(A) = γLeb(A) for some γ ∈ R. Then for any p ∈ R2, X(p) ≡ X(0) ≡ γ ´R F (−q)dq, meaning this that
Dr(p;X) = r
ˆ 2pi
0
X(0) · u(θ)dθ = 0,
as claimed. In fact, a deterministic homogeneous field is necessarily constant. Hence, we can conclude for this and
the Le´vy-Itoˆ decomposition for Le´vy bases (see [34]) that for any p ∈ R2
Dr(p;X) = Dr(p; X˜), (18)
where
X˜(p) =
ˆ
R+p
F (p− q)L˜(dq),
and L˜ as in Theorem 2.
Now, by using Lemma 3 in Appendix B, we formalize (11).
Lemma 1. Let R ⊂ R2 be compact and F : R2 → R2 a measurable function that is continuously differentiable on
−R. Then the field
X(p) :=
ˆ
R+p
F (p− q)L(dq), p ∈ R2, (19)
is well defined and continuous in probability. Moreover, the functionals Cr(·;X) and Dr(·;X) given in (5) and (6),
are well defined and they can be decomposed as
Cr(p;X) =C˚r(p;X) + ∂Cr(p;X); (20)
Dr(p;X) =D˚r(p;X) + ∂Dr(p;X), (21)
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where
D˚r(p;X) :=
ˆ
R(p)\(∂R(p))⊕r
ˆ
Dr(p−q)
∇ · F (y)dyL (dq) ;
∂Dr(p;X) :=
ˆ
(∂R(p))⊕r
˛
rS1(q)
F (p− ·)1R(p) · ndsL (dq) ,
and
C˚r(p;X) :=
ˆ
R(p)\(∂R(p))⊕r
ˆ
Dr(p−q)
∇⊥ · F (y)dyL (dq) ;
∂Dr(p;X) :=
ˆ
(∂R(p))⊕r
˛
rS1(q)
F (p− u)1R(p)(u) · duL (dq) .
Proof. The proof will be divided in three steps. First we prove the existence and the stochastic continuity of X.
Second, we show that Dr(p;X) is well defined by verifying that the conditions of Lemma 3 in Appendix B, are
satisfied. The decomposition (21) will follow from this.
Existence and continuity in probability: From Lemma 2.1.5 in [40], we have that
ˆ
R
Φ0L (‖F (−q)‖) dq ≤ 2Leb(R)Φ0L(cF ) <∞,
where cF = supR ‖F (−q)‖ <∞. This shows that X is well defined. Now, pick pn → 0. Using the same lemma, we
have that
Φ0L
(∥∥F (pn − q)1R(pn) − F (−q)1R∥∥) ≤ 2cF,Φ1R∪R(pn),
where cF,Φ = max{Φ0L(cF ),Φ0L(2cF )}. Thus, by the Dominated Convergence Theorem, we deduce that, as n→∞,ˆ
R2
Φ0L
(∥∥F (pn − q)1R(pn) − F (−q)1R∥∥)dq → 0,
which according to Theorem 9 in Appendix , shows that X is continuous in probability.
Application of Stochastic Fubini Theorem: We now verify that 1.-3. in Lemma 3 in Appendix B are
satisfied for the function fD(p, q) := 1R+pF (p−q)·n(p) where we consider K = [0, 2pi], ϕ(θ) = p+ru(θ) with u(θ) =
(cos θ, sin θ)′ and |Dϕ(θ)| = r. By the continuity of F , one can deduce that
|γ| r ´ 2pi
0
´
R |F (−q) · u(θ)|dqdθ <∞ and b2r
´ 2pi
0
´
R |F (−q) · u(θ)|dqdθ <∞. Similarly, we get that
ˆ 2pi
0
ˆ
R
ˆ
|x|≤1
|xF (−q) · u(θ)|2 ν(dx)dqdθ <∞.
Thus, 1. and 2. hold. Hence, it only remains to verify 3. Before doing this, let us first note that for a
fixed r > 0, 1R+p+ru(θ)(q) = 0 if dR(p)(q) > r. In view of the previous observation, we get that χ(q) :=´
K
fD(ϕ(θ), q) |Dϕ(θ)|dθ = 0, whenever q ∈ Ir(p)c, where
Ir(p) := R(p) ∪ (∂R(p))⊕r. (22)
Consequently ˆ
R
ˆ
|x|>1
(|xχ(q)| ∧ 1)ν(dx)dq ≤
ˆ
Ir(p)
ˆ
|x|>1
ν(dx)dq <∞,
i.e. 3. is satisfied.
Decomposition: We now proceed to show that (21) is valid. By the previous part and Lemma 3 in Appendix
B, we can conclude that the functional Dr(p;X) is well defined and almost surely
Dr(p;X) = r
ˆ
Ir(p)
ˆ 2pi
0
fD(p+ ru(θ), q)dθL(dq), r > 0, p ∈ R2,
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with Ir(p) as in (22). On the other hand, by the definition of (∂R(p))⊕r, one get that˛
rS1(p−q)
F1−R · nds = r
ˆ 2pi
0
fD(p+ ru(θ), q)dθ
=
{
r
´
{θ:q−ru(θ)∈R(p)} F (p− (q − ru(θ))) · n(θ)dθ, q ∈ (∂R(p))⊕r;
r
´ 2pi
0
F (p− q + ru(θ)) · n(θ)dθ, otherwise,
and by the usual Stokes Theorem, we have˛
rS1(p−q)
F · nds =
ˆ
Dr(p−q)
∇ · F (y)dy, q ∈ R(p)\(∂R(p))⊕r.
The decomposition appearing in (21) follows from this. 
5.2 Identification of the rates
In this part, by using the decomposition obtained in Lemma 1, we identify the dominating part of Cr(p;X) and
Dr(p;X).
Asymptotics for C˚r(p;X) and D˚r(p;X)
The following lemma reveals that, as in the temporal case, the asymptotic rate for C˚r(p;X) and D˚r(p;X) is the
“classical” one, i.e. pir2.
Proposition 3. Let X, C˚r(p;X) and D˚r(p;X) be as in Lemma 1. Then for every p ∈ R2 we have that as r ↓ 0
1
pir2
D˚r(p;X)
P→ σ˜(p); 1
pir2
D˚r(p;X)
P→ ω˜(p).
where
σ˜(p) :=
ˆ
R+p
∇ · F (p− q)L(dq); ω˜(p) :=
ˆ
R+p
∇⊥ · F (p− q)L(dq)
Proof. Let us first note that since F is continuously differentiable on −R, we can argue as in the first step of the
proof of Lemma 1 in order to deduce thatˆ
R
[
Φ0L(
∣∣∇⊥ · F (−q)∣∣) + Φ0L(|∇ · F (−q)|)] dq <∞,
which shows that the fields ω and σ are well defined. In order to finish the proof, thanks to Theorem 9 in Appendix
A, the previous lemma and stationarity, we only need to verify that as r ↓ 0ˆ
R\(∂R(p))⊕r
Φ0L(hr,D(q))dq → 0, (23)
where for q ∈ R\(∂R(p))⊕r
hr,D(q) :=
1
pir2
ˆ
Dr(−q)
{∇ · F (y)−∇ · F (−q)} dy.
In the present framework, the mapping y 7→ ∇ · F (y) is continuous on −R. Thus, since R is compact, the Tietze
Extension Theorem allow us to extend continuously hr,D on R2, in such a way
|hr,D(q)| ≤ 2 sup
R2
|∇ · F (q)| <∞, q ∈ R2.
Therefore, by Lemma 2.1.5 in [40], we obtain that∣∣Φ0L(hr,D(q))∣∣1R\(∂R(p))⊕r (q) ≤ 2Φ0L(c1),
where c1 = 2 supR2 |∇ · F (q)|. Equation (23) then follows as an application of the Lebesgue Differentiation Theorem
and the Dominated Convergence Theorem. 
Proposition 3 formalizes the intuition discussed in Subsection 3.1, i.e. we have shown that if X is of the form of
(19), then the limit behavior of Dr(p;X) is completely determined by ∂Dr(p;X), which is in turn depending on L,
F and the geometry of ∂R.
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The functionals ∂Cr(p;X) and ∂Dr(p;X) are negligible in the compound Poisson case
Not surprisingly, as the following lemma shows, when the Le´vy seed of L has a compound Poisson distribution we
get that ∂Cr(p;X) and ∂Dr(p;X) are negligible.
Proposition 4. Let X, ∂Cr(p;X) and ∂Dr(p;X) be as in Lemma 1 and assume that L’, the Le´vy seed of L,
satisfies
C(z ‡ L′) =
ˆ
R
(eizx − 1)ν(dx), z ∈ R,
where ν(R) < ∞. Let (ar)r>0 be any collection of real number such that ar → 0 as r ↓ 0. Then for all p ∈ R2 we
have that
a−1r ∂Cr(p;X)
P→ 0; a−1r ∂Dr(p;X) P→ 0.
Proof. By Lemma 1 and our assumption, as r ↓ 0∣∣C(z ‡ a−1r ∂Cr(p;X))∣∣ ≤ 2cL′Leb((∂R(p))⊕r)→ 0,
where cL′ = supR |C(z ‡ L′)| <∞. 
Remark 7. Observe that at this point none of the results of this section have used Assumption 1. We can therefore
infer that Theorem 2 holds for any field of the form of (19) for which F is continuously differentiable, R is compact
and the Le´vy seed of L is distributed according to a compound Poisson distribution. Assumption 1 is crucial when
this is not the case.
A fundamental decomposition of ∂Cr(p;X) and ∂Dr(p;X)
Under the framework of Assumption 1, we have that ∂R = ⋃ni=1 ∂Ri where all the ∂R′is are disjoint and closed.
This implies, in particular, that for r small enough the parallel sets of ∂R satisfies that
(∂R)⊕r =
n⋃
i=1
(∂Ri)⊕r,
with (∂Ri)⊕r disjoint. Consequently, by Lemma 1, almost surely
∂Dr(p;X) =
ˆ
(∂R1+p)⊕r
˛
rS1(q)
F (p− ·)1R1(p) · ndsL (dq) (24)
m∑
j=1
ˆ
(∂Rj+p)⊕r
˛
rS1(q)
F (p− ·)1R∗j (p) · ndsdL (dq) .
where the summands are independent. An analogous decomposition holds for ∂Dr(p;X). ∂Cr(p;X) and ∂Dr(p;X)
consist of independent sums of functionals of the type of
T ir,v(p;F,A,L) : =
ˆ
(∂A+p)⊕r
˛
rS1(q)
F (p− u)1Bi(p)(u) · duL (dq) ; (25)
T ir,d(p;F,A,L) : =
ˆ
(∂A+p)⊕r
˛
rS1(q)
F (p− ·)1Bi(p) · ndsdL (dq) , (26)
with B1 = A, B2 = A∗. Hence, we proceed to study these functionals in more detail. To improve the presentation
of the following results, we introduce a simplified version of Assumption 1:
Assumption 2. Let A ⊆ R2 be a Jordan domain with Lipschitz-regular boundary satisfying that
ˆ
S1
 ∑
q:(q,u)∈N(A)
(δA(q, u) ∧ 1) +
∑
q:(q,u)∈N(A∗)
(δA∗(q, u) ∧ 1)
H1(du) <∞,
and F : R2 → R2 a measurable function that is continuous on either A∩ (∂A)⊕r0 or A∗ ∩ (∂A)⊕r0 for some r0 > 0.
As for the case of Cr(p;X) and Dr(p;X), we will only proof our statements for T ir,d(p;F,A,L).
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Negligibility of ∂Cr(p;X) and ∂Dr(p;X) in the case when F |−∂R = 0 and L arbitrary
Theorem 5. Let F : R2 → R2 be such that F (−·) and A ⊆ R2 are as in Assumption 2. Then for r > 0 small, the
functionals T ir,v(·;F,A,L) and T ir,d(·;F,A,L) introduced in (25) and (26) are well defined. Furthermore, if F (−·)
is continuously differentiable on Bi ∩ (∂A)⊕r0 and F |−∂A = 0, then for any p ∈ R2, it holds that for i = 1, 2, as
r ↓ 0,
r−2T ir,v(p;F,C, L)
P→ 0; r−2T ir,d(p;F,C, L) P→ 0. (27)
Proof. We first note that by Lemma 4 and its subsequent remark in Appendix B,
c1 = sup
r≤r0,q∈(∂A)⊕r
∣∣∣∣∣∣∣r−2
˛
rS1(q)
F (−·)1Bi · ndx
∣∣∣∣∣∣∣ <∞.
If c1 = 0, then the result is trivial, so assume that c1 > 0. An application of Lemma 2.1.5 in [40] gives us that for
i = 1, 2
ˆ
(∂A)⊕r
Φ0L
r−2 ˛
rS1(q)
F (−·)1Bi · ndx
dq ≤ 2Leb((∂A)⊕r)Φ0L (c1)→ 0,
which by stationarity and Theorem 9 in Appendix A, give all the conclusions in this theorem. 
Corollary 1. Let Assumption 1 holds. If F |−R = 0, then for any p ∈ R2, when r ↓ 0, we have that
r−2∂Cr(p;X)
P→ 0; r−2∂Dr(p;X) P→ 0.
Asymptotics of T ir,v(p;F,C, L) and T
i
r,d(p;F,C, L) in the case when F |−∂R 6= 0
Let us now concentrate on the situation when F |−∂R 6= 0. Recall that vβ = 2{2
´ 1
0
(1 − s2)β/2ds}1/β and that
(x, y)⊥ = (−y, x).
Theorem 6. Let F : R2 → R2 be such that F (−·) and A ⊆ R2 are as in Assumption 2. Take T ir,v(·;F,A,L)
and T ir,d(·;F,A,L) as in (25) and (26), respectively, with L a homogeneous Le´vy basis with characteristic triplet
(γ, b, ν). Assume that F |−∂A 6= 0. Then,
1. If b > 0,
1
v2r1+1/2
T ir,v(p;F,A,L)
F-fd−→
ˆ
∂A(p)
F (p− q) · uA(p)(q)WH1(dq);
1
v2r1+1/2
T ir,d(·;F,A,L) F-fd−→
ˆ
∂A(p)
F (p− q) · u⊥A(p)(q)WH1(dq);
where uA(p) as in Assumption 2, and WH1 as in Theorem 1.
2. If b = 0 and
´
R(1 ∧ |x|)ν(dx) <∞, then as r ↓ 0
1
pir2
T ir,v(p;A,L)
P→ (−1)iγ0
ˆ
∂A(p)
F (p− q) · uA(p)(q)H1(dq);
1
pir2
T ir,d(p;A,L)
P→ (−1)iγ0
ˆ
∂A(p)
F (p− q) · u⊥A(p)(q)H1(dq);
where γ0 = −
´
|x|≤1 xν(dx).
3. If L satisfies the assumptions of Theorem 3, for some 2 > β ≥ 1, then, as r ↓ 0,
1
vβr1+1/β
T ir,v(p;F,A,L)
F-fd−→ (−1)i
ˆ
∂A(p)
F (p− q) · uA(p)(q)MβH1(dq);
1
vβr1+1/β
T ir,d(p;F,A,L)
F-fd−→ (−1)i
ˆ
∂A(p)
F (p− q) · u⊥A(p)(q)MβH1(dq);
where MβH1 as in Theorem 3.
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Proof. The proof is divided in two steps. First we show the convergence of the finite-dimensional distributions.
After that, we conclude the proof by showing the stable convergence.
Finite-dimensional convergence: We start by observing that if L has characteristic exponent ψ then by
Theorem 2 in [29] as r ↓ 0
rψ(r−1/βz)→ ψβ(z) =

− 12b2z2 if b > 0 and β = 2;
iγ0z if b = 0,
´
R(1 ∧ |x|)ν(dx) <∞ and β = 1;
ψK±,β,γˆ(z) under 3. and 1 ≤ β < 2;
where ψK±,β,γˆ denotes the characteristic exponent of a strictly β-stable distribution whose parameters K± and γˆ
are defined as in Theorem 3. Therefore, by Lemma 5 in Appendix B
1
vβr1+1/β
T ir,d(p;F,A,L)
fd
=
1
vβr1+1/β
T ir,d(p;F,A,Lβ) + oP(1),
where
fd
= stand by equality of the finite-dimensional distributions, and Lβ is a homogeneous Le´vy basis with
characteristic exponent ψβ . Hence, it is enough to show that the asymptotics in 1.-3. holds for T ir,d(·;F,A,Lβ).
For i = 1, 2 , z ∈ R, r ≤ ri0, put
zir(q) := (vβr)
−1z
˛
rS1(q)
F (−·)1Bi · ndx1(∂A)⊕r (q).
By relation (36) in Appendix A, and the strict stability of ψβ , we have that
C
[
z ‡ 1
vβr1+1/β
T ir,d(p;F,A,Lβ)
]
=
1
r
{ˆ
A⊕r\A
ψβ(z
i
r(q))dq +
ˆ
A∗⊕r\A∗
ψβ(z
i
r(q))dq
}
.
For the notation involved below, we refer to the reader to Appendix B. We want to apply Theorems 7 and 8 to
the previous relation. From Assumption 2, we have that H1(∂++A ∩ ∂++A∗\∂A) = 0. Consequently, in this case
Theorems 7 and 8 read as
1
r
ˆ
A⊕r\A
ψβ(z
i
r(q))dq =
ˆ
∂A
ˆ 1
0
ψβ
[
zir(q + rsuA(q))
]
1{δA(q,u)>rs}dsH1(dq) (28)
+
w1
r
ˆ
N(A)
[ˆ r
0
sψβ
[
zir(q + suA(q))
]
1{δA(q,u)>s}ds
]
µ0(A; d(q, u)).
Lemma 4 in Appendix B, guarantees that for almost all q ∈ ∂A, as r ↓ 0
zir(q + rsuA(q))→ v−1β z(−1)i2
√
1− s2F (q) · uA(q).
and ˆ 1
0
ˆ
∂A
∥∥ψβ(v−22 zir,v(s, q))1{δA(q,u(q))>rs}∥∥H1(dq)ds ≤ K2H1(∂A) <∞,
for some constant K > 0. Hence, the Dominated Convergence Theorem can be applied to get that as r ↓ 0
ˆ
∂A
ˆ 1
0
ψβ
[
zir(q + rsuA(q))
]
1{δA(q,u)>rs}H1(dq)ds→
1
2
ˆ
∂A
ψβ [(−1)iF (q) · uA(q)]H1(dq).
We claim that the last integral in (28) vanishes when r ↓ 0. Indeed, as before we can choose K > 0 such that∣∣∣∣∣1r
ˆ
N(A)
ˆ r
0
sψβ
[
zir(q + suA(q))
]
1{δA(q,u)>s}dsµ0(A; d(q, u))
∣∣∣∣∣ ≤ Kr
ˆ
N(A)
ˆ r
0
s1{δA(q,u)>s}
×ds |µ0| (A; d(q, u)).
On the other hand, for any r ≤ 1
1
r
ˆ r
0
s1{δA(q,u)>s}ds ≤ [1 ∧ δA(q, u)]2 + 1 ∧ δA(q, u).
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Our claim then follows by the integrability condition in Assumption 2, Theorem 7 in the appendix, and the
Dominated Convergence Theorem. In a similar way it is possible to verify that as r ↓ 0
1
r
ˆ
A∗⊕r\A∗
ψβ(z
i
r(q))dq →
1
2
ˆ
∂A
ψβ [(−1)iF (q) · uA(q)]H1(dq).
All above give us the pointwise convergence in 1.-3. The finite-dimensional convergence can be shown using similar
arguments as above as well as an application of the Crame´r–Wold methodology and the Inclusion-Exclusion principle.
Stable convergence: To avoid extra notation we only show that the stable convergence holds when b > 0.
For the other cases a similar argument can be applied.
Let A be a bounded Borel set. Since for i = 1, 2, T ir,d(·;F,A,L) is FL-measurable and thanks to Theorem 3.2 in
[24], it is sufficient for the F-stable convergence of the finite-dimensional distributions of { 1
v2r1+1/2
T ir,d(p;F,C, L)}p∈R2
to show that for any p1, . . . , pm, ({ 1vβr1+1/T ir,d(pj ;F,A,L)}mj=1, L(A)) converges in distribution towards(
{
ˆ
∂A+pj
F (pj − q) · uA(pj)(q)WH1(dq)}mj=1, L(A)
)
.
For z = (z1, . . . , zm+1) ∈ Rm+1, let C
[
z ‡ { 1
v2r1+1/2
T ir,d(pj ;F,A,L)}mj=1, L(A)
]
be the characteristic exponent of
the random vector ({ 1
v2r1+1/2
T ir,d(pj ;F,A,L)}mj=1, L(A)). For the former, we are going to show that for z 6= 0, it
converges as r ↓ 0 to
C
(
z ‡ {
ˆ
∂A+pj
F (pj − q) · uA(pj)(q)WH1(dq)}mj=1
)
+ C(zm+1 ‡ L(A)). (29)
Let Am,r = ∪mi=1(∂A+ pj)⊕r. If A∩ (∂A+ pj) = ∅, for any i = 1, . . . ,m, then for r small enough Am,r ∩A = ∅ and
(29) follows by independently scattered property of L. Suppose then that Am,r ∩A 6= ∅. Then, almost surely
L(A) = L(A ∩ Am,r) + L(A\Am,r).
Once again, in view that L is independently scattered, we get that
C
[
z ‡ { 1
v2r1+1/2
T ir,d(pj ;F,A,L)}mj=1, L(A)
]
equals
logE
i
 m∑
j=1
zi
1
v2r1+1/2
T ir,d(pj ;F,C, L) + zm+1L(A ∩ Am,r)
+ C(zm+1 ‡ L(A\Am,r)).
Since L(A ∩ Am,r) P→ 0 and L(A\Am,r) P→ L(A), equation (29) follows by the previous relation and Slutsky’s
Theorem. 
5.3 Proof of Theorems 1-3
In this part we present the proof of Theorems 1-3 by combining the results obtained in the previous subsections.
Proof. Firstly observe that in general, if L has characteristic triplet (γ, b, ν), then from (18), Lemma 1 and the
Le´vy-Itooˆ decomposition, we get that a.s,
Dr(p;X) = ∂Dr(p; X˜) + D˚r(p; X˜), (30)
where
X˜(p) =
ˆ
R+p
F (p− q)L˜(dq),
and L˜ as in Theorem 2. Assume now that F |−∂R = 0. In this case, by Corollary 1, we have that
Dr(p;X) = D˚r(p; X˜) + oP(r
2). (31)
The convergence in Theorem 2 follows immediately from this and Proposition 3. Suppose now that F |−∂R 6= 0. If
b = 0 and
´
R(1 ∧ |x|)ν(dx) <∞, by equation (24) and Theorem 6, we still get that relation (31) holds in this case
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and subsequently to the conclusion of Theorem 2. Now suppose that b > 0. Similar arguments used in the proof of
Theorem 6
Dr(p;X)
fd
= ∂Dr(p; X˜
W ) + oP(r
1+1/2),
where X˜W is defined as X˜ but we replace L˜ by a Gaussian Le´vy basis with variance b2. Another application of (24)
and Theorem 6 conclude the proof of Theorem 1. Finally, let the assumptions of Theorem 3 hold. Analogously as
the preeceding argument, we deduce that if 1 < β < 2
Dr(p;X)
fd
= ∂Dr(p; X˜
β) + oP(r
1+1/β),
while for 1 = β
Dr(p;X)
fd
= ∂Dr(p; X˜
β) + D˚r(p; X˜) + oP(r
2),
where X˜W is defined as X˜ but L˜ is substituted by a strictly β-stable Le´vy basis with the parameters given in
Theorem 3. The conclusions of Theorem 3 then follows from this approximation and Theorem 6. 
5.4 Proof of Theorem 4
As an application of Theorem 2 and Proposition 5 in Appendix A, we present a proof for Theorem 4.
Proof. Note first that from Proposition 1 and Remark 5, we can find a measurable modification of Y , which will be
also denoted by Y , satisfying that
E
[ˆ 2pi
0
|Y (p+ ru(θ)) · u(θ)|dθ
]
≤ 2piE[‖Y (0)‖] <∞,
meaning that the field Dr(p;Y ) is well defined for any p ∈ R2 and r > 0. The key step for the rest of the proof
consists in showing that
{Dr(p;Y )}p∈R2 d= {D˚r(p;Y ) + ∂Dr(p;Y )}p∈R2 , (32)
where D˚r(p;Y ) and ∂Dr(p;Y ) are defined as in (1) when we replace L(dq) by V (q)L(dq). Indeed, if this were
true, under our assumptions, Proposition 5 in Appendix A can be applied to deduce that the limit in probability
of (pir2)−1Dr(p;Y ) exists and it is the same as the one of (pir2)−1D˚r(p;X) when we replace L(dq) by V (q)L(dq),
which would complete the proof.
To show (32), first observe that due to the stationarity of V (as well as its square integrability), the conditions of
Lemma 3 in Appendix B are satisfied almost surely for K = [0, 2pi], ϕ(θ) = p+ ru(θ), fD(ϕ(θ), q) := 1R+pF (ϕ(θ)−
q) · u(θ)V (q) and |Dϕ(θ)| = r > 0. Consequently, conditioned to V , for any p ∈ R2 a.s.
Dr(p;Y ) |V = D˚r(p;Y ) |V + ∂Dr(p;Y ) |V .
Relation (32) then follows immediately from this. 
Remark 8. Unlike in the case when V is identically constant, Dr(p;Y ) does not vanishes when L is deterministic.
This is the reason why the limiting fields in Theorem 2 include the whole L and not L˜ as in Theorem 2. Finally we
note that Theorem 4 remains valid in the case when (16) is replaced by
´ 2pi
0
|Y (p+ ru(θ)) · u(θ)|dθ < ∞, almost
surely.
5.5 Final remarks and generalizations
To conclude this section we further discuss other possible asymptotic rates for Dr(p;X). We also briefly discuss
some generalizations on the ambit set. First observe that the only possible limit fields for Dr(p;X) are the one
appearing in Theorems 1-3. Indeed, we have established in Proposition 3, that in general
(pir2)−1D˚r(p;X)
P→
ˆ
R+p
∇ · F (p− q)L(dq).
Thus, in the framework of Assumption 1 (n = 1) let ar → 0 as r ↓ 0. Then
C
[
z ‡ ∂Dr(p;X)
ra(r)
]
=
1
r
ˆ
(∂A)⊕r
rψ(a−1r z
i
r(q))dsdq,
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where zir(q) is as in the proof of Theorem 6. We have shown that r
−1Leb((∂A)⊕r) and zir(q) are uniformly bounded.
Thus, we deduce that the sequence ∂Dr(p;X)ra(r) is bounded in probability whenever rψ(a
−1
r ·) is. This is achieved for
instance when rψ(a−1r ·) is convergent, which according to [29], occurs if and only if ar = r1/βlr, for some 0 < β ≤ 2
and a slowly varying function lr at 0. In this framework, Lemma 5 in Appendix B remains valid, leading this to
the conclusion that Theorems 1-3 still hold when we replace r1/β by ar.
Let us now discuss some feasible generalizations that can be considered for further research. Our proofs are based
on two key results, namely Theorem 7 and Lemma 4, in Appendix A and B, respectively. The former deals with the
asymptotic behaviour of the mapping q 7→ ¸
rS1(q) F1Bi · ndx on (∂A)⊕r when r ↓ 0 which is in general extremely
dependent on the geometry/smoothness of ∂A. Thus, a natural generalization of our framework is to consider non-
smooth curves, e.g. fractals. Note that assumption 1 implies in particular that the limit limr↓0 r−1Leb((∂A)⊕r)
exists and is finite. The later property is called 1-dimensional Minskowki measurability. More generally, a set A ⊆ Rd
is said to be s-dimensional Minkowski measurable if there is s ≤ d such that the limit limr↓0 r−(d−s)Leb(A⊕r) exists,
is finite and different from zero. Therefore, if ∂A is s-dimensional Minkowski measurable, then we can deduce
∂Dr(p;X) = OP(r
1+ d−sβ ).
Minkowki measurability holds for a big class of self similar curves (see [22]). The main challenge in this framework
relies on the identification of the limit (in case it exists) of
¸
rS1(q) F (−·)1Bi · ndx1(∂A)⊕r .
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Appendix A
For a self-contained presentation, we present in this appendix some results related to the stochastic integration with
respect to Le´vy bases and formulas for the parallel sets of a closed set known as Steiner formula.
A Steiner-type formula for closed setss
This appendix gives a Steiner formula for closed sets in terms of the so-called reach measures of A. We refer to [27]
for more details. Such Steiner formula reads as follow:
Theorem 7. For any non-empty closed setA ⊆ Rd, there exist uniquely determined reach measures µ0(A; ·), . . . , µ0(A; ·)
defined on N(A) satisfying that for all j = 0, . . . , d− 1, r > 0 and any compact set B ⊆ Rd
ˆ
N(A)
1B(x)(r ∧ δA(q, u))d−j |µj | (A; d(q, u)) <∞.
Moreover, if wj denotes the surface area of ∈ Sj and f : Rd → R is measurable with compact support, it holds
ˆ
A⊕r\A
f(x)dx =
d−1∑
j=0
wd−i
ˆ
N(A)
ˆ r
0
sd−1−i1{δA(q,u)>t} × f(q + su)dsµj(A; d(q, u)).
The reach measures µd−1(A; ) and µ0(A; ) can be written in an explicit way. To do this, we introduce some
extra notation. The positive boundary of A is defined as
∂+A := {q ∈ ∂A : (q, u) ∈ N(A)},
and setting N(A, q) := {u ∈ Sd−1 : (q, u) ∈ N(A)}, we write
∂++A := {q ∈ ∂+A : N(A, q) = {u(q)} or N(A, q) = {u(q),−u(q)};u(q) ∈ Sd−1},
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Theorem 8. For any non-empty closed set A ⊆ Rd, it holds that for any measurable and bounded function
g : N(A)→ R with compact support,
ˆ
N(A)
g(q, u)µd−1(A; d(q, u)) =
1
2
ˆ
∂++A
∑
u:(u,q)∈N(A)
g(q, u)Hd−1(dq);
wd
ˆ
N(A)
g(q, u)µ0(A; d(q, u)) =
ˆ
Sd−1
∑
x:(u,q)∈N(A)
g(q, u)(−1)jA(q,u)Hd−1(du),
for a measurable function taking values in {0, 1, . . . d− 1}.
Limits for sequences of stochastic integrals w.r.t. Le´vy bases.
Below we will present some results concerning the existence and the convergence of sequences of stochastic integrals
with respect to Le´vy bases. We refer the reader to [37], [9], and [18]. Fix a filtered probability space (Ω,F , (Ft)t∈R,P)
satisfying the usual conditions. Recall that a function τ : Rm → Rm is said to be a truncation function if it is
bounded and τ(x) = x in a neighborhood of 0. Denote by Bb
(
R× Rd
)
the bounded Borel sets on R× Rd. Let(
L (A) : A ∈ Bb
(
R× Rd
))
be a real-valued homogeneous Le´vy basis with characteristic triplet (γτ , b, ν) relative to
a continuous truncation function τ , that is, the Le´vy seed of L satisfies that
C(z ‡ L′) = iγτz − 1
2
b2z2 +
ˆ
R\{0}
[eizx − 1− izτ(x)]ν(dx).
A real-valued random field of the form
ξ(ω, s, q) =
n∑
i=1
ai1Fi(ω)1(ui,ti](s)1Ai(q), (33)
where Ai ∈ Bb
(
Rd
)
, ui < ti, Fi ∈ Fui , and ai ∈ R, is called a simple predictable random field. More generally, if P
denotes the predictable σ-algebra associated to (Ft)t∈R a random field is said to be predictable if it is P ⊗ B
(
Rd
)
-
measurable 2. When ξ is a simple random field as in (33), the stochastic integral of ξ w.r.t. L is defined as
IL (ξ) :=
ˆ
R
ˆ
Rd
ξ (s, q)L (dqds) :=
n∑
i=1
ai1FiL ((ui, ti]×Ai) . (34)
In stochastic integration theory one is usually looking for a linear extension of IL into a rich enough linear subspace
of predictable random fields, let’s say D (IL), such that IL (ξ) can be approximated by simple stochastic integrals
of the form (34) as well as satisfying a Dominated Convergence Theorem, that is, if (ξn)n∈N is a sequence of simple
functions such that ξn → ξ point-wise, then IL (ξn) P→ IL (ξ) . Moreover, if (ξn)n∈N ⊂ D (IL) such that ξn → ξ
point-wise and |ξn| ≤ ξ∗ for some ξ∗ ∈ D (IL), then IL (ξn) P→ IL (ξ). When c ({s} ×A) = 0 for every t ∈ R, we
will choose D (IL) to be the space of predictable random fields such that almost surely
1.
ˆ
R
ˆ
Rd
∣∣∣∣γξ (s, q) + ˆ
R
[τ (ξ (s, q)x)− ξ (s, q) τ (x)] ν (dx)
∣∣∣∣dqds <∞;
2.
ˆ
R
ˆ
Rd
ξ2 (s, q) b2dqds <∞; (35)
3.
ˆ
R
ˆ
Rd
ˆ
R
(
1 ∧ |ξ (s, q)x|2
)
ν (dx) dqds <∞.
where τ is a continuous truncation function. [18] have shown that D (IL) is actually the biggest closed linear
subspace of predictable random fields in which IL can be defined in the previously explained sense. In the case
when ξ is deterministic, we have that IL (ξ) is ID, and
C
[
z ‡
ˆ
R
ˆ
Rd
ξ (s, q)L
]
(dqds) :=
ˆ
R
ˆ
Rd
C(zξ (s, q) ‡ L′)dqds, z ∈ R. (36)
2In the case when there is no temporal component, P is replaced by F and all the results presented in this appendix remain valid.
22
Put
Φ0L (y) :=Uτ (y) + b
2y2 +
ˆ
R
(1 ∧ |yx|2)ν(dx), y ≥ 0; (37)
where
Uτ (y) :=
∣∣∣∣yγτ + ˆ
R
[τ (yx)− yτ (x)] ν(dx)
∣∣∣∣ , (38)
and for y < 0 let Φ0L (y) = Φ
0
L (−y). D (IL) consists of those predictable fields that almost surely
´
R
´
Rd Φ
0
L(ξ (s, q))dqds <
∞. Now, we proceed to describe the topological structure of D (IL). Define
Ψ0 (ξ) := E
{[ˆ
R
ˆ
Rd
Φ0L (ξ (s, q)) dqds
]
∧ 1
}
, ξ ∈ D (IL) . (39)
The next result corresponds to Theorem 3.3 in [9] accommodated to the multi-parameter case.
Theorem 9 ([9]). Fix a continuous truncation function τ and let L be a homogeneous Le´vy basis with characteristic
triplet (γτ , b, ν). Suppose that (ξn)n∈N ⊂ D (IL). Then as n→∞ˆ
R
ˆ
Rd
ξn (s, q)L (dqds)
P→ 0 if and only if Ψ0 (ξn)→ 0. (40)
In particular, if the ξn’s are deterministic, this is equivalent to having that´
R
´
Rd Φ
0
L [ξn (s, q)] dqds→ 0.
Based on the previous theorem, it is possible to find a sufficient condition for the convergence of sequences of
the ambit-type. To do that the following lemma is crucial and it was originally stated in Lemma 2.1.5 in [40].
Lemma 2. For τ(x) = x1∨|x| let Φ
0
L be as in (37). Then Φ
0
L is continuous, even, and satisfies
Φ0L (x+ y) ≤ 3[Φ0L (x) + Φ0L (y)],
and
Φ0L(Kx) ≤ (K2 ∨ 2)Φ0L(x),
for any x, y,K ∈ R.
Recall that a random field V is said to be bounded in Lp (Ω,F ,P) for p > 0, if sups,q E (|Vs (q)|p) <∞. Under
this terminology we have the following result.
Proposition 5. Let τ(x) = x1∨|x| and consider L to be a homogeneous Le´vy basis with characteristic triplet
(γτ , b, ν). Put
ξn (s, q) := fn (s, q)Vs (q) , (s, q) ∈ R× Rd,
where (fn)n∈N is a sequence of deterministic functions, and V a predictable random field which is bounded in
L2 (Ω,F ,P). Then (ξn)n∈N ⊂ D (IL) provided that (fn)n∈N ⊂ D (IL). Moreover, as n→∞,
´
R
´
Rd ξn (s, q)L (dqds)
P→
0 provided that
´
R
´
Rd fn (s, q)L (dqds)
P→ 0.
Proof. By Lemma 2, we get that
ΨΦ0L(ξn) ≤
ˆ
R
ˆ
Rd
E(Vs(q)2 ∨ 2)Φ0L[fn(s, q)]dqds.
All the conclusions of this proposition then follow easily by this, the L2 (Ω,F ,P) boundedness of V and Theorem
9. 
Remark 9. Integration of Rm-valued predictable fields can be done entry by entry, that is, if ξ = (ξi)ni=1, in which
ξi ∈ D (IL), then we define
ˆ
R
ˆ
Rd
ξ(s, q)L(dqds) :=
{ˆ
R
ˆ
Rd
ξi(s, q)L(dqds)
}n
i=1
.
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Finally, observe that ξi ∈ D (IL) is equivalent to
ˆ
R
ˆ
Rd
Φ0L(‖ξ (s, q)‖)dqds <∞.
In particular, when ξ is deterministic, we have that the random vector X =
´
R
´
Rd ξ(s, q)L(dqds) is ID and has
characteristic triplet (ΓX , BX , νX) relative to some Rm-valued truncation function
→
τ , given by
ΓX = γτ
ˆ
R
ˆ
Rd
ξ(s, q)dqds+
ˆ
R
ˆ
Rd
ˆ
R
[
→
τ (xξ(s, q))− ξ(s, q)τ(x)ν(dx)]dqds;
BX = b
2
ˆ
R
ˆ
Rd
ξ(s, q)ξ(s, q)′dqds;
νX(A) =
ˆ
R
ˆ
Rd
ˆ
R
1A(xξ(s, q))ν(dx)dqds.
Appendix B
This supplementary appendix contains several technical results that are used through the proofs of Theorems 1-3.
A Stochastic Fubini Theorem
By using the Le´vy-Itoˆ decomposition of ID fields introduced in [41], cf. [34], and a small refinement in the arguments
of Theorem 3.1 in [3], cf. Lemma 4.9 in [12], we obtain a stochastic Fubini’s Theorem for surface integrals and Le´vy
bases. We recall that a random field (Z(t))t∈T is said to be separable in probability if there exist T0 ⊆ T countable
such that for any t ∈ T it is possible to extract {tn} ⊂ T0 satisfying that Z(tn) P→ Zt.
Lemma 3. Fix n ≤ m. Let K ⊂ Rn be compact and ϕ : K → Rm a continuously differentiable function with
Jacobian Dϕ. Given a measurable function f : Rm ×Rd → R and a homogeneous Le´vy basis L with characteristic
triplet (γ, b, ν), assume that the ID field
Z(p) =
ˆ
Rd
f(p, q)L(dq), p ∈ Rm, (41)
is well defined and separable in probability on ϕ(K). Suppose in addition that
1.
´
K
[´
Rd{|γf(ϕ(u), q)|+ |bf(ϕ(u), q)|2}dq
]
|Dϕ(u)|du <∞;
2.
´
K
[´
Rd
´
|x|≤1 |xf(ϕ(u), q)| ∧ |xf(ϕ(u), q)|2 ν(dx)dq
]
|Dϕ(u)|du <∞;
3.
´
Rd
´
|x|>1(|xχ(q)| ∧ 1)ν(dx)dq <∞,
where |Dϕ| := Det(Dϕ′Dϕ)1/2 and χ(q) := ´
K
|f(ϕ(u), q)| |Dϕ(u)|du. Then the random field {Z(ϕ(u))}u∈K can
be chosen measurable and ˆ
K
Z(ϕ(u)) |Dϕ(u)|du =
ˆ
Rd
ˆ
K
f(ϕ(u), q) |Dϕ(u)|duL(dq), (42)
in the sense that both integrals exist and are equal almost surely.
Proof. Arguing as in [3], we can always choose a measurable modification of Z, meaning that {Z(ϕ(u))}u∈K can
be assumed to be measurable. Now, by the Le´vy-Itoˆ decomposition for Le´vy bases (see [34]) L can be written as
L(A) = γLeb(A) +W (A) +M(A) + J(A), A ∈ Bb(Rd),
where W,M and J are three independent homogeneous Le´vy bases with characteristic triplets (0, b, 0), (0, 0, ν|[−1,1])
and (0, 0, ν|[−1,1]c), respectively, where the notation ν|B represents the restriction of the measure ν to the set B.
Thus, Z can be written as
Z = Zγ + ZW + ZM + ZJ , (43)
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where Zγ , ZW , ZM and ZJ are independent fields defined as in (41) when we replace L by γLeb,W,M and J ,
respectively. Thus, it is enough to verify that (42) holds when we replace Z by any of these fields. Now, it is
clear that due to 1., the usual Fubini’s Theorem can be applied to Zγ . Furthermore, since for every A ∈ Bb(Rd),
E[|W (A)|] < ∞, E[|M(A)|] < ∞, we have that W and M are within the framework of Theorem 3.1 in [3].
Consequently, in view that
´
K
|Dϕ(x)|dx < ∞, and 1. and 2. are satisfied, we have that the stochastic Fubini’s
Theorem in [3] can be applied to get that (42) is fulfilled for ZW and ZM . Therefore, it only remains to show that
(42) holds for ZJ . Since Z is separable we may assume that the same holds for ZJ , which by Theorem 3.2 in [41]
implies that for every p ∈ Rm, almost surely
ZJ(p) =
ˆ
Rd
ˆ
R
f(p, q)xN(dx, dq),
where N is a Poisson random measure with intensity µ(dx, dq) = ν|[−1,1]c (dx)⊗dq. Since N(dx, dq)(ω) is a σ-finite
measure for every ω ∈ Ω, then ´Rd
´
R f(p, q)xN(dx, dq) can be understood as a Lebesgue integral ω by ω. Thus, to
finish the proof, it is sufficient to show that on a set of probability one, it holds that
ˆ
K
ˆ
Rd
ˆ
R
|f(ϕ(u), q)x|N(dx, dq)(ω) |Dϕ(u)|du <∞, (44)
because in this case the usual Fubini’s Theorem can be applied ω by ω to obtain (42). By Tonelli’s Theorem, almost
surely ˆ
K
ˆ
Rd
ˆ
R
|f(ϕ(u), q)x|N(dx,dq) |Dϕ(u)|du =
ˆ
Rd
ˆ
R
χ(q) |x|N(dx, dq).
Equation (44) follows from the previous equation, 3. and Lemma 12.13 in [30]. 
Remark 10. Observe that under the assumptions of the previous lemma, if ϕ is one-to-one (up to a null set) the
area formula (see [20]) shows that almost surely
ˆ
K
Z(ϕ(u)) |Dϕ(u)|du =
ˆ
C
Z(y)Hn(dy) =
ˆ
Rd
ˆ
C
f(y, q)Hn(dy)L(dq),
where Hn is the n-dimensional Hausdorff measure on Rm.
Line integrals and Jordan domains
In this part we deal with the asymptotic behaviour of certain type of line integrals. Recall the notation (x, y)⊥ =
(−y, x).
Lemma 4. Let A ⊆ R2 be a Jordan domain with Lipschitz-regular boundary and F : R2 → R2 a measurable
function that is continuous on Bi ∩ (∂A)⊕ri0 for some ri0 > 0, where for i = 1, 2, B1 = A and B2 = A∗. Up to a
null set, define for almost all q ∈ ∂A
Gir,D(s, q;F,A) :=
˛
rS1(q+rsuA(q))
F1Bi · ndx; (45)
Gir,C (s, q;F,A) :=
˛
rS1(q+rsuA(q))
F (u)1Bi · du, (46)
where uA(q) it the outward vector at q. Then
i) We have that
sup
r≤r0,(s,q)∈[−1,1]×∂A
∣∣r−1Gir,D(s, q;F,A)∣∣ <∞; sup
r≤r0,(s,q)∈[−1,1]×∂A
∣∣r−1Gir,C (s, q;F,A)∣∣ <∞,
and for H1-almost all q ∈ ∂A, as r ↓ 0
r−1Gir,D(s, q;F,A)→ (−1)i2
√
1− |s|2F (q) · uA(q); (47)
r−1Gir,C (s, q;F,A)→ (−1)i2
√
1− |s|2F (q) · vA(q). (48)
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ii) If in addition F is continuously differentiable on Bi ∩ (∂A)⊕r0 andF |∂A = 0, then
sup
r≤r0,(s,q)∈[−1,1]×∂A
∣∣r−2Gir,D(s, q;F,A)∣∣ <∞; sup
r≤r0,(s,q)∈[−1,1]×∂A
∣∣r−2Gir,C (s, q;F,A)∣∣ <∞,
Furthermore, for H1-almost all q ∈ ∂A and |s| < 1, the following limits hold as r ↓ 0
r−2Gir,D(s, q;F,A)→
{
[DF (q)11 +DF (q)22] (pi + |s|
√
1− s2 − arccos(|s|)) if i = 1;
[DF (q)11 +DF (q)22] (arccos(|s|)− |s|
√
1− s2) if i = 2; (49)
r−2Gir,C (s, q;F,A)→
{
[DF (q)21 −DF (q)12](pi + |s|
√
1− s2 − arccos(|s|)) if i = 1;
[DF (q)21 −DF (q)12](arccos(|s|)− |s|
√
1− s2) if i = 2, (50)
where DF denotes the Jacobian of F .
Proof. We will only concentrate on Gir,D . Observe that G
i
r,D and is well defined and measurable for any r ≤ r0.
Now, by the continuity of F , we have that∣∣Gir,D(s, q;F,A)∣∣ ≤ 2pir sup
Bi∩(∂A)⊕ri0
‖F (q)‖ <∞,
which is the first conclusion in i). On the other hand, F is continuously differentiable on Bi∩(∂A)⊕ri0 andF |∂A = 0,
then by the Mean Value Theorem, we have that for H1-a.a. q ∈ ∂A and |s| ≤ 1
∣∣Gir,D(s, q;F,A)∣∣ ≤ r ˆ 2pi
0
|F (q + rsuA(q) + ru(θ))− F (q) · u(θ)|dθ
= r2
ˆ 2pi
0
|Ar(q, s, θ)[suA(q) + u(θ)] · u(θ)|dθ,
where Ar(q, s, θ) =
´ 1
0
DF (q + rx[suA(q) + u(θ)])dx with DF the Jacobian matrix of F . Since F is continuously
differentiable on Bi ∩ (∂A)⊕r0 and uA(q) and u(θ) are unitary, we get∣∣Gir,D(s, q;F,A)∣∣ ≤ r24pi sup
Bi∩(∂A)⊕r0
‖DF (q)‖ <∞.
The first part of ii) is obtained from this. In what follows, we fix q ∈ ∂A from which the uA(q) is well defined and all
bc
bc
q + rsuA(q)
A
∂A
A∗
x
∂Dr(q + rsuA(q))
α(x)
bc
q
Figure 2: The figure illustrates a typical shape of rS1(q + rsuA(q)) ∩ ∂A
the limits appearing below are taken when r ↓ 0. If s = ±1, we have that for r small enough, rS1(q+rsuA(q))∩Bi =
{q} for any i = 1, 2. In this case (47) and (48) follow trivially, so for the rest of the proof we consider only the
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case when |s| < 1. Assume first that s > 0, F |∂A 6= 0 and i = 2. Let φq be the angle of uA(q) and parametrize
rS1(q + rsuA(q)) as
ϕq,r,s(θ) := q + rsuA(q) + ru(θ + φq), 0 ≤ θ < 2pi,
in such a way that
G2r,D(s, q;F,A) = r
ˆ
Θr
F (ϕq,r,s(θ)) · u(θ + φq)dθ,
where Θr = {0 ≤ θ < 2pi : ϕq,r,s(θ) ∈ A∗}. We note that Θr is based on arcs between the elements of rS1(q +
rsuA(q)) ∩ ∂A, so we now proceed to describe it. Let θ(x) be such that x = ϕq,r,s(θ(x)). The mapping x 7→ θ(x)
is well defined and continuous on the closed set rS1(q + rsuA(q)) ∩ ∂A. Indeed, if we denote by α(x) the angle
between rsuA(q) and x− (q + rsuA(q)), see Figure 2, we get by the the cosine law and Taylor’s Theorem that
θ(x) = pi ± α(x) = pi ± arccos(s− x− q
r
· uA(q)), x ∈ rS1(q + rsuA(q)) ∩ ∂A, (51)
according to whether θ(x) ∈ [pi, 2pi) or θ(x) ∈ [0, pi). The continuity then follows from this. Hence, we have that
there are x+max,r, x
+
min,r, x
−
max,r, x
−
min,r ∈ rS1(q + rsuA(q)) ∩ ∂A such
θ(x−min,r) = inf{θ ∈ [0, pi] : ϕq,r,s(θ) ∈ ∂A}; θ(x−max,r) = sup{θ ∈ [0, pi] : ϕq,r,s(θ) ∈ ∂A},
θ(x+min,r) = inf{θ ∈ [pi, 2pi] : ϕq,r,s(θ) ∈ ∂A}; θ(x+max,r) = sup{θ ∈ [pi, 2pi] : ϕq,r,s(θ) ∈ ∂A},
and 0 ≤ θ(x−min,r) ≤ θ(x−max,r) ≤ pi ≤ θ(x+min,r) ≤ θ(x+max,r) ≤ 2pi. Now suppose for a moment that r−1
∥∥x±min,r − q∥∥
and r−1
∥∥x±max,r − q∥∥ are bounded over r. If this were true, then by the Lipschitz-regularity condition on ∂A,
we would have θ(x±min,r) → pi ± arccos(s) and θ(x±max,r) → pi ± arccos(s) which, together with the fact that
uA(q) = u(φq), would give us that
r−1G2r,D(s, q;F,A) =
ˆ θ(x−min,r)
−θ(x+max,r)
F (ϕq,r,s(θ)) · u(θ + φq)dθ
+
ˆ
Θr∩[θ(x+min,r),θ(x+max,r)]
F (ϕq,r,s(θ)) · u(θ + φq)dθ
+
ˆ
Θr∩[θ(x−min,r),θ(x−max,r)]
F (ϕq,r,s(θ)) · u(θ + φq)dθ
→
ˆ pi−arccos(s)
arccos(s)−pi
F (q) · u(θ + φq)dθ = 2
√
1− s2F (q) · uA(q),
which is (47). We will only check that r−1
∥∥x−min,r − q∥∥ is bounded since the boundness of the other quantities can
be shown in an similar way. To see the former holds, let γ(x−min,r) be as in Figure 3 and note that by the cosine law
2r
∥∥x−min,r − q∥∥ cos(γ(x−min,r)) = ∥∥x−min,r − q∥∥2 + r2(1− s) ≥ ∥∥x−min,r − q∥∥2 > 0,
as claimed. The case i = 1 follows by noting that
r−1G1r,D(s, q;F,A) = r
−1

˛
rS1(q+rsuA(q))
F · ndx−G2r,D(s, q;F,A)
→ −2
√
1− s2F (q) · uA(q). (52)
For the situation when −1 < s < 0, we observe that
Gir,D(s, q;F,A) =
˛
rS1(q+r|s|uA∗ (q))∩Bi
F · ndx, (53)
where uA∗(q) is the outer vector to A
∗ at q. Thus,(48) follows by replacing uA(q) by uA∗(q) in the preceding
arguments. This concludes the proof of (47). The proof of (48) is done by changing u by u⊥ in the previous
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q + rsuA(q)
bc
x+min,r
A r
q
bc
bc
A∗
γ(x +
min,r )
x−max,r
Figure 3: The figure shows the construction of the angle γ(x−min,r).
reasoning. Now suppose that F |∂A = 0, i = 2 and 1 > s > 0. Under the notation used above we get that in this
case
r−2G2r,D(s, q;F,A) =
ˆ θ(x−min,r)
−θ(x+max,r)
Ar(q, s, θ)[suA(q) + u(θ + φq)] · u(θ + φq)dθ
+
ˆ
Θr∩[θ(x+min,r),θ(x+max,r)]
Ar(q, s, θ)[suA(q) + u(θ + φq)] · u(θ + φq)dθ
+
ˆ
Θr∩[θ(x−min,r),θ(x−max,r)]
Ar(q, s, θ)[suA(q) + u(θ + φq)] · u(θ + φq)dθ
→
ˆ pi−arccos(s)
arccos(s)−pi
DF (q)[suA(q) + u(θ + φq)] · u(θ + φq)dθ
= [DF (q)11 +DF (q)22] (pi + s
√
1− s2 − arccos(s)).
Since
r−2
˛
rS1(q+rsnA(q))
F · ndx =
ˆ 2pi
0
Ar(q, s, θ)[suA(q) + u(θ + φq)] · u(θ + φq)dθ
→ pi[DF (q)11 +DF (q)22],
we can then use a similar argument as in (52) to show that (49) holds when i = 1 and s ≥ 0. Moreover, due to
equation (53), the case s < 0 in (49) can be obtained using our former reasoning. Finally, to complete the argument
of the proof, we note that the interchange of all the previous limits with the integral sign is possible due to the
uniform bounds shown at the beginning of the proof and the Dominated Convergence Theorem. 
Remark 11. Arguing as in the proof of the previous lemma, it is possible to show that if F is a vector-valued
function that is continuous on Bi ∩ (∂A)⊕r0 for some r0 > 0, then
sup
r≤r0,q∈(∂A)⊕r
∣∣∣∣∣∣∣r−1
˛
rS1(q)
F1Bi · ndx
∣∣∣∣∣∣∣ <∞, and supr≤r0,q∈(∂A)⊕r
∣∣∣∣∣∣∣r−1
˛
rS1(q)
F (u)1Bi · du
∣∣∣∣∣∣∣ <∞.
If in addition F is continuously differentiable on Bi ∩ (∂A)⊕r0 andF |∂A = 0, then
sup
r≤r0,q∈(∂A)⊕r
∣∣∣∣∣∣∣r−2
˛
rS1(q)
F1Bi · ndx
∣∣∣∣∣∣∣ <∞, and supr≤r0,q∈(∂A)⊕r
∣∣∣∣∣∣∣r−2
˛
rS1(q)
F (u)1Bi · du
∣∣∣∣∣∣∣ <∞.
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An approximation
The following lemma allows to replace L in the definitions of Cr and Dr by a strictly β-stable homogeneous Le´vy
basis.
Lemma 5. Let A ⊆ R2 be a Jordan domain with Lipschitz-regular boundary and F : R2 → R2 be such that F (−·)
is as in Lemma 4. Suppose that ψ is the characteristic exponent of an ID distribution on R and that there exists
1 ≤ β ≤ 2 for which rψ(r−1/β ·)→ ψµ(·), as r ↓ 0, where ψµ is the characteristic exponent of an ID distribution µ.
Then µ is (possibly deformed) strictly β-stable. Furthermore, if n ∈ N, (pj)nj=1 ⊆ R2, (zj)nj=1 ⊆ R, then for i = 1, 2,
as r ↓ 0 ∣∣∣∣∣
ˆ
∪nj=1(∂A+pj)⊕r
[
ψ(r−1/βzir,d,n(q))− ψµ(r−1/βzir,d,n(q))
]
dq
∣∣∣∣∣→ 0, (54)∣∣∣∣∣
ˆ
∪nj=1(∂A+pj)⊕r
[
ψ(r−1/βzir,c,n(q))− ψµ(r−1/βzir,c,n(q))
]
dq
∣∣∣∣∣→ 0, (55)
where
zir,d,n(q) :=r
−1
n∑
j=1
1(∂A+pj)⊕r (q)zj
˛
rS1(q)
F (pj − ·)1Bi · ndx;
zir,c,n(q) :=r
−1
n∑
j=1
1(∂A+pj)⊕r (q)zj
˛
rS1(q)
F (pj − u)1Bi · du.
Proof. The fact that µ is strictly stable follows by Theorem 1 in [29], cf. [32]. Observe that the convergence
rψ(r−1/β ·)→ ψµ(·) can always be strengthen to uniform convergence on compacts. Furthermore, thanks to Remark
11, for any i = 1, 2, we can choose a < b in such a way that b ≤ zir,d,(q) ≤ a, for every r ≤ ri0 and q ∈ ∪nj=1(∂A+pj)⊕r.
Thus
ˆ
∪nj=1(∂A+pj)⊕r
∣∣∣ψ(r−1/βzir,d,n(q))− ψµ(r−1/βzir,d,n(q))∣∣∣dq ≤ nLeb((∂A)⊕r)r
× sup
a≤u≤b
r
∣∣∣ψ(r−1/βu)− ψµ(r−1/βu)∣∣∣
Since ∂A is Lipschitz, by Theorem 5 and Corollary 1 in [1], we get that as r ↓ 0, Leb((∂A)⊕r)r → 2H1(∂A) < ∞.
A combination of this and the previous estimate, give us (54). The approximation in (55) is shown in a similar
way. 
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