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Resumen
En este art́ıculo estudiamos la relación entre el llamado
de procedimientos a distancia (RPC) y los lenguajes
con tipaje estático y abstracción de tipos. En particular,
mostramos como explotar la información de tipos afin
de reducir el tiempo de transmisión de datos a través de
la red. Con este propósito, desarrollamos una formali-
sación simple que describe la generación automática de
interfaces eficientes de comunicación. Terminamos nues-
tro estudio con una prueba de corrección que muestra
la equivalencia entre la evaluación local y la evaluación
distribúıda de todo programa.
1 Introducción
El llamado de procedimientos a distancia o RPC [12, 5]
es un modelo de descripción para un cálculo de proce-
sos distribúıdos [2]. En RPC, el principal instrumento
de comunicación entre procesos es el llamado de pro-
cedimientos y un llamado remoto no difiere de un lla-
mado local, es decir, el carácter remoto de los llamados
es transparente para el usuario.
La figura 1 muestra un esquema de comunicación
entre dos procesadores A y B por medio de un llamado
remoto a la función f que reside en B. Si desde A se
hace el llamado remoto f(a), éste se efectúa en realidad
sobre una función de interface del cliente que llamamos
fclien y que es local a A (en inglés, stub code). El papel
de fclien es en primer lugar, de establecer una conexión
a través de la red y de transmitir el argumento a a B.
B utilisa una función de interface del servidor fserv que
aplica localmente f a a y env́ıa el resultado r del llamado
de regreso a A. La transmisión de a y del resultado r a
través de la red requiere un codaje (en inglés, marsha-
ling): la adopción de un formato común para los enteros
y flotantes, y la descomposición de las estructuras de da-
tos en secuencias formadas por sus componentes. Aśı, la
función fclien codifica el argumento a antes de enviarlo
a B, fserv lo decodifica antes de aplicarlo a f , y simétri-
camante, fserv codifica el resultado r a ser transmitido
y fclien lo decodifica antes de retornarlo como resultado
final del llamado.
El modelo RPC es bastante utilisado en las aplica-
ciones distribúıdas. Dos ejemplos mayores son el sistema
de distribución de archivos a distancia NFS, y NIS, el
sistema de distribución de palabras claves y de otras in-
formaciones de sistemas opérativos [18, 20]. La razón de
esta popularidad radica en su facilidad de utilisación:
programar la comunicación se resume a la escritura de
la función de interface, sin necesidad de utilisar otras
primitivas de comunicación.
En segundo lugar, la función de interface puede ge-
nerarse automáticamente [19] pues sólo depende de la
información de tipos de los argumentos y del resultado
del llamado distante. Esta generación automática au-
menta la transparencia de la comunicación en el modelo
RPC, haciendo aún más agradable su utilisación.
RPC y tipaje estático
El modelo RPC no requiere la utilisación de lenguajes
con tipaje estático. Sin embargo las ventajas y la gene-
ralidad obtenidas son mucho más grandes si se le utilisa
en un contexto de tipaje fuerte y estático.
Por ejemplo, el tipaje estático garantiza que la opera-
ción de decodificación de los datos transmitidos recons-
truye correctamente el dato codificado originalmente.
Igualmente, dificultades para transmitir estructuras de
datos se presentan si las dos entidades comunicantes no
hacen las mismas hipótesis de tipos y el resultado de
la comunicación es entonces imprevisible. Por ejemplo,
si el receptor espera un flujo de datos más largo que el
env́ıado por el transmisor, la comunicación permecerá
bloqueada. Sin tipaje estático, es necesario realizar ve-
rificaciones de tipos dinámicamente, lo que resulta cos-
toso en tiempo; o es necesario resconstruir sin verificar,
lo cual no asegura la corrección del resultado.
Por otro parte, la utilisación de sistemas de tipo avan-
zados puede disminúır el tamaño de los datos trasmi-
tidos, aumentado aśı la eficiencia de los llamados. Un
ejemplo de sistemas de tipos con estas ventajas son los
sistemas que ofrecen una noción de abstracción de tipos
[6, 15, 10].
Abstracción de tipos
Sea t un tipo abstracto definido localmente al programa
P . La abstracción de t significa que su representación in-
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Figura 1: Llamado f(a) desde A de la función distante f de B
terna es visible sólo desde P e inaccesible para cualquier
otro programa. En particular, para construir o exami-
nar valores de t, es necesario utilisar las operaciones de-
finidas por P y, de hecho, sólo estas operaciones tienen
acceso a la representación de los valores de t [9].
Los programas escritos en este tipo de lenguajes ve-
rifican propiedades de independencia con respecto a la
representación de los datos extremadamente agradables
en programación [16, 11]. Intuitivamente, un programa
Q sólo puede manipular valores de t utilisando las fun-
ciones de P . Es fácil ver que en Q no puede haber ningún
recorrido de una estructura de tipo t, ni ninguna cons-
trucción directa de un valor de ese tipo. Aśı, el programa
Q es independiente de la estructura escogida para repre-
sentar el tipo t en P . De manera general, esta propie-
dad, conocida también bajo el nombre de parametrici-
dad [16, 11, 21, 1], aumenta la modularidad y la segu-
ridad de los programas. En el contexto de los llamados
a distancia, nosotros la utilisaremos para disminúır el
costo de las transmisiones.
Continuando el ejemplo anterior, supongamos que P
contiene una función f que retorna un resultado de tipo
t. El programa Q hace un llamado distante a f , de ma-
nera que esta función es ejecutada en la máquina donde
reside P . Su resultado debe ser trasmitido de regreso a
Q, quién lo almacena en la variable v. La observación
importante aqúı es que, debido a la abstracción de t, Q
no puede utilisar el contenido de v directamente: toda
utilisación requiere un “retorno” de v hacia P . En con-
secuencia, es inútil transmitir hacia Q el resultado del
llamado remoto (es decir v). No solamente esta infor-
mación no podrá ser explotada por Q, sino que además
la transmisión — que puede ser complicada y que exige
una etapa de codificación y otra de decodificación —
tomará un tiempo inútil.
En este art́ıculo
Proponemos como alternativa a la transmisión clásica,
el considerar que todos los valores del tipo abstracto t
son locales a P , y que son representados por apunta-
dores a estos valores. La transmisión de datos de tipo t
entre P y Q se resume entonces en un intercambio de
apuntadores locales a P , reduciéndose de esta manera al
mı́nimo el tiempo de transmisión. Más aún, la seguridad
aumenta gracias a este mécanismo. En efecto, como los
datos no transitan la red, éstos no pueden ser accesados
o constrúıdos artificialmente, y en particular el pirataje
de la parte de una máquina externa a la comunicación
es más dif́ıcil.
Estas ideas ya han sido utilisadas en la implementa-
ción de sistemas RPC, como por ejemplo en Flume [17]
y en diversos sistemas distribuidos orientados por obje-
tos [8, 4]. Sin embargo, hasta ahora ninguna descripción
formal de este mécanismo ha sido ofrecida. En particu-
lar, las propiedades de parametricidad antes menciona-
das han sido ampliamente estudiadas en el contexto de
los lenguajes funcionales, sin que ninguna relación entre
estos problemas y los modelos de RPC haya sido esta-
blecida.
En este art́ıculo, formalizamos y mostramos la corre-
ción del tratamiento de datos abstractos antes descrito
en presencia de RPC. A este fin, desarrollamos un for-
malismo simple para describir la generación automática
de interfaces de comunicación y su relación con un sis-
tema de tipos abstracto.
Otros trabajos
La mayoŕıa de los art́ıculos que estudian los mécanis-
mos de RPC se concentran en los aspectos de bajo nivel
o relacionados con las redes de comunicación [5, 17, 3].
La interacción entre abstracción de tipos y RPC es es-
tudiada por Herlihy y Liskov [7] pero en su solución, el
programador debe proporcionar manualmente funciones
de traducción entre un tipo abstracto y una represen-
tación transmisible. Nuestro mecanismo automatiza to-
talmente esta etapa de traducción.
El estudio más próximo al nuestro ha sido realizado
por Ohori y Kato [13], quienes consideran el caso si-
métrico de lenguajes con polimorfismo. Sin embargo, su
solución no explota las propiedades de parametricidad
del polimorfismo. En el caso de un llamado de función
polimorfa, Ohori y Kato transmiten un codaje del tipo
de datos, e igualmente, el valor del dato. Es fácil ver que,
no solamente el volumén de datos transmitidos es más
grande, sino que además una etapa de decodificación
dinámica es nécasaria para efectuar el llamado remoto.
La idea de no transmitir la representación de los va-
lores de tipos abstractos es empleadda igualmente en los
sistemas distribúıdos orientados a objetos. En efecto, un
objeto distribúıdo no transmite su estado interno sino
solo un apuntador a este [4]. En realidad, es posible ver
un modelo simple de objetos como un caso particular de
tipos abstractos donde el tipo representa el estado in-
terno de un objeto, y las operaciones del tipo correspon-
den a los métodos [14]. Sin embargo, algunos de estos
sistemas permiten la migración de objetos [8], mientras
que esta posibilidad no puede expresarse en nuestro for-
malismo.
2 El lenguaje fuente
En el modelo RPC, distinguimos dos tipos de lenguajes:
los lenguajes fuente y objeto. El lenguaje fuente sirve a
programar cada entidad distribúıda. Estos programas
son traducidos automáticamente en lenguaje objeto con
el fin de introducir el código necesario a la comunicación.
En esta parte presentamos el lenguaje fuente de la
traducción. Este consiste básicamente en un λ-cálculo
enriquecido con constantes correspondientes a los va-
lores predefinidos del lenguaje (enteros, boleanos, etc),
con pares de valores, y con módulos.
Además, el lenguaje utilisa la noción de módulo para
formalizar las entidades de cálculo comunicantes. Un
módulo es una colección de declaraciones de tipos y de
valores, siguiendo el estilo de Modula-2 [22]. Las compo-
nentes de un módulo sont accesibles calificando el iden-
tificador de componente con el nombre del módulo: la
notación S.x permite accesar la componente x del mó-
dulo S.
2.1 Sintáxis
En la gramática de la figura 2, x representa a los iden-
tificadores de valores, S los nombres de módulos, y t los
identificadores de tipos.
El sub-lenguaje de las expresiones está constitúıdo
por un identificador o una constante; una definición de
función (λx. e representa la función de parámetro x y de
cuerpo e); una aplicación de función (f(e) representa la
aplicación de la función f al parámetro e); una cons-
trucción de un par (e1, e2); una aplicación de operación
primitiva (por ejemplo, fst(e) para extraer la primera
componente del par e, y snd(e) para extraer la segunda
componente); o finalemente, de un acceso S.x a la com-
ponente x de un módulo S.
Enfin, un programa del lenguaje fuente es una colec-
ción de módulos seguido de una expresion que los utilisa.
Siguiendo las ideas desarrolladas en la introducción,
usamos anotaciones de tipos en las declaraciones de
componentes de las entidades de comunicación (módu-
los).
El sub-lenguaje de tipos comprende varias categoŕıas.
Los tipos predefinidos int y bool; los tipos funcionales,
donde σ → τ es el tipo de las funciones de argumento
de tipo σ y de resultado de tipo τ ; y los tipos producto,
dónde σ × τ es el tipo de los pares de un valor de tipo
σ y de un valor de tipo τ .
Toda definición de tipo en un módulo es abstracta.
Una componente de tipo t de un módulo S se utilisa
con calificación (S.t) al exterior de S, y directamente
(t) de manera local a S. Un tipo abstracto t declarado
en un módulo S proh́ıbe el acceso de su representación
interna a todo módulo distinto de S.
2.2 Semántica
En esta parte definimos la semántica dinámica del
lenguaje fuente, que llamamos también sémantica estan-
dard. Utilisamos un conjunto de reglas de reducción o
de reescritura (ver figura 3). Notamos: P ` e ∗→ v la re-
lación de reducción de una expresión e de un programa
P del lenguaje fuente en un valor v. La definimos con
los axiomas y las reglas de inferencia de la figura 3. No-
tamos las reglas de inferencia de la manera siguiente:
H1 . . . Hn
C
que leemos: “si las hipótesis H1, . . . , Hn se cumplen, po-
demos conclúır C”.
El resultado de una evaluación en el lenguaje fuente
es una expresión de forma particular, que llamamos va-
lor. Definimos los valores, que notamos v, como el sub-
conjunto de las expresiones, dado por la gramática si-
guiente:
Valores: v ::= c | λx. e | (v1, v2)
En la regla de evaluación correspondiente al acceso
S.x, notamos Def(x, S, P ) la expresión asociada a S.x
en el programa P . Si P es de la forma
let . . . ; S = [ val x1 : τ1 = e1;
. . . ;
val xn : τn = en;
val x : τ = e;
. . .
]
(donde x1 . . . xn son los identificadores de valores defini-
dos antes de x en S), definimos la expresión Def(x, S, P )
como
Def(x, S, P ) = e{xn ← en} . . . {x2 ← e2}{x1 ← e1}.
Expresiones: e ::= x identificador
| c constante
| λx. e definición de función
| e1 e2 aplicación de función
| S.x acceso a un identificador de otro módulo
| op(e) aplicación de una opéración primitiva
| (e1, e2) construcción de un par
Constantes: c ::= 0 | 1 | . . . constantes enteras
| false | true constantes booléanas
Operaciones primitivas: op ::= fst | snd acceso a las componentes de un par
Tipos: τ ::= int | bool tipos de base (enteros, booléanos)
| τ1 → τ2 tipo de función
| τ1 × τ2 tipo de par
| t nombre de tipo declarado localmente
| S.t nombre de tipo declarado en otro módulo
Módulos: M ::= ε módulo vaćıo
| val x : τ = e; M definición de valor
| type t = τ ; M definición de tipo
Programas: P ::= let S1 = [M1]; . . . ; Sn = [Mn] in e
Figura 2: Gramática del lenguaje fuente
La expresión e puede depender de identificadores de va-
lores definidos previamente en el mismo módulo. Seŕıa
incorrecto utilisar e sin modificación al exterior de
S. Aśı, substitúımos los identificadores de los valores
x1 . . . xn por sus definiciones.
2.3 Tipaje estático
Las reglas de tipaje estático establecen las verificaciones
de tipo que efectúa un compilador del lenguaje fuente.
Ellas definen la relación P, E ` e : τ , que leemos, “en
el programa P y bajo las hipótesis de E, la expresión
e es tipable, y posee el tipo τ”. Las hipótesis de E son
asignaciones de tipos a identificadores. Si E contiene
la hipótesis x : τ , notamos E(x) el tipo τ de x según
E. Igualmente, notamos E + x : τ la adición de una
hipótesis x : τ a E.
Las reglas de tipaje de módulos definen la relación
P, E ` S ok, que leemos “en el programa P y bajo las
hipótesis de E, el módulo S es tipable”. De manera aná-
loga, establecemos una relación de tipaje para los pro-
gramas. Las reglas de tipaje de las expresiones, módulos
y programas son definidas en la figura 4.
De manera análoga al caso de los valores, en la re-
gla de tipaje correspondiente al acceso en un módulo,
notamos Decl(x, S, P ) el tipo de declaración de x en el
módulo S del programa P . Si P es de la forma
let . . . ; S = [M1; val x : τ = e; M2]; . . . in . . . ,
definimos el tipo Decl(x, S, P ) como
Decl(x, S, P ) = τ{t ← S.t | t tipo definido en M1}.
Aśı, substitúımos los identificadores de tipo t definidos
antes de x en S por su denominación al exterior de S,
es decir S.t. No seŕıa correcto de substitúır t por su
definición pues esto violaŕıa su carácter abstracto.
Ejemplo:
S = [ type t = int;
type u = bool;
val x : t× u = (1, true) ]
El tipo externo de S.x es t × u{t ← S.t, u ← S.u}, es
decir, S.t× S.u. 2
3 Generación automática de inter-
faces
En esta sección presentamos las tranformaciónes de pro-
gramas necesarias a la distribución de los cálculos. En
nuestra presentación asumimos que la ejecución de los
módulos pueden repartirse sobre máquinas diferentes,
pero que éstos comunican entre si solamente a través de
la red.
3.1 Los tipos stream y ref
El lenguaje objeto para la transformación incorpora dos
nuevos tipos de datos: los flujos (tipo stream) y los
apuntadores (tipo ref). Un flujo es una secuencia de oc-
tetos representando los mensajes que transitan la red.
Un apuntador es una manera abstracta de hacer referen-
cia a un objeto de una máquina distante; concretamente,
se trata de la dirección de la máquina distante junto con
la dirección que contiene el objeto en su memoria local.
Las operaciones primitivas sobre los tipos stream y
ref son definidas en la figura 5.
Evaluación de expresiones:
P ` c ∗→ c P ` λx. e ∗→ λx. e
P ` e1 ∗→ λx. e P ` e2 ∗→ v2 P ` e{x ← v2} ∗→ v
P ` e1(e2) ∗→ v
P ` Def(x, S, P ) ∗→ v
P ` S.x ∗→ v
P ` e1 ∗→ v1 P ` e2 ∗→ v2
P ` (e1, e2) ∗→ (v1, v2)
P ` e ∗→ (v1, v2)
P ` fst(e) ∗→ v1
P ` e ∗→ (v1, v2)
P ` snd(e) ∗→ v2
Evaluación de programas:
(let S1 = [M1]; . . . ; Sn = [Mn] in e) ` e ∗→ v
` (let S1 = [M1]; . . . ; Sn = [Mn] in e) ∗→ v
Figura 3: Reglas de reducción del lenguaje fuente (semántica estandard)
Tipaje de constantes:
C(0) = C(1) = · · · = int C(false) = C(true) = bool
Tipaje de expresiones:
P, E ` x : E(x) P, E ` c : C(c) P, E ` S.x : Decl(x, S, P )
P, (E + x : σ) ` e : τ
P, E ` λx. e : σ → τ
P, E ` e1 : σ → τ P, E ` e2 : σ
P, E ` e1(e2) : τ
P, E ` e1 : τ1 P, E ` e2 : τ2
P, E ` (e1, e2) : τ1 × τ2
P, E ` e : τ1 × τ2
P, E ` fst(e) : τ1
P, E ` e : τ1 × τ2
P, E ` snd(e) : τ2
Tipaje de módulos:
P, E ` ε ok
P, E ` e : τ P, (E + x : τ) ` M ok
P, E ` (val x : τ = e; M) ok
P, E ` M{t ← τ} ok
P, E ` (type t = τ ; M) ok
Tipaje de programas:
P = (let S1 = [M1]; . . . ; Sn = [Mn] in e) P, ∅ ` Mi ok (i = 1, . . . , n) P, ∅ ` e : int
` P ok
Figura 4: Reglas de tipaje del lenguaje fuente
newref : τ → ref crea un apuntador hacia un objeto de tipo τ arbitrario
deref : ref→ τ extrae el objeto apuntado
encode int : int→ stream codifica un entero a transmitir
decode int : stream→ int decodifica la representación de un entero
encode bool : bool→ stream codifica un booléano a transmitir
decode bool : stream→ bool decodifica la representación de un booléano
encode ref : ref→ stream codifica un apuntador a transmitir
decode ref : stream→ ref decodifica la representación de un apuntador
concat : stream× stream→ stream concatena dos flujos
headn : stream→ stream extrae los n primeros octetos de un flujo
tailn : stream→ stream salta los n primeros octetos de un flujo
remote apply : ref× stream→ stream llamado remoto de función
Figura 5: Primitivas sobre los tipos stream y ref
La primitiva newref reserva una célula de la memoria
donde almacena su argumento y devuelve en resultado
un apuntador con su dirección. La primitiva deref lee
el contenido de un apuntador. La lectura de un apun-
tador sólo puede realizarse localemente a la máquina
donde fue creado. En otras palabras, no suponemos la
distribución de la memoria sobre la red.
Las operaciones encode_int, encode_bool
y encode_ref tranforman respectivamente un entero,
un booléano o un apuntador en el flujo compuesto de
la codificación en binario de estos valores. En el caso de
una red con máquinas heterogéneas, es necesario adop-
tar un convención única de representación de los enteros
(en inglés, endianness).
Las estructuras de datos compuestas son transmi-
tidas utilisando la operación concat. Por ejemplo,
para transmitir (1,true) constrúımos el flujo s =
concat(encode_int 1, encode_bool true).
La decodificación se hace con las primitivas
decode_int, decode_bool y decode_ref. Ellas extraen
respectivamente un entero, un booleano o un apuntador
del comienzo de un flujo. La primitiva head permite la
extracción de la parte de un flujo que va del comienzo
hasta una posición dada; tail permite la extracción co-
menzando de una posición arbitraria. La primera com-
ponente de s (el flujo definido en el párrafo anterior)
se obtiene con decode int(head4 s), y la segunda con
decode bool(tail4 s), si suponemos que las representa-
ciones transmisibles de enteros ocupan 4 octetos.
La operación remote_apply es la primitiva que per-
mite la aplicación remota de funciones. Su primer ar-
gumento es un apuntador a una función distante, y el
segundo es un flujo que codifica el argumento a env́ıar
a la función. Por ejemplo, consideremos el programa si-
guiente:
let S =
[ val f: ref =
newref (λs. encode_int(1 + decode_int s))]
in
decode_int(remote_apply(S.f, encode_int 3))
La función remote_apply env́ıa el flujo resultado
de encode_int 3 a la máquina S. La máquina S
lo pasa a la función apuntada por S.f, es de-
cir, a λs. encode int(1 + decode int s), obteniendo
como resultado encode_int 4, valor que es enviado
como resultado de regreso a la máquina que realizó el
llamado distante.
La primitiva remote_apply abstrae todos los detalles
de bajo nivel del mécanismo de llamados remotos (esta-
blecimiento de conexiones de redes, etc). Sin embargo,
su aplicación es limitada y dif́ıcil manualmente puesto
que el argumento y el resultado de la función distante
deben ser flujos. Aśı, para efectuar cálculos distantes
sobre objetos de otros tipos es necesario introducir
(como en el ejemplo anterior) varias étapas de codi-
ficación y de decodificación. En el resto de la sección
mostraremos como automatizar este proceso de traduc-
ción.
3.2 El lenguaje objeto
Definimos el lenguaje objeto como el lenguaje fuente au-
mentado con las primitivas de la figura 5. Si las sintáxis
de los lenguajes fuente y objeto son muy parecidas, la
semántica del lenguaje objeto es más limitada afin de
permitir la distribución (ver figura 6). En efecto, puesto
que los módulos pueden residir en procesadores dife-
rentes, los valores de cada módulo deben poder transitar
la red, y deben ser entonces objetos de tipo flujo.
Por cada ocurrencia del acceso S.x, la regla de evalua-
ción correspondiente requiere la lectura del valor remoto
x de S a través de la red. En realidad, puesto que en
nuestro sistema los valores no son modificables, no es
necesario hacer un acceso al procesador distante S por
cada ocurrencia de S.x, sino que basta con almacenar
su valor en la mémoria del procesador local (en inglés,
cacheing).
La semántica de reducción del lenguaje objeto, que
llamamos también semántica de comunicación, es defi-
nida en la figura 6. La relación de reducción es de la
forma: P ` e S→ v, donde S es el procesador (módulo)
sobre el cual se efectúa la reducción. La mención del
procesador de reducción permite evitar el acceso a un
apuntador creado por otro procesador.
Añadimos al conjunto de valores definidos anterior-
mente, valores de apuntadores y de flujos. Los valores
apuntadores son de la forma refS(v) donde S es el pro-
cesador donde el apuntador fue creado.








De manera análoga, definimos los valores ϕ de flujos
como un sub-conjunto de los valores siguientes.
Valores de flujo: ϕ ::= empty
| concat(encode int(v), ϕ)
| concat(encode bool(v), ϕ)
| concat(encode ref(v), ϕ)
3.3 Funciones de codificación y de decodifi-
cación
En esta parte presentamos dos esquemas de funciones,
E de codificación, y D de decodificación de datos. La
función de codaje, Eτ (e), construye un flujo que codi-
fica el valor de la expresion e vista como de tipo τ . La
función de decoficación, Dτ (s), extrae del flujo s un va-
lor de tipo τ . Definimos estas funciones inductivamente
sobre la estructura del tipo τ .
3.3.1 Tipos predefinidos
En el caso de los tipos predefinidos int y bool, basta
aplicar directamente las primitivas de codaje y de deco-
daje correspondientes.
Eint(e) = encode int(e)
Dint(s) = decode int(s)
Ebool(e) = encode bool(e)
Dbool(s) = decode bool(s)
3.3.2 Pares
En el caso de los pares, se codifica recursivamente las
componentes del par, concaténandose los resultados.
La primera componente se obtiene decofificando el co-
mienzo del flujo; la segunda decoficando el final del flujo.
Eσ×τ (e) = concat(Eσ(fst(e)), Eτ (snd(e)))
Dσ×τ (s) = (Dσ(head|σ|(s)), Dτ (tail|σ|(s)))
La posición de lectura de la segunda componente —
que notamos mas arriba |σ| — es calculada a partir del
tipo de la primera componente, y representa el tamaño




El tamaño |σ| se define recursivamente sobre la
estructura de σ.
|int| = Lint |bool| = Lbool
|σ × τ | = |σ|+ |τ | |σ → τ | = Lref
|t| = Lref |S.t| = Lref
Definimos la constante Lint como la longitud en oc-
tetos de un entero una vez codificado, y de manera aná-
loga, constantes de longitud para los booléanos (Lbool)
y para los apuntadores (Lref). Por ejemplo, en una ar-
quitectura de 32 bits, tendŕıamos Lint = 4, Lbool = 1,
y Lref = 8.
3.3.3 Valores funcionales
La traducción de valores funcionales es una de las más
delicadas. El objetivo de la traducción es de poder apli-
car a distancia una función f utilisando la primitiva
remote_apply. Como vimos en la introducción (ver fi-
gura 1), es necesario tranformar f en dos funciones de
interface: fclien para el cliente del llamado y fserv para
el servidor del llamado.
Notemos σ → τ el tipo de f . El argumento a pasar
a fserv es un flujo a decodificar en un valor de tipo σ.
Aplicando f a este valor, obtenemos un resultado de tipo
τ , que debe a su vez ser codificado para su transmisión
de regreso al llamador. De esta manera, obtenemos el
código de fserv:
fserv = λs. Eτ (f(Dσ(s))).
Por otra parte, fserv debe transmitirse al cliente bajo la
forma de un apuntador codificado, lo cual resulta en la
traducción siguiente.
Eσ→τ (f)
= encode ref(newref(λs. Eτ (f(Dσ(s)))))
Dσ→τ (s)
= λx. Dτ (remote apply(decode ref(s), Eσ(x)))
En nuestro caso, la decodificación se inicia decodificando
el apuntador a la función fserv (léıdo a través de la co-
nexión), obteniéndose el apuntador aserv que es pasado
en argumento a remote_apply. La función fserv recibe
por intermedio de remote_apply un argumento de tipo
flujo y regresa un resultado del mismo tipo. Aśı, de ma-
nera simétrica a la codificación, es necesario componer
la aplicación remota de fserv con la codificación de su
argumento y la decodificación de su resultado. En otras
palabras, el resultado de la decodificación es la función
fclien = λx. Dτ (remote apply(aserv, Eσ(x))).
Evaluación de expresiones:
P ` c S→ c P ` λx. e S→ λx. e
P ` e1 S→ λx. e P ` e2 S→ v2 P ` e{x ← v2} S→ v
P ` e1(e2) S→ v
P ` Def(x, S′, P ) S
′
→ ϕ
P ` S′.x S→ ϕ
P ` e1 S→ v1 P ` e2 S→ v2
P ` (e1, e2) S→ (v1, v2)
P ` e S→ (v1, v2)
P ` fst(e) S→ v1
P ` e S→ (v1, v2)
P ` snd(e) S→ v2
P ` e S→ v
P ` newref(e) S→ refS(v)
P ` e S→ refS(v)
P ` deref(e) S→ v
P ` e S→ (refT (v), ϕ) P ` v(ϕ) T→ ϕ′
P ` remote apply(e) S→ ϕ′
P ` e S→ v
P ` encode int(e) S→ concat(encode int(v), empty)
P ` e S→ concat(encode int(v), ϕ)
P ` decode int(e) S→ v
P ` e S→ v
P ` encode bool(e) S→ concat(encode bool(v), empty)
P ` e S→ concat(encode bool(v), ϕ)
P ` decode bool(e) S→ v
P ` e S→ v
P ` encode ref(e) S→ concat(encode ref(v), empty)
P ` e S→ concat(encode ref(v), ϕ)
P ` decode ref(e) S→ v
P ` e S→ (ϕ1, ϕ2) ϕ1 + ϕ2 = ϕ
P ` concat(e) S→ ϕ
P ` e S→ ϕ C(ϕ, n) = ϕ′
P ` headn(ϕ) S→ ϕ′
P ` e S→ ϕ F (ϕ, n) = ϕ′
P ` tailn(ϕ) S→ ϕ′
Funciones auxiliares sobre los flujos:
Concatenación de valores de flujo:
empty + ϕ = ϕ
concat(v, ϕ) + ϕ′ = concat(v, (ϕ + ϕ′))
Comienzo de un flujo:
C(ϕ, 0) = empty
C(concat(encode int(v), ϕ), n + Lint) = concat(encode int(v), C(ϕ, n))
C(concat(encode bool(v), ϕ), n + Lbool) = concat(encode bool(v), C(ϕ, n))
C(concat(encode ref(v), ϕ), n + Lref) = concat(encode ref(v), C(ϕ, n))
Final de un flujo:
F (ϕ, 0) = ϕ
F (concat(encode int(v), ϕ), n + Lint) = F (ϕ, n)
F (concat(encode bool(v), ϕ), n + Lbool) = F (ϕ, n)
F (concat(encode ref(v), ϕ), n + Lref) = F (ϕ, n)
Figura 6: Reglas de reducción del lenguaje objeto (semántica de comunicación)
3.3.4 Tipos abstractos
Como lo mencionamos en la introdución, los valores de
tipos abstractos no son transmitidos a través de la red;
sólo son transmitidos apuntadores a ellos. Un apunta-
dor es creado y accesado únicamente de manera local
al procesador de su definición. Hay dos casos. Si una
expresion e es de tipo t, el valor de e es local al módulo
de definición de t y puede solamente exportarse bajo la
forma de un apuntador creado localmente y codificado
para su transmisión. Si e es de tipo S.t, su representa-
ción es la de un apuntador que debe tratarse de manera
abstracta. En particular, no es posible accesarlo, sólo
propagarlo a través de la red.
Et(e) = encode ref(newref(e))
Dt(s) = deref(decode ref(s))
ES.t(e) = encode ref(e)
DS.t(s) = decode ref(s)
3.4 Inserción del código de interfaces
Todos los valores exportados por un módulo son sus-
ceptibles de transmisión, y en consecuencia, deben ser
traducidos en flujos. Por ende, es necesario introducir
código de interface para realizar la tradución, por un
lado, al momento de la définición de los valores (codifi-
cación del valor en un flujo), y por otro, al momento de
su utilisación (decodificación de un flujo en un valor).
3.4.1 Traducción de expresiones
La traducción de una expresión e de un programa P ,
que notamos TP (e), consiste en el remplazo de todos los
accesos a módulos S.x por Dτ (S.x), donde τ es el tipo
de declaración de x en el programa P . De esta manera,
introducimos el código de interface correspondiente al
cliente de una comunicación.
TP (x) = x
TP (c) = c
TP (λx. e) = λx. TP (e)
TP (e1(e2)) = TP (e1)(TP (e2))
TP (S.x) = DDecl(x,S,P )(S.x)
3.4.2 Traducción de módulos
La traducción de un módulo necesita la codificación
de todos los valores que éste exporta. Una declaración
val x : τ = e debe transformase en
val x : stream = Eτ (e)
lo que corresponde a la introducción del código de inter-
face del servidor de la comunicación. Adicionalmente, es
necesario considerar el caso de un módulo que declara y
hace referencia a x localmente, y cuyo valor no debe ser
codificado. Es por ello que el codaje de x comprendre
un paso suplementario de definición una nueva variable
x′, que contiene el valor de la expresión e de declaración
de x sin codificación alguna.
TP (ε) = ε
TP (type t = τ ; M) =
type t = τ ; TP (M)
TP (val x : τ = e; M) =
val x′ : τ = TP (e);
val x : stream = Eτ (x
′);
TP (M{x ← x′})
En la última igualdad, el identificador x′ es escogido
distinto de todo identificador presente o generado por
la traducción en el módulo.
3.4.3 Traducción de programas
Para finalizar, la tradución T (P ) de un programa com-
pleto P = (let S1 = [M1]; . . . ; Sn = [Mn] in e), es
definida por:
let S1 = [TP (M1)]; . . . ; Sn = [TP (Mn)] in TP (e)
4 Prueba de equivalencia
En esta parte mostramos la equivalencia para los fines
de la comunicación entre la reducción de un programa
y la reducción de su traducción. En particular, estable-
cemos la equivalencia de comportamiento entre el re-
sultado de un llamado calculado localmente y el resul-
tado de ese llamado calculado a distancia y utilisando
el código de interface de nuestra traducción. Partiendo
de este resultado obtenemos que el mecanismo de RPC
descrito es transparente con respecto al comportamiento
de los programas. La proposición siguiente expresa for-
malmente ese resultado:
Proposición 1 Sea P un programa tipable (` P ok)
y v un valor entero. Si ` P ∗→ v usando la semántica
estandard, entonces ` T (P ) ∗→ v con el mismo valor v
y usando la semántica de comunicación.
La demostración de esta proposición se hace por in-
ducción sobre las etapas de la reducción durante la eva-
luación. En la prueba utilisamos un resultado análogo
para el caso de las expresiones. Se trata de un resultado
de conmutación entre la evaluación y la traducción de
una expresión. Concretamente, dada una expresión e,
es posible evaluarla con la semántica estandard, o de
traducir e primero, evaluándola luego con la semántica
de comunicación. Mostraremos que ambos métodos con-













Más adelante definiremos la relación de equivalencia
observacional, que notamos ≈. Ella corresponde a la
igualdad en el caso de valores enteros y booléanos. En el
caso de valores funcionales, la equivalencia no se reduce
a la igualdad sintáctica, puesto que dos funciones sintác-
ticamente diferentes pueden comportarse igualmente.
Diremos que dos funciones son equivalentes si env́ıan
argumentos equivalentes hacia resultados equivalentes.
A continuación un ejemplo de este caso.
Ejemplo: Consideremos el programa P siguiente:
let S = [ val f : int → int = λx.x ]
in S.f
Su traducción T (P ) es:
let S =
[ val f’ : int→int = λx.x;















En este diagrama, notamos fcliente la función
λx. decode_int(remote_apply
(decode_ref(S.f), encode_int(x)))
La función fcliente no es idéntica a λx. x. Sin embargo,
es fácil ver que para todo valor entero i y toda máquina
R, se cumple
P ` (λx. x)(i) ∗→ i y T (P ) ` fcliente(i) R→ i.
Aśı, estas dos funciones son equivalentes observacional-
mente. 2
El caso de los valores de tipos abstractos presenta
un problema análogo: la representación de un valor abs-
tracto visto desde el procesador de su definición es dife-
rente de su representación para los otros procesadores.
Los procesadores externos lo ven como un apuntador.
Ejemplo: Consideremos el programa P siguiente:
let S = [ type t = int;
val x : t = 1
val f : t→t = λx.x ]
in (S.x, S.f)










En la semántica de comunicación, la primera com-
ponente del resultado es un apuntador al entero 1, y
no el entero 1 directamente. La segunda componente es
una función fcliente cuyo tipo va de los apuntadores en
los apuntadores, y no de los enteros en los enteros. No
obstante, la función fcliente es equivalente a λx. x en el
sentido que si λx. x env́ıa un entero i en un entero j, en-
tonces fcliente env́ıa un apuntador a i en un apuntador
a j. 2
Definimos ahora la relación de equivalencia obser-
vacional entre dos valores v y v′ observados con res-
pecto a un tipo τ y desde una máquina S, que notamos
P, S |= v ≈ v′ : τ . v es un valor obtenido por reducción
a partir de una expresión del lenguaje fuente usando
la semántica estandard. El valor v′ es obtenido por re-
ducción de una expresión del lenguaje objeto utilisando
la semántica de comunicación. Esta relación de equiva-
lencia es la más pequeña que satisface las condiciones
siguientes:
• P, S |= i ≈ i : int para toda constante entera i
• P, S |= false ≈ false : bool y
P, S |= true ≈ true : bool.
• P, S |= (v1, v2) ≈ (v′1, v′2) : τ1 × τ2 si y solo si
P, S |= v1 ≈ v′1 : τ1 y P, S |= v2 ≈ v′2 : τ2.
• P, S |= λx. e ≈ λx′. e′ : σ → τ si y solo si para
todos los valores v, v′, r tales que P, S |= v ≈ v′ : σ
y P ` (λx. e)(v) ∗→ r, existe un valor r′ tal que
T (P ) ` (λx′. e′)(v′) S→ r′ y P, S |= r ≈ r′ : τ .
• P, S |= v ≈ v′ : t si y solo si P, S |= v ≈ v′ : τ ,
donde τ es el tipo de definición de t. Es decir, P
es de la forma P = (let . . . S = [M1; type t =
τ ; M2] . . .).
• P, S |= v ≈ refR(v′) : R.t si y solo si P, R |= v ≈
v′ : σ, donde σ es definido como
σ = τ{t ← R.t | t tipo definido en M1}
y τ como
P = (let . . . R = [M1; type t = τ ; M2] . . .).
Podemos ahora enunciar formalmente el resultado de
conmutación entre traducción y evaluación.
Proposición 2 Sea e una expresion sin variables libres
y S una máquina. Si ∅ ` e : τ y P ` e ∗→ v con la
semántica estandard, entonces existe un valor v′ tal que
T (P ) ` TP (e) S→ v′ con la semántica de comunicación,
y además P, S |= v ≈ v′ : τ .
Esta proposición implica la proposición 1 puesto que
la relación ≈ es la igualdad en los enteros.
Omitimos la prueba completa de la proposición 2. El
lema principal establece la propiedad de anulación entre
las operaciones de codaje y de decodaje.
Proposición 3 Sea val x : τ = e la definición de
un valor del módulo R en el programa P . Notemos
σ = Decl(x, R, P ). Para todos los valores v, v′ tales que
P, R |= v ≈ v′ : τ y todos los módulos S, obtenemos
P, S |= v ≈ Dσ(Eτ (v′)) : σ.
Utilisamos este lema en el caso delicado de la prueba
de la proposición 2: la reducción de un acceso R.x a
un identificador distante. Mostramos el esquema de la
demostración. Supongamos P de la forma
let . . . ; R = [M1; val x : τ = e; M2]; . . .
y notemos σ = Decl(x, R, P ) y e = Def(x, R, P ). Si-
guiendo las reglas de reducción del lenguaje fuente,
` R.x ∗→ v si y solo si P ` e′ ∗→ v. Aplicando in-
ductivamente la proposición 2, obtenemos un valor v′
tal que
T (P ) ` TP (e′) R→ v′ y P, R |= v ≈ v′ : τ.
Aplicando una etapa de codificación, obtenemos
T (P ) ` Eτ (e′) R→ Eτ (v′).
La definición de R.x en T (P ) es Eτ (x
′) donde x′ es igual
a TP (e). A partir de ésto y sabiendo que la substitución
conmuta con la traducción, obtenemos
Def(x, R, T (P ))) = Eτ (e
′).
Combinando los dos últimos resultados, obtenemos
T (P ) ` Def(x, R, T (P ))) R→ Eτ (v′).
Es fácil ver que Eτ (v
′) es un valor de flujo, y entonces
podemos aplicar la regla de reducción de la semántica
de comunicación, obteniendo
T (P ) ` R.x S→ Eτ (v′).
Por definición de la traducción, TP (R.x) = Dσ(R.x).
Aplicando una etapa de decodificación, obtenemos
T (P ) ` TP (R.x) S→ Dσ(Eτ (v′)).
Sea v′′ = Dσ(Eτ (v′)). Hemos demostrado que T (P ) `
TP (R.x)
S→ v′′, y por la proposición 3, deducimos
P, S |= v ≈ Dσ(Eτ (v′)) : σ. Y este es el resultado espe-
rado.
5 Conclusión
En este art́ıculo establecemos la relación entre el pro-
blema de la parametricidad bien estudiada teóricamente
y una técnica de transmisión de datos en los siste-
mas distribúıdos importante en la práctica. Este trabajo
puede verse como una aplicación de estos trabajos teó-
ricos o como una justificación formal de esta práctica.
Un caso similar al estudiado en este art́ıculo se pre-
senta en los sistemas de tipos con polimorfismo paramé-
trico. Por ejemplo, un llamado distante a una función
generica de inversión de listas que tiene el tipo poli-
morfo: ∀t. list(t) → list(t), no necesita transmitir los
elementos de la lista sino solamente la lista de los apun-
tadores a los elementos. Nuestro formalismo se extiende
facilmente a este caso de la parametricidad que es simé-
trico al caso de tipos abstractos.
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