A large body of work has implicated the ventral striatum (VS) in aspects of reinforcement learning (RL). However, less work has directly examined the effects of lesions in the VS, or other forms of inactivation, on 2-armed bandit RL tasks. We have recently found that lesions in the VS in macaque monkeys affect learning with stochastic schedules but have minimal effects with deterministic schedules. The reasons for this are not currently clear. Because our previous work used short intertrial intervals, one possibility is that the animals were using working memory to bridge stimulus-reward associations from 1 trial to the next. In the present study, we examined learning of 60 pairs of objects, in which the animals received only 1 trial per day with each pair. The large number of object pairs and the long interval (approximately 24 hr) between trials with a given pair minimized the chances that the animals could use working memory to bridge trials. We found that monkeys with VS lesions were unimpaired relative to controls, which suggests that animals with VS lesions can still learn to select rewarded objects even when they cannot make use of working memory.
Reinforcement learning (RL) is the behavioral process of learning to make choices that lead to rewarding outcomes or to the avoidance of harmful or otherwise aversive outcomes (Averbeck & Costa, 2017) . There is a well-developed RL theory literature with models that can account for learning in many contexts (Dayan & Daw, 2008; Mackintosh, 1994; Montague, Dayan, & Sejnowski, 1996; Pearce & Hall, 1980; Rescorla & Wagner, 1972; Sutton & Barto, 1998) . A fundamental component of many of these learning algorithms, in one form or another, are reward prediction errors (RPEs). Experimental work (Schultz, 2015) has shown that dopamine neurons code these RPEs. Because there is a large dopamine innervation of the ventral striatum (VS), it has been proposed that it integrates RPEs and maintains an ongoing representation of the value of choices (Collins & Frank, 2014; Doya, 2000; Frank, 2005; Houk, Adamas, & Barto, 1995) . This hypothesis has been well supported by imaging data that has shown consistent changes in blood-oxygen-level-dependent (BOLD) signals in the VS that correlate with RPEs (J. O'Doherty et al., 2004; J. P. O'Doherty, Dayan, Friston, Critchley, & Dolan, 2003; Rutledge, Dean, Caplin, & Glimcher, 2010) .
Consistent with the hypothesis that the VS is a key site for the representation of the values of choices, recent work has shown that lesions in the VS can lead to deficits in RL tasks with stochastic reward schedules (Costa, Dal Monte, Lucas, Murray, & Averbeck, 2016) . This work has also shown that VS lesions result in smaller deficits than do lesions in the amygdala on this same task. Further, when reward schedules are deterministic, relatively small deficits are seen in monkeys with VS lesions, and the impairment appears to be driven by fast responding in the presence of a speedaccuracy trade-off. One possible explanation for the lack of impairment is that the monkeys with VS lesions were using a winstay/lose-switch strategy, using prefrontal working memory systems to store the outcome from the last trial, and using that outcome to guide choices. This was possible because each block of trials evaluated learning with a single pair of images and intertrial intervals were on the order of a second. Thus, working memory could bridge the interval from one trial to the next. Consistent with this, it has been shown that working memory can play an important role in RL (Collins & Frank, 2012) . Alternatively, after receiving feedback on the outcome of a given trial, monkeys may have used prospective coding of the choice to be made on the next trial in combination with working memory, a phenomenon thought to underlie learning set formation (Murray & Gaffan, 2006) . In addition to working memory and prospective coding explanations, the animals may have also been using some form of episodic memory to store outcomes (Gershman & Daw, 2017) .
In the present study, we sought to evaluate these possibilities by comparing learning rates of monkeys with VS lesions and unoperated controls on a concurrent object discrimination learning task (Izquierdo & Murray, 2007; Thornton, Rothblat, & Murray, 1997) . In this task, monkeys were given 60 trials per day, each with a different pair of objects. One of the objects in each pair was associated with a reward and the other was not. These stimulusoutcome pairings remained fixed across days. Because there were a large number of pairs and 24 hr intervened between trials for each pair, it was improbable that the monkeys could use working memory to solve the task. We show that monkeys with VS lesions are unimpaired relative to unoperated controls in this task. Accordingly, the good learning by monkeys with VS lesions on visual discriminations with deterministic reward schedules does not depend on either working memory or prospective coding.
Method Subjects
We tested 15 rhesus macaques (Macaca mulatta; 12 males and three females) that weighed between 4.6 and 9.7 kg. All monkeys were experimentally naïve at the start of the experiment. Three of the monkeys (male) had bilateral excitotoxic VS lesions. Lesions were made with injections of quinolinic acid placed stereotaxically, with predetermined coordinates from MRI scans, into the VS. These were the same operated monkeys studied by Costa et al. (2016) . The data from the VS lesion animals were compared with data from 11 unoperated control monkeys. One male healthy control was excluded from analysis because his behavior deteriorated in the middle of training. Therefore, removing him increased the likelihood of observing a deficit in the VS-lesioned animals relative to the unoperated controls. All monkeys were fed a controlled diet (approximately 14 biscuits per day) of primate chow (No. 5038; PMI Feeds, St. Louis, MO) to ensure motivation to complete the task while still maintaining optimal body weight (more than 85% of their body weight before the beginning of training). All monkeys had full access to water during the course of the experiment, and the primate chow was supplemented with fruit. All experimental procedures were performed in accordance with the Guide for the Care and Use of Laboratory Animals and were approved by the National Institute of Mental Health Animal Care and Use Committee.
Pretraining and Food Preference Test
Monkeys were familiarized with the Wisconsin General Testing Apparatus (WGTA). Before starting the main task, monkeys were allowed to take food freely from a test tray measuring 19.2 cm ϫ 72.7 cm ϫ 1.9 cm (width ϫ length ϫ height, respectively). After monkeys were familiarized with taking food rewards from one of three wells in the tray, one of the wells was covered with a plaque. After monkeys learned to displace the plaques presented singly over each well, to obtain food reward, the plaques were replaced with three "junk" objects dedicated to the pretraining phase. Similar to the plaques, if the monkey displaced the single object covering the well, it was allowed to take the food reward hidden underneath. Prior to starting the main task, all monkeys also completed a food preference test, using six different foods. During the test, they were presented with each possible pair of two food choices, one in each well, for a total of 10 times per session. The position (left or right) of the food was always counterbalanced by session, with each session having 30 trials and 10-s intertrial intervals. Of the possible food choices, monkeys received half a peanut, half a fruit snack, or an M&M.
Main Task
Monkeys were tested on a 60-pair concurrent object discrimination learning task (see Figure 1 ), administered in a WGTA in a dark room. During the task, only the testing compartment was illuminated with two incandescent 60W light bulbs. For each of the 60 pairs, one object was rewarded (S 1ϩ . . . S 60ϩ ) and the other was not (S 1Ϫ . . . S 60Ϫ ). In each trial, the rewarded object was pseudorandomly presented on the left or right. If the monkey chose the rewarded object (S nϩ ), it was allowed to take the food reward hidden underneath. Otherwise, the trial was terminated without correction. The order of the pairs was fixed across days, with no repetition of pairs of objects in a given session. Objects assigned positive or negative values were also kept constant across all training sessions. Half the positive objects (Sϩ) were rewarded with one type of food, and half with another type of food; the two foods were chosen to be approximately equally palatable, as judged by the food preference test. Subjects completed sessions until they averaged 90% accuracy across five consecutive sessions (i.e., 270 or more correct choices from 300 trials). Figure 1 . Sixty-pair discrimination task structure. The monkey chose between two objects. If the monkey chose S nϩ , it was allowed to take the food reward hidden underneath. If the monkey chose S n-, the trial was terminated. The position of the rewarded side was pseudorandomized across trials and across days. The reward was only associated with the object. The intertrial interval was always 20 s.
Reinforcement Learning Model
We used a Rescorla-Wagner RL model to estimate the learning rates (␣) and inverse temperature (␤). Value updates were given by
where v i,j was the value estimate for option i (i ʦ {1, 2}) of pair j (j ʦ {1, . . . , 60}) in testing session k. The variable R was the reward feedback for the current choice (0 or 1), and ␣ was the learning rate parameter. We used a logistic function to generate choice probability estimates using the values (v i,j ) of the objects, i, in each pair, j, in all of the sessions, k, completed by each of the monkeys:
The likelihood of the data given the model was therefore given by
For every pair in each session, c(k) had a value of 1 if Option 1 was chosen and a value of 0 if Option 2 was chosen. We used standard function optimization methods to maximize the values of the log of the likelihood.
Results
Animals were run on a concurrent learning task. Sixty pairs of objects were presented for choice each day, with one pair shown on each trial (see Figure 1) . One of the objects in each pair was always associated with reward and the other was not. Because there were many object pairs and they were presented at 24-hr intervals, learning required the monkeys to integrate the rewarding outcome across days. Animals with VS lesions completed between 15 and 28 sessions. Unoperated controls completed between 10 and 37 sessions. Under these conditions, it seems unlikely that they would have been able to use an explicit memory system to remember the outcomes associated with each pair on previous days. In addition, their learning was relatively slow, perhaps also indicative of an integrative learning mechanism.
We first evaluated the accuracy with which each monkey chose the correct object, from each of the 60 pairs, across days. We found that the overall fraction of correct choices did not differ across sessions between groups (Figure 2A) , t(65) ϭ 0.941. Because the fraction correct does not take into account learning rates, we next used an RL model to analyze the behavior of both groups. Implementing an RL model allowed us to determine, for each monkey, the learning rate (␣) and the choice consistency, or inverse temperature (␤). In this model, the learning rate characterized the rate at which performance approached asymptote, and the choice consistency characterized the asymptotic performance. We found no differences between groups in learning rate, ␣ ( Figure 2B ), t(14) ϭ 0.320, or inverse temperature, ␤ ( Figure 2C ), t(14) ϭ 0.899.
Next, we evaluated the overall fraction of correct choices between groups for the first 10 sessions, as the first 10 sessions included all of the animals. This allowed us to more accurately study the behavior of the animals before they started to reach criterion. We found that the overall fraction of correct choices did not differ across sessions between groups ( Figure 3A) , t(20) ϭ 0.756. Again, when we implemented the RL model, we found no differences between the two groups in learning rate, ␣ ( Figure 3B 
Discussion
We examined the effects of VS lesions on a concurrent object discrimination learning task. We used 60 pairs of objects, and the animals only received one trial per day with each pair. One object in each pair was always rewarded and the other was never rewarded. The large number of objects and long intervals between trials made it unlikely that animals could use neural systems that subserve working memory or prospective coding to solve the task. In support of this contention, tasks with relatively short delays between trials with a given pair of objects lead to development of discrimination learning set, reversal learning set, and prospective coding, whereas tasks like the present one with long intertrial intervals do not (Browning, Easton, & Gaffan, 2006; Murray & Gaffan, 2006; Wilson & Gaffan, 2008 ). When we assessed overall accuracy and parameters estimated using a RL model, we found no differences between animals with VS lesions and unoperated controls in the task. These results are consistent with our previous work that showed minimal deficits on a two-armed bandit RL task with deterministic rewards, following VS lesions (Costa et al., 2016) . However, in the previous study, only one pair of objects was learned in each block, and the intertrial interval was only a few seconds, so the animals could have solved the task using either working memory or prospective coding. The present results do not preclude the possibility that performance of the VS lesion animals in the previous task was partially mediated by working memory. In fact, given the short intertrial intervals and the repetition of the same stimuli, some contribution of working memory seems likely. However, the present results do show that learning to select rewarding stimuli in bandit tasks, under some conditions, can be accomplished without a VS and without working memory to bridge delays.
There are at least two related hypotheses about the role of the VS in behavior. One suggests that the VS integrates RPEs to generate a value estimate for choices (Collins & Frank, 2014; Frank, 2005; Houk et al., 1995) . Functional imaging studies have shown that these RPEs correlate with the BOLD signal in the VS in Pavlovian and instrumental tasks (J. O'Doherty et al., 2004; J. P. O'Doherty et al., 2003; Rutledge et al., 2010) . Several early studies used Pavlovian paradigms, in which a cue predicted delivery of juice to subjects, to try to understand these RPEs (Berns, McClure, Pagnoni, & Montague, 2001; McClure, Berns, & Montague, 2003; Pagnoni, Zink, Montague, & Berns, 2002) . They found positive and negative temporal RPE signals in the VS, when the time of juice delivery was varied. However, these signals were violations of expectations after learning, and acquisition of associations was not examined. Additional studies have also shown aversive prediction error responses in second-order pain conditioning tasks, after acquisition of associations (Seymour et al., 2004) .
Further studies have examined BOLD responses during the acquisition of Pavlovian associations between cues and pleasant tasting juice, combined with temporal-difference RL models (J. P. O'Doherty et al., 2003) . These studies have found correlations with appetitive prediction errors at the time of the cue (conditioned stimulus [CSϩ] ) and at the time of the reward (unconditioned stimulus [US]) in the VS (specifically, the ventral putamen). In contrast to earlier studies, which used only Pavlovian paradigms (i.e., the subjects did not choose among options), prediction error signals have also been studied in a choice task and compared with those of a matched Pavlovian task (J. O'Doherty et al., 2004) . The results from this choice study provide evidence in favor of the dorsal striatum coding prediction errors specifically in choice tasks, and the VS coding prediction errors in both choice and Pavlovian tasks, supporting the hypothesis that the dorsal striatum is consistent with an actor that learns action values, and the VS is consistent with a critic that learns state values (Sutton & Barto, 1998) . The finding that the VS codes appetitive RPEs has been replicated across several additional articles that have examined other aspects of learning, including the explore-exploit trade-off (Daw, O'Doherty, Dayan, Seymour, & Dolan, 2006) , risk-based decision making (Niv, Edlund, Dayan, & O'Doherty, 2012) , and formal approaches that try to rigorously show that the striatal BOLD signal is coding RPEs (Rutledge et al., 2010) . However, across the studies, the BOLD signal in the VS sometimes has been monotonically related to positive RPEs, and sometimes monotonically related to negative RPEs. Therefore, the VS BOLD signal does not consistently encode positive RPEs monotonically.
In another line of research, the VS has been hypothesized to interface between stimulus-outcome associations formed in the amygdala and the motor system (Belin, Jonkman, Dickinson, Robbins, & Everitt, 2009; Cardinal, Parkinson, Hall, & Everitt, 2002; Floresco, 2015; Shiflett & Balleine, 2010) . Several paradigms have shown that following the formation of a Pavlovian association between a neutral cue (CSϩ) and a reward (US), presentation of the Pavlovian cue can affect ongoing motor behavior. For example, in Pavlovian instrumental transfer, animals more frequently press a lever associated with a specific reward outcome in the presence of a CSϩ that had previously been associated with that outcome. Lesions in the VS reduce the enhanced responding in the presence of the CSϩ (Hall, Parkinson, Connor, Dickinson, & Everitt, 2001) , as do lesions that disconnect the amygdala and VS (Shiflett & Balleine, 2010) . Similarly, in conditioned reinforcement, animals work to obtain a CSϩ previously associated with reward, and the CSϩ can support new learning. Lesions of the basolateral amygdala and of the VS (McDannald, Setlow, & Holland, 2013) disrupt the processes underlying conditioned reinforcement. In addition, injection of amphetamines into the VS potentiates conditioned reinforcement (Burns, Robbins, & Everitt, 1993) . At the same time, rats with VS lesions learn responses for primary rewards. These and related findings have led to the idea that the VS is essential, specifically for acquiring or expressing the incentive properties of stimuli that have been associated with reward.
In addition to the Pavlovian effects on instrumental behavior, previous work has also compared the effects of nucleus accumbens (NAc) core versus shell lesions on deterministic and stochastic reversal learning, in which the rats had to learn which of two levers was more rewarding (Dalton, Phillips, & Floresco, 2014; Floresco, Ghods-Sharifi, Vexelman, & Magyar, 2006) . These studies found that NAc shell lesions affected probabilistic reversal learning, whereas NAc core lesions affected switching of response strategies, and not vice versa. Additional work (Saddoris, Cacciapaglia, Wightman, & Carelli, 2015) has also shown that core dopamine tracks prediction error, while shell dopamine tracks motivationally salient stimuli, and dopamine release in the NAc is specific to sign tracking rats that learn to approach reward predicting cues (Flagel et al., 2011) . However, no studies have identified functional differences between these structures in monkeys (Friedman, Aggleton, & Saunders, 2002; Meredith, Pattiselanno, Groenewegen, & Haber, 1996) . Nonetheless, because structural separations have been shown between them, our lesions covered both.
In our previous work, we found that lesions in the VS decreased reaction times (RTs) to saccade to a peripheral target (Costa et al., 2016) . This may be consistent with the previous results in rodents that showed that the VS mediated the impact of a CSϩ on the rate of behavioral responding (Hall et al., 2001 ). However, we also found that our animals exhibited a speed-accuracy trade-off, such that picking the more rewarding option happened more frequently when responses were slower, up to about 220 ms. This was true across both the lesioned and control animals. Because the monkeys with VS lesions were faster to respond, their behavioral deficit in the deterministic condition was driven by responding before their internal decision mechanisms had settled on the correct response (Frank, Samanta, Moustafa, & Sherman, 2007; Lee, Seo, Dal Monte, & Averbeck, 2015) . When behavioral performance was compared between groups, using subsets of trials in each group that resulted in matched RT distributions, there was no longer a performance deficit in the VS lesioned group. There were larger deficits when stochastic reward schedules were used (e.g., when one option was rewarded 70% of the time and the other 30% of the time), and these could not be accounted for by matching RTs.
In addition to RL and working memory, episodic memory could also contribute to learning in our tasks (Gershman & Daw, 2017; Lengyel & Dayan, 2007) . It has been proposed that when state spaces are large or continuous, and little data are available, neither model based nor model free learning mechanisms can effectively mediate behavior. In this situation, episodic memory can provide explicit recall of action sequences and their consequences. Previous studies have found, however, that medial-temporal lobe lesions that remove the hippocampus, or the hippocampus together with the adjacent entorhinal, perirhinal, and parahippocampal cortex-regions often thought to be important for episodic memory-do not affect learning in the concurrent object discrimination learning task used in the present study (Chudasama, Wright, & Murray, 2008; Malamut, Saunders, & Mishkin, 1984) . Furthermore, bandit tasks have complex state spaces but relatively simple sufficient statistics (Averbeck, 2015) . Episodic memory, however, could contribute to some of the performance in this task by facilitating the memory of a few of the choiceoutcome events.
The present study contributes to delineating the role of the VS in RL. The VS appears to play a minimal role in learning when object choices are deterministically rewarded, as in the current study. However, when rewards are delivered probabilistically, VS lesions have a larger effect on learning, as shown in our previous work (Costa et al., 2016) . One possible explanation for this finding is that, in intact monkeys, conditioned reinforcement processes reinforce chosen cues in stochastic paradigms in trials in which rewards (USs) are not delivered. If so, and if VS lesions disrupt the conditioned reinforcement process that normally bridges unrewarded trials in learning paradigms in which rewards are delivered stochastically, then monkeys with VS lesions would be impaired. Whether the specific plasticity that underlies probabilistic learning is happening in the VS or the learning is happening elsewhere (e.g., the amygdala) is not yet clear. It is possible that the VS is inheriting much of its value representation from the amygdala, and that the role of the VS is to interface this value representation with a unique set of areas with which the VS interacts (Averbeck & Costa, 2017) . Further work will be required to test these hypotheses.
