Harrow, Hassidim, and Lloyd showed that for a suitably specified N × N matrix A and Ndimensional vector b, there is a quantum algorithm that outputs a quantum state proportional to the solution of the linear system of equations A x = b. If A is sparse and well-conditioned, their algorithm runs in time poly(log N, 1/ǫ), where ǫ is the desired precision in the output state. We improve this to an algorithm whose running time is polynomial in log(1/ǫ), exponentially improving the dependence on precision while keeping essentially the same dependence on other parameters. Our algorithm is based on a general technique for implementing any operator with a suitable Fourier or Chebyshev series representation. This allows us to bypass the quantum phase estimation algorithm, whose dependence on ǫ is prohibitive.
Introduction
Recently, Harrow, Hassidim, and Lloyd [HHL09] gave an efficient quantum algorithm for the Quantum Linear Systems Problem (QLSP). Here the goal is to prepare a quantum state |x proportional to the solution x of a linear system of equations A x = b, given procedures for computing the entries of A and for preparing a quantum state |b proportional to b. If the N × N matrix A is d-sparse and has condition number κ, and if the procedures for computing entries of A and for preparing |b are efficient, then the Harrow-Hassidim-Lloyd (HHL) algorithm produces an ǫ-approximation to the desired quantum state using poly(log N, 1/ǫ, d, 1/κ) resources (where the notation poly denotes a function upper bounded by a polynomial in its arguments). Note that the QLSP is not the same as the traditional problem of solving a linear system of equations [Chi09, Aar15] .
The core of the HHL algorithm is an efficient procedure for simulating the dynamics of quantum systems. Whereas straightforward approaches to quantum simulation using product formulas have complexity polynomial in 1/ǫ, recent work has given an algorithm with complexity poly(log(1/ǫ)) [BCC + 14], an exponential improvement in the dependence on ǫ. However, the performance of the HHL algorithm is limited by its use of phase estimation, which requires Ω(1/ǫ) uses of a unitary operation to estimate its eigenvalues to precision ǫ. Thus, simply replacing the Hamiltonian simulation subroutine of the HHL algorithm with the best known method gives only a modest improvement, and in particular, still gives complexity poly(1/ǫ).
In this work, we show how to circumvent the limitations of phase estimation, giving an algorithm for the QLSP that uses ideas from recent quantum simulation algorithms to apply the inverse of a matrix directly. Under the same assumptions as for the HHL algorithm, our algorithm uses poly(log N, log(1/ǫ), d, 1/κ) resources, exponentially improving the dependence on the precision parameter.
To obtain this improvement, it is essential to consider QLSP as an inherently quantum problem, where the goal is to output a quantum state |x . Originally, the HHL algorithm was described as a method for sampling expectation values of |x , providing a classical output [HHL09] . For the expectation value version of the problem, sampling error alone rules out the possibility of an algorithm with complexity poly(log(1/ǫ)), unless BQP = PP [HHL09, Theorem 6]. However, the HHL algorithm actually solves the more general problem of outputting |x (and the algorithm is commonly described in those terms [Har15] ).
The improved performance of our approach may be especially useful when the quantum linear systems algorithm is used as a subroutine polynomially many times, so that its output must have inverse polynomial precision to guarantee that the final algorithm succeeds with high probability. An algorithm with poly(1/ǫ) scaling incurs a polynomial overhead in running time due to error reduction, whereas an algorithm with poly(log(1/ǫ)) scaling incurs only logarithmic overhead.
In fact, the results of this paper have already found applications. A recent work on speeding up the finite element method using quantum algorithms [MP15] finds that quantum algorithms outperform classical algorithms only when the spatial dimension (of the partial differential equation to be solved) is larger than some threshold value. Their quantum algorithm uses our algorithm as a subroutine and would be worse by a polynomial factor if they used the previous best algorithm, which likely reduces the threshold value at which the quantum algorithm is superior.
Another recent algorithm to estimate hitting times of Markov chains [CS16] uses the framework laid out in this paper (in Section 2) and closely follows our first approach, which we call the Fourier approach (Section 3).
The improved scaling with ǫ may also find complexity-theoretic applications. A recent result on the power of QMA with exponentially small soundness-completeness gap [FL16] crucially relies on the fact that the best Hamiltonian simulation algorithms have error dependence poly(log(1/ǫ)).
Problem statement
The QLSP can be stated more precisely as follows. We are given an N × N Hermitian matrix A and a vector b = (b 1 , b 2 , . . . , b N ). 1 The problem is to create the quantum state |x := N i=1 x i |i / i x i |i , where the vector x = (x 1 , x 2 , . . . , x N ) is defined by the equation A x = b. To obtain an algorithm running in time poly(log N ), we require succinct representations of A and b. As in [HHL09] , we assume that access to A and b is provided by black-box subroutines. For the vector b, we assume there is a procedure P B that produces the quantum state |b := i b i |i / i b i |i . For the matrix A, we assume there is a procedure P A that computes the locations and values of the nonzero entries. Specifically, as in the best known algorithm for Hamiltonian simulation [BCK15] , we assume P A allows us to perform the map |j, ℓ → |j, ν(j, ℓ) , which has the unique solution y = ( 0 x ) when A is invertible. This transformation does not change the condition number of A. However, we need oracle access to the nonzero entries of the rows and columns of A when A is not Hermitian. j th column. The procedure P A also allows us to perform the map |j, k, z → |j, k, z ⊕ A jk (2) for any j, k ∈ [N ], where the third register holds a bit string representing an entry of A. We assume the entries of A can be represented exactly (or to sufficiently high precision that any error can be neglected).
Note that for the map (1), we assume that the locations of the nonzero entries of A can be computed in place, as in previous work on Hamiltonian simulation [BC12, BCK15] . This is possible if we can efficiently compute both (j, ℓ) → ν(j, ℓ) and the reverse map (j, ν(j, ℓ)) → ℓ, which is possible for typical implicitly specified matrices A. Alternatively, if ν provides the nonzero entries in ascending order, we can compute the reverse map with only a log d overhead by binary search. In the worst case, if the entries are unordered, there may be an additional factor of O( √ d) using Grover's algorithm [Gro96] to compute the reverse map.
While the HHL algorithm solves the QLSP for all such matrices A, it is efficient only when A is sparse and well-conditioned. ( We discuss later how the sparsity assumption can be slightly relaxed.) An N × N matrix is called d-sparse if it has at most d nonzero entries in any row or column. We call it simply sparse if d = poly(log N ). We call a matrix well-conditioned if its condition number is poly(log N ), where the condition number of a matrix is the ratio of the largest to smallest singular value, and undefined when the smallest singular value of A is 0 (i.e., when A is not invertible). Since A is Hermitian, its singular values and eigenvalues are equal in magnitude. (Note that "wellconditioned" is a very strong requirement on the condition number, since it requires the condition number to be exponentially smaller than the dimension of the matrix.)
It will be convenient to quantify the resource requirements of algorithms solving the QLSP using two measures. First, by query complexity we mean the number of uses of the procedure P A (treating this procedure as a black box). By gate complexity, we mean the total number of 2-qubit gates used in the algorithm. We say an algorithm is gate-efficient if its gate complexity is larger than its query complexity only by logarithmic factors. Formally, an algorithm with query complexity Q is gate-efficient if its gate complexity is O(Q poly(log Q, log N )). We will also use expected query or gate complexity to refer to an algorithm's query or gate cost in expectation (in the sense of a Las Vegas algorithm).
Formally, we define the Quantum Linear Systems Problem as follows:
Problem 1 (QLSP). Let A be an N × N Hermitian matrix with known condition number κ, A = 1, and at most d nonzero entries in any row or column. Let b be an N -dimensional vector, and let x := A −1 b. We define the quantum states |b and |x as
Given access to a procedure P A that computes entries of A as described in equations (1) and (2) and a procedure P B that prepares the state |b in time O(poly(log N )), the goal is to output a state |x such that |x − |x ≤ ǫ, succeeding with probability Ω(1) (say, at least 1/2), with a flag indicating success.
We assume the condition number is known since our algorithm depends on it explicitly. More generally, we can replace κ by an upper bound on the condition number at the expense of a corresponding increase in the running time.
While we only demand success with bounded error, repeating the procedure until it is successful gives an algorithm that is always correct and whose expected running time is asymptotically the same. Alternatively, by repeating the procedure O(log(1/ǫ)) times, we can give an algorithm that always outputs a state ǫ-close to the desired one. To achieve this, the running time is simply multiplied by a factor of O(log(1/ǫ)).
Results
Harrow, Hassidim, and Lloyd [HHL09] present an algorithm for the QLSP that is efficient when A is sparse and well-conditioned (i.e., when d and κ are both poly(log N )).
Theorem 2 (HHL algorithm). The QLSP can be solved by a gate-efficient algorithm that makes O dκ 2 ǫ poly(log(dκ/ǫ)) queries to the oracle P A and O(dκ poly(log(dκ/ǫ))) uses of P B . The stated complexity uses the best known results on Hamiltonian simulation [BCK15] , improving the d-dependence compared to [HHL09] . More generally, the HHL algorithm also works assuming only the ability to efficiently solve the Hamiltonian simulation problem for A, i.e., to efficiently implement the unitary operation exp(−iAt), without having direct access to P A . In other words, the HHL algorithm uses Hamiltonian simulation for A as a black box.
We improve the ǫ-dependence of the HHL algorithm from poly(1/ǫ) to poly(log(1/ǫ)), keeping essentially the same dependence on the other parameters. We provide two algorithms for the QLSP, one based on decomposing an operator using its Fourier series and another based on a decomposition into Chebyshev polynomials. The Fourier approach has slightly worse dependence on log(1/ǫ), but uses Hamiltonian simulation as a black box only and is therefore more generally applicable.
Theorem 3 (Fourier approach). The QLSP can be solved with O(κ log(κ/ǫ)) uses of a Hamiltonian simulation algorithm that approximates exp(−iAt) for t = O(κ log(κ/ǫ)) with precision O(ǫ/(κ log(κ/ǫ))). Using the best known algorithm for Hamiltonian simulation [BCK15] , this makes O(dκ 2 log 2.5 (κ/ǫ)) queries to P A , makes O(κ log(κ/ǫ)) uses of P B , and has gate complexity O(dκ 2 log 2.5 (κ/ǫ)(log N + log 2.5 (κ/ǫ))).
The second approach uses the oracle for the entries of A directly without using Hamiltonian simulation as a subroutine, achieving better dependence on ǫ.
Theorem 4 (Chebyshev approach). The QLSP can be solved using O(dκ 2 log 2 (dκ/ǫ)) queries to P A and O(κ log(dκ/ǫ)) uses of P B , with gate complexity O(dκ 2 log 2 (dκ/ǫ)(log N + log 2.5 (dκ/ǫ))).
Both our algorithms achieve poly(log(1/ǫ)) dependence on error and have similar complexity up to logarithmic terms, but are incomparable. The Fourier approach is more general, applying whenever the Hamiltonian A can be efficiently simulated (even if it is not necessarily sparse), and has slightly better dependence on d. The Chebyshev approach is more efficient in its dependence on κ and ǫ, but applies only to sparse Hamiltonians.
Ambainis later improved the κ-dependence of the HHL algorithm from quadratic to nearly linear [Amb12] , which is essentially optimal since the dependence on κ cannot be made sublinear [HHL09] . Since Ambainis's approach crucially uses phase estimation, applying it to our algorithms would increase their ǫ-dependence back to poly(1/ǫ). By carefully modifying the technique, we simultaneously achieve nearly linear scaling in κ and logarithmic dependence on ǫ.
Theorem 5 (Linear scaling in κ). The QLSP can be solved by a gate-efficient algorithm that makes O dκ poly(log(dκ/ǫ)) queries to the oracles P A and P B .
Additionally, if b is known to lie in an invariant subspace of A of condition number κ ′ < κ, then κ can be replaced by κ ′ in any of our upper bounds (as in the HHL algorithm). In particular, this means our algorithm works even when A is not invertible as long as b is known to lie outside the null space of A, i.e., when x = A −1 b is well defined. This property is useful when the matrix A is rectangular, as the reduction in [HHL09] from rectangular to square matrices produces noninvertible matrices.
High-level overview
We now provide a high-level overview of our approach. The QLSP is equivalent to applying the (non-unitary) operator A −1 to the state |b . Our general strategy is to represent A −1 , the operator we would like to perform, as a linear combination of unitaries we know how to perform. We then show how such a representation allows us to implement A −1 .
Our (|0 ± |1 ). We then perform the unitary |0 0| ⊗ U 0 + |1 1| ⊗ U 1 , giving the state
If we measure the first qubit in the {|+ , |− } basis and obtain the |+ outcome, then we prepare a state proportional to M |ψ . If we have the ability to create multiple copies of |ψ or reflect about |ψ , then we can create the output state with high probability by repeating this process until we get the desired measurement outcome or by using amplitude amplification. As we describe in Section 2, this strategy for implementing a linear combination of unitaries works more generally.
However, it is unclear how to decompose A −1 as a linear combination of easy-to-implement unitaries. Such a decomposition depends on what unitaries are used as elementary building blocks. Our first choice is to use the unitaries exp(−iAt), which can be implemented using any Hamiltonian simulation algorithm. We then have to represent A −1 as j α j exp(−iAt j ) for some coefficients α j and evolution times t j . Since both sides of the equation are diagonal in the same basis, this is equivalent to representing x −1 as a linear combination of j α j exp(−ixt j ). The representation only needs to be correct for x ∈ D κ := [−1, −1/κ] ∪ [1/κ, 1] since we know the eigenvalues of A fall in that range. For this range of x, we show how to approximate x −1 as a linear combination of these unitaries in Section 3. Our strategy for doing this broadly comprises the following steps. Since x −1 is unbounded at the origin, we first "tame" the function by multiplying it with a function that is close to 1 in the domain we care about but 0 near the origin, so that the overall function is bounded. We then perform the Fourier transform to obtain an integral over various exp(−ixt). After making some approximations, we discretize the integral to obtain a finite sum over exp(−ixt).
Instead of using the unitaries e −iAt , our second approach uses the operators T n (A/d) as its building blocks, where d is the sparsity of A and T n is the n th Chebyshev polynomial of the first kind. These operators can be efficiently implemented using quantum walks [Chi10, BC12] . Now the problem is to represent x −1 as a linear combination n α n T n (x/d). Our strategy for obtaining this representation is similar to the previous case. We first tame the function by making it bounded near the origin. We thereby obtain a function that is exactly representable as a linear combination of Chebyshev polynomials, and we approximate this function by dropping low-weight terms, as described in Section 4. Combining these decompositions with the linear combination of unitaries strategy outlined above yields our main results, Theorem 3 and Theorem 4.
Lastly, we show how to decrease the κ-dependence of our algorithms to nearly linear while retaining the desired poly(log(1/ǫ)) dependence on ǫ. This improvement uses the observation that the complexity of our algorithms (and the HHL algorithm) is a product of two terms that depend on the eigenvalue λ of A. Whereas the product of the maximum values of these two terms is quadratic in κ, the maximum of the product is only linear in κ. By introducing a technique called variabletime amplitude amplification, Ambainis exploited this observation to improve the κ-dependence of the HHL algorithm [Amb12] . Since our approach deliberately avoids phase estimation, it is not immediately clear how to invoke a strategy based on resolving the eigenvalues of A. Nevertheless, we show that a careful application of low-precision phase estimation suffices to resolve the eigenvalues into buckets of exponentially increasing size, which allows us to apply the appropriate approximation of A −1 for a given eigenvalue range. We then apply variable-time amplitude amplification on this algorithm, followed by additional post-processing to remove information left behind by phase estimation. In Section 5 we establish Theorem 5 and show how the κ-dependence of both algorithms can be made nearly linear, just as Ambainis showed for the original HHL algorithm.
Note that although we use the linear combination of unitaries approach (Section 2) to implement A −1 using Fourier or Chebyshev expansions, the approach can be used generally to implement any function of A that can be expressed as a linear combination of easy-to-implement unitaries. The problem of decomposing a function as an approximate linear combination of other functions, such as polynomials or trigonometric polynomials, is well studied in the field of approximation theory [Che82, SV13] , and techniques from that literature might be applied in future applications of our techniques. However, to the best of our knowledge, our specific results on approximation of the inverse by a Fourier or Chebyshev series are novel. The closest work we are aware of shows how to approximate A −1 as a linear combination of operators exp(−At) [SV13, Ch. 12] . That expansion does not appear to be useful for our purposes (even taking t imaginary) since it includes terms with long evolution times and large coefficients, resulting in high complexity.
Implementing a linear combination of unitaries
We start by showing in Section 2.1 how to implement an operation M that can be expressed as a linear combination of implementable unitaries. We then explain in Section 2.2 how this primitive can be applied to solve the QLSP, given a suitable decomposition of A −1 .
Framework
A technique for implementing linear combinations of unitaries was introduced in some recent Hamiltonian simulation algorithms [BCC + 15, BCK15]. Since quantum simulation is unitary, M is (nearly) unitary in the simulation algorithms based on this technique. Furthermore, in Hamiltonian simulation we only have one copy of the input state. Under these circumstances, one can use oblivious amplitude amplification [BCC + 14] to implement M . In the QLSP, we can create multiple copies of the input state |b , so we do not require a tool like oblivious amplitude amplification (which would not work anyway when M is far from unitary).
More precisely, our technique for implementing a linear combination of unitary operations is as follows. Let M = i α i U i be a linear combination of unitary matrices U i with α i > 0. We assume α i > 0 without loss of generality since a phase can be subsumed into U i . We show how to implement M probabilistically using unitary operations U and V defined as follows. The operation U := i |i i| ⊗ U i implements U i conditioned on the value of a control register. The operation V maps |0 m to Lemma 6. Let M = i α i U i be a linear combination of unitaries U i with α i > 0 for all i. Let V be any operator that satisfies V |0 m := 1
for all states |ψ , where U :
The lemma can be generalized to the case where M = i α i T i , where each operator T i is not necessarily unitary, but is a block of a unitary, i.e., there exists a U i for which U i |0 t |φ = |0 t T i |φ + |Φ ⊥ for all states |φ , where t ≥ 0 is an integer and |Φ ⊥ has no overlap on states with |0 t in the first register. We consider this more general situation in Lemma 7 below.
In Lemma 6, the operator W can be thought of as a postselected or probabilistic implementation of M in the sense that, if we measure the first m qubits of W |0 m |ψ and observe the output |0 m , the state of the second register is proportional to M |ψ . This successful outcome occurs with probability ( M |ψ /α) 2 .
In our application, since we have the ability to create copies of the input state, we can repeat this process O((α/ M |ψ ) 2 ) times until the measurement yields the desired outcome. Alternately, we can construct the state with high probability using amplitude amplification [BHMT02] . Amplitude amplification requires us to reflect about the starting state |ψ , which in our application is |b . With two uses of the procedure P B for preparing |b (one performed in reverse), we can reflect about |b . Since amplitude amplification yields a quadratic speedup, we obtain the desired state after O(α/ M |ψ ) rounds in expectation. Combining amplitude amplification and a more general Lemma 6, we get the following procedure for implementing (submatrices of) linear combinations of unitary operations.
Lemma 7 (Non-Unitary LCU Lemma). Let M = i α i T i with α i > 0 for some (not necessarily unitary) operators {T i }. Let {U i } be a set of unitaries such that
for all states |φ , where t is a nonnegative integer and (|0 t 0 t | ⊗ 1)|Φ ⊥ i = 0. Given an algorithm P B for creating a state |b , there is a quantum algorithm that exactly prepares the quantum state M |b / M |b with constant success probability making O(α/ M |b ) uses of P B , U , and V in expectation, where
and that outputs a bit indicating whether it was successful.
Proof. We start by implementing the linear combination M ′ = i α i U i . Using Lemma 6, we have
where W = V † U V . Now consider the action of W on |ψ = |0 t |φ :
where |Ξ ⊥ satisfies (|0 m+t 0 m+t | ⊗ 1)|Ξ ⊥ = 0. Now since we want to create a state proportional to M |b , let us plug in |φ = |b . For convenience, let r = m + t, which gives
In words, applying W on |0 r |b followed by a measurement on the first r qubits will yield the desired state M |b / M |b with probability ( M |b /α) 2 .
Since P B is an algorithm that creates the state |b , we can also use it to reflect about the state |0 r |b . Specifically, say P B performs the map P B |0 s = |b , then the operator P B (1 − 2|0 r+s 0 r+s |)P † B reflects about the state |0 r |b . Given an algorithm that creates a desired state from an initial state with probability q, and the ability to reflect about the initial state, amplitude amplification [BHMT02, Theorem 3] is a procedure for creating the desired state with probability (say) 1/2 that makes O(1/ √ q) uses of the algorithm and the reflection map in expectation. Note that amplitude amplification also works when the probability q is unknown when we are concerned with expected costs, and hence we do not need an estimate of M |b before we begin. If we want an algorithm with a worst-case guarantee on cost, then we need to know an upper bound on the probability q. Using amplitude amplification we get an algorithm that creates the quantum state M |b / M |b and makes O(α/ M |b ) uses of W = V † U V and P B in expectation.
To be completely general, we have stated our results for an arbitrary set of unitaries {U i } and quantified costs in terms of uses of U := i |i i| ⊗ U i . When we apply these results, we will need to compute the complexity of implementing U in terms of the complexities of implementing the U i . The query complexity of implementing U is precisely the maximum query complexity of implementing any of the U i , which is optimal since U cannot be easier to implement than any particular U i .
On the other hand, the gate complexity of U is not easy to characterize in terms of the gate complexities of U i . In general, the different U i may be completely unrelated and the cost of implementing U may be greater than the gate cost of the most expensive U i . However, in our applications the matrices {U i } are related and are, in fact, powers of a single unitary Y . In this case the gate complexity of implementing U behaves nicely, as we show below.
Proof. Let n := ⌊log N ⌋ and consider the unitary Y 2 j for j ∈ {0, . . . , n}, which has gate complexity G j , which is at most 2 j G. Hence the controlled version of this unitary, c-Y 2 j , controlled by a single qubit, has gate complexity O(G j ). The unitary U can then be implemented by a circuit that performs, for all j ∈ {0, . . . , n}, the operation c-Y 2 j on the second register controlled by the j th qubit of the first register |i . If the first register is in state |i , the operation performed on the second register is exactly Y i , due to the binary encoding of the integer i. The gate complexity of this circuit is O(
We can implement gates of the form U = N i=0 M j=0 |i, j i, j| ⊗ Y ij similarly. We use an additional register to compute the product of i and j and, conditional on this register, we apply Y ij as described in Lemma 8. Last, we uncompute the product in the additional register. The gate complexity in this case is O(N M G).
Application to QLSP
We now describe how this technique can be applied to solve the QLSP. Suppose we can approximate A −1 by a linear combination of operators T i that are either unitary or can be implemented by unitaries as in (5). Then we can implement this linear combination of operators, which is approximately A −1 , using Lemma 7. The following sections, Section 3 and Section 4, establish that A −1 can indeed be represented in such a way using two different choices for the operators T i that correspond to using a Fourier decomposition and a Chebyshev decomposition, respectively.
For our application, we need to show that implementing an operator close to A −1 yields a state close to the desired one. More precisely, we need to show that if two operators C and D are close, then the normalized states C|ψ / C|ψ and D|ψ / D|ψ are also close.
Proposition 9. Let C be a Hermitian operator with C −1 ≤ 1 (i.e., the smallest eigenvalue of C in absolute value is at least 1) and let D be an operator that satisfies C − D ≤ ǫ < 1/2. Then the states |x := C|ψ / C|ψ and |x := D|ψ / D|ψ satisfy |x − |x ≤ 4ǫ.
Proof. Without loss of generality we assume |ψ = 1. Using the triangle inequality, we get
Again using the triangle inequality, we have
where we used the fact that C|ψ ≥ 1 since the smallest eigenvalue of C in absolute value is at least 1. Then we can upper bound the first term of the right-hand side of (12) as follows:
Analogously, we can bound the second term on the right-hand side of (12) as follows:
Since both terms are at most 2ǫ, we have |x − |x ≤ 4ǫ.
Finally, we state a corollary that captures how we apply Lemma 7 to implement A −1 . This allows us to focus on approximating 1/x by a suitable linear combination of other functions. We say that functions f and g are ǫ-close on a domain
Corollary 10. Let A be a Hermitian operator with eigenvalues in a domain D ⊆ R. Suppose the function f : D → R satisfies |f (x)| ≥ 1 for all x ∈ D and is ǫ-close to i α i T i on D for some ǫ ∈ (0, 1/2), coefficients α i > 0, and functions T i : D → C. Let {U i } be a set of unitaries such that
for all states |φ , where t is a nonnegative integer and (|0 t 0 t | ⊗ 1)|Φ ⊥ i = 0. Given an algorithm P B for creating a state |b , there is a quantum algorithm that prepares a quantum state 4ǫ-close to f (A)|b / f (A)|b , succeeding with constant probability, that makes an expected O(α/ f (A) |b ) = O(α) uses of P B , U , and V , where
and outputs a bit indicating whether it was successful. Furthermore, this algorithm can be modified to make O(α) uses of P B , U , and V in the worst case.
Proof. By Lemma 7, we can exactly prepare the state i α i T i (A)|b / i α i T i (A)|b with constant success probability and with the stated resource requirements. Since the functions f and i α i T i are ǫ-close on a domain that includes the spectrum of A, we have f (A) − i α i T i (A) < ǫ. Since |f (x)| ≥ 1 for all x ∈ D, the smallest eigenvalue of f (A) in absolute value is at least 1 and hence by Proposition 9, the output state is 4ǫ-close to
Since α is known, by running the algorithm (say) ten times longer than its expected running time, we obtain a bounded-error algorithm that makes O(α) uses of P B , U , and V in the worst case.
In the following two sections, we apply this lemma to the function f (x) = 1/x on the domain
the number of uses of P B , U , and V is O(α).
Fourier approach
We now describe the Fourier approach, which is based on an approximation of 1/A as a linear combination of unitaries e −iAt i , t i ∈ R. These unitaries can be implemented using any Hamiltonian simulation method. For sparse A, we use the method of [BCK15] . Our quantum algorithm for the QLSP then uses Corollary 10 to prepare a quantum state that is ǫ-close to |x . To that end, we establish the following Fourier expansion of the function 1/x on the domain D κ (proved in Section 3.2, where we give the explicit algorithm).
Lemma 11. Let the function h(x) be defined as
where
We start by showing how to represent 1/x as a weighted double integral of e −ixt and then approximate the integrals by finite sums. Given any odd function f : R → R satisfying ∞ 0 dy f (y) = 1, we have 1/x = ∞ 0 dy f (xy) for x = 0. To achieve good performance, we would like both f and its Fourier transform to decay rapidly. Here we choose f (y) = ye −y 2 /2 (although other choices are possible). As can be established using the Gaussian integral
(which we use throughout this section), this function satisfies
(i.e., it is an eigenfunction of the Fourier transform of eigenvalue −i, where the Fourier transform of a function F : R → C is the functionF : R → C given byF (k) := 1
While this integral representation suffices to determine the query complexity, we must give an approximation as a finite sum (as in Lemma 11) to provide an explicit algorithm. We can approximate (20) by a finite sum by restricting to a finite range of integration (as established in Lemma 12) and discretizing the integral. In the remainder of this section, we analyze this approximation and thereby establish Theorem 3. We consider query complexity in Section 3.1 and then analyze gate complexity in Section 3.2.
Query complexity
The query complexity of this approach is determined by the query complexity of U in Corollary 10 (since the operation V requires no queries to implement). In turn, the query complexity of U depends on the simulation precision and evolution times that are required to obtain an ǫ-approximation of 1/A. To determine this, it suffices to understand the error introduced by truncating (20) to a finite range of integration.
Lemma 12. The function
is ǫ-close to 1/x on the domain D κ for some y J = Θ(κ log(κ/ǫ)) and z K = Θ( log(κ/ǫ)).
Proof. Performing the integral over y first, which does not change the value by Fubini's theorem, we have
where we used the identity b a dy e cy = 1 c (e cb − e ca ). Therefore
where in the last step we used the bound
which follows from the upper bound Since |x| ≥ 1/κ, there exist y J = Θ(κ log(κ/ǫ)) and z K = Θ( log(κ/ǫ)) such that (27) is at most ǫ.
To apply Corollary 10, we discretize this integral, approximating g(x) by the function h(x) defined in Lemma 11. In particular, y J and z K are as in the definition of g(x) in Lemma 12. By taking ∆ y and ∆ z sufficiently small, h(x) can approximate g(x) arbitrarily closely. Since the query complexity resulting from Corollary 10 does not depend on the number of terms in the linear combination, we can make the discretization error arbitrarily small and neglect its contribution. This shows the query complexity part of Theorem 3, as follows.
Proof of Theorem 3 (query complexity). We implement h(A) using Corollary 10. The L 1 norm of the coefficients of this linear combination is
where we used the fact that, for ∆ z ≪ 1,
(here the error in the approximation is negligible since we can take ∆ z arbitrarily small without affecting the query complexity). By Lemma 12, we have α = O(κ log(κ/ǫ)). The evolution times of the Hamiltonian simulations that appear in the linear combination are t = O(y J z K ) = O(κ log(κ/ǫ)). Since we invoke Hamiltonian simulation Θ(α) times, the overall error is at most ǫ provided each simulation has error
The overall query complexity is the number of uses of Hamiltonian simulation times the query complexity of each simulation. Using the Hamiltonian simulation algorithm in [BCK15, Lemma 9], the query complexity of simulating a d-sparse Hamiltonian for time t with error at most ǫ ′ is O(d A max t log( A t/ǫ ′ )/ log log( A t/ǫ ′ )) = O(dt log(t/ǫ ′ )), since for the QLSP, we have A max ≤ A ≤ 1. Thus the total query complexity is
Finally, by Corollary 10, the number of uses of P B is O(α) = O(κ log(κ/ǫ)).
Gate complexity
The gate complexity of this approach is given by the gate complexity of the unitaries in Corollary 10, namely quantum simulation and the state preparation map V , times the number of amplitude amplification steps. The cutoffs J and K (which determine ∆ y and ∆ z ) affect the gate complexity as they determine the number of coefficients appearing in the approximation of 1/A by h(A). Our analysis uses the following identity.
Lemma 13. Let ω ∈ R and ∆ z > 0. Then
where z k := k∆ z .
Proof. Equation (32) is a case of the Poisson summation formula (see for example [HN01, Section 11.11]), which states that if f : R → C is a Schwartz function with Fourier transformf : R → C, then
Here f is called a Schwartz function if, for all nonnegative integers m and n, sup x∈R |x m d n dx n f (x)| is at most some constant (that can depend on m and n).
In our case, f (x) = e −(ω+2πx/∆z ) 2 /2 , with the Fourier transformf (y) = ∆z 2π e −(y∆z ) 2 /8π 2 e −iy∆zω/2π . Then the left-hand side of (33) coincides with the left-hand side of (32), and it is easy to check that the right-hand side of (33) coincides with the right-hand side of (32). It is well known that a Gaussian is a Schwartz function, so the identity follows. Now we quantify how well h(x) in (18) approximates 1/x.
Proof of Lemma 11. We have ∆ y = y J /J = Θ(ǫ/ log(κ/ǫ)) and ∆ z = z K /K = Θ(1/κ log(κ/ǫ)).
Performing the geometric sum over j, we have
Using the triangle inequality, we have the bound
We show that each term on the right-hand side is O(ǫ).
(as is easily verified by plotting the left-hand side) and since |x∆ y z K | = O(ǫ) < 1 for sufficiently small ǫ, the term on the right-hand side of (35) is upper bounded by
Here in (39) we used the fact that |x| < e x 2 /4 for all x ∈ R.
The term in (36) is
where we upper bounded the sum of a decreasing sequence by the corresponding integral and applied (28). Using Lemma 13 with ω = xy J , the term in (37) is
For k = 0, we have |xy J + 2πk/∆ z | ≥ |k|(2π/∆ z − y J ). By choosing K sufficiently large, we can ensure that 2π/∆ z ≥ y J . Thus we see that (37) is at most
Finally, by Lemma 13 with ω = 0, we have
so (38) is also O(ǫ), completing the proof.
We can now determine the gate complexity of the Fourier approach to the QLSP.
Proof of Theorem 3 (gate complexity).
To apply Corollary 10, we must implement a unitary V that maps the m-qubit state |0 m , where m = O(log(JK)), to
From the query complexity part of the proof of Theorem 3, we have α = O(κ log(κ/ǫ)). The operation V can be implemented in two steps, preparing the superpositions over |j and |k independently since this is a product state. First we use O(log(J)) Hadamard gates to prepare J−1 j=0 |j / √ J (assuming for simplicity that J is a power of 2). Then we use O(K) gates to prepare the corresponding superposition over |k [SBM06, Sec IV]. Using the values of J and K from Lemma 11, the gate complexity of V is O(log(J) + K) = O(log(κ log(κ/ǫ)/ǫ) + κ log(κ/ǫ)) = O(κ log(κ/ǫ)).
Corollary 10 also requires the unitary
We now use the approach of Lemma 8 (specifically, in the form discussed immediately following the proof of the lemma) and the Hamiltonian simulation algorithm of [BCK15, Lemma 10] to implement U within precision ǫ ′ . We can implement U if we can implement the unitary
In the notation of Lemma 8, the gate cost of implementing this unitary is at most the sum of the costs of implementing Y 2 r for r = 0 to r = log JK = O(log(κ/ǫ)). Since we would like to approximate U to error ǫ ′ , it suffices to implement the unitaries Y 2 r to errorǭ = O(ǫ ′ / log JK) = O(ǫ ′ / log(κ/ǫ)).
From [BCK15, Lemma 10], we know that the gate complexity of simulating a d-sparse Hamiltonian A for time t with errorǭ is
where we have dropped a log log( A t/ǭ) term that appeared in the denominator. Lemma 10 of [BCK15] does not explicitly handle the case where the evolution time t is so short that some of these expressions are smaller than 1. In our application, we would like to simulate powers of the unitary Y = e −iA∆y∆z , where ∆ y ∆ z = Θ(ǫ/κ), which is indeed a very short evolution time. For such short times, the expression in (53) should have the first term replaced by (d A max t + 1), and all logarithms should be prevented from dropping below 1, i.e., we treat every logarithm as a maximum of its original expression and 1. Now we want to compute the gate cost of implementing Y and higher powers of Y . The largest power involved is Y JK , where JK = κ 2 ǫ log 2 (κ/ǫ). Hence the longest time for which Hamiltonian simulation is performed is τ := y J y K = O(κ log(κ/ǫ)). Since we can always use τ as an upper bound for t, we see that the cost of simulating A for any time t ≤ τ to errorǭ is at most O((dt + 1)(log N + log 2.5 (τ /ǭ)) log(τ /ǭ)), since for the QLSP, we have A max ≤ A ≤ 1. Hence the sum of costs of implementing Y 2 r for r = 0 to r = log JK = O(log(κ/ǫ)) can be computed by first computing the sum of (dt+1) over the range, i.e., the sum log JK r=0 (d∆ y ∆ z 2 r +1). This sum is O(dy J z K + log JK) = O(dκ log(κ/ǫ)).
Thus the sum of gate complexities of Y 2 r is O(dκ log(κ/ǫ)(log N +log 2.5 (τ /ǭ)) log(τ /ǭ)). Substituting the values of τ ,ǭ and using ǫ ′ ≤ ǫ, the operation U has gate complexity O(dκ log 2 (κ/ǫ ′ )(log N + log 2.5 (κ/ǫ ′ ))). Note that the gate complexity of V is dominated by that of U . Since we invoke Hamiltonian simulation O(α) times, with α = O(κ log(κ/ǫ)) (see the proof of the query complexity part of Theorem 3), we can choose ǫ ′ = O(ǫ/α) for overall error at most ǫ. Thus the overall gate complexity of the method is O(dκ 2 log 2.5 (κ/ǫ)(log N + log 2.5 (κ/ǫ)))
as claimed.
Chebyshev approach
We now describe our second approach to the QLSP. This approach uses a Chebyshev expansion to implement A −1 without appealing directly to Hamiltonian simulation. Instead of building the function 1/x as a linear combination of terms of the form e −itx (as in Section 3), we approximate it by a linear combination of terms of the form T n (x), where T n is the n th Chebyshev polynomial of the first kind. We implement such terms using a quantum walk that has previously been applied to Hamiltonian simulation [Chi10, BC12, BCK15] . With that goal, we establish the following decomposition of 1/x as a linear combination of Chebyshev polynomials.
Lemma 14. Let g(x) be defined as
where j 0 = b log(4b/ǫ) and b = κ 2 log(κ/ǫ). Then g(x) is 2ǫ-close to 1/x on D κ .
The Chebyshev polynomials of the first kind are defined as follows: T 0 (x) = 1, T 1 (x) = x, and T n+1 (x) = 2xT n (x) − T n−1 (x). They are also the unique polynomials satisfying T n (cos θ) = cos nθ.
This section is organized as follows. In Section 4.1 we define a quantum walk for any given Hamiltonian and express this walk (and its powers) in terms of Chebyshev polynomials. In Section 4.2, we present an expansion of 1/x in terms of Chebyshev polynomials and use this to establish the query complexity of the Chebyshev approach to the QLSP. In Section 4.3, we upper bound the gate complexity of this approach.
A quantum walk for any Hamiltonian
Let A be a d-sparse N × N Hamiltonian with A max ≤ 1. We now define a quantum walk corresponding to A and express its action in terms of Chebyshev polynomials.
The quantum walk is defined using a set of states {|ψ j ∈ C 2N ⊗ C 2N : j ∈ [N ]} defined as
Note that the square root in (56) is potentially ambiguous when A jk is complex. Our results hold for any consistent choice of square root that ensures √ A * jk √ A jk * = A * jk . For more detail, see the discussion preceding [BC12, eq. 14]. We assume in (56) that the oracle returns exactly d nonzero entries for a given j. This is without loss of generality as we can modify the oracle to treat some zero entries as nonzero entries to make up the difference. On these additional values of k, the oracle will return the value of A jk to be 0, but these entries will contribute to the state in (56) due to the term 1 − |A jk | |k + N .
The quantum walk now occurs in the Hilbert space C 2N ⊗ C 2N . We define an isometry T from C N to the walk space by
We define a swap operator on the walk space by S|j, k = |k, j for all j, k ∈ [2N ]. Finally, the walk operator is W := S(2T T † − 1). As discussed in [BC12, BCK15] , the walk operator W can be implemented using O(1) queries to P A , and this implementation is gate-efficient as we discuss in Section 4.3. (For the details of the implementation, see Lemma 10 of [BCK15] . In that treatment, the states are defined using an ancilla qubit instead of N additional basis states, but the convention in (56) is easily recovered by the efficient-and efficiently invertible-mapping from C N ⊗C 2 → C 2N defined by |k, 0 → |k and |k, 1 → |k
We now analyze the structure of this walk. It will be convenient to consider the matrix H := A/d in the following. Note that since A max ≤ 1 and A is d-sparse, we have that H ≤ 1.
Lemma 15. Let |λ be an eigenvector of H := A/d with eigenvalue λ ∈ (−1, 1). Within the invariant subspace span{T |λ , ST |λ }, the walk operator W has the block form
where the first row/column corresponds to the state T |λ . For an eigenvector |λ with eigenvalue |λ| = 1, we have W T |λ = λT |λ .
Proof. Observe that T † T = 1 and T † ST = H. Let |⊥ λ denote a state orthogonal to T |λ in span{T |λ , ST |λ }, satisfying
which is well defined since |λ| < 1. Then we have
Furthermore,
so dividing by √ 1 − λ 2 , which is nonzero, we have
Combining (61) and (66), we see that W has the stated form. When |λ| = 1, (58) simplifies to ST |λ = λT |λ , so (60) gives W T |λ = λT |λ , as desired.
Then for any positive integer n,
where T n is the n th Chebyshev polynomial of the first kind and U n is the n th Chebyshev polynomial of the second kind.
Proof. This follows by straightforward induction. The base case (n = 1) follows from the identities T 1 (λ) = λ and U 0 (λ) = 1. Assuming the claim holds for a given value of n, we have
where we used the identities
relating Chebyshev polynomials of the first and second kinds. This lemma can alternately be proved using the substitution λ = cos θ and the trignometric relations between Chebyshev polynomials.
From Lemma 15 and Lemma 16, we get that for any eigenvector |λ of H with |λ| < 1,
where |⊥ λ is defined through (58). This equation can also be extended to eigenvectors |λ with |λ| = 1 by observing that T n (λ) = λ n when λ ∈ {−1, +1} and by defining |⊥ λ = 0. Since the eigenvectors |λ of H span all of C N , and the pairs {T |λ , |⊥ λ } form an invariant subspace of W , we have that for any |ψ ∈ C N ,
where |⊥ ψ is an unnormalized state that is orthogonal to span{T |j : j ∈ [N ]}. Now consider a unitary circuit implementation of the isometry T . Since T maps C N to C 2N × C 2N , a unitary implementation would map |0 m |ψ to T |ψ for any |ψ ∈ C N , with m = ⌈log 2N ⌉+1. By applying this unitary, followed by W n , followed by the inverse of this unitary, we can implement
where |Φ ⊥ is an unnormalized state satisfying Π|Φ ⊥ = 0, where Π := |0 m 0 m | ⊗ 1. Finally, we note that since the walk operator W (and T ) can be implemented using O(1) queries to the oracle P A , as described in [BC12, BCK15] , the operation in (73) can be performed using O(n) queries.
Query complexity
The Hamiltonian simulation algorithm of [BCK15] approximates e −iHt by a linear combination of the matrices W n , where W is the quantum walk defined above. From the form of W n in terms of Chebyshev polynomials, we can interpret the algorithm as decomposing e −iHt as a linear combination of the Chebyshev polynomials T n (H).
Applying a similar approach to linear systems, we aim to approximate H −1 , where H = A/d, by a linear combination of T n (H). Since H is Hermitian, it suffices to find a good approximation of f (x) = 1/x by a linear combination of T n (x) over a domain containing the spectrum of H. We now analyze the approximation of 1/x by a Chebyshev series. We start by approximating the function 1/x with a function that is bounded at the origin. We accomplish this by multiplying 1/x with a function that is close to identity on D κd and very small near the origin. The function 1 − (1 − x 2 ) b has this property for large enough b.
Lemma 17. The function
is ǫ-close to 1/x on the domain D κd for any integer b ≥ (κd) 2 log(κd/ǫ).
Proof. For b > 0, on the domain D κd the numerator 1 − (1 − x 2 ) b increases monotonically toward 1 as |x| increases. Thus, over D κd , the numerator differs most from the constant function 1 at x = 1/(κd), where the difference is
Therefore we have 1
We now express the function f (x) as a linear combination of Chebyshev polynomials. Since f (x) is a polynomial of degree 2b − 1, it can be exactly represented as a linear combination of Chebyshev polynomials of order at most 2b − 1.
Lemma 18. Over the domain [−1, 1], the function f (x) defined in (74) can be exactly represented by a linear combination of Chebyshev polynomials of order at most 2b − 1:
Proof. First note that f (x) is well-defined as x → 0 because its numerator is a polynomial with no constant term. Since x ∈ [−1, 1], we can make the substitution x = cos(θ). Thus we aim to prove
Using T n (cos θ) = cos(nθ), this is equivalent to showing
By the identity
we have
Using the product-to-sum formula for cosines (2 cos θ cos φ = cos(θ +φ)+cos(θ −φ)), the right-hand side of (79) simplifies to
It remains to check that the coefficients of cos(2rθ) are equal on both sides for all r ∈ {0, 1, . . . , b}. 
When r ∈ [b − 1], the coefficient of cos(2rθ) on the right-hand side is 2(−1)
which is the same as the left-hand side. Finally, when r = b, the coefficient of cos(2rθ) on the right-hand side is 2(−1)
which is also the same as the left-hand side.
Although f (x) is exactly representable as a linear combination of Chebyshev polynomials of order at most 2b − 1, observe that the coefficients corresponding to the higher order terms are very small. Thus we can truncate the series expansion for f (x) while still remaining ǫ-close to f (x).
Lemma 19. The function f (x) in (74) can be ǫ-approximated by a linear combination of Chebyshev polynomials of order O( b log(b/ǫ)) by truncating the series in (77) at j 0 = b log(4b/ǫ). In other words,
Proof. The expression in square brackets in (77) is the probability of seeing more than b + j heads on flipping 2b fair coins, which is negligible for large j. In particular, the Chernoff bound gives
Thus we have
where we used the fact that |T n (x)| ≤ 1 for x ∈ [−1, 1].
We now establish the query complexity part of Theorem 4.
Proof of Theorem 4 (query complexity). We implement A −1 using Corollary 10 by expressing it in terms of g(H). Since
Corollary 10 makes O(α) uses of U , V , and P B . The value of α for the linear combination
because the term in square brackets is a probability and hence is at most 1. Since V costs no queries to implement, it suffices to understand the cost of implementing U . The highest order of a Chebyshev polynomial used in (88) is O(j 0 ) = O(dκ log(dκ/ǫ)). Since the cost of implementing the map (73) is proportional to n as discussed in Section 4.1, the cost of implementing the unitary U in Lemma 7 is O(j 0 ). Thus the total query complexity is O(αj 0 ) = O(dκ 2 log 2 (dκ/ǫ)) Finally, the total number of applications of P B is O(α) = O(κ log(κd/ǫ)).
Gate complexity
To upper bound the gate complexity of this approach, we must consider the implementation of the operator U (which consists of steps of the walk W ) and the operator V in Corollary 10.
Proof of Theorem 4 (gate complexity). We begin with the gate cost of W . As discussed in the proof of [BCK15, Lemma 10], a step of the quantum walk can be performed up to error at most ǫ ′ with gate complexity O(log N + log 2.5 (κd/ǫ ′ )). Thus the gate cost of implementing the map U , which involves a power of W as large as j 0 , is O(j 0 (log N + log 2.5 (κdj 0 /ǫ))) = O(j 0 (log N + log 2.5 (κd/ǫ))) using Lemma 8.
Implementing the map V involves creating a quantum state in a space of dimension j 0 . As shown in [SBM06, Sec IV], any such state can be created with O(j 0 ) two-qubit gates. Since the gate cost of V is less than the gate cost of U , we can neglect this in our calculations.
Thus we see that the gate complexity exceeds the query complexity by a multiplicative factor of O(log N + log 2.5 (κd/ǫ)), as claimed.
Improved dependence on condition number
In this section we reduce the κ-dependence of both our algorithms from quadratic to nearly linear, establishing Theorem 5. We use a tool called variable-time amplitude amplification, a low-precision version of phase estimation, and results from Section 3 or Section 4 (either approach can be used to obtain the results of this section). To see why this improvement might even be possible, observe that the quadratic dependence on κ has two contributions. First, the complexity of performing the linear combination corresponding to A −1 (even with very low probability) depends linearly on κ. More precisely, this refers to the cost of implementing the controlled unitary U in Corollary 10: in the Fourier approach this cost depends on the length of time for which we simulate a Hamiltonian, and in the Chebyshev approach it depends on the highest-order Chebyshev polynomial used. In both approaches, this cost is close to linear in κ. The second contribution comes from amplifying the probability of A −1 being successfully applied. As described in Corollary 10, this contribution is proportional to the quantity α, whose dependence on κ is also approximately linear in both approaches.
Observe that if we were promised that the state |b were only a superposition of eigenvectors of A with singular values that are all close to 1, the problem would be much easier. As noted in Section 1.2, if we know that |b lives in a subspace of A with low condition number κ ′ , we can replace κ with κ ′ in our upper bounds. If |b lives in the subspace of eigenvectors of A with singular values close to 1, then κ ′ = O(1). This suggests that the difficult case is when the state |b is a superposition of eigenvectors with singular values close to 1/κ. However, if we were promised that this holds, then we could again improve the complexity of our algorithms. This is because the second contribution in Corollary 10, proportional to α, only arises because we need to amplify the success probability of our implementation of A −1 . If |b were simply a superposition of eigenvectors with singular value close to 1/κ, then this step would be considerably less expensive. Quantitatively, observe that when we apply Corollary 10, the expected complexity is O(α/ A −1 |b ), which would be O(α/κ) = poly(log(dκ/ǫ)) in this case, bringing down the cost by a factor of κ. Thus at both extremes we can improve the κ-dependence of our algorithm. The reason our algorithm has nearly quadratic dependence on κ is that we need to handle both cases simultaneously.
In the HHL algorithm, a similar situation also arises. Ambainis exploited this to reduce the complexity of the HHL algorithm using a technique called variable-time amplitude amplification (VTAA) [Amb12] , a generalization of amplitude amplification. VTAA amplifies the success probability of a quantum algorithm A with variable stopping times using a sequence of concatenated amplitude amplification steps. If some branches of the computation performed by A run longer than others, VTAA can perform significantly better than standard amplitude amplification.
Tools
We now describe the tools required to construct our algorithm: variable-time amplitude amplification (Theorem 21), a low-precision variant of phase estimation we call gapped phase es-timation (Lemma 22), and procedures for implementing approximations of A −1 that are accurate for different ranges of eigenvalues (Lemma 23). In this section we use the notation O(·) to ignore factors of log(dκ/ǫ), i.e., we write
Variable-time amplitude amplification We start by formalizing the notion of a quantum algorithm with variable stopping times. We want to capture the intuitive idea that an algorithm A has m potential stopping times t 1 , t 2 , . . . , t m . At time t j , the algorithm can indicate that it wants to stop by setting the j th qubit of a special clock register to 1, where the algorithm starts with all clock qubits set to 0. To enforce that the algorithm actually halts when it indicates that it has, we require that subsequent operations do not affect branches of the computation that have halted in previous steps. We formalize this in the following definition.
Definition 20 (Variable-time quantum algorithm; cf. Section 3.3 of [Amb12] ). Let A be a quantum algorithm on a space H that starts in the state |0 H , the all zeros state in H. We say A is a variabletime quantum algorithm if the following conditions hold:
1. A can be written as the product of m algorithms, A = A m A m−1 · · · A 1 .
2. H can be written as a product H = H C ⊗H A , where H C is a product of m single qubit registers denoted
3. Each A j is a controlled unitary that acts on the registers H C j ⊗ H A controlled on the first j − 1 qubits of H C being set to 0.
In this definition the m potential stopping times of A correspond to when the segments A j end. The last condition enforces that the algorithm in step j does not perform any operation in branches of the computation that have halted in previous steps. Now consider a variable-time quantum algorithm that prepares a state |ψ succ probabilistically. More precisely, the algorithm has a single-qubit flag register that is measured at the end of the algorithm: if we observe the outcome 1 on measuring this register, we have successfully prepared the state |ψ succ . Let p succ denote the probability of obtaining the desired outcome. If the algorithm's complexity is t m , then simply repeating the algorithm O(1/p succ ) times will yield an algorithm that creates the state |ψ succ with high probability and that has complexity O(t m /p succ ). Using standard amplitude amplification, we can do the same with complexity only O(t m / √ p succ ). Variable-time amplitude amplification now allows us to achieve the same with even lower cost if the average stopping time of the algorithm is smaller than its maximum running time, as shown by Ambainis [Amb12, Theorem 1]. We now specialize the result to use our definition of a variable-time quantum algorithm.
Theorem 21 (Variable-time amplitude amplification). Let A = A m A m−1 · · · A 1 be a variable-time quantum algorithm on the space H = H C ⊗ H F ⊗ H W . If |0 H denotes the all zeros state in H and t j denotes the query complexity of the algorithm A j A j−1 · · · A 1 , we define
to be the probability of halting at step j and the root-mean-square average query complexity of the algorithm, respectively, where Π C j denotes the projector onto |1 in H C j . Additionally, let the success probability of the algorithm and the corresponding output state be denoted
where Π F projects onto |1 in H F . Then there exists a quantum algorithm with query complexity
that produces the state |ψ succ with high probability, and outputs a bit indicating whether it was successful. (Here we assume t avg is known; alternatively, we can use any known upper bound on t avg .) The resulting algorithm is gate-efficient if the algorithm A is gate-efficient.
Gapped phase estimation Our algorithm also requires the following simple variant of phase estimation, where the goal is to determine whether an eigenphase θ ∈ [−1, 1] of a unitary U satisfies 0 ≤ |θ| ≤ ϕ or 2ϕ ≤ |θ| ≤ 1. The proof is straightforward, but we include it for completeness.
Lemma 22 (Gapped phase estimation). Let U be a unitary operation with eigenvectors |θ satisfying U |θ = e iθ |θ , and assume that θ ∈ [−1, 1]. Let ϕ ∈ (0, 1/4] and let ǫ > 0. Then there is a unitary procedure GPE(ϕ, ǫ) making O(
• if 2ϕ ≤ |θ| ≤ 1 then |β 0 | ≤ ǫ. Here C and P are registers of 1 and ℓ qubits, respectively, where ℓ = O(log(1/ϕ) log(1/ǫ)).
Proof. Standard phase estimation can give an estimate of θ with precision ϕ/2 (which suffices to distinguish between the two cases), succeeding with probability greater than 1/2 [CEMM98, Appendix C], using O(1/ϕ) queries to U and O(log(1/ϕ)) ancillary qubits for the estimate of the phase. To boost the success probability, we simply repeat the procedure O(log(1/ǫ)) times. We construct GPE(ϕ, ǫ) by taking a majority vote and encoding the result in the register C. By a standard Chernoff bound, this suffices to ensure error probability at most ǫ.
Approximating A −1 Our algorithm A also requires a procedure to implement various approximations of A −1 that are accurate for different ranges of eigenvectors. If we are promised that the input state |ψ is a superposition of eigenstates of A with eigenvalues in the range [1, −λ] ∪ [λ, 1] for some given λ ∈ (0, 1], we can use the results of Section 3 or Section 4 to implement a version of A −1 accurate for this range of eigenvalues more efficiently than in the general case.
Lemma 23. For any δ > 0 and λ > 0, there exists a unitary W (λ, δ) with query complexity O(
where α max = O(κ) is a constant independent of λ, |Ψ ⊥ QI is an unnormalized quantum state on registers Q and I orthogonal to |0 Q , and h(A)|ψ − A −1 |ψ ≤ δ for any |ψ that is a superposition of eigenstates of A with eigenvalues in the range [−1, −λ] ∪ [λ, 1]. Here F and I are registers of 1 and log 2 N qubits, respectively.
Proof. Using either the Fourier or Chebyshev approach, by choosing an appropriately accurate series expansion of A −1 we can perform the map
Using the Fourier approach, the query complexity of the map in (97) is O((d/λ) log 2 (1/λδ)). Using the Chebyshev approach, the query complexity is O((d/λ) log(d/λδ)). In either case, the complexity of the operation in (97) is O( d λ log 2 ( dκ δ )). However, the value of α in (97) will depend on λ. The constant α can be determined from the L 1 norm in the approximation of A −1 by a sum of unitaries. Under the promise that the input state is a superposition of eigenvectors with eigenvalues in [−1, −λ] ∪ [λ, 1], the value of α depends on λ and δ, so we denote it α = α(λ, δ).
Since we require transformations for which the factor 1/α appearing in (97) is the same independent of λ, we choose the largest value of α for our range of eigenvalues, which is α max := α(1/κ, δ). This value is α max = O(κ log(κ/δ)) or α max = O(κ log(dκ/δ)) for the Fourier or Chebyshev approaches, respectively, which is O(κ) in either case.
Since α(λ, δ) ≤ α max , and α(λ, δ) can be computed efficiently, if we implement (97) with a smaller value of α than needed, it is always possible to make the implementation worse and increase the value of α. In particular, the algorithm for preparing (97) with α replaced by the fixed value α max is the algorithm described in Section 3 or Section 4 (which implements (97)) followed by an additional step that transforms
conditional on |0 Q . This gives us a map W (λ, δ) that performs the transformation in (97) with the same value α max in the denominator independent of λ, as described in the lemma.
Algorithm
We now describe a variable-time quantum algorithm A built as a sequence of steps A 1 , . . . , A m with m := ⌈log 2 κ⌉ + 1, so the algorithm is A = A m · · · A 1 . The algorithm A uses the following registers:
• an m-qubit clock register C, labeled C 1 , . . . , C m , used to determine a region the eigenvalue belongs to (i.e., to store the result of GPE); • a single-qubit flag register F to indicate whether the approximation of A −1 was successfully implemented; • a (log 2 N )-qubit input register I, initialized to |b , that finally contains the output state; • a register P , divided into registers P 1 , P 2 , . . . , P m , to be used as ancilla for GPE; and • a register Q to be used as ancilla in the implementation of A −1 . The corresponding Hilbert spaces are denoted H C , H F , H I , H P , and H Q , respectively. All registers are initialized in |0 except for register I, which is initialized in |b . When we write |0 X we mean that all qubits of register X are in |0 .
Algorithm A j We now describe the algorithm A j , which forms a part of the variable-time algorithm A. In the algorithm below, each call to GPE (Lemma 22) uses the unitary operation U := e iA . Note that this unitary satisfies the assumption of Lemma 22 as the norm of A is at most 1. For all j ∈ [m], let ϕ j := 2 −j , and let δ = ǫ/(mα max ).
Finally, we define A j as the product of the following two unitary operations: 1. Conditional on first j − 1 qubits of H C being |0 , apply GPE(ϕ j , δ) on the input state in I using C j as the output qubit and additional fresh qubits from P as ancilla (denoted P j ). 2. Conditional on C j (the outcome of the previous step) being |1 C j , apply W (ϕ j , mδ) on the input state in I using F as the flag register and register Q as ancilla.
Final algorithm Before describing the final algorithm, we define another sequence of algorithms
The only difference between A j and A ′ j is that instead of applying the operator W in step 2 of A j , algorithm A ′ j applies the following trivial operation W ′ :
The final algorithm of this section is as follows. First, apply VTAA to A to produce a normalized version of the state output by A that has register F in |1 F . Then apply the unitary (A ′ ) † to this state. The resulting state in register I is
up to error O(ǫ), as we prove in the next section.
Correctness
To prove that the algorithm works correctly, it is useful to first analyze its behavior on an eigenstate |λ of A, which satisfies A|λ = λ|λ for some λ ∈ [−1, 1]. Then the action of A on a general state |b follows from linearity. Let j ∈ [m] be such that ϕ j < |λ| ≤ 2ϕ j (recall that ϕ j := 2 −j ). Such a j must exist because the largest value of |λ| is 1 = 2ϕ 1 , and the smallest value of |λ| is 1/κ, which satisfies ϕ m = 1/2 ⌈log(κ)⌉+1 < 1/κ.
In this section, we will use the notation |ψ = |φ + O(δ) to mean |ψ − |φ = O(δ).
State after A 1 to A j−1 We first observe that the algorithms A 1 , . . . , A j−1 essentially do nothing to the state except modify the ancilla register P . To see this, observe that we start with the state |0 C |0 F |λ I |0 P |0 Q . Upon applying step 1 of A 1 , because |λ| ≤ φ 1 , the clock register C 1 remains |0 with high probability, and only the register P 1 has been modified to hold the ancillary state of GPE. Thus, we have the state
up to error O(δ), where |γ 1 0 is the ancillary state produced by GPE.
Step 2 of A 1 does nothing because register C 1 is set to |0 . Similarly, after j − 1 steps we are left with the state
up to error O(jδ) = O(mδ), where |γ i 0 is the ancillary state produced by the i th call to GPE.
State after A j Now when we apply step 1 of A j , because |λ| lies in between ϕ j and 2ϕ j , GPE will return a superposition of |0 C j and |1 C j . We will then have the state
up to error O(mδ), where U j := 0 j−1 10 m−j denotes the integer j represented in unary. Now when step 2 of A j is applied, the part of the state in (102) remains unchanged, since the register C j is set to |0 . However, the part in (103) will have operator W (ϕ j , mδ) applied to it and the state in (103) will become
where |g j IP Q is some state on register I, P , Q. 
where Π F denotes the projector onto |1 F . Now let |Ψ λ denote a normalized quantum state on registers C, F , P , and Q, such that this equation can be rewritten as Π F A|0 CF |λ I |0 P Q = A −1 α max |λ I |Ψ λ CF P Q + O(mδ).
Algorithm A ′ Now observe that if we had run algorithm A ′ instead of algorithm A, the ancillary state |Ψ λ created would be identical since this state depends only on GPE and not on the implementation of A −1 . In A ′ , since the operation W is replaced by the operation in (99) that simply flips the bit in register F , we have A ′ |0 CF |λ I |0 P Q = |λ I |Ψ λ CF P Q + O(mδ).
Note that there is no need to project onto |1 F , since the final state here has no overlap on |0 F , and hence there is no need to apply VTAA either. Thus the inverse of algorithm A ′ can be used to erase the state |Ψ λ given state |λ in another register, even in superposition.
Final algorithm We can now analyze the general case where the input state is |b = k c k |λ k , where |λ k are eigenvectors of A of eigenvalue λ k ∈ [−1, 1] and k |c k | 2 = 1. Using linearity and (109), we obtain Π F A|0 CF |b I |0 P Q = A −1 α max k c k |λ k I |Ψ λ k CF P Q + O(mδ).
We can now apply VTAA (Theorem 21) to A to produce a normalized version of this state with constant probability. The approximation error is O(α max mδ) = O(ǫ) since, in the worst case, the norm of this state is O(1/α max ). Now applying (A ′ ) † allows us to erase the ancillary states |Ψ λ k CF P Q to obtain A −1 |b I |0 CF P Q A −1 |b I |0 CF P Q
up to error O(ǫ), as desired.
Complexity
The complexity of our algorithm is dominated by the cost of applying VTAA to algorithm A. The next step, which is to apply (A ′ ) † , can only cost as much as A, and hence can be ignored.
To obtain the query complexity of applying VTAA to A, we need to compute the quantities in Theorem 21, which are t m , p succ , and t avg .
Computing t j Let us begin with t j , the query complexity of applying A j · · · A 1 . The cost of any A j is the cost of applying GPE(ϕ j , δ) using Lemma 22 and W (ϕ j , mδ) using Lemma 23. The number of uses of U = e iA in GPE(ϕ j , δ) follows from Lemma 22 and is O(2 j log(1/δ)). Then, each U must be implemented using a Hamiltonian simulation algorithm within precision O(δ/(2 j log(1/δ))). By the results of [BCK15] , the query complexity of GPE(ϕ j , δ) is therefore O(d2 j poly(log(d2 j /δ))) = O(d2 j ).
The query complexity of W (ϕ j , mδ) is O( d ϕ j log 2 ( dκ mδ )) = O(d2 j ). Since the cost of A j is O(d2 j ), t j = O(d2 j ) and t m = O(dκ).
Computing p succ The probability p succ is the probability of measuring the register F in |1 F in the state output by algorithm A. This is simply the squared norm of the state on the left hand side of (111), i.e., p succ = Π F A|0 CF |b I |0 P Q 2 . Hence from (111) we have 
To be precise, this is only an approximation of √ p succ up to error O(mδ) = O(ǫ/α max ). However, since this error is much smaller than the calculated value of √ p succ , which is at least 1/α max , this error only affects the value by a constant factor for sufficiently small ǫ.
Computing t avg Let p j denote the probability that algorithm A stops exactly at the j th step, which is Π C j A j · · · A 1 |b I |0 CF P Q 2 , where Π C j is the projector onto |1 C j . We can now compute 
where the expression in parentheses is the average squared stopping time of the algorithm for the special case where |b = |λ k . For the state |λ k , we know that the algorithm stops after step j or j + 1, where j satisfies ϕ j < |λ k | ≤ 2ϕ j . Hence the average squared stopping time for |λ k is at most t j+1 = O(d2 j ) = O(d/λ k ). More precisely, the algorithm stops after step j or j + 1 with probability at least 1 − δ. With probability at most δ it may stop at step j + 2, and with probability at most δ 2 it may stop at step j + 3, etc. Since t j+r grows only exponentially with r, i.e., t j+r = exp(r)t j , for small enough δ, the sum δ r exp(r) converges to a constant and hence this does not change the average squared stopping time for |λ k by more than a constant factor. Substituting this into (120), we have
Total complexity We are now ready to compute the total cost of VTAA and prove Theorem 5. Theorem 21 states that the query complexity of VTAA applied to A is O t m + t avg √ p succ poly(log t m ) .
Using the values we computed, this is
where we used the fact that α max = O(κ), as stated in Lemma 23. Finally, since A and A ′ are gate-efficient and VTAA preserves this property, the overall algorithm is gate-efficient.
