Parity-Unimodality and a Cyclic Sieving Phenomenon for Necklaces by Stucky, Eric Nathan
ar
X
iv
:1
81
2.
04
57
8v
2 
 [m
ath
.C
O]
  1
7 M
ar 
20
19
Cyclic Sieving, Necklaces, and Bracelets
Eric Stucky
17 March 2019
Abstract
We split the q-Schro¨der numbers into an “even” and “odd” part. The Schro¨der
numbers are known to enumerate certain necklaces, and the even part turns out to
be a q-analogue for the set of bracelets. The even and odd parts are symmetric and
unimodal, and we seek a poset structure which explains these features. Along the way,
we find a new cyclic sieving phenomenon on certain double cosets of the symmetric
group which generalizes the classical enumeration of two-colored bracelets.
1 Introduction
Given a sequence α = (α1, . . . , αr) of nonnegative integers that sums to n, themultinomial
coefficient (
n
α
)
=
(
n
α1, . . . , αr
)
=
n!
α1! · · ·αr!
is a positive integer, counting the number of words having exactly αi occurrences of the letter
i for each i = 1, 2, . . . , r. The symmetric group Sn acts on the set of such words by permuting
positions, and when one restricts this action to the cyclic subgroup C = 〈c〉 generated by
the n-cycle c = (1, 2, . . . , n), the orbits are called necklaces with αi beads of color i; we
refer to these as α-necklaces. It is easily seen that the C-action on α-necklaces will be free if
and only if gcd(α) = gcd(α1, . . . , αr) = 1, and thus the number of α-necklaces in this case is
given by C(α) = 1
n
(
n
α
)
.
When α = (a, a+ 1), this is the well-known Catalan number:
C(a, a+ 1) =
1
2a+ 1
(
2a+ 1
a
)
=
1
a + 1
(
2a
a
)
.
For example, when α = (3, 4), there are C(3, 4) = 1
7
(
7
3
)
= 1
4
(
6
3
)
= 5 such necklaces with 3
black beads and 4 white beads, shown here:
1
2This paper concerns two surprising properties of the q-analogue of C(α) defined by
C(α; q) =
1
[n]q
[
n
α
]
q
(1)
defined in terms of these standard q-analogues:[
n
α
]
q
=
[n]!q
[α1]!q · · · [αr]!q
,
[n]!q = [n]q[n− 1]q · · · [2]q[1]q,
[n]q = 1 + q + q
2 + · · ·+ qn−1.
1.1 Cyclic Sieving
Recall from [13] that for a set X carrying the action of a cyclic group C = 〈τ〉 of order
m, and a polynomial X(q) with nonnegative integer coefficients, one says that (X,X(q), C)
exhibits the cyclic sieving phenomenon if for every integer d one has that |{x ∈ X :
τd(x) = x}| = [X(q)]q=ζdm , where ζm = e
2πi
m .
We are motivated by the case in which m = 2, so that τ is an involution; that is,
X(1) = #X,
X(−1) = #{x ∈ X : τ(x) = x}.
In this case, (X,X(q), τ) is said to exhibit Stembridge’s q = −1 phenomenon [15]. There
is another way to phrase this, in terms of the τ -orbits on X of size one and two, which we
will call the symmetric and asymmetric τ -orbits, respectively. Letting X(q) =
∑
i aiq
i, to
say that (X,X(q), τ) exhibits the q = −1 phenomenon is equivalent to saying that the two
sums
1
2
(X(1) +X(−1)) = a0 + a2 + a4 + · · · , and
1
2
(X(1)−X(−1)) = a1 + a3 + a5 + · · · .
respectively count the total number of τ -orbits, and the number of asymmetric τ -orbits on
X .
This lets us phrase our first result, which follows on the observation in [13, §8] that when-
ever gcd(α) = 1, the q-analogue C(α; q) defined in (1) is a polynomial in q with nonnegative
3coefficients. As noted above, C(α; 1) = C(α) counts the set X of all of α-necklaces. There is
a natural involutive action τ on X in which τ reverses a word or reflects a necklace over a
line; orbits for this τ -action are called bracelets. Thus a bracelet is asymmetric if it is a
τ -orbit of necklaces of size two.
Theorem 1.1. When gcd(α) = 1, the set X of α-necklaces along with X(q) := C(α; q) =∑
i aiq
i and its τ -action by reflection exhibits Stembridge’s q = −1 phenomenon. That is,
1
2
(C(α; 1) + C(α;−1)) = a0 + a2 + a4 + · · · , and
1
2
(C(α; 1)− C(α;−1)) = a1 + a3 + a5 + · · · ,
respectively count the total number of bracelets, and the number of asymmetric bracelets.
In the example of α = (3, 4), one has
C(α; q) =
1
[7]q
[
7
3
]
q
= 1 + q2 + q3 + q4 + q6,
with 1
2
(C(α; 1) + C(α;−1)) = 4 and 1
2
(C(α; 1) + C(α;−1)) = 1. This agrees with the fact
that the five necklaces shown above give rise to four bracelets, only one of which is asym-
metric, namely the bracelet shown here:
=
Theorem 1.1 will be deduced in Section 2 from a much more general statement. Notice
that the reflection τ , thought of as an element of Sn, is contained in the normalizer of C. The
more general statement, in particular, provides a sufficient condition for other τ ∈ NSn(C)
acting on α-necklaces to satisfy a cyclic sieving phenomenon as well.
1.2 Parity Unimodality
We now observe a second surprising property of C(α; q). Say that a polynomial X(q) =∑
i aiq
i in q with nonnegative coefficients ai is parity-unimodal if both subsequences
(a0, a2, a4, . . .) and (a1, a3, a5, . . .) are unimodal.
Conjecture 1.2. When gcd(α) = 1, the polynomial C(α; q) is parity-unimodal.
We have two pieces of evidence for Conjecture 1.2. First, it has been checked for all
relevant compositions α of n ≤ 30. Second, we will explain in Section 3 why known results
in the theory of rational Cherednik algebras imply the conjecture for α = (k, a − k, b − k)
when gcd(a, b) = 1 and 0 ≤ k ≤ a. Here C(k, a−k, b−k; q) is called a rational q-Schro¨der
polynomial; this further specializes to a rational q-Catalan polynomial when k = 0,
and specializes yet again to MacMahon’s q-Catalan polynomial when also b = a+ 1.
4Theorem 1.3. Let a, b, and k be positive integers satisfying gcd(a, b) = 1 and 0 ≤ k ≤ a < b.
Then the rational q-Schro¨der polynomial C(k, a− k, b− k; q) is parity-unimodal.
In this rational Schro¨der case, something beyond parity-unimodality for C(α; q) =
∑s
i=0 aiq
i
is true. Here the two subsequences (a0, a2, a4, . . .) and (a1, a3, a5, . . .) are not only unimodal,
but also symmetric.
This, together with Theorem 1.1, brings to mind Proctor’s characterization of Peck posets
as sl2(C)-representations [12]. This result suggests that there may reasonably be two highly
structured ranked posets whose rank sizes are (a0, a2, a4, . . . ) and (a1, a3, a5, . . . )which in
particular may give an elementary demonstration of parity-unimodality for the rational q-
Schro¨der polynomials. In Section 4, we find a suitable pair of posets for k = 0 and a = 3.
Finally, in Section 5 we discuss the challenges with extending to larger a, as well as a general
framework through which to understand the results of Section 2.
2 Proof of Theorem 1.1
Before getting to a more general result that will imply Theorem 1.1, we review a cyclic
sieving phenomenon that specializes a result from [13].
Given any subgroup H of Sn, let X be the coset space X = Sn/H , and C = 〈c〉 be the
cyclic subgroup of Sn generated by the n-cycle c = (1, 2, . . . , n). Recall that Sn (and hence
H) acts on the graded ring of n-variable polynomials C[x] = C[x1, . . . , xn] by permuting
indices, and let C[x]Sn be the fixed space of this action (and similarly for C[x]H). Then [13,
Theorem 8.2] implies that the triple (X,X(q), C) exhibits the cyclic sieving phenomenon,
where H(V ; q) =
∑
i≥0 dim(Vi)q
i denotes the Hilbert series of a graded vector space V =⊕
i≥0 Vi, and
X(q) =
H(C[x]H , q)
H(C[x]Sn , q)
.
We will be interested in X = Sn/H as a set on which C acts by left-multiplication,
particularly for those H such that the action is free. Note that the freeness of this action
is equivalent to the condition that no power of c is Sn-conjugate to an element of H , or
equivalently, that the permutation group H avoids all cycle types of the form (d
n
d ) for
divisors d of n with d ≥ 2.
In this case, the fact that (X,X(q), C) exhibits a cyclic sieving phenomenon means that
X(ζ) = 0 for any nontrivial nth root of unity. Equivalently, we have that
∏n−1
i=1 (q− ζ
i) = [n]q
is a factor of of X(q), and so
Y (q) =
1
[n]q
X(q) (2)
is in fact a polynomial.
Remark. Reiner, Stanton, and White use a somewhat different notation: their X(q) is defined
as H(A(Sn)
H , q), where A(Sn) is the coinvariant algebra C[x]/
〈
f ∈ C[x]Sn : f(0) = 0
〉
. The
fact that H(A(Sn)
H ; q) is the same as H(C[x]H ; q)/H(C[x]Sn; q) is a standard fact from
invariant theory; see for instance [2, Corollary 1.2.2].
5Notice that elements τ of the normalizer NSn(C) can act on Y = C\Sn/H , the collection
of double-cosets CgH , via this rule:
τ · CgH = τCgH = CτgH. (3)
Choose a particular involution τ ∗ in NSn(C) having cycle type (2, 2, . . . , 2, 1) for n odd and
(2, 2, . . . , 2, 1, 1) for n even. For instance, let τ ∗ be the permutation of the vertices 1, 2, . . . , n
of a regular n-gon that comes from the reflection fixing vertex 1. (It also fixes exactly one
other vertex, namely n
2
+ 1, when n is even)
7→
7→
We can now state a general result.
Theorem 2.1. Let H be a subgroup of Sn with the property that C acts freely on X = Sn/H,
that is, H avoids all cycle types of the form (d
n
d ) for divisors d ≥ 2 of n. If either
• n is odd, or
• n is even and the subgroup H additionally avoids the cycle type (2
n−4
2 , 4),
then one has a q = −1 phenomenon for the triple (Y, Y (q), 〈τ ∗〉), where Y = C\Sn/H, the
polynomial Y (q) is defined as in (2), and τ ∗ is the particular involution defined above.
Before proving this theorem, we use it to prove Theorem 1.1.
Proof (of Theorem 1.1). It is a standard fact of invariant theory that if H = Sα1 × · · ·×Sαr
and X = Sn/H , then
H(C[x]Sn , q) =
n∏
i=1
1
1− qi
and H(C[x]H , q) =
r∏
j=1
αj∏
i=1
1
1− qi
.
From this we deduce that
X(q) =
H(C[x]H , q)
H(C[x]Sn , q)
=
[
n
α
]
q
.
Notice that as Sn-sets, X is equivalent to the set of words having exactly αi occurences
of the letter i, and so C = 〈c〉 acts freely on X if and only if gcd(α1, . . . , αr) = 1. In this
case, the associated Y (q) is C(α; q). Moreover, note that H = Sα1 × · · · × Sαr never has
an element with cycle type (2
n−4
2 , 4), since otherwise each of the αi would be divisible by 2.
Thus, since τ ∗ acts as the reflection on necklaces, Theorem 2.1 shows that we have a q = −1
phenomenon for the triple (Y, Y (q), τ ∗), as desired.
6We will not prove Theorem 2.1 directly; instead we recognize it as the m = 2 case of the
following even more general statement.
Theorem 2.2. Fix a positive integer m ≥ 2, and suppose that either n ≡ 1 mod m, or n is
even and n ≡ 2 mod m. Assume that H is a subgroup of Sn that avoids the cycle types
• (d
n
d ) for divisors d ≥ 2 of n,
• (ℓ
n−2
ℓ , 2) for divisors ℓ of m, and
• (2
n−4
2 , 4).
Further assume that one has some τ in NSn(C) of order m whose cycle type is
cyc(τ) =
{
(m
n−1
m , 1) if n ≡ 1 mod m,
(m
n−2
m , 1, 1) if n ≡ 2 mod m.
Then the triple (Y, Y (q), 〈τ〉) exhibits the cyclic sieving phenomenon, where Y = C\Sn/H,
the polynomial Y (q) is defined as in (2), and 〈τ〉 ∼= Z/mZ acts on Y via the rule (3).
The conditions on H and τ may appear too restrictive, but they do capture some genuine
difficulties. For instance, the desired sieving fails for H = 〈(1234)(5678)(90)〉 ≤ S10 and
τ = (1)(2408)(3795)(6), despite τ ∈ NS10(C) and 10 ≡ 2 mod 4. Cyclic sieving phenomena
of this type do exist for other τ , even if n 6≡ 1, 2 mod m. However, the situation appears
much more delicate in these cases, and we do not have any more general conjecture.
2.1 Technical Lemmata
The following calculation occurs repeatedly in proving the various cases of Theorem 2.2,
so we compile it into a lemma for easy reference. Recall that a list of nonnegative integers
λ = (λ1, λ2, . . . , λr) that sums to n is said to be a partition of n, written λ ⊢ n, if it is also
non-increasing: λ1 ≥ λ2 ≥ · · · ≥ λr.
Lemma 2.3. Let ζ be a primitive mth root of unity, and k =
⌊
n−1
m
⌋
. Denote by FixX(λ) the
number of fixpoints in Sn/H for any g ∈ Sn with cycle type (m
k, λ), and let ci be the number
of parts in λ with size i.
(a) If n 6≡ 0 mod m, then
Y (ζ) = (1− ζ)
n−1−km∏
j=1
(1− ζj)

 ∑
λ⊢n−km
|FixX(λ)|∏
i≥1
(i(1− ζ i))cici!

 .
(b) If n ≡ 0 mod m, then
Y (ζ) = (1− ζ)

mk4 |FixX(2m)| +
∑
λ⊢m
λ1 6=m
|FixX(λ)|∏
i≥1
(i(1− ζ i))cici!

 .
7Proof. Observe that
X(q) =
H(C[x]H ; q)
H(C[x]Sn ; q)
= H(C[x]H ; q)
n∏
i=1
(1− qi)
= H(C[x]H ; q) · (1− q)n[n]!q.
Thus, Y (q) = (1− q)n[n−1]!q ·H(C[x]
H ; q). We can explicitly calculate the Hilbert series
of the H-invariants using Molien’s formula [11]:
H(C[x]H ; q) =
1
|H|
∑
h∈H
1
1− det(I − qh)
=
1
|H|
∑
h∈H
∏
cycles z of h
1
1− q|z|
,
where I is the identity map on Cn, h is the permutation matrix representing its action on
(linear combinations of) the variables, and |z| is the length of the cycle z.
Substituting this into the expression for Y (q) and pulling [n−1]!q inside the summation,
we observe that the numerator of each term has a zero at q = ζ of multiplicity k since [ℓ]q
has a zero at ζ precisely when m|ℓ. Therefore, any h ∈ H contributes to the sum Y (ζ) only
when the denominator has a zero of multiplicity k. Observe that (1− qℓ) has a zero at q = ζ
precisely if m|ℓ, and in this case the zero has multiplicity 1. Thus, the h-term contributes to
the sum if and only if h has at least k cycles whose lengths divide m.
Note that h can never have more than k + 1 cycles whose lengths divide m because
(k+1)m ≥ n. In fact, h has at most k such cycles: equality occurs if and only if n ≡ 0 mod m,
but in this case h would have cycle type (mk+1), which contradicts that C acts freely on
Sn/H . Moreover, if the cycle type of h has exactly k parts which divide m, then either
n ≡ 0 mod m and the cycle type is (2m,mk), or else the cycle type is (mk, λ), where λ is a
partition of n− km.
We perform the remaining calculation only for part (a), where n 6≡ 0 mod m; the adjust-
ments for part (b) are straightforward. Begin by observing that for contributing h ∈ H ,
[n− 1]!q∏
cycles z of h
(1− q|z|)
=
1
(1− qm)k
∏
λ⊢n−km
(1− qi)ci
·
n−1∏
j≥1, j 6=cm
(1− q)j
k∏
ℓ=0
(1− qmℓ)
(1− q)n−1
=
k∏
ℓ=1
1− (qm)ℓ
1− (qm)
·
k∏
ℓ=1
m−1∏
j=1
(1− q)j+mℓ ·
n−1∏
j=mk+1
(1− qj)
(1− q)n−1
∏
λ⊢n−km
(1− qi)ci
.
Note that the first factor is [k]!qm . Indeed, as q → ζ , most factors simplify considerably;
the expression is now:
8
 [n− 1]!q∏
cycles z of h
(1− q|z|)


q=ζ
= k! ·
[
m−1∏
j=1
(1− ζ)j
]k
·
n−1−km∏
j=1
(1− ζj)
(1− ζ)n−1
∏
λ⊢n−km
(1− ζ i)ci
.
As observed earlier,
∏m
i=1(x− ζ
j) = [m]x, and so things simplify a little further:
=
k!mk
(1− ζ)n−1
·
n−1−km∏
j=1
(1− ζj) ·
∏
λ⊢n−km
1
(1− ζ i)ci
.
We wish to plug this into the above expression for Y (q) at q = ζ . Observe that this
contribution depends not on h ∈ H but only the partition λ. In particular, letting ConjSn(λ)
be the conjugacy class of elements with cycle type (mk, λ), the number of h ∈ H which give
this contribution is |H ∩ ConjSn(λ)|. Similarly defining |ZSn(λ)| as the number of elements
which centralize any g ∈ Sn having cycle type (m
k, λ), we obtain:
Y (ζ) =
(1− ζ)n
|H|
∑
h∈H

 [n− 1]!q∏
cycles z of h
(1− q|z|)


q=ζ
=
k!mk (1− ζ)n
|H|(1− ζ)n−1
∑
λ⊢n−km
|H ∩ ConjSn(λ)|
n−1−km∏
j=1
(1− ζj) ·
n−km∏
i=1
1
(1− ζ i)ci
= (1− ζ)
∑
λ⊢n−km
|ZSn(λ)| |H ∩ ConjSn(λ)|∏n−km
i=1 i
cici! · |H|
n−1−km∏
j=1
(1− ζj) ·
n−km∏
i=1
1
(1− ζ i)ci
.
Comparing this to the desired formula, it suffices to show that
|FixX(γ)| =
|ZSn(γ)|
|H|
· |H ∩ ConjSn(γ)|
for any γ ∈ Sn having cycle type (m
k, λ). In fact, the analogous statement is true for any
group, not just Sn: see Lemma 2.4 below.
Lemma 2.4. For any finite group G, any subgroup H ≤ G, and any γ ∈ G:
|FixG/H(γ)| =
|ZG(γ)|
|H|
· |H ∩ ConjG(γ)|.
Proof. Note that any g ∈ G satisfies γgH = gH if and only if g−1γg ∈ H , so the left-hand
side is zero if and only if the right side is zero. Suppose that the right-hand side is not zero;
in particular, that there exists an element η ∈ H ∩ConjG(γ). Notice that |ZG(η)| = |ZG(γ)|
and |FixG/H(η)| = |FixG/H(γ)|, so we may assume without loss of generality that γ ∈ H .
We want to show that |H| · |FixX(γ)| = |ZG(γ)| · |H ∩ ConjG(γ)|, or, since all cosets
have the same size |H|, we may write the left-hand side as |{g ∈ G : g−1γg ∈ H}|. To show
9this equality, we observe that the map φ : {g ∈ G : g−1γg ∈ H} → H ∩ ConjG(γ) given by
φ(g) = g−1γg is surjective, and then it suffices to show that every φ−1(h) has size |ZG(γ)|.
In fact, φ−1(h) = gZG(γ) where g is any element in φ
−1(h), because
(xg−1)γ(xg−1)−1 = γ ⇐⇒ g−1γg = x−1γx.
The left equality states that x ∈ gZG(γ); the right equality states that φ(x) = φ(g) = h.
Using Lemma 2.3 requires a computation of the size of FixX(λ). However, in our applica-
tion we hope that Y (ζ) has some relation to the various FixY (λ). Fortunately, when C acts
freely there is a strong relationship between these two fixspaces.
Lemma 2.5. For an arbitrary finite group G, subgroup H ≤ G, and subgroup C ≤ G acting
freely on G/H, let τ ∈ NG(C). Denote the canonical quotient map G/H → C\G/H by π,
and write πF to be the restriction of π to the set FixX(τ) = {gH : τgH = gH}.
For any gH ∈ FixX(τ), we have |π
−1
F (CgH)| = |ZC(τ)|, where ZC(τ) = {c ∈ C : τc = cτ}
is the centralizer of τ .
Proof. By definition, π−1F (CgH) = {γH : CγH = CgH and τγH = γH}. The first condition
on γH means precisely that if γH is in this set, it can be written as cgH for some c ∈ C, and
thus π−1F (CgH) = {cgH : τcgH = cgH}. We have τcgH = c
′τgH = c′gH , where c′ = τcτ−1;
note c′ ∈ C because τ ∈ NSn(C). Thus cgH ∈ π
−1
F (CgH) if and only if cgH = c
′gH . Because
C acts freely on G/H , this happens if and only if c = c′, or in other words, cτ = τc.
Thus, π−1F (CgH) = {cgH : c ∈ C, cτ = τc}. Again using the freeness of C on G/H , we
conclude that the (twisted) quotient map {c ∈ C : cτ = τc} → π−1F (CgH) is injective. Since
it is also clearly surjective, the lemma follows.
2.2 Proof of Theorem 2.2
We now return to the notation from Theorem 2.2: let τ ∈ NSn(C) be an element whose
cycle type is either (m
n−1
m , 1) or (m
n−2
m , 1, 1), and ζ be a primitive mth root of unity. Showing
the desired cyclic sieving phenomenon amounts to checking that Y (ζ i) = FixY (τ
i) for all
0 ≤ i < n.
We first reduce to checking primitive roots of unity. An arbitrary mth root of unity
ζ i is a primitive ℓth root of unity for ℓ = n/gcd(n, i). In particular, notice that n is still
congruent to 1 or 2 mod ℓ, and the cycle type of τ i is either (ℓ
n−1
ℓ , 1) or (ℓ
n−2
ℓ , 1, 1). Thus,
if Y (ζ) = |FixY (τ)| for all τ ∈ NSn(C) with the appropriate cycle types, the desired cyclic
sieving phenomenon follows.
We begin with the case when n = 1 + km, for which τ has cycle type (mk, 1). The
calculation from Lemma 2.3 simplifies considerably since there is only one λ that partitions
n− km, namely λ = (1). Therefore, if ζ is a primitive mth root of unity, then
Y (ζ) = (1− ζ)
|FixX(τ)|
1− ζ
= |FixX(τ)|.
This does not immediately resolve the situation because FixX(τ) is the set of fixpoints of
τ acting on X , rather than on Y ; it remains to show |FixX(τ)| = |{CgH : τCgH = CgH}|.
10
By definition, we have
FixX(τ) =
∐
CgH∈C\G/H
π−1F (CgH).
For each CgH such that π−1F (CgH) is nonempty, there is some γH ∈ FixX(τ) for which
CγH = CgH . Note that in this case
τCgH = τCγH = CτγH = CγH = CgH.
Moreover, π−1F (CgH) = π
−1
F (CγH) has size |ZC(τ)| acording to Lemma 2.5. We conclude
that |FixX(τ)| = |ZC(τ)| · |{CgH : τCgH = CgH}|. Thus, it suffices to show that ZC(τ) is
the trivial group.
Recall that every element of C is cℓ for some 0 ≤ ℓ < n. Suppose that cℓ ∈ ZC(τ), or
in other words cℓτ = τcℓ. Let i be the unique fixpoint of τ , then cℓ(i) = cℓ(τ(i)) = τ(cℓ(i)),
which means that cℓ(i) is also a fixpoint for τ , and so by uniqueness cℓ(i) = i. Since c is an
n-cycle, this implies that |ZC(τ)| ≤ 1, as desired.
The idea above can be adapted with little difficulty for the case when n = 2+km. Again,
Lemma 2.3 simplifies: there are now two λ that partition n − km, namely λ = (1, 1) and
λ = (2). Therefore, if ζ is a primitive mth root of unity, then
Y (ζ) =
{
1
2
|FixX(11)|+ k|FixX(4)| if m = 2
1
2
|FixX(11)|+
(
1−ζ
1+ζ
)
|FixX(2)| if m > 2
.
In either case, Lemma 2.4 and the conditions on H imply that the second term vanishes and
Y (ζ) = 1
2
|FixX(τ)|, and so by Lemma 2.5 it suffices to show that |ZC(τ)| = 2.
Suppose that cℓ ∈ ZC(τ), or in other words c
ℓτ = τcℓ. Let i and j be the fixpoints of τ ,
then cℓ(i) = cℓ(τ(i)) = τ(cℓ(i)) and similarly for j. This means that cℓ(i) and cℓ(j) are also
the fixpoints of τ : either cℓ fixes both i and j or it swaps them. In the first case ℓ = 0, and
in the second case (cℓ)2 = e, so ℓ = n/2. Thus |ZC(τ)| ≤ 2.
We immediately know c0 = e ∈ ZC(τ), because the centralizer is a subgroup. Because
τ ∈ NSn(C), we also know τc
n/2τ−1 = cp for some p (recall n is even, so cn/2 is defined),
and so cp(i) = τcn/2τ−1(i) = j. Since c is an n-cycle, this implies that p = n/2 is the only
suitable choice, and hence ZC(τ) = {e, c
n/2} has precisely two elements.
3 Proof of Theorem 1.3
We begin by fixing some notation. Any G-representation V gives rise to a symmetric
algebra SV ∗; in coordinates SV ∗ is simply a polynomial ring C[x1, . . . , xa−1], where the
variables are basis vectors for V ∗. The action is given in the natural way: g ·p(x1, . . . , xa−1) =
p(gx1, . . . , gxa−1). Note that SV
∗ is a graded vector space, and each graded piece SiV ∗ is a
G-representation.
The representation V also gives rise to an exterior representation ∧V which as a
vector space has a basis element for every subset S ⊆ {x1, . . . , xa−1}. The only thing we will
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use in this paper about its G-representation structure is that ∧V has a natural grading as a
vector space, and each of these pieces ∧iV is again a G-representation.
For the remainder of the section, we let V = Ca−1 be the irreducible reflection represen-
tation of Sa.
3.1 Another Model for the Rational q-Schro¨der Polynomials
Theorem 3.1. Let U ⊆ SV ∗ be an (a − 1)-dimensional Sa-subrepresentation contained
in degree b and denote by 〈U〉 the ideal generated by the elements of U . If SV ∗/〈U〉 is a
finite-dimensional vector space, then as a graded SV ∗-module and C[Sa]-module, it admits a
resolution
0← SV ∗/〈U〉 ← SV ∗ ←
(
SV ∗ ⊗ ∧1U
)
← · · · ←
(
SV ∗ ⊗ ∧a−1U
)
← 0.
Proof. Let θ1, . . . , θa−1 be a basis for U , and C[U ] be the subalgebra of C[x] generated by
θ1, . . . , θa−1. The finite-dimensionality of SV
∗/〈U〉 means that SV ∗ is a finitely generated
C[U ]-module. Now consider the Koszul complex K(θ1, . . . , θa−1;SV
∗) over the ring C[U ]. It
begins 0← SV ∗/〈U〉 ← SV ∗ ← · · · , and the higher terms involve exterior powers of U :
· · · ←
(
SV ∗ ⊗ ∧1U
)
← · · · ←
(
SV ∗ ⊗ ∧a−1U
)
← 0.
This complex will be exact, and hence a resolution of graded SV ∗-modules, if θ1, . . . , θa−1
is a maximal SV ∗-regular sequence. This, in turn, follows from standard facts in commutative
algebra, and is laid out in some detail in, for instance, [7, §3].
To complete the proof, we need to show that the maps in the Koszul resolution are Sa-
equivariant, and that the resolution itself is isomorphic (as a resolution of C[Sa]-modules)
to the one in the theorem statement. Both of these follow directly from the definitions after
straightforward calculations.
Theorem 3.1 is a conditional result, computing a resolution when provided with a “nice”
Sa-representation U . In [6], Dunkl proved that if b is coprime to a, then such a U does
actually exist, and moreover U ∼= V ∗ as Sa-representations.
Although explicit formulas for the θi are tricky, the resulting quotient space SV
∗/〈U〉 is
well-studied. For instance, it is the space of “rational parking functions” in the sense of [1].
In the following section we will introduce the rational Cherednik algebra, and it is true that
SV ∗/〈U〉 is irreducible as a module over this algebra (see, for instance, [4]). In the latter
context it is often called Lb/a(1); we adopt this notation here.
We will not be interested in Lb/a(1) per se, but rather the intertwiners between it and the
exterior algebra of the defining (permutation) representation Ca. Precisely, for gcd(a, b) =
1 and 0 ≤ k ≤ a < b, the rational q-Schro¨der numbers Cka,b(q) are defined to be a
normalized Hilbert series:
q(
k
2)Cka,b(q) = H
(
HomC[Sa]
(
∧kCa, Lb/a(1)
)
; q
)
.
Proposition 3.2. Let a, b, and k be positive integers satisfying gcd(a, b) = 1 and 0 ≤ k ≤
a < b. Then the rational q-Schro¨der number Cka,b(q) coincides with the rational q-Schro¨der
polynomial C(k, a− k, b− k; q).
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The proof is primarily a computation using Theorem 3.1 together with [9, Theorem 1],
corrected and simplified by Molchanov in [10]. To state the result, the following notation
will be useful: given a partition λ = (λ1, . . . λr), write (i, j) ∈ λ to mean that i and j are
positive integers with i ≤ r and j ≤ λi. This notation is justified by thinking of λ as its
Ferrers diagram in French notation:
x
y
When (i, j) ∈ λ, the hook-length h(i, j) is defined as (λi−j)+(λ
T
j −i)+1. The diagram
above illustrates this definition, in particular that for λ = (6, 5, 5, 3, 1) we have h(2, 3) = 5.
Theorem 3.3 (Molchanov [10]). If Sλ is the irreducible Sa-representation corresponding to
λ ⊢ a, and SiV ∗ is the ith graded piece of SV ∗ then∑
i,j≥0
dimHomC[Sa]
(
Sλ, SiV ∗ ⊗ ∧jV
)
· qitj =
1− q
1 + t
∏
(i,j)∈λ
qi−1 + tqj−1
1− qh(i,j)
.
Proof (of Proposition 3.2). From Theorem 3.1, we obtain the following isomorphism of graded
virtual C[Sa]-modules:
Lb/a(1) ∼=
a⊕
j=0
(−1)j
[
SV ∗ ⊗ ∧jU
]
.
Applying HomC[Sa](S
λ,−) to both sides and taking the Hilbert series, yields
H
(
HomC[Sa]
(
Sλ, Lb/a(1)
)
; q
)
=
a−1∑
j=0
(−1)jH
(
HomC[Sa]
(
Sλ, SV ∗ ⊗ ∧jU
)
; q
)
.
Recall that using Dunkl’s construction, U ∼= V as ungraded Sa-representations. Therefore,
the right-hand side is almost in the same form as Theorem 3.3, except that we have lost tj ,
picked up a factor of (−1)j, and in the exterior powers, the degree-1 elements of V are
now the degree-b elements of U . These differences are not so severe; they simply amount to
evaluating Theorem 3.3 at t = −qb:
H
(
HomC[Sa]
(
Sλ, Lb/a(1)
)
; q
)
=
1− q
1− qb
∏
(i,j)∈λ
qi−1 − qj−1+b
1− qh(i,j)
. (4)
To complete the calculation of the rational q-Schro¨der numbers, we note that the charac-
ter of ∧kCa ∼= ∧kV ⊕∧k−1V is χ(a−k,1
k)+χ(a−k+1,1
k−1) for all k > 0, and also for k = 0 under
the reasonable convention that χ(a+1,1
−1) = 0. By applying the above formula twice with
these hook shapes and collecting common terms, we obtain the desired product formula.
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3.2 The sl2(C) Action on Lb/a(1)
Given an algebra A equipped with an action of a group G, the semidirect product A⋊G
is the algebra which as a vector space is A ⊗ C[G], and whose product structure given by
(a⊗ g) · (b⊗ h) = ag(b)⊗ gh.
Let y1, . . . , ya−1 and x1, . . . , xa−1 be respectively a basis for V and its dual basis. The
rational Cherednik algebra is Hb/a = (S(V ⊕V
∗)⋊Sa)/I, where I is the ideal generated
by the following relations:
xixj = xjxi
yiyj = yjyi
xiyj = yjxi for all i 6= j
xiyi − yixi = 1−
b
a
a∑
k=1
k 6=i
(ik).
This algebra can be given a grading via deg(w) = 0 for all w ∈ Sn, and for the variables,
deg(xi) = 1 and deg(yi) = −1.
We are now ready to prove Theorem 1.3:
Theorem 1.3. Let a, b, and k be positive integers satisfying gcd(a, b) = 1 and 0 ≤ k ≤ a < b.
Then the rational q-Schro¨der polynomial C(k, a− k, b− k; q) is parity-unimodal.
Proof. This argument is loosely based on Haiman [8, §7], which uses simpler tools to obtain
the result in the b = a+ 1 case.
There is an action of sl2(C) = C{e, f, h} on Hb/a given by left multiplication of certain
elements:
e = −
1
2
a−1∑
i=1
x2i
f =
1
2
a−1∑
i=1
y2i
h =
a−1∑
i=1
xiyi + (a− 1)
(
1
2
−
a−1∑
i=1
(i, i+ 1)
)
.
This extends to an action on SV ∗ because there is an isomorphism of (SV ∗ ⋊ Sa)- and
hence C[Sa]-modules SV
∗ ∼= Hb/a⊗SV ⋊SaC, where C is the trivial Sa-representation extended
to include an action of SV by letting y act as zero. Note that this does not mean that left-
multiplication by y acts on SV ∗ as zero, because y must first be commuted past the x’s in
Hb/a. The action of y can be described explicitly, but it is somewhat involved; see [7, §2.5
and §3.1] for details.
However, these details do not matter for us: Dunkl’s construction of U ⊆ SV ∗ consists
exclusively of vectors u such that y ·u = 0. Hence, the action of e is clear (multiplying by 1
2
x2i
and summing over i), f acts by zero, and h acts as (a−1)/2+ (a−1)
∑a−1
i=1 (i, i+1) ∈ C[Sa].
Since U is an Sa-subrepresentation, h · θ ∈ U as well.
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Therefore the sl2(C) action preserves 〈U〉, and so Lb/a(1) = SV
∗/〈U〉 admits an sl2(C)
action. Moreover, this action commutes with the action of Sa, because e and f are clearly
invariant under permuting indices (and thus, so is h = ef − fe).
Any finite-dimensional sl2(C)-module V has a formal character ch(V ) =
∑
dim(Vℓ)q
ℓ,
where Vℓ ⊆ V is the space of all elements having weight ℓ. By typical Lie theory arguments
(see, e.g. [14, Theorem 15]), all ch(V ) are Laurent polynomials that are symmetric and
parity-unimodal about q0.
The signficance for our situation is that the grading on Hb/a descends to a grading on
Lb/a(1), and since h preserves the grading on Hb/a it also does so on Lb/a(1). It follows that
for any graded V ⊆ Lb/a(1), weight differs from degree only by a constant shift. We conclude
that ch(V ) is the Hilbert series of V up to a factor of some qc. Since
Lb/a(1) =
⊕
λ⊢a
(⊕
ℓ≥0
mℓ,λV
m
)
⊗ Sλ,
this conclusion implies that the space of intertwiners of Sλ with Lb/a(1) has (shifted) Hilbert
function Pλ(q), where the Pλ are each Laurent polynomials, symmetric and parity-unimodal
about q0. In particular, q−cCka,b(q) = P(a−k,1k)(q) + P(a−k−1,1k+1)(q) is symmetric and parity-
unimodal about q0, which is equivalent to the desired statement.
4 Toward a Poset of Schro¨der Bracelets
The use of an sl2(C) action in the proof of Theorem 1.3 brings to mind a classic result of
Stanley and Proctor. Let P be a finite ranked poset with maximum rank ρ, and Pi be the set
of elements with rank i. The rank generating function of P is the polynomial
∑
i≥0 |Pi|q
i.
We say that P is rank-symmetric if |Pi| = |Pρ−i| for all i, and that P is rank-unimodal
if the sequence (|P0|, |P1|, . . . , |Pρ|) is unimodal. Finally, P is called strongly Sperner if for
each k ≥ 1, there are no k antichains whose union has more elements than the k largest Pi.
Theorem 4.1 (Proctor [12]). A ranked poset P with maximum rank ρ is rank-symmetric,
rank-unimodal, and strongly Sperner if and only if it carries a representation of sl2(C) in
the following sense: letting CPi be the complex vector space of formal linear combinations of
elements with rank i, there exist linear operators E and F acting on
⊕ρ
i=0CPi such that
E(p) =
∑
p ·>q
cqq and F (p) =
∑
rank(q)=rank(p)+1
c′qq
for some collections of coefficients cq, c
′
q ∈ C, and for which each restriction (EF − FE)|CPi
acts by scalar multiplication v 7→ (2i− ρ)v.
If a poset satisfies either of the equivalent conditions in this theorem, it is said to be
Peck. Because one of these conditions is the existence of an sl2(C) action, it is reasonable to
ask if there is a Peck poset which explains the parity-unimodality of C(k, a− k, b− k; q). In
particular, if the poset and its corresponding representation are reasonably straightforward,
this would provide a significantly more elementary demonstration of parity-unimodality than
the proof in the previous section.
To help state this more precisely, we introduce some notation.
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Definition. Let Cka,b(q) =
∑
i≥0 aiq
i. The even q-Schro¨der polynomials are defined to be
ECka,b(q) =
1
2
[
Cka,b(q
1/2) + Cka,b(−q
1/2)
]
= a0 + a2q + a4q
2 + · · · .
Similarly the odd q-Schro¨der polynomials are defined to be
OCka,b(q) =
q−
1
2
2
[
Cka,b(q
1/2)− Cka,b(−q
1/2)
]
= a1 + a3q + a5q
2 + · · · .
Additionally, recall that a symmetric chain decomposition of a ranked poset P with
finite maximum rank ρ is a partition of its ground set P = Γ1
∐
Γ2
∐
· · ·
∐
Γk into saturated
chains Γi, such that rank(min Γi) + rank(maxΓi) = ρ for all i. Having a symmetric chain
decomposition is a much stronger condition on P than being Peck, but it is somewhat more
elementary, and is satisfied by many combinatorially significant posets.
Question 4.2. If a, b, and k be positive integers satisfying gcd(a, b) = 1 and 0 ≤ k ≤ a < b,
do there exist “natural” ranked posets βka,b and β˜
k
a,b with the following properties?
• The ground sets of these posets are respectively the (k, a−k, b−k)-bracelets and asym-
metric (k, a− k, b− k)-bracelets.
• These posets each admit symmetric chain decompositions.
• The rank generating functions of these posets are respectively ECka,b(q) and OC
k
a,b(q).
• The identity map is an order-preserving injection β˜ka,b → β
k
a,b.
If Conjecture 1.2 holds, it may be worthwhile to ask this question for other α-bracelets.
The most optimistic outcome would be that such posets can be constructed whenever
EC(α; q) and OC(α; q) are both symmetric and unimodal. Assuming Conjecture 1.2, this is
equivalent to C(α; q) having even degree, and also to the existence of a symmetric α-bracelet.
We can make this question fully precise, and answer in the affirmative, for a ≤ 2 and for
(a, k) = (3, 0). Let us say that a poset structure on the set of α-bracelets is generated by
local moves if for each covering relation A⋖B, we can obtain B from A by swapping two
adjacent beads.
Theorem 4.3. Suppose that a, b, and k be positive integers satisfying gcd(a, b) = 1 and
0 ≤ k ≤ a < b. If either a ≤ 2 or a = 3 and k = 0, 3, then there exist posets βka,b and β˜
k
a,b
which satisfy the four properties of Question 4.2 and are also generated by local moves.
In the proof of this theorem, we say that beads of color 1 are pink, beads of color 2 are
white, and beads of color 3 black.
Proof. The cases a = 0 and a = 1 are degenerate: for a = 0, the only b satisfying the gcd
condition is b = 1, and for a = 1, any b suffices. However, in any of these cases, one may
check that C0a,b(q), so β
0
a,b is the poset with one element; the same is true for C
1
1,b(q) and β
1
1,b.
Moreover, β˜00,1 = β˜
0
1,b = β˜
1
1,b = ∅. Clearly all the properties are satisfied for these posets.
16
When a = 2 and k = 0 (and b is odd) we see EC02,b(q) =
[
b+1
2
]
q
and OC02,b(q) =
[
b−1
2
]
q
.
Moreover, a (0, 2, b)-bracelet is determined by the shortest circular distance between the two
white beads. Thus, we take β02,b and β˜
0
2,b to be chains, where the unique bracelet at rank
i ≥ 0 is the one in which the two white beads are at distance b−1
2
− i.
The k = 2 subcase is similar. Indeed, in general, C0a,b(q) = C
a
a,b−a(q), and this equality is
exhibited at the level of braclets by simply turning all of the white beads into pink beads.
Thus, we only need to consider the k = 1 subcase, for which C12,b(q) = [b]q. Any (1, 1, b−1)-
bracelet is again determined by the shortest circular distance between the white and pink
beads, so we take the posets to be chains as before. Notice that since b is odd, there are no
symmetric bracelets, and so β˜12,b = β
1
2,b.
Now we turn our attention to a = 3. The remainder of the proof is dedicated to the k = 0
subcase; the k = 3 subcase follows immediately by using the white-to-pink trick above.
Recall that the dominance order D(b) on partitions of b is defined in this way: pad
all paritions of b with infinitely many zeros, and then (λ1, λ2, . . . ) ≤ (µ1, µ2, . . . ) whenever
the partitions satisfy the partial sum inequalities λ1 + · · · + λn ≤ µ1 + · · · + µn for all
n ≥ 1. We claim that the interval [⊤,⊥] in the dominance order is a satisfactory model
for β03,b, where the top element is the partition ⊤ = (b), and the bottom is the partition
⊥ = (⌈b/3⌉, [b/3], ⌊b/3⌋), where [x] is the nearest integer to x.
For any bracelet, each of the three adjacent pairs of white beads has a number of black
beads between them. These numbers can be viewed as the parts of a partition, because the
white beads can be arbitrarily permuted by rotations and reflections to put the numbers
in decreasing order. In particular, ⊤ and ⊥ correspond respectively to the bracelets where
all three white beads are next to each other, and where they are as evenly distributed as
possible. Our claim follows from showing that the correspondence described above is in fact
a bijection between [⊥,⊤] and the set of (0, 3, b)-bracelets.
We will use the following basic facts about our interval, whose proofs follow easily from
the definition of D(b).
Lemma 4.4. Let ⊤ and ⊥ be defined as above. Then
1. [⊥,⊤] is a ranked poset with rank function rank(λ) = λ1 − λ3 − 1.
2. [⊥,⊤] contains exactly those partitions of b with at most three nonzero parts.
Part 2 of Lemma 4.4 shows that the correspondence does map every bracelet into the
interval [⊥,⊤]. Surjectivity of the correspondence is straightforward. Injectivity follows from
the comments above: if two bracelets map to the same partition λ, then for each of the
bracelets there is an ordering of their white beads such that there are λ1 black beads between
the first two, and so on. But since the white beads may be arbitrarily permuted without
changing the bracelet, the two bracelets are the same.
Having proved that the correspondence is a bijection β03,b → [⊥,⊤], we will use it to
identify these posets in the remainder of the proof. Define a set of partitions as follows:
Γb = {λ ∈ β
0
3,b : λ3 = 0} ∪ {λ ∈ β
0
3,b : λ1 − λ2 ≤ 2}.
We claim that Γb is a saturated chain in β
0
3,b; in fact, both pieces in the union are saturated
chains.
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⇔
Example. The picture above is β03,8. Notice that its rank generating function is EC3,8(q) =
1+q+q2+2q3+2q4+q5+q6+q7. The poset has been arranged into two columns corresponding
to the symmetric chain decomposition we describe in the proof.
If λ3 = 0, this means λ2 = b − λ1, and so any two partitions with only two parts are
comparable in the dominance order; the one with larger first part is larger. Moreover, the
rank of such a partition in β03,b is equal to its first part, so that
(b, 0, 0) > (b− 1, 1, 0) > · · · > (⌈b/2⌉, ⌊b/2⌋, 0)
are all covering relations. To see that the other piece is a saturated chain, observe that the
following is a chain in the dominance order:
(x+ 1, x− 1, k) > (x, x, k) > (x, x− 1, k + 1) > (x, x− 2, k + 2). (5)
Moreover, the first partition in such a chain has the same form as the last partition, so we
may glue together chains of this form to obtain a long chain, starting at (⌈b/2⌉, ⌊b/2⌋, 0),
and going down as far as possible. In this way, the long chain contains all partitions λ with
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λ1 − λ2 ≤ 2, since in particular each chain of the form (5) has all such partitions λ with a
fixed λ1 = x. Since, the relations in (5) are all covering relations, the long chain is saturated.
Finally, the two pieces overlap— at (⌈b/2⌉, ⌊b/2⌋, 0) and, if b is even, at (b/2+1, b/2−1, 0)
as well— and so the union is also a saturated chain, as claimed.
At this point, notice that Γb contains both ⊤ and ⊥, so it is a symmetric chain. A quick
check shows that if b < 7, this chain is all of β03,b. On the other hand, for b ≥ 7, we claim
β03,b = Γb
∐{
(µ1 + 4, µ2 + 1, µ3 + 1) : µ ∈ β
0
3,b−6
}
.
For any µ ∈ β03,b−6 we have λ = (µ1 + 4, µ2 + 1, µ3 + 1) ∈ β3,b, and clearly λ3 6= 0
and λ1 − λ2 > 2 since µ1 ≥ µ2. The converse statement also holds: if λ ∈ β
0
3,b r Γb, then
(λ1− 4, λ2− 1, λ3− 1) is a partition. This is because λ2 ≥ λ3 > 0 so we may subtract 1 from
each, and also λ1 − λ2 ≥ 3, so λ1 − 4 ≥ λ2 − 1. Thus, by induction we obtain a symmetric
chain decomposition for β03,b:
β03,b = Γb
∐
Γb−6
∐
Γb−12
∐
· · ·
∐
Γb−6⌊b/6⌋,
where we include Γb−6k ⊆ β
0
3,b via λ 7→ (λ1 + 4k, λ2 + k, λ3 + k). Notice that the minimum
element in Γb−6k ⊆ β
0
3,b has rank 3k.
(14,0,0)
(13,1,0)
(12,2,0)
(11,3,0)
(10,4,0)
(9,5,0)
(8,6,0)
(7,7,0)
(7,6,1)
(7,5,2)
(6,6,2)
(6,5,3)
(6,4,4)
(5,5,4)
(12,1,1)
(11,2,1)
(10,3,1)
(9,4,1)
(8,5,1)
(8,4,2)
(8,3,3)
(7,4,3)
(10,2,2)
(9,3,2)
Example. Notice the shifted copy of β3,8 in the left two columns of β3,14 shown above.
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Now the only remaining claim to show regarding β03,b is that its rank-generating function
is EC03,b(q). For this it follows from the symmetric chain decomposition that we need to show
EC03,b(q
2) = [b]q2 + q
6[b− 6]q2 + q
12[b− 12]q2 + · · ·+ q
6⌊b/6⌋[b− 6⌊b/6⌋]q2 .
By appealing to the product formula for C(3, b; q), we find that
EC03,b(q
2) =
[b+ 2]q[b+ 1]q
[3]q[2]q
+
[b+ 2]−q[b+ 1]−q
[3]−q[2]−q
.
When b ≡ 1 mod 6, this simplifies to
2 ·EC03,b(q
2) =
[
b+ 1
2
]
q2
[
b+ 2
3
]
q3
+
[
b+ 1
2
]
(−q)2
[
b+ 2
3
]
(−q)3
=
[
b+ 1
2
]
q2
(
(1 + q3 + q6 + · · · qb−1 + (1− q3 + q6 − · · ·+ qb−1)
)
;
EC03,b(q
2) =
[
b+ 1
2
]
q2
[
b+ 5
6
]
q6
= [b]q2 + q
6[b− 6]q2 + q
12[b− 12]q2 + · · ·+ q
b−1[1]q2,
which is the desired formula. Similar calculations resolve the other three cases (2, 4, 5 mod
6), and thus EC03,b(q) is the rank generating function of β
0
3,b.
Finally, we observe that a bracelet with 3 white beads is symmetric if and only if its
corresponding partition has two parts of the same size. Hence the bracelets µ ∈ β03,b are in
bijection with the asymmetric bracelets λ ∈ β03,b+3 by setting λ = (µ1 + 2, µ2 + 1, µ3). This
bijection shifts the rank of λ by −2; tracking the exponents carefully we deduce that the
rank generating function of β3,b is q
−1OC03,b+3(q). Therefore, setting β˜
0
3,b = β
0
3,b−3 for b ≥ 7
(and otherwise β˜03,b is empty) yields the desired result.
5 Future Work
5.1 Secondary Cyclic Sieving
Theorem 2.2 appears to be an example of a more general phenomenon. We outline the general
framework here.
Let G be a group acting on a set X , and suppose that (X,X(q), C) exhibits the cyclic
sieving phenomenon, where C is a subgroup of G of order n. Notice that if C acts freely, then
each C-orbit of X has n elements, and cyclic sieving implies that X(q) must be divisible
by [n]q. Therefore, in this case we define Y = C\X , the set of C-orbits of X , and define
Y (q) = 1
[n]q
X(q).
We now observe that the normalizer NG(C) has a natural action on Y , via g · Cx =
Cgx. Now let C ′ = 〈τ〉 be a subgroup of NG(C); if (Y, Y (q), C
′) exhibits the cyclic sieving
phenomenon, then we say that τ exhibits a secondary cylic sieving phenomenon with
respect to (X,
[
n
α
]
q
, C).
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In particular, Theorem 1.1 can be reformutated as stating that if gcd(α) = 1 andW (α) is
the collection of words having exactly αi occurrences of the letter i, then the action of reflec-
tion exhibits a secondary cyclic sieving phenomenon with respect to the triple (W (α),
(
n
α
)
, c).
Similarly, Theorem 2.2 gives sufficient conditions for an element τ ∈ Sn to exhibit a secondary
cyclic sieving phenomenon for the same triple.
As a different example, consider the set X of noncrossing partitions {1, . . . , n} with k
blocks. Recall that a set partition of {1, . . . , n} is called noncrossing if for any four numbers
i < j < p < q such that i and p are in the same block, and j and q are in the same block,
then in fact all four are in the same block. Noncrossing partitions do not admit an action of
Sn, but they do admit an action by the subgroup 〈c, τ〉 ∼= Dn, where c and τ are the same
elements that act on W (α) as described in Section 1.1.
The elements of X are counted by the Narayana numbers N(n, k), which have a
product formula that suggests a q-analogue:
N(n, k) =
1
n
(
n
k
)(
n
k + 1
)
; X(q) =
1
[n]q
[
n
k
]
q
[
n
k − 1
]
q
.
It was shown in [13, §7] that (X,X(q), 〈c〉) exhibits the cyclic sieving phenomenon. More-
over, we can check that 〈c〉 acts freely whenever gcd(n, k) = gcd(n, k− 1) = 1. In particular,
this implies that n must be odd, and thus [n]q evaluates to 1 at q = −1. Thus:
Y (−1) =
1
[n]2q
[
n
k
]
q
[
n
k − 1
]
q
∣∣∣∣∣
q=−1
=
1
[n]q
[
n
k
]
q
[
n
k − 1
]
q
∣∣∣∣∣
q=−1
= X(−1).
In [5, §3.2] Ding computes the number of τ -fixed elements of X to be X(−1), and hence
Y (−1). Also, in [3, §4], Callan and Smiley show the surprising fact that the number of τ -fixed
elements of Y is the same as the number of τ -fixed elements of X . We thus conclude that
Y (−1) = #{y ∈ Y : τ(y) = y}. Hence, (Y, Y (q), 〈τ〉) exhibits the cyclic sieving phenomenon,
and or in other words, τ exhibits a secondary cyclic sieving phenomenon with respect to
(X,X(q), 〈c〉).
5.2 Bracelet Difficulties
The conditions in Theorem 4.3 may appear somewhat artificial, and perhaps may be relaxed
somewhat, but they do capture some genuine difficulties in the situation. Although Question
4.2 may still have an affirmative answer for larger a, we do not currently have an appropriate
notion of “naturalness”. In particular, the proof above suggests two candidates for making
the question into a precise conjecture, both of which are false.
First, the theorem as stated cannot be generalized to just include more values of a and
k. Even in the Catalan case when b = a + 1 and k = 0, being generated by local moves can
automatically force the rank counts to be incorrect.
Proposition 5.1. There is no bounded poset generated by local moves on the set of (4, 5)-
bracelets that also has rank generating function EC04,5(q).
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Proof (sketch). For convenience, use the same encoding as in the a = 3 case to write bracelets
as compositions of 5, considered up to dihedral symmetry. We will say that two bracelets
are neighbors if swapping some pair of adjacent beads changes one into the other. In any
bounded poset generated by local moves, all elements except the top and bottom elements
must be neighbors of some element of higher rank, and some element of lower rank; this fact
may be used to produce contradictions in each case below.
The bracelet 5000 distinguishes itself as the only one with a single neighbor, so without
loss of generality it is the top element. There are two bracelets which have exactly two
neighbors: 4010 and 3020. After showing that neither of these can be the bottom element,
the poset must necessarily contain the following saturated chain:
5000 > 4100 > 4010 > 3110 > 3020 > 2120.
From here, the only possibilities for the bottom element are 2210 or 2111, and it can be
shown that neither of these can be completed to a poset with the correct rank sizes.
As a second attempt, there is nothing in the definition of dominance which forces us to
restrict our attention to partitions. Therefore, even though we may not preserve the bracelet
by arbitrarily permuting the gaps between white beads for a > 3, we may still consider
the dominance order on representatives of the bracelets. Quick calculations with the (4, 5)-
bracelets already suggest this may be troublesome:
• The dominance order on the lexicographically-largest bracelet representatives yields a
poset which is not ranked.
• Using reverse-lexicographic order fixes this issue, but it still does not have the correct
rank sizes.
• The same is true if one simply uses the partition underlying each composition.
• Any ranked poset on the (4, 5)-necklaces which either strictly coarsens, or strictly
refines, one of the three prior orders, also fails to have the correct rank sizes.
On the other hand, there must be some “naturalness” condition imposed beyond the
four properties demanded by Question 4.2. Otherwise, we could make the following trivial
construction: arbitrarily assign ranks to bracelets to achieve the correct rank sizes for both
βka,b and β˜
k
a,b, and then take A ≤ B if and only if rank(A) ≤ rank(B).
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