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Abstract
In this paper, we reveal a general relationship between model simplification and irreversibility
based on the model of continuous-time Markov chains with time-scale separation. According to the
topological structure of the fast process, we divide the states of the chain into the transient states and
the recurrent states. We show that a two-time-scale chain can be simplified to a reduced chain in two
different ways: removal of the transient states and aggregation of the recurrent states. Both the two
operations will lead to a decrease in the entropy production rate and its adiabatic part and will keep
its non-adiabatic part the same. This suggests that although model simplification can retain almost all
the dynamic information of the chain, it will lose some thermodynamic information as a trade-off.
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1 Introduction
In the recent two decades, significant progresses have been made in the field of mesoscopic
stochastic nonequilibrium thermodynamics [1–3]. The dynamic foundation of this theory turns
out to be Markov processes which have a dual representation in terms of their probability
distributions and trajectories. In the theory of stochastic thermodynamics, an equilibrium state
is defined as a steady-state process with detailed balance and the deviation from the equilibrium
state is usually characterized by the concept of the entropy production rate [4–6]. When an
open system is driven with a sustained energy supply from the environment, it will approach a
nonequilibrium steady state with concomitant entropy production.
Recently, it has been shown that the entropy production rate consists of two nonnegative
contributing terms: the adiabatic and non-adiabatic parts of the entropy production rates [7, 8].
The adiabatic part is also known as the housekeeping heat [9, 10] and the non-adiabatic part is
also referred to as the free energy dissipation rate. This decomposition is important because it
reveals two different sources of irreversibility. The adiabatic part describes the irreversibility due
to the breaking of detailed balance and the non-adiabatic part describes that due to the deviation
from the steady state [7, 8].
The underdamped Langevin equation provides a fundamental description of the motion of a
Brownian particle. In the low Reynold number regime, the underdamped Langevin equation can
be simplified to the overdamped one by elimination of the velocity variable. In recent years, it
has been found that the underdamped and overdamped Langevin equations provide different
values of the entropy production rate when a Brownian particle is placed in an inhomogeneous
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temperature field [11, 12]. Since then, there has been several research focusing on the effects of
coarse graining on the entropy production rate based on different coarse-graining procedures
and different models [13–18]. From the mathematical perspective, the simplification of Markov
models has several different mechanisms. This raises a natural question of whether there exists
a general relationship between model simplification and irreversibility.
The master equation, which describes the dynamics of a continuous-time Markov chain,
plays a fundamental role in the field of stochastic thermodynamics not only because it provides
an effective way to model various living systems, but also because any Markov process can
generally be approximated by a continuous-time Markov chain. In practice, it often occurs
that the state transitions of a chain possess two separate time scales. In this case, it is possible
to simplify the original chain to a reduced one that will lose very little dynamic information
of the original chain. In fact, the coarse graining of two-time-scale Markov chains have been
studied by physicists and engineers for a long time [19–27] and its relationship with stochastic
thermodynamics is also considered [28–30]. Recently, the effectiveness of the simplification
approach has been established rigourously from a mathematical perspective [31, 32]. Thus
continuous-time Markov chains with time-scale separation provide us a ideal model to study the
relationship between model simplification and irreversibility.
In this paper, we perform a general analysis on the connection between model simplification
and irreversibility based on the model of two-time-scale Markov chains. According to the
topological structure of the fast process, we divide the states of the chain into the transient states
and the recurrent states. We reveal that a two-time-scale Markov chain can be simplified to
a reduced chain in two different ways: removal of the transient states and aggregation of the
recurrent states, where the transient states can be removed via a series of transformations similar
to the Y −∆ transformations in the circuit theory [33]. It turns out that both the two operations
will lead to a decrease in the entropy production rate and its adiabatic part and will keep its
non-adiabatic part the same. This suggests that although model simplification can retain almost
all the dynamic information of the chain, it must lose some thermodynamic information as a
trade-off.
2 Model
In this paper, we consider a molecular system modeled by a continuous-time Markov chain,
also called Markov jump process, X = {Xt : t ≥ 0} with state space S = {1, · · · , n} and
generator matrix Q = (qij), where qij with i 6= j denotes the transition rate from state i to j and
qii = −
∑
j 6=i qij . Let p(t) = (p1(t), · · · , pn(t)) denote the probability distribution of the chain.
Then the dynamics of the chain is governed by the master equation
dp(t)
dt
= p(t)Q. (1)
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Without loss of generality, we assume that the chain is irreducible, which means that for any
states i and j, there are a sequence of states i1, i2, · · · , ik, such that i1 = i, ik = j, and
qi1i2qi2i3 · · · qik−1ik > 0.
If the chain is irreducible, it has a unique steady-state distribution pss = (pss1 , · · · , pssn ) which
satisfies pssQ = 0 [34]. Recall that the free energy F (t) of the chain is usually defined as the
relative entropy between the probability distribution p(t) and the steady-state distribution pss
[7]:
F (t) =
n∑
i=1
pi(t) log
pi(t)
pssi
.
Let Jij(t) = pi(t)qij denote the probability flux from state i to j and let Jssij = p
ss
i qij denote
the corresponding steady-state flux. Recall that the entropy production rate ep(t) of the chain is
defined as
ep(t) =
n∑
i,j=1
Jij(t) log
Jij(t)
Jji(t)
≥ 0.
Recently, it has been shown that the entropy production rate ep(t) can be decomposed into the
sum of two nonnegative terms:
ep(t) = e
(ad)
p (t) + e
(na)
p (t), (2)
where e(ad)p (t) and e
(na)
p (t) are the adiabatic and non-adiabatic parts of the entropy production
rate, respectively [7, 8]. Specifically, the adiabatic part e(ad)p (t), also known as the housekeeping
heat, is defined as
e(ad)p (t) =
n∑
i,j=1
Jij(t) log
Jssij
Jssji
≥ 0
and the non-adiabatic part e(na)p (t), also called the free energy dissipation rate, is defined as
e(na)p (t) =
n∑
i,j=1
Jij(t) log
pi(t)p
ss
j
pj(t)pssi
≥ 0.
It is easy to check that the non-adiabatic entropy production rate is exactly the dissipation rate
of the free energy F (t), that is,
e(na)p (t) = −
dF (t)
dt
.
It is well-known that the entropy production rate ep(t) characterizes the irreversibility
of a nonequilibrium process. In fact, there are two different sources of irreversibility. The
adiabatic part e(ad)p (t) describes the irreversibility due to the breaking of detailed balance and
the non-adiabatic part e(na)p (t) describes that due to the deviation from the steady state [7, 8].
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3 Simplification of two-time-scale Markov chains
In applications, it often occurs that some transition rates of a Markov chain are much faster
than other ones. In this case, the transition rates of the chain have two separate time scales. To
be specific, we assume that there is a threshold value λ for the transition rates. If qij is larger
than the threshold value λ, then it is called a fast transition rate. Otherwise, it is called a slow
transition rate. Intuitively, if we discard the process with fast time scale, then the original chain
may be simplified.
In fact, the simplification of two-time-scale Markov chains has bee studied by physicists,
engineers, and mathematicians for a long time [20–26, 31, 32]. Here we would like to review
the simplification approach of two-time-scale chains based on the method of averaging. For
convenience, we introduce several notations. If i 6= j, we defineq
f
ij = qij, q
s
ij = 0, if qij is a fast transition rate,
qfij = 0, q
s
ij = qij, if qij is a slow transition rate.
In addition, we set qfii = −
∑
j 6=i q
f
ij and q
s
ii = −
∑
j 6=i q
s
ij . Then the generator matrix Q can be
rewritten as
Q = Qf +Qs,
where Qf = (qfij) is a generator matrix that governs the fast process of the chain and Q
s = (qsij)
is another generator matrix that governs the slow process of the chain.
To proceed, we focus on the fast process governed by the generator matrix Qf . Let i and j
be two arbitrary states. Then we say that i leads to j and write i→ j, if there exist a sequence
of states i1, · · · , ik, such that i1 = i, ik = j, and
qfi1i2q
f
i2i3
· · · qfik−1ik > 0.
In addition, we say that i communicates with j and write i↔ j if i→ j and j → i. It is easy to
check that↔ is an equivalence relation on the state space S. Thus S can be decomposed into
the union of different communicating classes. Although the original chain is irreducible, its fast
process may possess multiple communicating classes.
In general, there are two types of states that must be distinguished. Let i be a state in the
communicating class C. If there exists a state j /∈ C such that i→ j, then i is called a transient
state. Otherwise, i is called a recurrent state. It is easy to check that if i is a recurrent state, then
all the states in C are recurrent [34]. In the case, the communicating class C is called a recurrent
class.
Let A denote the collection of all the recurrent states of the fast process and let B denote
that of all the transient states of the fast process. Then A can be decomposed into the union of
different recurrent classes A1, · · · , Am and thus the state space S can be decomposed into
S = A ∪B = A1 ∪ · · · ∪ Am ∪B,
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Figure 1. The simplification of two-time-scale Markov chains. (a) The canonical decomposition of the state
space. According to the topological structure of the fast process, the state space S can be decomposed into the
union of multiple recurrent classes A1, · · · , Am and the collection B of all transient states. (b) The removal of the
transient states of the fast process. (c) The aggregation of the recurrent states of the fast process.
as illustrated in Figure 1(a). In this way, the generator matrix Qf can be represented as a block
matrix
Qf =

Qf11
. . .
Qfmm
QfB1 · · · QfBm QfBB
 ,
where Qf11, · · · , Qfmm arem generator matrices that govern the transitions within the recurrent
classes A1, · · · , Am, respectively. Similarly, we represent the generator matrices Q and Qs as
Q =

Q11 · · · Q1m Q1B
Q21 · · · Q2m Q2B
· · · · · ·
QB1 · · · QBm QBB
 , Qs =

Qs11 · · · Qs1m Qs1B
Qs21 · · · Qs2m Qs2B
· · · · · ·
QsB1 · · · QsBm QsBB
 ,
and represent the probability distribution p(t) as p(t) = (p1(t), · · · , pm(t), pB(t)). With these
notations, the master equation (1) can be rewritten as
p˙1(t) = p1(t)Q11 + · · ·+ pm(t)Qm1 + pB(t)QB1,
· · ·
p˙m(t) = p1(t)Q1m + · · ·+ pm(t)Qmm + pB(t)QBm,
p˙B(t) = p1(t)Q1B + · · ·+ pm(t)QmB + pB(t)QBB.
(3)
Let 1 denote the column vector whose components are all 1. Let Ak be a recurrent class of
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the fast process and set
pik(t) = p
k(t)1 =
∑
i∈Ak
pi(t). (4)
Then pik(t) denotes the probability that the chain stays in Ak at time t. In addition, let µk denote
the steady-state distribution of the generator matrix Qfkk. Since the transitions within Ak are
very fast, the states in Ak will reach a quasi-steady state. This suggests that
pk(t) ≈ pik(t)µk, k = 1, · · · ,m. (5)
Since Qf11, · · · , Qfmm are generator matrices, we have Qf111 = · · · = Qfmm1 = 0. From (3) and
(5), we obtain that
p˙i1(t) ≈ pi1(t)µ1Qs111 + · · ·+ pim(t)µmQsm11 + pB(t)QB11,
· · ·
p˙im(t) ≈ pi1(t)µ1Qs1m1 + · · ·+ pim(t)µmQsmm1 + pB(t)QBm1,
p˙B(t) ≈ pi1(t)µ1Q1B + · · ·+ pim(t)µmQmB + pB(t)QBB.
(6)
In this equation, pi1(t), · · · , pim(t) arem slow variables and pB(t) is a fast variable. If we focus
on the fast variable pB(t), then the slow variables pi1(t), · · · , pim(t) can be frozen. From (6), the
steady-state value pB(t)ss of the fast variable is approximately given by
pB(t)ss ≈ −(pi1(t)µ1Q1B + · · ·+ pim(t)µmQmB)Q−1BB. (7)
In addition, if we focus on the slow variables pi1(t), · · · , pim(t), then we can think that the fast
variable pB(t) has reached its steady-state value. From (6) and (7), the dynamics of the slow
variables pi1(t), · · · , pim(t) is approximately governed by
p˙i1 ≈ pi1µ1(Q11 −Q1BQ−1BBQB1)1 + · · ·+ pimµm(Qm1 −QmBQ−1BBQB1)1,
· · ·
p˙im ≈ pi1µ1(Q1m −Q1BQ−1BBQBm)1 + · · ·+ pimµm(Qmm −QmBQ−1BBQBm)1.
(8)
We make a crucial observation that the above equation is an approximate master equation.
This suggests that the original chain can be simplified to a reduced chain with m different
states, each of which corresponds to a recurrent class of the fast process. Recall that we have
decomposed the state space S into the union of A and B. Thus the generator matrix Q can be
represented as
Q =
(
QAA QAB
QBA QBB
)
.
Let pˆ(t) = (pˆ1(t), · · · , pˆm(t)) denote the probability distribution of the reduced chain. From
(8), the dynamics of the reduced chain is given by
dpˆ(t)
dt
= pˆ(t)Qˆ,
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where
Qˆ =

µ1
. . .
µm
 (QAA −QABQ−1BBQBA)

1
. . .
1
 (9)
is the generator matrix of the reduced chain.
4 Two steps of model simplification
The above analysis suggests that the simplification of a two-time-scale Markov chain can be
decomposed into two steps. In the first step, the original chain is simplified to a reduced chain
by removal of the transient states of the fast process, as illustrated in Figure 1(b). In this way,
the state space S is reduced to the state space A and the generator matrix Q is reduced to
Q˜ = QAA −QABQ−1BBQBA.
In the second step, the original chain is further simplified to a reduced chain by aggregation of
the recurrent states of the fast process. To be specific, the states in each recurrent class will be
aggregated into one state and thus the state space of the reduced chain can be viewed as the
collection of all the recurrent classes, as illustrated in Figure 1(c). In this way, the state space A
is further reduced to the state space Sˆ = {A1, · · · , Am} and the generator matrix Q˜ is further
reduced to
Qˆ =

µ1
. . .
µm
 Q˜

1
. . .
1
 . (10)
In the previous work, many authors have studied the coarse graining of a master equation
with fast and slow variables and its relationship with stochastic thermodynamics. Among these
studies, there is a popular model which considers a molecular system withm mesostates, each
of which contains r microstates [15–17, 19, 28, 29]. Thus the molecular system can be modeled
by a continuous-time Markov chain whose state space can be represented by a two-dimensional
lattice
S = {(x, y) : x = 1, · · ·m, y = 1, · · · , r},
where x represents a mesostate and (x, y) represents a microstate. The model further assumes
that the the transitions between microstates belonging to the same mesostate are much faster
than those belonging to different mesostates, which is often called the adiabatic hypothesis [19].
Under this assumption, x is a slow variable and y is fast variable. If we plot the state space S as
a two-dimensional lattice, then the vertical transition rates are much faster than the horizontal
ones.
Since the vertical transition rates are fast and the horizontal ones are slow, it is easy to
see that all microstates are recurrent states of the fast process and the model has m recurrent
classes. Each recurrent class corresponds to a mesostate and the microstates belonging to a
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mesostate can be aggregated. Based on the so-called adiabatic approximation, it has been shown
in the previous papers [28, 29] that the original model can be simplified to a coarse-grained one
which only considers the slow variable x, whose dynamics is described by the following master
equation:
dpˆ(t)
dt
= pˆ(t)Qˆ,
where Qˆ = (qˆx,x′) is the transition rate matrix of the coarse-grained model with
qˆx,x′ =
∑
y,y′
pss(y|x)q(x,y),(x′,y′), x 6= x′.
Here, pss(y|x) is the steady-state probability of the fast variable y when the slow variable x is
frozen. In fact, that the above formula is essentially the same as (10). This suggests that the
above coarse-graining procedure is essentially the aggregation of the recurrent states of the fast
process.
In addition, there are also some papers developing another coarse-graining procedure of
master equations, which turns out to be equivalent to the removal of the transient states of the
fast process [14, 26, 27, 32]. In this paper, we present a unified treatment of the above two types
of coarse-graining procedures.
5 Removal of transient states
The first step of model simplification is to remove the transient states of the fast process. In
this way, the original chain can be simplified to a reduced chain with state space A and generator
matrix
Q˜ = (q˜ij) = QAA −QABQ−1BBQBA. (11)
Assume that the system has nA recurrent states. Let p˜(t) = (p˜1(t), · · · , p˜nA(t)) denote the
probability distribution of the reduced chain and let p˜ss(t) = (p˜ss1 (t), · · · , p˜ssnA(t)) denote the
corresponding steady-state distribution. In addition, let J˜ij(t) = p˜i(t)q˜ij denote the probability
flux of the reduced chain from state i to j and let J˜ssij (t) = p˜
ss
i (t)q˜ij denote the corresponding
steady-state flux.
In fact, the probability fluxes of the reduced chain can also be obtained from those of the
original chain by a series of transformations. To see this, we first consider the case where there
is only one transient state, which is assumed to be state n. From (11), the transition rate of the
reduced chain is given by
q˜ij = qij − qinqnj/qnn, i, j = 1, · · · , n− 1. (12)
This shows that the transition rate qij of the original chain and the transition rate q˜ij of the
reduced chain differ by a term −qinqnj/qnn, where qin is the transition rate from the recurrent
state i to the transient state n and the quantity −qnj/qnn is the transition probability of the
embedded chain from the transient state n to the recurrent state j.
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Since the dynamics of the original chain and that of the reduced chain are closed to each
other, we have [32] p˜i(t) ≈ pi(t), if i is a recurrent state,p˜i(t) ≈ 0, if i is a transient state. (13)
1 From (12), the probability flux of the reduced chain is approximately given by
J˜ij(t) ≈ Jij(t)− Jin(t)Jnj(t)/Jnn(t), i, j = 1, · · · , n− 1. (14)
Thus the steady-state flux of the reduced chain is approximately given by
J˜ssij ≈ Jssij − JssinJssnj/Jssnn, i, j = 1, · · · , n− 1. (15)
Since state n is a transient state of the fast process, it must reach a quasi-steady state. This
suggests that the the sum of the probability fluxes flowing into state n and that flowing out of
state n should be approximately the same, that is,
n−1∑
i=1
Jin(t) ≈
n−1∑
j=1
Jnj(t) = −Jnn(t). (16)
Let us recall the following important inequality which is called the log sum inequality in the
literature [35]: for nonnegative real numbers a1, · · · , an and b1, · · · , bn, we have(
n∑
i=1
ai
)
log
∑n
i=1 ai∑n
i=1 bi
≤
n∑
i=1
ai log
ai
bi
.
By the log sum inequality and (16), the entropy production rate of the reduced chain satisfies
e˜p =
n−1∑
i,j=1
J˜ij log
J˜ij
J˜ji
≈
n−1∑
i,j=1
(Jij − JinJnj/Jnn) log Jij − JinJnj/Jnn
Jji − JjnJni/Jnn
≤
n−1∑
i,j=1
(Jij log
Jij
Jji
− JinJnj/Jnn log JinJnj/Jnn
JjnJni/Jnn
)
=
n−1∑
i,j=1
Jij log
Jij
Jji
−
n−1∑
i,j=1
JinJnj/Jnn log
Jin
Jni
−
n−1∑
i,j=1
JinJnj/Jnn log
Jnj
Jjn
=
n−1∑
i,j=1
Jij log
Jij
Jji
+
n−1∑
i=1
Jin log
Jin
Jni
+
n−1∑
j=1
Jnj log
Jnj
Jjn
=
n∑
i,j=1
Jij log
Jij
Jji
= ep.
1From the mathematical perspective, if the initial distribution of the original chain concentrates on the state space A, then
the probability distributions of the original and reduced chains will agree with each other over the whole time axis. However, if
the initial distribution does not concentrates on the state space A, then model simplification may cause large errors within a very
short time, but the probability distributions of the two chains will coincide with each other afterwards [32].
9
and the adiabatic entropy production rate of the reduced chain satisfies
e˜(ad)p =
n−1∑
i,j=1
J˜ij log
J˜ssij
J˜ssji
=
n−1∑
i,j=1
p˜i
p˜ssi
J˜ssij log
J˜ssij
J˜ssji
≈
n−1∑
i,j=1
pi
pssi
(Jssij − JssinJssnj/Jssnn) log
Jssij − JssinJssnj/Jssnn
Jssji − JssjnJssni/Jssnn
≤
n−1∑
i,j=1
pi
pssi
(Jssij log
Jssij
Jssji
− JssinJssnj/Jssnn log
JssinJ
ss
nj/J
ss
nn
JssjnJ
ss
ni/J
ss
nn
)
=
n−1∑
i,j=1
Jij log
Jssij
Jssji
−
n−1∑
i,j=1
JinJnj/Jnn log
Jssin
Jssni
−
n−1∑
i,j=1
JinJnj/Jnn log
Jssnj
Jssjn
=
n−1∑
i,j=1
Jij log
Jssij
Jssji
+
n−1∑
i=1
Jin log
Jssin
Jssni
+
n−1∑
j=1
Jnj log
Jssnj
Jssjn
=
n∑
i,j=1
Jij log
Jssij
Jssji
= e(ad)p .
This shows that the entropy production rate and its adiabatic part must decrease after removal
of the transient state n. In addition, from (13) and (16), the free energy of the reduced chain
satisfies
F˜ =
n−1∑
i=1
p˜i log
p˜i
p˜ssi
≈
n∑
i=1
pi log
pi
pssi
= F
and the non-adiabatic entropy production rate of the reduced chain satisfies
e˜(na)p =
n−1∑
i,j=1
J˜ij log
p˜ip˜
ss
j
p˜j p˜ssi
≈
n−1∑
i,j=1
(Jij − JinJnj/Jnn) log
pip
ss
j
pjpssi
=
n−1∑
i,j=1
Jij log
pip
ss
j
pjpssi
−
n−1∑
i,j=1
JinJnj/Jnn log
pi
pssi
−
n−1∑
i,j=1
JinJnj/Jnn log
pssj
pj
=
n−1∑
i,j=1
Jij log
pip
ss
j
pjpssi
+
n−1∑
i=1
Jin log
pi
pssi
+
n−1∑
j=1
Jnj log
pssj
pj
≈
n−1∑
i,j=1
Jij log
pip
ss
j
pjpssi
+
n−1∑
i=1
Jin log
pip
ss
n
pnpssi
+
n−1∑
j=1
Jnj log
pnp
ss
j
pjpssn
=
n∑
i,j=1
Jij log
pip
ss
j
pjpssi
= e(na)p .
This shows that the free energy and the non-adiabatic entropy production rate will remain the
same after removal of the transient state n.
We next deal with the general case where there are nA transient states, which are assumed
to be states n − nA + 1, · · · , n. In this case, the probability fluxes of the reduced chain can
be obtained by carrying out the transformation (14) successively, which in essence remove
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the transient states one by one. To be specific, the series of transformations can be defined
inductively as follows: set
J0ij(t) = Jij(t), i, j = 1, 2, · · · , n.
and for any k = 1, · · · , nA, set
Jkij(t) = J
k−1
ij (t)− Jk−1iik (t)Jk−1ikj (t)/Jk−1ikik (t), i, j = 1, · · · ik − 1, (17)
where ik = n− k+ 1 indexes the transient state to be removed in the kth step and Jkij(t) denotes
the probability flux from state i to j after the transient states i1, · · · , ik are removed. After all
transient states are removed, we obtain the probability flux of the reduced chain:
J˜ij(t) ≈ JnAij (t).
The above analysis shows that the probability fluxes of the reduced chain can be obtained
by removing the transient states one by one. Once a transient state is removed, the adiabatic
entropy production rate and will decrease, while the free energy and the non-adiabatic entropy
production rate will remain the same. Thus the total entropy production rate must decrease after
all transient states are removed.
Before leaving this section, we point out that the series of transformations defined in (17)
have almost the same form as the so-called Y −∆ transformations in the circuit theory [33].
In fact, it has been found that a reversible Markov chain is equivalent to an RC circuit and
the master equation of the Markov chain is formally equivalent to Kirchoff’s law of the RC
circuit [27, 36]. In an RC circuit, if some capacitors have much smaller capacitances than other
capacitors, then the original circuit can be simplified to a reduced one by removal of those small
capacitors via the Y −∆ transformations. Thus the simplification of an RC circuit by removal
of the small capacitors is equivalent to the simplification of a reversible chain by removal of the
transient states.
6 Aggregation of recurrent states
Since the transient states of the fast process have been removed in the first step of model
simplification, we can assume that the fast process has only recurrent states. Let A1, · · · , Am
denote all the recurrent classes of the fast process. The second step of model simplification is to
aggregate the states in each recurrent class into one state. In this way, the original chain can be
simplified to a reduced chain with state space Sˆ = {A1, · · · , Am} and generator matrix
Qˆ = (qˆkl) =

µ1
. . .
µm
Q

1
. . .
1
 ,
where
qˆkl = µ
kQkl1, k, l = 1, · · · ,m. (18)
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Let pˆ(t) = (pˆ1(t), · · · , pˆm(t)) denote the probability distribution of the reduced chain and
let pˆss(t) = (pˆss1 (t), · · · , pˆssm(t)) denote the corresponding steady-state distribution. In addition,
let Jˆkl(t) = pˆk(t)qˆkl denote the probability flux of the reduced chain from state Ak to Al and let
Jˆsskl (t) = pˆ
ss
k (t)qˆkl denote the corresponding steady-state flux. From (5) and (18), the probability
flux of the reduced chain is approximately given by
Jˆkl(t) = pˆk(t)µ
kQkl1 ≈ pk(t)Qkl1 =
∑
i∈Ak,j∈Al
pi(t)qij =
∑
i∈Ak,j∈Al
Jij(t).
If state i is in the recurrent class Ak, it follows from (5) that
pi(t) ≈ pˆk(t)µi, pssi (t) ≈ pˆssk (t)µi. (19)
This shows that
Jij(t) ≈ pˆk(t)µiqij, Jssij (t) ≈ pˆssk (t)µiqij. (20)
By the log sum inequality, the entropy production rate of the reduced chain satisfies
eˆp =
m∑
k,l=1
Jˆkl log
Jˆkl
Jˆlk
≈
m∑
k,l=1
∑
i∈Ak,j∈Al
Jij log
∑
i∈Ak,j∈Al Jij∑
i∈Ak,j∈Al Jji
≤
m∑
k,l=1
∑
i∈Ak,j∈Al
Jij log
Jij
Jji
=
n∑
i,j=1
Jij log
Jij
Jji
= ep.
and from (20), the adiabatic entropy production rate of the reduced chain satisfies
eˆ(ad)p =
m∑
k,l=1
Jˆkl log
Jˆsskl
Jˆsslk
=
m∑
k,l=1
pˆk
pˆssk
Jˆsskl log
Jˆsskl
Jˆsslk
≈
m∑
k,l=1
pˆk
pˆssk
∑
i∈Ak,j∈Al
Jssij log
∑
i∈Ak,j∈Al J
ss
ij∑
i∈Ak,j∈Al J
ss
ji
≤
m∑
k,l=1
pˆk
pˆssk
∑
i∈Ak,j∈Al
Jssij log
Jssij
Jssji
=
n∑
i,j=1
Jij log
Jssij
Jssji
= e(ad)p .
This shows that the entropy production rate and its adiabatic part must decrease after aggregation
of the recurrent states. In addition, from (4) and (19), the free energy of the reduced chain
satisfies
Fˆ =
m∑
k=1
pˆk log
pˆk
pˆssk
≈
m∑
k=1
∑
i∈Ak
pi log
pi
pssi
=
n∑
i=1
pi log
pi
pssi
= F
and the non-adiabatic entropy production rate of the reduced chain satisfies
eˆ(na)p =
m∑
k,l=1
Jˆkl log
pˆkpˆ
ss
l
pˆlpˆssk
≈
m∑
k,l=1
∑
i∈Ak,j∈Al
Jij log
pip
ss
j
pjpssi
=
n∑
i,j=1
Jij log
pip
ss
j
pjpssi
= e(na)p .
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This shows that the free energy and the non-adiabatic entropy production rate will remain the
same after aggregation of the recurrent states.
The above analysis shows that the adiabatic entropy production rate will decrease, while the
free energy and the non-adiabatic entropy production rate will remain the same after both the
two steps of model simplification. Thus the total entropy production rate must decrease after
model simplification.
7 Conclusions
In this paper, we study the relationship between model simplification and irreversibility. The
results of this paper apply to all two-time-scale Markov chains and thus are quite general. We
show that a two-time-scale Markov chain consists of a fast process and a slow process. Although
the original chain is irreducible, its fast process may possess multiple communicating classes.
According to the topological structure of the fast process, the state space S can be decomposed
into the union of the recurrent classes A1, · · · , Am and the set B which consists of all transient
states.
Based on the method of averaging, we show that the simplification of a two-time-scale
Markov chain can be decomposed into two steps. The first step is to remove the transient states
of the fast process and the second step is to aggregate the recurrent states of the fast process.
Both the two steps will lead to a decrease in the total entropy production rate and its adiabatic
part, and will keep the free energy and the non-adiabatic entropy production rate the same. This
shows that the irreversibility due to the breaking of detailed balance will be lost and that due
to the deviation of the steady state will remain the same after model simplification. Overall,
a two-time-scale Markov chain will always lose a part of or all the irreversibility after model
simplification.
The above analysis provides a deep physical insight. From a transcendental perspective, we
hope that the reduced chain can retain both the dynamical and thermodynamical information
of the original chain. However, the results of this paper show that this is impossible. Although
model simplification retains almost all the dynamic information of the chain, it will lose some
thermodynamic information as a trade-off. This fact is similar to the uncertainty principle
of a quantum particle, whose position and momentum cannot be measured in a precise way
simultaneously.
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