Abstract-Grids enable the sharing of resources and problem solving in multi-organizational environments. The problem of resource management in such systems is very complex because the participants, resource owners and users, have their own requirements and objectives that need to be considered when making allocation decisions. To address this issue novel protocols that take into account the self-interest and incentives of these participants need to be developed. These kinds of protocols in which the participants maximize their own utilities only if they report their true parameters and follow the rules are called strategyproof protocols.
I. INTRODUCTION
Grid computing is a promising new technology that enables the integration of several geographically distributed resources such as computers, instruments, and data storage devices into a coherent computing infrastructure. Several applications in science, engineering and commerce benefited from using the grid technologies [12] . Globus Toolkit [2] , in use at hundreds of sites worldwide, emerged as the standard software infrastructure for grids. Globus Toolkit 3 (GT3) is an open source implementation of the Open Grid Services Infrastructure (OGSI) [24] compliant with the Open Grid Services Architecture (OGSA) [13] , [14] . GT3 provides a framework for defining a variety of portable services for resource management, data transfer, information discovery and security.
Fundamental to the success of grid computing is the resource management component which is responsible for resource discovery, selection, allocation and monitorization [17] . One of the difficulties of developing efficient resource allocation mechanisms in grids is the fact that the participants, resource owners and users, have their own requirements and objectives that need to be considered when making allocation decisions. These participants have no a-priori motivation for cooperation and they are tempted to manipulate the resource allocation protocol if it is beneficial to do so. This behavior may lead to poor system performance and inefficiency. Unlike the traditional protocols in distributed computing, the new protocols must deal with the possible manipulations. Also, the system must provide incentives to agents to participate in the given algorithm. The solution of these kinds of problems comes from economics, more precisely from mechanism design theory [22] . The scope of this theory is to provide tools and methods to design protocols for self interested agents. Of interest are the so called strategyproof mechanisms in which the participants maximize their own utilities only if they report their true parameters and follow the given algorithm. In a mechanism each participant has a privately known function called valuation which quantifies the agent benefit or loss. Payments are designed and used to motivate the participants to report their true valuations. The goal of each participant is to maximize the sum of her valuation and payment. As an example consider several resource providers that offer computer services. We assume that each resource is characterized by its job processing rate. An allocation mechanism is strategyproof if a resource owner maximizes her utility only by reporting the true resource processing rate to the mechanism. The optimal utility is independent of the values reported by the other participating resource owners.
The strategyproof computing paradigm proposed in [18] considers the self-interest and incentives of participants in distributed computing systems. The core of a strategyproof system is an open market for mechanisms in which participants can deploy locally strategyproof mechanisms. These kinds of mechanisms satisfy the incentive properties within their local scope.
In this paper we consider the strategyproof computing paradigm in the context of grid computing. We develop an architecture for strategyproof computing in grids. The core of this architecture is a set of local markets for mechanisms. Two types of mechanisms can be deployed in a local market for mechanisms. The first type are the mechanisms deployed by users in which the participants are the resource owners. The resource owners submit bids for jobs and according to these bids the user mechanism decides where a job or a set of jobs are sent for execution. The second type are the mechanisms implemented by the resource owners. The users submit bids for computational units and according to these bids the resource mechanism decides what user will send jobs for execution. Each user participating in a resource mechanism and respectively each resource owner participating in a user mechanism has an associated broker. The broker is responsible for mechanism discovery, mechanism selection, bid and job submission.
Related work
Applications of economic principles to resource management in distributed computing have been investigated by several researchers [1] , [6] , [7] , [8] , [19] , [25] , [27] . In [25] an extendable architecture (GREED) that supports several economic models and enables the integration of these models into the existing Globus Toolkit is presented. Auctioning based resource allocation is studied in [7] . Wolski et al. [27] proposed a computational economy for controlling resource allocation in grids and studied the efficiency of auctioning and commodity market models. Abramson et al. [1] proposed a service oriented grid computing system called Nimrod-G. A comprehensive survey on economic models for resource management can be found in [5] .
Recently, several researchers considered the mechanism design theory to solve several computational problems that involve self interested agents. These problems include resource allocation and task scheduling [20] , [26] , [27] , routing [9] and multicast transmission [10] . Nisan and Ronen [21] were the first to consider the mechanism design problem in a computational setting. They studied different types of mechanisms for shortest path and job scheduling on unrelated machines. They proposed a VCG(Vickrey-Clarke-Groves) mechanism for solving the shortest path in graphs where edges belong to self interested agents and mechanisms for solving the task scheduling on unrelated machines. The VCG mechanism allows arbitrary form for valuations and is restricted to objective functions defined by the sum of agents' valuations. Archer and Tardos [3] derived a general framework for designing truthful mechanisms for optimization problems where the private data of each agent is described by one real valued parameter. Their method allows the design of strategyproof mechanisms for optimization problems that have general objective functions and restricted form for valuations. Using this method they designed strategyproof mechanisms for several problems in computer science. In [4] the same authors investigated the frugality of shortest path mechanisms. A strategyproof mechanism that gives the overall optimal solution for the static load balancing problem in distributed systems is proposed in [15] . Ng et al. [19] proposed a strategyproof system for dynamic resource allocation in data staging. The results and the challenges of designing distributed mechanisms are surveyed in [11] .
Our contributions
We develop AGORA, a grid computing architecture based on the strategyproof computing paradigm. We present several strategyproof mechanisms for resource allocation that can be deployed on our architecture. We define these mechanisms and describe their properties in the context of AGORA. We simulate and study the implementation of one resource allocation mechanism on our architecture. Organization The paper is structured as follows. In Section 2 we present AGORA, an architecture for strategyproof computing in grids. In Section 3 we present and discuss several mechanisms that can be deployed on our architecture. In Section 4 we study by simulation one resource allocation mechanism. In Section 5 we draw conclusions and present future directions.
II. AGORA ARCHITECTURE
The deployment of strategyproof resource allocation mechanisms in grids involves the development of a suitable architecture. The architecture should consider the existing grid infrastructure provided by the Globus technology and should provide services for mechanism deployment, discovery, validation and certification.
In this architecture grid users can choose to deploy their own mechanisms or to participate in a mechanism deployed by grid service providers. Similarly grid service providers can choose to participate in a user mechanism or to deploy their own mechanisms. This gives more flexibility to the participants to accommodate their requirements and expectations. The mechanisms are deployed in a Local Market for Mechanisms. By having multiple markets for mechanisms the system becomes more scalable. This is necessary because in general the allocation mechanisms have a centralized structure that will not scale well when we increase the number of the participants. Moreover, it will not be possible to deploy a single mechanism for all the grid users.
In Figure 1 we present AGORA, an architecture for strategyproof computing in Grids. The main components of this architecture are:
Users and user brokers. Grid service providers (GSP) and GSP brokers. Local grid market for mechanisms (LMM). Validation and certification authority (VCA). There are two types of interactions between users and resource providers depending on who initiates the trading of resources. In the first type Grid Service Providers request bids from the users and select the winning users according to their strategyproof mechanism. In the second type User Brokers requests bids from the Grid Service Providers and select the providers according to a user mechanism. The first type of interactions is handled by Resource Mechanisms (RM) and the second one by the User Mechanisms (UM).
A. Components involved in Resource Mechanisms
We present the components of AGORA that participate in the first type of interactions handled by the Resource Mechanisms. These are User Brokers (UB), Grid Service Providers (GSP), Local Market for Mechanisms (LMM) and Validation and Certification Authority (VCA). Each GSP posts its mechanism on one of the Local Markets for Mechanisms. Before these mechanisms can be used they need to be validated and certified by the validation and certification authority.
1) User broker (UB):
The User Broker is responsible for mechanism discovery, mechanism analysis and selection, bid submission, sending user jobs to resources, collecting the results and providing the user with a uniform view of grid resources. There are four components of the user broker:
User jobs
User jobs Job Management Agent: It is responsible for user interaction, job creation, submission and monitorization. It also coordinates the mechanism analysis and selection, resource discovery and the bidding process. When the jobs complete it collects the results of the computation. Resource (Mechanism) Discovery Agent: It is responsible for resource/mechanism discovery. It sends a request for resources/mechanisms to the Local Market for Mechanisms. The Local Market for Mechanisms sends back the information on the mechanisms that match the request. Mechanism Analysis and Selection Agent: It is responsible for analyzing the mechanism information submitted by the Local Market for Mechanisms. Based on the user requirements and on the properties of the mechanisms it selects a mechanism in which the user will participate. Bidding Agent: It is responsible for choosing and submitting the bid to the selected mechanism. If it is a successful bid the Job Control agent sends the user jobs for execution to the GSP that runs the mechanism.
2) Grid Service Providers (GSP):
GSPs contribute their resources to the Grid and charge the users for services. GSPs create strategyproof mechanisms that are posted on the Local Market for Mechanisms. The Mechanism Management component is responsible for posting the GSP's strategyproof mechanism on the LMM. It also runs the allocation mechanism, collects the bids from users and determine the winning users. The winning users are the users that send jobs for execution. Once the winning users are determined it informs the users of the result of the mechanism by sending success or reject messages. It also coordinates the admission control and resource scheduling.
3) Local Market for Mechanisms (LMM):
It provides support for users and GSPs to deploy strategyproof mechanisms, and enables the users and GSPs to find the right mechanism that match their requirements and preferences. There are two types of strategyproof mechanisms that are deployed in LMM: user mechanisms (UM) and resource mechanisms (RM). LMM takes a request from a user or GSP specified in an appropriate language and returns the type of mechanisms that are requested. LMM must be provided by the grid infrastructure as a component of the grid middleware. LMM should provide an interface and a language for specifying the requests for mechanisms. User brokers and GSPs must submit their requests for mechanisms expressed in this language.
4) Validation and Certification Authority (VCA):
It provides the validation of the properties of the mechanisms (strategyproof, statistical). After a mechanism is validated by the authority a certificate is issued for that mechanism. This will certify to the participants in the mechanism that the mechanism is strategyproof. To maintain the validity of the certificates, VCA must check periodically the posted mechanisms for their incentive properties. The validation techniques are crucial for maintaining the strategyproof property of the system. The issues and challenges of mechanisms validation are explored in [18] .
In Figure 2 we present the protocol that implements the interactions among UB, LMM and GSP for a resource mechanism. The GSP designs a mechanism and posts the mechanism on LMM. Once posted, the mechanism is validated and a certificate is issued by the VCA. UB submits a request for mechanism message to LMM containing the user's requirements described in a specific language. LMM replies to UB with information about the mechanisms that match the request. UB selects a mechanism, prepares and submits the bid. GSP collects all the bids from the participating users and runs the mechanism to determine the winning users. After the winning users are determined GSP sends success or reject messages to the users to inform them about the outcome of the mechanism. If UB receives a success message it sends its jobs to the GSP that run the mechanism. Jobs are executed and the results of the computation are sent to the user.
B. Components involved in User Mechanisms
AGORA allows the users to deploy their own allocation mechanisms. Each user will post the mechanism on one of the Local Markets for Mechanisms. Similarly to the previous type of interactions we have four components involved in a user mechanism: User, GSP Broker, LMM and VCA. In this section we present only the User and GSP Broker, the two other components, LMM and VCA were already presented in the previous section.
1) GSP Broker: It is responsible for mechanism discovery, analysis and selection, bid submission, admission control, resource scheduling and job execution. There are five components of the GSP broker.
User Mechanism Discovery Agent: It is responsible for handling the interaction with GSP and user mechanism discovery. It sends requests for user mechanisms to the LMM and receives the information about the suitable mechanisms in LMM.
Mechanism Selection and Analysis Agent:
It is responsible for analyzing the user mechanisms information submitted by LMM. Based on this information and on the GSP's requirements it selects a user mechanism in which the GSP will participate. Bidding Agent: It is responsible for choosing and submitting the bid to the selected user mechanism. If it is a successful bid GSP will receive jobs for execution from the user that run the mechanism. Admission Control Agent: It implements the admission control rules for accepting dynamically-arriving jobs.
Resource Scheduler: It is responsible for resource scheduling and allocation. When the jobs are completed it sends back the results of the computation.
2) User:
The user runs the mechanism and decides what resources will execute the jobs. The Job Management Agent is responsible for user interaction, job submission and results collection. The Mechanism Management Agent coordinates the user mechanism, posts the mechanism, receives bids, runs the mechanisms and determines the winners. It also informs the participating GSPs of the result of the mechanism by sending success or reject messages.
The protocol that describes the interactions involved in user mechanisms is similar to the protocol presented in Figure 2 .
C. Integration into Globus framework
Globus toolkit provides mechanisms and interfaces for the design and deployment of higher level services based on . GRAM provides an API and a protocol for requesting and using resources.
To provide support for strategyproof computing on the Globus framework two new modules are added, LMM and VCA. LMM module provides a uniform interface and common protocols for mechanism deployment and discovery. VCA module provides mechanisms validation and certification services. Higher level services provided by the user brokers and GSP brokers are based on the services provided by LMM and VCC in addition to the services provided by the existing Globus modules. In Figure 3 we show the integration of the new modules into the Globus framework.
III. STRATEGYPROOF MECHANISMS
In this section we introduce the main concepts of mechanism design and present examples of user and resource mechanisms that can be deployed on AGORA.
A. Generalities on mechanism design
We limit our description to mechanism design problems for one parameter agents. In this type of mechanism design problems each agent has some private data represented by a single real valued parameter [3] . In the following we define such problem.
A mechanism design problem for one parameter agents is characterized by:
(i) A finite set of allowed outputs. The output is a vector
, computed according to the agents' bids,
. Here, 
Definition 3.1: (Mechanism)
A mechanism is characterized by two functions:
(i) The output function
This function has as input the vector of agents' bids
and returns an output
that gives the payment handed by the mechanism to each agent. Notation: In the rest of the paper we denote by A desirable property of a mechanism is that the utility of a truthful agent is always non-negative. The agents hope for a profit by participating in the mechanism.
Definition 3.3: (Voluntary participation mechanism)
We say that a mechanism satisfies the voluntary participation condition if 
B. User Mechanisms 1) Minimum Job Execution Time Mechanism:
We assume that the user that runs the mechanism has a contiguous sequence of jobs that need to be executed. The jobs are generated by the user at the rate (the inverse of its processing rate). The GSPs may not report the true value. After all the GSPs report their values the mechanism computes an output function (i.e. the loads assigned to computers),
) according to the GSPs' bids such that the overall expected job execution time is minimized and hands a payment
to each GSP. All GSPs know the mechanism and the algorithm used to compute the output function (allocation). GSP
) valuation is defined as:
which is equivalent to GSP A 's utilization. The greater the utilization, the smaller the valuation. We assume each GSP wants to choose its strategy (what value 6 A to report) such that its utility is maximized. The utility for each GSP is defined as the payment received from the mechanism plus the valuation determined by the number of jobs allocated to it:
The goal is to design a strategyproof mechanism that minimizes the overall expected response time of the system composed of the F GSPs. This involves finding an allocation algorithm and a payment scheme that minimizes the overall expected response time according to the GSP bids 6 A and motivates all the GSPs to bid their true values H A . For our mechanism we use the optimal allocation algorithm (OPTIM) presented in [23] . Using this algorithm and the method presented in [3] we designed a strategyproof mechanism that minimizes the overall job execution time [15] . In the following we define the mechanism.
Definition 3.4: (Minimum Execution Time Mechanism)
The Minimum Execution Time Mechanism is defined by the following two functions:
(i) The allocation function given by the OPTIM algorithm.
(ii) The payment function is given by:
This mechanism is a strategyproof mechanism that satisfies the voluntary participation condition. The proofs of the properties of the mechanism are given in [15] . Because the optimal algorithm assumes a central dispatcher, the mechanism will be implemented in a centralized way as part of the user code. In the following we present the protocol that implements the minimum job execution time mechanism (MJET).
Protocol MJET:
After the mechanism is posted on LMM and it is validated, it is ready to receive bids from the GSPs. GSP A replies with bid 6 A to the mechanism. 1) After the user mechanism collects all the bids it does the following: 1.1. Computes the allocation using OPTIM algorithm. 
Computes the payments

2) Each GSP receives its payment and evaluates its
profit.
GSPs will obtain the maximum profit only when they report the true value.
2) A mechanism with verification: Now we present an allocation mechanism in which the payments are sent to the participating GSPs only after the jobs are executed. This is a mechanism with verification and works as follows. It first asks the GSPs to report their processing rates. Having obtained these rates, the mechanism computes the allocation and allocates the jobs to GSPs. Because it is a mechanism with verification the payment to each GSP is computed and given to it after the assigned jobs were executed. Here we assume that the processing rate with which the jobs were actually executed is known to the mechanism. Each GSP's goal is to report a value for its processing rate such that its utility is maximized. The mechanism must be designed such that the GSPs maximize their utility only if they report the true values of the processing rates and execute the jobs using their full processing capacity. Also, if each GSP reports its true value and executes the jobs at the full capacity then the minimum total latency is obtained.
We consider that a set of We assume that the user that runs the mechanism has a large number of jobs that need to be executed. These jobs are generated by the user at the rate £ . A feasible allocation of jobs to the participating GSPs is a vector
that satisfies two conditions: (i) Positivity:
The performance of the system composed of the participating GSPs is characterized by the total latency:
Given the job arrival rate £ at the system with 
which gives the minimum value for the total latency:
We call the algorithm that computes this allocation the PR algorithm. The true value ; and the function is the optimal latency when GSPB is not used in the allocation. Thus, the bonus for a GSP is equal to its contribution in reducing the total latency. This is a strategyproof mechanism with verification that satisfies the voluntary participation condition. We proved these properties in [16] . An informal description of the centralized protocol implementing the mechanism is as follows. The mechanism collects the bids from each GSP, computes the allocation using PR algorithm and allocates the jobs. Then it waits for the allocated jobs to be executed. In this waiting period the mechanism estimates the actual job processing rate at each GSP and use it to determine the execution value H A . After the allocated jobs are completed the mechanism computes the payments and sends them to the GSPs. After receiving the payment each GSP evaluates its utility.
C. Resource Mechanisms 1) Vickrey Auction:
We assume that the GSP runs the mechanism (auction) and associated with the execution of her jobs. The mechanism works as follows. Each user sends a bid to the GSP running the mechanism expressing the amount she is willing to pay for her job execution at the GSP. The user who submits the highest bid wins the auction and she submits her job to the GSP for execution. The winning user will pay the price equal to the second highest bid submitted by the users. If there are more than one winning user, the winner is chosen at random from the highest bidding users.
The utility of user B has the following form:
In the above equation, 6 % is the value of the second highest bid and represents the payment given to the GSP by the user. A participating user will maximize her utility only if she bids her true valuation. It is important to mention that the bids are secret and the users who did not win the auction do not know who placed the highest bid and the value of the bid.
IV. EXPERIMENTAL RESULTS
In this section we study by simulation the resource allocation mechanism with verification (user mechanism). Due to space limitations we consider only this mechanism for our simulation study. We designed a simulator that allows us to execute resource allocation mechanisms on a simulated AGORA architecture. The simulated grid environment we (proportional to the GSP's processing rate) given in Table  I . To study our mechanism we consider eight types of experiments depending on the bid and on the execution value of GSP1. In all the experiments we assume that all the GSPs except GSP1 bid their true values and that their execution values are the same as their true values. We classify these experiments in three main classes according to the bids of GSP1 as follows: True, when . We further divide these main classes considering the execution value of GSP1.
First, we consider the influence of false bids (
£Ḧ
) on the total latency. We assume that the job rate of one user is £ § jobs/sec. In Figure 4 we present the total latency for the eight experiments. We now discuss the results of each experiment.
True1: (H In this case GSP1 bids three times higher than its true value and the execution value is equal to the bid. Because GSP1 bids higher the other GSPs are overloaded thus increasing the total latency. GSP1 gets fewer jobs and executes them with a slower execution rate. ) In this case GSP1 gets fewer jobs and the other GSPs are overloaded. Here the increase is not as big as in High1 because GSP1 executes the jobs at its full capacity.
High3:(
, H ) In this case GSP1 gets more jobs and executes them two times slower. This overloading of GSP1 leads to a significant increase in the total latency (about 66%).
From the results of these experiments, it can be observed that small deviations from the true value and from the execution value of only one GSP may lead to large values of the total latency. We expect even larger increase if more than one GSP does not report its true value and does not use its full processing capacity. The necessity of a mechanism that forces the participants to be truthful becomes vital in such situations.
In Figure 5 we present the payment and utility of GSP1 for each set of experiments. As expected, GSP1 obtains the highest utility in the experiment True1, when it bids its real value and uses its full processing capacity. In the other experiments GSP1 is penalized for lying and the payment that it receives is lower than in the case of True1. The utility is also lower in these experiments. An interesting situation occurs in the experiment Low2 where the payment and utility of GSP1 are negative. This can be explained as follows. GSP1 bids two times less than its true value and the PR algorithm allocates more jobs to it. In addition, its execution value H is two times higher than H , that means the allocated jobs are executed two times slower than in the experiment True1(when ) and thus the bonus is negative. The absolute value of the bonus is greater than the compensation and from the definition of the payment it can be seen that the payment given to GSP1 is negative.
V. CONCLUSION
We have proposed AGORA, an architecture for strategyproof computing in grids that allows grid users and grid service providers to deploy strategyproof mechanisms for resource allocation. We showed how this architecture integrates in the existing grid framework provided by the Globus toolkit. Examples of strategyproof mechanisms deployable on this architecture were presented. Future work will address the implementation of AGORA and the development of suitable techniques for mechanism validation.
