Multilayer graphs are commonly used for representing different relations between entities and handling heterogeneous data processing tasks. New challenges arise in multilayer graph clustering for assigning clusters to a common multilayer node set and for combining information from each layer. This paper presents a theoretical framework for multilayer spectral graph clustering of the nodes via convex layer aggregation. Under a novel multilayer signal plus noise model, we provide a phase transition analysis that establishes the existence of a critical value on the noise level that permits reliable cluster separation. The analysis also specifies analytical upper and lower bounds on the critical value, where the bounds become exact when the clusters have identical sizes. Numerical experiments on synthetic multilayer graphs are conducted to validate the phase transition analysis and study the effect of layer weights and noise levels on clustering reliability.
INTRODUCTION
Multilayer graphs are useful for representing different relations between entities and handing heterogeneous multilayer data processing tasks, where each layer describes a specific type of connectivity pattern among a common node set across layers. For example, in multi-relational social networks, each layer corresponds to one type of social relation. In temporal networks, each layer corresponds to the snapshot of the entire network at a sampled time instance. Multilayer graphs have been applied to many signal processing and data mining techniques, including inference of mixture models [1, 2] , tensor decomposition [3] , information extraction [4] , multi-view learning and processing [5] , graph wavelet transform [6] , principal component analysis and dictionary learning [7, 8] , anomaly detection [9] , and community detection [10] [11] [12] , among others.
In particular, the task of multilayer graph clustering is to find a consensus cluster assignment on each node in the common node set by inspecting the connectivity pattern in each layer. Different from clustering in single-layer graphs, clustering in multilayer graph faces new challenges due to (1) information aggregation from multiple layers, and (2) lack of a theoretical framework on clustering reliability assessment. By viewing the connectivity pattern in each layer as a signal plus noise model, this paper aims to provide a theoretical framework for analyzing the performance of multilayer spectral graph clustering (SGC) via convex layer aggregation, where spectral clustering is implemented on an aggregated graph via convex combination of each layer. Specifically, fixing the within-cluster edges (signals) and varying the parameters governing the between-cluster edges (noises), we show that the accuracy of multilayer SGC can be separated into two regimes: a reliable regime where high clustering This work was partially supported by the US Army Research Office, grant W911NF-15-1-0479. accuracy can be guaranteed, and an unreliable regime where high clustering accuracy is impossible. Moreover, we show that the upper and lower bounds on the critical noise level that separates these two regimes are closed-form functions of the signal strength, the number of clusters, the cluster size distributions, and the layer weight vector for convex layer aggregation. In addition, the bounds become exact in the case of identical cluster sizes. Numerical experiments on synthetic multilayer graphs are conducted to validate the phase transition analysis and study the effect of layer weights and noise levels on clustering reliability.
RELATED WORK
Layer aggregation has been a principal method for processing and mining multilayer graphs [13] [14] [15] [16] [17] [18] , as it transforms a multilayer graph into a single aggregated graph, facilitating application of data analysis techniques designed for single-layer graphs. Extending from the stochastic block model (SBM) for graph clustering in single-layer graphs [19, 20] , multilayer SBM has been proposed for graph clustering on multilayer graphs [18, [21] [22] [23] [24] [25] . Under the assumption of two equally-sized clusters, the authors in [18] show that if each layer is an independent realization of a common SBM, the inferential limit for cluster detectability decays with O(L − 1 2 ), where L is the number of layers. In [25] , a layer selection method based on a multilayer SBM is proposed to improve the performance of graph clustering. However, the multilayer SBM assumes homogeneous connectivity structure for within-cluster and between-cluster edges in each layer, and it assumes layer-wise independence. The multilayer signal plus noise model considered in this paper is a general model that includes the multilayer SBM, as it does not impose any distributional assumption on the within-cluster connectivity for each layer. More details on multilayer graph models for graph clustering can be found in the recent survey papers [10, 11] .
MULTILAYER SIGNAL PLUS NOISE MODEL
We consider the multilayer graph model of L layers representing different relationships among a common node set V of n nodes. The graph in the ℓ-th layer is an undirected graph with nonnegative edge wights, which is denoted by G ℓ = (V, E ℓ ), where E ℓ is the set of weighted edges in the ℓ-th layer. The n × n binary symmetric adjacency matrix A (ℓ) is used to represent the connectivity structure of G ℓ . The entry [A (ℓ) ]uv = 1 if nodes u and v are connected in the ℓ-th layer, and [A (ℓ) ]uv = 0 otherwise. Similarly, the n × n nonnegative symmetric weight matrix W (ℓ) is used to represent the edge weights in G ℓ , where W (ℓ) and A (ℓ) have the same zero structure. We assume each layer in the multilayer graph is a (possibly correlated) representation of common K clusters that partitions the node set V, where the k-th cluster has cluster size n k such that K k=1 n k = n. nmin = min k∈{1,...,K} n k and nmax = max k∈{1,...,K} n k denote the largest and smallest cluster size, respectively. Specifically, the adjacency matrix A (ℓ) of G ℓ in the ℓ-th layer can be represented as
where
k is an n k × n k binary symmetric matrix denoting the adjacency matrix of within-cluster edges of the k-th cluster in the ℓ-th layer, and C (ℓ) ij is an ni × nj binary rectangular matrix denoting the adjacency matrix of between-cluster edges of clusters i and j in the ℓ-th layer, 1 ≤ i, j ≤ K, i = j, and C
Similarly, the edge weight matrix W (ℓ) can be represented as
k is an n k × n k nonnegative symmetric matrix denoting the edge weights of within-cluster edges of the k-th cluster in the ℓ-th layer, and F (ℓ) ij is an ni × nj nonnegative rectangular matrix denoting the edge weights of between-cluster edges of clusters i and j in the ℓ-th layer, 1 ≤ i, j ≤ K, i = j, and F
Using the cluster-wise block representations of the adjacency and edge weight matrices for the multilayer graph model described in (1) and (2), we propose a signal plus noise model for A (ℓ) and
to analyze the effect of convex layer aggregation on graph clustering. Specifically, for each layer we assume the connectivity structure and edge weight distributions follow the random interconnection model (RIM) [26] . In RIM the signal of the k-th cluster in the ℓ-th layer is the connectivity structure and weights of the withincluster edges represented by the matrices A (ℓ) k and W (ℓ) k , respectively. In particular, analogous to the formulation of many detection problems in signal processing, the signal can be arbitrary in the sense that we impose no distributional assumption for the withincluster edges. The noise between clusters i and j in the ℓ-th layer is the connectivity structure and weights of the between-cluster edges represented by the matrices C (ℓ) ij and F (ℓ) ij , respectively. Throughout this paper, we assume the connectivity of a betweencluster edge (i.e., the noise) in each layer is independently drawn from a layer-wise and block-wise independent common Bernoulli distribution. Specifically, each entry in C (ℓ) ij representing the existence of an edge between clusters i and j in the ℓ-layer is an independent realization of a Bernoulli random variable with edge connection probability p (ℓ) ij ∈ [0, 1] that is layer-wise and block-wise independent. In addition, given the existence of an edge (u, v) between clusters i and j in the ℓ-layer, the entry [F (ℓ) ij ]uv representing the corresponding edge weight is independently drawn from a nonnegative distribution with mean W (ℓ) ij and bounded fourth moment that is layer-wise and block-wise independent.
For the ℓ-th layer, the noise accounting for the between-cluster edges is said to be block-wise identical if the noise parameters p
for every cluster pair i and j, i = j. Otherwise it is said to be block-wise non-identical.
MULTILAYER SPECTRAL GRAPH CLUSTERING VIA CONVEX LAYER AGGREGATION

Notations and mathematical formulations
Let w = [w1, . . . , wL] T ∈ WL be an L × 1 column vector representing the layer weight vector for convex layer aggregation, where
is the set of feasible layer weight vectors. The single-layer graph obtained via convex layer aggregation with layer weight vector w is denoted by G w . The (weighted) adjacency matrix A w and the edge weight matrix W
is the vector of nodal strength of G w , 1n is the n × 1 column vector of ones, and L (ℓ) is the graph Laplacian matrix of G ℓ . Similarly, the graph Laplacian matrix L w k accounting for the within-cluster edges of the k-th cluster in G w is defined as
, where 0n is the n × 1 column vector of zeros.
Spectral graph clustering (SGC) [27] partitions the nodes in G w into K (K ≥ 2) clusters based on the K eigenvectors associated with the K smallest eigenvalues of L w . Specifically, SGC first transforms a node in G w to a K-dimensional vector in the subspace spanned by these eigenvectors, and then implements K-means clustering [28] on the K-dimensional vector space representation to group the nodes in G w into K clusters based on their distances. For analysis purposes, throughout this paper we assume G w is a connected graph. If G w is connected, it is known that λi(L w ) > 0 for all i ≥ 2 [29] . Furthermore, the eigenvector associated with the smallest eigenvalue λ1(L w ) provides no information about graph clustering since it is proportional to 1n.
Let Y ∈ R n×(K−1) denote the eigenvector matrix where its kth column is the (k + 1)-th eigenvector associated with λ k+1 (L w ), 1 ≤ k ≤ K − 1. By the Courant-Fischer theorem [30] , Y is the solution to the minimization problem
where the optimal value S2:
identity matrix, and the constraints in (3) impose orthonormality and centrality on the eigenvectors. In summary, multilayer SGC via convex layer aggregation works by computing the eigenvector matrix Y from L w of G w , and implementing K-means clustering on the rows of Y to group the nodes into K clusters.
Phase transitions under block-wise identical noise
Under the multilayer signal plus noise model, if we further assume block-wise identical noise, then the noise level in the ℓ-th layer can be characterized by the parameter
, where denote the aggregated noise level of the graph G w . Theorem 1 below establishes phase transitions in the eigendecomposition of the graph Laplacian matrix L w of G w . We show that there exists a critical value t w * such that the K smallest eigenpairs of L w that are used for multilayer SGC have different characteristics when t w < t w * and t w > t w * . In particular, we show that the solution to the minimization problem in (3), the eigenvector matrix
T ∈ R n×(K−1) represented by the cluster partitioned form, where Y k ∈ R n k ×(K−1) with its rows indexing the nodes in cluster k, has cluster-wise separability when t w < t w * in the sense that the matrices {Y k } K k=1 are row-wise identical and cluster-wise distinct, whereas when t w > t w * the row-wise average of each matrix Y k is a zero vector and hence the clusters are not separable by inspecting the rows of Y.
Theorem 1 (block-wise identical noise).
Given a layer weight vector w ∈ WL, and assuming the blockwise identical noise model with aggregated noise level
, where
k . There exists a critical value t w * such that the following holds almost surely as n k → ∞ ∀ k and
If t w > t w * and c = 1, 
In particular, t w LB = t w UB when c = 1. Theorem 1 (a) establishes a phase transition in the increase of the normalized partial eigenvalue sum
with respect to the aggregated noise level t w . When t w ≤ t w * the quantity
is exactly (K − 1)t w . When t w > t w * the slope in t w of S 2:K (L) n changes and the intercept c * = min k∈{1,2,...,K}
depends on the cluster having the smallest aggregated partial eigenvalue sum given a layer weight vector w. In particular, when all clusters have the same size (i.e., nmax = nmin = n K ) so that c = 1, Theorem 1 (c) establishes upper and lower bounds on the critical threshold value t w * of the aggregated noise level t w given a layer weight vector w. These bounds are determined by the cluster having the smallest aggregated partial eigenvalue sum S2:
k ), the number of clusters K, and the largest and smallest cluster size (nmax and nmin). When all cluster sizes are identical (i.e., c = 1), these bounds become tight (i.e., t w LB = t w UB ). Moreover, by the nonnegativity of the layer weights we can obtain a universal lower bound on t w LB for any w ∈ WL, which is
k ) is a measure of connectivity for cluster k in the ℓ-th layer, the lower bound of t w LB in (4) implies that the performance of multilayer SGC is indeed affected by the least connected cluster among all K clusters and across L layers. Specifically, if the graph in each layer is unweighted and
reduces to the algebraic connectivity [29, 31] of cluster k in the ℓ-th layer.
Phase transitions under block-wise non-identical noise
Under the block-wise non-identical noise model, the noise level of between-cluster edges between clusters i and j in the ℓ-th layer is characterized by the parameter t Let Y ∈ R n×(K−1) be the eigenvector matrix of L w under the block-wise non-identical noise model, and let Y ∈ R n×(K−1) be the eigenvector matrix of the graph Laplacian L w of another random graph generated under the block-wise identical noise model with aggregated noise level t w , which is independent of L. Theorem 2 below specifies the distance between the subspaces spanned by the columns of Y and Y by inspecting their principal angles [27] . Specifically, since Y and Y both have orthonormal columns, the vector v of K − 1 principal angles between their column spaces is Moreover, if t w max < t w * , where t w * is the critical threshold value for the block-wise identical noise model as specified in Theorem 1, then sin Θ(Y, Y) F can be further bounded.
Theorem 2 (block-wise non-identical noise).
Given a layer weight vector w ∈ WL, and assuming the blockwise non-identical noise model with maximum noise level {t
for each layer, let t w * be be the critical threshold value for the block-wise identical noise model specified by Theorem 1, and define δtw,n = min{t w , |λK+1(
and δtw,n → δtw > 0 as n k → ∞ ∀ k, the following statement holds almost surely as n k → ∞ ∀ k and
Theorem 2 shows that the subspace distance sin Θ(Y, Y) F is upper bounded by (5), where Y is the eigenvector matrix of L w under the block-wise identical noise model when its aggregated noise level t w < t w * . Furthermore, if the aggregated maximum noise level t w max < t w * , then a tight upper bound on sin Θ(Y, Y) F can be obtained by (6) . Therefore, using the cluster-wise separability of Y as established in Theorem 1 (b), when t w max < t w * , cluster-wise separability in Y can be expected provided that sin Θ(Y, Y) F is small. The proofs of Theorems 1 and 2 are given in the supplementary file.
NUMERICAL RESULTS
To validate the phase transitions in the accuracy of multilayer SGC via convex layer aggregation, we generate synthetic multilayer graphs from a two-layer correlated multilayer graph model. Specifically, we generate edge connections within and between K = 3 equally-sized ground-truth clusters on L = 2 layers G1 and G2. The two layers G1 and G2 are correlated since their edge connections are generated in the following manner. For every node pair (u, v) of the same cluster, with probability q11 there is a within-cluster edge (u, v) in G1 and G2, with probability q10 there is a within-cluster edge (u, v) in G1 but not in G2, with probability q01 there is a within-cluster edge (u, v) in G2 but not in G1, and with probability q00 there is no edge (u, v) in G1 and G2. These four parameters are nonnegative and sum to 1. For between-cluster edges, we adopt the block-wise identical noise model such that for each layer ℓ, the edge connection between every node pair from different clusters is an i.i.d. Bernoulli random variable with parameter p (ℓ) .
Phase transitions incurred by noise levels
By varying the noise level {p
, Fig. 1 shows the accuracy of multilayer SGC with respect to different layer weight vector w = [w1 w2]
T , where the accuracy is evaluated in terms of cluster detectability, i.e., the fraction of correctly identified nodes in the same cluster. Given a fixed w, as proved in Theorem 1, there is indeed a phase transition in cluster detectability that separates the noise level {p (ℓ) } 2 ℓ=1 into two regimes: a reliable regime where high clustering accuracy is guaranteed, and an unreliable regime where high clustering accuracy is impossible. Furthermore, the critical value of {p (ℓ) } 2 ℓ=1 that separates these two regimes are successfully predicted by Theorem 1 (c), which validates the phase transition analysis. The rightmost plot in Fig. 1 shows the geometric mean of cluster detectability from different layer weight vectors. There is an universal region of perfect cluster detectability that includes the region specified by the universal phase transition lower bound in (4). 
Phase transitions incurred by layer weights
Next we investigate the effect of layer weight vector w on multilayer SGC via convex layer aggregation given fixed noise levels. In the two-layer graph setting, since by definition w2 = 1 − w1, it suffices to study the effect of w1 on clustering accuracy. Fig. 2 shows the clustering accuracy by varying w1 under the two-layer correlated graph model. As shown in Fig. 2 , if each layer has low noise level (left plot), then any layer weight vector w ∈ W2 can lead to correct clustering result. If one layer has high noise level (middle plots), then there exists a critical value w 
It is observed that the empirical critical value w ⋆ 1 matches the predicted value from (7). Lastly, if each layer has high noise level (right plot), then no layer weight vector can lead to correct clustering result, and the corresponding cluster detectability is similar to random guessing of clustering accuracy 1 K ≈ 33.33%.
CONCLUSION
This paper establishes a phase transition analysis on multilayer spectral graph clustering (SGC) via convex layer aggregation under a novel multilayer signal plus noise model. By varying the noise level, we specify the critical value that separates the clustering performance of multilayer (SGC) into a reliable regime and an unreliable regime. Numerical experiments validate the phase transitions incurred by noise levels and layer weights, which are successfully predicted by the developed analytical results.
