(ii) is a limit ordinal; so M = < M . Hence, for each < , M M . It remains to prove that M is a pre-stable interpretation. To this end, observe that, by inductive hypothesis, F = fM j < g is a family of pre-stable interpretations such that for each pair of interpretations in F, one of them is contained in the other. Therefore F is a deterministic family of pre-stable interpretations; so, by Lemma 21, M is a pre-stable interpretation of LP. (2) Let N = W 1 LP (M). Then there exists a countable ordinal such that N = W LP (N); so, as proven in Part (1) of this lemma, N is a pre-stable interpretation of LP. Finally, as N is a xpoint of W LP , N is a P-stable model by Part (2) of Proposition 16. Lemma 21 Let F be a deterministic family of pre-stable interpretations of a logic program LP. Let I be the union of all interpretations in F. Then I is a pre-stable interpretation of LP.
Proof. Let I be the union of all interpretations in F. By de nition of deterministic family, I is an interpretation of LP. Let N be any pre-stable interpretation in F. By de nition of pre-stability, :N ? is an unfounded set w:r:t: N. So, as N I, :N ? is an unfounded set also w:r:t: I; therefore, :I ? is a union of unfounded sets w:r:t: I. It follows that :I ? is an unfounded set w:r:t: I. Moreover (I) . We can then conclude that T LP (I)\U LP (I) = ;. Fact 6 Let LP be a logic program and I be a total interpretation for LP. Then Let LP be a logic program and I be a total pre-founded interpretation for LP. Then I is founded. , thus I is a total model. Assume now that I is a total model and let A be any element in :I ? . Take any rule r 2 ground(LP) with H(r) = A. Since I is total, G(r) \ :I 6 = ; because otherwise H(r) would be in T LP (I). It follows that :I ? is an unfounded set w:r:t: I.
Claim 50 Let LP be a logic program and I be an interpretation for LP. Then lattice is the maximum deterministic P-stable model. Albeit overlooked by previous authors, this has great signi cance from a semantic viewpoint, inasmuch as it minimizes unde nedness without surrendering uniqueness.
Reducing unde nedness beyond the maximum deterministic P-stable model is only possible by accepting a semantics based on a non-deterministic choice among multiple alternate models, which, because of unreconcilable di erences, are pairwise mutually exclusive. Non-determinism characterized the original de nition of total stable (T-stable) models proposed in 14], which, however, lacks universality. Thus, we considered a generalized notion of stable models by replacing the requirement of totality with that of maximality in the family of P-stable models (M-stable models) and showed that this de nes the largest subfamily of strictly non-deterministic models.
Our investigation uncovered interesting semantic aspects of non-determinism ingrained in M-stable models; e.g., P-stable models form a lower semilattice whose top elements are all the M-stable models, and the family of P-stable models is not deterministic if and only if the number of M-stable models is greater than 1. Thus, the potential non-determinism of P-stable models is fully captured by the family of M-stable models, or by any of its subfamilies that are singled out through stricter conditions of minimal unde nedness. One of such subfamilies is obviously represented by T-stable models. We have then de ned another interesting subfamily of M-stable models, composed by the models with minimal set of unde ned atoms (L-stable models), and we have proven that it di ers from the subfamily of T-stable model only when the latter is empty, i:e:, L-stable models appear to be the most appropriate extension of the notion of T-stability. The relevance of L-stable models has been con rmed in 33] Since nding an M-stable model corresponds to nding the maximal solution of a problem for which a feasible solution (i:e:, a P-stable model) can be recognized in polynomial time, we can use the results of 10] to determine tighter upper bounds in the computation.
The results of this section con rm that computational complexity of stable models blows up as soon as we move beyond well-founded model. This does not mean that stable model semantics past the well-founded model cannot provide a solid basis for practical computations. In fact polynomial computations of P-stable models can be achieved for several interesting classes of programs 26]. Furthermore, as shown in 16], it is possible to have have an exponential behavior restricted to problems that are NP-hard and ensure a polynomial behavior for the simpler problems. Unfortunately, a discussion of these interesting topics will take us beyond the scope of this paper.
Conclusion
This paper has proposed a reasoned reconstruction of the model-theoretic foundations of stable models semantics for logic programs with negation in the domain of partial interpretations (P-stable models), clarifying their underlying semantic properties and relationships to non-determinism. Our analysis has shown that the class of P-stable models for a given program is very broad, and contains elements having assorted semantics and characteristics. Therefore, we identi ed various subclasses of great semantic signi cance, beginning with the class of deterministic models and that of non-deterministic models.
The class of deterministic P-stable models for a program LP forms a complete lattice. The bottom of this lattice coincides with the well-founded model for LP, which has been studied by several authors. (Hardness) By Theorem 46, recognizing whether M is the maximum PSdeterministic is coNP-hard. We next show that is also NP-hard. To this end, consider the DATALOG : program LP 00 in the proof of Theorem 46. Given a database D on DB LP (i.e., a graph), it is easy to see that the well-founded model of LP 00 D is the maximum PS-deterministic model if and only if the graph has a Hamiltonian circuit. So deciding whether M is the maximum PS-deterministic model is also NP-hard. It is now simple to show that the recognition is D p -hard. One only needs to take a known D p -hard problem, representing the two subproblems in NP and in coNP with two programs as for the Hamiltonian circuit problem (see 32] for some samples of such representations), combining them into a unique program and, then, performing the maximum PS-deterministic test.
Our next order of business is to investigate the complexity of the search problem for stable models. It is well known that the well-founded model can be found in polynomial time 41]. On the other hand, the other types of stable models cannot be found in polynomial time unless P = NP because of the hardness of their recognition or, for the case of T-stable models, of their existential test. Actually, one might wonder whether the search complexity Proof. (Membership) Deciding whether M is a PS-deterministic model of LP D can be done in two steps: (1) testing whether M is P-stable and (2) verifying that for every P-stable model N of LP D , M and N are not mutually exclusive. The rst step is in P by Part (1) We now turn to the problem of recognizing whether a given interpretation is the maximum PS-deterministic model. Observe that this problem can be formulated as a maximal problem for which the recognition of a feasible solution is in coNP. We can then use the analysis of 10] to immediately derive the following upper bound to the problem: recognizing the maximum PS-deterministic model is in p 2 . Next we show that this bound is not tight although we do not provide a precise characterization of the complexity. non hamiltonian is false|rule r 5 . But, if non hamiltonian is true, then the body of the rule r 6 is true; so all initial selections are invalidated and M looses foundness. It turns out that M preserves T-stability i non hamiltonian is false, i:e:, the edges selected by M form a Hamiltonian circuit. Hence, there exists a T-stable model i the graph has a Hamiltonian circuit. As the latter problem is well-known to be NP-complete 13] , deciding whether there exists a T-stable model for LP D is NP-complete as well. Observe also that if there exists no Hamiltonian circuit in the graph, then every P-stable model which makes any edge selection is eventually invalidated by rule r 5 ; so the only Pstable model is the well-founded model that makes no selection at all, thus the well-founded model is both M-stable and L-stable. Therefore the wellfounded model of LP D is M-stable (L-stable) i there exists no Hamiltonian circuit in the graph; so deciding whether the well-founded model of LP D is M-stable (L-stable) is coNP-complete. This con rms that deciding whether an interpretation is M-stable or L-stable is coNP-hard.
Next we show that, as for M-stable or L-stable models, the recognition of whether a given interpretation is a PS-deterministic model of LP D cannot be done in polynomial time, unless P = NP. of PS-deterministic models (i:e:, the well founded model consists of all ground literals that are in every PS-deterministic model), maximum PS-deterministic models capture the possibility semantics (i:e:, the maximum PS-deterministic model consists of all ground literals that are in some PS-deterministic model).
Data Complexity of Stable Models
To discuss the computational complexity of stable models, we restrict our attention DATALOG : , i.e., logic programs with negative literals in the rule bodies but without functions symbols 4, 7, 19, 39] . We assume that the reader is familiar with the basic notions of computational complexity (see for instance 13, 17, 27] it is unable to realize that the program is deterministic as the third rule is always false.
Observe that the PS-deterministic models trade o unde nedness for computability. At one extreme, the bottom of the lattice, we nd the well-founded model, which ensures better computability at the expense of more unde nedness. At the other extreme, the top of the lattice, we nd the maximum deterministic model, whose clear semantic advantages are counterbalanced by computational drawbacks that are discussed in the next section. It is interesting to observe that, while well-founded models capture the certainty semantics We next prove that the family of PS-deterministic models, denoted by DS, has an additional property: there exists a maximum element in the family which, therefore, can resolve all di erences among PS-deterministic models.
Theorem 41 For every logic program LP, hDS; i is a complete lattice.
Proof. Obviously hDS; i is a partial order; to show that it is a complete lattice, we have to prove that, given any non-empty (possibly in nite) subset X of DS, there exists a greatest lower bound and a lowest upper bound for X, denoted glb(X ) and lub(X ), respectively. Let us rst prove that glb(X ) exists. By Theorem 28, a greatest lower bound, say L, for X exists in the semilattice hPS; i. But, as all models in X are PS-deterministic, also L is PS-deterministic and, then, L = glb(X ). Let us now prove that also lub(X ) exists. Let M be the union of all models in X. As all models in X are Pstable and P-stable models are pre-stable, M is a pre-founded interpretation by Lemma 21; hence, by Part (2) The top of the lattice of PS-deterministic models for a program LP will be called the maximum deterministic model for LP. We note that this model has been shown in 21] to be the greatest lower bound of the family of all M-stable models.
The signi cance of the maximum PS-deterministic model can be appreciated through the following example based on Raymond Smullyan's puzzles 37]. Individual a is either a knight or a knave | same for b.
(Only-if part) Suppose that M is PS-deterministic. We proceed by contradiction by assuming that there exists an M-stable model, say N, such that M is not contained in N. By Figure 1 
The relevance of L-stable models is con rmed by an expressive power that is higher than the ones of M-stable and T-stable models as proven in 33].
Deterministic P-Stable Models
In the previous section, we have shown that the family of M-stable models captures the whole potential non-determinism of P-stable models and that any non-deterministic semantics for logic programs should refer to this family, or to some desirable subfamily, such as that of T-stable models or L-stable models. In this section, we study the properties of the family of PS-deterministic models.
The family of PS-deterministic models is never empty for it contains the well-founded model. Traditionally, researchers seeking a canonical deterministic semantics for logic programs have focused on the notion of well-founded model, which is both the smallest P-stable model and the intersection of all P-stable models (see Proposition 23) . A more general approach consists in taking the agreement set between all its M-stable models, and nd P-stable models that belong to this agreement set. We next prove that this is actually a characterization of PS-deterministic models: Theorem 38 A P-stable model of a logic program LP is PS-deterministic if and only if it is contained in the intersection of all M-stable models of LP.
Proof. Let LP be a program and M be a P-stable model of it. Proposition 34 For every logic program LP, TS MS.
Proof. T-stable models are obviously P-stable; as they are total interpretation, they are also M-stable. It turns out that for every program that has some T-stable model, LS = TS: thus L-stability is the most appropriate extension of the notion of Tstability to the domain of partial interpretations. This represents a rather unexpected result, in view of the fact that so many previous authors have instead claimed that M-stable models represent the natural extension of Tstable models. Example 30 The semilattice of the P-stable models of the program of Example 25 is shown in Figure 1(a) .
We next show that MS captures non-determinism because the union of any two M-stable models is not an interpretation. Theorem Proof. If jMSj > 1, there exist at least two M-stable models and they are mutually exclusive by Theorem 31. Therefore, as M-stable models are also P-stable by de nition, PS is not a deterministic family. On the other hand, if jMSj = 1 then the semilattice of the P-stable models collapses into a single chain. Therefore, every other P-stable model is a subset of the unique Mstable model; so, no two P-stable models are mutually exclusive, i:e:, PS is a deterministic family.
Every subfamily of MS with multiple elements is strictly non-deterministic: Corollary 33 Let LP be a logic program and F MS. Then, F is a strictly non-deterministic family if and only if jFj > 1.
Proof. The proof of the only-if part is trivial. Suppose now that jFj > 1. As any two elements in F are also in MS, they are mutually exclusive by Theorem 31; so F is a strictly non-deterministic family.
Corollary 33 implies that non-determinism is also present in every subfamily of M-stable models with two or more members. One of such subfamilies is the family of T-stable models, denoted by TS. Proof. Obviously, hPS; i is a partial order. Let X be any non-empty subset of PS. We rst prove that the greatest lower bound for X, denoted by glb(X ), exists. Let F be the family of all lower bounds for X, i:e:, F = fMjM 2 PS and M N forall N 2 Xg. By Proposition 23, the well-founded model is in F; so F is not empty. Moreover, any two models in F are not mutually exclusive as both are subsets of a same model. Hence, F is a deterministic family of P-stable models; therefore, as P-stable models are also pre-stable, the union of all models in F, say U, is a pre-stable interpretation by Lemma LP (U), it follows that S N, thus S is a lower bound for X. Therefore, S = glb(X ) and, then, hPS; i is a meet semilattice and the bottom element is the well-founded model by Proposition 23. To see that it is actually Noetherian, consider any maximal chain of it; we prove that the top element exists. Let X be the family of all models in the chain. Obviously X is a deterministic family of P-stable models; therefore, the union of all models in X, say U, is a pre-stable interpretation by Lemma 21. By Part (2) The fact that P-stable models form a semilattice was also proved in 12] (see Theorem 3 in that paper). We shall discuss non-deterministic P-stable models in the next section, and we shall return to deterministic P-stable models in Section 6.
Non-Deterministic P-Stable Models
Having recognized that the family of P-stable models is never strictly nondeterministic, it is necessary to identify the maximal subfamily that has this property. To this end we introduce the following de nition. In this section we clarify and formalize the concept of non-determinism in logic programs with negation. In particular, we show that the presence of multiple P-stable models is a necessary condition, but not su cient condition for non-determinism in the domain of partial interpretations. The following de nitions are useful for a precise characterization of the issues. LP be logic program and F be a family of interpretations of LP. Then F is deterministic if no two distinct interpretations in F are mutually exclusive; otherwise, F is said to be non-deterministic. A non-deterministic family F is strictly non-deterministic if every two distinct interpretations in F are mutually exclusive.
Only a strictly non-deterministic family is a \pure" expression of nondeterminism as any two elements in the family have unreconcilable di erences | thus one must be chosen to the exclusion of others. In a generic family, we instead nd both deterministic and non-deterministic subfamilies. The following de nition can be used to classify the elements of such a family in two subclasses:
Let LP be a program and F be a family of interpretations of LP. An interpretation I in F will be called F-deterministic if no interpretation in F is mutually exclusive with I; otherwise I is called F-non-deterministic.
Clearly, given any family F, the subfamily of all F-deterministic interpretations is a deterministic family.
We next prove that the family PS of all P-stable models is never strictly non-deterministic, thus \pure" non-determinism can be captured only by suitable subfamilies of PS. Before proving this result, we need a weaker de nition of stability and two technical lemmata.
Definition 20 (Pre-stable interpretations) An interpretation I of a logic program LP is pre-stable if both I is pre-founded and :I ? is an unfounded set w:r:t: I. Lemma 21 Let F be a deterministic family of pre-stable interpretations of a logic program LP. Let I be the union of all interpretations in F. Then I is a pre-stable interpretation of LP. Proposition 14 has been proved in 41] for the case of total interpretations. As shown in the next example, the condition that a partial model is a xpoint of W LP is not su cient for it to be P-stable. The partial model M = fa; bg is a xpoint of W LP but is not P-stable. Observe that M is also a partial model for the program LP 0 consisting of the last two rules above, but M is not a xpoint for W LP 0 ; in fact N = W LP 0 (M) = fa; b; :a; :bg. Note that N is not an interpretation although it is a xpoint of W LP 0 . As shown in the previous example, a xpoint of W LP is not necessarily an interpretation. But, as proven next, if a xpoint of W LP is an interpretation, then it is also a model although not necessarily P-stable; to achieve P-stability it is su cient to require pre-foundness. For the program of Example 7, we have three P-stable models: one is the empty set, the others are the T-stable models M 1 and M 2 .
We next show that the P-stable models of a given program LP The Herbrand universe is the set of natural numbers, 0 has in nitely many incoming moves, but each one descends nitely to s(0), which has no incoming move. We have that for each natural i, i > 0, :looses(i) and wins(i) are As for models, the notion of T-stable model is extended to the domain of partial interpretations by enforcing, in addition to foundness for positive literals, the condition that the negative literals be the greatest unfounded set. . De nition 11 shows that this important concept can be e ectively captured in the framework of two-valued logic. In fact, as also pointed out in 21], P-stable models can share the same concise representation as total models which only stores positive ground literals: total models assume false every ground atom that is not de ned true while P-stable models assign a false value only to the elements in the greatest unfounded set.
We denote the family of all P-stable models for a given logic program LP by PS LP or, simply, PS if LP is understood. Obviously TS PS, i:e:, a Tstable model is also P-stable, but a P-stable model may be neither T-stable nor a subset of some T-stable model. As shown in 14], T-stable models are minimal models. Also T-stable models can be characterized in terms of unfounded sets. The fact that, in the domain of total interpretations, there might be multiple stable models to choose from, suggests that the notion of non-determinism is implicit in the stable model semantics. However, for a thorough treatment of the subject we need to move to the domain of partial interpretations. Total models can be also characterized in terms of the negative literals using the well-known concept of unfounded set. A term, atom, literal, rule or program is ground if it is free of variables.
A ground instance of a rule r 2 LP is a rule obtained from r by replacing every variable X 2 r by (X), where is a mapping from all variables occurring in r to U LP . The set of all ground instances of r are denoted by ground(r); accordingly, ground(LP) denotes r2LP ground(r). With a little abuse of de nition, also ground(LP) will be called a logic program although it can be countably in nite.
Let X be a set of ground literals; then :X denotes the set f:AjA 2 Xg, and X + (resp., X ? ) denotes the set of all positive (resp., negative) literals in X. Moreover chosen to the exclusion of others.
We shall show that strict non-determinism is fully captured by the family of M-stable models, i:e:, the existence of multiple M-stable models is a necessary and su cient condition for non-determinism. As a consequence, M-stable models represent the largest family of P-stable models that is strictly nondeterministic. Obviously any non-singleton subfamily of M-stable models is a strictly non-deterministic family as well; so is the subfamily of T-stable models. Another interesting strictly non-deterministic subfamily of M-stable models is represented by L-stable (least unde ned stable) models, i:e:, the Mstable models with the minimal set of unde ned atoms. We shall also elucidate the properties of L-stable models that supply them with a very high expressive power, as discussed in 33] .
We nally analyze the maximal amount of determinism that is embedded in the family of P-stable models, i:e:, we study the family of deterministic P-stable models that ensures determinism at the price of more unde nedness. We nd that, for each logic program, this family has the structure of a complete lattice: the bottom of the lattice coincides with the well-founded model, while top of the lattice de nes the maximum deterministic model|a concept previously unexplored, its interesting semantic properties notwithstanding.
The paper is organized as follows. In Section 2, we review the notion of stable models in the domain of total interpretations, and in Section 3, we analyze the properties of P-stable models that will be relevant in understanding the issue of non-determinism. Our analysis, in Section 4, introduces the notions of deterministic and non-deterministic families of P-stable models. We present the results about non-deterministic families of P-stable models in Section 5 and, in Section 6, we study the family of deterministic P-stable models. In Section 7 we investigate the so-called data complexity 42] of recognizing a stable model of a given type and of actually nding it. Finally, in Section 8, we draw the conclusion.
For the sake of presentation the proofs of all lemmata and facts are reported in the appendix.
Preliminary De nitions and Total Stable Models
Let us start by recalling basic concepts and notation of logic programming with negation 22].
A term is a variable, a constant, or a complex term of the form f(t 1 ; :::; t n ), where t 1 ; :::; t n are terms and f is a function symbol with nite arity n 0. An atom is a formula of the language that is of the form p(t 1 ; :::; t n ) where p is a predicate symbol of a nite arity n 0, and t 1 ; :::; t n are terms (arguments of the atom). A literal is either an atom (positive literal) or its negation (negative programming, non-monotonic reasoning and deductive databases 22, 6] . Signi cant progress has been made recently on this topic, largely as a result of a renewed interest in deductive databases 4, 7, 39] . For instance, the concept of strati ed programs 1, 9, 24, 40] is now regarded as a standard notion, efciently supported in systems such as NAIL! 39], LDL 25, 11] and CORAL 30], as part of their "bottom-up" execution strategy. Much of recent research focuses on going beyond the limitations of strati ed programs. Toward this goal, the concept of locally strati ed programs was proposed in 28] followed by the important notions of well-founded models 41] and various types of stable models: T-stable (total stable) models 14], P-stable (partial stable) models (corresponding to the three-valued stable models of 29], the strongly-founded models of 34], the complete scenarios of 12], and the pure models of 21]), and M-stable (maximal stable) models (corresponding to the partial stable models of 34], the preferred extensions of 12], the regular models of 43], the maximal pure models of 21] and the maximal stable classes of 5]).
The fact that multiple stable models may exist for the same program has caused some resistance to the idea of adopting stable model semantics as the canonical meaning of a logic program is traditionally based on a unique model. Insistence on a unique model is consistent with the history of the eld, where, in the past, progress was made by the de nition of a preference relation between alternative minimal models leading to the identi cation of a canonical one. On the other hand, it has been shown that the existence of several alternative stable models for a logic program is not an actual drawback but it can be exploited to express non-determinism in a purely declarative framework | for instance, as shown in 15, 34] , stable models provide a formal declarative semantics to non-deterministic pruning constructs of deductive databases, such as the choice construct of 20]. As discussed in 2, 3] , in addition to enable a simpler and more natural writing of programs, non-determinism provides a higher expressive power|for instance, it has been shown that multiple stable models can be used to express NP-hard problems 32, 33, 36] . Observe that a non-deterministic model-based semantics does not necessarily imply a non-deterministic query semantics; for instance, various types of deterministic semantics can be used in the presence of alternative stable models, such as the possibility semantics and the certainty semantics, which are known in AI as membership and entailment semantics, respectively.
In this paper, we study the conditions under which multiple P-stable models express non-determinism. We shall rst show that the presence of several P-stable models could be only an expression of assorted degrees of unde nedness, as in the case where there exists a maximum P-stable model resolving their di erences. Non-determinism instead requires that there exists a subset of P-stable models that is a strictly non-deterministic family, i:e:, any two models in the family have unreconcilable di erences, so that one must be
