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Podjetja v proizvodnji postavljajo senzorje in si z analizo podatkov želijo pri-
dobiti konkurenčno prednost – nove vpoglede, hitreǰso, kvalitetneǰso in ceneǰso
proizvodnjo. Shranjevanje velikih količin podatkov je postalo preprosto in eko-
nomsko dostopno. Vse to žene povpraševanje po pripomočkih za analitične algo-
ritme, ki bi bili primerni za vgradnjo v avtomatizirane procese in dovolj enostavni
za uporabo kadru v proizvodnji.
V magistrski nalogi je predstavljen pristop za integracijo različnih okolij in algo-
ritmov podatkovne znanosti v enoten sistem spletnih storitev, ki ga implemen-
tira podatkovni analitik. Razvite storitve omogočajo hitro integracijo in prepro-
sto uporabo, primerno za domenske eksperte (proizvodne tehnologe). Končni
uporabnik tako ne potrebuje ekspertnega analitičnega znanja in poznavanja pri-
padajočih orodij. Storitve se lahko izvajajo v oblaku, kar pomeni zmogljiveǰso
strojno opremo, dostop z različnih naprav in posledično pohitritev procesa – tudi
zaradi hitreǰse implementacije in enostavneǰse uporabe. Razvite storitve lahko
uporabnik kliče neposredno, do njih dostopa preko uporabnǐskega vmesnika, ali
pa se storitve integrirajo v avtomatiziran proces. Zaradi enostavne uporabe in
možnosti integracije so storitve primerne in v prvi vrsti namenjene za vodenje
proizvodnje.
Algoritmi, na katerih temeljijo razvite spletne storitve, so implementirani v pro-
gramskih jezikih Python in Matlab. Spletne storitve so razvite z orodjem Swagger
ali v okolju Microsoft Azure Machine Learning Studio (Azure ML). Tečejo na
oblaku Microsoft Azure ali lokalno. Odjemalci so implementirani v programskih
jezikih oziroma okoljih Java, Python, Microsoft Excel, Matlab ali Azure ML.
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2 Povzetek
Ključne besede: podatkovna znanost, spletna storitev, proizvodna analitika,
vodenje proizvodnje
Abstract
In order to get a competitive advantage, the number of sensors in production
is rising rapidly. Companies are using data analysis to gain new insights, speed
up the production, lower the price and make products with better quality. The
storage of large amounts of data has become easier and economically more acces-
sible. This raises the demands for development of analytical algorithms that are
suitable to embed into automated processes and are easy to use.
This master’s thesis introduces an approach for the integration of different data
science environments and algorithms into a system of web services. This con-
cept enables fast integration and is easy to use. It is suitable for domain experts
(production technologists). The end user thus doesn’t need expert analytical
knowledge or the knowledge of associated tools. Services can be implemented in
the cloud, which means more powerful hardware and access from different devi-
ces. With faster deployment and ease of use, the process is sped up considerably.
The developed services can be used directly by the user, accessed through the
user interface, or integrated into the automated process. Due to this integration
possibilities, the services are suitable and are primarily intended for production
control.
The algorithms are implemented in programming languages Python and Matlab.
Web services are developed with the tool Swagger or in the Microsoft Azure Ma-
chine Learning Studio (Azure ML) cloud environment. They run on the Microsoft
Azure cloud or are implemented locally. Clients are implemented in programming
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1 Uvod
Zaradi globalizacije trga, zapletenih in nestabilnih gospodarskih razmer ter veli-
kih pričakovanj potrošnikov, postajajo izzivi proizvodnje čedalje kompleksneǰsi.
Proizvodnja se sooča z globalno konkurenco, potrebo po kraǰsih inovacijskih ci-
klih, bolj individualiziranih izdelkih, nujo po učinkoviti in okolju prijazni izrabi
virov itd. Proizvodno podjetje mora neprestano težiti k novim rešitvam, s kate-
rimi bi odgovorili na izzive sodobnega časa in si pridobili konkurenčno prednost.
Med takšne rešitve spada vključevanje sodobnih informacijsko-komunikacijskih
tehnologij (IKT) v proizvodne procese. Osnova IKT v proizvodnji so senzorski
podatki, ki so zaradi tehnološkega napredka postali enostavni in poceni za mer-
jenje in shranjevanje. Tako je proizvodnja vsakega napredneǰsega podjetja že
skoraj povsem pokrita s senzorji, ki proizvedejo ogromne količine podatkov. Da
se ti podatki zbirajo in arhivirajo, je potreba ustrezna informacijska podpora, za
katero običajno poskrbijo razvijalci in podatkovni inženirji.
Sami podatki ne nudijo dodane vrednosti, iz njih je potrebno pridobiti informacije
za hitreǰse, ceneǰse in kvalitetneǰse delovanje podjetja. Za to je potrebna uporaba
analitičnih metod in algoritmov, ki jo ponavadi opravljajo podatkovni analitiki.
Problem analitikov je, da ne premorejo toliko domenskega znanja kot proizvodni
tehnologi in obratno, problem tehnologov je pomanjkanje statističnega in pro-
gramerskega znanja. Zato se je pojavilo povpraševanje po naprednih analitičnih
algoritmih, primernih za proizvodne tehnologe. Algoritmi bi bili enostavni za
uporabo, imeli odjemalce v poznanih okoljih, nudili možnost avtomatičnega de-
lovanja in delovanja v oblaku. Lahko bi delovali realnočasno ali ”offline”, kjer bi
5
6 Uvod
z njihovo pomočjo potekalo iskanje zakonitosti v podatkih. Algoritme bi imple-
mentirali podatkovni analitiki, ki bi tako del analitike preložili na ramena kadra
v proizvodnji.
Cilji magistrske naloge so sledeči:
1. Formaliziranje pristopa za integracijo različnih analitičnih okolij v enoten
sistem spletnih storitev.
2. Razvoj testnega nabora spletnih storitev za pomembneǰse analitične algo-
ritme.
3. Preizkus razvitega nabora storitev na primeru uporabe.
Magistrska naloga je bila izvedena v naslednjih korakih:
1. Študij literature in izbira orodij: Analiza obstoječe literature na temo
podatkovne znanosti, vodenja proizvodnje, spletnih in oblačnih storitev ter
orodij za definiranje API. Izbrana so bila okolja za implementacijo eksperi-
mentalnega dela naloge.
2. Implementacija korakov podatkovne znanosti: Implementacija
različnih algoritmov podatkovne analitike v programskih jezikih Python
in Matlab.
3. Formaliziranje in razvoj API-jev: Definiranje API-jev spletnih storitev
z uporabo orodja Swagger Editor po definiciji OpenAPI/Swagger.
4. Razvoj spletnih storitev: Razvoj spletnih storitev z orodjem Swagger
Codegen iz definicije OpenAPI/Swagger ali v oblaku Microsoft Azure.
5. Razvoj odjemalcev: Razvoj odjemalcev v programskih jezikih Python
in Java z orodjem Swagger Codegen ali ročno v jeziku VBA ter razvoj
uporabnǐskih vmesnikov.
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6. Študija primera: Preizkus implementiranih algoritmov na dveh primerih
uporabe.
Magistrska naloga je razdeljena v šest poglavij. V uvodu je predstavljeno
ozadje problema. Določene so metode dela in zastavljeni cilji.
V 2. poglavju je predstavljeno vodenje proizvodnega podjetja, s poudarkom na
proizvodnem nivoju. Sledi opis procesa podatkovne znanosti s teoretičnim ozad-
jem implementiranih algoritmov. Predstavljen je pristop izvajanja podatkovne
znanosti kot sistema spletnih storitev in prednosti takega pristopa.
V 3. poglavju so predstavljene spletne storitve. Opisana je arhitektura REST in
specifikacija OpenAPI/Swagger, po kateri so bile implementirane spletne storitve.
Opisan je še uporabljen format za prenos podatkov JSON.
V 4. poglavju so opisani koraki razvoja spletnih storitev in odjemalcev ter upo-
rabljena orodja ter okolja. Podrobneje so predstavljene razvite spletne storitve
in odjemalci, proces razvoja in njihova uporaba.
V 5. poglavju sledita dve študiji primera uporabe spletnih storitev. Prva prika-
zuje uporabo spletne storitve predobdelave podatkov v realnočasnem delovanju
na procesu Tennessee Eastman. Druga študija prikazuje uporabo spletnih sto-
ritev izbire vplivnih spremenljivk in modeliranja z Gaussovimi procesi s stalǐsča
proizvodnega tehnologa.
V zaključku so opisani sklepi in ugotovitve naloge.
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2 Vodenje proizvodnje in podatkovna
znanost
Poglavje o vodenju proizvodnje in podatkovni znanosti se deli na štiri dele. V
prvem je predstavljen nivo vodenja proizvodnje, ki je ciljno okolje razvitih ana-
litičnih spletnih storitev. Drugi del opisuje korake, ki so potrebni za izvajanje
podatkovne znanosti. V tretjem delu se predstavi izvajanje podatkovne znanosti
preko spletnih storitev. Četrti del se osredotoča na teoretično ozadje implemen-
tiranih analitičnih algoritmov.
2.1 Vodenje proizvodnje
Vodenje proizvodnega podjetja je sestavljeno iz procesnega, proizvodnega in po-
slovnega nivoja (slika 2.1) [1]. Na najvǐsjem nivoju poteka poslovno planiranje in
logistika. Določa se osnovni plan podjetja: proizvodnja, poraba materiala, dobava
in dostava itd. Aktivnosti tega nivoja večinoma potekajo v dalǰsem časovnem ob-
dobju; dnevih do mesecih.
Na najnižjem nivoju se spremlja, nadzira in vodi posamezne proizvodne procese.
Časovni okviri tu obsegajo ure, pa vsa tja do delov sekund.
Večanje proizvodne učinkovitosti je prvotno potekalo na ravni procesnega nivoja,
kjer se je skušalo optimizirati posamezne procese. Kot se je izkazalo kasneje, je
potrebno gledati širše in iskati optimizacijske rešitve tudi na ravni same proizvo-
dnje, saj pomanjkanje integracije in koordinacije med različnimi nivoji vodi do
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neoptimalnega delovanja podjetja. Tako se je pred dvema desetletjema uveljavila
ideja o vmesnem nivoju za upravljanje proizvodnje. Po standardu IEC 62264 [7]
nivo skrbi za upravljanje proizvodnih operacij, kjer se upravlja, razporeja, pla-











Slika 2.1: Nivojska porazdelitev proizvodnje [1].
2.1.1 Proizvodna inteligenca
Industrija je vse bolj podprta s senzorji za zbiranje proizvodnih podatkov in s
sistemi za prenos ter hrambo podatkov, ki omogočajo celovit pregled nad proi-
zvodnjo. Kaže se potreba po analitičnih algoritmih, ki znajo podatke pretvoriti
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v koristne informacije.
Zaradi vse večjih potreb po analizi proizvodnih podatkov je v zadnjih letih nara-
slo število raziskav in aplikacij, kjer so uporabljeni pristopi podatkovne znanosti
na proizvodnih problemih [8, 9]. Za uporabo v industriji je pomembno, da pri-
stopi dosegajo čim vǐsjo stopnjo avtomatizacije in enostavnosti uporabe. Ta dva
dejavnika sta tudi ena izmed ciljnih pri implementaciji spletnih storitev v okviru
magistrske naloge.
V zadnjem desetletju so se uveljavile celovite rešitve za zagotavljanje poslovne in-
teligence (ang. business intelligence) [10], ki nudijo funkcionalno analizo podatkov
poslovnih procesov. Pojavljajo se vedno večje težnje po razvoju novih celovitih
rešitev, ki bi omogočale na podatkih temelječo podporo na nivoju proizvodnih
procesov, torej pri optimiranju proizvodne učinkovitosti. Te rešitve proizvodne
inteligence (ang. manufacturing intelligence) želijo prenesti idejo poslovne inteli-
gence na proizvodni nivo. Osnovni cilj proizvodne inteligence je iz velike količine
podatkov pridobiti novo znanje, ki je uporabno za izvajanje proizvodnih aktiv-
nosti. Proizvodno inteligenco si lahko predstavljamo kot pristop za doseganje
kakovostnih proizvodnih odločitev, ki temeljijo na razumevanju trenutnega sta-
nja in zmožnosti napovedovanja vpliva posameznih odločitev.
Proizvodna inteligenca lahko pomaga pri sprotnem razumevanju, planiranju in
vodenju proizvodnje. Takšne funkcionalnosti bi temeljile na analizah podatkov,
simulaciji, modeliranju in uporabi optimizacijskih algoritmov [7, 11].
2.1.2 Pametna proizvodnja
Izraz pametna proizvodnja (ang. Smart Manufacturing) se je začel pojavljati v
zadnjih letih. Izraz izhaja iz številnih iniciativ (npr. Industry 4.0, SMLC, IIC),
ki težijo k konkretneǰsi (r)evoluciji proizvodnih tovarn. Težnje teh iniciativ so
usmerjene v konkretneǰso uporabo novih tehnologij (IoT, računanje v oblaku,
umetna inteligenca, velepodatki, kolaborativni roboti itd.), kar naj bi dolgoročno
vodilo k tako imenovani pametni proizvodnji, ki bi odražala večjo proizvodno
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fleksibilnost in samo-adaptacijo.
Učinkovita podatkovna podpora vseh proizvodnih aktivnosti predstavlja pomem-
ben korak pri realizaciji pametnih tovarn. Cilj za dosego ustrezne podatkovne
podpore za aktivnosti proizvodnega nivoja je podoben kot pri proizvodni
inteligenci, s to razliko, da je tukaj prisoten tudi izziv sodobnega časa in dobe
velepodatkov (ang. big data). Ti izzivi obsegajo realnočasno razumevanje,
načrtovanje in upravljanje vseh vidikov proizvodnega procesa podjetja z uporabo
napredne senzorske podatkovne analitike, modeliranja in simulacije [12, 13].
Okolje podatkovno gnane pametne proizvodnje lahko razdelimo v štiri sklope,
kot je to predstavil Tao s sod. [2] (glej sliko 2.2).
Proizvodni sklop (ang. manufacturing module) sestavljajo različne proizvo-
dne aktivnosti in informacijski sistemi, ki skrbijo za zbiranje podatkov. Tukaj se
izvaja proizvodni proces, ki preoblikuje vhodne surovine v končni produkt. Med
izvedbo procesov se zbirajo raznoliki podatki.
Podatkovni sklop (ang. data driver module) predstavlja osnovno gonilo za pame-
tno proizvodnjo. Tukaj poteka prenos podatkov iz proizvodnega sklopa v podat-
kovni center za nadaljnjo analizo. Rezultati analize lahko rezultirajo v konkretne
informacije in priporočila za proizvodno izvajanje, hkrati pa tudi predstavljajo
osnovo za realnočasni nadzor in upravljanje težav.
Sklop za realnočasni nadzor (ang. real-time monitoring module) spremlja pro-
izvodni proces v realnem času in na podlagi rezultatov analitike podatkovnega
sklopa sprotno analizira trenutno stanje proizvodnje. Realnočasni nadzor skupaj
z analitiko omogoča hitro zaznavo in prilagoditev na spremembe v proizvodnem
procesu (npr. napake v kakovosti izdelka) ter tako omogoči učinkoviteǰse obrato-
vanje proizvodnje.
Sklop za upravljanje težav (ang. problem processing module) skrbi za zaznavanje
in napovedovanje težav (npr. okvara opreme, deviacija kvalitete izdelkov), dia-
gnosticira vzroke, priporoča možne rešitve, oceni učinkovitost rešitev in možne
vplive na druge proizvodne dejavnosti. Na podlagi informacij v realnem času in
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Slika 2.2: Moduli pametne proizvodnje [2].
analize zgodovinskih in tekočih podatkov, lahko operaterji ali umetna inteligenca
sprejemajo odločitve za reševanje težav in preprečevanje le-teh v prihodnosti.
Podatkovna analitika, integrirana v proizvodno okolje, lahko podpira aktivnosti
raznolikih življenjskih ciklov proizvodnje, kot so dizajn produkta in linije, plani-
ranje proizvodnih aktivnosti, spremljanje proizvodnih procesov, nadzor kakovosti
produktov in vzdrževanje opreme [2]. Za njeno realizacijo pa je potrebno za-
gotoviti ustrezno okolje in algoritme, ki bodo poskrbeli za učinkovito zbiranje,
predprocesiranje, analizo in vizualizacijo podatkov.
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2.2 Proces podatkovne znanosti
Podatkovna znanost je interdisciplinarno področje metod, procesov, algoritmov in
sistemov za pridobivanje uporabnih informacij iz podatkov, ki so lahko struktru-
irani ali nestrukturirani [14]. Združuje domensko znanje, statistiko, podatkovno
analizo, strojno učenje in vede za razumevanje ter analizo pojavov s pomočjo
podatkov [15].
Pristop za izvajanje podatkovne znanosti tipično sledi uveljavljenemu procesu
CRISP-DM (ang. Cross-industry standard process for data mining), ki je povzet
po [16]. CRISP-DM je nelastnǐski, dokumentiran in prosto dostopen model po-
datkovne znanosti. Je iterativen, neodvisen od industrije, uporabnǐskih orodij in
modela aplikacije.
Podobna procesa sta še Odkrivanje znanja v podatkovnih bazah (ang. Knowledge
Discovery in Databases) [17] in Microsoftov Proces ekipne podatkovne znanosti
(ang. Team Data Science Process) [18].
Proces CRISP-DM sestavljajo naslednji koraki (slika 2.3):
• domensko razumevanje (ang. Business understanding),
• razumevanje podatkov (ang. Data understanding),
• priprava podatkov (ang. Data preparation),
• modeliranje (ang. Modeling),
• evaluacija (ang. Evaluation),
• uvajanje modela (ang. Deployment).
2.2.1 Domensko razumevanje
Problem je potrebno razumeti in ga postaviti v okvire definicije podatkovne zna-
nosti. Zasnovati je potrebno načrt za dosego zastavljenih ciljev.
Domensko razumevanje vsebuje naslednje korake.









Slika 2.3: Koraki CRISP-DM [3].
1. Določitev želja: Podatkovni analitik mora razumeti želje uporabnika, jih
postaviti v definicije podatkovne znanosti in določiti mero uspeha.
2. Ocena stanja: Analitik oceni in opǐse potrebne vire, od števila članov ekipe
do opreme, ki so potrebni za izvršitev projekta. Opǐse tudi potencialna
tveganja in določi stroške.
3. Določitev ciljev: Želje uporabnika je potrebno pretvoriti v ustrezne ci-
lje, dosegljive s podatkovno znanostjo. To se stori s pomočjo relevantnih,
specifičnih in jasnih vprašanj.
4. Izdelava načrta projekta: Načrt projekta vsebuje korake do cilja podat-
kovnega rudarjenja, predvidene časovne okvirje, ocene potencialnih tveganj,
potrebna orodja ter tehnike za izvedbo projekta.
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2.2.2 Razumevanje podatkov
Faza razumevanja podatkov se začne z zbiranjem le-teh. Naslednji korak je spo-
znavanje podatkov. Odkriti je potrebno potencialne probleme, dobiti vpogled in
odkriti koristne vire podatkov. Razumevanje podatkov vsebuje naslednje korake:
1. Zbiranje podatkov: Analitik pridobi ustrezne podatke. Če je pri tem
naletel na določene probleme, naj jih vključno z rešitvami dokumentira.
2. Opis podatkov: Analitik razǐsče površinske karakteristike podatkov in
poroča o njih. Preveri format podatkov, količino, velikosti podatkovnih
tabel itd. Pridobljeni podatki morajo zadovoljiti želene zahteve.
3. Raziskovanje podatkov: Podatke se razǐsče s pomočjo obdelovanja po-
datkov, vizualizacije in poročil.
4. Preverjanje kakovosti podatkov: Preveri obstoj manjkajočih podatkov,
tip in verodostojnost podatkov ter njihovo interpretacijo.
2.2.3 Priprava podatkov
Priprava podatkov pokriva vse potrebne aktivnosti za konstruiranje končne
množice podatkov, ki bo delovala kot vhod modela in bo pridobljena iz suro-
vih začetnih podatkov.
1. Izbira podatkov: Odločitev, ali bodo podatki uporabljeni za analizo, ba-
zira na njihovi ustreznosti, kvaliteti in tehničnih omejitvah.
2. Čǐsčenje podatkov: Analitik mora izbrati primerno očǐsčene podatke ali
nadomestiti manjkajoče vrednosti s pomočjo statističnih metod.
3. Gradnja značilk: Konstrukcija novih značilk je potrebna v primeru, če
izbolǰsa ali poenostavi model.
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4. Integracija podatkov: Integracija podatkov vsebuje kombiniranje infor-
macij iz različnih tabel v eno samo. V tem koraku se poskrbi tudi za
agregacijo.
5. Formatiranje podatkov: Potrebno je spremeniti tip podatkov v primer-
nega za modeliranje in hkrati čim manj pomnilnǐsko potratnega.
2.2.4 Modeliranje
Izbrane in uporabljene so različne tehnike modeliranja. V to fazo so vključeni
izbira modela, testna zasnova, identifikacija parametrov modela in ocena kvalitete
modela. Modeliranje je podrobneje opisano v razdelku 2.4.2. Koraki:
1. Izbira modela: Izbere se ustrezna tehnika modeliranja.
2. Testna zasnova: Podatke je potrebno razdeliti na tri podmnožice. Učno,
na kateri zgradimo model. Različne modele primerjamo na validacijski
množici. Ko izberemo najbolǰsi model, preverimo njegovo napovedno moč
na testni množici.
3. Gradnja modela: Podatkovni analitik zgradi enega ali več modelov na
učni množici. Parametre modelov skuša kalibrirati na optimalne vrednosti.
4. Ocena modela: Analitik interpretira in oceni modele s pomočjo domen-
skega znanja, kriterijske funkcije in izbranega testa. Pri tem mu pomagajo
poslovni analitiki in domenski eksperti.
2.2.5 Evaluacija
Pred končno uvedbo modela je pomembno, da se oceni, če model dosega zasta-
vljene cilje. Na koncu te faze projektni vodja določi način uporabe rezultatov
podatkovnega rudarjenja. Koraki:
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1. Evaluacija rezultatov: Oceni se, če model izpolnjuje cilje. Poskuša se
odkriti dodatne izzive, informacije in namige za prihodnost.
2. Pregled procesa: Čas je za podrobneǰsi pregled podatkovnega rudarjenja,
kjer se določi, če so bili spregledani pomembneǰsi faktorji ali naloge.
3. Določitev naslednjih korakov: Projektni vodja lahko projekt zaključi
in ga uvede. V nasprotnem primeru lahko izvede nadaljnje iteracije posa-
meznih korakov ali začne nov projekt.
2.2.6 Uvajanje modela
Pridobljeno znanje mora biti organizirano in predstavljeno na uporabniku ra-
zumljiv način. Ponavadi ta korak izvede končni uporabnik, zato je pomembno
njegovo razumevanje uporabe modela.
1. Načrtovanje uvajanja: S pomočjo rezultatov evaluacije se naredi načrt
za uvajanje modela.
2. Načrtovanje spremljanja in vzdrževanja: Pozorno pripravljena stra-
tegija spremljanja in vzdrževanja preprečuje napačno uporabo modela in
rezultatov.
3. Izdelava končnega poročila: Na koncu projekta analitik napǐse končno
poročilo. To je lahko le povzetek projekta in pridobljenih izkušenj ali celo-
vita predstavitev rezultatov.
4. Pregled: Analitik oceni dobre in slabe strani projekta ter možne prihodnje
izbolǰsave.
2.3 Spletne storitve za analitično podporo v proizvodnji
Za izvajanje procesa CRISP-DM je potrebno poznavanje proizvodnega procesa
(domensko tehnološko znanje) in podatkovne analitike, zato je nujno sodelova-
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nje ekip informatikov (razvijalcev), analitikov in proizvodnih tehnologov. Da bi
CRISP-DM poenostavili in ga približali širšemu krogu uporabnikov, podatkovni
analitiki pripravijo splošne in namenske algoritme v obliki spletnih storitev in od-
jemalcev. Algoritmi omogočajo izvajanje korakov priprave podatkov, modeliranja
in evaluacije rezultatov (slika 2.3). Odjemalci spletnih storitev so prilagojeni in
primerni za uporabo delavcem v proizvodnji ter tečejo v njim poznanih okoljih.
Oblačne platforme, kot so Microsoft Azure, IBM, Amazon Web Services itd.
nudijo izvajanje osnovne analitike v oblačnih okoljih brez potrebnega znanja pro-
gramiranja. Analitika se izvaja z vizualnim programiranjem (slika 4.2), tj. po-
vezovanjem blokov, ki vsebujejo implementirane analitične algoritme. Izvajanje
analitike z vizualnim programiranjem je hitreǰse in enostavneǰse, primerno za
širši krog uporabnikov. Za analitike je običajno, z izjemo hitrih testiranj, preveč
omejujoče. Implementirani algoritmi so preveč splošni (premalo prilagodljivi) za
praktično uporabo na konkretnem problemu, zato je smiselno, da jih analitiki
dopolnijo in iz njih kreirajo spletne storitve, ki jih kasneje uporabljajo tehnologi.
To je tudi cilj naloge: prikaz uporabe različnih klasičnih in oblačnih orodij, ki so
prilagojena tipu problema.
Proces podatkovne znanosti je tipično podprt z namensko programsko opremo,
kjer uporabnik do vseh funkcionalnosti dostopa preko uporabnǐskega vmesnika.
Pri takšnih programih se algoritmi in vse preostale funkcionalnosti izvajajo lo-
kalno. Namen magistrske naloge je formalizirati pristop za integracijo različnih
analitičnih okolij v enoten sistem spletnih storitev (slika 2.4).
Pristop je sestavljen iz spletnih storitev, ki tečejo na lokalnih ali oblačnih
strežnikih. Do njih se lahko preko enotnih API-jev dostopa z odjemalci. Teo-
retično ozadje arhitekture spletnih storitev je opisano v poglavju 3. Strežniki
zagotavljajo večjo procesno moč in možnost uporabe z različnih naprav. Spletne
storitve so definirane po enoviti API specifikaciji, kar omogoča enostavneǰse ra-
zumevanje, uporabo in kreiranje spletnih storitev in odjemalcev. Odjemalce in
spletne storitve je možno kreirati v različnih okoljih in ni potrebno, da sta okolji
odjemalca in spletne storitve enaki. Okolje odjemalca se lahko prilagodi problemu





Slika 2.4: Shema analitičnih spletnih storitev.
in uporabnikovemu ekspertnemu znanju ter njegovemu poznavanju programskih
okolij. Tako bi osnovne analitične naloge lahko opravljali proizvodni tehnologi, ki
sicer ne premorejo poglobljenega statističnega ali programerskega znanja. Spletne
storitve bi se lahko vključilo kot del avtomatiziranega procesa (primer v podpo-
glavju 5.1) ali pa bi se jih med seboj kombiniralo v novo spletno storitev (primer
v podpoglavju 5.2).
Sicer bi enostavna uporaba imela svoj davek – take spletne storitve so bolj ome-
jene in ne dovoljujejo kreativnosti, ki je včasih potrebna za reševanje zahtevnih
analitičnih problemov.
V okviru naloge so bili testno implementirani nekateri algoritmi v procesu podat-
kovne znanosti. Prikazani so v tabeli 2.1. Implementacija celotnega CRISP-DM
zaradi problemske specifičnosti korakov domenskega razumevanja, razumevanja
podatkov in uvajanja modela ni bila možna. Uporaba spletnih storitev je mǐsljena
na primerih, kjer so ti koraki že storjeni, tako da njihova implementacija sploh
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Tabela 2.1: Koraki v procesu podatkovne znanosti in pripadajoče spletne storitve.









ni potrebna. Več o sami implementaciji razvitih spletnih storitev je napisano v
poglavju 4.
2.4 Teoretično ozadje implementiranih algoritmov
Predstavljena bodo teoretična ozadja algoritmov, implementiranih v okviru sple-
tnih storitev. Mednje spadajo priprava podatkov, ki se deli na predobdelavo,
gradnjo regresorjev in izbiro vhodnih spremenljivk. Sledita modeliranje in evalu-
acija rezultatov modela.
2.4.1 Priprava podatkov
Med pripravo podatkov spadajo:
• Predobdelava podatkov: Izloči se osamelce in nadomesti manjkajoče
vrednosti.
• Gradnja regresorjev: Poskrbi se za ustrezne zakasnitve vhodov in izho-
dov.
• Izbira vhodnih spremenljivk: Za vhod modela se izbere samo spremen-
ljivke, ki vplivajo na izhod.
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2.4.1.1 Predobdelava podatkov
Pri predobdelavi se pogosto srečujemo z nepravilnostmi v zapisih, ki otežujejo,
včasih tudi onemogočajo, izvedbo analize. Nepravilnosti se največkrat pojavijo
v obliki osamelcev (nepojasnjenih ekstremnih vrednosti), manjkajočih ali nepo-
polnih podatkov, podatkov nepričakovane strukture. Včasih so podatki tudi ne-
ustrezno poravnani. Vzroki teh nepravilnosti so različni; od ekstremnih pogojev
delovanja (slaba kalibracija, ekstremne temperature, izpadi napajanja...) do na-
pak pri ročnem vnašanju ali kombiniranju različnih virov podatkov.
Že prisotnost malega števila nepravilnosti lahko izkrivi rezultate analize. Nepra-
vilnosti je težko ugotoviti iz rezultatov analize, zato je potrebno podatke prej
vizualizirati. Zaradi nepravilnosti podatkov analiza včasih ni mogoča. V tem pri-
meru je dovolj, da analiziramo nepravilnosti, poskušamo ugotoviti njihov vzrok
in jih v prihodnje preprečiti. S podatkovnimi nepravilnostmi se lahko soočimo na
dva načina [19]:
• z uporabo robustnih na nepravilnosti neobčutljivih metod (na primer me-
diana) in
• detekcijo nepravilnosti, njihovo odstranitvijo ali zamenjavo in izvedbo ana-
lize na očǐsčenih podatkih.
Običajno se zaradi omejenosti robustnih metod uporablja drugi način, ki je sicer
dolgotrajneǰsi.
Osamelci so elementi podatkovnega niza, ki so neustrezni glede na zakonitosti
ostalih podatkov v nizu [20]. Metode čǐsčenja podatkov v prvi vrsti zajemajo
metode za identifikacijo osamelcev in kasneje njihovo nadomeščanje z ocenjenimi
vrednostmi.
Metode za zaznavanje osamelcev morajo izpolnjevati pogoja:
• določanje referenčne vrednosti niza podatkov,
• merilo za neobičajno velika odstopanja od referenčne vrednosti.
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Najpreprosteǰsi so univariatni osamelci, kjer podatkovni niz predstavlja zaporedje
realnih števil zk in kjer vsako vrednost v nizu zapǐsemo kot [21]
zk = xnom + ek. (2.1)
xnom predstavlja nominalno vrednost za podatkovni niz in zaporedje ek meri od-
daljenost posamezne vrednosti od nominalne. Model predpostavlja, da so vsa
opazovanja približno enaka in je podatek nepravilen, če se preveč razlikuje od
ostalih. Najprej se določi nominalno vrednost xnom in zatem se po določenem
kriteriju ugotavlja mejo za neobičajno velika odstopanja ek.
Osamelci v časovnih vrstah ne odstopajo nujno od celotnega niza, temveč od so-
sednjih podatkov. Definiramo jih lahko kot točke, ki kršijo gladkost spreminjanja
podatkov. Ti osamelci pačijo ocene dinamičnih lastnosti.
Metoda 3σ
Najpreprosteǰsi način za iskanje osamelcev je pravilo 3σ, kjer referenčno vrednost
predstavlja aritmetična sredina x̄, mera za odstopanje pa je standardna devia-
cija σ̂. Vrednosti, ki so od aritmetične sredine oddaljene več kot tri standardne
deviacije, se označijo kot osamelci (slika 2.5). Pomanjkljivost pristopa je, da sta
aritmetična sredina in standardna deviacija občutljivi na prisotnost osamelcev.
Osamelci povzročijo preveliko oceno standardne deviacije in zato otežijo uspešno
zaznavanje. Metoda je popolnoma neuporabna že pri 10 % kontaminaciji podat-
kov.
Hamplov detektor
Hamplov detektor osamelcev sodi med bolj učinkovite metode, saj aritmetično
sredino nadomesti z mediano x̃ in standardno deviacijo z mediano absolutnih
odstopanj od mediane vzorca (MAD):
S = 1.4862 ·mediana|xk − x̃|. (2.2)
Zaporedje |xk − x̃| določa razdaljo vsakega vzorca od mediane x̃. Faktor
1.4862 da v primeru normalne porazdelitve S, ki je enak standardni deviaciji σ.
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Slika 2.5: V primeru normalne porazdelitve se v intervalu treh standardnih od-
klonov okrog povprečja nahaja 99,73 % vzorcev [4].
Hamplov detektor je enak splošnemu izrazu, če aritmetično sredino zamenjano
z mediano in standardno deviacijo z mediano absolutnih odstopanj. Metoda
je učinkoviteǰsa od 3σ, vendar občasno pravilne vrednosti označi kot osamelce.
Pozorni moramo biti v primeru, če ima več kot polovica podatkov isto vrednost.
V tem primeru je vrednost S = 0.
Kvantilni diagram
Pri detekciji se uporablja kvantilni diagram (ang. boxplot, slika 2.6), ki prika-
zuje mediano vzorcev in škatlo, katere robova predstavljata prvi in tretji kvartil.
Nad in pod škatlo sta narisani še mejni vrednosti, ki sta oddaljeni od škatle 3/2
razdalje med prvim in tretjim kvartilom. Če so vse vrednosti znotraj intervala,
se mejni vrednosti narǐseta pri maksimalnem in minimalnem podatku. Bolj od-
daljeni podatki se označijo kot osamelci. Razdaljo med kvartiloma označimo s
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Q = Q3 −Q1. Osamelci izpolnjujejo enega izmed pogojev:








V primeru simetrične porazdelitve osamelci odstopajo od mediane za več kot
dvakratno razdaljo Q:
|xk − x̃| > 2Q (2.5)
Metoda je po občutljivosti zaznavanja osamelcev med Hamplovim detektorjem
in metodo 3σ. Uporabna je do 25 % kontaminacije podatkov. Pri normalni
porazdelitvi Q ustreza približno 1.35σ, tako da sta 2Q in 3σ precej podobna.
Poleg 3σ je tudi ta metoda načeloma nagnjena k preplavljanju (ang. swamping)









Slika 2.6: Kvantilni diagram.
Pri velikih količinah podatkov se pogosto pojavlja problem manjkajočih vre-
dnosti. Možni vzroki sta na primer izpad napajanja ali napaka v prenosu podat-
kov. Pri ročno vnešenih podatkih se pojavljajo zaradi nenatančnosti vnašanja ali
nepopolnega zajema podatkov.
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Če manjka naključna podmnožica podatkov, to poveča variabilnost rezultatov
glede na rezultate celotne množice podatkov. Če vrednosti manjkajo sistematično,
to povzroči pristranskost rezultatov.
Manjkajoče vrednosti se lahko skrivajo za prisotnimi, a neveljavnimi podatki –
zato je podatke pred uporabo potrebno vizualizirati in pregledati. To se dogaja
predvsem pri ročnih vnosih, kjer nekatera polja zahtevajo obvezen vnos in ope-
rator tega podatka nima, zato vnese neko privzeto vrednost.
Pristopi za obravnavanje manjkajočih vrednosti [19]:
1. Pri analizi izpustimo nepopolne zapise.
2. Podatke z neznanimi vrednostmi obravnavamo ločeno.
3. Primerno utežimo popolne in nepopolne zapise.
4. Manjkajoče vrednosti nadomestimo z oceno.
Prvi način je primeren le pri naključno manjkajočih podatkih z malo manjkajočimi
vrednostmi, pri sistematično manjkajočih vrednostih se pojavi pristranskost sta-
tističnih ocen. Tretji način ni vedno uporaben, ker je vezan na določene metode
analize. Najbolj razširjen je pripis manjkajočih vrednosti, natančneje enojen
pripis. Tu se manjkajoče vrednosti nadomesti z oceno, ki temelji na ostalih raz-
položljivih podatkih. Najpogosteje sta to povprečje ali mediana, ki ublaži priso-
tnost osamelcev. Te dve metodi sta bili uporabljeni tudi v okviru spletne storitve
predobdelave podatkov. Možna pristopa sta še pripis vrednosti po neki metriki
definiranega najbližjega soseda in uporaba regresijskih modelov.
Pri sistematično manjkajočih podatkih večkrat pripǐsemo manjkajočim vredno-
stim različne vrednosti (ang. multiple imputation). Tako zgradimo več podat-
kovnih nizov, ki jih ločeno analiziramo in jih kombiniramo v končni rezultat [21].
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2.4.1.2 Gradnja regresorjev
Gradnja ustreznih značilk iz kvalitetnih podatkov je osnovni pogoj za uspešno
modeliranje. Običajno ni dovolj, da v model vnašamo zgolj surove podatke. Iz
njih lahko naredimo preslikavo v nove spremenljivke, ki bodo uporabneǰse za
učenje modela. V primeru, da je značilk preveč, lahko uporabimo tehnike za re-
dukcijo dimenzij kot sta PCA (ang. principal component analysis) ali LDA (ang.
linear discriminant analysis).
V dinamičnih sistemih tudi to ni dovolj, ker se izhodi spreminjajo s časom.
Denimo, da imamo dinamični sistem z vhodom u(k) in izhodom y(k), kjer k
označuje korak vzorčenja in ε(k) merilni šum. Običajno diskretni dinamični sis-
tem zapǐsemo z diferenčno enačbo, ki opisuje povezavo med trenutnim izhodom
in zakasnjenimi signali vhoda in izhoda:
y(k) = f(u(k − 1), ..., u(k −m), y(k − 1), ..., y(k − n)) + ε(k), (2.6)
kjer je f funkcija in m red modela. To nam omogoča, da definiramo dinamičen
model, ki ima statično vhodno-izhodno preslikavo f(...) (slika 2.7).
2.4.1.3 Izbira vhodnih spremenljivk
Za natančen model mora biti izbran ustrezen niz podatkov. Če je izbranih značilk
premalo, z njimi ne moremo dovolj natančno opisati opazovanega izhoda. Če
vhodni podatki vsebujejo značilke, ki so irrelevantne, se poveča velikost modela,
čas procesiranja in dodana je odvečna informacija, ki lahko povzroči prenasičenje
modela (ang. overfitting) [22]. Največje prednosti izbire vplivnih spremenljivk
(ang. input variable selection, IVS) so [23]:
• izbolǰsanje uspešnosti napovedi,
• bolǰse razumevanje sistema,
• hitreǰsi in računsko manj potraten model.
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Slika 2.7: Zakasnjene vrednosti vhoda in izhoda predstavljajo vhode v statični
model. Operator z−1 predstavlja enokoračno zakasnitev.
Pristopi IVS se delijo na filtrirne (ang. filter), ovojne (ang. wrapper) in vgradne
(ang. embedded) [22].
Metode filtriranja
Metoda filtriranja loči IVS in učenje končnega modela [24]. Filtri so izvedeni
neodvisno pred modeliranjem. Izbor najpogosteje temelji na statističnih testih,
funkcijah ali enostavnih modelih [22].
Ovojne metode
Ovojne metode na podlagi uspešnosti napovedi modela določijo najbolj optimalen
niz podatkov [23]. Model optimizira tudi vse možne vhodne nize podatkov in
izbere tistega z najbolǰso napovedjo. Z različnimi vhodnimi kombinacijami se
glede na izbrani kriterij ocenjevanja natančnosti modela izbere najbolǰso vhodno
kombinacijo.
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Vgradne metode
Vgradne metode imajo IVS vgrajen kot del modela. Skozi učenje modela so
irelevantne in odvečne značilke postopoma odstranjene (regularizacija, rezanje
odločitvenih in regresijskih dreves). Pomembno je, da parametre vgradnih me-
tod nastavimo na prave vrednosti, saj tako preprečimo prenasičenje modela (ang.
overfitting) ali naredimo model preveč enostaven (ang. underfitting). V primer-
javi z ovojnimi metodami je metoda manj računsko zahtevna, saj ne gradi modela
na vsakem podnizu podatkov [22].
Ovojne in filtrirne metode si delijo štiri glavne korake [25, 26]:
• generiranje kandidatnega podniza podatkov,
• izbor in evaluacija podniza,
• določitev praga kriterija ustreznosti,
• končna validacija modela.
Optimalni izbor je lahko določen z evalvacijo vseh možnih podnizov. Teh je vse
skupaj (2d − 1), če je značilk d. Ob večjem številu značilk je torej možnost
zelo procesno potratna. Postopni (ang. stepwise) izbor naprej (ang. forward
selection), eliminacija nazaj (ang. backward elimination) ali njuna kombinacija
se uporablja za zmanǰsanje porabe računske moči. V naslednjem koraku je vsak
podniz evalviran na določenem kriteriju. Ko je dosežen kriterij za ustavitev, se
izbere trenutni podniz podatkov.
V nalogi so bile implementirane naslednje tri filtrirne metode:
• Pearsonov korelacijski koeficient: Pearsonova korelacija rangira
značilke na podlagi Pearsonovega korelacijskega koeficienta [26], ki je širše
poznan kot r vrednost.
r =
∑n
i=1(xi − x)(yi − y)√∑n
i=1(xi − x)2(yi − y)2
(2.7)
V enačbi xi predstavlja i-to meritev vhodne spremenljivke x in x̄ povprečje
le-te. Enako velja za izhodno spremenljivko y.
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• Kendallov koeficient korelacije rangov: Kendallova korelacija meri
odvisnost med rangi različnih ordinalnih spremenljivk ali različnih rangov
iste spremenljivke. Meri podobnost spremenljivk, čigar vrednosti so rangi
veličin in ne veličine same po sebi.
• Spearmanov koeficient korelacije: Spearmanov koeficient je neparame-
trična mera odvisnosti med dvema spremenljivkama. Običajno je označen z
ρ. Definiran je kot Pearsonov korelacijski koeficient med rangi spremenljivk
[27].
2.4.2 Modeliranje
Modeli so približki realnosti, ki skušajo združiti opazovanja v nek vzorec, ki
ima enake lastnosti kot opazovani sistem. Naloga se osredotoča na matematične
modele, ki omogočajo opis statičnega (časovno nespremenljivega) ali dinamičnega
(preǰsnja stanja vplivajo na prihodnja) obnašanja sistemov.
Poznamo teoretičen in eksperimentalni pristop za gradnjo matematičnih modelov.
Glavne lastnosti in razlike pristopov so razložene v tabeli 2.2. Modeli se delijo še
na
• klasifikacijske, kjer je izhod modela kategorična spremenljivka in
• regresijske, kjer je izhod modela zvezna številčna spremenljivka.
Pogosto se teoretično in eksperimentalno modeliranje dopolnjujeta: s teo-
retičnim modeliranjem določimo strukturo, z identifikacijo parametre. Običajno
se zgodi, da prvoten model ni zadovoljiv, zato so potrebne nadaljnje iteracije.
V nalogi smo se osredotočili na modeliranje z Gaussovimi procesi (GP), ki spadajo
pod eksperimentalno regresijsko modeliranje (identifikacijo). Identifikacijo je Za-
deh [28] definiral kot: ”Eksperimentalna določitev časovnega obnašanja procesa
z uporabo merjenih signalov. Časovno obnašanje je definirano znotraj nekega ra-
zreda matematičnih modelov in ponazarja identificirani proces tako, da so razlike
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Tabela 2.2: Osnovne lastnosti teoretičnega in eksperimentalnega modeliranja [6].
vrsta modeliranja: teoretično eksperimentalno
struktura modela posledica naravnih zako-
nov
privzeta
obnašanje modela notranje spremen-




parametri modela funkcije procesnih
veličin
številčne vrednosti brez
vidne povezave s fizikal-
nimi procesi
veljavnost modela celoten razred tipa pro-
cesov
le za raziskovani proces
in določeno stanje
gradnja modela lahko se zgradi za neob-
stoječ proces
obstoječi procesi
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med dejanskim procesom in njegovim matematičnim modelom čim manǰse.”
Modeli na podlagi GP so neparametrični in temeljijo na Bayesovem pravilu. So
verjetnostni modeli, ki izhod sistema v danem trenutku napovedo v obliki Ga-
ussove verjetnostne porazdelitve; najbolj verjetno vrednost (povprečje) in mejno
varianco, ki predstavlja mero zaupanja v napoved [5].
Modeli GP se uporabljajo za reševanje regresijskih problemov. Regresija je
preslikava matrike N vhodnih vektorjev X = [x1, x2, ...xN ] v izhodni vektor
y = [y1, y2, ..., yN ], ki je funkcija vhodov f(xi). V primeru modelov GP so iz-
hodi GP s funkcijo gostote verjetnosti:
p(y) = N (m,K) (2.8)
s povprečjem m in kovariančno matriko K, ki jo sestavljajo funkcije vhodov x.
Ponavadi je povprečje enako 0. Kovariančna matrika
Kij = C(xi, xj) (2.9)
pa definira karakteristike modeliranega procesa (stacionarnost, gladkost) in pred-
stavlja korelacijo med izhodi f(xi) in f(xj) glede na vhode xi in xj. Če o sistemu
ne vemo nič, ponavadi izberemo Gaussovo kovariančno funkcijo [5]:







i − xdj )2), (2.10)
kjer D označuje dimenzijo vhodnih vektorjev, σf in ω1, ..., ωD so hiperparametri
– parametri kovariančne funkcije. Kovariančna funkcija take oblike predposta-
vlja gladkost in stacionarnost. Kovariačni funkciji se običajno prǐsteje še model
Gaussovega šuma:
C(xi, xj) = δijσ
2
n, (2.11)
parameter δij ima vrednost 1, če i = j, sicer 0. σ
2
n je varianca Gaussovega šuma.
V regresiji želimo napovedati izhod y∗ glede na nov vhodni vektor x∗, poznano
funkcijo povprečja m in kovariančno funkcijo C. Izhod se izračuna z uporabo
Bayesovega pravila. Pri napovedovanju moramo upoštevati tudi hiperparametre,
2.4 Teoretično ozadje implementiranih algoritmov 33
ki se najpogosteje aproksimirajo z maksimiranjem mejne verjetnosti iz Bayesovega
pravila (več o tem v [29], [30]).
Z izračunanimi hiperparametri se normalno porazdeljen izhod izračuna kot:
µ(y∗) = k(x∗)TK−1y, (2.12)
σ2(y∗) = κ(x∗)− k(x∗)TK−1k(x∗), (2.13)
kjer je k(x∗) = [C(x1, x
∗), ..., C(xN , x
∗)] vektor kovarianc med testnimi in učnimi
vzorci. κ(x∗) = C(x∗, c∗) je kovarianca testnega vzorca s samim seboj.
Napoved modela GP poda povprečno napovedano vrednost (2.12) in zaupanje v
napoved (2.13), ki se ponavadi interpretira v intervalu zaupanja 2σ. Ta odraža
kvaliteto napovedi na posameznem področju, kot to prikazuje slika 2.8.
Slika 2.8: Napovedi f(x) GP s povprečji in intervali zaupanja [5].
2.4.3 Evaluacija
Evaluacijske metrike so funkcije, ki primerjajo napovedi modela s pravimi, iz-
merjenimi vrednostmi. V okviru naloge so bile implementirane naslednje metrike.
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Delež pojasnjene variance
explained variance(y, ŷ) = 1− V ar(y − ŷ)
V ar(y)
(2.14)
V enačbi y predstavlja izmerjene vrednosti in ŷ izračunane vrednosti. Vrednost
funkcije 1 predstavlja vso pojasnjeno varianco. Pri vrednosti 0 je napoved vedno
enaka povprečju meritev.
Povprečje absolutnega pogreška
Če ŷi predstavlja izračunano vrednost i-te meritve in yi i-to meritev, potem je






|yi − ŷi| (2.15)
Povprečni kvadratni pogrešek
Če ŷi predstavlja napovedano vrednost i-te meritve in yi i-to meritev, potem je






(yi − ŷi)2 (2.16)
Mediana absolutnega pogreška
Če ŷi predstavlja napovedano vrednost i-te meritve in yi i-to meritev, potem je
mediana absolutnega pogreška (MedAE) z n meritvami definirana kot:
MedAE(y, ŷ) = mediana(|y1 − ŷ1|, ..., |yn − ŷn|) (2.17)
Determinacijski koeficient
Če ŷi predstavlja napovedano vrednost i-te meritve in yi i-to meritev, potem je
determinacijski koeficient R2 z n meritvami in povprečjem meritev ȳ definiran
kot:
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Najbolǰsa vrednost R2 je 1. Če je vrednost 0, potem model napoveduje samo
povprečno vrednost. Če je model slabši, potem so vrednosti lahko tudi negativne.
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3 Spletne storitve
Spletne storitve so storitve, ki jih preko omrežja ena elektronska naprava nudi
drugi. Definirane so kot samostojne aplikacije, ki imajo odprte, internetno usmer-
jene in na standardih temelječe vmesnike [31].
Spletna storitev teče na strežniku. Do nje se dostopa preko odjemalca, ki mu
spletna storitev nudi določene storitve [32]. Odjemalec pošlje zahtevo, ki jo sple-
tna storitev obdela in vrne odgovor. Na primer, če odjemalec pošlje zahtevo za
izračun indeksa telesne mase skupaj z vneseno težo in vǐsino, mu strežnik vrne
odgovor z ustreznim indeksom.
Odjemalci so lahko osebni računalniki, pametni televizorji, mobilne naprave.
Spletne storitve so zasnovane tako, da na strežnikih teče večina programske kode,
tako da ne bremenijo naprav uporabnikov.
Odjemalci lahko delujejo sinhrono ali asinhrono. V primeru sinhronega delova-
nja odjemalec pošlje zahtevo na strežnik in počaka na odgovor. Če je delovanje
asinhrono, odjemalec pošlje zahtevo in brez čakanja na odgovor nadaljuje z delo-
vanjem.
3.1 REST
REST (ang. Representational State Transfer) je arhitektura spletnih storitev,
ki se osredotoča na sistemske vire1. REST definira, kako se do sistemskih virov




dostopa in kako se jih preko standardnih metod odjemalcev HTTP (ang. Hyper-
text Transfer Protocol) spreminja [33]. Na podoben način delujejo tudi spletni
brskalniki, ki z uporabo naslovov URL pošiljajo zahteve na strežnik, ki lahko kot
odgovor vrne datoteko, ki vsebuje HTML, CSS, slike in ostale tipe datotek [34].
REST izkorǐsča razširjenost protokola HTTP in njegove ostale zmožnosti, zaradi
česar je primeren kandidat za prenos podatkov. REST ne narekuje, kako morata
strežnik ali odjemalec izvesti določeno nalogo. To pomeni, da ima uporabnik






HTTP glagol + URL
Slika 3.1: Prikaz komunikacije REST med strežnikom in odjemalcem.
Način delovanja komunikacije REST je prikazan na sliki 3.1. Odjemalec pošlje
zahtevo HTTP in strežnik mu odgovori z datoteko, ki je lahko različnega tipa.
Spletne storitve REST sledijo štirim principom [33]:
• Eksplicitna uporaba metod HTTP.
• So brez stanja. Strežnik ne hrani stanja o seji odjemalca. To pomeni,
da lahko katerikoli strežnik odgovori in streže odjemalcu. Vsaka zahteva
HTTP se izvede neodvisno od drugih.
• URI2-ji imajo podobno strukturo kot imenik map.
2URI (ang. Uniform Resource IDentifier) je kompaktna sekvenca znakov, ki označuje ab-
strakten ali fizični vir. Razdelijo se v lokatorje, imena ali oboje [35].
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Tabela 3.1: Primerjava operacij CRUD z metodami REST (HTTP) in ukazi SQL.
Operacija CRUD Opis operacije HTTP SQL
CREATE Dodaj ali ustvari
vnos.
POST INSERT












• Možno prenašanje datotek katerihkoli formatov.
Pri storitvah REST se uporabljajo zahteve HTTP, ki so poimenovane kot gla-
goli, ki opisujejo storitev. Metode za operacije ustvarjanja, branja, posodabljanja
in brisanja (CRUD) so predstavljene v tabeli 3.1. Vse zahteve so neodvisne ena
od druge, zato mora biti vsaka zahteva opremljena z vsemi podatki, ki jih po-
trebuje strežnik [32]. Vsaka storitev ima svoj URI in parametre, ki so včasih
nepotrebni.
3.2 JSON
Za izmenjavo podatkov med vhodom in izhodom spletne storitve se pogosto upo-
rablja format JSON (ang. JavaScript Object Notation). JSON je jezik za iz-
menjavo podatkov, ki je zaradi besedne zasnove enostaven za branje in pisanje
ljudem ter računalnikom [36]. V primerjavi z jezikom XML (ang. Extensible
Markup Language) je hitreǰsi in enostavneǰsi. Objekti JSON so zbirke parov
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ključ-vrednost. Vrednosti so lahko različnih tipov.
V nadaljevanju je prikazan primer objekta JSON za vhodne podatke, ki je bil upo-
rabljen tudi kot eden izmed vhodov v spletno storitev. Glavni ključ input data
sestavljajo imena stolpcev (ang. columns), vrednosti indeksa in podatki. Imena
stolpcev imajo vrednosti seznama znakovnega niza, indeks seznama števil in po-




























V pomoč pri gradnji spletnih storitev so sheme JSON (ang. JSON schema),
ki validirajo ustreznost podatkov JSON [37]. Te določajo strukturo vhodov tipa
JSON in izhodov odjemalca oziroma strežnika.
Format JSON se lahko bolj pregledno zapǐse v jeziku YAML (ang. YAML Ain’t
Markup Language), ki je lažje berljiv. Pogosto se ga uporablja za konfiguracijske
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datoteke, lahko pa tudi v aplikacijah za prenašanje ali shranjevanje podatkov [38].

















API (ang. Application Programming Interface) je definiran kot niz definicij pod-
programov, komunikacijskih protokolov in orodij za gradnjo programske opreme.
Predstavlja skupek jasno opredeljenih načinov komuniciranja med različnimi kom-
ponentami (npr. med odjemalcem in spletno storitvijo). Kot na primer grafični
uporabnǐski vmesniki (ang. graphical user interface, GUI) olaǰsajo uporabo pro-
gramov, tako API olaǰsa uporabo programske opreme pri gradnji aplikacij. API
olaǰsa programiranje, tako da abstrahira osnovno izvajanje programa in izpostavi
le objekte in ukaze, ki jih razvijalec potrebuje [39].
Eden od možnih načinov definiranja spletnih storitev je uporaba specifikacije Ope-
nAPI/Swagger (pred verzijo 3.0 se je specifikacija imenovala Swagger). Možni
izbiri sta še API Blueprint in RAML, ki pa počasi konvergirata k specifika-
ciji OpenAPI/Swagger. V okviru magistrske naloge smo uporabili verzijo Ope-
nAPI/Swagger 2.0, ker zbirka orodij Swagger še ni podpirala verzije 3.0. Specifi-
kacija OpenAPI/Swagger je odprta specifikacija API podprta s strani skupnosti
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OpenAPI/Swagger Initiative.
OpenAPI/Swagger definira standarden, jezikovno-neodvisen opis vmesnika za
aplikacije REST, ki omogoča ljudem in računalnikom razumevanje storitve brez
dostopa do programske kode ali dodatne dokumentacije. Ob pravilni implementa-
ciji specifikacije OpenAPI/Swagger lahko uporabnik razume in uporablja spletno
storitev z minimalno količino implementacijske logike [40].
Primeri uporabe specifikacije OpenAPI/Swagger vključujejo:
• interaktivno dokumentacijo,
• generiranje kode za dokumentacijo, odjemalce in strežnike,
• avtomatizacijo testnih primerov.
Dokumenti OpenAPI/Swagger so običajno predstavljeni v formatih YAML ali
JSON in so proizvedeni statično ali dinamično z uporabo aplikacije.
4 Implementacija analitičnih spletnih
storitev
V okviru magistrske naloge so različni analitični algoritmi implementirani v sple-
tne storitve, definirane na enoličen način. Prednosti takega pristopa so razložene
v podpoglavju 2.3.
Vsi algoritmi in funkcije podatkovne znanosti so definirani na nivoju podatkovno-
analitičnih orodij. Ta orodja uporabljajo spletne storitve, ki tečejo lokalno ali
v oblaku. Za dostop do strežnikov so zgrajeni odjemalci v različnih okoljih,
prilagojenih za končne uporabnike. Pregled implementiranih spletnih storitev,
strežnikov, odjemalcev in orodij je prikazan v tabeli 4.1.
Spletne storitve so definirane po standardu OpenAPI/Swagger. API je de-
finiran s pomočjo orodij Swagger Editor in Swagger Codegen, ki sta opisani v
razdelku 4.1.1.
4.1 Razvojna okolja in uporabljena orodja
V nadaljevanju so predstavljena programska okolja in orodja, ki so bila upora-
bljena za izdelavo spletnih storitev, odjemalcev in analitičnih algoritmov.
4.1.1 Orodja Swagger
Orodja Swagger predstavljajo zbirko pripomočkov za implementacijo specifikacije
OpenAPI/Swagger [41]. Popularna izbira je še ReDoc [42], ki ima odzivno
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tri-panelno oblikovanje. Levi panel vsebuje referenčni meni, srednji panel
dokumentacijo in desni primere poizvedb in odgovorov. Najpomembneǰsa orodja












Slika 4.1: Potek dela v zbirki orodij Swagger.
Swagger Editor je prvi odprtokoden urejevalnik, ki je v celoti posvečen
standardu OpenAPI/Swagger. Omogoča ustvarjanje, opisovanje in dokumenti-
ranje API-jev. Kodo se pǐse v formatu YAML ali JSON, ki sta predstavljena v
podpoglavju 3.2. Editor vsebuje tudi primer specifikacije.
Swagger Codegen poenostavi proces gradnje z avtomatiziranim strukturira-
njem in ustvarjanjem osnovne kode strežnikov REST in odjemalcev na podlagi
specifikacij OpenAPI/Swagger ter omogoča neposredno generiranje kode v 26
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programskih jezikih.
Swagger UI (uporabnǐski vmesnik) omogoča vizualizacijo in interakcijo z vme-
snikom API brez poznanja implementacije. Swagger UI se generira avtomatsko
iz specifikacije OpenAPI/Swagger. Vizualno prikazuje dokumentacijo, kar olaǰsa
razumevanje, testiranje in uporabo.
Komentiran primer specifikacije OpenAPI/Swagger je predstavljen v dodatku
A.
4.1.2 Microsoft Azure Machine Learning Studio
Azure ML je integrirano razvojno okolje, ki temelji na grafičnem uporabnǐskem
vmesniku za strojno učenje na oblačni platofrmi Azure [43]. Omogoča hrambo
in pridobivanje podatkov, predpripravo in manipulacijo podatkov, modeliranje in
objavo napovednih modelov. Primerno je za izkušene podatkovne znanstvenike
in tudi laične uporabnike brez znanja programiranja.
Vmesnik Azure ML se deli na več podenot:
• Projekti (ang. projects), kjer uporabnik ustvarja projekte, ki predsta-
vljajo delovni prostor za nadaljnje delo.
• Eksperimenti (ang. experiments), kjer uporabnik s pomočjo blokov
poganja analitične eksperimente (slika 4.2). Bloki vsebujejo že implementi-
rane funkcije, ostaja pa tudi možnost implementacije kode v jeziku Python
ali R.
• Spletne storitve (ang. web services) lahko objavi uporabnik iz ekspe-
rimentov ali beležnic. Azure tudi sam zgenerira kodo v jeziku Python, R
ali C# za odjemalca in definicijo OpenAPI/Swagger, ki se lahko uporabi za
razvoj odjemalcev. Spletne storitve je možno uporabljati tudi z vtičnikom
za Excel.
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• Beležnice (ang. notebooks) ponujajo programiranje Jupyter Notebooks
v okolju Azure. Možna programska jezika sta R in Python.
• Podatkovni nizi (ang. datasets) vsebujejo podatke, ki si jih je uporab-
nik shranil.
• Naučeni modeli (ang. trained models) so zbirka že naučenih modelov
strojnega učenja, primernih za kasneǰso uporabo.
Analitični algoritmi so bili v našem primeru razviti v Beležnicah v programskem
jeziku Python. Nekaj jih je bilo razvitih tudi v Eksperimentih, kjer je bila v
blokih uporabljena lastna programska koda.
Slika 4.2: Primer eksperimenta z osnovnimi bloki.
Prednosti uporabe Azure ML [44]:
• Rešitve so lahko hitro in enostavno uvedene kot spletne storitve (ang. web
service).
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• Modeli tečejo v prilagodljivem in varnem oblaku.
• Integracija z Microsoft Cortana Analytics Suite, ki vključuje masivno po-
datkovno zalogo in procesne zmogljivosti.
• Zmogljivosti se lahko razširi z uporabo jezikov Python in R.
• Analitika je spisana v jezikih R in Python.
• Koda in podatki so shranjeni v varnem oblaku.
Slabosti uporabe Azure ML:
• Zastarelost modulov programskega jezika Python.
• Različne verzije modulov v okolju za poganjanje spletnih storitev in
Beležnicah.
• Togost vhodov in izhodov, ki morajo biti fiksnih dimenzij, kar oteži poda-
janje matrik in vektorjev kot vhod v spletno storitev. Problem se reši tako,
da se vse zapakira v znakovni niz.
4.1.3 Python
Python je poleg R najbolj priljubljen in uporabljen jezik v podatkovni znanosti.
Največje prednosti jezika Python so:
• elegantna in berljiva sintaksa,
• enostavna (interaktivna) uporaba,
• neodvisen od operacijskega sistema,
• premore ogromno uporabnih knjižnic,
• je odprto-koden,
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• premore veliko in raznoliko skupnost.
Pri izdelavi magistrske naloge so bile največ uporabljene naslednje knjižnice
programskega jezika Python:
• NumPy je osnovni paket za znanstveno programiranje v jeziku Python
[45].
• SciPy zagotavlja uporabniku prijazne in efektivne numerične rutine, kot
so numerična integracija in optimizacija [46].
• pandas je odprotokodna knjižnica, ki zagotavlja visoko zmogljive in eno-
stavne podatkovne strukture in orodja za analizo podatkov [47].
• scikit-learn odprtokodna knjižnica, ki vsebuje enostavna in efektivna
orodja za podatkovno rudarjenje in analizo. Zgrajena je na NumPy, SciPy
in matplotlib [48].
4.1.4 Dash
Dash je ogrodje v programskem jeziku Python. Uporablja se za izdelavo spletnih
aplikacij s poudarkom na vizualizaciji podatkov. Uporablja Python Flask, Plo-
tly.js in React.js.
Aplikacije Dash tečejo v spletnem brskalniku. Možno jih je razviti v strežniku in
jih nato deliti z URL. To omogoča, da je Dash neodvisen od platform in primeren
za mobilni prikaz.
Primer razvoja aplikacije v ogrodju Dash je v dodatku B.
4.1.5 Jupyter Notebook
Jupiter Notebook je odprtokodna spletna aplikacija, ki omogoča ustvarjanje in
skupno rabo dokumentov, ki vsebujejo kodo, enačbe, vizualizacije in besedilo.
Omogoča interaktivno programiranje v več kot 40 različnih programskih jezikih.
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Koristen je predvsem v znanstvenem programiranju in se najpogosteje uporablja
za čǐsčenje in pretvorbo podatkov, numerično simulacijo, statistično modeliranje,
vizualizacijo podatkov, strojno učenje [49].
4.1.6 Microsoft Excel
Microsoft Excel (Excel) je program s preglednicami, ki ga je razvil Microsoft.
Vsebuje orodja za numerične operacije in vizualizacijo. Program je zelo razširjen,
a plačljiv. Omogoča izvedbo analitičnih metod brez znanja programiranja. V
programu Excel se lahko tudi programira in sicer v programskem jeziku Visual
Basic for Applications (VBA). VBA omogoča:
• branje podatkov iz tabele Excel,
• pisanje in branje podatkov v želen format (JSON),
• komunacijo odjemalec-strežnik.
Za komunikacijo odjemalec-strežnik je bila uporabljena knjižnica VBA-Web
[50], ki omogoča enostavno delo s kompleksnimi storitvami in API-ji z VBA
v operacijskih sistemih Windows in Mac. Vključuje podporo za preverjanje
pristnosti, avtomatsko pretvarjanje in razčlenjevanje formata JSON in delo z
glavami (ang. headers).
4.2 Razvite spletne storitve
Podpoglavje na kratko predstavi posamezne spletne storitve, njihovo uporabo in
funkcionalnost ter korake v razvoju spletnih storitev.
Pri vseh storitvah se vhodni podatki združijo v zahtevek v formatu JSON, ki se
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pošlje na spletno storitev. Spletna storitev odgovori v formatu JSON. Komuni-
kacija je sinhrona.
Koraki v razvoju spletne storitve so naslednji:
1. Definiranje sheme OpenAPI/Swagger v orodju Swagger Editor.
2. Generiranje ogrodja spletne storitve s pomočjo orodja Swagger Codegen v
poljubnem programskem jeziku. V našem primeru sta bila to Python ali
Java.
3. Razvoj analitičnih metod (v našem primeru) v jeziku Python, okolju Matlab
ali Azure ML.
4. Povezava analitičnih metod z ogrodjem spletne storitve.
5. Testiranje in korekcija delovanja spletne storitve.
V primeru, da je bila spletna storitev implementirana v orodju Azure ML, prvi
in drugi korak nista bila potrebna. Dovolj je bila implementacija analitičnega
algoritma in Azure je sam zgradil spletno storitev in pripadajoči dokument
Swagger, ki je bil sicer pomanjkljivo dodelan.
4.2.1 Predobdelava podatkov
Storitev predobdelave podatkov z izbrano metodo detektira osamelce in jih
nadomesti z manjkajočimi vrednostmi. Nato manjkajoče vrednosti rekonstruira
ali jih izloči, odvisno od zahtevka pri klicu spletne storitve.
Vhodi v spletno storitev so:
• Vhodni podatki v formatu JSON s shemo, opisano v podpoglavju 3.2.
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• Metoda zaznavanja osamelcev, ki se izbere med metodami 3 sigma,
Hampel in kvantilni diagram.
• Način korekcije osamelcev, kjer ima uporabnik možnost izbire med
odstranitvijo osamelcev in nadomeščanjem vrednosti z mediano ali pov-
prečjem.
• Dolžina okna, s katero pri dinamičnem sistemu uporabnik določi število
vzorcev v oknu, na katerem se potem izvaja detekcija osamelcev ali način
korekcije manjkajočih vrednosti. Dolžina okna 0 označuje statičen sistem,
kjer se za izračun uporabljajo vsi podatki.
Izhodni podatki brez manjkajočih vrednosti in osamelcev so enake oblike kot
vhodni.
4.2.2 Normalizacija podatkov
Storitev normalizira izbrane stolpce vhodnih podatkov ter vrne obdelan podat-
kovni niz.
Vhodi v storitev so:
• Vhodni podatki v formatu JSON s shemo, opisano v podpoglavju 3.2.
• Vrsta skaliranja podatkov, kjer uporabnik izbere med standardno (pre-
slikava celotnega podatkovnega niza, da ima le-ta ničelno povprečje in va-
rianco ena) ali normalizacijo med 0 in 1.
• Izpuščeni stolpci, kjer uporabnik določi stolpce brez skaliranja.
Izhodni normalizirani podatki so enake oblike kot vhodni.
4.2.3 Gradnja regresorjev
Storitev zakasni določene signale za določeno število vzorcev in vrne le signale,
določene z regresorji.
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Vhodi v storitev so:
• Vhodni podatki v formatu JSON s shemo, opisano v podpoglavju 3.2.
• Želena zakasnitev določenih signalov, ki se poda v obliki para ključ-
vrednost. Ključ predstavlja ime značilke in vrednost zakasnitev. Vrednost
je lahko tudi seznam vrednosti, torej se lahko signal zakasni za več različnih
časovnih enot.
Izhodni podatki so enake oblike kot vhodni. Vrnjeni podatki vsebujejo le regre-
sorje, podane s strani uporabnika.
4.2.4 Izbira vplivnih spremenljivk
Storitev izbere vplivne spremenljivke s pomočjo korelacijskih metrik, ki jih določi
uporabnik.
Vhodi v storitev so:
• Vhodni podatki v formatu JSON s shemo, opisano v podpoglavju 3.2.
• Metoda, kjer uporabnik lahko izbira med eno ali več korelacijskimi metri-
kami. Možne metode so Pearsonov korelacijski koeficient, Kendallov koefi-
cient korelacije rangov in Spearmanov korelacijski koeficient.
• Izhodni stolpec glede na katerega se računajo metrike.
Izhodni normalizirani podatki so v obliki tabele, ki je zapakirana v formatu JSON.
Tabela prikazuje vrednosti korelacije po metrikah in tudi skupen rang.
4.2.5 Metrike za oceno kvalitete modela
Metrike modela izračunajo raznovrstne metrike kakovosti napovedi modela, ki jih
izbere uporabnik.
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Vhodi v storitev so:
• Vhodni podatki v formatu JSON s shemo, opisano v podpoglavju 3.2.
• Metrike, kjer uporabnik lahko izbira med eno ali več korelacijskimi metri-
kami, ki prikazujejo kvaliteto napovedi. Možne metrike so R2, delež poja-
snjene variance, povprečni absolutni odmik, povprečni kvadratni odmik.
Izhod je tabela z vrednostmi metrik v formatu JSON.
4.2.6 Izbira vplivnih spremenljivk (proOpter.IVS)
Generiran strežnik je izdelan na podlagi zbirke orodij realiziranih v okolju Matlab
[22]. Vhodi v spletno storitev so:
• Vhodni podatki v formatu JSON s shemo, opisano v podpoglavju 3.2.
• Metode, kjer uporabnik lahko izbira med naslednjimi možnostmi:
– Linearna korelacija (ang. Correlation analysis),
– Parcialna korelacijska analiza (ang. Partial Correlation Analysis),
– Korelacija razdalje (ang. Distance correlation – dCorr),
– Skupna informacija (ang. Mutual Information),
– Parcialna skupna informacija (ang. Partial Mutual Information –
pMI),
– Gamma test – GT,
– Analiza variance – ANOVA,
– PLS-VIP (ang. Partial Least Squares – Variable Importance in Pro-
jection),
– Ne-negativni Garrote (ang. Non-negative Garrote – NNGarrote),
– LASSO (ang. Least Absolute Shrinkage and Selection Operator),
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– Regularizacija nevronskega modela in občutljivostna analiza – SA,
– Gradnja modela linearnega v parametrih – LIP.
• Normalizacija podatkov, kjer lahko uporabnik izbere med standardiza-
cijo, normalizacijo na intervalu med 0 in 1 ter brez normalizacije.
• Željena zakasnitev določenih signalov, ki se poda v obliki para ključ,
vrednost. Ključ predstavlja ime značilke in vrednost zakasnitev. Vrednost
je lahko tudi seznam vrednosti, torej se lahko signal zakasni za več različnih
časovnih enot.
Izhod je v formatu JSON: tabela vrednosti izbranih metod IVS.
4.2.7 Gaussovi procesi (GPdyn)
Gaussian-Process-Model-based System-Identification Toolbox for Matlab [51] je
škatla programskih orodij v Matlabu. Uporablja se za identifikacijo dinamičnih
modelov z GP. Spletna storitev krši načelo REST aplikacije, ki naj bi bila brez
stanja. V tem primeru bi namreč morali shraniti različico modela tako, da bi bila
dostopna vsem paralelno delujočim instancam spletne storitve.
Programska orodja so zapakirana v spletno storitev s tremi metodami:
Učenje modela z Gaussovimi procesi
Učenje Gaussovih procesov (ang. Train GP) se uporablja za učenje modela z GP.
Vhodi v spletno storitev so:
• vhodni podatki,
• ID izhodne spremenljivke,
• regresorji,
• število korakov napovedi.
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Kot izhod storitev vrne:
• enokoračno ali večkoračno napoved,
• varianco napovedanih vrednosti,
• unikatno identifikacijsko število modela (UUID).
Napovedovanje vrednosti modela
Napovedovanje vrednosti z Gaussovimi procesi (ang. Predict GP) uporablja že
izdelan model za napovedovanje izhodnih vrednosti na podlagi vhodnih podatkov.
Vhodi v spletno storitev so:
• vhodni podatki,
• parametri modela,
• število korakov napovedi,
• unikatno identifikacijsko število modela (UUID).
Izhodi storitve so:
• enokoračna ali večkoračna napoved,
• varianca napovedanih vrednosti.
Samorazvijajoči model Gausovih procesov
Razvijanje modela Gaussovih procesov je razširitev modeliranja GP na razvi-
jajoče (časovno spremenljive) sisteme. Takšno izvajanje omogoča prilagajanje
modela na tok vhodnih podatkov. Vhodi v spletno storitev so:
• vhodni podatki,
• unikatno identifikacijsko število modela (UUID),
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• parametri modela,
• število korakov napovedi.
Izhodi storitve so:
• enokoračna ali večkoračna napoved,
• unikatno identifikacijsko število modela (UUID).
4.3 Razviti odjemalci
Odjemalci so zgrajeni po standardu OpenAPI/Swagger. S pomočjo orodja Swa-
gger Codegen so generirani v programskem jeziku Python ali Java. Uporabnǐski
vmesniki so zgrajeni v okoljih Dash, Excel, Python ali Matlab. Koraki v razvoju
odjemalca z zbirko orodij Swagger so naslednji:
1. Generiranje ogrodja iz pripadajoče specifikacije OpenAPI/Swagger z orod-
jem Swagger v poljubnem programskem jeziku. V primeru, da to ni možno
(Excel), je razvoj potekal ročno.
2. Razvoj uporabnǐskega vmesnika v ogrodju Dash ali programskih okoljih
Excel ali Matlab.
3. Povezava odjemalca z uporabnǐskim vmesnikom. Branje in priprava vho-
dnih podatkov ter generiranje zahtevka spletne storitve. Branje, obdelava
in prikaz odgovora spletne storitve.
4. Testiranje in korekcija delovanja odjemalca.
4.3.1 Odjemalci v ogrodju Dash
V ogrodju Dash sta bili implementirani aplikaciji v obliki spletnih strani, ki pred-
stavljata nadzorni plošči (ang. dashboard) za klic IVS in predobdelave podat-
kov. Obe imata odjemalca in spletni storitvi implementirani v jeziku Python.
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Strežnika tečeta na Azure ML.
V aplikaciji za predobdelavo podatkov (slika 4.3) uporabnik najprej izbere želeno
datoteko CSV (ang. comma-separated values) ali XLSX (Excel datoteka) ter
določi parametre aplikacije:
• metodo za detekcijo osamelcev (Outlier detection method),
• način korekcije osamelcev (Imputation method),
• dolžino okna (Window length).
Aplikacijo se požene s klikom na gumb RUN, ki izrǐse prvotne (Original data) ter
obdelane (Preprocessed data) podatke.
Slika 4.3: Uporabnǐski vmesnik za predobdelavo podatkov, implementiran v oko-
lju Dash.
V aplikaciji IVS (slika 4.4) uporabnik naloži datoteko CSV ali Excel. Potem
izbere želene metode IVS (Methods) ter določi izhodni stolpec (Target column).
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S klikom na gumb RUN se mu izrǐse interaktivna tabela z izračunami vrednostmi
izbranih metrik.
Slika 4.4: Uporabnǐski vmesnik za IVS, implentiran v okolju Dash.
4.3.2 Odjemalci v programu Microsoft Excel
Pri razvoju odjemalca za Excel ni bilo mogoče avtomatsko generirati njegovega
ogrodja, ker orodje Swagger Codegen ne podpira programskega jezika VBA. Od-
jemalec je bil zato razvit ročno s pomočjo knjižnice VBA-Web. V Excelu je bil
implementiran odjemalec za spletno storitev proOpter.IVS in odjemalec GPdyn.
Oba sta razdeljena na tri zavihke:
• nastavitve (settings),
• podatki (data),
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• rezultati (results) / napovedi (predictions).
4.3.2.1 proOpter.IVS
V zavihku podatki (Data), prikazanem na sliki 4.5, uporabnik vnese vhodne po-
datke. Pozoren mora biti na ustrezna imena stolpcev in indekse vrstic.
Slika 4.5: Excelov uporabnǐski vmesnik za proOpter.IVS: zavihek podatki. Enako
izgleda zavihek za GPdyn.
V zavihku IVS nastavitve (ang. settings, slika 4.6) uporabnik v vrstici IVS
methods izbere želene metode IVS. Z določitvijo argumenta Scaler določi vrsto
normiranja podatkov. Z določitvijo Output ID izbere izhodno spremenljivko.
Regressors po enačbi določa zakasnitve regresorjev. S klikom na gumb Execute
IVS uporabnik pošlje zahtevek na spletno storitev.
V zavihku rezultatov (Results), prikazanem na sliki 4.7, program prikaže od-
govor strežnika. Imena vrstic predstavljajo metodo IVS in imena stolpcev regre-
sorjev.
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Slika 4.6: Excelov uporabnǐski vmesnik za proOpter.IVS: zavihek nastavitve IVS.
Slika 4.7: Excelov uporabnǐski vmesnik za proOpter.IVS: zavihek rezultati.
4.3.2.2 GPdyn
Zavihek za vnos podatkov je pri odjemalcu GPdyn enak kot pri proOpter.IVS
(slika 4.5).
Pod zavihkom Settings uporabnik določi:
• število korakov napovedi,
• ID modela,
• ID stolpca izhoda,
• zakasnitve regresorjev.
Nato s primernim gumbom zažene učenje modela, napovedovanje vrednosti ali
samorazvijajoče modeliranje. Zavihek je prikazan na sliki 4.8.
Zavihek Prediction skriva napovedane vrednosti izhoda – ta se izračuna tako
pri učenju modela kot pri napovedovanju vrednosti.
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Slika 4.8: Excelov uporabnǐski vmesnik za GPdyn: zavihek nastavitve.
4.3.3 Odjemalci v programu Matlab
V primeru postavitve odjemalcev v Matlabu je bila najprej s pomočjo orodja
Swagger Codegen generirana koda Java odjemalcev, ki skrbijo za komunikacijo
s spletnimi storitvami. V Matlabu so bili nato napisani razredi, ki nadgrajujejo
odjemalce v jeziku Java in predstavljajo neposredni uporabnǐski vmesnik v oko-
lju Matlab. Matlabovi razredi skrbijo za inicializacijo razredov v jeziku Java in
pripravo podatkov v ustrezen format. Njihova uporaba poteka po principu ini-
cializacije objekta razreda, ki nato omogoča klic spletne storitve. Za pretvorbo
podatkov v JSON je bil uporabljena odprtokodna knjižnica JSON za Matlab,
imenovana JSONLab [52].
Odjemalci v okolju Matlab so bili izdelani za vse spletne storitve, ki so bile po-
stavljene v Azure ML: preobdelava podatkov, normalizacija podatkov, gradnja
regresorjev, IVS, metrike kakovosti modela.
Primer klica za spletno storitev IVS bi se v okolju Matlab izvedel tako:
ivs = IvsClass(); %inicializacija razreda
ivs.execute(index,X,columns,ivs_methods) %klic WS
index predstavlja indekse podatkov, X matriko podatkov, columns imena stolpcev
vhodnih podatkov, ivs methods predstavljajo seznam metod IVS.
Matlab vrne odgovor tipa struct s celicami:
• Columns, ki označujejo imena skaliranih vhodnih značilk.
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• Index, ki so v tem primeru imena metod IVS in skupen rang.
• Data, ki je matrika vrednosti metrik IVS.
struct with fields:
columns: {’x01’ ’x02’ ’x03’ ’x04’}
index: {’kendalltau’ ’pearsonr’ ’ranks’}
data: [3x4 double]
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5 Primera uporabe spletnih storitev za
analizo proizvodnih podatkov
Prikazana sta primera uporabe razvitih spletnih storitev. Prvi demonstrira im-
plementacijo spletne storitve predobdelave podatkov za realnočasno delovanje.
Drugi prikazuje uporabo razvitih spletnih storitev s stalǐsča uporabe proizvo-
dnega tehnologa.
5.1 Spletne storitve v realnočasnem delovanju
V okviru primera uporabe v realnočasnem delovanju je bila implementirana
spletna storitev predobdelave podatkov. Spletna storitev zazna in rekonstruira
osamelce ter manjkajoče vrednosti v toku podatkov. Tako so podatki pripra-
vljeni na nadaljnjo obdelavo z metodami, ki so sicer občutljive na osamelce in
manjkajoče vrednosti.
5.1.1 Opis procesa in okolja
Za simulacijo industrijskega proizvodnega procesa je bilo izbrano okolje Matlab
Simulink, ki omogoča grafično programiranje za modeliranje, simulacijo in
analizo dinamičnih sistemov.
Storitev predobdelave podatkov je bila izvedena na procesu Tennessee Eastman
[53], ki predstavlja simulacijo industrijske proizvodne skupine Eastman Chemical
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Company. Model temelji na realnem procesu, vendar so bile komponente, kemij-
ska kinetika, procesi in operacijski pogoji modificirani zaradi zaščite podjetja.
5.1.2 Implementacija spletne storitve
Tok podatkov je shematično prikazan na sliki 5.1. Kot vhod v spletno storitev je
bil izbran tok podatkov merilnika podtoka čistilnika (ang. stripper underflow).
Tok je bil brez osamelcev, zato so bili dodani v naslednjem koraku.
Osamelci so bili generirani naključno, ampak ponovljivo. Verjetnost za pojav
osamelca je bila pol odstotna.
Naslednji korak je blok medpolnilnika (ang. buffer). Blok poskrbi, da gre v
spletno storitev želeno število meritev, ki ustrezajo širini okna, na katerem se
spletna storitev izvaja.
Spletna storitev je tekla na strežniku Microsoft Azure in je bila preizkušena z
različnimi načini detekcije osamelcev. Detekcija in rekonstrukcija osamelcev se je





















Slika 5.1: Shema realnočasnega delovanja spletne storitve v okolju Simulink.
5.1.3 Rezultati
V okviru primera uporabe so bile primerjane različne metode zaznavanja osamel-
cev: metoda 3 sigma, Hamplov detektor in kvantilni diagram. Teoretično ozadje
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metod je opisano v razdelku 2.4.1.1. Izbrano je bilo okno dolžine 50 vzorcev.
Za rekonstrukcijo vrednosti na mestih osamelcev je bila izbrana mediana okna
podatkov. Če so med podatki še vedno osamelci, je mediana metoda, na katero
najmanj vplivajo.
Slika 5.2: Primerjava metod zaznavanja osamelcev.
Na sliki 5.2 so prikazani rezultati primerjave različnih metod. Grafi v zgornji
vrstici prikazujejo pokvarjen signal z osamelci (modra črta), ki je vhod v spletno
storitev in popravljen signal, ki je izhod spletne storitve (rdeča črta). Spodnja
vrstica prikazuje signal z osamelci v odvisnosti od originalnega signala (modri
krogi) in popravljen signal v odvisnosti od originalnega signala (rdeči krogi).
Metoda 3 sigma se odreže najslabše, saj ne zazna vseh osamelcev – predvsem
tistih z manǰsimi odstopanji. Problem pristopa je, če želimo slediti časovno spre-
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Tabela 5.1: Primerjava metod za zaznavanje osamelcev.





minjajočemu signalu, to zahtevna ustrezno kratko časovno okno, kar po drugi
strani pomeni povečan vpliv osamelcev na referenčne vrednosti metode. Ham-
plov detektor in kvantilni diagram teh težav nimata, zato delujeta primerljivo
dobro in dosti bolje od metode 3 sigma.
Za primerjavo kakovosti rekonstrukcije signala so v tabeli 5.1 podana pov-
prečja absolutnih razlik med originalnim in rekonstruiranim signalom. Za primer-
javo je zraven podano še povprečje absolutnih razlik med originalnim signalom
in signalom z osamelci.
Vrednosti v tabeli 5.1 potrjujejo ugotovitve, pridobljene iz grafov. Vse metode
uspešno rekonstruirajo signal, s tem, da je metoda 3 sigma očitno slabša od ostalih
dveh. Najbolje se obnese metoda kvantilnega diagrama.
5.1.4 Zaključki
V okviru študija primera je bila prikazana osnovna uporabnost spletne storitve
predobdelave podatkov na realnočasnem toku podatkov. Prednost uporabe sple-
tne storitve je njena enostavnost: poznati je potrebno le shemo vhodov in izhodov
ter podatke ustrezno oblikovati.
Shema JSON ne podpira manjkajočih vrednosti, zato teh ni bilo možno preizku-
siti. To bi se lahko rešilo tako, da shema ne bi bila omejena na številske vrednosti.
Spletna storitev ni primerna za procese z zelo kratkim časom vzorčenja, za pro-
cesiranje 1000 vzorcev namreč porabi 0.5 sekunde s standardno variacijo 0.1. Če
narava signala dopušča, se to lahko kompenzira z dalǰsim oknom.
5.2 Spletne storitve s stalǐsča proizvodnega tehnologa 69
Vektor vhodnih podatkov ne sme biti predolg, saj pri več kot 10000 vzorcih sple-
tna storitev javi težavo s pomnilnikom (ang. memory error). Težavo se lahko
odpravi s postopnim procesiranjem podatkov ali s podvzorčenjem signala.
5.2 Spletne storitve s stalǐsča proizvodnega tehnologa
Prikazan je primer implementacije spletnih storitev v končno orodje, prirejeno
za poenostavljeno uporabo (primerno za npr. proizvodne tehnologe). Primer
prikazuje združitev večine korakov procesa CRISP-DM v avtomatiziran posto-
pek analize in identifikacije modela. Poenostavljen postopek vsebuje malo izbir-
nih parametrov in se lahko ciklično ponavlja. V ta namen je bil razvit končni
uporabnǐski program, ki združuje različne spletne storitve. Te pokrivajo vse po-
membneǰse korake v delu s podatki: normalizacijo podatkov, IVS, modeliranje
in metrike za oceno kvalitete modela. Tako uporabnik v kombinaciji z dobrim
domenskim znanjem lahko izvede celoten proces CRISP-DM.
Namen uporabnǐskega vmesnika je razvoj modela napovedi končne kvalitete pro-
dukta na podlagi vmesnih proizvodnih podatkov. Tako bi se lahko nepravilnosti
ugotavljale že med samo izdelavo produkta.
5.2.1 Opis podatkov in okolja
Uporabljen je bil podatkovni niz 805 vzorcev podatkov, pridobljenih iz realne
proizvodnje. Podatki so sestavljeni iz 36 vhodnih proizvodnih spremenljivk in
merila končne kakovosti izdelkov, ki predstavlja nivo vibracij produkta v delova-
nju. Vse spremenljivke so številskega tipa.
Shema delovanja odjemalca, spletnih storitev in strežnikov je prikazana na sliki
5.3. Uporabnǐski vmesnik odjemalca je bil zgrajen v ogrodju Dash. Ogrodje je
opisano v razdelku 4.1.4, primer razvoja aplikacije pa je opisan v dodatku B.
Odjemalec komunicira s spletnimi storitvami, ki tečejo lokalno (modeliranje z
GP) ali v oblaku (ostale). Analitični algoritmi, ki jih izvajajo spletne storitve,
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Slika 5.3: Shema odjemalca, spletnih storitev in strežnikov v okviru primera
uporabe.
5.2.2 Opis uporabnǐskega vmesnika
Uporabnǐski vmesnik odjemalca je prikazan na sliki 5.4. Povsem zgoraj uporab-
nik izbere datoteko tipa CSV ali Excel in jo naloži v aplikacijo.
Prvi del aplikacije Normalization & IVS izvede normalizacijo podatkov in iz-
biro najvplivneǰsih spremenljivk. Uporabnik tu izbere način normalizacije po-
datkov. Izbira lahko med standardizacijo, normalizacijo med vrednostima 0 in
1 ter brez normalizacije. Potem označi metode IVS ter ime stolpca izhodne
spremenljivke. Na izhodni spremenljivki se normalizacija ne izvaja. Storitev
uporabnik požene s klikom na gumb. Če so vnešeni podatki pravilnega tipa, se
čez nekaj sekund prikaže tabela rangiranih vhodnih spremenljivk. Spremenljivke
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so rangirane glede na povprečje absolutnih korelacijskih koeficientov. Tabela je
interaktivna in omogoča sortiranje po stolpcih.
Drugi del aplikacije se osredotoča na modeliranje in metrike kakovosti modela.
Uporabnik glede na tabelo rezultatov IVS izbere primerno število vhodnih spre-
menljivk, določi metrike kakovosti modela in velikost učne množice v odstotkih.
Po opravljenem modeliranju se v aplikaciji prikaže graf, ki prikazuje napovedane
vrednosti v odvisnosti od pravih. Črna črta prikazuje pozicijo optimalno napove-
danih vrednosti. Graf je interaktiven, kar omogoča enostavneǰso in kvalitetneǰso
vizualno analizo. V levem zgornjem kotu grafa so izpisane vrednosti metrik ka-
kovosti modela.
5.2.3 Rezultati
Rezultati IVS in modeliranja z GP so prikazani na desni strani slike 5.4. Metoda
skaliranja je bila standardizacija, izbrane so bile vse možne metode IVS. Tabela
zgoraj desno prikazuje vhodne spremenljivke z vrednostmi korelacijskih koefici-
entov. Največji vpliv imata spremenljivki Qta dx F in Qta dx 1, ki sta edini
vhodni spremenljivki, ki imata absolutno korelacijo večjo od 0.2. Za nadaljnjih
devet vhodnih spremenljivk je absolutna korelacija približno konstantna in znaša
okrog 0.15. Ostale spremenljivke imajo absolutno korelacijo pod 0.1.
Narejena je bila primerjava metrik kakovosti modela z dvema, enajstimi in pet-
najstimi vhodnimi spremenljivkami. Rezultati so prikazani v tabeli 5.2. Večje
število izbranih spremenljivk prinese bolǰso natančnost, vendar za ceno večje kom-
pleksnosti modela in dalǰsega časa modeliranja - ta pri modeliranju z GP narašča
s tretjo potenco števila vhodnih podatkov.
5.2.4 Zaključki
Aplikacijo odlikuje enostavna izkušnja, primerna za enostavneǰse analitično delo.
Omogoča tudi interaktivno delovanje tabel in grafov, kar olaǰsa raziskovanje po-
datkov. Razdeljena je v dva dela, kar omogoča hitreǰse iteracije.
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Tabela 5.2: Primerjava metrik kvalitete modela za različna števila vhodnih spre-
menljivk.
Število vhodnih spremenljivk 2 11 15
Povprečje absolutnega pogreška 0.89 0.65 0.62
Determinacijski koeficient -0.03 0.38 0.42
Delež pojasnjene variance 0.12 0.44 0.46
Povprečni kvadratni pogrešek 1.07 0.65 0.60
Del aplikacije, ki kliče metode IVS, se izvede v nekaj sekundah. To je še v mejah
potrpežljivosti normalnega uporabnika. Modeliranje z GP traja veliko dlje, za
vse vhodne spremenljivke tudi več minut. Problem sicer ni v aplikaciji, ampak
v spletni storitvi modeliranja z GP, ki je računsko zelo potratna. Možnost hi-
treǰsega delovanja se ponuja v enkratnem nalaganju datoteke in držanju le-te v
bralno-pisalnem pomnilniku. Za hitreǰse delovanje bi se lahko uporabil v primer-
javi z GP računsko manj potraten algoritem. Možna izbolǰsava je še možnost
dodajanja različnih tipov datotek in asinhrono delovanje spletnih storitev, ki bi
bilo primerno za večje podatkovne nize.
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Slika 5.4: Uporabnǐski vmesnik, razvit v ogrodju Dash.
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6 Zaključek
Pristop za integracijo različnih analitičnih okolij v sistem spletnih storitev je bil
razvit z namenom, da približa izvajanje analitike ljudem, ki sicer delajo v proizvo-
dnji. Tako bi proizvodni tehnologi lahko uporabljali analitične spletne storitve,
posebej prilagojene problemu in nivoju njihovega znanja.
V okviru magistrske naloge so bile razvite spletne storitve za predobdelavo podat-
kov, gradnjo regresorjev, normalizacijo podatkov, IVS, metrike kakovosti modela,
IVS (proOpter.IVS) in modeliranje z GP (GPdyn). Analitični algoritmi zadnjih
dveh storitev so bili že prej implementirani v okolju Matlab, ostale smo imple-
mentirali sami v programskem jeziku Python. Spletne storitve in odjemalci so
bili generirani preko orodja Swagger ali v okolju Azure ML. Strežniki spletnih
storitev so bili postavljeni lokalno ali v oblaku Microsoft Azure. Odjemalci so
bili implementirani v jezikih Java, Python, VBA in Matlab ter uporabnǐski vme-
sniki v ogrodju Dash, programih Microsoft Excel in Matlab. Pri implementaciji
spletnih storitev v okolju Azure ML je največjo pomanjkljivost predstavljala fi-
ksna dolžina vektorja vhodnih podatkov. To smo rešili s pretvorbo vseh vhodnih
podatkov v znakovni niz. Preglavice so povzročale tudi nekompatibilne verzije
knjižnic za spletne storitve in v Azure beležnicah, kjer so se razvijala analitična
orodja za spletne storitve. V orodju Swagger teh problemov ni bilo, vendar je
bila implementacija spletnih storitev zahtevneǰsa.
V okviru študije primera je bila spletna storitev predobdelave podatkov pre-
izkušena za realnočasno predobdelavo signala na enem od izhodov procesa Ten-
nessee Eastman. Preizkus je potekal v okolju Matlab Simulink, spletna storitev
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je tekla na oblaku Microsoft Azure. Prikazana je bila osnovna funkcionalnost
delovanja. Glavni težavi sta bili počasnost spletne storitve in nezmnožnost pro-
cesiranja manjkajočih vrednosti. Narejena je bila tudi primerjava modelov glede
na število vhodnih spremenljivk. Najbolje sta delovali metodi Hamplov detektor
in kvantilni diagram. Za študijo primera uporabe spletne storitve s strani pro-
izvodnega tehnologa je bila zgrajena aplikacija v orodju Dash, ki je združevala
spletne storitve normalizacije podatkov, IVS, modeliranja z GP in metrike mo-
dela. Aplikacija je bila testirana na realnih proizvodnih podatkih. Zgradilo se je
več modelov glede na število vhodnih spremenljivk, ki so bili preverjeni z metri-
kami kakovosti modelov. Kompleksneǰsi model z več vhodnimi spremenljivkami se
je izkazal za bolj bolj natančnega, vendar je potreboval preveč časa za praktično
uporabo.
Razvite spletne storitve zaradi pomanjkljivega testiranja ne premorejo dovolj ro-
bustnosti za praktično uporabo, vendar nudijo dobro izhodǐsče za nadaljnje delo.
Vnapreǰsnje poznavanje namena uporabe bi omogočilo implementacijo analitičnih
metod in spletnih storitev, ki bi bile še bolj primerne problemu in znanju končnega
uporabnika.
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V nadaljevanju je opisan primer specifikacije za spletno storitev metrike modela.
Specifikacija opisuje tudi sheme JSON, ki jih zaradi težav s podatkovnimi tipi
v Azure ML ni bilo možno tako podrobno definirati. Zaradi lažje berljivosti je
napisana v formatu YAML.
V prvem delu specifikacije uporabnik določi
• verzijo OpenAPI/Swagger,
• naslov in opis storitve,
• naslov strežnika,
• tip sheme,





description: Web service calculates correlation metrics between













Različne poti določajo različne servise na strežniku. Ukaz execute določa
zagon analitičnega algoritma strežnika. Zraven je tudi swagger.json, ki vrne do-
kument API. Zaradi preglednosti je izpuščen. Execute ima metodo POST, ki
vsebuje:





































Sheme JSON zagotavljajo, da strežnik in odjemalec pošljeta ter prejmeta po-
datke v pravem formatu in obliki. Nekaj definicij je zaradi preglednosti okrnjenih
ali izpuščenih. Na začetku so vse definicije na vǐsjem nivoju; kateri elementi
sestavljajo vhod in izhod. Pri definiciji v Azure ML je pri vhodu običajno upo-
rabljen še argument globalnih parametrov in dodaten izhod, ki vrne tipe napak

















Sledijo sheme JSON za vsak podan parameter posebej. Prva je shema za
vhodne podatke (input data). Knjižnica za manipulacijo podatkov pandas kot
podatkovno strukturo uporablja pandas data frame, ki je matrika podatkov. S
funkcijo jo je možno pretvoriti v format JSON in sicer v imena stolpcev (ang.
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columns), indeks in podatke (ang. data). Vsi so tipa seznam (ang. array).
Elementi seznama columns so znakovni niz in morajo biti nujno ’y’ in ’y pred’
(ukaz enum). Elementi seznama index so cela števila (ang. integer). Elementi

























Vhodna shema metrics mora vsebovati seznam znakovnih nizov z imeni me-
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B Opis gradnje aplikacije v Dashu
Aplikacije Dash so sestavljene iz dveh delov. Prvi del je postavitev (ang. layout)
aplikacije, ki določa izgled aplikacije. Drugi del opisuje interaktivnost aplikacije.
B.1 Postavitev aplikacije
Dash ponuja razrede v programskem jeziku Python za vse vizualne komponente
aplikacije. Tako je postavitev aplikacije hierarhično drevo komponent. Poznamo
dva glavna tipa komponent:
• Komponente HTML, do katerih lahko dostopamo preko knjižnice, ki
ponuja razrede za vse označbe HTML in argumente za njihove atribute.
• Jedrne (ang. core) komponente, kot so kontrolni elementi in grafi.
Primeri kontrolnih elementov so:
– vnos besedila (ang. input),
– drsnik (ang. slider),
– gumb (ang. button),
– potrditvena polja (ang. checkboxes) in ostale.
S komponentami HTML določimo postavitev aplikacije in vanje dodamo jedrne
elemente, ki prikazujejo grafe ali določajo vnose podatkov ali določitev parame-
trov.
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{’label’: ’3 sigma’, ’value’: ’3sigma’},
{’label’: ’Hampel’, ’value’: ’hampel’},
{’label’: ’Boxplot’, ’value’: ’boxplot’}],
value=’3sigma’,
)],
style={’width’: ’25%’, ’display’: ’inline-block’,
’text-align’: ’center’}
)
Primer takega bloka je izbira metode za detekcijo osamelcev. html.Div določi sek-
cije dokumenta HTML. Z argumentom style se določi njegovo postavitev. html.H5
določa naslov sekcije. dcc.RadioItems je jedrna komponenta, kjer lahko uporab-
nik izbere metodo izbire več polj hkrati.
Celotna aplikacije je sestavljena iz podobnih komponent.
B.2 Interaktivnost aplikacije
Aplikacije Dash so interaktivne s pomočjo povratnih pozivov (ang. callbacks).
To so funkcije Python, ki se samodejno sprožijo, ko se spremeni lastnost vhodov.
Poleg vhodov obstajajo tudi stanja, katerih vrednosti se uporabijo kot vhodi za
sproženo funkcijo.







def update_table(_, content, filename, date, methods, target):
...
Z Output se določi izhod povratnega klica, ki je v tem primeru tabela. Input
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oziroma vhod je klik na gumb, stanja pa so naložen dokument upload-data, me-
tode IVS methods ter izhodna značilka target. Povratni klic pokliče funkcijo
update table, ki izrǐse tabelo, ki je prikazana na sliki 4.4. Preden funkcija izrǐse
tabelo, pokliče še spletno storitev, ki izračuna vrednosti za različne metrike IVS,
ki jih je določil uporabnik.
