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Title of the dissertation thesis:
Feasibility study on local elastic strain measurements with an EBSD pattern
cross correlation method in elastic-plastically deforming materials
Aim of the work
This work aims to add to the understanding of two different general
topics; The first topic is of material mechanistic kind and the second is
a methodical question. The materials mechanistic question is: How are
the dominating deformation mechanisms in twinning induced plastic-
ity (TWIP) steels related to localized internal stresses? The methodical
question is: To what extend can we trust the high angular resolution
EBSD (HR-EBSD) cross-correlation method to determine these internal
stresses? The localized stress measurements on TWIP steel seek to an-
swer the following materials mechanistic questions:
1. Qualification: Which micro structural defects interact
2. Quantification: At which stresses do these defect evolve and interact?
Methodology
This work applies mostly the HR-EBSD method on dominantly plastic
deforming TWIP steel alloys. The method is able to measure and ren-
der the elastic strain, for example in strain maps, of sample surfaces.
The first part of this work will be dedicated to the exploration of the oc-
curring errors and parameter dependencies using simulated diffraction
patterns of known stress and source point (Chapter 3). In the second
part of this work, the HR-EBSD method will be applied experimentally
on single- and poly crystal TWIP steel samples (Chapter 4). The meth-
ods applicability and limits will be discussed critically in the light of the
gathered results.
iii
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A B S T R A C T
Title:
Feasibility study on local elastic strain measurements with an EBSD pattern
cross correlation method in elastic-plastically deforming materials
-February 2015-
Rheinisch-Westfälische Technische Hochschule Aachen (RWTH),
Division of Metallurgy and Materials Technology, Central Facility for Electron
Microscopy, Dißertation, Tom Jäpel
Abstract:
This work explores the applicability of a relative local elastic strain imag-
ing method in the SEM: HR-EBSD. The method is based on a Kikuchi
pattern post proceßing. By comparing sub-pixel shifts in a reference
Kikuchi pattern to test patterns the elastic strain and rotation can be
calculated. In the first part of the work, dynamically pattern simula-
tions with well-known geometry are used in order to reveal potential
weak points of the method. Parameters under observation are the preci-
sion of the pattern shift measurement by croß-correlation, the difference
between measured- and imposed strains, region of interest (ROI) size
and position, ROI filter size, simulated pattern reflector number, pattern
noise and binning size, pattern source point coordinate system accuracy
and reference- to test pattern misorientation. In the simulations, the mis-
orientation angle was the most significant influence factor. HR-EBSD
shows an increasing error in streß measurement of up to 100 MPa up to
about 3◦ and can fail ultimately beyond that limit. The misorientation
induced error can be reduced by more than two order of magnitudes
by limiting the croß-correlation to areas of small misorientation only.
The second largest error influence is the pattern center accuracy. With
a careful pattern source point coordinate determination, errors of that
component can be reduced to one-third in measured strain error. In
order to validate HR-EBSD in the experimental case as well electronic
grade silicon material was measured for strain gradients. It is of ut-
most importance to use a correct source point correction, when using
large scans (> 1 micron2 area) because measured elastic strain errors of
up to about 6 · 10−2 can occur (about 980 MPa elastic streß error). For
small scans (< 1 micron2 area) the poßible error is much smaller, but
also given, with about 2.4 · 10−4 in elastic strain measurement error. If
the scan size is small and the source point correction is applied properly
errors in elastic streß measurement of smaller than about 36 MPa can
be expected. Two experiments were conducted on dominantly plastic
v
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deforming TWIP steels. The first experiment, a three point bending ex-
periment, showed robust results of the HR-EBSD method for samples
regions of elastic deformation. All bending steps showed the expected
strain component on the tension and compreßion side on the sample.
The elastically and plastically deformed region could be distinguished
by occurring dislocation slip lines by the ECCI technique. By increasing
the three point bending displacement, the elastic zone was shrinking as
expected. For the first time the HR-EBSD- and ECCI technique were
applied synergetically. The measured elastic strain component profiles
of all bending steps showed the expected linearity in the elastic region
and a non-linearity in the plastically deformed regions. The second ex-
periment captured the moment of twin formation in a polycrystalline
TWIP steel by using standard Hough-based EBSD, ECCI and HR-EBSD
in a tensile tested material. The HR-EBSD measurement supports the
theoretically calculated critical strain neceßary prior twinning of about
2.5 · 10−3 by a measured value of about 2.6 · 10−3 at a grain boundary
triple point. The extending twin flank in the twinned grain shows an
average elevation in elastic strain of about 1.25 · 10−3.
Zusammenfaßung:
Die vorliegende Arbeit befaßt sich mit der Anwendbarkeit einer loka-
len bildgebenden relativen elastischen Dehnungsmeßmethode im Raste-
relektronenmikroskop (REM): HR-EBSD. Die Methode basiert auf einer
Kikuchimusteranalyse nach der Meßung. Durch den Vergleich von sehr
kleinen Bildpunktverschiebungen zwischen einem Test- und einem Refe-
renzmuster können die elastische Dehnung und Rotation von Kristallen
bestimmt werden. Im ersten Teil der Arbeit werden dynamische Mus-
tersimulationen mit genau bestimmter Geometrie verwendet um mögli-
che Schwachpunkte der Methode zu finden. Die untersuchten Parame-
ter hierbei sind die Genauigkeit der Musterverschiebungsmeßung durch
die Kreuzkorrelation, Differenz zwischen gemeßener- und simulierten
Dehnungen, Meßfenstergröße (ROI) und -Position, ROI Filtergröße, si-
mulierte Musterreflektoranzahl, Musterrauschen- und -Größeneinfluß,
Musterkoordinatengenauigkeit und Test- zu Referenzmustermisorientie-
rung. Aus den simulationsbasierten Experimenten konnte geschlußfol-
gert werden, daß die Misorientierung zwischen Test- und Referenzmus-
ter der einflußreichste Faktor auf die Genauigkeit der HR-EBSD Me-
thode ist. HR-EBSD zeigt erhöhte Fehler in der elastischen Spannungs-
meßung von bis zu 100 MPa bei etwa 3◦ Misorientierung und kann bei
weiterer Erhöhung zum kompletten Versagen der Methode führen. Der
Fehler kann jedoch um mehr als zwei Größenordnungen reduziert wer-
den, wenn nur Bereiche kleiner Misorientierung zugelaßen werden in
einer Meßung. Die zweitgrößte Fehlerquelle ist die Musterkoordinaten-
genaugkeit. Bei sorgfältiger Koordinatenbestimmung können Dehnungs-
vi
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meßfehler um etwa eine Größenordnung reduziert werden. Um die HR-
EBSD Methode auch für den angewandten experimentellen Fall zu tes-
ten wurden Testmeßungen an einkristallinen Siliziumproben durchge-
führt. Die Ergebniße zeigen eine starke Fehlerabhängigkeit zur verwen-
den Musterkoordinate. Bei großen Meßbereichen (>1 µm2 Fläche) und
dadurch mit hinreichendem Koordinatenfehler behafteten Meßung kann
ein Dehnungsmeßfehler von bis zu 6 · 10−2 auftreten (entspricht etwa
980 MPa Spannungsmeßfehler). Für kleine Meßbereiche (1 µm2 Fläche)
sind die daher auftretenden Meßfehler sehr viel kleiner und liegen bei
etwa 2.4 · 10−4 elastischem Dehnungsmeßfehler (entspricht etwa 36 MPa
Spannungsmeßfehler). Zwei Versuche wurden an dominant plastisch
verformenden TWIP-Stählen durchgeführt. Das erste Experiment, ein
drei Punktbiegeexperiment, zeigte robuste Ergebniße der HR-EBSD Me-
thode für die elastisch verformenden Probenbereiche. Alle gemeßenen
Biegungßchritte zeigten den erwarten Dehnungsverlauf von Zug- und
Druckzonen auf der Probenoberfläche. Die elastischen- konnten von den
plastischen Bereichen durch die Meßung auftretender Versetzungslini-
en mit der ECCI Methode bestimmt werden. Zum ersten Mal wurden
die komplementären Methoden HR-EBSD und ECCI synergetisch für
eine Meßung verwendet. Im zweiten Experiment wurde die nanoskali-
ge Zwillingsbildung in einem mehrkristallinen TWIP-Stahl durch EBSD,
ECCI und HR-EBSD in einer vorgedehnten Probe beobachtet. Dabei stüt-
zen die HR-EBSD Ergebniße die bisher theoretisch angenommene kri-
tische Zwillingsbildungsdehnung von etwa 2.5 · 10−3 durch einen ge-
meßenen Wert von etwa 2.6 · 10−3 an einem Korngrenzentripelpunkt.
Die Verformungszwillingsflanke zeigt eine elastische Dehnung von et-
wa 1.25 · 10−3.
vii
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1I N T R O D U C T I O N
1.1 historical overview : high mn twinning induced plas-
ticity (twip) steels
High manganese TWIP steels are currently one of the most attractive
materials for structural applications in e.g. the automotive industry. This
is due to their unique combination of strength and elongation as can be
seen in Figure 1.1.
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Figure 1.1: Ultimate tensile strength versus fracture elongation in tension tests for
automotive application steels
The scientific interest dedicated to the field of TWIP steels shows a
significant if not exponentially rise in the recent years. A survey of
scientific publications in the recent years can be seen in Figure 1.2.
In the following a brief overview of the development of high man-
ganese steels to the present grades is shown in Table 1.1.
The driving force to investigate this steel grade is due to the unusual
hardening behavior of the TWIP steels which will be presented in the
following. Figure 1.3 gives an overview of possible room temperature
1
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2 introduction
year High manganese TWIP/TRIP steel development Reference
1881 First metallurgical development of Sir Robert Hadfield with his co-worker
Howe towards Hadfield steels (early high Mn steels)
Hadfield (1888)
1929 Hall and Krivobok describe the microstructure of Hadfield’s steels Hall (1929)
Hexagonal  phase was discovered in Fe 12Mn and Fe 29Mn (wt%) Schmidt (1929-1930)
1935 Chevenard: first who assumed the formation of a harder phase during plastic
straining at room temperature. This was the first step towards understand-
ing the micro structural evolution. He investigated work-hardened Hadfield
steels with thermo-magnetometry
Chèvenard (1935)
1936 Tofaute and Linden showed importance of carbon and manganese contents
to stabilize a solely austenitic micro structure
Tofaute and Linden (1936)
1943 Troiano and McGuire concluded that austenite can undergo two possible
modes of mechanical induced phase transformations: -martensite and α′ -
martensite
Troiano and McGuire (1943)
1952-
1962
observed high strain-hardening in Hadfield steels (in absence of the -
martensite) by X-ray diffraction. Optical micrographs showed planar defects
and suggested the occurrence of mechanical twins
Doepken (1952); Otte (1957);
White and Honeycomb (1962)
1964-
1973
Presence of twinning confirmed by TEM Roberts (1964); Raghavan et al.
(1969); Sastri (1973)
1957 Slip lines in Hadfield steels cross each other without deviation, even after a
severe plastic deformation of about 35%. Conclusion: high strain-hardening
of these alloys due to the planarity of slip. Planarity due to the difficulty
for dislocations to cross slip. Portevin-Le Chatelier (PLC) like effect found in
the low stacking fault energy (SFE) exhibiting material as well as the segre-
gation of carbon to the dislocations. Observed slip bands have been certainly
misinterpreted at that time and are probably mechanical twins Bouaziz et al.
(2011)
Colette et al. (1957)
1971 Interest in alloys containing less carbon and more manganese than Hadfield
steels (e.g. Fe 18Mn 0.5C)
Prause and Engell (1971)
1975 Rémy was the first to assume: twins act as obstacles to dislocation glide.
observed large dislocation pile-ups in front of twin boundaries.
Rémy (1975)
1981 Fe 30Mn 5Al 0.5C shows benefits for cryogenic applications: Tensile strengths
of up to 1200 MPa with 70% elongation reported at T = -196 ◦C. Properties
linked to intense twinning of alloy Kim et al. (1985, 1986)
Charles et al. (1981)
1990’s First set of patents published by Kobe steel (Japan) and Posco company (Ko-
rea)
1993 Modifed composition to achieve intense microstructure twinning at room T
(Fe 25Mn 1.5Al 0.5C 0.1N)
Kim et al. (1993)
1995 second set of patents by Posco
2000 ThyssenKrupp Stahl (Germany) associated with the Max Planck Institute,
Düsseldorf, Germany filed a first patent, followed by French Usinor (future
Arcelor, then Arcelor-Mittal)
Grässel et al. (2000), followed
by Frommeyer et al. (2003);
Jiménez and Frommeyer (2010)
Innovative processes proposed: cast higher alloyed TWIP steels (horizontal
direct strip casting by Salzgitter, Corus)
Car makers patent automotive applications using TWIP steel (Daim-
ler, Honda and Hyundai-Kia)
Table 1.1: History overview of high manganese steel grades
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1.1 historical overview : high mn twinning induced plasticity (twip) steels 3
Figure 1.2: Evolution of the number of publications per year related to TWIP
steels. Data extracted with Scopus (www.scopus.com)
results of tensile tests on steels with different manganese and carbon
contents with the restriction to deform dominantly by dislocation glide
and by the so called twinning induced plasticity (TWIP) effect. In the ta-
ble the Martensite phase transformation induced plasticity (TRIP) effect
dominated steel development is ignored and can be found elsewhere
(Christian, 1969). The data was measured on coarse grained samples
with sizes between 20 and 40 µm as obtained after cold-rolling and re-
crystallization heat treatment.
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Figure 1.3: Engineering stress versus engineering strain curve of tensile tests of
TWIP steels with coarse grains (20 to 40µm) for wide range of carbon
and manganese contents, data reviewed by Bouaziz et al. (2011).
Extensive mechanical twinning was observed as shown in figure 1.4a
(exemplary 22Mn 0.6C is shown) except in a sample exhibiting 30 wt%
Mn. This sample differs in the tensile curve from all others because
no significant twinning was observed by ex-situ TEM. However, well
developed dislocation cells were found as shown in Figure 1.4 b).
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a) b)
Figure 1.4: a) TEM dark-field image of a 50% tensile tested 22Mn 0.6C sample
showing extensive mechanical twinning and b) TEM bright-field im-
age of a 20% tensile tested 30Mn sample showing well developed dis-
location cell-like structure (Bouaziz et al., 2010).
1.2 methodological overview : measurement of strain in
materials
This section will explain, why the high angular resolution EBSD (HR-
EBSD) is the method of choice between the available elastic strain mea-
surement methods. In Figure 1.5 an overview of available stress mea-
surement methods is given, modified and extended similar to Rossini
et al. (2012).
Figure 1.5: Penetration and spatial resolution of various stress measurement
methods, modified and extended similar to Rossini et al. (2012). The
destructive and semi-destructive methods are indicated gray.
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1.2 methodological overview : measurement of strain in materials 5
Most methods are not suitable, because they are destructive, no spa-
tial mapping is possible or these have a too coarse spatial resolution to
resolve micro structural features like nano-scaled twins, dislocations or
other sub-grain sized defects. Hole drilling or milling for example is a
destructive method with a high spatial resolution if a focused ion beam
is utilized. With mechanical drills usually a spatial resolution of more
than about 1 cm2 is achieved. Ultrasound stress measurements also pos-
sess a spatial resolution of more than about 1 cm2, same as lab based
XRD or neutron diffraction. With synchrotron radiation sources a strain
mapping of the full strain tensor is possible but at an information area
size at best of about 3×30 microns specifically for the beamline ID15,
ERSF, Grenoble as stated by Jungwirth et al. (2013). The claimed stan-
dard deviation of the lattice parameters obtained with this method is
±0.001 Å. Digital image correlation (DIC) in the SEM exhibits the pos-
sibility to measure elastic strains but especially higher plastic strains
on surfaces with a step size between 5 and 20 microns as reported
by Carroll et al. (2012) or 1×1×0.2 µm3 smallest strain volumes as re-
ported by Winiarski et al. (2010a,b, 2012). With two dimensional DIC,
however, only the three of nine strain components xx, yy and xy
are measurable. A promising technique to measure strains in the sub-
microstructure level is convergent beam electron diffraction (CBED) in
the TEM to measure strains localized in small areas of the sample with a
resolution of about 5 nm and a strain precision of about 4·10−4 (Brunetti
et al., 2012a). However, as reported by Brunetti et al. (2012b), only nor-
mal elastic strain line scans and no two dimensional mappings of the lat-
tice parameter analysis was implemented so far. Another TEM method,
dark field electron holography exhibits an even smaller step size for
strain measurement of about 1 nm (Wang et al., 2013). Unfortunately
the method only can recover the plane strain components (xx, yy and
xy) similar to TEM CBED. Dark field holography was not tested yet on
materials other than semi conductors. Besides these limitations of both
TEM methods, a cumbersome sample preparation is necessary which ul-
timately change the original strain state significantly into a plane strain
state due to the for electron transmission needed thin sample. A XRD
technique in the SEM, the Kossel cone analysis, can spatially resolve the
full strain tensor to a precision of about 3·10−4 strain (Bouscaud et al.,
2012). The diffraction volume extends to about 4 microns, which is not
suitable for the scales of interest in this work. Unfortunately, the Kossel
technique is not yet developed to an automatic or semi-automatic level
to scan sample areas for a strain mapping. The cross correlation EBSD
technique recovers all the nine components of the strain tensor with a
spatial resolution of about 50 nm similar to the standard Hough space
based EBSD. Cross correlation EBSD is often called in literature high
angular resolution EBSD. The claimed strain precision is reported to be
about 2·10−4 in semiconductors (Wilkinson et al., 2006).
[ May 31, 2015 at 16:47 – classicthesis – Final Draft ]
6 introduction
Due to these benefits in spatial- and strain resolution, ease of use, avail-
ability, non-destructiveness and access to the full strain tensor the HR-
EBSD method is the method of choice for the analysis of localized elastic
strains in high manganese TWIP steels.
1.3 motivation of this work
This introduction highlighted a strong increase in the research activity
dedicated to high manganese TWIP steels during the last five years. This
was motivated by the extraordinary combination of strength and ductil-
ity of these alloys. Details of the involved mechanisms, however, are still
under debate.
The onset of the extraordinary hardening behavior can be approxi-
mately observed in a tensile test in a strain range between 2 and 10%.
The question occurring now is, which microstructural features interact
to the benefit of hardening behavior. A hypothesis of this work is, that
hot spots of localized stresses at interacting micro structural features
play a major role for the mechanical twinning process.
This work aims to add to the understanding of two different general
topics; The first topic is a deformation mechanic- and the second is a
methodical question. The deformation mechanical question is: How
are the dominating deformation mechanisms in TWIP steels related to
localized internal stresses? The methodical question is: To what extend
can we trust the HR-EBSD cross-correlation method to determine these
internal stresses?
The localized stress measurements on TWIP steel seek to answer the
following question:
At which elastic stresses do major defects evolve and interact?
This work applies in most cases the HR-EBSD method on TWIP steel
alloys. The method is able to measure and render the elastic strain,
for example in strain maps, of sample surfaces. The first part of this
work will be dedicated to the exploration of the errors occurring and
parameter dependencies using simulated diffraction patterns of known
stress and source point (Chapter 3). In the second part of this work, the
HR-EBSD method will be applied experimentally on single- and poly
crystal TWIP samples (Chapter 4). The methods applicability and limits
will be discussed critically in the light of the gathered results.
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2.1 mechanical concepts of deformation
In this section basic elastic and elastic-plastic mechanical concepts are
summarized. This compilation does not intended to be complete, but is
giving a brief introduction on the terms and concepts used in this work.
2.1.1 Elastic concepts
For an elastic deformation the shape change of the material is reversible.
The displacement gradient tensor F can be described by the infinitesimal
displacement ~u.
F = grad (~u) =
δu
δx
(2.1)
Information about the rotation and deformation of a material is pre-
sented by F and it can be decomposed into two parts; The symmetri-
cal elastic strain tensor ij (Green-Lagrange strain tensor) and the anti-
symmetrical rigid body rotation ωij. F can be decomposed linearly as
shown by Equation 2.2.
 =
1
2
(
F+ F ′
)
− I
ω =
1
2
(
F− F ′
)
− I
(2.2)
Where I is the identity matrix. F will change the lattice vectors of a cubic
unit cell as
~a = a~i −→ ~a ′ = (I+ F)a~i
~b = a~j −→ ~b ′ = (I+ F)a~j
~c = a~k −→ ~c ′ = (I+ F)a~k
(2.3)
where a is the cubic lattice parameter, ~a, ~b and ~c are the undeformed
lattice vectors, ~a ′, ~b ′ and ~c ′ the deformed lattice vectors, ~i, ~j and ~k are
the orthogonal system vectors of unity length and I the unity matrix
(Villert et al., 2009). F is given in the crystal reference frame. With this
deformation the former cubic unit cell becomes triclinic.
7
[ May 31, 2015 at 16:47 – classicthesis – Final Draft ]
8 literature review
2.1.2 Elastic-Plastic concepts
In the following section the basic concepts of plasticity are explained as
far as they are relevant for this work.
Plastic deformation is the irreversible shape change of material be-
yond the reversible elastic deformation. Whereby the elastic deformation
is inherent to the material even in the plastic dominated deformation.
An unconstrained deformation can introduce local orientation differences
in crystals of a given microstructure due to the local excess of disloca-
tions of one sign of the Burgers vector. This is different to a constrained
deformation (e.g. by fixing the deformation of a body externally), which
creates local crystal rotations without dislocations being stored. A mea-
surement of the spatial distribution of the orientation variation (curva-
ture) can be used to approximate the local state of heterogeneity of de-
formation.
Immobile dislocations can be categorized into two types; Lattice curva-
ture causing geometrical necessary dislocations (GND) and statistically
stored dislocations (SSD). The latter is possible to qualify by a decreased
Kikuchi band slope but or band blurring (by EBSD) or a change in pat-
tern cross-correlation similarity (by HR-EBSD), but so far not quantifi-
able by means of standard EBSD or HR-EBSD. This is because these
methods quantify only rotation or strain so far.
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2.2 methods - scanning electron microscope (sem)
The signal in a scanning electron microscope (SEM) is produced by scan-
ning an electron beam over a sample surface. The resolution of a SEM
is determined by the size of the pear-shaped excitation zone of electrons
close to the sample surface. The achieved physical resolution depends
on the used primary electron beam diameter, the primary electron ki-
netic energy and very much on the signal recorded. High differences
between the achieved physical resolutions can be found e.g. between
X-rays (about 1 µm) and secondary excited electrons (about 1 nm). Elec-
trons excited in the sample material by ionization posses an energy of
few electron volts. These are called secondary electrons (SE). These pos-
sess a much smaller energy (tens of electron volts eV), compared to the
primary electrons (usually in the range of keV). The SE can leave, if they
were not excited deeper in the material than for instance 10 nm from the
sample surface. The intensity of the SE is strongly depending on surface
inclination. This results in topographic contrast of the sample surface.
The so-called back scattered electrons (BSE), originated from the pear-
shaped excitation zone, show an atomic number- and an angle contrast
as well. BSE are primary electrons that have changed in energy and direc-
tion. Areas with a higher atomic number and density backscatter more
electrons, i.e. they appear brighter in BSE contrast micrographs, because
the primary electrons can be deflected with a higher probability. Also
different crystallographic orientations of the same phase may exhibit dif-
ferent brightness in the SEM’s BSE mode. This is due to the dependence
of the scattering probability on the crystal orientation.
2.2.1 Electron backscatter diffraction (EBSD)
For the qualitative analysis of the microstructure of materials diffraction
methods in the SEM are important tools. One of them is the electron
backscatter diffraction (EBSD). The crystal lattice cell can be projected
with the EBSD technique. It is used for the qualitative and quantitative
analysis of microstructures (phases, texture and strain).
In the following only a short condensation of the method will be pre-
sented. More comprehensive reviews of this method were written by
Wilkinson and Hirsch (1997); Dingley (2004); Schwartz et al. (2009).
In a vacuum chamber of a SEM, the primary electron beam can be
scanned stepwise over a sample surface. At every point a so-called
Kikuchi pattern is collected. It is named after Seishi Kikuchi, who in
1928 observed the electron diffraction pattern and proposed a first the-
oretical explanation of it’s main features and their geometry (Kikuchi,
1928). The resulting spherical electron pattern is projected gnomonically
on a tangent plane close by, the phosphor screen. In a gnomonic pro-
jection the tangent points are free of distortions, but it increases rapidly
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away from it. Less than half of the sphere can be projected (maximal
180◦ but usually about 90◦). By the phosphor screen, the electron pat-
tern is converted into a photon pattern. The latter is focused by optical
lenses to a highly light sensitive CCD chip and recorded by a computer
system.
The Kikuchi pattern consists of pairwise and near parallel lines. In
fact they are large hyperbolae and projections of the three-dimensional
diffraction cones cutting the tangent plane of the phosphor. The Bragg
equation, nλ = 2dhkl sinθhkl, can be used to approximate the angular
width of the Kikuchi band edges (θhkl) by the interplanar spacing (dhkl)
for the reflector hkl (Miller indexation).
Usually a two dimensional Hough transform is used to track the posi-
tion of the occurring bands in a recorded pattern (Krieger-Lassen et al.,
1992; Schwartz et al., 2009). A parametrization of the almost straight
Kikuchi lines into points is achieved by ρ = x · sinϕ+ y · sinϕ, where
ϕ and ρ are the angle and length of the line normal, x and y are the
point coordinates in the Hough-space, respectively. The Hough transfor-
mation sums all pixel intensities for the possible lines in the image. An
ideal line in a real space image therefore results in an intensity peak in
the Hough space. Many intensity peaks can then be indexed automat-
ically by matching the measured angles between crystal planes against
theoretical interplanar angles from crystallographic databases.
The phenomenological process of pattern formation is shown in Fig-
ure 2.1 schematically, and consists of mainly two steps (Zaefferer, 2007):
the incoherent scattering of the primary beam electrons and subsequently
a coherent and elastic scattering of electrons. The incoherent scattering
event results in a wide angular scattering range. The coherent scattering
event results in the obtained diffracted crystal lattice information. The
physical spatial resolution of this method is defined by the backscatter
electron interaction volume in the material, the primary beam energy
and the electron beam focus. It can be as small as 100 nm for iron (Zaef-
ferer, 2007) in a modern field emission gun SEM (FEG-SEM).
Between two pairwise and near parallel lines exist an area of high
intensity in the Kikuchi pattern. This contrast is called the Kikuchi band.
Usually, low Miller-indexed planes generate bands of high intensity. The
occurrence of the Kikuchi bands, especially at relatively low electron
voltage ranges (5-30 kV) in bulk samples, can only be explained by the
Bloch wave theory. The latter will be discussed in the following section.
2.2.1.1 Formation of Kikuchi patterns
The formation process can be explained in analogy to a "channeling-
in and channeling-out" model as was shown by Reimer (1998); Wells
(1999); Zaefferer (2007). The "channeling" describes electron waves fo-
cused on various positions within the materials unit cell, resulting in a
coherently scattered electron wave. In this model, the incoherent process
[ May 31, 2015 at 16:47 – classicthesis – Final Draft ]
2.2 methods - scanning electron microscope (sem) 11
Figure 2.1: Schematic of the pattern formation in the back scatter electron diffrac-
tion (EBSD). First, quasi-elastic incoherent scattering (max. 5◦ scatter).
Secondly, incoherent and quasi-elastic scattering (about 90◦ scatter).
Lastly: elastic, coherent diffraction (max. 5◦ diffraction).
(e.g. phonon scattering) creates the large angular distribution of electron
backscattering. The coherent scattering event however, does not create
the large angle backscattering. At maximum an angle of about 5◦ can be
obtained by coherent processes. "Channeling" is not to be mistaken with
a classical model of trajectories of electron particles. Neglecting second
order effects, the intensity of the backscattering is proportional to the
atomic number Z to Z2 (Winkelmann and Vos, 2013). The primary elec-
tron beam is a plane wave. The plane wave interferes with the crystal
planes (coherent scattering) which can be described mathematically as
a superposition of Bloch waves into a Bloch wave field as Winkelmann
and Vos (2013) explains. The coherency to the primary beam wave field
has been lost in the crystal. The Bloch wave field describes the propaga-
tion of the first incoherently scattered electron out of the crystal This is
due to the change of wave field overlap with the atomic nuclei. After the
electron wave field has left the crystal, it continues traveling as a plane
wave field to the detector. The direction of the exiting wave field is de-
tected as light emitting electron-phosphor interaction on the phosphor
screen of the EBSD system (Wells, 1999).
2.2.1.2 Dynamical simulation of Kikuchi patterns
A pure ab-initio simulation of Kikuchi pattern intensities is still complex
Winkelmann et al. (2007). To describe the general occurring features
in a pattern, however, a simplified model can be used like the quantum
mechanical density formalism as proposed by Dudarev et al. (1993). The
major assumption of this model is that the inelastic scattering is treated
independent of the outgoing path. Therefore, the electrons forming the
pattern and the primary electrons have no more coherency. The inelastic
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scattering event is responsible for the sources of diffracted electrons. The
model meets furthermore an assumption of the distribution nB of the
inelastic scattered electrons. nB then is a function of the electron energy,
the depth in the sample at which the electrons have been incoherently
scattered, the scattered electron direction and the primary electron beam
incident angle. The major intensity features of an Kikuchi pattern can
be approximated by small-scale intensity fluctuations of the dynamical
diffraction. The background of such a pattern is dominated by smooth
intensity background of inelastically scattered electrons. The observed
pattern intensity then is the double integral of all inelastically scattered
electrons diffracted with the distribution nB over the energy range from
the primary electron energy down to zero and over the sample thickness.
With the Bloch wave theory it is possible to integrate the effect of dif-
ferent wave emitters (atoms) in a unit cell from various sample depths
because the wave function of the whole crystal is obtained for perfect
crystals. The use of this method is described elsewhere (Humphreys,
1979; Spence and Zuo, 1992). Only the most important ideas will be sum-
marized here. In the simplest case only two Bloch waves are considered
inside a crystal. These two are superpositioned in the crystal and have
the wave vectors k(j). A schematic of the model as it is implemented by
Winkelmann et al. (2007) is given in Figure 2.2.
Figure 2.2: Schematic model of the dynamical pattern simulation. Adapted from
Winkelmann et al. (2007).
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In order to solve the wave function Ψ the expansion coefficients cj and
C
(j)
g , as well a k(j) must be found. Then the inelastic scattering process is
coupled to the modulated probability amplitude Ψ. The solution to this
problem is an eigenvalue method and scales withN3 with the number of
the included reflecting planesN. In order to create large angle simulated
patterns of sufficient quality a high number of reflecting planes is usu-
ally taken into account (about 1000). This leads to long computational
times. This is overcome by another simplification, the Bethe perturbation
scheme. In principle it approximates weak beam influences without in-
creasing the mathematical problem by selecting strong and weak beams
by their structure factor and excitation error.
By the Bloch wave theory, one can quantify the diffraction induced
changes for the probability of an electron to leave the crystal from a ran-
dom position in the unit cell. The probability is very high for backscat-
tered electrons to start from the positions of the atoms. In this model
the intensity Idyn = Ψ ·Ψ∗ is calculated from the probability densities Ψ
and Ψ∗ of two Bloch waves at the atom positions. The intensity is then
given by Rossouw et al. (1994) in Equation 2.4 to
Idyn ∝
∑
n,ij
Z2nB
ij(t)
∑
g,h
C
(i)
g C
(j)∗
h × fDB · ei(g−h)·rn (2.4)
were n is the number of the included reflecting planes, Z is the atomic
number, Bij(t) is Bloch wave field integrated over depth t, C(i)g and
C
(j)∗
h are eigenvalues of the Bloch waves i and j with ~g and ~h being
the reciprocal space vectors of the lattice. fDB is the Debye-Waller factor
and rn are the nuclei positions. With this, the backscatter pattern can be
approximated for each point of the unit cell resulting each in a defined
wave vector direction.
2.2.2 Cross correlation based EBSD strain measurement
In the following section a condensed theory of the cross-correlation
based EBSD strain measurement is given. In the literature of the related
communities one can also find that the method is called High angular res-
olution EBSD (HR-EBSD) and Wilkinson method. The latter name is used
to indicate the main inventor of this method Angus Wilkinson (Wilkin-
son et al., 2006). In general the method is based on the cross-correlation
of small regions distributed over the wide angular Kikuchi pattern in
order to determine small shifts between a reference and a test pattern.
Because the method is based on a comparison between two patterns, the
result is always a relative elastic strain and rotation. In other words,
only the strain and rotation gradients can be determined absolutely. The
image intensity cross-correlation is reported to recognize sub-pixel shift
of about 1/40th of a pixel or better (Wilkinson et al., 2009) by image
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intensity interpolation. This translates to a theoretical strain sensitivity
of about 10−4. The theory shown in this chapter uses a very similar
approach as that taken by Wilkinson et al. (2006).
2.2.2.1 Measuring shifts in Kikuchi patterns by cross-correlation
In Figure 2.3 a schematic principle is shown of the influence of elastic
strain on a Kikuchi pattern and the occurring intensity shifts in low
indexed zone axes.
The method is based on the measurement of shifts of zone axes in
the reference pattern versus the same in the test pattern by a shift vec-
tor −→q . The shift vector −→q components, qx and qy, are measured in
the plane of the phosphor screen (pattern reference coordinate system).
In the cross correlation implementation, the shifts of the zone axes are
measured by means of regions of interest (ROI). These are widely an-
gularly spaced in the pattern. The ROIs are then probed for a simple
translational shift (qx and qy). Inaccuracies will occur in case a signif-
icant ROI rotation or skew is present. Possible rotations or skew com-
ponents are not measured in the classical method. The implemented
cross-correlation is based on a fast Fourier algorithm. The ROI size is
therefore limited to 2n× 2n pixels, n being an integer. A sub-pixel Gaus-
sian interpolation of the correlation peaks is used to achieve a sub-pixel
shift sensitivity of about 0.02 pixels (Chevalier et al., 2001; Wilkinson
et al., 2006). A normalized cross-correlation function χ is implemented
as shown in Equation 2.5.
χ =
∑
ROIref ·ROItest√∑
ROI2ref ·ROI2test
(2.5)
where ROIref is the fast Fourier transform of the reference ROI and
ROItest is the equivalent of the tested ROI. In order to reduce aliasing
effect in the Fourier space a Hamming window is applied to the ROIs.
f(x,y) = cos
(pix
N
)
cos
(piy
N
)
(2.6)
where N is the ROI pixel size and the x and y origin coordinates are
at the ROI center. The shift vector is obtained by tracing the maximum
intensity coordinates in the Fourier domain of the cross correlation prod-
uct of reference and test pattern in each individual ROI. The measured
shift vectors −→q are given relative to the center of each ROI as an ap-
proximation. Additionally the influence of the primary electron beam
shift relative to the detector can be corrected for the beam shift while
scanning. For the measured shifts −→q the calibration is given by (Britton,
2010) to
−→q ≡
[
qx
qy
]
=
− 1η (∆ρx − (PCx−Rx)∆ρycosαPCz )
−
∆ρy
η
(
sinα− (PCy−Ry)cosαPCz
)
 (2.7)
[ May 31, 2015 at 16:47 – classicthesis – Final Draft ]
2.2 methods - scanning electron microscope (sem) 15
Figure 2.3: Schematic of the pattern intensity shifts in four low indexed zone axes
between a) a elastically strain free and b) elastically strained crystal.
Here unrealistically high shifts are shown in order to understand the
process. Usually the translational shifts q in the patterns are in the
subpixel range. It is possible to detect 1/40th of a pixel shift by cross-
correlation image intensity interpolation.
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where η is the detector pixel size in microns, ∆ρ the distance between a
measured pattern on the sample surface and the location of the reference
pattern on the sample in microns, PCx, PCy and PCz are the pattern
source coordinates (pattern center) and α the sample tilt angle towards
the phosphor screen normal (usually 70◦).
As an estimate of the zone axis tracking error resulting from cross cor-
relation, the normalized mean ROI cross correlation peak height (PH)
can be calculated. The mean stands for the average correlation quality of
all the ROI’s in a tested pattern versus the reference pattern’s ROI’s. It’s
value ranges from one (autocorrelation of the reference pattern) to zero
(no correlation). Usually a PH smaller than 0.3 indicates already a com-
plete decorrelation of test and reference pattern (Wilkinson et al., 2009).
For very similar ROI pattern contents, the absolute PH value difference
to one (|1-PH|) can be useful. Higher numeric values of |1-PH| indi-
cate a higher qualitative error in zone axis tracking. PH gradients can
occur due to a change in brightness across the EBSP (i.e. shadowing at a
surface step) or due to the presence of lattice- or sample surface defects.
The latter can blur or occlude the Kikuchi pattern (Britton and Wilkin-
son, 2012).
2.2.2.2 Linking the measured shifts to elastic strain
The aim is to gain access to the displacement gradient tensor F between
the reference and the test pattern. F is defined as F = ∇⊗−→u (−→x ), with−→u being the displacements or explicitly by
F− I =

δu1
δx1
δu1
δx2
δu1
δx3
δu2
δx1
δu2
δx2
δu2
δx3
δu3
δx1
δu3
δx2
δu3
δx3
 (2.8)
with I being the identity matrix. The maximal elastic strain in most ma-
terials is small compared to plastic strains or rotations. Because of that,
one can assume an infinitesimal small strain framework. This allows a
simple linear decomposition of the F into elastic strain by
elastic =
1
2
(
F+ F ′
)
=

δu1
δx1
1
2
(
δu1
δx2
+ δu2δx1
)
1
2
(
δu1
δx3
+ δu3δx1
)
1
2
(
δu2
δx1
+ δu1δx2
)
δu2
δx2
1
2
(
δu2
δx3
+ δu3δx2
)
1
2
(
δu3
δx1
+ δu1δx3
)
1
2
(
δu3
δx2
+ δu2δx3
)
δu3
δx3

(2.9)
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and the rigid body rotation is decomposed from F linearly by
ωrotation =
1
2
(
F− F ′
)
=

0 12
(
δu1
δx2
− δu2δx1
)
1
2
(
δu1
δx3
− δu3δx1
)
1
2
(
δu2
δx1
− δu1δx2
)
0 12
(
δu2
δx3
− δu3δx2
)
1
2
(
δu3
δx1
− δu1δx3
)
1
2
(
δu3
δx2
− δu2δx3
)
0

(2.10)
Figure 2.4 shows how an arbitrary strain changes the direction of a lattice
vector −→r of an unstrained crystal (blue) into a strained crystal lattice
vector (red) to −→r ′. Both vectors have their origin in the pattern source
point coordinates, also known as pattern center and detector distance DD
between source point and phosphor screen,
Figure 2.4: Schematic of the pattern intensity shift q in one zone axis between,
blue: a elastically strain free and, red: elastically strained crystal
and its geometrical relation to the strain free lattice vector r and the
strained lattice vector r’ and Q, the out of plane vector difference.
where the displacement vector
−→
Q is defined as
−→
Q = −→r ′ −−→r (2.11)
The displacement gradient tensor F is related to
−→
Q by
−→r ′ = F · −→r (2.12)
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and
−→
Q = (F− I)−→r (2.13)
which can be extended into a system of three equations byq1q2
q3
 =

r1
δu1
δx1
+ r2
δu1
δx2
+ r3
δu1
δx3
r1
δu2
δx1
+ r2
δu2
δx2
+ r3
δu2
δx3
r1
δu3
δx1
+ r2
δu3
δx2
+ r3
δu3
δx3
− λ
r1r2
r3
 (2.14)
where λ is an unknown scalar which can be eliminated to the following
two equations (Wilkinson et al., 2006) with eight variables,
r3q1− r1q3 = r1r3
[
δu1
δx1
−
δu3
δx3
]
+ r2r3
δu1
δx2
+ r23
δu1
δx3
− r1r2
δu3
δx2
− r21
δu3
δx1
(2.15)
and
r3q2− r2q3 = r2r3
[
δu2
δx2
−
δu3
δx3
]
+ r1r3
δu2
δx1
+ r23
δu2
δx3
− r1r2
δu3
δx1
− r22
δu3
δx2
(2.16)
To solve the two equations, the shift vector −→q of at least four inde-
pendent zone axis need to be measured and compared between the two
patterns. However, normally the measurements are conducted with a
much higher number of ROI’s (15-50) to achieve a more robust solution
of the displacement gradient tensor F by a least square fit. The fit re-
duces the error of the solution and provides a measure of quality of the
measurement. This is achieved by using the best fit-able solution of F of
the given set of measured shifts to calculate the expected shift of each
ROI in the pattern. The resulting absolute difference between the ex-
pected and the measured shifts can then be averaged for every pattern.
The average value gives the so-called mean angular error of the mea-
surement. As a practical interpretation of the MAE, the value should be
below the measured strains and rotations. Then the data error is below
the noise limit of the method (Wilkinson et al., 2009).
The resulting matrix elements of F − I by the least square fit of all
measured ROI shifts between the reference and the tested pattern are
F− I =

− δu1δx2
δu1
δx3
δu2
δx1
− δu2δx3
δu3
δx1
δu3
δx2
−
 , [δu1δx1 − δu3δx3
]
and
[
δu2
δx2
−
δu3
δx3
]
(2.17)
or translated to the matrix elements of the elastic strain approximation:
ij =
1
2
(
δui
δxj
+
δuj
δxi
)
=
 − 12 1321 − 23
31 32 −
 , [11 − 33] and [22 − 33] .
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(2.18)
From this it can be seen, that the method cannot provide information
about the hydrostatic components of the strain tensor 11, 22 and 33.
2.2.2.3 Recovering normal strains
The reason for that is shown exaggerated by Figure 2.5 A change in
Figure 2.5: Schematic of the pattern intensity shifts in case of a pure hydrostatic
unit cell strain (no translational shifts).
the lattice parameter does not change the angles between the zone axes,
hence no shift is created in the Kikuchi patterns. Only the Kikuchi band
width changes accordingly. This change, however, is not tracked by the
cross-correlation method.
To overcome the lack of the hydrostatic strain components in the so-
lution, a boundary condition is set; Due to the very close excitation of
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the backscattered electrons to the sample surface of about 10 to 20 nm,
it is reasonable to assume the stress component normal to the surface to
be relaxed (σ33 = 0). By reformulating Hooke’s law (σij = Cijkl · kl),
another equation is obtained to gain access to the normal strain compo-
nents by
33 = −
C13 (11 + 22)
C33
(2.19)
and solve Equation 2.18 (Wilkinson et al., 2009). Then all nine strain
components (six independent in the cubic case) are accessible by the
cross-correlation method. During the optimization however σ33 is only
close to zero, but at minimum about two orders of magnitude smaller
than any other component (Villert et al., 2009). After the successful opti-
mization procedure ij andωij can be calculated from F by Equation 2.2
(page 7).
It is worth mentioning, that the shifts of the ROI’s are measured in
the reference frame of the phosphor screen and are translated easily into
the reference frame of the scan or sample by Equation 2.7. The elastic
modulus or stiffness tensor Cijkl, however, is always given in the crys-
tal reference frame. In order to translate Cijkl in the sample frame of
reference (or kl in the crystal reference system) the knowledge of the
absolute orientation of the crystal towards the sample frame is neces-
sary. The absolute orientation is so far obtained by standard Hough-
based EBSD and is therefore coupled with an error in precision higher
(about 1◦) than provided by the relative rotation precision of the cross
correlation method (about 0.002◦). Additionally, it is possible that for
complex alloys or solid solutions the stiffness tensor may not be avail-
able. Due to these to facts, it is very likely, that in case of an inaccurate
EBSD orientation measurement and/or an unknown stiffness tensor the
approximated normal strains are not of the same accuracy as the more
directly measured elastical shear components.
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2.2.2.4 Reported results of the Wilkinson method
The Wilkinson method, as implemented in the user friendly software
package CrossCourt 3, is utilized by several authors in the field to mea-
sure local elastic stresses for a variety of materials. The measured max-
imum stresses of six different publications are shown in Figure 2.6 for
mainly brittle behaving material as silicon and silicon germanium. In or-
der to evaluate the validity of the reported measured values one could,
as a very rough estimate, use the elastic limit of the materials as they
are reported in the literature. The measured elastic stress values in these
publications should not exceed the elastic limit of the given material by
several multiples. Stresses above that limit should lead to failure most
probably due to cracking of these brittle materials and are therefore not
to be expected. Exactly this can be observed in the literature analysis in
Figure 2.6, All the reported elastic stress values are significantly smaller
than the reported fracture strength.
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Figure 2.6: Literature analysis of measured stress values by the Wilkinson cross correlation method for silicon and silicon germanium. green bars:
reported fracture strength of the materials, blue: measured maximum stresses reported.
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A quite different picture exists analyzing the in the literature reported
cross-correlation measured maximal elastic stress values for material
which rather deform by the creation or motion of defects like in met-
als. A meta analysis of the literature is given by Figure 2.7. Herein it is
seen that all but one group report measured elastic stresses which are
several times higher values than values that can be expected from the
macroscopically determined yield limit of the respective material. It is
yet not clear in the literature, whether locally elastic strains could exceed
the macroscopical yield strength limit (in e.g. a tensile or compression
test). But as a first approximation, the yield strength limit can be used
to compare the elastic behavior of difference materials. The applied hy-
pothesis is that elastic strain only can accumulate in grains up to the
yield point. Beyond, these are released and reduced by plastic effects.
The group which reports lower values actually uses an improved im-
plementation on the basis of the cross correlation method. This fact
shows that the cross correlation method can only be used within certain
limits on metallic materials, which deform predominantly elastic-plastic.
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Figure 2.7: Literature analysis of measured stress values by the Wilkinson cross correlation method for alloys.
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2.2.2.5 Concluding: application of HR-EBSD
In the section above, limits of the cross correlation-method were revealed
for the application on metals. However, the fact that certain groups
could apply the method on metallic materials successfully shows, that
these limits can be overcome with experimental care and a detailed
knowledge of the method. These approaches will be discussed in de-
tail and quantified later in this work. As well the influencing parameters
and error sources will be identified and explored in detail. With the gain
in knowledge about the method, it is then possible to achieve valuable
micro structural information by valid local elastic strain and stress data
sets.
2.2.3 Electron channeling contrast imaging (ECCI)
When a primary electron beam scans across the surface of a crystalline
specimen, the interaction between the primary electrons and a specific
crystal depends on it’s orientation (Schulson, 1977; Joy et al., 1982; Wilkin-
son and Hirsch, 1997; Crimp, 2006). If the backscatter electron signal
from the specimen is detected, the grains will appear with different
brightness due to their different orientation. The technique is named
electron channeling contrast imaging (ECCI). It images near surface crys-
tal defects in favorably oriented bulk samples in the SEM (Wilkinson
et al., 1993).
Since the electron channeling phenomenon in SEM was detected in
1967 by Coates (1967) and first applied in 1973 by Joy and Brooker (1973)
for the characterization of subgrains in deformed stainless steel, some
work has been done in using the electron channeling contrast imaging
(ECCI) technique. The method was implemented for the investigation of
dislocation arrangements in various materials such as non-metallic and
metallic specimens as given in Table 2.1.
To summarize the contrast mechanism created by ECCI, a simple ex-
ample of two coherent crystals shall be assumed. In this example the
contrast between a twin (crystal 1) and the perfect austenitic TWIP steel
matrix (crystal 2) will be explained in the following. If the diffraction
conditions are set optimal in the Bragg-condition for one of these crys-
tals, the electrons are channeling deep into the crystal bulk, yielding a
low number of back scattered electrons to reach the detector. At this
point the ECC image remains dark. In case that in the other crystal the
diffraction is out of the Bragg-condition, electrons are not channeled, but
most are rather backscattered. In the ECC image this area would appear
bright. This is only a simple explanation model. A more rigid explana-
tion of ECCI, based on the Bloch wave theory of electrons, can be found
in Zaefferer and Elhami (2013).
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materials observed by ECCI Reference
GaN Picard et al. (2009)
Si1−xGex on Si substrate Wilkinson et al. (1993)
Ti-6Al-4V Gilbert and H.R. (1994)
NiAl Ng et al. (1997, 1998)
FeAl Crimp et al. (2001)
γ-TiAl Simkin et al. (2003a,b)
Ti (commercially pure polycrystalline) Crimp et al. (1999)
Cu (single crystal) Li et al. (2004); Vinogradov et al.
(2009)
Cu (commercially pure polycrystalline) Kaneko et al. (2005b); Khatibi
et al. (2010a); Kwan and Wang
(2010)
Al (commercially pure polycrystalline) Klein et al. (2001); Khatibi et al.
(2010b)
Fe (austenitic stainless steel) Kaneko et al. (2005a)
Fe (TWIP/TRIP), Fe 16Cr 7Mn 8Ni, Fe
16Cr 6Mn 6Ni (wt.%)
Glage et al. (2010); Weidner et al.
(2010)
Fe (TWIP), Fe 22Mn 0.6C (wt.%) Gutierrez-Urrutia et al. (2009,
2010); Gutierrez-Urrutia and
Raabe (2011, 2012b); Steinmetz
et al. (2013); Gutierrez-Urrutia
and Raabe (2013b)
Fe (TWIP), Fe 30.5Mn 2.1Al 1.2C (wt.%) Gutierrez-Urrutia and Raabe
(2012c, 2013a)
Fe (TWIP), Fe-3Si (wt.%) Gutierrez-Urrutia and Raabe
(2012a); Eisenlohr et al. (2012)
Table 2.1: Overview of materials observed by ECCI
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2.2.3.1 Summarizing the ECCI technique
ECCI has been established for over two decades and was shown to be
powerful for the qualitative and quantitative description of defect pat-
terns on a mesoscopic scale, it has found a wide application (Zaefferer
and Elhami, 2013). By TEM and ECCI technique single defects in a crys-
talline material can be detected, qualified and quantified. ECCI addi-
tionally allows the observation of whole clusters of defect patterns over
the macroscopic section of the specimen, especially at specific sites such
as in the vicinity of grain boundaries, cracks or deformation bands.
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2.3 material - high manganese steel
A detailed literature review of the microstructure and mechanical prop-
erty relations will be presented in the following chapter. This will in-
clude plasticity mechanisms, strain-hardening, yield stress and texture
effects. This work will not include fracture and fatigue related topics
on this material which can be found elsewhere (Hamada et al., 2009;
Hamada and Karjalainen, 2011; Dai et al., 2010; Niendorf et al., 2010).
This is done to limit the focus of this thesis to smaller scale microstruc-
tural features and their internal stress relations.
The subsequent part of this literature review will be motivated more
methodologically. In this, the utilized techniques and their latest devel-
opment will be described as used in this work.
During the last decade, high manganese austenitic FeMnC steel have
been the object of intense scientific activity to understand the complex
and multiple basic deformation mechanisms which explain their excel-
lent mechanical performance for structural applications Bouaziz et al.
(2011). These combine high strength, about 700 MPa ultimate tensile
strength, with a high ductility, with up to 95% elongation to failure.
This is attributed to a high strain hardening rate (Grässel et al., 2000;
Frommeyer et al., 2003; Ueji et al., 2008).
2.3.1 Plastic-elastic mechanisms and stacking fault energy
This section will review the unusual plastic-elastic mechanisms of this
material class and aims to help to understand their complex interac-
tions. The main explanations for the favorable balance between flow
stress and ductility of TWIP steels as reported in the literature are: a) the
occurrence of deformation mechanisms besides dislocation glide (Allain,
2004; Kim et al., 2010) and b) an atypical dynamic strain aging mecha-
nism (DSA) (Bouaziz et al., 2011).
The composition and deformation temperature determine the stack-
ing fault energy (SFE). Depending on the SFE the triggered mechanisms
are either - or α′-martensite (TRansformation induced plasticity, TRIP),
mechanical twinning (TWinning induced plasticity, TWIP) and/or dislo-
cation glide (SLIP). Both the TRIP and TWIP effect can occur simultane-
ously (Ding et al., 2006). These deformation mechanisms are competitive
to dislocation glide. The resulting microstructural feature morphology
of both TWIP and TRIP are also comparable, as they form platelets of a
few tens of nano meters thickness. Figure 2.8 shows for example TEM
micrographs of a deformed Fe 22Mn 0.6C (in wt%) microstructure at a)
77 K, resulting in -martensite and b) at room temperature, leading to
mechanical twinning (Allain, 2004). The different temperatures cause a
difference in SFE at the same chemical composition of the material.
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Figure 2.8: Dark-field TEM micrographs of a Fe 22Mn 0.6C (in wt%) deformed mi-
crostructure at a) 77K, resulting in -martensite and b) at room tem-
perature, leading to mechanical twinning. These features have been
highlighted using selected area diffraction (SAD) in inverted contrast
mode as in Allain (2004)
2.3.2 Stacking fault energy (SFE)
Both mechanisms, TWIP and TRIP, are closely linked to the SFE. It con-
trols the energetic cost for creating stacking faults (SF’s) defects and
their dissociation distance between their bounding partial dislocations
(Ferreira and Müllner, 1998; Karaman et al., 2000; Byun, 2003; Curtze
et al., 2011).
An intrinsic stacking fault is produced by removing a plane in the
<110> projection of the fcc lattice. The border of this two-dimensional
defect in a crystal is of edge dislocation type. The dislocation Burgers
vector is ~bShockley = a6 < 112 > and called Shockley partial dislocation.
The Burgers vector is not a translational vector of the lattice and there-
fore the resulting dislocation is called partial dislocation.
A perfect dislocation split into Shockley partials is still able to glide on
the same glide plane as the perfect dislocation. Thus the stacking fault
is able to move and can also change its length (Christian and Mahajan,
1995). For Frank type partials this is not the case because a Frank loop
can only move on its glide cylinder. Changing the loop length would
involve the absorption or emission of point defects.
The formation of intrinsic stacking faults enables twinning as a com-
petitive mechanism to occur besides dislocation glide. The cost of twin-
ning then had become sufficiently low. So far, no clear consensus could
be found about the dislocation reactions at the onset of twin nucleation.
However, many models exist (Venables, 1962; Mahajan and Chin, 1973;
Christian and Mahajan, 1995; Idrissi et al., 2010). TEM in-situ experi-
ments by Idrissi et al. (2010) suggest a nucleation mechanism which is
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controlled by a pole mechanism, as it was proposed by Cohen and Weert-
man (1963) or Miura et al. (1968). The twin growth is controlled by the
pole mechanism, as proposed by Venables (1962).
At even lower temperatures, the -martensite formation on deforma-
tion (TRIP) replaces gradually the deformation twinning mechanism
(TWIP). This transition is sustained by change of the stacking fault mode
from intrinsic (TWIP) to extrinsic (TRIP) to serve as nucleus in these
processes (Christian, 1969). An SF produced by adding an octahedral
plane in the <110> projection of the fcc lattice is called extrinsic- or
double stacking fault. The plane is stacked incorrectly with respect
to the planes on either side of the fault (Abbaschian et al., 2010). The
created defect is called Frank partial dislocation. Its Burgers vector is
~bFrank = ±a3 < 111 >. The Burgers vector ~bFrank is no translational vec-
tor of the lattice. Additionally, a Frank dislocation is sessile and cannot,
different to a Shockley dislocation, create a defect by movement. An
extrinsic SF could be formed by the precipitation of interstitial atoms
on an octahedral plane (Abbaschian et al., 2010). It is also possible to be
formed by the slip of Shockley partial dislocations, which would assume
that this type of slip occurs on two neighboring planes (Hirth and Lothe,
1982).
The intrinsic and extrinsic stacking faults are shown in a fcc supercell
consisting of 53 unit cells in Figure 2.9. In a), one unit cell is highlighted
by a white overlay. Red, blue and green marked atom positions indicate
the three layer stacking types A, B and C respectively. In c), the intrinsic
stacking fault, an A-type layer (red) is missing compared to the perfect
crystal. In b), the extrinsic stacking fault, an A-type layer (red) is added.
So far, no direct thermo dynamical link was found between the SFE
and the also occurring α′-martensite transformation (Schumann, 1972;
Karaman et al., 2000; Grässel et al., 2000; Ding et al., 2011).
The first attempt to correlate the chemical composition to the occur-
rence of the different deformation mechanisms in this material system
was done by Schumann (1972). This researcher developed the first ex-
perimental phase stability map of the stable austenite domain at 20◦C
(room temperature), because austenite is usually metastable at that tem-
perature. It is showing the chemical sensitivity of ternary FeMnC steels
to the deformations mechanisms TWIP, TRIP and SLIP. This early work
was based on x-ray diffraction results (XRD). Herein the occurrence of
twinning could not be identified, because the twinned part of the x-ray
coherently scattered volume was below the detection limit at that time.
Thus, the early model only describes the occurrence of the TRIP effect.
Since then, many authors tried to develop more complex relations be-
tween the chemical composition, SFE and different deformation mecha-
nisms. The critical value for the stacking fault energy is approximated
by most authors close to 20mJ/m2 at room temperature for FeMnC com-
positions. The γ → α′ transformation takes place in alloy compositions
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Figure 2.9: a) fcc supercell consisting of 53 unit cells with color-coded {111} atom
planes to the plane types A, B and C. One unit cell is highlighted by a
white overlay,
b) (112) plane slice through the supercell free from defects,
c) intrinsic stacking fault, 2nd A layer is missing, forming a nano twin
with mirroring at the C plane to BCB or the B plane to CBC,
d) extrinsic stacking fault, forming a localized hcp phase with ABA.
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which are in the bottom-left corner of the depicted phase stability map
(Figure 2.10) or at low temperatures was shown by Schumann (1972);
Allain (2004); Saeed-Akbari et al. (2009).
Figure 2.10: Phase stability map showing the dominant deformation mechanism
at room temperature of FeMnC alloys, or Schumann diagram, in com-
parison to different literature sources. The sources of the data in the
left diagram are in the top left side Schumann (1972), black lines,
and Allain (2004), in the color coded mechanism map. The data of
the lower right part of this diagram is from Saeed-Akbari et al. (2009).
The SFE controls also the morphology and thickness of mechanical
twins as discovered by Friedel (1964). Numerous researches then pro-
posed numerical simulations at the scale of dislocations for dynamics
and interactions to reproduce the twin tip morphology (Hull, 1964; Mitchell
and Hirth, 1991; Müllner, 2002). Recently authors have proposed a the-
ory, that allows to draw a linear relationship between SFE and twin
thickness Allain et al. (2004).
For a constant steel composition, Rémy (1975) described the increase
of the SFE with the temperature. In case the temperature is higher than
the -martensite start temperature Mstart, the SFE is increasing with the
temperature. For a given steel composition, at a high temperature, the
SFE is high. The only favorable deformation mechanism would be dis-
location glide. This was observed by many researchers e.g. at 400◦C for
a Fe 22Mn 0.6C (in wt.%) (Allain, 2004; Kuntz, 2008; Collet, 2009). At
these high temperatures, and high SFE, cross slip events and multiple
slip systems are enabled. At lower temperatures however, dislocation
glide tends to be planar. Below a critical temperature it becomes favor-
able for normal dislocations to split up into two partial dislocations with
a rather large dissociation distance. In between this distance an intrinsic
stacking fault (SF) is formed.
The reason for the transition from intrinsic to extrinsic stacking fault
(SF) on decreasing temperature is supported by the hypothesis that the
energy of an extrinsic SF is about 1.5 times higher than that of an in-
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trinsic SF (Lecroisey and Pineau, 1973). Therefore it is necessary to have
lower temperatures for the TRIP mechanism to take place compared to
the TWIP mechanism. Thus a larger Gibbs free energy is necessary as
driving force compared to the twin formation. Because of that, different
deformation mechanisms can be activated as a function of deformation
temperature as seen in Figure 2.8. In the same manner, changes in the
chemical composition allow shifts in regions of a different dominant de-
formation mechanism at a given temperature. This permits a variety of
alloy design strategies for every needed special application range.
2.3.3 Twinning induced plasticity (TWIP)
Christian and Mahajan reviewed extensively the crystallographic aspects
of the twinning process, dislocation based nucleation and growth mod-
els (Christian and Mahajan, 1995). It is now well established that me-
chanical twins in low stacking fault energy (SFE) face centered cubic
(fcc) material are the result of the collaborative glide of intrinsic a6 〈112〉
Shockley partial dislocations in shear direction on every subsequent and
parallel {111} planes. The {111} planes are defining the twinning habit
plane. In between the two stacking fault boundaries the crystallographic
structure is still fcc but with a coherent Σ3 misorientation relative to the
matrix or a 60◦ disorientation about the {111} twin habit plane normal.
Carbon atoms which were trapped in octahedral interstitial sites of the
fcc structure before transformation will be shifted to tetrahedral sites in
the twinned region (Adler et al., 1986). This introduces an extra hard-
ening effect, contributing to the high work-hardening rate of these ma-
terials. However, this theory fails to explain the similar work-hardening
rates of certain carbon free steels such as FeMnSiAl as studied by Gräs-
sel and coworkers (Grässel et al., 2000). Therefore another reason must
be explored to explain the favorable work-hardening behavior in the fol-
lowing.
A low stacking fault energy is necessary, but not the ultimate trig-
ger to activate mechanical twinning. It has been reported by Bouaziz
et al. (2011) that Fe 30Mn (in wt.%) deforms by dislocation glide only.
However, Fe 22Mn 0.6C, Fe 17Mn 0.9C and Fe 12Mn 1.2C deform by
dislocation glide and mechanical twinning. The above mentioned steel
grades show the same stability versus -martensite formation. This can
be explained by their composition and SFE, as it can be seen from figure
2.10. The interstitial carbon itself was found to be the trigger for collab-
orative dislocation mechanisms and therefore mechanical twinning. In
the Fe-Ni-C system a similar deformation mechanism sensitivity to the
carbon content was researched by Dagbert et al. (1996). In this approach
the martensite start temperature was kept constant while changing the
Ni/C ratio. Alloys below 0.3 wt.% C showed a poor mechanical per-
formance and no martensitic transformation. Above this value higher
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ultimate strengths where measured. This was due to a simultaneous ac-
tivation of a work-hardening efficient α′-TRIP and dynamic strain aging
(DSA) process. A critical resolved shear stress (CRSS) therefore might
be existent for twinning and martensitic transformation triggered by the
carbon content (Christian and Mahajan, 1995; Karaman et al., 2000; Mey-
ers et al., 2001; Bracke et al., 2009; Gutierrez-Urrutia et al., 2010). In the
given literature a critical value of the carbon content has been observed
both in single- and poly crystals of different alloys. Factors which also
influence the dominant deformation mechanism are the kind of applied
load (compressive or tensile, uni- or multiaxial), temperature, grains size,
pre-strain and strain rate (Christian and Mahajan, 1995).
How the manganese content interferes with the mechanical properties
has been researched by Bracke et al. Bracke et al. (2007a). They show a
negligible solid solution hardening effect of Mn but a significant factor
in determining the SFE.
Venables introduced 1964 a first model for twin nucleation (Venables,
1964) on the basis of a polar dislocation mechanism. His model assumes
that when the dislocation pile up length in one slip system increases,
the critical resolved shear stress for twinning (CRSStwinning) decreases.
Thus, the probability of twinning increases. This increase of the pile up
length is favored by the TWIP steel carbon content, as it leads to planar
glide. However, on further increase of the carbon content of the alloy, the
SFE would increase and thus suppress twinning. So carbon exhibits an
ambivalent role in these steels. In this context, the deformation behavior
of pure binary FeMn alloys can be explained as having a rather low SFE,
but at the same time a higher CRSStwinning for twinning compared to
ternary Fe-Mn-C compositions with an equivalent SFE. Therefore is the
understanding of the occurrence of twinning linked to understanding of
dislocations in strained sample conditions.
Other researchers developed further on more sophisticated models,
that consider the active dislocation mechanisms for the twin nucleation
(Karaman et al., 2000; Meyers et al., 2001; Byun, 2003; Mahajan, 2013;
Steinmetz et al., 2013).
In a review by Meyers et al. (2001) it has been found, that a low SFE is
a necessity for twinning, however not the final trigger. It was suggested
by Meyers et al. (2001) that dislocation pile-ups create localized stress
concentrations that assist the nucleation of twins by overcoming the
high critical resolved shear stress for twinning (CRSStwinning), which is
needed to extend an initial stacking fault (SF) (Christian, 1969; Lubenets
et al., 1985; Franciosi et al., 1993).
The key to the macroscopic strengthening theory might be the assump-
tion, that the thin twin lamella possess a dominating role in contributing
strength in the microstructure because of its nanometric thickness. Be-
cause these nano-twin aggregates are distributed over major volumes in
the grains/matrix, these aggregates have to undergo the same displace-
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ments as the matrix to maintain compatibility at the grain boundaries.
In this way the twins should be in a complex situation of internal for-
ward and backward stresses, as stated by Sevillano (2009). Thus, it is
very likely that the deformation twinning mechanism (TWIP) is only ac-
tivated in poly crystals, but not in single crystals. A high angle grain
boundary (about >15◦ misorientation) is necessary to localize a critical
stress concentration in order to nucleate twins in the TWIP mechanism.
It is the current understanding, that the so-called "dynamic Hall-Petch
hardening" contribution of the deformation twins is in the order of a few
GPa’s (Sevillano, 2009; Idrissi et al., 2010). The term "dynamic Hall-Petch
hardening" can be derived from the classical "Hall-Petch hardening" on
decreasing the grain size of a microstructure. By this, the maximal dis-
location pile-up lengths are diminished and the stress needed to further
deform the material is increased. Any further plastic deformation in
the "dynamic Hall-Petch" mechanism by deformation twinning requires
an increase of residual back-stresses caused by a high density of sessile
dislocations within the twin lamella. The distance of these sessile dislo-
cation was approximated to be between 20 and 200 nm by Idrissi et al.
(2010). The same group postulated a reduced dynamic recovery due
to the pole mechanism storing increasingly more sessile partial Frank-
dislocations as the twinning occurs. The high density of sessile Frank-
dislocations increases the critical stress required to induce more plastic
deformation. If normal dislocations, created in the austenitic matrix on
further deformation, interact with this aggregate of nanometric twins,
stacking faults, sessile partial dislocations and back stresses, a reduced
mean free path is present and will increase the hardening effect. Addi-
tionally, the formation of faulted twins may result from C-Mn interac-
tions in the occurring dislocation reactions (Idrissi et al., 2010).
2.3.4 Transformation induced plasticity (TRIP)
-martensite transformation on deformation is a very similar mechanism
to the above described transformation induced twinning (TWIP). It oc-
curs, when the same a6 〈112〉 Shockley partial dislocations as in the TWIP
mechanism glide on every second {111} plane. These can be called ex-
trinsic Shockley partial dislocations and these glide as well on parallel
{111} planes. It was also observed by several authors that both TRIP
and TWIP mechanisms could be detected within the same shear bands
(Rémy, 1975; Bracke et al., 2007b). The strain induced nucleated variant
of the α′ structure is observed to exist at the intersections of different -
martensite laths Venables (1962); Olson and Cohen (1975); Stringfellow
et al. (1992); Tomita and Iwamoto (1995). Compositions which are stable
versus strain induced -martensite are also stable versus α′ martensite.
These steels show then an efficient TWIP effect on deformation instead
Bouaziz et al. (2011).
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In this work materials exhibiting the TRIP effect will not be in focus in
order to intensify the understanding of twinning, microstructural defects
and localized stress concentrations.
2.3.5 Planar dislocation glide
Bouaziz et al. (2011) explains the huge elongation achieved by steels
which deform dominantly by the intense occurrence of dislocation glide,
rather than mechanical twinning or - martensite transformation.
The Burgers vector bfcc of perfect dislocations of fcc materials is of
a
2 〈110〉 type. Because of the low SFE these perfect dislocation split into
two Shockley partials. In between these partial dislocations is the pla-
nar defect; the intrinsic (TWIN) or extrinsic (martensite) stacking fault
Idrissi et al. (2009). This dissociation prevents the former perfect dislo-
cation from cross-slipping and forces the system to mainly deform on
one confined slip system. It is not energetically favorable to cross-slip
because the two partial dislocation would have to either recombine or
create sessile intermediate dislocations (Frank or Stair-rod) Bouaziz et al.
(2011).
The last option however is used by many researchers as a possible
model for twin nucleation Fujita and Ueda (1972); Mori and Fujita (1980).
Another explanation for the planarity of slip is based on a local atomic
clustering process of the dense solid solution (short range ordering)
Gerold and Karnthaler (1999) which still has to be confirmed experi-
mentally.
The planarity of slip has two major effects: Firstly, most dislocations
tend to increase the internal stress concentration and, secondly, a tan-
gled dislocation structure is build up in highly deformed states between
the mechanical twins or martensite platelets.
2.3.6 Concluding: High manganese steel
In order to understand the interaction of the described micro structural
features with the localized stress concentrations the latter needs to be
measured and quantified. It will be the main task of this thesis to find,
explore and utilize suitable methods to measure and interpret localized
stress concentrations and it’s impact to the favorable strain hardening
behavior.
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3S I M U L AT I O N S
In this chapter, details of the Kikuchi pattern simulations are given and
discussed. Simulation in this context means, all measurements on Kikuchi
patterns, which were not generated in a SEM, but rather simulated by
computer models. The high angular resolution EBSD experiments can
be found in Chapter 4. Each section will be introduced by details of
the experimental setups. These are followed by the presentation of the
measured results and their respective interpretation and discussion. This
is done to increase homogeneity, readability and thus understanding of
each section and topic.
3.1 dynamical simulation of kikuchi patterns
In order to qualify and quantify possible pitfalls of the high angular res-
olution EBSD technique which was used, very defined Kikuchi patterns
can be used. As can be seen from Figure 3.1 kinematically simulated
Kikuchi patterns are neither similar to the experimental pattern nor do
they fit in their band profile.
Figure 3.1: Qualitative comparison between a), an experimental silicon pattern,
b), kinematically simulated pattern and c), the dynamically simulated
pattern. In d) the simple intensity profiles of the three patterns. The
110 bands are compared.
39
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The so far best similarity and smallest band profile difference can be
achieved by a dynamically simulated pattern. Because of high resem-
blence of dynamically and experimental patterns, all following experi-
ments on simulated patterns were chosen to be created by the dynamical
simulation as implemented by Winkelmann et al. (2007).
The only striking difference between the experimental and the dynam-
ically simulated patterns are the band profile asymmetry and blurred
band or smaller slope in the experimental pattern. The pattern asymme-
try or excess-deficiency effect was possible to be included in the simula-
tion by changing from a isotropically emitting coherent electron source
to an anisotropically source. Experimentally excess lines usually appear
at scattering angles, which are farther away from the incident beam di-
rection than the deficiency lines as shown by Winkelmann in Schwartz
et al. (2009). The broadening effect of the band profile, however, stems
from a finite defect density in the diffraction volume. The defect density
changes the lattices plane distances. Due to overlapping of different lat-
tice plane distances in this band a blurring of the once sharp profile can
be assumed.
In the following section, the details of the implemented simulated
patterns in this work will be presented.
3.1.0.1 Experimental
In this work, the software package ESPRIT version 1.9.3.3047 by the
company Bruker was used to simulate dynamical Kikuchi patterns. In
order to simulate a perfect crystal, structural information can be im-
ported from the common crystal file types *.cel (Powdercell), *.cif (inter-
national standard crystal file) or *.cry. The parameters for the simulation
of Kikuchi patterns are: total number of imposed reflectors (nreflectors);
energy of the primary electrons represented by the acceleration voltage
(Uprimary) in kV; simulated pattern resolution represented by the image
width and height in pixels (imagewidth); the simulated maximum depth
normal to the sample surface of backscattered electrons (depthvolume) in
Å; the inelastic mean free path (IMPFe− ) in Å, which determines the
inelastic mean free path of electrons in the diffraction volume; the back
scatter range (BSrange) in Å, where back scattering events can occur; and
the omega perturbation factor (Ω). controls the division in strong and
weak reflections in the scope of the Bethe pertubation scheme (Spence and
Zuo, 1992). As Ω is increased, more beams are treated as strong, result-
ing in a more accurate simulation. When Ω is set to 3, the simulation
time increases about 10 times. In Table 3.1 the parameters used in this
work are shown. The exported simulated patterns exhibit a maximum of
256 grayscale values (8 bit). The interested reader is referred to read Sec-
tion 2.2.1.2 on page 11 or the work of Winkelmann et al. (2007); Maurice
et al. (2011) for a more detailed definition of these parameters.
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used simulation parameter variable name value unit
acceleration voltage Uprimary 20 kV
diffraction volume depth depthvolume 5000 Å
inelastic mean free path IMPFe− 63.53 Å
back scatter range BSrange 50.03 Å
omega perturbation factor Ω 1 -
bit depth of patterns - 8 bit
Table 3.1: Dynamical simulation parameters. The used total number of imposed
reflectors, simulated pattern height and width, material, unit cell sym-
metry or lattice constants are given later for each specific simulation
case.
The imposed number of reflectors, nreflectors, is one of the most impor-
tant factors determining the cost or time consumption of the dynamical
pattern simulation. The computational cost is also highly dependend
on the number of atoms in the unit cell and the convergence criteria.
The reflector number represents the lattice planes considered for the
simulation. These are sorted by their respective structure factor in a
descending way. This is to assure a maximum resemblance with real
Kikuchi patterns at a reasonable number of chosen reflectors. From sub-
jective visual inspection of the simulated patterns about 700 reflectors
should be chosen to resemble the main features of a measured Kikuchi
pattern. In order to observe higher order Laue zone (HOLZ) rings, one
should impose more than 1000 reflectors. The total reflector number is
the product of the sum of the applied reflector families and their respec-
tive multiplicity factor. The number of reflector families taken is limited
by an intensity approximation by their respective diffraction structure
factor and given for each specific simulation case later in the work.
The patterns were simulated using a workstation provided by Dell
with an Intel Xeon X5690 at 3.47 GHz running on 24 cores, 36 GB ran-
dom access memory and a RAID-0 array of two solid state hard drives on
a Microsoft Windows 7 64-bit SP1 basis. A simulation of an un-strained
silicon pattern exhibiting 1202 reflectors took about 34 minutes to calcu-
late. After such a simulation run, the respective pattern can be rotated
and tilted to any orientation in real time. The orientation, the source
point coordinates in relative image proportions and detector distance
can be chosen after the dynamic Kikuchi pattern simulation itself.
3.2 high angular resolution ebsd accuracy assessment
In this section, potential errors of the cross-correlation method (also
known as Wilkinson method) are probed by the use of imposed mechan-
ical states such as Cauchy stress or the displacement gradient tensor
F. These states are imposed on dynamically simulated patterns with a
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defined source point (pattern center and detector distance) and crystal
orientation. In this section of the work, dynamically simulated high-
fidelity Kikuchi patterns are created, knowing the absolute orientation,
displacement gradient tensor state and source point position. These pat-
terns then are processed by the cross correlation method, and the results
are then back-compared to the imposed parameters. The term accuracy
is used in this work in the context as an absolute error or value differ-
ence between the input- and output strain tensor components. The term
precision on the other hand is used in case a target value is unknown and
the deviation of values can be measured only. A symbolic diagram as to
approach the accuracy is shown in Figure 3.2.
Figure 3.2: Diagram of the approach of testing the Wilkinson method; a dynami-
cally simulated high-fidelity Kikuchi pattern is simulated knowing the
absolute orientation, displacement gradient tensor F and source point
position. This pattern is then processed by HR-EBSD, the results are
then back-compared to the imposed parameters.
3.2.1 Cross-correlation accuracy of shift detection
The very foundation of the Wilkinson-method relies on measuring trans-
lational shifts in Kikuchi patterns to a sub-pixel accuracy. As claimed
by Wilkinson et al. (2006), the method provides a subpixel accuracy of
at least 1/20th (0.05 pixel) using 256× 256 pixel sized regions of interest
(ROI’s). This is achieved by the interpolation of the discrete pixel inten-
sities of a region of interest (ROI) to a finer subpixel grid. In this case
the used subpixel grid is 1/100th pixel (0.01 pixel). The more accurate
the shift measurement of the zone axis of a pattern, the more precise can
be the displacement gradient tensor F-approximation and thus elastic
strain and rigid body rotation by the method. The following section will
test the method’s capability of shift determination accuracy.
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3.2.1.1 Experimental
Twelve dynamically simulated patterns with an increasing x-axis shift
of the pattern source coordinate (patter center, PC) were simulated. The
reflector number used of each pattern is set to 270. The pattern size is
746× 746 pixels. The pattern source coordinates are located in center of
the pattern (PCx and PCy = 0.5· pattern size). The sample to detector
distance is 11.5 mm, which corresponds to an relative distance of half the
pattern width (PCz = 0.5· pattern size). The intensities are interpolated
to a 256 element gray scale (8 bit image). The patterns are calculated
for orientations with Euler angles of φ1 = Φ = φ2 = 0 degrees. The
coordinate system for the Kikuchi patterns is defined as: x-axis from
left to right, y-axis from top to bottom and z-axis normal to the detector
plane. Additionally, the patterns are tilted by 70 degrees about their x-
axis (axis one). 100 ROI’s of 64× 64, 128× 128, 256× 256, 512× 512 pixel
size, were positioned in a square shaped 10× 10 matrix on the patterns.
The Fourier space size is the respective inverted size of the used ROI’s.
The Fourier space filter used is set to a high frequency filter cut-off width
of 1 pixel, a low frequency filter cut-off of 4 pixel and a low frequency
filter cut-off width of 1 pixel. The high frequency filter cut-off is varied
with increasing ROI size being 20, 30, 40 and 50 pixels respectively. The
imposed image shifts in x-axis direction are 1/1000th, 1/500th, 1/100th,
1/50th, 1/40th, 1/30th, 1/20th, 1/10th, 1, 10 and 100 pixels. No shifts
in the y-axis are imposed due to the assumed independence of shift
direction and shift accuracy.
3.2.1.2 Results
The shift results for each ROI size set of 100 ROI’s are averaged and
given in Figure 3.3. In Figure 3.3, imposed shifts of less than the sub
Figure 3.3: Cross correlation shift results for a set of imposed pattern shifts.
grid size of 1/100th pixel are not recognized by the cross correlation
algorithm. The shifts for all tested ROI size sets seem to be measured
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correctly for shift smaller than 100 pixels. The absolute measured pixel
shift error (euclidean distance to the true shift) is given in Figure 3.4.
Figure 3.4: Cross correlation shift results for a set of imposed pattern shifts.
3.2.1.3 Discussion
It can be seen from the results above that translational shifts can be
detected by the cross-correlation with a high accuracy between 1/100th
of a pixel and 100 pixels for the given ROI size sets. The minimum error
of shift detection can be assumed to be smaller than the by Wilkinson
et al. (2006) claimed 2.5× 10−2 pixels (1/40th pixel) for most cases in
case a smaller shift than 10 pixels is applied and the applied ROI sizes
of 128 or 256 pixels are used. However in some minor occurring cases
(imposed shift of 1/40 and 1/50 pixel), the accuracy decreases to values
of about 1× 10−2 pixels, which would agree with the accuracy given in
the literature (Wilkinson et al., 2006). The ROI sizes of 64 and 512 pixels
are not well suited (i.e. they are either too large or too small) to detect
pixel shifts in the range of 1/50 to 100 pixels. This experiment can be
extended systematically to more orientations than the one applied (Euler
angles of φ1 = Φ = φ2 = 0 degrees). The used orientation results in a
pattern that has a particularly large amount of bands being horizontal
and vertical in the image reference frame. This fact may influence the
result.
Measured ROI-based translational pixel shifts of low accuracy will
enter the algorithm to approximate the displacement gradient tensor F.
This will, in the end produce erroneous measurement values of rotation
and elastic strain.
3.2.2 Imposing a very high Cauchy stress
In Chapter 2, in Figure 2.7 on page 25 it was reported, that the cross cor-
relation method can bear impossibly high elastic stress values in metallic
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materials. This section will test the cross-correlation method for mea-
surement errors when an impossibly high elastic elastic strain in an or-
der of magnitude about 0.1 strain is imposed on a simulated unit cell.
With this it can be investigated whether such high elastic strains can be
measured at all within acceptable error limits.
3.2.2.1 Experimental
These tests are facilitated using dynamical simulations of twelve tung-
sten unit cells. Representations of a tungsten unit cell in unstrained and
strained conditions are shown in Figure 3.5 and Figure 3.6 respectively.
The Kikuchi pattern size is 746x746 pixels. The strained condition ex-
Figure 3.5: Left (a): representation of a tungsten unit cell in the unstrained case,
right (b): the dynamical simulation pattern of this state.
hibits a crystal lattice b-axis elongation of 0.1 strain (vertical blue line in
Figure 3.5 and Figure 3.6). The initially cubic unit is strained to a tetrago-
nal state in case only normal strains were applied or to a triclinic unit cell,
in case shear strain components were applied. The lattice parameters are
calculated by Equation 2.3 as given earlier on page 7 in Section 2.1.1 (elas-
tic concepts). The a- and c-axis are compressed accordingly to −0.02819
strain due to the Poisson constant of tungsten (ν = 0.28), calculated from
the elastic stiffness tensor Cijkl. For the cubic case of tungsten the Cijkl
components used are c11 = 517GPa, c12 = 203GPa and c44 = 157GPa.
The applied b-axis strain of 0.1 corresponds to an elastic stress of 41 GPa.
The lattice parameter of tungsten is 3.1648 Å.
In this case a matrix of 10x10 regions of interest (ROI’s) was used to
calculate the cross-correlation. The size of each ROI was 256× 256 pixels
(see Figure 3.7).
The bandpass filter applied in Fourier space was set to low frequency
cut-off at 5 pixels−1 and a cut off width of 1 pixels−1. The high fre-
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Figure 3.6: left (a): representation of a tungsten unit cell in the strained case, the
red- and green axes are compressed by −2.819 ·10−2 strain, the blue-
axis is elongated by 0.1 strain, right (b): the dynamical simulation
pattern of this state.
Figure 3.7: A dynamically simulated pattern of tungsten; the overlaying white
boxes indicate the position of the ROI’s for the cross-correlation. For
a clearer display, one random ROI was colored orange.
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quency cut-off at 15 pixels−1 and a cut off width of 1 pixels−1. The
parameter cut off width in this context means the radius along which the
Fourier space filter is smoothed out to zero. The pattern feature contrast
enhancing effect of the fast Fourier filter to the ROI can be observed in
Figure 3.8.
Figure 3.8: left (a): The content of the centered 256×256 pixels ROI in a dynam-
ically simulated pattern of tungsten, middle (b): the Fourier space rep-
resentation of this very position with an applied bandpass filter; the
red circle represents the high frequency cut-off; right (c): the bandpass
filtered result of the ROI content in real space.
3.2.2.2 Results
Exemplarily for the 0.1 strained tungsten unit cell, the shift gradient field
of the selected ROI’s on the respective test-Kikuchi pattern was mea-
sured as indicated by green arrows in Figure 3.9 exhibiting dominantly
vertical components. The tungsten unit cell was chosen because of its
bcc structure. The 001 side view of a bcc unit cell can be easier under-
stood compared to the more complex diamond structure of silicon or the
fcc structure for this exemplary purpose. The depicted direction of the
green arrows indicate the ROI translation measured by cross-correlation
in the horizontal and vertical directions respectively. The origin of each
vector indicates the center position of the respective ROI in the Kikuchi
pattern. The projected position of the source point coordinates relative
to the pattern are given as a red cross. The relative detector distance to
the image width (DD) can be found annotated right to the cross. 100
ROI’s of 256× 256 pixels size were utilized
The following 11 Kikuchi patterns were dynamically simulated. Each
pattern accumulated 0.01 strain and reached a final value of 0.1. In Fig-
ure 3.10 the results of the cross-correlation mean angular error (MAE), and
the peak height over the 11 simulated patterns is shown. The first pat-
tern is strain-free and is the reference pattern. From the reference point
the mean angular error develops nearly linearly until it reaches a final
value of about 0.14 degrees in the last pattern of this test. This translates
to an expected error of about 0.002 in the strain measurement. A mea-
sured strain value below the calculated MAE value can be expected as
[ May 31, 2015 at 16:47 – classicthesis – Final Draft ]
48 simulations
Figure 3.9: A dynamically simulated pattern of tungsten with the crystal c-axis
strained by 0.1 strain and the a- and b-axes compressed by −2.819 ·
10−2 strain respectively. The overlaying green arrows indicate the
measured translational shifts by the cross-correlation. The pattern is
not tilted about it’s x-axis.
noise rather than valuable signal. In case a relative rotation of less than
the current MAE value is calculated, it also can be expected as noise
value. This is due to the fact, that both relative elastic strain and relative
rigid body rotation tensors are decomposed linearly from the same dis-
placement gradient tensor F. Errors in the calculation of F will lead to
errors in strain and rotation. This error is represented by the MAE value.
At the same time, the cross-correlation peak height drops nearly linearly
to a value of about 0.6 [a.u.].
In Figure 3.11 the measured and imposed strain values are shown for
all six components of the tensor. The blue circles represent the mea-
sured strain values and the linear green curve the imposed strain. The
measured data fit the imposed very accurately.
The absolute difference between the measured cross-correlation strain
and the imposed data of the figure above is shown in Figure 3.12. 11
shows minor error developments of less than −1 · 10−3 compared to 22
or 33. The shear components do not show any error in the range of
the normal components. 22 exhibits the largest errors and develops
exponentially. Its largest value in pattern 11 is −4 · 10−3. 33 shows the
second largest error in the tensor, however increases linearly to an value
of about 2 · 10−3.
The relative differences of the measured cross-correlation strain and
imposed strain in percent are shown in Figure 3.13. For all the normal
strain values which exhibited a change, the relative error is lower than
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Figure 3.10: Top: results of the cross-correlation mean angular error in degrees
versus the twelve elastical strain simulated patterns of tungsten with
the crystal c-axis strained by 0.1 strain and the a- and b-axes com-
pressed by −2.819 · 10−2 strain respectively, bottom: the peak
height in arbitrary units versus the same x-axis as in the top graph.
Figure 3.11: Results of the measured cross-correlation strain (blue circles) and the
imposed data (green curve) versus the twelve elastical strain simu-
lated patterns of tungsten with the crystal c-axis strained by 0.1
strain and the a- and b-axes compressed by −2.819 · 10−2 strain
respectively.
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Figure 3.12: The absolute difference of measured cross-correlation strain and im-
posed strain versus the twelve elastical strain simulated patterns of
tungsten with the crystal c-axis strained by 0.1 strain and the a- and
b-axes compressed by −2.819 · 10−2 strain respectively.
6% of the expected value. The shear components are not influenced by
this experiment and show an error of 0%.
3.2.2.3 Discussion
The experiment shows that the cross-correlation relative measurement
error was smaller than 6% of the absolute imposed value when a defined
elastic strain of the order of magnitude of 0.1 was imposed. The imposed
elastic stress on a tungsten unit cell was 41 GPa, a value which can’t be
achieved under normal experimental circumstances. Thus, this method
is very stable towards measuring impossibly high elastic stresses. The-
oretically it is therefore possible to measure such high elastic stresses
as reported in Chapter 2, in Figure 2.7 on page 25, given an optimal
measurement, which is most likely not the case in a real experiment
measurement. Possible causes of error and their magnitude will be dis-
cussed in following sections.
3.2.3 Imposing a physically relevant Cauchy stress
In the section above, the elastic stress measurement error of the cross
correlation method was shown specifically for one single imposed stress
state on a tungsten unit cell. The question is now: how well does the
method perform, in a variety of different imposed stress states. To this
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Figure 3.13: The relative difference of measured cross-correlation strain and im-
posed strain in percent versus the twelve elastical strain simulated
patterns of tungsten with the crystal c-axis strained by 0.1 strain and
the a- and b-axes compressed by −2.819 · 10−2 strain respectively.
end, four physically relevant magnitudes of stress will be imposed on
each of the σij components. The resulting error of measurement will be
shown and discussed.
Very sharp Kikuchi bands can be achieved by diffraction from a unit
cell of light elements e.g. silicon. These very distinct features (bands
and zone axes) are assumed to be tracked with a higher precision com-
pared to bands of less steep Kikuchi bands of more heavy elements like
tungsten or iron. In order to test the cross-correlation method’s perfor-
mance at its limits of small feature detection, the silicon unit cell was
chosen for the following benchmarks. The cross correlation will yield in
a worse shift tracking, thus more erroneous elastic strain approximation
compared to heavier diffracting unit cells. The elemental dependance of
strain accuracy is not part of this work.
3.2.3.1 Experimental
Twenty-four pairs of dynamical simulations of silicon Kikuchi patterns
with 680 reflectors were created with the same simulation parameters as
described in the section before but for tungsten. Each pattern pair had
an elastic stress-free unit cell at an orientation of φ1 = Φ = φ2 = 0◦ and
one elastic stress imposed counterpart at the same orientation. Orienta-
tions in this work will be given in Euler angles in Bunge convention. For
each imposed elastic stress tensor component (σ11, σ12, σ13, σ21, σ22,
σ23, σ31, σ32 and σ33) the elastic stress was determined from pattern
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pairs of one reference and one test pattern. The imposed stress values
are 1, 10, 100 and 1000 MPa, respectively. Imposing elastic stress to a
unit cell results in changes in its shape as shown for e.g. 100 MPa in Fig-
ure 3.14. Herein, the green boxes represent the undeformed unit cell as
a visual reference to the deformed states in orange. Arrows in red, green
and blue indicate the crystal axis directions and the black arrows indi-
cate the simulated force vector on these unit cells leading to the elastic
strain. Note that the depicted force vector length is arbitrary. The used
strain free lattice parameter of silicon a is 5.43 Å. The cubic components
of the elastic stiffness tensor Csilicon were C11 = 165 GPa, C12 = 64
GPa and C44 = 79.2 GPa. In the cross-correlation experiment a matrix
of 10× 10 256 pixel ROI’s are used with a high frequency bandpass filter
in Fourier space of 30 pixels−1 with a cut off width of 15 pixels−1 and
a low frequency bandpass filter in Fourier space is 4 pixels−1 with a
cut off width of 2 pixels−1. The Fourier space filters for the silicon pat-
tern experiments are adapted and therefore different to the setup used
in the tungsten strained experiment before. A detailed elaboration of
the influence of the Fourier space filter parameters can be found later in
Section 3.2.6.
3.2.3.2 Results
One of 24 similar experiments (9 stress components × 4 imposed elastic
stress magnitudes) is shown in detail in the following. In Figure 3.15
a) the unstrained reference and in b) the elastic strained test pattern are
shown. An overlay of the cross-correlation-measured translational ROI
center shifts is given as green vectors. These vectors are scaled in length
by 200× in order to amplify visibility. The crystal unit cell’s a-axis strain
is 7.7 · 10−4, the b- and c-axes are compressed to −2.2 · 10−4. This state
corresponds to 100 MPa elastic stress on the a-axis for silicon as shown
in a magnified cubic unit cell Figure 3.14 in the top left.
The given strain- (ij), stress- (σij) and rotation components (ωij) can
be related to the pattern by the coordinate system given in Figure 3.15.
This convention is valid for the whole chapter.
The cross-correlation-measured translational shifts of Figure 3.15 b)
exhibit a homogenous field with an increasing magnitude towards the
left and right side of the pattern. On the right side, the vectors point to
the right side and vice versa. This corresponds to a positive and negative
shift in axis 1, respectively.
The results of the cross-correlation mean angular error (MAE) over
the two simulated patterns reaches a value of about 3 · 10−3 degrees.
This translates into a relative strain error or relative rotation angle error
of about 5 · 10−5 strain or radians, respectively. The measured cross-
correlation peak height PH drops in the test pattern by 8 · 10−4 arbitrary
units compared to the auto correlation. The auto correlation is normal-
ized to a value of one.
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Figure 3.14: Elastic deformation result of 100 MPa applied Cauchy stress to cu-
bic representations of silicon unit cells for each stress tensor compo-
nent, magnified by 200×. Green boxes: undeformed unit cell, orange
boxes: deformed states. Red, green and blue arrows: crystal axis di-
rections. Black arrows indicate the simulated force vector on these
unit cells leading to the elastic strain.
[ May 31, 2015 at 16:47 – classicthesis – Final Draft ]
54 simulations
Figure 3.15: Left (a): un-deformed silicon reference pattern in φ1 = Φ = φ2 =
0◦, right (b): test pattern with elastic deformation result of 100 MPa
applied Cauchy stress. The green overlaying arrows indicate the
translational shift vectors as determined by cross-correlation. The
arrow vector length is scaled by 200× to visualize the occurring
shifts. The red cross in the center of the pattern indicates the pro-
jected source point position.
The strain-, stress- and rotation error tensor is defined as the difference
between each imposed and measured tensor component. In Equation 3.1
and Equation 3.2 the strain- and stress error tensors are given exemplary
for the case of 100 MPa imposed stress on the silicon unit cell in the
component σ11 respectively.
error =
−1.971 −6.033 4.991−6.033 1.229 −0.243
4.991 −0.243 0.288
 · 10−5[1] (3.1)
σerror =
−2.3 −9.6 7.9−9.6 1.0 −0.4
7.9 −0.4 0
 [MPa] (3.2)
To express the measurement error as a simplified scalar value rather
than in a tensor form, the Frobenius norm of the of the absolute dif-
ference of imposed and measured strain- and stress tensors can be cal-
culated. The Frobenius norm (also known as Schurnorm or Hilbert-
Schmidt-Norm) is reducing the m× n matrix containing all the differ-
ences of the individual components by
||A||Frobenius ≡
√√√√ m∑
i=1
n∑
j=1
|aij|
2 (3.3)
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With this, the norm is giving the square root of the sum of all squared
absolute values of a matrix. The Frobenius norm is equivalent to the
euclidean norm of a vector.
The Frobenius norm of the strain error tensor is about 1.13 · 10−4
strain. The same norm applied to the absolute difference of imposed
and measured stress tensor is about 18 MPa (18% of the imposed value).
error Frobenius = 1.13 · 10−4[1] (3.4)
σerror Frobenius = 17.7[MPa] (3.5)
The result of the cross-correlation-measured rotation angle compo-
nents ω12, ω23 and ω31 in the sample system are given in Equation 3.6
in degrees.
ωerror =
 0 0 −0.00210 0 −0.0001
0.0021 0.0001 0
 [◦] (3.6)
Applying the Frobenius norm to a rotation tensor does not yield a
useful physical scalar value. The misorientation angle, however, is a use-
ful scalar representation of the computed relative misorientation tensor.
With Equation 3.7 the relative rotation matrix R from the rigid body ro-
tation components ωij is calculated as shown by Britton and Wilkinson
(2012) to
R =
 cosω12 sinω12 0−sinω12 cosω12 0
0 0 1
×
1 0 00 cosω23 sinω23
0 −sinω23 cosω23
×
cosω31 0 −sinω310 1 0
sinω31 0 cosω31

(3.7)
From the trace of R the scalar rotation angle θ can be determined by
θ = arccos
(
1
2
[R11 + R22 + R33 − 1]
)
(3.8)
From Equation 3.8, the total misorientation angle θ of this experiment is
about 2.1 · 10−3 degrees.
After describing the procedure of measuring the cross-correlation er-
rors of elastic strain, stress and rotation for one example, the summa-
rized results of all 24 measurements will be shown in the following. In
Figure 3.16 and Figure 3.17 the cross-correlation mean angular error in
degrees and the peak height in arbitrary units is shown. The data in
Figure 3.16 shows that the component’s average angular error increases
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Figure 3.16: Mean angular error results (in degrees) of 24 cross-correlation exper-
iments. On the abscissa the four imposed stress magnitudes are indi-
cated. On the ordinate, the measured mean angular error (log-scale,
in radians) is given for each of the imposed elastic stress components
σij except the component σ33, because of the method’s implemented
traction free surface boundary condition.
Figure 3.17: Peak height difference to one results (in arbitrary units) of 24 cross-
correlation experiments. This figure is formatted in the same manner
as Figure 3.16.
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about linearly for each imposed magnitude. The same trend can be
observed in Figure 3.17 but with the cross-correlation peak height differ-
ence to one. In this work displaying the cross-correlation peak height differ-
ence to the value one (auto correlation) except the actual cross-correlation
peak height is chosen as a quality measure. This concept makes it eas-
ier for the reader to compare the two cross-correlation resulting error
measures: the MAE and the PH. When the cross-correlation total error
is high, the MAE is high and the PH is far from the auto correlation (a
value of one). As a simplification the (1-PH) can be shown and treated
qualitatively similar to the MAE. As the cross-correlation error increases
the (1-PH) increases similar to MAE.
In Figure 3.18 the Frobenius-norm values for the measured total error
strain tensor are given for the four imposed stress magnitudes. The total
error strain tensor is defined as the difference of each imposed tensor
component and measured tensor component. At imposed stress values
of 1 and 10 MPa, the average error for all components is about 1 · 10−5
strain. At an imposed stress magnitude of 100 MPa this value increases
by one order of magnitude, and an additional order of magnitude for
1000 MPa, respectively.
Figure 3.18: Frobenius-norm values for the measured error strain tensor (in strain)
of 24 cross-correlation experiments. This figure is formatted in the
same manner as Figure 3.16.
Figure 3.19 exhibits the calculated Frobenius-norm values for the mea-
sured error stress tensor (in MPa) for the given four imposed stress mag-
nitudes. Again, the total error stress tensor is defined as the difference of
each imposed tensor component and measured tensor component. For
the imposed stress magnitudes of 1 and 10 MPa the measured error is
about 1 MPa for all components σij. At 100 MPa imposed stress the
absolute measurement error of the method was in the range of 10 MPa
for the 5 given σij and at 1000 MPa imposed stress, the measurement
error reaches nearly 100 MPa. The same stress measurement error data
is shown as values relative to their respective imposed values in Fig-
ure 3.20. The relative stress measurement error is 100% in the case of
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Figure 3.19: Frobenius-norm values for the measured error stress tensor (in MPa)
of 24 cross-correlation experiments. This figure is formatted in the
same manner as Figure 3.16.
the 1 MPa imposed elastic stress magnitude. For the cases of 10, 100 and
1000 MPa imposed stress magnitude the error is near 10% except in the
case of σ22 with 10 MPa imposed.
Figure 3.20: Frobenius-norm values for the measured relative error stress tensor
(in MPa) of 24 cross-correlation experiments. This figure is formatted
in the same manner as Figure 3.16.
The measured phantom misorientations are depicted in Figure 3.21. The
term phantom misorientations in this context mean rotations that occur er-
roneously in cases no misorientation was imposed. When 1 MPa stress
was imposed only on the sigma12 and sigma23 stress components, mis-
orientations up to 1*10-4 were detected by the cross-correlation method.
For the 10 to 1000 MPa imposed cases maximum misorientations below
0.01, 0.1 and 1 degrees were detected. In these cases, the experiments in
which shear stress was imposed yielded rotation errors one order mag-
nitude higher than in the normal stress cases.
3.2.3.3 Discussion
Any measured rotational components in that experiment can be inter-
preted as an error or phantom value because no rotation was imposed
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Figure 3.21: Measured cross-correlated misorientation data of 24 cross-correlation
experiments. This figure is formatted in the same manner as Fig-
ure 3.16.
on the simulated patterns. The term ’phantom value’, describes mea-
sured value of any component which were not imposed to the data in
the first place and thus are errors of the method. The reason for the
higher rotation errors detected in Figure 3.21 can be found in the similar
nature of the translational shift field between shear and rotation. This
can be seen from Figure 3.22. The generally imposed stress effects as
measured on the translational pattern shift effects in these experiments
are shown. As can be seen in the component subplots for the imposed
shear stresses σ12, σ13 and σ23 in Figure 3.22 the expected shifts exhibit
a high resemblance to simple rotations of the pattern. This can be seen
by Figure 3.56 and is discussed in more detail in Section 3.2.9 on page
89. The gradient of the shift field is depicted as green arrow overlay
for the case of coinciding reference system for the sample(pattern)- and
crystal reference system. Both reference systems are the same for the
given orientation of φ1 = Φ = φ2 = 0◦.
It could be shown that the cross correlation method on these patterns
was not able to detect changes of 1 MPa imposed stress (Figure 3.20).
Hence the lower detection limit in this case lies above 1 and 10 MPa
imposed elastic stresses. From 10 MPa up to 1 GPa imposed stress, one
can expect a quite constant relative error of about 10% of the measured
value. The unexpectedly high relative error at 10 MPa imposed σ22 of
30% (3 MPa absolute error) can be explained by the result of the shift
measurement in that case (see Figure 3.23). In the top part of the pattern
of Figure 3.23 no shifts could be detected, where small shifts are in fact
present. This is due to an insensitivity of the cross-correlation detection
for the respective top ROI’s. The bottom shifts in the pattern could be
detected with a higher accuracy because of their magnitude being bigger
than the critical magnitude of 0.01 pixels (as determined in Section 3.2.1
on page 42). Concluding the gathered data of this section, one has to
check very carefully the validity of the translational shifts detection in
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Figure 3.22: General imposed stress effects as measured on the translational pat-
tern shift effects in these experiments. This is valid for the case when
sample(pattern)- and crystal reference system are the same.
the field. These shifts are substantial to a further interpretation into the
displacement gradient tensor F, and hence detected strain and rotation
results.
3.2.4 Influence of the region of interest size and position
The next chapter will be dedicated to evaluating the possible influence of
the region of interest (ROI) positioning and size on the cross-correlation
error on elastic stress measurement. The use of large ROI’s generally
optimizes noise in the cross correlation but decreases spatial sensitivity.
Finding the optimum balance towards maximizing the strain sensitivity
is part of this section.
Besides the elastic stress measurement error, the position and size
of ROI’s in Kikuchi patterns also bear an economic effect on the cross-
correlation computational efficiency. This effect is shown exemplary in
Figure 3.24. In the top part of Figure 3.24, in a), b) and c), the amount of
patterns is not enough to fill the whole pattern space. In d) however the
optimal number of 4× 4 was chosen. The ROI-covered area coincides
completely with the pattern area. In Figure 3.24 d) and f) however more
than the pattern area is covered by overlapping of ROI’s. In order to
quantify this efficiency a new parameter EROI (100% being the favor-
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Figure 3.23: Measured translational cross-correlation detected shifts of the σ22 10
MPa imposed case. In the top part of the pattern falsely no shift
could be detected in the ROI’s.
Figure 3.24: Simple examples for region of interest (ROI) square positioning of
256× 256 pixel size in a 1024× 1024 pixel Kikuchi pattern. The
subplots a) to f) show examples for 1×1m 2×2, 3×3, 4×4, 5×5
and 100× 100 square positioning
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able value for a given simple square setup) will be introduced as given
in Equation 3.9,
EROI =
AROI
Aoverlap · 100
[%] (3.9)
where, Aoverlap is the ROI area in which ROI’s overlap each other in
percent of the total image area and AROI is the area excluding the over-
lap area in percent of the total image area. The optimum computational
distribution for a 1024× 1024 pixel Kikuchi pattern with 256× 256 ROI
sizes is therefore the 4×4 setup. This is shown in Figure 3.25. It is clearly
Figure 3.25: Results for EROI (in blue), AROI (in red) and Aoverlap (in green),
in percent, imposing a simple example for region of interest (ROI)
square positioning of 256× 256 pixel size in a 1024× 1024 pixel
Kikuchi pattern (bright RGB color set), 256× 256 pixel size in a
451× 451 pixel Kikuchi pattern (dark RGB color set) and 128×
256 pixel size in a 1024×1024 pixel Kikuchi pattern (normal RGB
color set).
visible that above a use of 4× 4 ROI’s, no increase in the ROI-covered
area AROI (green) can be achieved anymore and only the Aoverlap of
the ROI increases. These facts make the efficiency parameter EROI drop
below 4× 4. An overlapping of ROI’s could be beneficial if shifts in ex-
perimentally collected patterns cannot be detected, for example due to
defects in the phosphor screen. Hence, the cross-correlation with many
overlapping ROI’s can yield a more suitable solution for the measured
translational shift vectors of ROI’s close to defects. With an statistical
approach filtering erroneous shifts, this effect can be used to increase
the method’s stability against errors. For more details please see Britton
and Wilkinson (2011).
In addition, the ROI number efficiency EROI scales with the computa-
tional cost, because each pixel in the ROI must be cross-correlated.
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3.2.4.1 Experimental
In order to test a potential ROI positioning influence on the measure-
ment error, three general ROI setups were implemented in a dynami-
cally simulated two step silicon pattern test. To automate positioning,
a pattern position script was written in Matlab. It quickly adapts to
new parameters of pattern size, desired ROI position, number and size
and evaluates each setup’s ROI covered and overlapping area. The three
positioning modes chosen are a square matrix ROI positioning, a circu-
lar positioning with central ROI cluster and a randomized positioning
inside the borders of the simulated pattern. These general setups are
shown in Figure 3.26. The ROI setup as shown in Figure 3.26 b) is less
comparable to the setups of a) and c) because it covers less area of the
pattern. Beside that, it is included because this setup is the standard
preset distribution in the commercial software Cross Court 3.
Figure 3.26: Three chosen positioning modes: left a), square matrix, middle b), cir-
cular with central ROI cluster, and right c), randomized positioning
inside the borders of the simulated silicon pattern. The orange boxes
depict the ROI of, in this case, 64× 64 pixels size in a 768× 768
pixel dynamically simulated silicon pattern.
The dynamically simulated silicon test pattern used for all experi-
ments in this section exhibits an absolute imposed elastic stress of 100
MPa in the σ22 component compared to the reference pattern. This cor-
responds to an imposed tensile strain of 7.7 · 10−4 for the axis two of the
unit cell. The axes one and three are under compression of −2.2 · 10−4
strain. The pattern- and crystal reference systems coincide at the used
orientation of φ1 = Φ = φ2 = 0◦. Although the size and the positions
of the ROI’s vary between the described experiments, their number is
kept constant to 100 for a first set of 11 experiments. Then, in order to
compare similar in total area, but differently sized ROI setups, the num-
ber of the ROI’s is increased as their size decreases accordingly. This is
achieved by a second set of three experiments.
Because the ROI size changes in these experiments, the high and low
frequency Fourier space filter is adapted to the respective ROI size. An
overview of the used Fourier space filter parameters is given by Table 3.2.
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Total
number
of ROI’s
ROI width
and height
in pixels
High frequency
Fourier space
filter (cut-off
width) in pixels
Low frequency
Fourier space
filter (cut-off
width) in pixels
ROI number
efficiency EROI
in percent
100 64 15 (7) 2 (1) 73.6
100 128 30 (15) 4 (2) 33.6
100 256 45 (23) 6 (3) 8.4
100 512 60 (30) 8 (4) 2.1
1600 64 20 (10) 2 (1) 8.4
400 128 40 (20) 4 (2) 8.4
100 256 80 (40) 8 (4) 8.4
Table 3.2: Overview of the used Fourier space filter parameters and ROI number
efficiencyEROI.
3.2.4.2 Results
In order to summarize the first set of 11 experiments only a short overview
is given rather than going into the details of each. In Figure 3.27 the re-
sults of the cross-correlation mean angular error is shown. Except the
measurement implementing 100 ROI’s sized 128× 128 pixels, all the val-
ues are lower than 8 · 10−5 radians.
Figure 3.27: Mean angular error results of 11 cross-correlation experiments. On
the abscissa the four used ROI widths and lengths are indicated in
pixels. On the ordinate, the measured mean angular error (in radians)
is given for the each ROI size setup.
In the following figure (Figure 3.28) the cross-correlation calculated
peak height difference to one (1-PH) results of 11 cross-correlation ex-
periments are given. For all setups the difference is between 1.5- and
3 · 10−3, except the 100 randomly positioned ROI’s with a size of 64× 64
pixels and the 100 square grid positioned ROI’s of 64× 64 pixel size. The
largest difference between the setups can be found in the 100 ROI’s in
64× 64 pixels sized setups.
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Figure 3.28: Peak height difference to one results (in arbitrary units) of 11 cross-
correlation experiments. This figure is formatted in the same manner
as Figure 3.27.
The measured phantom rotations by the method are given by Fig-
ure 3.29. The misorientation is given in degrees. Here a similar qualita-
tive error behavior compared to the one in Figure 3.27 can be observed;
the 100 ROI’s 128× 128 pixel sized setup exhibits a 1 · 10−2 degree out-
lier compared to the rest of the measurements. Despite this result, the
overall rotation error increases with increasing ROI size.
Figure 3.29: Measured cross-correlated misorientation data of 11 cross-correlation
experiments. This figure is formatted in the same manner as Fig-
ure 3.27.
The figures Figure 3.30 and Figure 3.31 show the cross-correlation
measured Frobenius norm of error strain- and stress tensor. The 100
ROI’s in the size of 128× 128 pixels is an negative performing outlier
compared to rest of the measured field. The smallest errors can be
found for the 100 ROI’s 256× 256 pixel sized setups, followed by the
100 ROI’s 128× 128- (excluding the outlier) and the 100 ROI’s 64× 64
pixel sized setup. The 100 ROI’s 512× 512 pixel sized setup shows the
second largest error on the results of over 2 · 10−4 strain- and 15 MPa
stress error respectively.
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Figure 3.30: Frobenius-norm values for the measured relative error strain tensor
(in strain) of 11 cross-correlation experiments. This figure is format-
ted in the same manner as Figure 3.30.
Figure 3.31: Frobenius-norm values for the measured relative error stress tensor
(in MPa) of 11 cross-correlation experiments. This figure is formatted
in the same manner as Figure 3.31.
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Now, similar to the first set of 11 experiments, the results of the second
set of 3 experiments are shown. This set compares measurements which
are similar in total ROI-covered area, but different in the size of the ROI’s
used. This is achieved by increasing the number of the ROI’s as their size
is decreased accordingly. The computational cost for all the experiments
is the same, which is captured by the ROI number efficiency value EROI.
EROI is 8.4% in these experiments. For the 11 experiments showed above
EROI varied between 2.1% (100 ROI’s 512× 512 pixel) and 73.6% (100
ROI’s 64× 64 pixel). This can be seen in Table 3.2. In the figures 3.32
and Figure 3.33 the results are given. In Figure 3.32 it can be seen, that
Figure 3.32: Frobenius-norm values for the measured relative error strain tensor
(in strain), misorientation angle (in degree) and mean angular error
(in degree)of three cross-correlation experiments.
Figure 3.33: Frobenius-norm values for the measured relative error stress tensor
(in MPa) and difference to one of the mean cross-correlation peak
height (in a.u.) of three cross-correlation experiments.
with increasing ROI size the error in measured orientation is reduced by
more than a factor of two. At the same time the cross-correlation mean
angular error is as well decreased by more than a factor of two. The
calculated Frobenius norm of the strain error tensor is about constant for
all three measurements. The Frobenius norm of the stress error tensor
(Figure 3.33) is optimized by a setup of 400 ROI’s 128× 128 pixel sized.
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The difference to one of the cross-correlation’s mean peak height (1-PH)
is also at its maximum.
3.2.4.3 Discussion
From the data in Figure 3.29 it can be seen, that smaller ROI sizes are ben-
eficial to measure small angular errors between crystals with a circular
ROI arrangement. Qualitatively, strain and stress error figures (figures
3.30and 3.31) show the same general error behavior; the optimal strain
sensitivity is gained for these patterns with a square shaped 100 ROI’s
256× 256 pixel sized ROI setup. This setup results in 5 · 10−5 normed
strain tensor error (6% relative strain error). The square positioning how-
ever showed a distinct outlier in the 100 ROI’s 128× 128 pixel sized ROI
setup, with an normed strain tensor error of about 3 · 10−4 (53% relative
strain error). The least suitable ROI size in any positioning are the 512
pixel sized ROI setups.
The mean angular error (MAE) and mean cross-correlation peak height
(PH) are calculated in the Wilkinson method’s algorithm without know-
ing the true measurement error. In these experiments a low MAE or
1− PH did not indicate the most accurate elastic stress measurement.
The maximum error influence of the ROI size and position on the mea-
surements seen can be up to 3 · 10−4 of 7.7 · 10−4 (53% of the imposed
value). However, in a measured HR-EBSD map, it is most likely that
the high number of measured patterns in a given local area can be used
to filter out these outliers by careful data thresh-holding, based on the
respective data distribution in the measured map. In this case the gen-
eral elastic stress measurement error might be assumed to realistically lie
within the approximated error of about 10% of the measured value. This
is valid, if the size of the utilized ROI’s are smaller than about one third
of the pattern size. The reason for that can found in the increasing er-
ror of assuming a pure translational shift of features within such a ROI.
In case the ROI size exceeds a certain limit, non-translational changes
within the ROI, like rotations and zoom effects, can occur. These will
be then ultimately and falsely interpreted as pure translational shifts, if
no ROI registration (measuring rotation, zoom and pure shifts between
the ROI’s) is implemented in the process. Image registration, however,
is much more computationally expensive compared to cross-correlation
in Fourier space. In case of more complex ROI scew and rotations, the
shift field determined by simple image cross correlation is wrong, thus
not mechanically related to the displacement gradient tensor F. In this
case the calculated MAE decreases. If however, a physical solution for
F can be fitted to an erroneous measured shift field, the MAE will be
high anyhow. This explains the existing large measured true stress er-
rors even when the MAE predicts a good measurement, as in case of the
100 ROI’s 512× 512 pixel sized ROI setup.
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It has been shown, that larger ROI’s can result in a more accurate de-
scription of the zone axes shifts. On the other hand, some decorrelation
due to ROI inherent skew or rotation will reduce the accuracy of elas-
tic strain detection. Very small ROI’s can limit the maximal measurable
misorientation or strain. The maximum measurable misorientation Θ
can be approximated by Equation 3.10 as in (Britton, 2010) to,
Θmax =
tiltsample · sizeROI
sizeimage · 4
[◦] (3.10)
Given a setup of sampletilt=70
◦, ROIsize= 256 pixels and imagesize = 1000
pixels, the approximate maximum measurable misorientation Θ is about
6◦. In case a measured shift in this ROI is larger than this threshold, the
value is very likely to be incorrect and should be excluded from the shift
field.
At the same time, another indicator for misinterpreted shift might not
decrease to an alarming value; the mean cross-correlation peak height
PH. This can be seen in the two sets of experiments, when the mini-
mum measured error does not coincide with the minimum of the cross-
correlation errors. PH increases with increasing ROI size, if a certain
similarity between the tested and reference pattern still exists. This is be-
cause the cross-correlation is based on a convolution of the ROI’s of the
test and reference patterns in real space or their multiplication in Fourier
space. The more pixels that participate in that process, the higher the
PH can be. This is valid in the case of comparing the same pattern sizes
and elastic deformation with different ROI sizes, as in this study. The
fewer pixels that participate in the cross-correlation, the less sampling
points are available for the interpolation of the pixel intensity. The more
sampling points (pixels) are available, the more accurate can a sub-pixel
approximation (cross correlation) be calculated. When a feature, like a
zone axis of the pattern, can be pin-pointed with higher accuracy, the
measured result of shifts will be more accurate. That explains the still
low 1− PH error, while the true measurement error is high compared
to other ROI setups. This is the case for the more accurate elastic stress
approximation as in the 100 ROI’s 256× 256 pixel sized ROI setup, com-
pared to the worse approximation in the 100 ROI’s 512× 512 pixel sized
ROI setup case.
3.2.5 Influence of the simulated pattern reflector number
When using simulations of Kikuchi patterns to validate an experimen-
tal method like the cross-correlation based elastic deformation measure-
ment, the influence of the quality of the simulation itself is of interest.
Aiming solely for the highest simulated quality is favorable for these
kinds of method benchmarks, but not convenient, because the simulated
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pattern quality scales with simulation time. A high impact parameter of
such a simulation is the number of calculated planes (bands). In Fig-
ure 3.34 the simulation times in minutes of four chosen reflector num-
bers of 50, 270, 680 and 1202 bands are given in minutes for a set of
dynamical pattern simulations with Aimo Winkelmanns code as imple-
mented in Bruker Esprit. The data and, all the more, the well fitted
Figure 3.34: Number of simulated reflectors (Kikuchi bands, planes) versus their
respective time to simulate simulated in minutes as black circles in
the diagram. A fitted exponential function is given in the plot as red
curve.
exponential function to the data indicate an exponential increase of time
with reflector number. Hence, to achieve a high number of simulations,
a reasonable number of reflectors should be chosen to minimize calcu-
lation time and maximize the potential number of simulated patterns
in a given time. In the following section a balance of dynamical pat-
tern simulation time and measured absolute elastic stress error by the
Wilkinson-method will be explored and discussed.
3.2.5.1 Experimental
For the dynamical Kikuchi pattern simulation the same workstation, sim-
ulation software and settings were used as described in Section 3.1, Ta-
ble 3.1 on page 41. Four pairs dynamical simulations of silicon Kikuchi
patterns with 50, 270, 680 and 1202 reflectors were carried out. Each pat-
tern pair had an elastic stress free unit cell at an orientation of φ1 = Φ =
φ2 = 0
◦ and one elastic stress imposed counterpart in the same orienta-
tion. The imposed stress was 100 MPa for the stress tensor component
σ22. This corresponds to an imposed tensile strain of 7.7 · 10−4 for the
axis two of the unit cell. The axes one and three are under compression
of −2.2 · 10−4 strain. The remaining imposed elastic stress components
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are zero. The strain free lattice parameter of silicon a is 5.43 Å. The cu-
bic components of the elastic stiffness tensor Csilicon were C11 = 165GPa,
C12 = 64GPa and C44 = 79.2GPa. In the cross-correlation experiment
a matrix of 10 × 10 256 pixel ROI’s are used with a high frequency
bandpass filter in Fourier space is 30 pixels−1 with a cut off width of
15 pixels−1 and a low frequency bandpass filter in Fourier space of 4
pixels−1 with a cut off width of 2 pixels−1.
3.2.5.2 Results
The resulting translational shift gradient fields of the cross-correlation
measurement is shown in Figure 3.35 for all four measurements. Al-
Figure 3.35: Translational shift gradient fields of the cross-correlation measure-
ment for a) 50, b) 270, c) 680 and d) 1202 simulation imposed reflec-
tors as green vectors. The shift magnification of all sub plots is 200×.
Notice the very small, but existing difference between c) and d)
though the simulated patterns are differing quite strongly in their spa-
tial intensity distribution, the shift gradient fields of the cross-correlation
measurements do not show any obvious difference among them. A dif-
[ May 31, 2015 at 16:47 – classicthesis – Final Draft ]
72 simulations
ferent visualization of the shift data of Figure 3.35, the length of the
measured shifts per ROI, is given in Figure 3.36. As in Figure 3.35, the
shown translational shift vector length maps do not differ substantially.
Figure 3.36: Measured translational shift vector lengths of a) 50, b) 270, c) 680
and d) 1202 simulation imposed reflectors. Notice the very small,
but existing difference between c) and d) e.g. in the last row (shades
of orange).
In Figure 3.37 the results of the Wilkinson-method for the a) Frobenius-
norm of elastic stress error tensor, b) Frobenius-norm of elastic strain
error tensor, c) misorientation angle and d), the cross-correlation mean
angular error MAE and peak height difference to one 1 − PH are de-
picted versus the reflector number. In sub plot d) 1− PH is given in gray
for all reflector data sets in order to maximize readability in this plot.
The overall pattern pairs worst performing reflector number for the
measured stress- and strain error (8.4 MPa and 7.6 · 10−4 respectively),
misorientation (4.3 · 10−5 radians), MAE and 1− PH is the 50 reflector
data. In terms of minimal stress and strain error, the 270 reflector pair
performs best. The achieved values are 3.3 MPa stress- and 2.9 · 10−5
strain error. By far the best misorientation value of 8.5 · 10−5 degrees is
achieved by the 1202 reflector data set. Beyond a number of 270 reflec-
tors the stress- and strain errors and the misorientation increase, except
one misorientation value of the 1202 reflector set.
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Figure 3.37: Pattern reflector influence on the Wilkinson-method for the a)
Frobenius-norm of elastic stress error tensor, b) Frobenius-norm of
elastic strain error tensor, c) misorientation angle and d), the cross-
correlation mean angular error and peak height versus the reflector
number. In all subplots the same color coding was used to differenti-
ate between results of the different used reflectors; red - 50 reflectors,
orange - 270, blue - 680 and green - 1202. In d) 1−PH is given in
gray for all reflector data sets.
3.2.5.3 Discussion
The results of the simulated reflector number influence showed that with
270 or more bands, measured elastic stress errors of less than 6 MPa
(6% of the imposed value) can be achieved. The 1 − PH- more than
MAE value indicated by small value setups of low stress error or mis-
orientation. The reason for the change in stress error and misorientation
can be found in the density of the spatial distribution of high contrast
bands and zone axes. The more high contrast bands are distributed
equally over the pattern area tracked by the ROI’s, the better the cross-
correlation function can approximate the true shifts. If, however, the
number of reflectors is increasing beyond 270 reflectors for the case of
silicon patterns, the pattern, which is already populated densely due
to the high contrast bands, will lose its high local contrast features by
multiple intensity interaction of added overlaying bands. This effect is
barely visible by the naked eye in Figure 3.35, but can be visualized by
subtracting the simulated pattern image intensities of the reflector num-
bers 270 minus 50, 680 minus 270 and the pattern bearing 1202 reflectors
minus the pattern with 680 reflectors. This is shown in Figure 3.38.
The pattern intensity difference reveals that between the pattern270
and pattern50 in a) a strong contrast is spatially distributed equally over
the pattern. In case a) we can assume, that the translational shift tracking
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Figure 3.38: Simulated pattern intensity difference of the patterns exhibiting
the number of reflectors of a) pattern270-pattern50, b) pattern680-
pattern270, a) pattern1202-pattern680.
has less intense features to perform with a high subpixel accuracy. This
is not reproduced in the change of the 1− PH error-values in Figure 3.37
as the number of reflectors is increased. The effect of decreased contrast
can be observed in Figure 3.39 for the blue intensity data plot of 50
reflector pattern compared to the other reflector plots.
Figure 3.39: Simulated pattern intensities of the patterns exhibiting the number of
reflectors of 50 (blue), 270 (pale blue), 680 (pink) and 1202 reflectors
(red) for the cumulative {-121} band intensity profiles. right: sub plot
with band location and profile direction in Kikuchi pattern (yellow
vector).
The diagram indicates that the {-121} band is not simulated in the 50
reflector case and missing in that pattern location for a beneficial cross-
correlation. The band shows higher intensities (band edges) to the left
and right of the band center compared to continuously decreasing band
edge intensities for the 680 and 1202 reflector cases respectively.
The impact of these findings for experimentally measured patterns
and their cross correlation is of qualitative nature; The quality of the
cross correlation can be increased significantly by recording Kikuchi pat-
terns of high contrast with sharp features (bands). To achieve sharp band
contrast light element unit cells are better suited than heavier element
unit cells. A high defect density in the diffracted volume would addi-
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tionally degrade the quality of the strain approximation by diffusing the
shift determination due to band slope blurring. The number of active
reflectors, however, cannot be manipulated in experimental patterns to
achieve an optimal band density in the measured patterns.
3.2.6 Influence of the region of interest filter setup
In the previous experiment, several Fourier space filters were applied to
the regions of interest. This filter setup is used to increase contrast of the
relevant features to cross-correlate, and to reduce the contrast of image
noise. In this process features of differing frequencies in the pattern can
be distinguished and filtered out. In order to avoid confusion in the
Fourier space, some definitions are given in the following;
High frequencies can be discarded by a low pass Filter. Low frequen-
cies can pass. A high frequency cut-off value determines the maximum
frequency to still pass. In the Fourier space a low pass Filter would ap-
pear as a low intensity circular rim, leaving the inner high frequencies.
The corresponding high frequency cut-off value would be the radius of
that rim from the center of the Fourier space.
Low frequencies on the other hand, can be discarded by a high pass
filter. High frequencies pass and the lowest frequency to pass is deter-
mined by the low frequency cut-off. In the Fourier space a high pass
Filter would appear as a low intensity center disk, leaving the outer low
frequencies. The corresponding low frequency cut-off value would be
the radius of the disk from the center of the Fourier space. A low fre-
quency cut-off radius must always be the smaller value compared to the
high frequency cut-off radius if some frequencies are to be preserved.
On noise free Kikuchi patterns, however, this filter setup seems also
to show an important impact on the cross-correlation result. The next
section is dedicated to qualify and quantify the possible correlation of
strain measurement error and the ROI filter setup.
3.2.6.1 Experimental
In order to determine the influence of various Fourier-space filter se-
tups a two-dimensional parameter optimization towards minimizing the
measured elastic stress error is implemented. This procedure is shown
for three cases; 1. 100 ROI’s of 256 pixel size and an orientation of
φ1 = Φ = φ2 = 0
◦, 2. 400 ROI’s of 128 pixel size and the same orien-
tation as in 1, and 3. the same setup as 2. but imposing a pattern tilt
of 70 degrees. Each of the tested patterns exhibit an imposed stress σ22
of 100 MPa. This corresponds to an imposed tensile strain of 7.7 · 10−4
for the axis two of the unit cell. The axes one and three are under com-
pression of −2.2 · 10−4 strain. In the dynamically pattern simulation 680
intensities of reflectors were calculated. For the experimental case 1 (256
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pixel ROI’s), the sampled high frequency cut-off ranges from 10 to 120
pixels−1, and the low frequency cut-off ranges from 0 to 25 pixels−1
with a cut-off width of zero each. For the experimental case 2 and 3
(128 pixel ROI’s), the sampled high frequency cut-off ranges from 50 to
5 pixels−1, and the low frequency cut-off ranges from 0 to 8 pixels−1
with cut-off widths of zero each. The constant cut-off width of zero
is chosen to simplify the problem and to minimize the error space in
dimension from four to only two dimensions. In total, results of 284
cross-correlation experiments are shown in this section.
3.2.6.2 Results
In Figure 3.40 a), b) and c) the 112 results of the 100× 256 pixel sized
ROI setup cross-correlation experiments are shown. In a) and d), the
measured elastic stress error ranges for certain filter setups from 0 to
31.1 MPa.
Figure 3.40: Frobenius-norm values for the measured relative error stress tensor
(in MPa), the difference to one of the mean cross-correlation peak
height (in a.u.) and the mean angular error (in radians) of the 100×
256 pixel sized ROI setup cross-correlation experiments. The ordi-
nate varies the low frequency cut off, the abscissa varies the high
frequency cut of in the same two patterns experiment.
The 86 results of the 400× 128 pixel sized ROI setup cross-correlation
experiments are shown in Figure 3.41. Here the measured elastic stress
error ranges for certain filter setups from 0.3 to 20.6 MPa.
The second 86 results of the 400× 128 pixel sized ROI setup cross-
correlation experiments are shown in Figure 3.42 for a pattern tilt of 70
degrees. Here the measured elastic stress error ranges for certain filter
setups from 0 to 16.3 MPa.
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Figure 3.41: Frobenius-norm values for the measured relative error stress tensor
(in MPa), the difference to one of the mean cross-correlation peak
height (in a.u.) and the mean angular error (in radians) of the 400×
128 pixel sized ROI setup cross-correlation experiments. The ordi-
nate varies the low frequency cut off, the abscissa varies the high
frequency cut of in the same two patterns experiment.
Figure 3.42: Frobenius-norm values for the measured relative error stress tensor
(in MPa), the difference to one of the mean cross-correlation peak
height (in a.u.) and the mean angular error (in radians) of the 400×
128 pixel sized ROI setup cross-correlation experiments. The tested
Kikuchi patterns had tilt of 70 degrees.
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3.2.6.3 Discussion
The cross-correlation error values mean peak height PH in Figure 3.40
b) and mean angular error MAE in Figure 3.40 c) exhibit a different
qualitative trend. While PH indicates the correct optimal filter setup,
MAE does not show that. In order to clarify the elastic stress error
behavior in the range of best results, a finer search grid for the high
and low frequency cut-off values was chosen (figures 3.40 d), e) and
f). Here the PH-value again indicates correctly the lowest elastic stress
error. The MAE-value does not indicate that. The optimal ROI filter
setup to achieve a norm of 0 MPa of the elastic stress error tensor is a
low frequency cut-off of 8 pixels−1 and a high frequency cut-off of 10
pixels−1 with cut-off widths of zero each. Using a smaller ROI size on
the same patterns results in a slightly higher error of 0.3 MPa in elastic
stress measurement compared to a 0 MPa error for the 256 pixel ROI
setup. The setup of choice is a low frequency cut-off of 5 pixels−1 and a
high frequency cut-off of 5 pixels−1 with cut-off widths of zero each.
When only the tilt of the tested patterns is changed, as in case of
the data shown in Figure 3.42, the optimal ROI filter setup to achieve a
norm of 0 MPa for the elastic stress error tensor is a low frequency cut-
off of 4 pixels−1 and a high frequency cut-off of 5 pixels−1 with cut-off
widths of zero each. Because the elastic stress error norm differs when
only the tilt angle is changed, the cross-correlation result suggests to be
orientation dependent. This will be topic of a following section (??).
It was shown by these experiments, that by refining the Fourier-space
filter setup and ROI size and positioning of a given pattern, the relative
error for dynamically simulated patterns can be reduced from more than
30% to almost 0%. A very critical point is that, the optimal filter setups
found by this optimization reduce the information containing frequency
domain of a ROI to a minimal amount of data. This can be seen in
Figure 3.43 d), representing the optimal setup found for a 100× 256
pixel sized ROI setup.
Hence, it remains very questionable whether the data, which is ob-
tained after such a rigorous filtering, still carries enough information
of the physical zone axes needed to perform the cross-correlation. How-
ever, since these measurements were performed on known deformed
unit cells, the real absolute error was obtained. This value was used
as the measure to optimize the given setup. The Fourier domain filters
are intended to filter out low and high frequency image intensity noise.
These occur e.g. in real measurements or in artificially noised simulated
patterns. The patterns used in the first approach did not exhibit any arti-
ficial noise, which is a limitation to probe the influence of filtering on the
cross correlation accuracy. The same Fourier domain filter optimization
approach applied can be applied to a noised pattern. The noise used in
[ May 31, 2015 at 16:47 – classicthesis – Final Draft ]
3.2 high angular resolution ebsd accuracy assessment 79
Figure 3.43: a), dynamically simulated Kikuchi pattern with one centered ROI,
b), top: Fourier-space representation of the ROI in a), bottom: un-
changed content of the ROI but with added Hamming window, c)
top: filtered Fourier-space with high frequency cut-off of 20 and a
low frequency cut-off of 10 pixels−1, bottom: the filtered real-space
result of the ROI, d) top: filtered Fourier-space with high and low fre-
quency cut-off of 10 and 8 pixels−1 respectively, bottom: the filtered
real-space result of the ROI.
this new pattern is a Gaussian white noise with standard deviation σ of
0.03. The Gaussian white noise algorithm follows as
Inoised image = Iinput image +
√
variance · randn(Sizeinput image) (3.11)
where Inoised image is the noised pattern result, Iinput image the as simu-
lated raw pattern and randn an algorithm to create normally distributed
pseudorandom numbers with a mean of zero and standard deviation of
one. Both reference and test pattern are noised. The result of the Fourier
domain filter optimization is shown in Figure 3.44.
Figure 3.44: Frobenius-norm values for the measured relative error stress tensor
(in MPa), the difference to one of the mean cross-correlation peak
height (in a.u.) and the mean angular error (in radians) of the 400×
128 pixel sized ROI setup cross-correlation experiments. The tested
Kikuchi patterns had tilt of 70 degrees.
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It can be seen that for the a wide low frequency range between 0 and 8
pixels−1 no influence on cross correlation error is apparent. This is due
to the fact, that no pattern background was included in the dynamically
simulated pattern. The low frequency cut off would reduce long range
intensity gradients in a pattern. The high frequency cut off, however can
reduce the artificially added Gaussian white noise in the range between
15 and 50 pixels−1. In case of an over filtering of the ROI, even higher
errors of up 40% relative measurement error can occur. This is the case
for the setup of a low frequency cut off of 4 and a high frequency of 5
pixels−1 as seen in Figure 3.44 a) or in Figure 3.43 d). The optimal cross
correlation solution can be achieved by setting the low frequency cut
off in the Fourier domain close to the last occurring band spikes, which
represent the last real data points of the band in a pattern. This is shown
in Figure 3.45 e).
Figure 3.45: a), dynamically simulated Kikuchi pattern with one ROI (noise free),
b), dynamically simulated Kikuchi pattern with one ROI (artificial
Gaussian white noise with σ=0.03), c) Fourier domain of the ROI
in a). In d), Fourier domain of ROI in noised pattern in b) and e)
Fourier domain filter of high of 15 and and low frequency cut-off of
5 pixels−1. f), g) and h): the filtered real-space result of the respective
ROI.
The back transformed result in h) is comparable to the ROI content
which was not artificially noised in f). This indicates a successful filter-
ing.
This section showed, that the Fourier domain filtering is an important
tool in the cross correlation in order to minimize noise effects of long
(Background) and short length (statistical noise). For different exposure
times (high frequency noise) and background (low frequency noise) sit-
uations the Fourier domain filter can be optimized to yield in low image
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correlation tracking errors. If no suitable filters are used, the errors of
the method can be significant.
3.2.7 Influence of the Kikuchi pattern noise and binning
In EBSD laboratories all over the world, instrument time is very often
limited, because multiple users are interested investigating their materi-
als. To limit measurement time and to increase the data output in these
experiments, the Kikuchi pattern size is often reduced to even-numbered
fractions of the pattern’s native size. This so called binning process is
mostly done by the EBSD-camera itself, therefore the pattern data trans-
port and processing is increased. At the same time the pixel intensities
are averaged from the native pattern on the CCD array. The field of view
is kept constant.
Another factor which decreases acquisition and processing time of
Kikuchi patterns is to reduce the time where the SEM’s electron beam
spatial position is kept constant on the sample’s surface. In this time
frame the pattern camera is able to collect spatial electron events on the
detector’s surface (phosphor). The more time is spent on this step, the
better the electron event statistics, which reduces the signal to noise ratio
in the pattern intensities. This exposure time scales inverse with pattern
noise, hence a long exposure time increases the pattern quality. The next
section will explore the influences of Kikuchi pattern binning on noise
influence.
3.2.7.1 Experimental
To simulate the pattern binning sets of neighboring pixels were aver-
aged to reduce the pattern image size. The pattern binning was set in
these experiments to 2× 2 and 4× 4 binning, compared to an unbinned
pattern pair. A reduced exposure time was simulated by a simple Gaus-
sian white noise filter with a variance exhibiting values of 0.01, 0.02 and
0.03 in the following simulations. The patterns were noised according
to Equation 3.11. Both reference and test pattern are noised. Like in
the section before, a two-step pattern pair simulation was imposed on
one strain-free pattern and one pattern with a defined strained. For the
simulation of the deformed state pattern a triclinic silicon unit cell was
simulated to have been exposed to 100 MPa elastic stress. This corre-
sponds for the normal strains to an imposed tensile strain of 7.7 · 10−4
for the one axis of the unit cell. The other two axes are under compres-
sion of −2.2 · 10−4 strain. For an imposed shear strain component this
corresponds to 1.26 · 10−3 strain. In the course of the simulation the
stress components σ11, σ12, σ13, σ22, σ23 were each tested in a pattern
pair. The component σ33, oriented normally to the simulated sample
surface, was not tested due to the imposed boundary conditions of this
method (see Section 2.2.2 in Chapter 2 on page 13). The simulations of
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the dynamic Kikuchi patterns before the binning and noise modification
was set to 680 reflectors. The order of pattern modification is first to add
noise to the pattern, then to average the intensities by binning. This is
done in order to simulate the true order of the pattern formation: first
the electron interaction with the detector, and then a camera averaging
if binning is applied. This is shown in Figure 3.46. Below each pattern,
the [-1 1 1] pole is shown magnified to show details of the binning and
noise influence on the pattern.
3.2.7.2 Results
Sixty pattern pair simulations were facilitated (12 combinations of bin-
ning and noise grade × five different imposed elastic stress components
σij). The details of these simulations can be found in Table A.1 in Ap-
pendix A on page 150. To give an overview, only the maximum error
of the five tested stress components σij are shown in the diagrams be-
low. With the maximum error, the worst measured case is assumed. The
cross-correlation error values MAE and 1− PH are given in the figures
3.47 and 3.48 respectively.
The MAE shows the smallest (best) values for the un-binned pattern
cases. The value increased with increasing binning and noise level. The
chosen noise levels of these simulations have a stronger effect deteriorat-
ing the MAE than the chosen binning modes.
The detected peak height difference to one is by orders of magni-
tude better for all non-noised cases. This value generally increases with
added noise level. The strongest influence noise has on the pattern can
be seen in the unbinned simulation results. When averaging the noised
pattern by binning, this noise effect in the 1− PH decreases.
Figure 3.49 shows the resulting phantom rotations of the cross-correlation
simulations as misorientation angle diagram. The misorientation is high-
est for all noised states in the not-binned cases. This error decreases with
increasing pattern binning. Still, the more noise a pattern exhibits, the
higher the misorientation. In the 4× 4 binned case the influence of in-
creasing noise seems to be rather exponential, whereas the unbinned
and 2× 2 cases show a near linear dependency.
In Figure 3.50 the cross-correlation results on the maximum Frobenius-
norm of the elastic strain error tensor of the five imposed stress compo-
nents is shown. The smallest errors can be seen in the not-binned results,
increasing almost linearly with binning factor. The increasing noise vari-
ance shows only a statistically fluctuating influence on the strain error
in the chosen range of simulations.
Figure 3.51 is exhibiting the maximum Frobenius-norm of the elastic
stress error tensor of the five imposed stress components. Similar to the
strain results, the smallest errors can be seen in the not-binned results,
increasing linearly with binning factor. Almost not influence exists with
increasing the pattern noise in the tested field.
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Figure 3.46: An example set of Kikuchi patterns, as varied in noise variance and
binning factor as in the simulations below. Underneath each pattern,
the [-1 1 1] pole is shown magnified to show details of the binning
and noise influence.
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Figure 3.47: Maximum measured mean angular error (MAE) in radians, due to
pattern binning and noise level.
Figure 3.48: Maximum measured peak height difference to one (1−PH), varied
in pattern binning and noise level.
Figure 3.49: Maximum measured ’phantom’ misorientation angles (in degrees),
with varied pattern binning and noise level.
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Figure 3.50: Maximum measured Frobenius-norm of the elastic strain error tensor
(in strain), varied in pattern binning and noise level.
Figure 3.51: Maximum measured Frobenius-norm of the elastic stress error tensor
(in strain), varied in pattern binning and noise level.
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3.2.7.3 Discussion
The results of the maximum stress- and strain Frobenius-norm of the
respective error tensor compared to MAE and PH indicate a correlation
with the MAE-value, and not with the PH value. In cases were, e.g. the
measured stress error is high, the PH value indicated a low error and
vice versa. The MAE however indicated qualitatively in the direction
of the smallest stress error. The most important finding is a relative
insensibility of the method of added image noise in the range of no
added noise over to the Gaussian noise variance from 0.01 to 0.03. In
the unbinned patterns the measured difference of the maximum stress
error between the patterns with no added noise (13 MPa) and a 0.03
noise (19 MPa) is 6 MPa (6 % relative measurement error). Whereas the
maximum difference between the results of the different binning setups
can lead to values of up 28 MPa (28 % relative measurement error) for
the case of comparing the unbinned with the 4× 4 binned data of 0.02
variance (orange bar in Figure 3.51). If the noise is increased beyond the
effect occurring with an added Gauss algorithm with an variance of 0.03,
the resulting stress error values could very well be much higher than the
values reported here.
To conclude this section about the influence of noise level and pattern
binning factor in order to decrease measurement time at the SEM, the
following statements should apply: the operator should always aim for
the best experimental conditions, which is to maximize the pattern ex-
posure time in addition to a software based pattern averaging algorithm
and to use the native resolution of the used CCD chip in the camera
in order to minimize errors in elastic strain- and stress measurement.
If, however, time is a limited resource, reducing the exposure time per
point will be smaller sacrifice in terms of stress error than to increase the
binning.
3.2.8 Influence of the pattern source point accuracy
Measuring the exact source point coordinates (pattern center, PC) of
Kikuchi patterns is not a trivial task. The current accuracy level in de-
termining the PC coordinates of a pattern by an iterative Hough-based
method is about 1 pixel (Britton, 2010). As shown in Section 2.2.2 on
page 14, the PC coordinates are essential in the Wilkinson-method algo-
rithm to translate the cross-correlation measured translational shifts into
the displacement gradient tensor F. From F the elastic strain and rigid
body rotations are calculated. Hence, if an error occurs in the assumed
PC coordinates, an error in the strain measurement is very likely to oc-
cur. In order to quantify the influence of a PC coordinate uncertainty,
the effect is tested in the following section.
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3.2.8.1 Experimental
In order to test the three PC coordinate components PCx, PCy and PCz
influence on the measurement errors of rotation, elastic strain and -stress,
their influence is probed over a range of 65 pairs of Kikuchi test- and ref-
erence patterns by the Wilkinson method. A test matrix of the imposed
elastic stresses to a silicon unit cell of the components σ11, σ22, σ12, σ23
and σ31 is combined to four chosen spatial distances to the true source
point coordinates is applied on PCx, PCy and PCz respectively. The
applied distances are 1.044 pixels (50.14% of an image with a width of
746 pixels), 7.46 pixels (51%), 37.3 pixels (55%) and 74.6 pixels (60%) for
each pattern reference system direction PCx, PCy and PCz. The pattern
center shift projected into a Kikuchi pattern and a subsequently shifted
PCx component is shown in Figure 3.52. The green point indicates the
true pattern center coordinates in this case. The red point shows a sub-
sequently wrong PC in x-direction.
Figure 3.52: Pattern center shift projected into a Kikuchi pattern, subsequently
shifted PCx component for 1.044 pixels (50.14% of an image with a
width of 746 pixels), 7.46 pixels (51%), 37.3 pixels (55%) and 74.6 pix-
els (60%). Green point: indicates the true pattern center coordinates.
Red point: subsequently wrong PC in x-direction.
The dynamically simulated patterns exhibited 166 reflectors for the
imposed elastic shear stresses and 270 for the normal stresses and were
tilted by 70◦ about axis 1. The imposed elastic stress for each component
is set to 100 MPa for silicon. This corresponds to an imposed strain of
7.7 · 10−4 for the main component and −2.16 · 10−4 for the two minor
components for the normal strains and 1.26 · 10−3 for each shear strain
component imposed.
3.2.8.2 Results
In Figure 3.53 the results of the various elastic stress components im-
posed on the Frobenius norm (also known as L2-norm) of the measured
rigid body rotations ωij (phantom rotations) are given.
It can be seen, that for the two cases of imposed normal stress the PC
error influence is low even up to high PC distances to the true value. For
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Figure 3.53: The red bars indicate the error (Frobenius-norm) of the measured
rigid body rotations ωij for an erroneous PCx value (phantom rota-
tions in degree). The green for a PCy and the blue for a PCz.
all shear stress imposed cases, the measured misorientation Frobenius-
norm is about constant at 3.5 · 10−2 degrees.
Figure 3.54: The red bars indicate the error (Frobenius-norm) of the measured
elastic strains ij (true strain accuracy) for an erroneous PCx value
(phantom rotations in degree). The green for a PCy and the blue for
a PCz.
In Figure 3.54 the results of the various elastic stress components im-
posed on the Frobenius-norm of the measured elastic strains ij (true
strain accuracy) are given. A qualitatively similar result as in the ωij er-
ror results is seen; the imposed normal stresses cause a generally lower
error in strain measurement compared to the shear stress components,
which have a minimum error of about 7 · 10−4 strain. One outlier set
is observed in the σ22 imposed correct PC coordinate with an error of
about 1.35 · 10−3 strain.
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3.2.8.3 Discussion
It can be seen from the given results, that in the range of 1 pixel accuracy
in determining the PC coordinates, the relative Wilkinson method errors
are negligible, if the same error is applied for reference- and test pattern.
Here, the true pattern center is fixed and the measured source point
coordinates gyrate within a specific precision around the true PC. This
might be different, in cases, were the test and reference pattern exhibit
a different PC. This might be the case if a reference pattern in an experi-
ment is spatially very far away from a test pattern and therefore changes
its source point coordinates substantially or if a measured Kikuchi pat-
tern is cross-correlated with a simulated pattern. In the latter cases a
high PC coordinate accuracy rather than a high PC coordinate precision
would be necessary. This, however, is in the current approaches not yet
sufficiently fulfilled by any technique available.
3.2.9 Imposing a finite crystal lattice rotation
As shown in the section above, the cross correlation method is stable
in case no measurement errors (pattern noise, PC-correction, ROI-filter
setup, high pattern binning and so on) are introduced. However, in
real experiments measurements, these errors occur. An additional error
factor is an elevated in-grain misorientation caused by e.g. the slip of
dislocations due to a sample deformation (plasticity defects). Plasticity
causes the tested pattern to deviate in orientation to the reference pat-
tern. The magnitude of this effect on the elastic stress measurement will
be simulated, measured and discussed in the following.
3.2.9.1 Experimental
230 dynamically simulated Kikuchi patterns were calculated for five test-
pattern rotation simulations, as described in detail in Section 3.1, using a
silicon unit cell and imposing 680 reflectors. No elastic strains or stresses
are imposed on the test pattern sets. The only difference between test
and reference pattern is the rotation (misorientation). Therefore, any
measured elastic strain by the cross-correlation can be interpreted a mea-
surement error. These erroneous strains are called sometimes phantom
strains (Maurice et al., 2012) in the recent literature.
In the first experiment a 0.1◦ stepwise positive sample axis rotation
of the component ω12 was imposed in 51 patterns. The rotation can be
achieved by a rotation about the axis 3 (See axis convention used in this
work as in Figure 3.15 on page 54 above). The virtual sample was not
tilted, in order to realize the change of this rotation component in the
sample reference system.
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For the second experiment a 0.1◦ stepwise negative sample axis rota-
tion of the component ω13 was imposed in 51 patterns. The maximum
imposed misorientation angle is 5◦, the misorientation axis is axis 2 in
the sample reference system. The virtual sample was tilted by 70◦ about
the sample axis 1.
The third experiment exhibited as well a 0.1◦ stepwise, but positive
sample axis rotation of the component ω23 was imposed in 51 patterns.
The maximum imposed misorientation angle is 5◦, the misorientation
axis is axis 1 in the sample reference system. The virtual sample was
tilted by 70◦ about the sample axis 1.
A fourth experiment was facilitated comparable to the first, with an
imposed rotation about the sample axis 2 (ω12) in 51 patterns. The
negative rotation had a step size of 0.001◦ in this simulation. This sim-
ulation probes the sensitivity of the the cross correlation method. The
fifth simulation discovers the influence of a very high imposed misorien-
tation between reference- and test-pattern. The imposed ω12 ranges up
to 26◦ in 1◦ steps. Comparing the imposed with the measured values in
a similar manner as in the section above will result in the absolute mea-
surement for each tensor component of elastic strain or stress for each
simulation below respectively.
3.2.9.2 Discussion
In order to quantify the measurement error in a simple scalar value
the Frobenius-norm of the respective error tensors was calculated. The
Frobenius-norms of the measured rotation-, elastic strain and -stress er-
ror tensors versus an increasing rotation angle is shown in Figure 3.55
a), b) and c) respectively. It can be seen from the data, that a significant
increase of the measurement error appears beyond a rotation angle of
4.5 and 3.6 degrees for the imposed rotations ω13 and ω23 respectively.
These errors can reach up to more than 7 GPa elastic stress measurement
error below misorientation angle of 5 degrees, and up 20 GPa when im-
posing e.g. ω13 of 10 degrees. Depending on the imposed rotation
component, the cross-correlation ultimately fails beyond different mis-
orientation threshold values.
From Figure 3.55 one can deduct, that the cross-correlation algorithm
works stable as long as the measured translational shifts from the Kikuchi
patterns are exhibiting an apparent homogenous field. A direct indica-
tor for a false interpretation of these shifts is given, when stray shifts
are measured. This misinterpretation, in this case at a misorientation
angle of the test pattern from the reference pattern orientation above 4.5
and 3.6 degrees, is clearly shown in Figure 3.55 by the increase of the
Frobenius-norm of the rotation-, strain- and stress error tensor.
The reason for the linear increase of measured error before the thresh-
old value of misorientation, where the shifts are not measured correctly,
might be found in the implemented infinitesimal elastic strain and rota-
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Figure 3.55: Frobenius-norm of the measured a), rotational-, b) elastic strain- and
c), elastic stress error tensor versus an increasing rotation angle.
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tion approach in the cross correlation-method. This effect should show a
linear deviation from the infinitesimal to the finite model of transferring
the two dimensional measured shifts into the approximated displace-
ment gradient tensor F (infinitesimal model). Another hypothesis, that
this effect is dependent on the given absolute orientation (by Hough-
based pattern indexing), might be neglected because a wrong absolute
orientation increases only the calculation of the normal strain compo-
nent errors. This is due to the fact, that normal strains cannot be mea-
sured by the technique directly, but are calculated from the boundary
condition of a stress free surface normal and the compliance tensor in
the crystal coordinates. However, this was not observed in the simula-
tions.
In case significant sample reference rotation ω13 is introduced to the
crystal, strain errors in the components 12 and 13 can be expected.
For a significant sample reference rotation ω23, strain errors in the com-
ponents 23 and all normal strain components ii can be expected and
for ω12, 23 and 13. This can be seen in Figure 3.56. Compared to Fig-
ure 3.22 on page 60, shifts caused by ω13 are similar to shifts caused by
-σ13, the resulting stress error in this component is elevated. Shifts that
are caused by ω23 are similar to σ23, in this stress component error are
elevated as well. Therefore, similar shift gradient fields could be caused
by different causes in rotation or stress. The elastic stress and rotation
solutions are analytically singular in theory, if however, small errors of
the cross-correlation shift gradient field measurement occur, the effect
could result in mix-ups between similar shift effects of elastic stress and
rotation. The shifts caused by ω12 are not obviously similar to any basic
sample reference imposed stress, but result in significant errors of σ23
and σ13. The latter, would not support the above hypothesis of shift
similarities.
In this section a very important factor of the Wilkinson method’s er-
ror could be qualified as the misorientation between test and reference
pattern. The quantification of the measured elastic stress error shows
possible values in the range of 20 GPa between 3.6 and 10 degrees of
misorientation angle. This results shows, that if other errors can be ne-
glected, 3.6 degrees of misorientation angle between reference and test
pattern can be applied with an acceptable error.
3.2.10 Imposing a finite crystal lattice rotation and elastic stress
The cross correlation method is most sensitive to misorientation between
test- and reference pattern. However, in literature so far only erroneous
phantom strains and stress were shown by imposed rotation simulations
(Maurice et al., 2012; Britton and Wilkinson, 2012). Additionally to an
imposed rotation a defined elastic strain can be imposed on a similar
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Figure 3.56: General imposed rotation effects as measured on the translational
pattern shift effects in this experiments. This is valid for the given
orientation φ1 =Φ = φ2 = 0◦.
simulation. In the following section the magnitude of this effect on the
elastic stress measurement is simulated, measured and discussed. The
advantage of this approach is the direct determination of not only ’phan-
tom’ strains but the true strain accuracy will be available.
3.2.10.1 Experimental
153 dynamically simulated Kikuchi patterns were calculated for three
test-pattern rotation simulations, using a silicon unit cell and imposing
680 reflectors. Elastic strains on the silicons unit cell axis 2 is set to
7.70 · 10−4 strain, the axis 1 and 3 are set to 2.16 · 10−4 strain. The
resulting stress component is σ22 = 100 MPa. Additionally a difference
between test and reference pattern in the rotation (misorientation) is
imposed. The measured erroneous shear strains are phantom strains,
the measured normal strain components are true strain accuracy values.
In the first experiment a 0.1◦ stepwise counter clockwise sample axis ro-
tation of the component ω12 was imposed in 51 patterns. The rotation
can be achieved by a rotation about the axis 2 (See axis convention used
in this work as in Figure 3.15 on page 54 above). The virtual sample was
not tilted, in order to realize the change of this rotation component in
the sample reference system. For the second experiment a 0.1◦ stepwise
clockwise sample axis rotation of the component ω13 was imposed in
51 patterns. The maximum imposed misorientation angle is 5◦, the mis-
orientation axis is axis 2 in the sample reference system. The virtual
sample was tilted by 70◦ about the sample axis 1. The third experiment
exhibited as well a 0.1◦ stepwise, but counter clockwise sample axis rota-
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tion of the component ω23 was imposed in 51 patterns. The maximum
imposed misorientation angle is 5◦, the misorientation axis is axis 1 in
the sample reference system. The virtual sample was tilted by 70◦ about
the sample axis 1. The benefit of the high number of simulated patterns
is a dense matrix of strain solutions versus an increasing misorientation
angle. By this approach, an exact misorientation angle to fail the cross
correlation method can be determined.
3.2.10.2 Results
The Frobenius norm of the respective error tensors was calculated for a
increasing misorientation angle with imposed elastic strains and stresses.
The Frobenius-norms of the measured rotation-, elastic strain and -stress
error tensors versus rotation angle is shown in Figure 3.57 a), b) and c)
respectively. It can be seen from the data, that a significant increase of
the cross correlation error appears beyond a rotation angle of 4.5 and
3.6 degrees for the imposed rotations ω13 and ω23 respectively. These
errors can reach up to more than 7 GPa elastic stress measurement error
below misorientation angle of 5 degrees. Depending on the imposed ro-
tation component, the cross-correlation ultimately fails beyond different
misorientation threshold values.
3.2.10.3 Discussion
In the Figure 3.57, the measurements of imposed elastic strains and zero
imposed strains are shown as overlay. The simulations clearly show, that
strains can be measured with a linear accuracy below a certain misorien-
tation threshold value. The linear factor is dependent on the occurring
rotation and strain in the pattern. A favorable case is shown e.g. in
Figure 3.58, where the occurring strain shifts, do not interfere drastically
with the given rotation up to high misorientation angles.
If however, like in Figure 3.59, the measured shifts caused by a strain
tensor interferes to a great extend with the shifts caused by a rigid body
rotation, then already a small misorientation between test- and refer-
ence pattern is sufficient to decrease the measurements accuracy below
acceptable limits (e.g. <30% of true strain value).
Reference to test pattern misorientation angles smaller than 1.2◦ are
shown as overview in Figure 3.61. There, even small misorientation
angles cause errors in the strain measurement. The strain measurement
error differences between the experiment with imposed elastic stress to the
simulated unit cell compared to the pure rotation experiment are small.
Thus, the phantom stresses induced by a rotation between test- and ref-
erence pattern dominate the strain measurement error.
The observed worst case scenario is given by imposing a misorienta-
tion of 1 degree causing the relative accuracy of strain measurement to
drop to a value of about 30%. This can be seen in Figure 3.60.
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Figure 3.57: Frobenius-norms (=L2-norm) of the measured a), rotational-, b) elas-
tic strain- and c), elastic stress error tensor versus an increasing rota-
tion angle.
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Figure 3.58: Elastic strain data error results on cross-correlating stepwise increas-
ing misorientation test patterns Imposed about the sample reference
axis 3 (ω12).
Figure 3.59: Elastic strain data error results on cross-correlating stepwise increas-
ing misorientation test patterns Imposed about the sample reference
axis 1 (ω23).
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Figure 3.60: Relative measurement error of the elastic strain component 22 ver-
sus an increasing rotation angle for different imposed rotations in the
sample reference frame.
Figure 3.61: Frobenius-norm (Frobenius-norm) of the measured a), rotational-, b)
elastic strain- and c), elastic stress error tensor versus an increasing
rotation angle in a range of < 1.2◦ misorientation.
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3.2.11 Conclusions of the dynamical Kikuchi pattern simulation experiments
It could be shown, that measured shift accuracy or the equivalent cal-
culated strain results are in most cases sufficient. However, in some
cases the cross correlation accuracy drops to values of about 1× 10−2
pixels. This error within order of magnitude that is claimed in the litera-
ture (Wilkinson et al., 2006) of 0.05 pixel precision (1/20th of a pixel, or
5× 10−2 pixels). With this shift precision a strain measurement of about
1.4 × 10−4 strain can be achieved. The data of this chapter indicates,
that the most influencing factor in elastic stress measurement is the mis-
orientation angle between the test- and reference pattern. However, the
misorientation induced error can be reduced by more than two order of
magnitudes by limiting the cross-correlation to areas of a smaller mis-
orientation than 3.6 degrees. The second largest error influence is the
pattern center accuracy. Here, the window of optimization is smaller
compared to the misorientation. With a pattern source point coordinate
determination with an error of less than five percent, errors of that com-
ponent can be reduced to one-third in order of magnitude in measured
strain error. This can be assured by standard Hough-based pattern in-
dexing methods if a pattern source point coordinate optimization is per-
formed.
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In this chapter, details of the experimental setups, measured results and
their respective interpretation can be found. The chapter is divided into
two parts; First the experiments on the Wilkinson method are shown
and discussed; second, the experiments on the high manganese TWIP
steel are specified and discussed.
4.1 methodical experiments
The following section can be understood similar to the Wilkinson method
testing in the chapter above. In the latter chapter, only simulated Kikuchi
pattern were used to limit the number of unknown parameters in order
to determine independently the significant error sources. In the follow-
ing, the simulated Kikuchi patterns will be replaced by experimentally
measured ones. The aim is here as well to keep the experiment as sim-
ple as possible to identify occurring errors in a real experiment. In order
to realize a simple experiment, the material of choice is a silicon single
crystal of electronic grade. This assures, to a certain extent, a homoge-
nous and defect free sample. In the following measurements it can be
assumed that most of the measured inhomogeneities in determined elas-
tic strain, rigid body rotation have their origin in the method. The most
striking parameters differing between the simulations (see Chapter 3 be-
fore) and the experiments (this chapter) is the uncertainty of the true
elastic strain tensor, rotation tensor, source point coordinates (leading to
scan size effects), occurring pattern intensity noise. Therefore it is nec-
essary minimize negative effects on the measurement quality or at least
consider them. The quality and quantities of these error sources will be
presented and critically discussed.
4.1.1 Influence of the experimental Kikuchi pattern binning, scan size and
pattern corrections
The effect of scan size, and therefore spatial test-pattern distance to the
reference pattern, is tested in conjunction with a possible Kikuchi pat-
tern intensity background correction and binning for the cross correla-
tion method.
99
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4.1.1.1 Experimental
For the experiment 18 scans were carried out on a electronic grade silicon
single crystal. Two different scan sizes exhibited both 10× 10 Kikuchi
patterns on square grid with step sizes of 100 nm and 10 µm, resulting
in scan sizes of 1 µm2 and 100 µm2 scanned area respectively. The cross-
correlation reference pattern was the pattern in the center of each scan
field. This helps to minimize possible errors in the pattern center lateral
movement approximation due to sample misalignment. For each scan,
the same region on the silicon single crystal was observed respectively.
All scans were varied in kind of background correction, exhibiting no
pattern alteration (raw pattern) and careful static- and a static- and dy-
namic background subtraction. For the static background correction of
the single crystal the sample was rotated 180◦ while continuously record-
ing the Kikuchi patterns, emulating a polycrystal. These backgrounds
exhibit no band contrast anymore and are therefore suitable for a sub-
traction. The dynamical background subtraction applied to each cap-
tured pattern a multiple staged blurring algorithm, in order to loose the
band contrast for a consecutive subtraction. To this end a background
image is constructed from the recorded pattern by applying a Gaussian
smoothing filter to the pattern. The resulting image is subtracted from
the original pattern. This results in an intensity flat fielding of patterns
with an long range intensity gradient. An example of the result of such
a correction can be seen in Figure 4.1. The background modification is
often applied in the analysis of Kikuchi patterns, in order to increase the
visible signal to noise ratio. Features like band structures and higher or-
der Laue zone (HOLZ) rings are then more obvious and result in higher
2D Hough space peaks for a more robust automated indexing.
The applied effect of pattern binning was already shown above in a
similar example, but with simulated patterns (see Figure 3.46 on page
83). The bin sizes applied were: Not binned (1× 1), 2× 2 and 4× 4.
Figure 4.1: a), as-measured Kikuchi pattern (raw), b) the same, static background
subtracted and, c) static and dynamic background subtracted.
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For the cross correlation the following parameters were used; a) non-
binned patterns (898× 898 pixels) 49 ROIs (2562 pixels) were positioned
on square grid within a circle, b) 2× 2 binned patterns (449× 449 pix-
els) 216 ROIs (1282 pixels) in similar manner as a) and c) 4× 4 binned
patterns (224× 224 pixels) 913 ROIs (642 pixels) located in the similar
manner as a) and b). The number of ROI’s increases with decreasing
pattern size to achieve a constant ROI efficiency EROI (see Equation 3.9
in Section 3.2.4 on page 62). For the given pattern sizes these are a
constant trade off between increasing number of ROI’s and thus robust-
ness of the cross correlation versus increasing computational effort with
increasing ROI number.
4.1.1.2 Results
The results of the 18 cross-correlation experiments for the standard devi-
ation each of the 100 scanned points in the relative misorientation angle
from the reference are shown in Figure 4.2.
Figure 4.2: Standard deviation of 100 relative misorientation angles to a reference
point for different scan sizes, pattern binning setups and pattern back-
ground correction states.
It can be seen, that the smallest misorientation angle deviation (high-
est precision) occurs with no binning and increases with the binning
factor. The smaller scan area data exhibit smaller variations. The non-
modified raw-patterns yield smaller errors in the case of the smaller scan
area consistently over all binning cases. However, in the bigger scan area
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the raw patterns show the highest error. In Figure 4.3 the influence of
this factor on the strain precision can be seen.
Figure 4.3: Standard deviation of 100 strain tensor L2-norms for different scan
sizes, pattern binning setups and pattern background correction
states.
The qualitative behavior of the misorientation angle precisions can be
also found in the standard deviation of 100 strain tensor L2-norms; big-
ger patterns (no binning) yield the smallest variation as well as a smaller
scan area size and raw-patterns rather than background-treated ones. A
similar behavior can be observed in Figure 4.4 for the approximated
elastic stress values.
4.1.1.3 Discussion
The results measured on the assumed homogenous and elastic and plas-
tic strain free electronic grade silicon single crystal indicate, that:
1. The smaller the scanned area, the smaller the measured error in most
cases.
2. Raw Kikuchi pattern can be beneficial in the determination of elastic
strains.
3. No binning should be applied for the cross correlation elastic strain
measurement.
Point 1. can be explained by an increasing inaccuracy of the simple lin-
ear assumption of the sample geometry for the movement of the electron
beam. In the case the sample is not aligned correctly, exhibits a surface
roughness (of e.g. low frequency) or shows a different tilt than assumed
the linear approximation deviates from the model and the source coordi-
[ May 31, 2015 at 16:47 – classicthesis – Final Draft ]
4.1 methodical experiments 103
Figure 4.4: Standard deviation of 100 strain tensor L2-norms for different scan
sizes, pattern binning setups and pattern background correction
states.
nates can not be predicted anymore with a sufficient accuracy. In case of
point 2., the raw pattern performs with higher precision than those with
the background subtracted ones for the small area scans in this method.
The pattern spatial-intensity sensitive cross-correlation will benefit from
applying as few as possible artificial changes in the pattern intensity
data. Spatial static defects can obscure the cross correlation algorithm
results. However, the background corrected patterns perform better in
the large area scans. Large beam shifts will lead to large relative shifts
of the pattern center and large shifts in the background intensity as well.
These large impact factors on the the pattern intensity distribution will
lead to higher cross correlation errors, if ignored, than in case these will
be corrected. It is however interesting to note, that the low frequency
Fourier domain filter should remove any background intensity effects
from the pattern if correctly applied. This is obviously not sufficiently
enough to correct for the larger translational background shifts as appar-
ent in larger scan areas.
Dead pixels on the phosphor screen or the CCD chip are to be avoided
in any measurement. In case no optical-defect free phosphor is at hand,
a static background subtraction can minimize this effect (this can be
seen for data of the bigger scanned area). Another option is to limit the
area covered by the ROI’s to the phosphors optical-defect free region.
This however can minimize the angular scope for a successful transla-
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tion from the two dimensional measured shifts ~q to the displacement
gradient tensor F. The effect of point 3. was already discussed in Sec-
tion 3.2.7 (on page 81); In the simulation- and also in the experimental
case it was found that any binning of the pattern is highly inefficient in
terms of strain measurement precision.
4.1.2 Influence of the source point correction
When using the EBSD technique it is usually convenient to scan the pri-
mary electron beam over a tilted surface of the specimen of interest. The
primary electron beam position can be set with a high accuracy on the
surface. While moving the beam, the Kikuchi pattern source point coor-
dinates will move with respect to the phosphor screen and the low level
light sensitive charge-coupled device chip (CCD) behind it. This effect
is more pronounced, if the beam step size is in the order of magnitude
of the size of the phosphor screen used in EBSD system. Usually the
phosphor screen size is about 40 mm. If the electron beam step size
used is close to the phosphor screen size, the pattern will shift in total
according to the beam position significantly. In case this effect results
in relative shifts larger than the lower shift detection limit of HR-EBSD
(1/100 pixel, see Figure 3.3 in Section 3.2.1 on page 43) it will have an ef-
fect on the interpretation of the measured shifts by the cross-correlation
in displacement gradient tensor F. In order to minimize this error for
large scans, one can either use a stage scan to avoid pattern shifts or
correct the beam shift by assuming the SEM- and sample geometry. The
stage scan can be successful if the stage movement can be controlled very
precisely. However, the needed stage movement accuracy is usually not
given in ranges necessary for the Wilkinson method for stages found in
commercial SEM’s. For the beam shift correction when utilizing a beam
scanning the shifts can be calculated relative to a reference pattern with
a given source point. In the commercial EBSD software package TSL
OIM the beam movement is assumed to correlate to a calibration at the
center of the field of view in the SEM. In the cross-correlation method as
implemented in the software Cross Court, the source point coordinates
are assumed for the scan relative to the first measured pattern in a scan.
This first measured pattern is the upper-left point in a scan field. The
pattern source point movement is equal to the beam’s step size in hor-
izontal direction (PCx), sin 70◦ or cos 70◦ in vertical direction for PCy
and PCz respectively. The following shows cross-correlation results of
different step- and map size to qualify and quantify the possible error on
measured Kikuchi patterns when adapting or ignoring the beam move-
ment.
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4.1.2.1 Experimental
Two map scans exhibiting sizes of 100 nm and 40 µm were done with
a total map size of 1 × 1 and 480 × 30 microns, respectively. The 100
nm step size scan exhibited an exposure time of 106 seconds per pattern
and were saved in the 12 bit grayscale image file format tiff in total 111
patterns. The 40 µm step size scan exhibited an exposure time of one
second per pattern and a frame averaging factor of 10 and were saved
in the 12 bit grayscale image file format tiff in total 480 patterns. Forty-
nine ROIs (2562 pixels) were positioned on square grid within a circle in
the Kikuchi patterns. For the cross correlation a Fourier-space filter of
30 pixels−1 high frequency cut off and 4 pixels−1low frequency cut off
was set. The cut off width for both cases is 1 pixel−1. The EBSD camera
pixel size η (see Equation 2.7 on page 14) is varied for the beam shift
corrected measurements.
4.1.2.2 Results
In Figure 4.5 the cross-correlation results of the source point correc-
tion influence measurements are shown. The source point correction
is changed by the EBSD camera pixel size η in µm.
Figure 4.5: Mean Frobenius-norm of measured strain and mean misorientation
versus the assumed detector pixel size η for the Kikuchi pattern linear
source point correction. Top: results of both 0.1 and 40 µm step size
scans, Bottom: data of only the 40 µm step size scan.
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4.1.2.3 Discussion
In case of the 40 µm step size scan, not correcting for the source point
movement results in a mean elastic strain Frobenius-norm of all compo-
nents of 6 · 10−3, which corresponds to about 980 MPa mean stress and a
mean misorientation in the map of about 0.3◦ (dark red and green bars
in top-left of Figure 4.5). The smallest elastic strain L2-norm of about
5× 10−4 is achieved at an assumed detector pixel size η of 40 µm. This
is as well the calibrated detector pixel size for this setup. The mean mis-
orientation angle is dropping to about 2× 10−2 degrees at a assumed
detector pixel size of 44 µm.
The 0.1 µm (100 nm) step size scan is independent from the assumed
detector pixel size in the scale of the top of Figure 4.5. In the bottom of
Figure 4.5 a closer look to the data is given. It is visible, that not correct-
ing the source point movement yields higher Frobenius-norm strains
(about 2.235 · 10−4) compared to any of the linear corrected measure-
ments (all < 2.315 · 10−4). This is similar to the mean misorientations
measured behavior. The smallest L2-norm strain indicates the correct
detector pixel size of being 31 µm. The η-dependency on the strain mea-
surement precision would be of pure analytical kind, if the geometry of
the sample in the microscope would be obtainable with higher accuracy.
The data shown, indicates that the linear source point correction should
be applied to small and large region scans. The imposed error on the
large scans however, is much higher compared to the smaller scan. The
elastic stress measurement error to expect is in the range of 70 MPa for a
beam position corrected large area scan with a smaller than 500 microns
distance of test to the reference pattern. For the small area scan, with
a maximal distance of test- to reference pattern of less than 1 microns,
the expected measurement error in elastic strain, elastic stress and mis-
orientation is about 2 · 10−4 strain, 36 MPa and 9 · 10−3 degrees can be
expected, respectively.
4.1.3 Influence of the experimental Kikuchi pattern noise
When measuring small scale translational shifts ~q in the Kikuchi pattern,
image noise can be a detrimental factor. In order to quantify this factor
twelve experiments are conducted varying the primary electron beam
exposure time and the frame averaging factor. The latter is a software
image averaging of many Kikuchi patterns of the same spatial point on
the sample surface exposed by a given time. The resulting image noise
influence on the Wilkinson method’s results is shown and interpret in
the following subsection.
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4.1.3.1 Experimental
Twelve scans on an electronic grade defect free silicon single crystal vary-
ing in exposure time and frame averaging were done. For the cross-
correlation 49 ROIs (2562 pixels) were positioned on square grid within
a circle in the Kikuchi patterns. For the cross correlation a Fourier-space
filter of 30 pixels−1 high frequency cut off and 4 pixels−1 low frequency
cut off was set. The cut off width for both cases is 1 pixel−1. The refer-
ence patterns of each scan is given in Figure 4.6
Figure 4.6: Reference patterns of each scan varying in exposure time and frame
averaging.
4.1.3.2 Results
In Figure 4.7 the results of the twelve scans varying in exposure time
and frame averaging are shown. It can be seen, that the smallest error
[ May 31, 2015 at 16:47 – classicthesis – Final Draft ]
108 experiments
of about 1 · 10−4 strain and 20 MPa (mean Frobenius-norm of the elas-
tic strain and stress tensor, respectively) is given by a pattern with 0.8
seconds exposure time and 16× frame averaging, yielding 13 seconds
per pattern. The largest error is given by the scan exhibiting patterns of
0.4 seconds exposure time and 2× frame averaging, yielding 0.8 second
per pattern. The measurement error here is about 8 · 10−4 strain and 120
MPa in mean L2-norm of the elastic strain and stress tensor, respectively.
Figure 4.7: Reference patterns of each scan varying in exposure time and frame
averaging.
4.1.3.3 Discussion
The given data suggests, that higher exposure time and frame average
factor enable the measurement of less noisy Kikuchi pattern. This was
an expected behavior. Increasing these two parameters beyond a mi-
croscope specific set however, does not increase the precision in strain
measurement necessarily. For the given microscope the conducted mea-
surements showed, that increasing the exposure time beyond 1.6 seconds
at 16× frame averaging factor did not result in higher strain measure-
ment precision. This is due to the fact, that with higher beam rest time
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per point possible microscope and stage instabilities will affect the beam
placement accuracy. Therefore an optimal setup can be found for each
microscope setup depending on beam stability at the given acceleration
voltage, stage and sample mechanical stability, camera sensitivity, back-
ground subtraction method and so on.
The worst and the best performing patterns are given together with a
measured profile of the 001 band of each pattern in Figure 4.8.
Figure 4.8: Top left: worst performing pattern (120 MPa elastic stress measured),
top right: best performing pattern (20 MPa elastic stress measured).
Bottom: profile of each patterns 001 bands (orange and green) and
difference plot (red).
The pattern profile comparison shows that the better performing pat-
tern exhibits a higher dynamic range of the same profile compared to
the worse performing one. The signal to noise ratio (difference between
minimal gray value in Band trench and the maximal gray value in the
band middle) difference is almost of an factor two in this case. In this
experiment the signal to noise factor difference resulted in a measured
elastic stress error difference of about 100 MPa. The reason for this ef-
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fect can be found in the better cross correlation tracking efficiency when
more pronounced band contrasts are measured.
4.1.4 Influence of the Fourier space band pass filter
A Fourier space transformation of an ROI in a Kikuchi pattern image
will reveal certain intensity frequencies distributions in it. Usually spa-
tial filters are applied in the Fourier domain in order to remove noise in
a special range of frequencies. The cross correlation will take place in the
filtered Fourier space to save computational time for a back-transformation.
For a manual inspection and analysis, the filtered result can be back
transformed into real space. In case the apparent noise in the measured
Kikuchi pattern exhibits noise in a frequency other than the band fre-
quencies posses, the noise can be subtracted successfully from the im-
age. Low frequency noises are usually intensity gradients over the hole
image like an homogenous image background. High frequency noises
are usually pixel wise intensity gradients originating from the statistical
electron-phosphor interaction events in the pattern formation process it-
self. Because of that, the high frequency noise can be described by a
Poisson distribution.
In Section 3.2.6 on page 75, the cross correlation Fourier space filter
was varied for a given set of dynamically simulated Kikuchi patterns to
quantify the influence on the absolute strain measurement error. The re-
alistic noise influence can however only be studied in measured patterns.
This will be done in the following section.
4.1.4.1 Experimental
To this end a small scale scan (500 nm stepsize, 1×4 microns, 28 patterns)
of a defect free electronic grade silicon single crystal was done. The ex-
posure time of the primary electron beam per point is set to one second.
No frame averaging was applied to the patterns. Due to this, a signifi-
cant noise formation in the measured patterns is expected. The assumed
strain and rotation in this material is zero. The difference to zero strain
and rotation in the measured data can be assumed as method precision
error of the tested Fourier space band pass filter parameters high and
low frequency cut off (in pixel−1). The high and low frequency cut off
width is set to a constant value of 1 pixel−1. This width describes the ra-
dius in which the ROI intensities in the Fourier space are bought to zero
linearly. The used 59 ROI’s exhibited a size of 256×256 pixel. The pat-
tern image dimension is 936×936 pixel and is saved in 12 bit grayscale
(4096 steps).
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4.1.4.2 Results
The results of 52 cross correlation calculations on the same measured
patterns are shown in Figure 4.9 varying the Fourier domain high- and
low pass noise filter.
Figure 4.9: a) the measured mean misorientation angle, b), mean Frobenius-norm
of the elastic strain tensor [1], c) mean L-norm of the elastic stress
tensor [MPa], e), averaged mean angular error (MAE) [rad], d), mean
peak height difference to 1 (1-PH) [a.u.] in dependence of Fourier
domain high- and low pass filter.
The results indicate one optimal setup for the Fourier space band pass
filter parameters; At 30 and 10 pixel−1 high and low frequency cut off,
respectively, the smallest values for all error outputs are detected. The
smallest misorientation angle is about 0.02◦ but can reach values of up to
about 0.03◦ in the field. For the mean Frobenius-norm of the measured
elastic strain the smallest value is 3.6 · 10−4 but can reach up to 8.8 · 10−4
strain.
4.1.4.3 Discussion
When analyzing the data of Figure 4.9, the obvious optimal setup is the
one, resulting in the minimal misorientation, elastic strain and stress. At
a closer review of the filter data in ROI’s however, a different filter setup
seems to be more logical to yield reliable results. The utilized reference
pattern of the experiment is given in Figure 4.10 a) including a 256×256
pixel sized ROI on the {001} Band. In b) of the same figure, the raw fast
Fourier transform is shown. In Figure 4.10 b) intensity spikes can be
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seen originating radial from the center in reciprocal space. In the area
beyond the indicated red circle, only higher frequency noise is apparent.
In c), the apparent spikes in the Fourier domain are the pattern band in-
formation relevant for the cross correlation. Intensity noise is excluded
by a circular Fourier space high- and low frequency cut off of 30 and 15
pixel−1. The high and low frequency cut off width is set to a constant
value of 1 pixel−1. The back-transformed ROI intensities in f) shows less
noise in the high and low frequency range compared to the raw ROI in
e). The band profiles of the back transformed ROI’s are given in h).
The in c) filtered ROI exhibits a higher signal to noise ratio in the band
profile of h) compared to the raw profile. According to the results of
the section before, it can be assumed, that a higher signal to noise ratio
yields in a higher cross-correlation tracking accuracy and therefore in a
more realistic result for the displacement gradient tensor F, rigid body
rotation ωij and elastic strain ij measurement. The intensity difference
of the filtered and back transformed ROI’s of e) and f) are given in the
upper right corner of Figure 4.9. The difference plot shows the filtered
features (low and high frequency noise) and the difference in signal to
noise ratio between the two ROI’s (apparent band contrast).
In the case the suggested very strong Fourier space filter parameters
are applied, the {001} band profile in g) is significantly altered from the
initial band. The very strong filtered band [blue dash-dotted line in h)]
exhibits still the correct lower band trench position. However, artificial
intensity features are added. These are not part of the measured pattern
anymore. The added features are visible in the ROI intensity difference
plot between e) and g) in the upper-right corner of Figure 4.10. The op-
timal Fourier filter domain setup is chosen in the highest band profile
contrast is achieved. This is given by Figure 4.10 c) and a high- and low
frequency cut off of 30 and 15 pixel−1.
The used two-dimensional parameter optimization experiment, as shown
above, will not yield the optimal filter parameters on experimental pat-
terns. The challenge of the experiment lies in the uncertainty of the given
strain state of the sample. It is not sufficient to measure the experimen-
tal precision of an expected zero-strain sample to optimize the parameter
setup of the method. The given experiment on strain free silicon fails to
indicate an optimal filter setup due to the lack of a known strain. The
introduced artificial features by over filtering carry no physical relevant
shift information, hence the interpretation of those will yield a very low
elastic strain or misorientation angle between reference and tested pat-
tern. For a realistic error estimate on the Fourier filter parameters, only
dynamically simulated patterns with a known strain state should be an-
alyzed. This underlines the importance and necessity of the simulation
given in Section 3.2.6 on page 75.
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Figure 4.10: Detailed ROI Fourier space filter test with band profile analysis.
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4.1.5 Methodical experiments conclusions
It was shown that the method performs stable when using small scanned
areas (< 12 micron area) with a short distance relative to the reference
pattern to gain a maximum in similarity between the reference and the
test pattern. No pattern binning should be applied to the patterns for
further post processing in the method. It has been shown, that in small
area scans (< 12 micron area) it is beneficial to not apply a background
subtraction as is usually done to decrease errors in the strain measure-
ment. It is of utmost importance to use a correct source point correction,
when using large scans (> 12 micron area) because measured elastic
strain errors of up to about 6 · 10−2 can occur (about 980 MPa elastic
stress error). For small scans (< 12 micron area) the possible error is
much smaller but also given with about 2.4 · 10−4 in elastic strain mea-
surement. If the scan size is small and the source point correction is
applied properly errors in elastic stress measurement of smaller than
about 36 MPa can be expected. This can be optimized further by a high
fidelity and low noise pattern recording by high exposure time and pat-
tern averaging factor down to 20 MPa error. In case a significant noise is
apparent in the Kikuchi patterns (only 1 second exposure time) the use
of an optimized Fourier space band pass filter can reduce the error of
elastic stress measurement as shown by about 80 MPa (from 137 to 53
MPa).
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4.2 twip steel experiments
In the following sections two HR-EBSD-based experiments on high man-
ganese twinning induced plasticity (TWIP) steels are presented. The first
experiment is a three-point bending experiment on a single crystal of
TWIP in order to test the method on this material. The second experi-
ment will be a unixial compression test on poly crystalline TWIP steel in
order to obtain information about the deformation twinning nucleation
stress.
4.2.1 TWIP steel single crystalline sample production
In order to apply the HR-EBSD method to TWIP steel samples and to in-
vestigate the postulated local stress influence on the work hardening be-
havior of high manganese TWIP steel, a set of single crystalline samples
were cast, processed and investigated. To this end, first oligo crystals
were produced from polycrystal samples. This was realized by a Bridge-
man process. The TWIP steel oligo crystal was analyzed by large area
standard Hough-based EBSD scans. The EBSD and the chemical analysis
results obtained by optical spectroscopy inductive coupled plasma (OES-
ICP) are given in Figure 4.11. It can be seen, that in the left part of the
Figure 4.11: EBSD on areas of the overlaying inverse pole figure normal to the
sample surface in z-direction (IPF-Z) maps in the figure and volume
averaging and destructive optical spectroscopy (OES) by inductive
coupled plasma (ICP) on the parts between the IPF-mapped posi-
tions. The micron bar length in the IPF-maps indicate a length of
30 mm. The wet-chemical analysis results in wt.% as indicated for
the elements carbon and manganese. Red: cut of single crystalline
sample part via wire erosion cutting.
recrystallized sample (left EBSD overlay in Figure 4.11), many small low-
angle grain boundaries (<5◦ misorientation angle) can be found. From
these only a few are enabled to grow to the right part of the sample
into three grains with low-angle misorientations. The general change
of manganese and carbon content from the left to the right of the sam-
ple is smaller than 0.5 and 0.05 wt%, respectively. This indicates only a
small change of stacking fault energy across the sample’s length. From
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the largest lower-right grain a single crystal was cut via spark erosion
cutting. This sectioning method ensures a small deformation of the re-
sulting material part. The dimensions of the cut sample sheet are about
600×600×170 microns. This is shown in Figure 4.11 as a red dash-dotted
line. A discrete inverse pole figure plot is given in figure on the right
side, indicating an acceptable single crystal orientation of all measured
Kikuchi patterns. The average orientation is about φ1 = 31◦, Φ = 30◦
and φ2 = 321◦. The orientation spread is about 0.5◦ .
4.2.2 Used EBSD and HR-EBSD software
The standard commercial Hough-space based EBSD software EDAX OIM-
DC v6.2.0 (18.05.2012) was used for pattern indexing. The EBSD camera
system DigiView III was used in conjunction with a JEOL 6500F SEM. It
is a high spatial resolution device equipped with a field emission gun.
An accelerating voltage of 15 kV was used. The emission current yield
was about 4 nA. The used working distances of the SEM are 6 mm for
ECCI, about 15 mm for EBSD and 40 mm for the low magnification sec-
ondary electron (SE) contrast imaging. For the HR-EBSD measurement
the sample is tilted like in standard EBSD 70◦ (+2◦ EBSD detector el-
evation angle) about the sample x1 axis. While scanning the electron
beam over the TWIP single crystal surface, Kikuchi patterns of 936×936
pixel in 12 bit gray-values were recorded with a one second dwell time
for the cross-correlation post processing. A static Background correction
procedure was applied to the recorded patterns, because measurements
in Section 4.1.1 on page 99 showed a beneficial effect for large maps. A
square matrix of 46 ROI’s of 256×256 pixel was used on the Kikuchi pat-
terns for the cross correlation. For the cross correlation a Fourier-space
filter of 30 pixels−1 high frequency cut off and 4 pixels−1low frequency
cut off was set. The cut off width for both is 1 pixel−1. These settings
are the optimum setup as suggested by the investigations in chapter
Section 4.1.4 on page 110.
The stiffness tensor components used for Fe 22.5-25 Mn (wt.%) were
calculated and measured by Gebhardt et al. (2010); Reeh et al. (2012)
and are c11 = 177, c12 = 118 and c44 = 136 GPa. These values are
not expected to differ significantly for the sample under investigation
(Fe 21Mn 0.7C in wt.%). The un-binned CCD pixel size is about 40
microns. This value is used for the linear source point correction in
the cross-correlation. The used cross-correlation software is CrossCourt
v3.2.4884.27916 by BLG Productions Ltd. by Graham Meaden and An-
gus Wilkinson.
[ May 31, 2015 at 16:47 – classicthesis – Final Draft ]
4.2 twip steel experiments 117
4.2.3 Three point bending of single crystalline TWIP steel
In order to test the cross-correlation method in a simple and well defined
experiment, a three point bending experiment was conducted. The dis-
tance of the two lower poles in the three point bending machine is 5 mm.
The upper three point bending pole is positioned in the middle of the
two lower poles. The sample height h is about 170 microns, the distance
of the two lower bearings in the three point bending L is about 5 mm
and the sample sheet depth b is about 6 mm.
The displacement values were measured by an optical extensiometer
outside of the SEM chamber and compared to low magnification (at
15×) SE contrast images of the sample in the three point bending device
in the SEM chamber. The force of the three point bending experiment
was measured by a calibrated piezo crystal based voltage measurement
circuit. The three point bending machine and force sensor schematic is
depicted in orange color in Figure 4.12.
Figure 4.12: Scheme of the three point bending apparatus used in these experi-
ments. Orange: Piezo crystal force measurement cell.
The three point bending apparatus used and SE-images of the bending
steps are shown in Figure 4.13.
4.2.3.1 Metallographic sample preparation
In this section the details on the used sample preparation are given. The
cut out single crystalline TWIP steel specimen was carefully polished
by standard mechanical techniques down to a 6 micron diamond finish.
After that the samples were mechanically polished with colloidal silica
suspension.
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Figure 4.13: a), Three point bending apparatus used in this experiment. b), c ) d)
and e), low magnification (15x) SE-images of the bend TWIP single
crystal sample.
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4.2.3.2 Mechanical testing - Three point beam bending
The imposed displacement and deformation of the sample in the three
point bending test is shown in Figure 4.13 and Figure 4.14 a) as a step-
wise deformation. Horizontally in the sample, an elastic and plastic
stress free fiber, the neutral fiber, will form (Figure 4.14 b).
Standard Hough-based EBSD and the cross correlation method were
applied on the polished surface. The scanned surface is below the up-
per bending pole. The first four scans are quasi-line scans. These ex-
hibit a step size of 5 microns and scan height about the sample height.
The scanned area is about 850×30 microns. The last bending step was
scanned with a scanned region size of about the sample height, 850×200
microns and step size of 2 microns.
The distribution of the plastic and elastic zones in the sample are
shown schematically in Figure 4.14 b). The elastic stress regime along
the sample height h in a combined plastic-elastic case is shown by Fig-
ure 4.14 c).
Figure 4.14: Pictogram and simplified model of the behavior of a sample in a
three point bending test.
The elastic stress is assumed to be of linear compressive nature in
the sample top part and linear tensile in the lower part along h. It can
reach maximal a critical value (yield limit) upon which lattice defects can
nucleate and propagate in order to release the stress and move material.
On further deformation of the sample the elastic zone will shrink and the
elastic stress gradient within increase. This is due to the accumulation
of defects near the elastic-plastic transition volume.
To estimate the maximal elastic tensile- and compressive engineering
strains at the bottom or top of the sample surface, the three point beam
bending displacement can be evaluated analytically by eng = 6Dh/L2,
where D is the bending displacement in mm, h the sample height in
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mm and L the distance of the two lower poles and eng the maximum
expected engineering strain in the three point bending experiment.
The engineering strain eng or Cauchy strain is expressed as the ra-
tio of total deformation to the initial dimension of the material vol-
ume element. The engineering normal strain of a material fiber axially
loaded is expressed as the change in length δL per unit of the origi-
nal length L of the fibers. The normal strain is positive if the material
fibers are stretched and negative if they are compressed. Whereas the
true strain true, logarithmic strain or Hencky strain is an incremental
strain obtained by integrating this incremental strain. The logarithmic
strain provides the correct measure of the final strain when deforma-
tion takes place in a series of increments, taking into account the influ-
ence of the strain path. The maximum true strain can be estimated by
true = ln
(
eng + 1
)
.
In the three point bending experiment, the engineering stress σeng
can be approximated from 3·F·L
2·b·h2 , with b the sample depth length (Cal-
lister and Rethwisch, 2011). The maximum true stress, σtrue then can
be approximated by σeng · (1+ true). The imposed measured bending
displacement and measured load response and the approximated stress
and strain values are given by Figure 4.15.
Figure 4.15: Imposed measured three point bending displacement and load re-
sponse, approximated stress (y-axis) and strain (x-axis).
Because of the small displacement imposed on the sample true and
eng deviate only marginally.
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4.2.3.3 HR-EBSD
The reference pattern for the cross correlation is located for all cases in
the assumed position of the strain free fiber of the three point bending.
The strain free fiber location is determined by SEM-ECCI. By this tech-
nique the location of defects like slip lines can be determined after the
deformation. The strain free fiber region does not have any deformation
related defect density. The center of the defect free region is assumed
to be the neutral fiber. Among the pattern recorded in the neutral fiber
region the highest Hough-based quality pattern is chosen as strain free
reference pattern. This can be seen in detail in Figure 4.16 d).
Figure 4.16: a), low magnification (15x) SE-image of the bend TWIP single crys-
tal sample of last three point bending step in this experiment. b),
zoom to sample center in backscatter electron detector in optimized
contrast positioning (ECCI-mode), top: intersecting glide planes. c),
pictogram of the observed slip trace line formation in b), d) further
zoom ECCI contrast of dislocation slip lines, f) topographic contrast
of the whole sample height.
For the linear source point correction the first upper indexable Kikuchi
pattern in the scan field was indexed and calibrated by the standard
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EBSD system.
The first HR-EBSD line scan was recorded after introducing the single
crystal into the three point bending machine. This first measurement is
a reference measurement on the unstrained sample state. However, the
sample is hold in position in the device by a marginal forward pre-strain.
This pre-strain is close to the methods strain sensitivity. The line scan
elastic strain results for all tensor components are shown in Figure 4.17
in context of the scan position relative to the sample in the machine.
The green indicator marks the position of the reference pattern in the
assumed strain free fiber.
Figure 4.17: Left, low magnification (15x) SE-image of the bend TWIP single crys-
tal sample of the initial unbend bending step in this experiment with
11 scan result. Right: All six elastic strain results of the HR-EBSD
method. The color scale is linear.
All components in the scan show marginal local variations in the or-
der of ·10−4 strain due to the possible mixing of effect like sample pre-
straining due to the sample position fixation and error in the linear pat-
tern center approximation. However no significant effects have evolved.
A much more pronounced effect on 11 can be seen in the first bend-
ing step. The line scan is shown in Figure 4.18.
The scan is now much smaller, because plasticity caused the single
crystal to rotate away from the reference point in the strain free fiber. All
points with a higher reference to test pattern misorientation of 0.2◦ were
discarded for this approach. As the experiments in Section 3.2.9 on page
89 show, neglectable misorientation induced errors can be expected for
misorientations smaller than 3.6 degrees. The chosen threshold value
of accepted misorientation of 0.2 degrees is hence a very conservative
threshold. It assures a very high certainty of the approximated strains
to be correct. Additionally, the area left for the cross-correlation coin-
cided with the area which did not underwent any plastic deformation
as observed by ECCI at a value of 0.2 degrees. In the literature values of
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Figure 4.18: Left, low magnification (15x) SE-image of the bend TWIP single crys-
tal sample of the second bending step in this experiment with 11
scan result. Right: All six elastic strain results of the HR-EBSD
method. The strain color scale is linear.
about 1◦ are common (Maurice et al., 2012).
It can be seen, that with higher bending displacement the elastic zone
shrinks and the plastic expands. This can be seen furthermore in step
three of the bending experiment in the line scan in Figure 4.19.
Figure 4.19: Left, low magnification (15x) SE-image of the bend TWIP single crys-
tal sample of the second bending step in this experiment with 11
scan result. Right: All six elastic strain results of the HR-EBSD
method. The strain color scale is linear.
A very detailed, and also much more time consuming HR-EBSD scan
can be seen in Figure 4.20 for the last bending step in this bending series.
Again 11 is the most dominating strain component for the bending
as expected. The qualitative result is developing as expected: A com-
pression zone in the top part of the elastic zone and a tension zone in
bottom part. A near linear gradient can be measured between these two
extreme regions. The strain map is related to the ECCI information to
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Figure 4.20: Top left, low magnification (15x) SE-image of the bend TWIP single
crystal sample of the fourth bending step in this experiment with 11
scan result. Bottom left: ECCI zoom to the strain free fiber. Right: All
six elastic strain results of the HR-EBSD method. The strain color
scale is linear.
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confirm the position of the zero-strain fiber and therefore the position of
the chosen reference pattern in the HR-EBSD method. From Figure 4.20
the limits of the elastic zone are clearly visible. In the top and bottom in
the ECCI contrast slip traces are visible.
It is most likely, these features are traces of former dislocation glide
rather than nano twin bundles. A single crystal lacks of high angle grain
boundaries. These would act as local stress concentrators to reach a suffi-
ciently high and localized elastic stresses necessary to form deformation
twins in this material (Sevillano, 2009; Steinmetz et al., 2013). Hence, no
deformation twins are to be expected in single crystalline TWIP material.
Apparently the same slip system was activated in the top and in the
bottom of the sample, because the same slip system trace angles are in
contrast. This is very likely, because of the single crystalline nature of the
sample. Additionally, a difference between the density of the slip line
traces is visible between the top compression and bottom tension side of
the sample. This can be explained by a different slip system activation
between the compression and tension sides of the sample.
At the same time the rigid body misorientation angle is smaller than
0.2◦ compared to the reference pattern near the suspected strain free
fiber. This is shown in Figure 4.21.
Figure 4.21: Top left, ECCI-image of the bend TWIP single crystal sample of the
fourth bending step in this experiment with 11 scan result. Right:
All three rigid body rotation anglesω12,ω23 andω31 in the sample
reference system. Bottom: Misorientation angle calculated from ωij
and HR-kernel average misorientation angle.
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To achieve a more quantitative view to the measured elastic compo-
nent 11 a two dimensional line scan is emulated by averaging horizon-
tally all values versus the sample height. This is shown for the fourth
bending step in Figure 4.22.
Figure 4.22: HR-EBSD result of the measured elastic strain component 11 (act-
ing horizontally) in the sample reference system of the bend TWIP
single crystal sample for the fourth step of the three point bending
experiment.
This suggests a low horizontal precision of 11 between 0.5 · 10−3
and 1 · 10−3. The horizontally averaged 11 HR-EBSD results for all
measured stages of the three point bending experiments are shown in
Figure 4.23 versus the relative distance to the reference point.
The elastic strain component 11 shown is the assumed primary strain
component. The component shows strain acting horizontally in the
shown maps (axis 1). The green curve indicates a small elastic pre-
bending due to the friction based fixing of the sample in the three point
bending device as expected. The next bending steps reproduce qualita-
tively the expected elastic stress behavior on bending in a elastic-plastic
material as seen before in Figure 4.14. The measured strain profiles are
expected to behave non-linear near- or in plastic-elastically deformed
regions. A yield limit of about 3 · 10−3 can be deduced from the data,
because no measured elastic strain is higher than this limit. As the bend-
ing deformation is increasing, the strain gradient is also increasing as
expected.
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Figure 4.23: HR-EBSD results of the measured elastic strain component 11 (act-
ing horizontally) in the sample reference system of the bend TWIP
single crystal sample for five stages of the three point bending exper-
iment.
4.2.4 HR-EBSD of a TWIP-steel poly crystalline sample after 3% uniaxial
tensile testing
In this section, a polycrystalline TWIP steel sample is elongated by 3%
uniaxial strain in a tensile test in a quasistatic strain rate of about 10−4
s−1. The resulting microstructure is shown and discussed on the basis
of the ECCI contrast, standard Hough-based EBSD and the HR-EBSD
technique. The sample tensile direction is vertical to the shown scan.
The scan was obtained from a mechanically polished surface of the flat
tensile sample.
4.2.4.1 ECCI
Several grains are identified in the SEM ECCI mode to have different
general orientations as mean contrast difference between adjacent grains.
Additionally several defects are visible on intersecting triple junctions
and grain boundaries in Figure 4.24. These defects can be identified as
various contrast gradients of different spatial extension. The long and
thin parallel evolving bright contrast lines in Figure 4.24 are forming
nano-scaled deformation twins. To reveal their nature, further standard-
and HR-EBSD is performed on this sample site.
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Figure 4.24: ECC-image of the 3% tensile tested TWIP poly crystal sample.
4.2.4.2 standard Hough-based EBSD results
The inverse pole figure map superimposed with the IQ contrast can be
seen in the left part of Figure 4.25. Additionally the orientation unit cell
reference cubes are displayed in the map along with indicators for {111}
crystal plane traces. In fcc crystal system the dislocation glide and twin-
ning is confined to {111} crystal planes. Thus, surface traces of disloca-
tion glide and twinning are given on {111} crystal plane traces as shown
in Figure 4.25. The serrated twin in the IQ map in the largest lower-left
grain of Figure 4.25 could have two most possible reasons. First, simple
unexpected beam shifts while the EBSD-scan was performed or second,
traces for two possible {111} slip and twin systems. Against variant one
speaks the fact that along the long vertical high angular grain bound-
ary (HAGB between the blue and violet IPF-Z colored grains) and along
the long scratch (IQ-drop diagonal from lower right to upper left) in
the near-110-oriented grain a similar serration in amount and frequency
cannot be proven. For the possibility of beam shifts speaks the fact, that
these serrations cannot be seen in the ECCI image.
In the grain reference orientation deviation (GROD) map, high misori-
entation angles of up to 2◦ can be detected near the HAGB of grain two.
From that grain, at the HAGB and triple junction, the nano-scaled de-
formation twins have formed from. The kernel average misorientation
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(KAM), can be calculated directly from EBSD absolute orientation data.
The KAM value quantifies the average misorientation around a mea-
surement point with respect to a defined set of nearest neighbor points
(Calcagnotto et al., 2010). KAM is a measure for local misorientations.
At places of high local misorientation gradients, an elevated density of
residual dislocations can be expected. At the nano-twin site, an elevated
KAM of up to 1◦ can be detected.
Figure 4.25: Left: Inverse pole figure mapping with superimposed image quality
(IQ) map. Middle: Grain reference orientation deviation map. Right:
Kernel average misorientation map.
4.2.4.3 HR-EBSD results
The HR-EBSD scan was mapped with a step size of 80 nm between
each Kikuchi pattern. The cross correlation quality results are shown in
Figure 4.26.
The cross-correlation quality parameters MAE and PH both indicate
a drop in quality at the nano-scaled twin positions. This means an ele-
vated distortion is present at this site. At high angle grain boundaries
(HAGB’s, misorientation angle > 15◦) between grain one and three, as
well as one and two, high relative misorientation angles of up to 1.5◦ are
present (for labels please see Figure 4.26 c). This shows a very high con-
centration of plastic deformation at these boundaries. Regions of higher
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Figure 4.26: a), mean angular error map [rad]. b), absolute difference of the peak
height to one. c), used references in the cross-correlation. d), rela-
tive misorientation angle to respective reference point, raw and e),
cleaned.
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reference- to test pattern misorientation angle than 1.6◦ were excluded.
These areas appear non-indexed and white in the maps. The reference
points were chosen to be of highest IQ in the respective grains. This
assures a certain low defect density in the reference pattern.
The results of the decomposition of the displacement gradient tensor
F; into the relative elastic strain tensor components ij and the relative
rigid body rotation tensor components ωij are shown in Figure 4.27.
Figure 4.27: Left: relative elastic strain tensor components ij [1]. Right: relative
rigid body rotation tensor components ωij [◦].
A closer view to the strain component 11 is given in the three-dimensional
plot of Figure 4.28. Near the reference (white arrow in Figure 4.28) ele-
vated residual elastic strain. It is about 2 · 10−3 at the deformation twin
formation front in grain one (see Figure 4.26 for grain reference number).
In the three dimensional representation of 11 reveals the elevated strain
level along the two forming nano twins.
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Figure 4.28: Three dimensional plot of the relative elastic strain tensor compo-
nents 11 [1] of grain 1 (see Figure 4.26 for grain reference number).
This strain map can be translated into stress with the knowledge of
the anisotropic stiffness tensor Cijkl for Fe 22Mn 0.6C in wt.%. A rep-
resentation of the used Cijkl and the resulting elastic stress component
maps is given in Figure 4.29.
The resulting component σ33, normal to the sample surface is zero
due to the applied boundary condition, that no stress can accumulate in
that direction close to the surface. The highest values of relative elastic
strain and rotation correlate very well with the the high ECCI contrast
for the forming nano twins. In the elastic strain, the normal compo-
nents σ11 and σ22 dominate over the shear components at the nano
twin boundary.
4.2.4.4 HR-EBSD data profiling: deformation twins in 3% tensile tested TWIP
steel
The IQ-map intensity drop in Figure 4.30 a) confirms a significant drop
in the electron diffraction quality indicating residual defects at these
spots. The HR-EBSD method shows at the deformation twins an in-
crease of the von-Mises elastic strain of about 1.3 · 10−3 in Figure 4.30
b) compared to a level of about 1.1 · 10−3 ± 2.3 · 10−4. The source of the
error estimation is the average MAE as seen in Figure 4.30 c). The green
field in Figure 4.30 represents the region of the data profiling. The red
arrows in the map and in the diagram to the right indicate the direction
of the averaging. Perpendicular to the arrows the averaging took place.
The crystal reference von-Mises elastic stress (Figure 4.31 a) indicates
an increase of about 120 MPa at the deformation twin flanks. The cal-
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Figure 4.29: Left: relative elastic stress tensor components σij [GPa]. Right: Rep-
resentation of the anisotropic stiffness tensor Cijkl [GPa] used for Fe
22Mn 0.6C (in wt.%).
culation basis of a GND approximation calculation is the curl of a rota-
tion field forming the Nye tensor components. One significant rotation
gradient component is shown in Figure 4.31 b), δω12/δx [◦/µm]. This
gradient shows as well a very high local anomaly compared to the aver-
age grain one patterns. The twin bundle under observation in grain one
is extending in a serrated manner between two 111 planes in direction
of an imposed compatibility stress field from the grains two and three.
To exclude the possibility of a measurement error causing the serration
please see the regions of grain boundaries of grain one (Figure 4.31 a). At
the grain boundaries, the constant serrations as seen in the in-grain twin
are not visible. These serrations appear only in the HR-EBSD and not in
the ECC-image. So far it cannot be stated unambiguously whether these
serrations are an artifact by the measurement, since the measurement
was not repeated unfortunately on the sample sample spot.
4.2.4.5 HR-EBSD data profiling: grain boundaries in 3% tensile tested TWIP
steel
The HAGB is defined in this work by a misorientation angle of <15◦
between to adjacent crystals. A quantitative analysis of the near-grain
boundary misorientation angle (indicator for plastic deformation) and
elastic strain and stress data, shows significantly higher levels of both
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Figure 4.30: Deformation twin data profiles: a) Hough-peak based image quality,
b) crystal reference von-Mises elastic strain [1].
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Figure 4.31: Deformation twin data profiles: a), crystal reference von-Mises elastic
stress [GPa], b) rotation gradient map δω12/δx.
elastic and plastic defects (decreased IQ) at the high angular grain bound-
ary (HAGB). The elevated elastic strain and in-grain misorientation is
shown in detail for grain two and three in Figure 4.32. Both grains show
in the vicinity of about 200 nm to their respective HAGB’s a significant
increase in elastic deformation and an even more, a near linear plastic
deformation increase (misorientation).
The data of Figure 4.32 is a simplification of the local maxima of elas-
tic strain at the HAGB. However, Figure 4.32 shows the trend of elevated
relative elastic strain at the HAGB. At triple points and dependent on the
adjacent grain misorientations certain components of strain will accumu-
late. If for example dislocations in a grain will hit a HAGB, it depends on
the next grain orientation, how much the dislocations of the first grain
need to pile up elastic strain before these can enable dislocation- or twin
nucleation in any slip plane favorable in next grain.
The concentration of both elastic- and plastic deformation is the rea-
son for the formation of the nano-scaled deformation twin bundles in
this sample. In opposite to the single crystalline sample before, here the
HAGB and triple junctions together with the low stacking fault energy
of the given 22Mn 0.6C TWIP steel are the key factors for the formation
of twins at these local stress concentration points. Another proof for this
can be found in the line profile analysis of the von-Mises strain data in
Figure 4.33. The plot shows critical stress values already relative to the
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Figure 4.32: Plastic- and elastic deformation versus distance to HAGB. Top: grain
two, Bottom: grain three. The color scale indicates the distance to
HAGB in microns.
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reference pattern at the HAGB in order to nucleate deformation twins.
The true stress value could be easily much higher already in the pat-
tern chosen as reference. The MAE profile shows the expected error of
this measurement to be about 1 · 10−3, three times smaller than the mea-
sured MISES value at the HAGB of about 2.6 · 10−3. The black arrows in
Figure 4.33 indicate the direction of averaging. The green regions in the
map indicate the regions of data averaging.
Figure 4.33: a) sample reference of von-Mises elastic strain [1], b) MAE of that
profile [rad].
A three-dimensional view on the von-Mises elastic strain local distri-
bution of grains two and three shows again the strain gradient close to
the triple point and the HAGB from which the nano-twin bundle was
nucleated from (Figure 4.34).
To nucleate deformation twins in this TWIP steel at room tempera-
ture, a critical stress τc of about 200 MPa is given by Steinmetz et al.
(2013) (page 118, figure 11.1). The critical strain for twinning can be
approximated by Hooke’s law and an isotropic elastic Young’s modulus
of 81 GPa to be about 2.5 · 10−3 true strain. This value fits remark-
ably well with the only relative HR-EBSD-measured MISES value at the
HAGB of 2.6 · 10−3. In order to verify the measured MISES the MAE is
shown as well in Figure 4.34 as three-dimensional gray-scale plot. It can
be seen, that the error is always significantly lower than the measured
strain value.
[ May 31, 2015 at 16:47 – classicthesis – Final Draft ]
138 experiments
Figure 4.34: a) crystal reference of von-Mises elastic strain [1] and MAE [rad] of
the grains two and three.
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5.1 conclusions
5.1.1 Simulations
In this work, the cross correlation-method is discussed critically in its
applicability and limits. Potential measurement error sources could be
identified and quantified. It was shown, that the HR-EBSD measured
shifts are highly accurate in most cases. The cross correlation accuracy
is about 1× 10−2 pixels or better. This error is within the order of mag-
nitude that is claimed in the literature (Wilkinson et al., 2006) of 0.05
pixel precision. With this shift precision a strain measurement of about
1.4× 10−4 strain can be achieved. A data overview of the in this work
quantified parameters for the theoretical elastic stress measurement er-
rors is given in Figure 5.1. Here measurement errors of elastic- strains,
stresses and misorientation angles are compared of the dynamically pat-
tern simulations of unit cells of 100 MPa imposed elastic stress. The
maximum- or worst case data is colored in red and the minimal or op-
timized parameter setup is colored green in the diagram in Figure 5.1.
Their respective difference indicates the potential degree of optimiza-
tion by the user of the HR-EBSD method. The data indicates, that the
Figure 5.1: L2-norm of the measured elastic strains ij (true strain accuracy) de-
pendence on various error sources imposed.
139
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most influencing factor in elastic stress measurement is the misorienta-
tion angle between the test- and reference pattern, in the given range
of the observed parameters. However, the misorientation induced error
can be reduced by more than two order of magnitudes by limiting the
cross-correlation to areas of small misorientation only (<0.5◦). The sec-
ond largest error influence is the pattern center accuracy. Inhere, the
window of optimization is smaller than in the misorientation, but with a
careful PC determination, measured elastic strain errors can be reduced
to a one-third order of magnitude. Generally, the Hough-based PC deter-
mination accuracy is sufficient for experimental pattern based HR-EBSD
if a correct linear PC-correction is applied. A short overview on the
maximal measured elastic stress errors is given in Figure 5.2. The mis-
Figure 5.2: L2-norm of the measured elastic stress σij (true stress accuracy) de-
pendence on various error sources imposed.
orientation is the strongest detrimental parameter in the observed set.
The second biggest influence are the noise and binning parameters. In
general, the measurement of relative rigid body rotations is more robust
against potential cross correlation shift measurement errors, than the de-
termination of elastic strains and stresses.
5.1.2 Experiments
This chapter is divided into two main parts: First methodological ex-
periments with HR-EBSD on measured Kikuchi patterns and secondly
TWIP steel experiments. The first set of experiments revealed by simple
experiments on pure material (electronic grade silicon single crystals)
the accuracy of HR-EBSD. These experiments revealed the scanned re-
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gion size influences the HR-EBSD error: The smaller the scanned area,
the smaller is the measured error. The linear pattern correction revealed
a strong dependance to the measured error in strain of up to 6 · 10−3
if not corrected for patterns with a distance of up to 450 microns. It
showed as well, that raw Kikuchi patterns are increasing the accuracy of
the method compared to corrected patterns. As well, no pattern binning
should be applied. Testing various exposure times and pattern binning
setups showed that higher exposure time and frame average factor en-
able more accurate HR-EBSD measurements. Increasing these two pa-
rameters beyond a microscope specific set however, did not increase the
precision in strain measurement necessarily. A realistic Fourier space
filter setup was found by Kikuchi band profile analysis. This has to be
adapted for each measurement individually. The best setup is assumed
to yield the sharpest band edges. The latter can act as high contrast fea-
tures to get tracked with higher accuracy by the image cross-correlation.
The second main part is dedicated to a better understanding of the
ongoing deformation mechanisms in TWIP steels by applying HR-EBSD
relative local elastic strain measurements, standard EBSD and ECCI.
This part is divided into two types of experiments. The first set of experi-
ments tested the HR-EBSD method in a rather predictable setup; a single
crystalline TWIP steel in a three-point-bending experiment. In order to
determine which microstructural defects interacted at which strain level,
a poly crystalline TWIP steel sample was slightly tensile tested in a sec-
ond experiment (3% true plastic tensile strain).
The first experiment, the three point bending, showed robust results
of the HR-EBSD method for regions of dominant elastic deformation
for all bending steps for the expected strain component on the tension
and compression side on the sample. The elastically and plastically de-
formed region could be distinguished by occurring dislocation slip lines
by the ECCI technique. By increasing the three point bending displace-
ment, the elastic zone was shrinking as expected. For the first time the
HR-EBSD- and ECCI technique were applied synergetically. The mea-
sured elastic strain component profiles of all bending steps showed the
expected linearity in the elastic region and a non-linearity in the plasti-
cally deformed regions.
The second experiment captured the moment of twin formation in a
polycrystalline TWIP steel by using standard Hough-based EBSD, ECCI
and HR-EBSD in a tensile tested material. The HR-EBSD measurement
supports the theoretically calculated critical strain necessary prior twin-
ning of about 2.5 · 10−3 by a measured value of about 2.6 · 10−3 at a
grain boundary triple point. The extending twin flank in the twinned
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grain shows an average elevation in elastic strain of about 1.25 · 10−3.
5.2 future prospects
As described earlier, the HR-EBSD method can be divided in three gen-
eral modules of operation; First, the determination of translational shifts
from the Kikuchi pattern. Second, the approximation displacement gra-
dient tensor F and third, the decomposition of F into rigid body rotations
and elastic strains. If errors occur in the process, they are taken to the
next module of the method and create further errors. Britton (2010) has
discussed in detail possible options to optimize the second module by
implementing a robust fitting in the optimization of F. The third mod-
ule can be described analytically best by a polar decomposition of F to
calculate elastic strain ij and rigid body rotation ωij. This work has
shown, that the weak point of the Wilkinson method is the first mod-
ule; The cross correlation itself, which should supply highly accurate
translational data to second module. In most cases, supplying a small
pattern difference between test and reference pattern will lead to accu-
rate results for stress and strain. In cases of elevated pattern difference
between test and reference pattern the method will fail. Unfortunately,
relatively small pattern misorientations will lead to rather high changes
in the pattern, whereas the influence of relatively high imposed elastic
strains will lead to significantly smaller feature differences. For most
plastic-elastically deforming metals, the effects of rotation will swap the
smaller elastic strain feature changes in the pattern.
To solve this problem, two options are possible; First, measure the
misorientation of test- and reference pattern by the means of a conven-
tional 2D Hough-based method. This method is more robust towards
high changes of orientation with a precision in misorientation angle de-
termination of about 1◦ (Venables and Bin-jaya, 1977; Krieger-Lassen
et al., 1992; Wilkinson and Hirsch, 1997; Wilkinson, 2001). However, less
accurate than the Wilkinson method (for small misorientation angles
e.g. < 1◦). This approximation for the misorientation is used to remap
and interpolate the reference to the test pattern orientation or vice versa.
The result of the remapping is then following the standard HR-EBSD
method. This has been shown by Britton and Wilkinson (2011); Maurice
et al. (2012), and lead to strain errors of about 2× 10−4.
The second option to solve the problem of elastic strain measurement
in the presence of rotations > 1◦ is to exchange the first module of the
method, the cross correlation, completely. This might by possible by a
high precision band center and interplanar angle detection 3D Hough
transform as suggested by Maurice and Fortunier (2008). A strain sen-
sitivity of about 2 × 10−4 was reported based on simulated patterns.
Pattern quality diminishing factors such as noise or the Kikuchi band
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asymmetry could reduce the reported strain sensitivity. Another option
of replacing the cross correlation module might be the implementation
of a sub-pixel accurate bandlet profile fitting.In this method, the transla-
tional shift could be extracted by tracking zone axis shifts directly. This
would allow a more accurate distinction between rotation and strains in
cases of a presence of misorientation > 1◦.
To address and remove the reported elastic strain and stress errors
(about ±100 MPa) for occurring misorientations of < 1◦, the second mod-
ule of the method can be modified; the approximation of the displace-
ment gradient tensor F from the measured shifts ~q. In the HR-EBSD
method an infinitesimal rotation and elastic strain state is approximated.
In the presence of small but finite rotations, elastic strains errors of up to
0.5× 10−3 strain and thus 30 MPa elastic stress error can occur in case
a 100 MPa stress is imposed to a simulated silicon pattern, as shown
in this work. It was shown by in Maurice et al. (2012) analytically, that
a strain error of about 10−4 is predicted, if a misorientation of about
0.6◦ is present. Implementing a finite model for the approximation of
the displacement gradient tensor will reduce this error. To solve the op-
timization of F in a finite frame work Maurice et al. (2012) suggested
Equation 5.1 and Equation 5.2.
MAE =
ROI∑
i=1
1
2
∣∣∣∣∣
∣∣∣∣∣ Z∗(F ·~ri) ·~kF ·~ri − (~ri + ~qi)
∣∣∣∣∣
∣∣∣∣∣
2
→ 0 (5.1)
Where ~ri is the direction from pattern source point to given point in the
pattern (ROI center coordinate), as in
~r = (xp −X
∗,yp − Y∗,Z∗)T (5.2)
where xp and yp are the coordinates a given pixel in the pattern (in case
of a cross correlation the center ROI coordinates) and (X∗, Y∗,Z∗) the
pattern source point coordinates.
In Equation 5.1, ~k is the unit normal vector to the phosphor screen and
~qi is the measured translational shift vector. ~ri, ~k and ~qi are given in the
gnomonic projection of the pattern reference frame. The optimization in
Equation 5.1 aims to minimize the residual value MAE over all ROI’s i
by the difference between an approximated F and geometry (X∗Y∗Z∗~k)
and the measured shifts ~qi.
Considering the methods module three, for the case of HR-EBSD,
the infinitesimal theory linear decomposition of F into the elastic strain
should be still valid. The possibly occurring elastic strains can be con-
sidered as infinitesimal. Therefore, Equation 2.2 on page 7 can still be
applied for a finite rotation.
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a
ppen
d
ix
binning no 2x2 4x4 no 2x2 4x4 no 2x2 4x4 no 2x2 4x4
Gaussian white noise variance 0 0 0 0.01 0.01 0.01 0.02 0.02 0.02 0.03 0.03 0.03
σ11 stress error MPa 11.8641 23 32.7203 13.6849 19.9257 25.6332 5.1973 9.8345 22.9777 18.8189 30.8972 32.5054
strain error MPa 9.47E-05 1.83E-04 2.58E-04 9.32E-05 1.68E-04 2.20E-04 3.28E-05 9.11E-05 2.01E-04 1.28E-04 2.08E-04 2.07E-04
Misorientation 1.49E-04 1.11E-04 4.67E-04 0.002 9.59E-04 0.0024 0.0022 0.0015 0.004 0.0059 0.0094 0.0017
MAE 2.24E-05 2.52E-05 3.74E-05 6.86E-05 6.91E-05 8.56E-05 1.13E-04 1.10E-04 1.33E-04 1.38E-04 1.63E-04 1.97E-04
PH 0.9986 0.9984 0.9995 0.9489 0.9565 0.9867 0.9319 0.9424 0.9796 0.9294 0.9485 0.9774
1-PH 0.0014 0.0016 4.96E-04 0.0511 0.0435 0.0133 0.0681 0.0576 0.0204 0.0706 0.0515 0.0226
σ12 stress error MPa 12.3797 25.8824 37.5638 12.9432 21.2808 37.9806 9.9364 16.9698 36.7378 12.2284 14.0239 31.1453
strain error MPa 7.82E-05 1.63E-04 2.37E-04 8.36E-05 1.36E-04 2.42E-04 6.34E-05 1.07E-04 2.33E-04 1.04E-04 1.01E-04 2.00E-04
Misorientation 0.0327 0.0284 0.0254 0.0329 0.0296 0.0249 0.0339 0.0309 0.0269 0.0348 0.0324 0.028
MAE 2.72E-05 3.39E-05 4.96E-05 5.81E-05 6.39E-05 8.57E-05 8.17E-05 8.01E-05 1.13E-04 1.09E-04 1.23E-04 1.46E-04
PH 0.9986 0.9984 0.9991 0.9704 0.9748 0.9922 0.9578 0.9667 0.9882 0.9565 0.9689 0.9852
1-PH 0.0014 0.0016 8.50E-04 0.0296 0.0252 0.0078 0.0422 0.0333 0.0118 0.0435 0.0311 0.0148
σ13 stress error MPa 7.8382 24.0591 34.2425 7.0978 17.2528 29.7116 16.5711 28.0739 29.1091 14.2359 24.1958 24.9492
strain error MPa 4.96E-05 1.52E-04 2.16E-04 4.56E-05 1.09E-04 1.88E-04 1.05E-04 1.80E-04 1.85E-04 9.03E-05 1.53E-04 1.61E-04
Misorientation 0.0332 0.0276 0.0239 0.0352 0.0294 0.0249 0.0328 0.0299 0.0261 0.0332 0.031 0.0328
MAE 2.00E-05 2.45E-05 3.89E-05 5.26E-05 5.23E-05 6.81E-05 8.18E-05 7.77E-05 9.85E-05 1.02E-04 1.20E-04 1.58E-04
PH 0.9995 0.9993 0.9996 0.9705 0.9745 0.9925 0.9588 0.9651 0.9883 0.9555 0.9659 0.9855
1-PH 5.26E-04 7.31E-04 4.20E-04 0.0295 0.0255 0.0075 0.0412 0.0349 0.0117 0.0445 0.0341 0.0145
σ22 stress error MPa 13.3236 23.4945 29.9121 17.5559 24.0326 24.9179 8.0116 13.9525 17.5347 12.1802 11.673 36.2779
strain error MPa 1.07E-04 1.92E-04 2.47E-04 1.42E-04 1.99E-04 2.03E-04 5.68E-05 1.09E-04 1.33E-04 7.89E-05 1.06E-04 2.63E-04
Misorientation 0.0013 6.41E-04 6.72E-04 0.0032 8.72E-04 0.0039 0.0013 0.0015 0.0042 0.003 0.0053 0.0058
MAE 2.43E-05 2.84E-05 4.59E-05 6.98E-05 6.68E-05 9.21E-05 1.04E-04 1.06E-04 1.35E-04 1.43E-04 1.76E-04 1.98E-04
PH 0.9972 0.9972 0.9983 0.9482 0.9554 0.9852 0.9297 0.9412 0.9773 0.9289 0.9505 0.9755
1-PH 0.0028 0.0028 0.0017 0.0518 0.0446 0.0148 0.0703 0.0588 0.0227 0.0711 0.0495 0.0245
σ23 stress error MPa 7.9306 21.3591 34.2031 8.6759 17.9317 33.0507 11.3748 18.013 44.7519 12.4324 13.6128 12.4305
strain error MPa 5.14E-05 1.36E-04 2.17E-04 5.48E-05 1.13E-04 2.10E-04 8.57E-05 1.20E-04 2.86E-04 8.18E-05 8.65E-05 7.95E-05
Misorientation 0.0334 0.0283 0.0238 0.0344 0.0308 0.0257 0.0332 0.0304 0.0223 0.0368 0.0339 0.0344
MAE 2.99E-05 3.62E-05 5.31E-05 5.63E-05 5.86E-05 7.48E-05 8.33E-05 8.34E-05 1.07E-04 1.03E-04 1.23E-04 1.56E-04
PH 0.9993 0.9988 0.9994 0.9698 0.9744 0.9928 0.9594 0.9662 0.9884 0.959 0.9704 0.9858
1-PH 7.49E-04 0.0012 6.12E-04 0.0302 0.0256 0.0072 0.0406 0.0338 0.0116 0.041 0.0296 0.0142
Table A.1: Detailed overview of Gaussian white noise and Kikuchi pattern software binning on the error of strain measurement.
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