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Abstract. This work is dedicated to the study of the Mo¨bius invariant class of
constrained Willmore surfaces and its symmetries. We define a spectral deformation by
the action of a loop of flat metric connections; Ba¨cklund transformations, by applying
a dressing action; and, in 4-space, Darboux transformations, based on the solution of
a Riccati equation. We establish a permutability between spectral deformation and
Ba¨cklund transformation and prove that non-trivial Darboux transformation of con-
strained Willmore surfaces in 4-space can be obtained as a particular case of Ba¨cklund
transformation. All these transformations corresponding to the zero multiplier preserve
the class of Willmore surfaces. We verify that, for special choices of parameters, both
spectral deformation and Ba¨cklund transformation preserve the class of constrained
Willmore surfaces admitting a conserved quantity, and, in particular, the class of CMC
surfaces in 3-dimensional space-form.
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Introduction
Among the classes of Riemannian submanifolds, there is that of Willmore surfaces,
named after T. Willmore [60] (1965), although the topic was mentioned by W. Blaschke
[4] (1929) and by G. Thomsen [55] (1923). Early in the nineteenth century, S. Germain
[28], [29] studied elastic surfaces. On her pioneering analysis, she claimed that the
elastic force of a thin plate is proportional to its mean curvature. Since then, the
mean curvature remains a key concept in theory of elasticity. In modern literature
on the elasticity of membranes (see, for example, [37] and [40]), a weighted sum of
the total mean curvature, the total squared mean curvature and the total Gaussian
curvature is considered the elastic energy of a membrane. By neglecting the total
mean curvature (by physical considerations) and having in consideration that the total
Gaussian curvature of compact orientable Riemannian surfaces without boundary is a
topological invariant, T. Willmore defined the Willmore energy of a compact oriented
Riemannian surface, without boundary, isometrically immersed in R3, to be
W =
∫
H2dA.
The Willmore functional “extends” to isometric immersions of compact oriented Rie-
mannian surfaces in Riemannian manifolds by means of half of the total squared norm
of the trace-free part of the second fundamental form, which, in fact, amongst surfaces
in R3, differs from W by the total Gaussian curvature, but still shares then the critical
points with W. Willmore surfaces are the extremals of the Willmore functional - just
like harmonic maps are the extremals of the energy functional.
Conformal invariance motivates us to move from Riemannian to Mo¨bius geometry.
Our study is a study of geometrical aspects that are invariant under Mo¨bius trans-
formations, with the exception of the study of constant mean curvature surfaces, in
Sections 7.2.1 and 8.2. This work restricts to the study of surfaces conformally im-
mersed in n-dimensional space-forms with n ≥ 3. It starts with a Mo¨bius description
of space-forms in the projectivized light-cone, following [10]. Such description is based
on the model of the conformal n-sphere on the projective space P(L) of the light-cone
L of Rn+1,1,
Sn ∼= P(L),
xiii
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due to Darboux [21], which, in particular, yields a conformal description of Euclidean
n-spaces and hyperbolic n-spaces as submanifolds of P(L). We approach then a surface
conformally immersed in n-space as a null line subbundle Λ of Rn+1,1 = M × Rn+1,1
defining an immersion
Λ :M → P(L)
of an oriented surface M , which we provide with the conformal structure induced by
Λ, into the projectivized light-cone. The realization of all space-forms as submanifolds
of the projectivized light-cone arises from the realization, cf. [10], of all n-dimensional
space-forms as connected components of conic sections
Sv∞ := {v ∈ L : (v, v∞) = −1}
of the light-cone, with v∞ ∈ Rn+1,1 non-zero. Sv∞ inherits a positive definite metric of
constant sectional curvature −(v∞, v∞) from Rn+1,1 and is either a copy of a sphere,
a copy of Euclidean space or two copies of hyperbolic space, according to the sign of
(v∞, v∞). For each v∞, the canonical projection pi : L → P(L) defines a diffeomorphism
(0.1) pi|Sv∞ : Sv∞ → P(L)\P(L ∩ 〈v∞〉⊥).
We provide P(L) with the conformal structure of the metric induced by pi|Sv∞ , fixing
v∞ time-like, independently of the choice of v∞, and, in this way, identify P(L) with
the conformal n-sphere and make each diffeomorphism (0.1) - for a general v∞, not
necessarily time-like - into a conformal diffeomorphism.
In this work, we restrict to surfaces Λ in Sn which are not contained in any sub-
sphere of Sn. Such a surface Λ defines a surface in any given space-form, by means
of a lift, whose study is Mo¨bius equivalent to the study of Λ and which will often be
considered. Namely, given v∞ ∈ Rn+1,1 non-zero, we have, locally, (σ, v∞) 6= 0, and Λ
defines then a local immersion
σ∞ := (pi|Sv∞ )−1 ◦ Λ =
−1
(σ, v∞)
σ :M → Sv∞ ,
of M into the space-form Sv∞ .
Having presented our setup, in Chapter 2, we introduce, following [14], the central
sphere congruence, a fundamental construction of Mo¨bius invariant surface geometry
which will be basic to our study of surfaces. The concept has its origins in the nineteenth
century with the introduction of the mean curvature sphere of a surface at a point, by S.
Germain [30]. By the turn of the century, the family of the mean curvature spheres of
a surface was known as the central sphere congruence, cf. W. Blaschke [4]. Nowadays,
after R. Bryant’s paper [9], it goes as well by the name conformal Gauss map. The
central sphere congruence of a surface in n-space,
S :M → Gr(3,1)(Rn+1,1),
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defines a decomposition
(0.2) d = D +N ,
of the trivial flat connection on Rn+1,1 into the sum of a connection D, with respect to
which S and S⊥ are parallel, and a 1-form N with values in S ∧ S⊥. Explicitly,
D := ∇S +∇S⊥ , N := d−D,
for ∇S and ∇S⊥ the connections induced by d on S and S⊥, respectively. Under the
standard identification
S∗TGr(3,1)(Rn+1,1) ∼= Hom(S, S⊥) ∼= S ∧ S⊥,
of bundles provided with a metric and a connection, we have
(0.3) dS = N ,
which establishes a characterization of the harmonicity of S by
dD ∗ N = 0.
Chapter 4 is dedicated to the class of Willmore surfaces in space-forms and its
link to the class of harmonic maps into Grassmannian manifolds via the central sphere
congruence. W. Blaschke [4] established the Mo¨bius invariance of the Willmore energy
of a surface in spherical 3-space. B.-Y. Chen [18] generalized it to surfaces in constant
curvature Riemnannian manifolds. We present a manifestly conformally invariant for-
mulation of the Willmore energy of a surface Λ in n-dimensional space-form,
W(Λ) = 1
2
∫
M
(N ∧ ∗N ) ,
following the definition of energy of the mean curvature sphere congruence of a surface
in spherical 4-space, presented in [12]. The class of Willmore surfaces in n-space is
then established as invariant under the group of Mo¨bius transformations of Sn. As
immediately established by (0.3), and already known to Blaschke [4] for the particular
case of spherical 3-space, the Willmore energy of a surface in a space-form coincides
with the energy of its central sphere congruence. Furthermore, a result by Blaschke [4]
(for n = 3) and N. Ejiri [27] (for general n) characterizes Willmore surfaces in spherical
n-space by the harmonicity of the central sphere congruence. Via this characterization,
the class of Willmore surfaces in space-forms is associated to a class of harmonic maps
into Grassmannians. This will enable us to apply to this class of surfaces the well-
developed integrable systems theory of harmonic maps into Grassmannian manifolds,
with a spectral deformation and Ba¨cklund transformations, cf. [54] and [56].
In many occasions throughout this work, we use an interpretation of loop group
theory by F. Burstall and D. Calderbank [11] and produce transformations of surfaces
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by the action of loops of flat metric connections. Specifically, by replacing the trivial
flat connection by another flat metric connection d˜ on Rn+1,1, we transform (in certain
cases) a surface Λ ⊂ Rn+1,1 into a d˜-surface Λ˜, or, equivalently, into another surface
φ˜Λ, defined, up to a Mo¨bius transformation, for
φ˜ : (Rn+1,1, d˜)→ (Rn+1,1, d)
an isomorphism of bundles provided with a metric and a connection. Many will be
the examples in this work of such transformations preserving the geometrical aspects
of a class, i.e., establishing symmetries of integrable systems. Symmetries of integrable
systems will arise from other constructions, as well. Throughout this work, by trans-
formation/deformation of a class of surfaces shall be understood a symmetry of the
system, i.e., a transformation/deformation of the surfaces in the class into new ones
(possibly isomorphic) still in the class.
Chapter 3 is introductory of the idea of a surface under change of flat metric
connection. A first example, due to F. Burstall and D. Calderbank [11], of a symmetry
of an integrable system arising from the action of a loop of flat metric connections
establishes the class of Willmore surfaces in space-forms as an integrable system with
a spectral deformation, a fact that was already known to F. Burstall et al. [14].
According to K. Uhlenbeck [56], the harmonicity of S is characterized by the flatness
of the real metric connection dλ := D+λ−1N 1,0+λN 0,1 on (Rn+1,1)C, for each λ ∈ S1.
The action of this loop of curvature-free connections defines a S1-deformation of S
into harmonic maps, which, as we verify, is the family of central sphere congruences
corresponding to the S1-deformation of Λ defined by the action of the loop. The
characterization of Willmore surfaces in space-forms in terms of the harmonicity of the
central sphere congruence gives rise, in this way, to a spectral deformation of Willmore
surfaces. This deformation coincides, up to reparametrization, with the one presented
in [14].
Ba¨cklund transformations of Willmore surfaces will arise from a more complex
construction, following the work of C.-L. Terng and K. Uhlenbeck [54].
In Chapter 5, we introduce constrained Willmore surfaces, the generalization of
Willmore surfaces that arises when we consider extremals of the Willmore functional
with respect to infinitesimally conformal variations,1 rather than with respect to all
variations. A variation (Λt)t of a surface Λ through null line subbundles of R
n+1,1
defining immersions of M into P(L) is said to be infinitesimally conformal if, fixing
Z ∈ Γ(T 1,0M) (respectively, Z ∈ Γ(T 0,1M)), locally never-zero, and, for each t, gt in
the conformal class of metrics induced in M by Λt, we have
d
dt |t=0
gt(Z,Z) = 0,
1To which references as conformal variations can be found in the literature.
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Conformal variations, characterized by the gt-isotropy of T
1,0M (respectively, T 0,1M),
for all t, are, in particular, infinitesimally conformal variations. Constrained Willmore
surfaces form a Mo¨bius invariant class of surfaces with strong links to the theory of
integrable systems, as we shall explore in this work.
F. Burstall et al. [14] established a manifestly conformally invariant characteriza-
tion of constrained Willmore surfaces in space-forms, which, in particular, extended the
concept of constrained Willmore to surfaces that are not necessarily compact. Chap-
ter 5 is dedicated to deriving from the variational problem the reformulation of this
characterization, by F. Burstall and D. Calderbank [11], presented below. The argu-
ment consists of a generalization to n-space of the argument presented in [7] for the
particular case of n = 3. Set
Λ1,0 := Λ⊕ dσ(T 1,0M) and Λ0,1 := Λ⊕ dσ(T 0,1M),
independently of σ ∈ Γ(Λ) never-zero, and then
Λ(1) := Λ1,0 + Λ0,1.
Cf. [11], Λ is a constrained Willmore surface if and only if there exists a real form
q ∈ Ω1(Λ ∧ Λ(1)) with
(0.4) dDq = 0,
such that
(0.5) dD ∗ N = 2 [q ∧ ∗N ].
In this case, we may refer to Λ as, specifically, a q-constrained Willmore surface and
to q as a [Lagrange] multiplier to Λ. Willmore surfaces are the 0-constrained Will-
more surfaces. The zero multiplier is not necessarily the only multiplier to a con-
strained Willmore surface with no constraint on the conformal structure. In fact, in
Chapter 8, we characterize isothermic constrained Willmore surfaces in space-forms by
the non-uniqueness of multiplier. On the other hand, a classical result by Thomsen
[55] characterizes isothermic Willmore surfaces in 3-space as minimal surfaces in some
space-form.
A multiplier to a surface Λ in the projectivized light-cone is, in particular, a real
form q ∈ Ω1(Λ ∧ Λ(1)). For such a q, equations (0.4) and (0.5), together, encode the
flatness of the metric connection
dλq := D + λ−1N 1,0 + λN 0,1 + (λ−2 − 1) q1,0 + (λ2 − 1) q0,1,
on (Rn+1,1)C, for all λ ∈ C\{0}, or, equivalently, for all λ ∈ S1. Constrained Willmore
surfaces in space-forms, admitting q as a multiplier, are characterized by the flatness
of the S1-family of metric connections dλq on R
n+1,1, in an integrable systems interpre-
tation due to F. Burstall and D. Calderbank [11]. This characterization will enable
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us, in Chapter 6, to define a spectral deformation of constrained Willmore surfaces
in space-forms, by the action of the loop of flat metric connections dλq , as well as a
Ba¨cklund transformation, by applying a dressing action.
Our transformations of constrained Willmore surfaces will be based on the con-
strained harmonicity of the central sphere congruence. Given dˆ a flat metric connec-
tion on Cn+2 and V a non-degenerate subbundle of Cn+2, we generalize naturally the
decomposition (0.2) to a decomposition
dˆ = DˆV + NˆV
and, given q ∈ Ω1(∧2V ⊕ ∧2V ⊥), define then, for each λ ∈ C\{0}, a connection
dˆλ,qV := DˆV + λ−1Nˆ 1,0V + λNˆ 0,1V + (λ−2 − 1)q1,0 + (λ2 − 1)q0,1,
on Cn+2, generalizing dλq = d
λ,q
S . We define the bundle V to be (q, dˆ)-constrained har-
monic if dˆλ,qV is flat, for all λ ∈ C\{0}, or, equivalently, for all λ ∈ S1. A simple,
yet crucial, observation is that, given d˜ another flat metric connection on Cn+2 and
φ : (Cn+2, d˜) → (Cn+2, dˆ) an isomorphism of bundles provided with a metric and a
connection, V is (q, d˜)-constrained harmonic if and only if φV is (Adφq, dˆ)-constrained
harmonic. The constrained harmonicity of a bundle applies to the central sphere con-
gruence, providing a characterization of constrained Willmore surfaces in space-forms.
The transformations of a constrained Willmore surface Λ in the projectivized light-
cone we present are, in particular, pairs ((Λ1,0)∗, (Λ0,1)∗) of transformations (Λ1,0)∗ and
(Λ0,1)∗ of Λ1,0 and Λ0,1, respectively. The fact that Λ1,0 and Λ0,1 intersect in a rank
1 bundle will ensure that (Λ1,0)∗ and (Λ0,1)∗ have the same property. The isotropy of
Λ1,0 and Λ0,1 will ensure that of (Λ1,0)∗ and (Λ0,1)∗ and, therefore, of their intersection.
The reality of the bundle Λ1,0 ∩ Λ0,1 and the fact that it defines an immersion of M
into P(L) are preserved by the spectral deformation, but it is not clear that the same is
necessarily true for Ba¨cklund transformations. This motivates us to define complexified
surface and, thereafter, complexified constrained Willmore surface.
The spectral deformation defined by the action of the loop of flat metric connec-
tions dλq coincides, up to reparametrization, with the one presented in [14]. More
interestingly, we define a Ba¨cklund transformation of constrained Willmore surfaces
in space-forms. We use a version of the dressing action theory of C.-L. Terng and K.
Uhlenbeck [54]. We start by defining a local action of a group of rational maps on the
set of flat metric connections of the type dˆλ,qS , with dˆ flat metric connection on C
n+2
and q ∈ Ω1(∧2S⊕∧2S⊥). Namely, given r = r(λ) ∈ Γ(O(Cn+2)) holomorphic at λ = 0
and λ =∞ and twisted in the sense that ρr(λ)ρ = r(−λ), for ρ reflection across S, we
define a 1-form qˆ with values in ∧2S (note that the fact that r(λ) is twisted establishes
that both r(0) and r(∞) preserve S) by
qˆ1,0 := Adr(0)q
1,0, qˆ 0,1 := Adr(∞)q0,1,
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and a new family of metric connections from dλ,qS by dˆ
λ,qˆ
S := r(λ) ◦ dλ,qS ◦ r(λ)−1. Ob-
viously, for each λ, the flatness of dˆλ,qˆS is equivalent to that of d
λ,q
S . Crucially, if dˆ
λ,qˆ
S
admits a holomorphic extension to λ ∈ C\{0} through metric connections on Cn+2,
then the notation dˆλ,qˆS proves to be not merely formal, for dˆ := dˆ
1,qˆ
S . In that case, it
follows that, if Λ is q-constrained Willmore, then S is (qˆ, dˆ)-constrained harmonic and,
therefore, in the case 1 ∈ dom(r), S∗ := r(1)−1S is q∗-constrained harmonic, for
q∗ := Adr(1)−1 qˆ.
The transformation of S into S∗, preserving constrained harmonicity, leads, further-
more, to a transformation of Λ into a new constrained Willmore surface, provided
that
(0.6) det r(0)|S = det r(∞)|S .
Set
(Λ∗)1,0 := r(1)−1r(∞)Λ1,0, (Λ∗)0,1 := r(1)−1r(0)Λ0,1
and
Λ∗ := (Λ∗)1,0 ∩ (Λ∗)0,1.
Condition (0.6) establishes Λ∗ as a line bundle (the argument is based on the two
families of lines on the Klein quadric). The isotropy of Λ1,0 and Λ0,1 ensures that
of Λ∗. It is not clear, though, that Λ∗ is a real bundle. If Λ∗ is a real surface, one
proves that S∗ is the central sphere congruence of Λ∗ and that the bundles (Λ∗)1,0
and (Λ∗)0,1 defined above are not merely formal. The fact that q is a multiplier to Λ
establishes, furthermore, q1,0 ∈ Ω1,0(∧2Λ0,1) and, therefore, (q∗)1,0 ∈ Ω1,0(∧2(Λ∗)0,1) ⊂
Ω1,0(Λ∗ ∧ (Λ∗)(1)). We conclude that, if, furthermore, q∗ is real, then Λ∗ is a q∗-
constrained Willmore surface.
We then construct rational maps r(λ) satisfying the hypothesis of the dressing
action, together with reality preserving conditions. As the philosophy underlying the
work of C.-L. Terng and K. Uhlenbeck [54] suggests, we consider linear fractional
transformations. We define two different types of such transformations, type p and
type q, each one of them satisfying the hypothesis of the dressing action with the
exception of condition (0.6). Iterating the procedure, in a 2-step process composing
the two different types of transformations, will produce a desired r(λ). A Bianchi
permutability of type p and type q transformations of constrained harmonic bundles is
established. For special choices of parameters, the reality of Λ as a bundle proves to
establish that of Λ∗, whilst the reality of q establishes that of q∗. For such a choice
of parameters, Λ∗ is said to be a Ba¨cklund transform of Λ, provided that it immerses.
For future reference, it is useful to know that Ba¨cklund transformation parameters are
pairs α,Lα with, in particular, α ∈ C and Lα ⊂ Cn+2, and that parameters α,Lα and
−α, ρLα give rise to the same transform. Note that both Ba¨cklund transformation and
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spectral deformation corresponding to the zero multiplier preserve the class of Willmore
surfaces.
In Chapter 6, we define, more generally, a spectral deformation and a Ba¨cklund
transformation of constrained harmonic bundles and of complexified constrained Will-
more surfaces. We complete the chapter by establishing a permutability between spec-
tral deformation and Ba¨cklund transformation.
In Chapter 7, we introduce the concept of conserved quantity of a constrained Will-
more surface in a space-form, an idea by F. Burstall and D. Calderbank. A conserved
quantity of Λ consists of a Laurent polynomial
p(λ) = λ−1v + v0 + λv
with v0 ∈ Γ(S) real, v ∈ Γ(S⊥) and p(1) = v0 + v + v ∈ Γ(Rn+1,1) non-zero, which
is dλ,qS -parallel, for all λ ∈ C\{0} and some multiplier q to Λ. Constrained Willmore
surfaces in space-forms admitting a conserved quantity form a subclass of constrained
Willmore surfaces preserved by both spectral deformation and Ba¨cklund transforma-
tion, for special choices of parameters.
The existence of a conserved quantity p(λ) of Λ establishes, in particular, the
constancy of p(1). In the particular case of n = 3, we verify that Λ has constant mean
curvature in the space-form Sp(1), that is, the surface defined by Λ in the space-form
Sp(1) has constant mean curvature. In fact, in codimension 1, the class of constrained
Willmore surfaces in space-forms admitting a conserved quantity consists of the class
of constant mean curvature surfaces in space-forms. Another example of constrained
Willmore surfaces admitting a conserved quantity is that of surfaces with holomorphic
mean curvature vector in some space-form in codimension 2. In codimension 2, the
complexification of S⊥ admits a unique decomposition into the direct sum of two null
complex lines, complex conjugate of each other: given v ∈ Γ(S⊥) null, S⊥ = 〈v〉 ⊕ 〈v〉.
Such a v defines an almost-complex structure
Jv := I
{
i on 〈v〉
−i on 〈v〉
on S⊥. F. Burstall and D. Calderbank [11] proved that a codimension 2 surface in
a space-form, with holomorphic mean curvature vector with respect to the complex
structure induced by ∇S⊥ , is constrained Willmore. We prove it in our setting, prov-
ing, furthermore, that, in 4-dimensional space-form, the constrained Willmore surfaces
admitting a conserved quantity p(λ) = λ−1v + v0 + λv with v null are the surfaces
with holomorphic mean curvature vector in the space-form Sp(1), with respect to the
complex structure on (S⊥, Jv,∇S⊥) determined by Koszul-Malgrange Theorem.
Chapter 8 is dedicated to relating the class of constrained Willmore surfaces to the
isothermic condition. The class of isothermic surfaces is a Mo¨bius invariant class of
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surfaces. A manifestly conformally invariant formulation of the isothermic condition,
by F. Burstall and U. Pinkall [13], characterizes isothermic surfaces by the existence
of a non-zero real closed 1-form η with values in a certain subbundle of the skew-
symmetric endomorphisms of Rn+1,1. We establish the set of multipliers to an isother-
mic q-constrained Willmore surface (Λ, η) as the 1-dimensional affine space q + 〈∗η〉R.
The constrained Willmore spectral deformation is known to preserve the isothermic
condition, cf. [14]. We derive it in our setting. As for Ba¨cklund transformation of con-
strained Willmore surfaces, we believe it does not necessarily preserve the isothermic
condition. This shall be the subject of further work.
Following the work of F. Burstall, D. Calderbank and U. Pinkall [11], [13], we
characterize isothermic surfaces by the flatness of a certain R-family of metric connec-
tions on Rn+1,1 and define, in terms of this family of connections, both the isothermic
spectral deformation, discovered in the classical setting by Calapso and, independently,
by Bianchi; and the isothermic Darboux transformation.
We dedicate a section to the special class of constant mean curvature (CMC) sur-
faces in 3-dimensional space-forms. CMC surfaces in 3-dimensional space-forms are
examples of isothermic constrained Willmore surfaces, as proven by J. Richter [51],
with constrained Willmore Ba¨cklund transformations; both constrained Willmore and
isothermic spectral deformations; as well as a spectral deformation of their own and, in
the Euclidean case, isothermic Darboux transformations and Bianchi-Ba¨cklund trans-
formations. The isothermic spectral deformation is known to preserve the constancy
of the mean curvature of a surface in some space-form, cf. [14]. Characterized as the
class of constrained Willmore surfaces in 3-dimensional space-forms admitting a con-
served quantity, the class of CMC surfaces in 3-space is known to be preserved by both
constrained Willmore spectral deformation and Ba¨cklund transformation, for special
choices of parameters. We verify that both the space-form and the mean curvature are
preserved by constrained Willmore Ba¨cklund transformation and investigate how these
change under constrained Willmore and isothermic spectral deformation. We present
the classical CMC spectral deformation by means of the action of a loop of flat metric
connections on the class of CMC surfaces in 3-space (preserving the space-form and
the mean curvature) and observe that the classical CMC spectral deformation can be
obtained as composition of isothermic and constrained Willmore spectral deformation.
These spectral deformations of CMC surfaces in 3-space are, in this way, all closely re-
lated and, therefore, closely related to constrained Willmore Ba¨cklund transformation.
S. Kobayashi and J.-I. Inoguchi [35] proved that isothermic Darboux transformation of
CMC surfaces in Euclidean 3-space is equivalent to Bianchi-Ba¨cklund transformation.
We believe isothermic Darboux transformation of a CMC surface in Euclidean 3-space
can be obtained as a particular case of constrained Willmore Ba¨cklund transformation.
This shall be the subject of further work.
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We present a 1-form η∞, derived by F. Burstall and D. Calderbank from a surface
Λ with constant mean curvature H∞ in a space-form Sv∞ , which establishes (Λ, η∞)
as an isothermic surface and for which scaling by H∞ provides a multiplier,
q∞ := H∞η∞,
to Λ; and, for each t ∈ R and
qt∞ := q∞ + t ∗ η∞,
we establish a qt∞-conserved quantity to Λ.
Lastly, we dedicate Chapter 9 to the special case of surfaces in 4-space. Our ap-
proach is quaternionic, based on the model of the conformal 4-sphere on the quater-
nionic projective space, and follows the work of F. Burstall et al. [12]. We consider
the natural identification of H with R4 and then the natural identification of H2 with
〈1, i〉4 = C4. We provide ∧2C4 with the real structure ∧2j and define a metric on ∧2C4
by (v1 ∧ v2, v3 ∧ v4) := −det(v1, v2, v3, v4), for v1, v2, v3, v4 ∈ C4, with det(v1, v2, v3, v4)
denoting the determinant of the matrix whose columns are the components of v1, v2, v3
and v4, respectively, on the canonical basis of C4. This metric induces a metric with
signature (5, 1) on the space of real vectors of ∧2C4,
Fix(∧2j) = R5,1.
Via the Plu¨cker embedding, we identify a j-stable 2-plane L in C4 with the real null
line ∧2L in (Fix(∧2j))C, presenting, in this way, the quaternionic projective space HP 1
as a model for the conformal 4-sphere,
HP 1 ∼= S4.
Surfaces in S4 are described in this model as the immersed bundles
L ∼= ∧2L :M → S4
of j-stable 2-planes in C4. As we are in codimension 2, the complexification of S⊥
admits a unique decomposition S⊥ = S⊥+ ⊕S⊥− into the direct sum of two null complex
lines, complex conjugate of each other. Via the Plu¨cker embedding, we identify S⊥+
with some bundle S+ of 2-planes in C4, and write then
S = S+ ∧ jS+.
We define a j-commuting complex structure on C4, which we still denote by S, by
the condition of admitting S+ as the eigenspace associated to the eigenvalue i (and,
therefore, jS+ as the eigenspace associated to −i), together with a certain condition
on the sign.
Following the characterization of the harmonicity of S presented in [12], we es-
tablish, more generally, a characterization of constrained Willmore surfaces in S4 in
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terms of the closeness of a certain form, as follows. Under the standard identifica-
tion sl(C4) ∼= o(∧2C4), 1-forms with values in Λ ∧ Λ(1) correspond to S-commuting
1-forms with values in Endj(C4/L,L). For such a form q, condition dDq = 0 estab-
lishes Sq = ∗q. A surface L in S4 is a q-constrained Willmore surface, for some 1-form
q with values in Endj(C
4/L,L) such that Sq = ∗ q = qS, if and only if
d ∗ (Q+ q) = 0,
for the Hopf field Q ∈ Ω1(Endj(C4)). The closeness of the 1-form ∗(Q+ q) ensures the
existence of G ∈ Γ(Endj(C4)) with dG = 2 ∗ (Q+ q), as well as the integrability of the
Riccati equation
dT = ρT (dG)T − dF + 4ρqT,
for each ρ ∈ R\{0}, fixing such a G and setting F := G − S. For a local solution
T ∈ Γ(Glj(C4)) of the ρ-Ricatti equation, we define the Darboux transform of L of
parameters ρ, T by setting
Lˆ := T−1L,
extending, in this way, the Darboux transformation of Willmore surfaces in S4 pre-
sented in [12] to a transformation of constrained Willmore surfaces in 4-space.
We apply, yet again, the dressing action presented in Chapter 6 to define another
transformation of constrained Willmore surfaces in 4-space, the untwisted Ba¨cklund
transformation, referring then to the original one as the twisted Ba¨cklund transforma-
tion. We verify that, when both are defined, twisted and untwisted Ba¨cklund trans-
formations coincide. We establish a correspondence between Darboux transformation
parameters ρ, T with ρ > 1 and pairs α,Lα; −α, ρV Lα of untwisted Ba¨cklund trans-
formation parameters with α2 real, and show that the corresponding transformations
coincide. Darboux transformation of constrained Willmore surfaces with respect to
parameters ρ, T with ρ ≤ 1 is trivial. Non-trivial Darboux transformation of con-
strained Willmore surfaces in 4-space is, in this way, established as a particular case of
constrained Wilmore Ba¨cklund transformation.
The main new or, at least, unpublished2 (to my knowledge) notions and results
presented in this work can be listed as follows:
• Section 6.1 (we define constrained harmonicity of a bundle, which will apply
to the central sphere congruence to provide a characterization of constrained
Willmore surfaces in space-forms);
• Sections 6.2 and 6.3 (we define complexified surface, in generalization of sur-
face in a space-form, defining, thereafter, complexified constrained Willmore
surface);
2With the trivial exception of the PhD Thesis on which this work is based.
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• Section 6.4 (we define aC\{0}-spectral deformation of complexified constrained
Willmore surfaces by the action of a family of flat metric connections; for unit
parameter, this deformation preserves reality conditions and, when restricted
to real surfaces, it coincides, up to reparametrization, with the one presented
in [14]);
• Sections 6.5 and 6.6 (we define a Ba¨cklund transformation of complexified con-
strained Willmore surfaces, by applying a dressing action; for special choices
of parameters, this transformation preserves reality conditions);
• Section 6.7 (we establish a permutability between Ba¨cklund transformation
and spectral deformation of complexified constrained Willmore surfaces);
• Proposition 6.36 (we prove that the quadratic differential is preserved under
the corresponding Ba¨cklund transformation);
• Section 7.1 (we introduce the concept of conserved quantity of a constrained
Willmore surface in a space-form, an idea by F. Burstall and D. Calderbank);
• Theorems 7.6 and 7.7 (we prove that the class of constrained Willmore surfaces
in 3-dimensional space-forms admitting a conserved quantity is preserved by
both spectral deformation and Ba¨cklund transformation, for special choices of
parameters);
• Section 7.2.2 (we prove that, in codimension 2, surfaces with holomorphic
mean curvature vector in some space-form (already known to be constrained
Willmore, cf. [11]) are examples of constrained Willmore surfaces admitting
a conserved quantity);
• Proposition 8.20 and Theorem 8.22 (we establish the class of CMC surfaces
in 3-dimensional space-forms as the class of constrained Willmore surfaces in
3-space admitting a conserved quantity);
• Sections 8.2.3 and 8.2.4 (we verify that both the space-form and the mean
curvature are preserved by constrained Willmore Ba¨cklund transformation of
CMC surfaces in 3-dimensional space-forms and investigate how these change
under constrained Willmore spectral deformation; we verify that the classical
CMC spectral deformation of a CMC surface in 3-space can be obtained as
composition of isothermic and constrained Willmore spectral deformation);
• Section 8.1.4 (we characterize isothermic constrained Willmore surfaces in
space-forms by the non-uniqueness of multiplier and establish the set of mul-
tipliers to an isothermic q-constrained Willmore surface (Λ, η) as the affine
space q + 〈∗η〉R);
• Theorems 9.12 and 9.13 (we provide two (equivalent) characterizations of con-
strained Willmore surfaces in 4-space in the quaternionic setting);
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• Section 9.3.3 (we extend the Darboux transformation of Willmore surfaces in
S4 presented in [12] to a transformation of constrained Willmore surfaces in
4-space);
• Section 9.3.4 (we prove that Darboux transformation of parameters ρ, T with
ρ > 1 is equivalent to Ba¨cklund transformation of parameters α,Lα with α2
real; Darboux transformation of parameters ρ, T with ρ ≤ 1 is trivial).
Our theory is local and, throughout the text, with no need for further reference,
restriction to a suitable non-empty open set shall be underlying.
Foundations of Differential Geometry, Vol.s 1,2, by S. Kobayashi and K. Nomizu
[36], Riemannian Geometry, by T. Willmore [59], and Selected topics in Harmonic
maps, by J. Eells and L. Lemaire [23], are good references to the basic background.

CHAPTER 1
A bundle approach to conformal surfaces in space-forms
Our study is a study of geometrical aspects that are invariant under Mo¨bius trans-
formations.1 We present a Mo¨bius description of space-forms in the projectivized
light-cone, following [10]. Such description is based on the model of the conformal
n-sphere on the projective space P(L) of the light-cone L of Rn+1,1, due to Darboux
[21], which, in particular, yields a conformal description of Euclidean n-spaces and
hyperbolic n-spaces as submanifolds of P(L). With this, we approach a surface confor-
mally immersed in n-space as a null line subbundle Λ of Rn+1,1 =M ×Rn+1,1 defining
an immersion Λ : M → P(L) of an oriented surface M , which we provide with the
conformal structure induced by Λ, into the projectivized light-cone. The realization of
all space-forms as submanifolds of the projectivized light-cone considered in this text
arises from the realization, cf. [10], of all n-dimensional space-forms as conic sections
Sv∞ := {v ∈ L : (v, v∞) = −1} of the light-cone, with v∞ ∈ Rn+1,1 non-zero. Sv∞ in-
herits a positive definite metric of constant sectional curvature −(v∞, v∞) from Rn+1,1
and is either a copy of a sphere, a copy of Euclidean space or two copies of hyper-
bolic space, according to the sign of (v∞, v∞). For each v∞, the canonical projection
pi : L → P(L) defines a diffeomorphism pi|Sv∞ : Sv∞ → P(L)\P(L∩〈v∞〉⊥). We provide
P(L) with the conformal structure of the (positive definite) metric induced by pi|Sv∞ ,
fixing v∞ time-like, independently of the choice of v∞, and, in this way, identify P(L)
with the conformal n-sphere and make each diffeomorphism pi|Sv∞ - for a general v∞,
not necessarily time-like - into a conformal diffeomorphism.
By metric on a K-vector bundle P , with K ∈ {R,C}, we mean a non-degenerate
section of S2(P,K). With no need for further reference, given a vector bundle P ,
provided with a metric, the metric considered on the complexification PC of P shall be
the complex bilinear extension of the metric on P . In particular,
(α1 + iβ1, α2 + iβ2) = (α1 + iβ1, α2 + iβ2 ),
for αi, βi ∈ Γ(P ), for i = 1, 2. More generally, throughout this text, when appropriated
and unless indication to the contrary is provided, we will move from real tensors to
complex tensors by complex multilinear extension, preserving, therefore, reality con-
ditions and, in general, notation. With no need for further reference, given V and W
1With the exception of the study of constant mean curvature surfaces, in Sections 7.2.1 and 8.2 below.
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vector bundles provided with a metric, we shall consider Hom(V,W ) provided with the
canonical metric induced by V and W , the metric given by
(α, β) := tr (βtα),
for α, β ∈ Γ(Hom(V,W )), with βt denoting the transpose of β.
As usual, by metric on a manifold M we mean a metric on the tangent bundle TM ,
as a R-bundle. Two positive definite metrics g and g′ on a manifold M are said to be
conformally equivalent if g′ = eug, for some u ∈ C∞(M ;R). A class of conformally
equivalent Riemannian metrics on M is said to be a conformal structure on M . When
provided with a conformal structure,M is said to be a conformal manifold. A mapping
φ ofM into a manifoldN provided with a metric (, )N defines a section gφ of S
2(TM,R),
given by
gφ(X,Y ) := (dXφ, dY φ)N ,
for X,Y ∈ Γ(TM), which we refer to as the metric induced in M by φ. If the metric
(, )N is positive definite and φ is an immersion, then the metric gφ is positive definite.
In the case M is provided with a Riemannian metric g, φ : (M,g) → (N, (, )N ) is said
to be conformal if gφ is a positive definite metric conformally equivalent to g.
Our study is a study of geometrical aspects that are invariant under conformal
diffeomorphisms or Mo¨bius transformations. It is, in particular, a study of angle-
preserving transformations, dedicated to submanifolds of an ambient space equipped
with a conformal class of metrics but not carrying a distinguished metric. Our point
of view is that of Mo¨bius geometry, where there is an angle measurement, but, in
contrast to Euclidean geometry, there is no measurement of distances. This lack of
length measurement has interesting consequences. For example, from the point of view
of Mo¨bius geometry, Sn\{x} and Rn are no longer distinguished, as the stereographic
projection of pole x ∈ S1, of Sn\{x} onto Rn, is a conformal diffeomorphism. We
refer to invariance under Mo¨bius transformations as Mo¨bius invariance or conformal
invariance.
For m ∈ N, let Rm,1 be the (m + 1)-dimensional Minkowski space with signature
(m, 1), i.e., a real (m + 1)-dimensional vector space equipped with a metric ( , ) with
respect to which there exists an orthogonal basis e1, ..., em+1 with
(ei, ei) =
{
1 i < m+ 1
−1 i = m+ 1 .
As usual, we refer to a vector v ∈ Rm,1 such that (v, v) = 0 (respectively, (v, v) < 0,
(v, v) > 0) as a light-like (respectively, time-like, space-like) vector. Let L be the
light-cone in Rm,1,
L = {v ∈ Rm,1\{0} : (v, v) = 0},
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an m-dimensional submanifold of Rm,1, and, in the case m > 1, let L+ and L− be the
connected components of L.2 Let P(L) be the projectivized light-cone,
P(L) = {〈v〉 : v ∈ L},
an (m− 1)-dimensional submanifold of P(Rm,1).
Recall the sectional curvature K(℘) of a 2-plane ℘ in the tangent space TxM to a
Riemannian manifold M at a point x ∈M ,
K(℘) = −(R(X1,X2)X1,X2),
for R the curvature tensor of M (provided with the Levi-Civita connection), indepen-
dently of the choice of an orthonormal basisX1,X2 of TxM . It is opportune to establish
some (usual) notation: given X,Y,Z,W in Γ(TM),
R(X,Y,Z,W ) := −(R(X,Y )Z,W ).
If K(℘) is constant for all planes ℘ in TxM and for all points x ∈ M , then M is said
to be a space of constant curvature. If K(℘) is constant for all planes ℘ in TxM but
possibly depends on x ∈M , we say thatM has constant sectional curvatureK = K(x),
with x ∈ M . That is always the case when M is 2-dimensional, in which case K is
famously said to be the Gaussian curvature of the surface M .
By space-form we mean a connected and simply connected complete Riemannian
manifold of constant sectional curvature. For simplicity, we may use n-space to refer
to n-dimensional space-form. Two space-forms with the same curvature are isometric
to each other. Fix n ∈ N. Our model of flat n-space is the Euclidean space Rn. Given
r ∈ R+, our model of n-space of curvature 1/r2 is the n-sphere
Sn(r) := {x ∈ Rn+1 : (x, x) = r2},
whereas that of n-space of curvature −1/r2 is the hyperbolic n-space consisting of
either of the two connected components of
Hn(r) := {x ∈ Rn,1 : (x, x) = −r2}.
1.1. Space-forms in the conformal projectivized light-cone
Following [10], we present a Mo¨bius description of spheres, Euclidean spaces and hy-
perbolic spaces in the projectivized light-cone. We start by realizing all n-dimensional
space-forms as connected components of conic sections of L ⊂ Rn+1,1.
Let L be the light-cone in Rn+1,1. Fix v∞ ∈ Rn+1,1 non-zero. Set
Sv∞ := {v ∈ L : (v, v∞) = −1},
2Non-collinear elements v0, v∞ ∈ L are in the same component if and only if (v0, v∞) < 0.
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the conic section of the light-cone given by the intersection of L with the hyperplane
{v ∈ Rn+1,1 : (v, v∞) = −1} of Rn+1,1, which is an n-dimensional submanifold of
Rn+1,1. Given v ∈ L,
TvL = 〈v〉⊥
and, for v ∈ Sv∞ ,
TvSv∞ = 〈v, v∞〉⊥.
The fact that (v, v∞) 6= 0 establishes the non-degeneracy of the subspace 〈v, v∞〉 of
Rn+1,1, or, equivalently, a decomposition
(1.1) Rn+1,1 = 〈v, v∞〉 ⊕ TvSv∞ .
The nullity of v establishes then 〈v, v∞〉 as a 2-dimensional space with a metric with
signature (1, 1), establishing, therefore, TvSv∞ as isometric to R
n. Sv∞ inherits a
positive definite metric from Rn+1,1.
Proposition 1.1. Sv∞ is either a copy of an n-sphere, a copy of Euclidean n-space
or two copies of hyperbolic n-space, according to the sign of (v∞, v∞).
In the proof of the proposition, we will show, in particular, that Sv∞ has constant
sectional curvature −(v∞, v∞), and that, if v∞ is space-like, then Sv∞ ∩ L+ is a copy
of hyperbolic n-space, as well as Sv∞ ∩ L−.
Proof. If v∞ is light-like, then, choosing v0 ∈ Sv∞ , the map v 7→ v−v0+(v, v0)v∞
defines an isometry
Sv∞ → 〈v0, v∞〉⊥ ∼= Rn
whose inverse is given by x→ x+ v0 + 12(x, x)v∞.
Now contemplate the case v∞ is not light-like. In that case, 〈v∞〉 is non-degenerate,
so we have a decomposition Rn+1,1 = 〈v∞〉⊕〈v∞〉⊥. Set r′ := (v∞, v∞)−1. For v ∈ Sv∞ ,
write v = −r′v∞ + v⊥ with v⊥ ⊥ v∞ and note that 0 = (v, v) = r′ + (v⊥, v⊥). In the
particular case v∞ is time-like, the projection v 7→ v⊥ defines a diffeomorphism
Sv∞ → Sn(r) ⊂ 〈v∞〉⊥ ∼= Rn+1
onto the sphere of radius r :=
√−r′ in 〈v∞〉⊥ ∼= Rn+1, which we easily check to be an
isometry. In the case v∞ is space-like, the projection v 7→ v⊥ defines an isometry
Sv∞ → Hn(r) ⊂ 〈v∞〉⊥ ∼= Rn,1,
for r :=
√
r′. 
Now contemplate the canonical projection pi : L → P(L), which we may, alterna-
tively, denote by piL. Note that, given v ∈ L,
(1.2) Ker dpiv = 〈v〉,
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so we have an isomorphism dpiv : 〈v〉⊥/〈v〉 ∼= dpiv(TvL), given by u + 〈v〉 7→ dpiv(u),
for u ∈ 〈v〉⊥. As dpiv(TvL) is an n-dimensional subspace of T〈v〉P(L), we conclude that
T〈v〉P(L) = dpiv(TvL),
(1.3) dpiv : 〈v〉⊥/〈v〉 ∼= T〈v〉P(L)
and, therefore, that pi is a submersion.
The map pi defines a diffeomorphism
(1.4) pi|Sv∞ : Sv∞ → P(L)\P(L ∩ 〈v∞〉⊥)
whose inverse is given by
〈v〉 7→ Sv∞ ∩ 〈v〉 =
−1
(v, v∞)
v.
Lemma 1.2. If v∞ is time-like, then L ∩ 〈v∞〉⊥ = ∅. If v∞ is light-like, then
L ∩ 〈v∞〉⊥ = 〈v∞〉.
Proof. If v∞ is time-like, then 〈v∞〉⊥ is space-like and, therefore, contains no
light-like vectors.
On the other hand, recalling that there are no null subspaces of Rn+1,1 with di-
mension higher than 1, we conclude that, if v∞ is light-like, then (v, v∞) 6= 0, for all v
in L\〈v∞〉, completing the proof. 
Hence:
Proposition 1.3. Once restricted to Sv∞, the canonical projection pi : L → P(L)
defines a diffeomorphism onto P(L), P(L)\{〈v∞〉} or P(L)\P(L∩〈v∞〉⊥), according as
v∞ is time-like, light-like or space-like, respectively.
This will lead us to a conformal description of spheres, Euclidean spaces and hyper-
bolic spaces in the projectivized light-cone. Our next step is to provide the projectivized
light-cone with a conformal structure.
We provide P(L) with the conformal structure CP(L) defined by the metric gσ,
fixing σ a never-zero section of the tautological bundle P(L)P(L) = (l)l∈P(L). This
is well-defined and, furthermore, makes each diffeomorphism (1.4) into a conformal
diffeomorphism. Indeed, given σ, σ′ : P(L) → Rn+1,1 never-zero sections of P(L)P(L),
we have σ′ = fσ, for some never-zero f ∈ C∞(P(L)P(L),R), and then
gσ′(X,Y ) = (fdXσ + (dXf)σ, fdY σ + (dY f)σ) = f
2gσ(X,Y ),
as (σ, σ) vanishes and, therefore, so does (σ, dσ). On the other hand, for non-zero
v∞ ∈ Rn+1,1, the diffeomorphism (pi|Sv∞ )−1 : P(L)\P(L ∩ 〈v∞〉⊥) → Sv∞ is a never-
zero section of P(L)P(L) inducing in P(L) a positive definite metric from the one in
Sv∞ .
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We refer to the unit sphere Sn in Rn+1, when provided by the conformal class of
the round metric, as the conformal n-sphere. By providing P(L) with the conformal
structure CP(L), we make the map pi|Sv∞ : Sn ∼= Sv∞ → P(L), defined by
x 7→ 〈v∞ + x〉,
for v∞ unit time-like, into a conformal diffeomorphism, identifying the conformal n-
sphere with the conformal projectivized light-cone,
Sn ∼= P(L),
in a model due to Darboux [21]. In this model of the conformal n-sphere, the k-spheres
Sk in Sn (intersections of Sn with (k + 1)-dimensional affine spaces), for 0 ≤ k ≤ n,
are described as the submanifolds P(L∩V ) with V non-degenerate (k+2)-dimensional
subspace of Rn+1,1 with signature (k + 1, 1) (see, for example, [53], Appendix A);
hyperbolic n-spaces are described as the submanifolds consisting of either of the two
connected components of
Sn\Sn−1 ∼= P(L)\P(L ∩ 〈v∞〉⊥)
with v∞ space-like; and Euclidean n-spaces are described as those consisting of
Sn\{x} ∼= P(L)\{〈v∞〉}
with x ∈ Sn and v∞ light-like.
1.2. Conformal surfaces in space-forms
Throughout this text, let n ≥ 3, L be the light-cone of Rn+1,1, M be an oriented
surface and Rn+1,1 denote the trivial bundle M × Rn+1,1.
1.2.1. Oriented conformal surfaces: generalities. Suppose M is provided
with a conformal structure C.
Remark 1.4. The Levi-Civita connection is not a conformal invariant. In fact,
(see, for example, [59], §3.12), given g, g′ := e2ug ∈ C, for some u ∈ C∞(M,R), the
Levi-Civita connections ∇ and ∇′, on (M,g) and (M,g′), respectively, are related by
(1.5) ∇′XY = ∇XY + (Xu)Y + (Y u)X − g(X,Y )(du)∗,
for all X,Y ∈ Γ(TM), with (du)∗ denoting the contravariant form of du with respect to
g, (du)∗ ∈ Γ(TM) defined by g(X, (du)∗) = dXu, for all X ∈ Γ(TM). The conformal
variance of the Levi-Civita connection will, however, as we shall see, constitute, no
limitation to the development of our theory of conformal submanifold geometry.
As an oriented conformal surface, M is canonically provided with a complex struc-
ture and the corresponding (1, 0)- and (0, 1)-decomposition. Unless indicated otherwise,
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these shall be the underlying structures on (M, C). In this section we recall these basic
concepts and a few basic facts on Riemann surfaces.
The canonical complex structure. The fact that M is an oriented Riemannian
surface enables us to refer to 90◦ rotations in the tangent spaces to M , a notion that
is obviously invariant under conformal changes of the metric. We define then what
we will refer to as the canonical complex structure on (M, C), J ∈ Γ(End(TM)), by
90◦ rotation in the positive direction. This terminology is not casual: J is an almost-
complex structure, compatible with the conformal structure and, as it is well-known in
the ambit of Riemannian geometry, parallel with respect to the connection induced in
End(TM) by the Levi-Civita connection of (M,g), for each g ∈ C; making (M,J) into
a complex manifold, according to Newlander-Nirenberg Theorem.
The (1,0)- and (0,1)-decomposition. The almost-complex structure J gives
rise to a decomposition
(1.6) TMC = T 1,0M ⊕ T 0,1M,
for T 1,0M and T 0,1M the eigenspaces associated to i and −i, respectively, of the com-
plex linear extension of J to TMC,
J = I
{
i onT 1,0M
−i onT 0,1M ;
that is,
T 1,0M = 〈X − iJX〉, T 0,1M = 〈X + iJX〉,
fixing X ∈ Γ(TM) locally never-zero. We refer to a section of T 1,0M as a (1, 0)-vector
field and to a section of T 0,1M as a (0, 1)-vector field. The bundles T 1,0M and T 0,1M
are maximal (with respect to the inclusion relation) isotropic subbundles of TMC. It
is immediate and useful to observe that, in view of the parallelness of J ,
(1.7) ∇Γ(T 1,0M) ⊂ Ω1(T 1,0M) , ∇Γ(T 0,1M) ⊂ Ω1(T 0,1M),
for ∇ the Levi-Civita connection on (M,g), fixing g ∈ C.
N.B.: The decomposition (1.6) is a particular case of a canonical decomposition,
which is worth recalling: given V a non-degenerate complex 2-plane, V admits a unique
decomposition V = V+ ⊕ V− into the direct sum of two null complex lines. Namely,
fixing an orthonormal basis v1, v2 of V , the set of lines {V+, V−} coincides with the set
of lines {〈v1 + iv2〉, 〈v1 − iv2〉},
V = 〈v1 + iv2〉 ⊕ 〈v1 − iv2〉.
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The non-degeneracy of V establishes V+ ∩ (V−)⊥ = {0}. In the particular case V is
real, we can choose the vectors v1 and v2 to be real, in which case the spaces V+ and
V− are complex conjugate of each other.
Conformality. Given X ∈ Γ(TM) never-zero, (X,JX) constitutes a direct or-
thogonal frame of TM with (X,X) = (JX, JX), for all ( , ) ∈ C. Hence a positive
definite metric ( , ) on M is in the conformal class C if and only if, fixing X ∈ Γ(TM)
locally never-zero,
(X,X) = (JX, JX), (X,JX) = 0;
or, equivalently,
(Z,Z) = 0
(respectively, (Z¯, Z¯) = 0), fixing Z ∈ Γ(T 1,0M) (respectively,Z¯ ∈ Γ(T 0,1M)), locally
never-zero. The conformality of a metric onM is equivalent to the isotropy of T 1,0M or,
equivalently, of T 0,1M , with respect to that metric. In particular, given an immersion
φ of M into a Riemannian manifold and i 6= j ∈ {0, 1}, the conformality of φ [with
respect to any metric in C], gφ ∈ C, can be characterized by
(di,jφ, di,jφ) = 0,
fixing i 6= j ∈ {0, 1}, where we use (di,jφ, di,jφ) to denote gφ|T i,jM×T i,jM . In the para-
graph below, a characterization of the conformality of φ in the light of a holomorphic
chart of M is presented.
Holomorphicity. Let z = x+ iy :M → C be a chart ofM . Throughout this text,
let gz denote the (positive definite) metric induced in M by z :M → (C,Re( , )C),
gz = dx
2 + dy2.
We set, as usual,
δx := dz
−1(1), δy := dz−1(i),
defining an orthonormal frame δx, δy of TM with respect to gz ((dx, dy) is the frame
of (TM)∗ dual to (δx, δy)). The coordinates x, y are said to be conformal coordinates
if the metric gz is in the conformal class C, or, equivalently,
Jδx = ±δy,
the chart z : (M,J) → C is either holomorphic or anti-holomorphic, respectively,
depending on the orientation on M .
Suppose z is a holomorphic chart of (M,J). In that case, Jδx = δy, and, therefore,
δz :=
1
2
(δx − iδy), δz¯ := 1
2
(δx + iδy)
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defines a never-zero (1, 0)-vector field and, respectively, a never-zero (0, 1)-vector field.
Hence
T 1,0M = 〈δz〉, T 0,1M = 〈δz¯〉,
and, therefore,
TMC = 〈δz, δz¯〉.
It is, perhaps, worth remarking that, as (1, 0)- and (0, 1)-vector fields, respectively, δz
and δz¯ verify
(1.8) Jδz = iδz , Jδz¯ = −iδz¯.
The fact that δz , δz¯ constitutes a frame of TM
C with
(1.9) [δz , δz¯] = 0
will be useful on many occasions.
Given a mapping η of M , we shall, alternatively, write ηx, ηy, ηz and ηz¯ for,
respectively, dη(δx), dη(δy), dη(δz) and dη(δz¯). In view of the holomorphicity of z, the
conformality of a mapping η ofM into a Riemannian manifold can be characterized by
(ηz, ηz) = 0,
or, equivalently,
(ηz¯, ηz¯) = 0;
whereas the holomorphicity of a map η ∈ C∞(M,C) can be characterized by
ηz¯ = 0.
We complete this section with a basic remark on change of holomorphic coordinates.
Let ω be another holomorphic chart of (M,J). The fact that (dz, dz¯) is the frame of
((TM)C)∗ dual to (δz, δz¯) makes clear that
dω = ωz dz
and, in particular, that the metric induced in M by ω relates to the one induced by z
by
(1.10) gω =| ωz |2 gz.
The Hodge ∗-operator. Let P be a vector bundle over M , provided with a
metric, and p ∈ {0, 1, 2}. Given µ ∈ Ωp(P ) and η ∈ Ω2−p(P ), we define a 2-form
(µ ∧ η) ∈ Ω2(C) by, in the case p = 1,
(µ ∧ η)(X,Y ) := (µX , ηY )− (µY , ηX)
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and, in the case p = 2,
(µ ∧ η)(X,Y ) := (µ(X,Y ), η),
for X,Y ∈ Γ(TM); and, in the case p = 0, (µ ∧ η) := (η ∧ µ). Note that, in the
case p = 1, (µ ∧ η) = −(η ∧ µ). Fix a metric g ∈ C and provide L(TM,P ) with the
metric canonically induced by (TM, g) and P . Given k ∈ {0, 1, 2}, define a metric on
Ak(TM,P ) by setting
(ξ1 ∧ ... ∧ ξk, γ1 ∧ ... ∧ γk) := det((ξi, γj)),
for ξi, γi ∈ Γ(L(TM,P )). Recall the Hodge ∗-operator on p-forms over M , when
provided with the metric g, transforming a form µ ∈ Ωp(P ) into the form ∗µ ∈ Ω2−p(P )
defined by the relation
(µ ∧ η) = (∗µ, η) dA,
for all η ∈ Ω2−p(P ), with dA denoting the area element of (M,g). Recall that
∗ ∗ µ = (−1)p(2−p)+sµ,
for s the number of negative eigenvalues of the metric tensor of P . It is useful to observe
that, in the particular case P is the trivial bundle End(Rn+1,1) := M × End(Rn+1,1),
s = 2(n+ 1).
Lemma 1.5. The Hodge ∗-operator on 1-forms over a surface is invariant under
conformal changes of the metric on the surface.
Before proceeding to the proof of the lemma, it is opportune and useful to observe
how the volume element changes under conformal changes of the metric.
Lemma 1.6. Let N be an n-dimensional oriented manifold and g and g′ := eug, for
some u ∈ C∞(N,R), be conformally equivalent positive definite metrics in N . Then:
dvol(N,g′) = (e
u)
n
2 dvol(N,g),
Proof. Let (Xi)i be a direct orthonormal frame of (TN, g) and (ξi)i be the frame
of (TN)∗ dual to (Xi)i. Then
dvol(N,g) = ξ1 ∧ ..... ∧ ξn.
On the other hand, clearly, ( 1√
eu
Xi)i is a direct orthonormal frame of (TN, g
′) with
dual frame (
√
eu ξi)i, and, therefore, dvol(N,g′) = (
√
eu)n ξ1 ∧ ..... ∧ ξn. 
Now we proceed to the proof of Lemma 1.5.
Proof. Let g1 and g2 := e
ug1, for some u ∈ C∞(M,R), be conformally equivalent
positive definite metrics in M . For i = 1, 2, let ∗i and dAi denote, respectively, the
Hodge ∗-operator and the area element of (M,gi), and ( , )i denote the Hilbert-Schmidt
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metric in L((TM, gi), P ). Fix µ, η ∈ Ω1(P ). The proof will consist of showing that
(1.11) (µ ∧ η) = (∗2 µ, η)1 dA1.
By definition of ∗2, and according to Lemma 1.6, (µ ∧ η) = (∗2 µ, η)2 eudA1. On
the other hand, given an orthonormal frame X1,X2 of (TM, g1),
1√
eu
X1,
1√
eu
X2 is an
orthonormal frame of (TM, g2) and, therefore, (∗2 µ, η)2 = 1eu (∗2 µ, η)1, completing the
proof. 
The Hodge ∗-operator on 1-forms over (M, C) is closely related to the canonical
complex structure in (M, C) in a well-known result in the ambit of Riemannian geom-
etry: ∗ acts on forms ω ∈ Ω1(P ) by
(1.12) ∗ ω = −ωJ.
(1,0)-,(0,1)- and (1,1)-forms. The decomposition (1.6) provides the (standard)
decomposition of a 1-form into its (1, 0) and (0, 1) parts, as well as that of a 2-form into
its (2, 0), (1, 1) and (0, 2) parts. Recall that there are no non-zero (2, 0)- or (0, 2)-forms
on a surface.
Let P be a vector bundle over M , provided with a metric, and ξ be a 1-form with
values in P . Since ξ1,0 and ξ0,1 are the complexifications of, respectively, a complex
linear and a complex anti-linear sections of Hom(TM,P ), we have, by equation (1.12),
∗ ξ1,0 = −i ξ1,0, ∗ ξ0,1 = i ξ0,1,
so that ∗ ξ = −i(ξ1,0 − ξ0,1) and, therefore,
ξ1,0 =
1
2
(ξ + i ∗ ξ), ξ0,1 = 1
2
(ξ − i ∗ ξ),
having in consideration that ∗ ξ = ∗ ξ. Note that ξ1,0 = ξ 0,1. In particular, ξ is real
(ξ = ξ) if and only if ξ0,1 = ξ1,0.
1.2.2. Conformal immersions of surfaces in the projectivized light-cone.
Having modeled the conformal n-sphere on the projectivized light-cone of Rn+1,1, and,
in this way, all n-dimensional space-forms on submanifolds of P(L), we approach a
surface conformally immersed in a space-form as a null line bundle Λ defining an im-
mersion of an oriented surface, which we provide with the conformal structure in-
duced by Λ, into the projectivized light-cone. In this work, we restrict to surfaces
in Sn which are not contained in any subsphere of Sn. Such a surface defines a
surface in any given space-form, by means of a lift, whose study is Mo¨bius equiva-
lent to the study of the surface and which will be often considered. Namely, given
v∞ ∈ Rn+1,1 non-zero, we have, locally, (σ, v∞) 6= 0, and Λ defines then a local immer-
sion σ∞ := (pi|Sv∞ )−1 ◦ Λ = −1(σ,v∞) σ :M → Sv∞ , of M into the space-form Sv∞ .
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Let Λ be a null line subbundle of Rn+1,1. In particular, Λ defines a smooth map
Λ : M → P(L), by assigning to each p in M the corresponding fibre, Λp. If Λ is an
immersion, then Λ induces naturally, from the conformal structure on P(L), a conformal
structure in M , which we denote by CΛ, making
Λ : (M, CΛ)→ P(L)
into a conformal immersion of M into the projectivized light-cone.
Proposition 1.7. If Λ : M → P(L) is an immersion, then, given a never-zero
section σ of Λ, the metric gσ induced in M by σ : M → Rn+1,1 is in the conformal
class CΛ of metrics,
gσ ∈ CΛ.
Proof. For t0 unit time-like vector, 〈t0〉⊥ is an Euclidean space and, therefore,
(σ, t0) is never-zero. Furthermore, (piL|St0 )−1Λ = −(σ, t0)−1 σ, and, therefore,
d((piL|St0 )−1Λ) =
(dσ, t0)
(σ, t0)2
σ − 1
(σ, t0)
dσ.
As (σ, σ) = 0 = (σ, dσ), we conclude that, for X,Y ∈ Γ(TM),
(dX ((piL|St0 )−1Λ), dY ((piL|St0 )−1 Λ)) =
1
(σ, t0)2
(dXσ, dY σ)
or, equivalently,
gσ(X,Y ) = (σ, t0)
2(dXΛ, dY Λ)t0 = (σ, t0)
2gt0Λ (X,Y ),
for ( , )t0 the (positive definite) metric induced in P(L) by (piL|St0 )−1 and gt0Λ the (pos-
itive definite) metric induced in M by Λ from ( , )t0 . We conclude that gσ is a positive
definite metric conformally equivalent to gt0Λ ∈ CΛ. 
Given σ a never-zero section of Λ, Λ = piL σ and, therefore, dΛ = d(piL)σ dσ. Hence,
if Λ is an immersion, then so is σ, and, conversely, if σ is an immersion, then, in view
of (1.2), Λ is an immersion if and only if Λ is in direct sum with dσ(TM). Set
Λ(1) := 〈σ, dσ(e1), dσ(e2)〉 = Λ+ dσ(TM),
independently of the choices of a never-zero section σ of Λ and of a frame e1, e2 of TM .
This is, indeed, well-defined: given a never-zero λ ∈ Γ(R),
dX(λσ) = λdXσ + (dXλ)σ = λdXσ mod〈σ〉.
Proposition 1.8. Λ :M → P(L) is an immersion if and only if rankΛ(1) = 3.
Proof. Fix σ a never-zero section of Λ. If rankΛ(1) = 3, then rank dσ(TM) = 2,
or, equivalently, σ is an immersion, and dσ(TM) is in direct sum with Λ. Hence Λ is
an immersion.
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Conversely, if Λ is an immersion, then so is σ, in which case dσ(TM) is a bundle
of Euclidean 2-planes and, therefore, rankΛ(1) = 3. 
In the case Λ :M → P(L) is an immersion, Λ(M) consists of a surface [conformally
immersed] in P(L),3 which we refer to, alternatively, as the surface Λ. We restrict
ourselves to surfaces Λ in Sn for which
(1.13) Λ(M) * Sk,
for all k < n, and, in particular, to surfaces which do not lie in any 2-sphere. This
ensures, in particular, that, for a general non-zero v∞ ∈ Rn+1,1, given σ ∈ Γ(Λ) never-
zero, we have, locally, (σ, v∞) 6= 0. In fact, if (σp, v∞) = 0 for all p ∈ M , then
Λ(M) ⊂ P(L ∩ 〈v∞〉⊥), which, in the case v∞ is time-light or light-like, is impossible,
according to Lemma 1.2, and, in the case v∞ is space-like, contradicts (1.13) (in the
case v∞ is space-like, P(L ∩ 〈v∞〉⊥) is an hypersphere in Sn).
A surface Λ defines a local immersion of M into P(L)\P(L ∩ 〈v∞〉⊥) and then, via
the diffeomorphism piL|Sv∞ : Sv∞ → P(L)\P(L ∩ 〈v∞〉⊥), a local immersion
σ∞ := (piL|Sv∞ )−1 ◦ Λ =
−1
(σ, v∞)
σ :M → Sv∞ ,
of M into the space-form Sv∞ , which we refer to as the surface defined by Λ in Sv∞ .
The surfaces σ∞, with v∞ ∈ Rn+1,1 non-zero, defined by Λ, form a family of Mo¨bius
equivalent surfaces, whose study is Mo¨bius equivalent to the study of the surface Λ.
3If Λ : M → P(L) is an immersion, then Λ defines a surface in spherical n-space. Since n ≥ 3, we can
choose v∞ ∈ L such that Λp 6= 〈v∞〉,
Λp ∈ P(L)\{〈v∞〉} ∼= S
n\{x0},
for all p ∈ M , showing that Λ defines, furthermore, a surface in Euclidean n-space. In the case M is
compact, Λ(M) ⊂ Sn is a compact 2-dimensional manifold and, therefore, Sn\Λ(M) is a non-empty
open subset. This shows that Λ(M) avoids some hypersphere in Sn, or, equivalently, that we can
choose a space-like vector v∞ for which Λp * 〈v∞〉⊥,∀p ∈ M . For such a v∞, Λ defines a surface in
P(L)\P(L ∩ 〈v∞〉⊥) and, locally (on a connected component of M), in hyperbolic n-space.

CHAPTER 2
The central sphere congruence
Following [14], we introduce the central sphere congruence, a fundamental con-
struction of Mo¨bius invariant surface geometry, which will be basic to our study of
surfaces. The concept has its origins in the nineteenth century with the introduction of
the mean curvature sphere of a surface at a point, by S. Germain [30]. The terminology
reflects the central role played by the mean curvature of a surface. By the turn of the
century, the family of the mean curvature spheres of a surface was known as the central
sphere congruence, cf. W. Blaschke [4]. Nowadays, after R. Bryant’s paper [9], it goes
as well by the name conformal Gauss map.
We start by recalling some basic concepts in Riemannian geometry. Given a Rie-
mannian manifold M¯ and an immersion f : M → M¯ , the pull-back bundle f∗TM¯
splits into the direct sum Tf ⊕Nf , where Tf and Nf denote, respectively, the tangent
bundle, df(TM), and the normal bundle, (df(TM))⊥, to f . Let piTf and piNf denote
the orthogonal projections of f∗TM¯ onto Tf and Nf , respectively. The normal bundle
is provided with the connection
∇Nf = piNf ◦ ∇f
∗TM¯ |Γ(Nf ),
where ∇f∗TM¯ denotes the pull-back connection by f of the Levi-Civita connection on
TM¯ . Recall the second fundamental form of f , Π ∈ Γ(L2(TM,Nf )), defined by
Π(X,Y ) = piNf (∇f
∗TM¯
X dY f),
and the mean curvature vector of f (or of f(M) ⊂ M¯ , the surface M immersed in M¯
by f),
H = 1
2
trg
f
Π ∈ Γ(Nf ),
with trg
f
indicating trace computed with respect to gf . Recall that
∇f∗TM¯X dY f −∇f
∗TM¯
Y dXf = d[X,Y ]f,
for all X,Y ∈ Γ(TM), establishing, in particular, the symmetry of Π. Recall the
fundamental equation in Riemannian Geometry:
(2.1) piTf (∇f
∗TM¯
X df(Y )) = df(∇TMX Y ),
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for ∇TM the Levi-Civita connection of M when provided with the metric induced by f
from the one on M¯ ; for all X,Y ∈ Γ(TM). Fix a unit ξ ∈ Γ(Nf ) and recall the shape
operator Aξ ∈ Γ(End (TM,Tf )), of f with respect to ξ, given by
Aξ(X) = −piTf (∇f
∗TM¯
X ξ),
and the mean curvature of f (or of f(M)), with respect to ξ,
Hξ =
1
2
trAξ ∈ Γ(R).
For an isometric immersion, the second fundamental form and the shape operator with
respect to ξ are related by
(2.2) (Π(X,Y ), ξ) = (Aξ(X), Y ).
In particular, for an isometric immersion,
Hξ = (H, ξ).
Equation (2.2) establishes, on the other hand, the symmetry - and consequent diag-
onalizability - of the shape operator of an isometric immersion. The shape operators
Aξ and A−ξ are symmetrical and, therefore, share eigenspaces and have symmetrical
eigenvalues. Recall that, in the case f is an isometric immersion of M into M¯ = R3,
the eigenvalues k1 and k2 of A
ξ are called the principal curvatures of f , defined up to
sign; that a point p in M at which the principal curvatures are the same is said to be
umbilic; and that, away from umbilic points, the directions defined by the two lines
consisting of the common eigenspaces of Aξ and A−ξ are called the principal directions
of f , whilst for umbilic points all directions are said to be principal. In particular, the
mean curvature of f : M → R3 with respect to either of the two unit normal vector
fields to f is given, up to sign, by
(2.3) H =
k1 + k2,
2
,
the arithmetic mean of the principal curvatures. It is opportune to recall that, in
the case f defines an isometric immersion of M in Euclidean 3-space, the Gaussian
curvature of the surface f(M), or, equally (cf. theorema egregium of Gauss), that of
M , can be obtained as
(2.4) K = detAξ = k1k2,
fixing ξ a unit normal vector field to f . For that, and for further reference, recall the
Gauss equation,
R(X,Y,Z,W ) − R¯(df(X), df(Y ), df(Z), df(W ))
= (Π(Y,W ),Π(X,Z)) − (Π(X,W ),Π(Y,Z)),
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for X,Y,Z,W ∈ Γ(TM); relating the curvature tensors R and R¯ of (M,gf ) and M¯ ,
respectively. It establishes, in particular, that, if M¯ has constant sectional curvature
K¯ = K¯(x), for x ∈ M¯ , then the Gaussian curvature K of M relates to K¯ by
(2.5) K − K¯ = (Π(X1,X1),Π(X2,X2))− (Π(X1,X2),Π(X1,X2)),
fixing an orthonormal frame X1,X2 of (TM, gf ). Now consider the particular case
M¯ = R3, fix ξ ∈ Γ(Nf ) unit and considerX1,X2 to be a frame along principal directions
of f , say AξXi = kiXi, for i = 1, 2, (whose existence is established by the symmetry
of Aξ). Then, according to (2.2), Π(Xi,Xi) = kiξ, for i = 1, 2, and Π(X1,X2) = 0 and
the conclusion follows then from (2.5).
Remark 2.1. Suppose g and g′ are conformally equivalent positive definite metrics
on M¯ , say g′ = e2ug, for some u ∈ C∞(M¯ ,R). Following (1.5), we get that the connec-
tions ∇ and ∇′, induced in the pull-back bundle f∗TM¯ by the Levi-Civita connections
on (M¯ , g) and (M¯ , g′), respectively, are related by
∇′XY = ∇XY + ((f∗du)Y )df(X) + ((f∗du)df(X))Y − g(df(X), Y )f∗(du)∗,
for X ∈ Γ(TM), Y ∈ Γ(f∗TM¯), f∗du the pull-back by f of du,
(f∗du)Z := (x 7→ duf(x)(Zx)) ∈ C∞(M,R),
given Z ∈ Γ(f∗TM¯); and, analogously, f∗(du)∗ the pull-back by f of (du)∗. It follows
that the second fundamental forms Π and Π′ of the immersions by f of M into (M¯ , g)
and (M¯, g′), respectively, are related by
(2.6) Π′(X,Y ) = Π(X,Y )− gf (X,Y )piNf (f∗(du)∗),
for all X,Y ∈ Γ(TM), with gf denoting the metric induced in M by f from the metric
g. Consequently,
(2.7) H′ = e−2u◦fH− e−2u◦fpiNf (f∗(du)∗),
relating the mean curvature vectors H′ and H of f :M → (M¯, g) and f :M → (M¯ , g′),
respectively. The conformal variance of the mean curvature vector will, however, con-
stitute no limitation to the development of our conformal submanifold theory, as we
shall see.
Let Λ ⊂ Rn+1,1 be a surface in the projectivized light-cone.
2.1. Central sphere congruence and mean curvature
Bryant [9] established the existence of a congruence of 2-spheres, named the confor-
mal Gauss map, tangent to a Riemann surface isometrically immersed in S3, sharing
the mean curvature at each point with the surface. This congruence of spheres can
be generalized to surfaces conformally immersed in Sn by means of the central sphere
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congruence, which we present in this section, following [14].
A bundle V ⊂ Rn+1,1 of (3, 1)-planes is said to be an enveloping 2-sphere congruence
of the surface Λ if the 2-spheres P(L ∩ Vp) ⊂ P(L) ∼= Sn, for p ∈ M , have first order
contact with Λ, i.e., Λ(1) ⊂ V .
Definition 2.2. We define an enveloping 2-sphere congruence to Λ, said to be the
central sphere congruence, by
S := 〈σ, de1σ, de2σ,
∑
i
deideiσ〉 ⊂ Rn+1,1,
independently of the choices of a never-zero σ ∈ Γ(Λ) and of a local orthonormal frame
(ei)i of TM with respect to the metric gσ. We may, alternatively, use the notation SΛ
for S.
We shall now recognize that this is, in fact, well-defined. Fix σ a never-zero sec-
tion of Λ and (ei)i an orthonormal frame of (TM, gσ). First of all, observe that, by
differentiating (σ, deiσ) = 0 we get (σ, deideiσ) = −(deiσ, deiσ) = −1, for i = 1, 2, and,
consequently,
(2.8) (σ,
∑
i
deideiσ) = −2,
which, together with (σ, σ) = 0 = (σ, dσ), shows that
∑
i deideiσ is not a section of
Λ(1). Thus S = Λ(1)⊕〈∑i deideiσ〉. Let us now show that Λ(1)⊕〈∑i deideiσ〉 does not
depend on the choices of σ and (ei)i. Consider the Hessian of σ : (M,gσ) → Rn+1,1,
the section ∇dσ of S2(TM,Rn+1,1), given by ∇dσ(X,Y ) = dXdY σ−dσ(∇σXY ), for ∇σ
the Levi-Civita connection on (M,gσ). Writing trgσ for the trace with respect to the
metric gσ, we have∑
i
deideiσ = trgσ∇dσ + dσ(
∑
i
∇σeiei) = (trgσ∇dσ) modΛ(1),
showing that Λ(1) ⊕ 〈∑i deideiσ〉 does not depend on the choice of (ei)i. On the other
hand, given λ ∈ Γ(R) never-zero, the metrics induced by σ and σ′ := λσ are related by
gσ′ = λ
2gσ, so that (λ
−1ei)i constitutes an orthonormal frame of (TM, gσ′). Now∑
i
dλ−1eidλ−1eiσ
′ = λ−1
∑
i
deideiσ + λ
−2∑
i
((deiλ)(deiσ) + (deideiλ)σ)
= (λ−1
∑
i
deideiσ)modΛ
(1)
shows that
Λ(1) ⊕ 〈
∑
i
deideiσ〉 = Λ(1) ⊕ 〈
∑
i
dλ−1eidλ−1eiσ
′〉,
showing the independence of Λ(1) ⊕ 〈∑i deideiσ〉 with respect to the choice of σ.
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To recognize that S consists of a bundle of (3, 1)-spaces in Rn+1,1, we just need to
verify that it is a non-degenerate rank 4 bundle, for σ ∈ Γ(S) is light-like. The fact that
Λ is an immersion gives rankΛ(1) = 3, whereas, by equation (2.8), rank 〈∑i deideiσ〉 =
1. Thus rankS = 4. On the other hand, given i, j ∈ {1, 2},
(dejσ, deideiσ) = dei(dejσ, deiσ)− (deidejσ, deiσ)
= deiδi,j − (dejdeiσ, deiσ)
= −1
2
dej (deiσ, deiσ)
= 0,
and, therefore, (dejσ,
∑
k dekdekσ) = 0. It follows that the matrix of the metric on S
in the frame σ, de1σ, de2σ,
∑
i deideiσ is

0 0 0 −2
0 1 0 0
0 0 1 0
−2 0 0 a


for some a ∈ R, whose determinant is −4, which shows that S is non-degenerate.
Lastly, and explicitly, we have Λ(1) ⊂ S, which completes this verification.
Remark 2.3. Observe from the previous verification that the definition of S is,
furthermore, independent of conformal changes of the metric gσ. In particular, given
a holomorphic chart z = x+ iy of (M, CΛ), we have
S = 〈σ, σx, σy, σxx + σyy〉.
Note that σxx + σyy = 4σzz¯. It follows that the complexification of the central sphere
congruence of Λ is given by
S = 〈σ, σz , σz¯, σzz¯〉 ⊂ (Rn+1,1)C.
Although the mean curvature vector is not a conformal invariant (cf. Remark 2.1),
under a conformal change of the metric on Sn, it changes in the same way for the
surface M immersed in Sn by Λ and each 2-sphere P(L∩Sp), with p ∈M , canonically
immersed in Sn. The condition σzz¯ ∈ Γ(S) establishes that, at each point, the surface
Λ and the sphere P(L ∩ Sp) share the same mean curvature vector. S is, in this way,
a congruence of osculating spheres to the surface Λ: for each p ∈ M , P(L ∩ Sp) is the
unique 2-sphere in Sn tangent to Λ(M) at Λ(p) whose mean curvature vector at Λ(p)
is the mean curvature vector of M at p.
The central sphere congruence of Λ defines naturally a map
S :M → G := Gr(3,1)(Rn+1,1)
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into the connected component of the Grassmannian of order 4 of Rn+1,1 constituted by
the subspaces with signature (3, 1). Throughout this text, let piS and piS⊥ denote the
orthogonal projections of Rn+1,1 onto S and S⊥, respectively. Let T and T⊥ be the
bundles over G whose fibres at each V ∈ G are, respectively, V and V ⊥. The tangent
bundle to G at T is identified with the bundle Hom(T, T⊥) via the bundle isomorphism
given by
(2.9) X 7→ (ρ 7→ piT⊥(dXρ)),
for piT⊥ the orthogonal projection of R
n+1,1 onto V ⊥. This is indeed well-defined,
as, given ρ ∈ Γ(T ), (ρ 7→ piT⊥(dXρ)) is tensorial. This identification makes G into a
pseudo-Riemannian manifold.1 Under this identification, the pull-back bundle S∗TG is
identified with the pull-back by S of Hom(T, T⊥),
S∗TG ∼= Hom(S, S⊥).
Proposition 2.4. The central sphere congruence of Λ is conformal with respect to
the conformal structure CΛ induced in M by Λ.
Before we proceed to the proof of the proposition, fix σ a never-zero section of Λ and
z a holomorphic chart of (M, CΛ) and let us spend some moments contemplating the
orthogonality relations of the frame {σ, σz , σz¯, σzz¯} of S, beyond the very well-known
(σ, σ) = 0 and subsequent
(σ, σz) = 0 = (σ, σz¯).
The conformality of σ : (M, CΛ)→ Rn+1,1 gives
(σz, σz) = 0 = (σz¯, σz¯),
and differentiation shows then that
(σz, σzz¯) = 0 = (σz¯, σzz¯).
The fact that gσ is conformally equivalent to gz ensures that
(2.10) (σz, σz¯) =
1
4
(gσ(δx, δx) + gσ(δy , δy))
is never-zero, whilst differentiation of (σ, σz) = 0 shows that
(σ, σzz¯) = −(σz, σz¯).
As for (σzz¯, σzz¯), nothing can be ensured in a general situation. As a final remark,
we introduce a specific choice of a never-zero section of Λ, in relation to the chart z,
that provides an extra specificity on the orthogonality relations presented above and
that will, for that reason, be useful in some moments in the future. As we know, each
1This identification is the particular case G = Gr(3,1)(R
n+1,1) of a standard procedure to induce a
pseudo-Riemannian structure in a general Grassmannian G = Gr(r,s)(R
p,q).
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never-zero section of Λ induces in M a metric conformally equivalent to the metric gz
induced by z. If we make a choice of one of the two components of the light-cone, say
L+, then there is a unique section σz : M → L+ of Λ whose induced metric coincides
with the metric induced by z,
gσz = gz.
We refer to σz as the normalized section of Λ with respect to z. According to (2.10),
(σzz , σ
z
z¯) is constantly equal to
1
2 ,
(σzz , σ
z
z¯ ) =
1
2
.
In particular, (σzz , σ
z
z¯ )z = 0 = (σ
z
z , σ
z
z¯)z¯ or, equivalently,
(σzz , σ
z
z¯z¯) = 0.
Now we proceed to the proof of Proposition 2.4.
Proof. Fix a holomorphic chart z = x + iy of (M, CΛ). The proof will consist of
showing that (Sz, Sz) = 0, or, equivalently, that tr(S
t
z Sz) = 0.
Fix a never-zero section σ of Λ. According to the orthogonality relations of the
frame σ, σz, σz¯, σzz¯ of S, we have 〈σ, σz¯〉⊥ ∩ S = 〈σ, σz¯〉. On the other hand,
(2.11) Sz(σ) = piS⊥(σz) = 0 = piS⊥(σz¯z) = Sz(σz¯),
and, therefore, 〈σ, σz¯〉 ⊂ kerSz. It follows that ImStz ⊂ (kerSz)⊥ ∩ S ⊂ 〈σ, σz¯〉 and,
consequently, by (2.11), that
Sz S
t
z = 0,
which completes the proof. 
It was Bryant [9] who established the existence of a congruence of 2-spheres tangent
to a Riemann surface isometrically immersed in S3 and with the same mean curvature
as the surface at each point. Bryant named it the conformal Gauss map. This justifies
the alternative terminology, after Bryant’s paper [9], of conformal Gauss map for the
central sphere congruence, although the central sphere congruence carries, not only
first order contact information, but second order as well.
2.2. The normal bundle to the central sphere congruence
The bundle S⊥, normal to the central sphere congruence of Λ, can be identified
with the normal bundle to Λ, when regarded as a surface in a space-form, via an iso-
metric isomorphism of bundles with connections, as we present next, following [14].
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We provide S and S⊥ with the connections ∇S and ∇S⊥ , respectively, defined by
orthogonal projection of the trivial flat connection d on Rn+1,1,
∇S := piS ◦ d|Γ(S), ∇S
⊥
:= piS⊥ ◦ d|Γ(S⊥),
which we immediately verify to be metric connections.
Fix a non-zero v∞ in Rn+1,1 and consider the surface σ∞ :M → Sv∞ , in the space-
form Sv∞ , defined by Λ. For simplicity, we write g∞, rather than gσ∞ , for the metric
induced in M by σ∞, as well as N∞ for the normal bundle to σ∞. Let Π∞ and H∞
denote, respectively, the second fundamental form and the mean curvature vector of
σ∞. We shall keep this notation throughout this text.
Proposition 2.5. The normal bundle N∞ to σ∞ is identified with the bundle S⊥
normal to the central sphere congruence of Λ,
N∞ ∼= S⊥,
by the isomorphism
Q : N∞ → S⊥
of bundles provided with a metric and a connection defined by
ξ 7→ ξ + (ξ,H∞)σ∞.
Proof. The pull-back bundle by σ∞ of the tangent bundle TSv∞ consists of the
orthogonal complement in Rn+1,1 of the non-degenerate bundle 〈σ∞, v∞〉 (cf. section
1.1). Let piN∞ denote the orthogonal projection of
Rn+1,1 = dσ∞(TM)⊕N∞ ⊕ 〈v∞, σ∞〉
onto N∞. Since the metric in Sv∞ is the one inherited from Rn+1,1, Π∞ is simply given
by
Π∞(X,Y ) = piN∞(dXdY σ∞),
forX,Y ∈ Γ(TM), so that, for ξ ∈ Γ(N∞) and (ei)i an orthonormal frame of (TM, g∞),
(ξ,
∑
i deideiσ∞) = 2(ξ,H∞) and, therefore, by (2.8), (ξ+(ξ,H∞)σ∞,
∑
i deideiσ∞) = 0.
Together with the fact that
N∞ ⊂ σ∗∞TSv∞ = 〈σ∞, v∞〉⊥,
this shows that ξ + (ξ,H∞)σ∞ is, in fact, a section of S⊥.
Clearly, Q is isometric, and, therefore, injective, as N∞ is non-degenerate. Now
rankN∞ = rankσ∗∞TSv∞ − rank dσ∞(TM) = n− 2 = rankS⊥
shows that Q is an isometric isomorphism. Furthermore, for ξ ∈ Γ(N∞),
∇S⊥(Q(ξ)) = piS⊥(dξ) + d(ξ,H∞)piS⊥σ∞ + (ξ,H∞)piS⊥(dσ∞) = piS⊥(dξ),
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whilst
Q(∇N∞ξ) = piN∞(dξ) + (piN∞(dξ),H∞)σ∞ ∈ Γ(S⊥).
To show that Q preserves connections, we just need to verify that dξ−piN∞(dξ) ∈ Γ(S).
That is immediate: for ξ ∈ Γ(N∞) ⊂ Γ(〈σ∞, v∞〉⊥), dξ is still a section of 〈σ∞, v∞〉⊥,
(dξ, σ∞) = (dξ, σ∞) + (ξ, dσ∞) = 0 = (dξ, v∞) + (ξ, dv∞) = (dξ, v∞);
and, therefore,
dξ − piN∞(dξ) = pidσ∞(TM)(dξ).

2.3. The Gauss-Ricci and Codazzi equations
2.3.1. The exterior power ∧2Rn+1,1 et al.: a few utilities. This section con-
sists of a collection of useful, well-known facts involving exterior products.
The space ∧2Rn+1,1 can be identified with the orthogonal algebra o(Rn+1,1),
(2.12) ∧2 Rn+1,1 ∼= o(Rn+1,1),
via
(2.13) w 7→ (v1 ∧ v2)(w) := (w, v1)v2 − (w, v2)v1,
which assigns to v1 ∧ v2 a skew-symmetric transformation. We shall consider this
identification throughout this work.
Under the identification (2.12) defined by (2.13), given a non-degenerate subbundle
V of Rn+1,1, we have
Γ(V ∧ V ⊥) = {ξ ∈ Γ(o(Rn+1,1)) : ξ(V ) ⊂ V ⊥, ξ(V ⊥) ⊂ V },
as well as
Γ(∧2V ⊕ ∧2V ⊥) = {ξ ∈ Γ(o(Rn+1,1)) : ξ(V ) ⊂ V, ξ(V ⊥) ⊂ V ⊥},
and
(2.14) o(Rn+1,1) = ∧2V ⊕ ∧2V ⊥ ⊕ V ∧ V ⊥,
for the trivial bundle o(Rn+1,1) := M × o(Rn+1,1). It is immediate and very useful to
observe that, given ξ ∈ Γ(V ∧ V ⊥),
(2.15) ξ|
V⊥
= −(ξ|V )t,
for (ξ|V )
t the transpose of ξ|V ∈ Γ(Hom(V, V ⊥)) with respect to the metric on Rn+1,1.
Given V and W subbundles of Rn+1,1, provided with connections ∇V and ∇W ,
respectively, the bundle V ∧W is provided with the metric induced from the one on
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End(Rn+1,1) and, canonically, with the connection given by
∇(v ∧ w) := (∇V v) ∧ w + v ∧ (∇Ww),
for v ∈ Γ(V ), w ∈ Γ(W ). In the particular case V = Rn+1,1 = W and ∇V = ∇W
is a metric connection, ∇ coincides with the connection canonically induced by ∇V in
End(Rn+1,1), over sections of the trivial bundleM×∧2Rn+1,1 =: ∧2Rn+1,1 ∼= o(Rn+1,1).
If ∇V is metric and V ⊥ is provided with a connection, the correspondence
(2.16) η 7→ η|V
defines a bundle isomorphism V ∧ V ⊥ → Hom(V, V ⊥) preserving metrics and connec-
tions, providing an identification
V ∧ V ⊥ ∼= Hom(V, V ⊥)
of bundles provided with a metric and a connection. In fact, given v, v∗ ∈ Γ(V ),
v⊥, v⊥∗ ∈ Γ(V ⊥), η = v ∧ v⊥ and η∗ = v∗ ∧ v⊥∗ ,
(∇η|V )v∗ = ∇V ⊥(ηv∗)− η(∇V v∗)
= ∇V ⊥(v, v∗)v⊥ − (v,∇V v∗)v⊥
= (v, v∗)∇V ⊥v⊥ + d(v, v∗)v⊥ − (v,∇V v∗)v⊥
and, therefore, as ∇V is metric,
(∇η|V )v∗ = (v, v∗)∇V ⊥v⊥ + (∇V v, v∗)v⊥ = (∇η)v∗;
whilst, on the other hand, (η∗|V )t ◦ η|V ⊥ = (η∗)t|V ⊥ ◦ η|V ⊥ = 0 and, therefore,
(η|V , η∗|V ) = tr((η∗|V )t ◦ η|V ) = tr((η∗)t ◦ η) = (η, η∗).
It will be useful to note that, as a straightforward computation shows, given a, b ∈
Rn+1,1 and T ∈ o(Rn+1,1),
(2.17) [T, a ∧ b] = (Ta) ∧ b+ a ∧ (Tb),
for the Lie bracket in o(Rn+1,1); as well as, for T ∈ O(Rn+1,1),
(2.18) AdT (a ∧ b) = Ta ∧ Tb.
Given a vector bundle P over M whose fibres are Lie algebras and µ, η ∈ Ω1(P ),
we define a 2-form [µ ∧ η] ∈ Ω2(P ) by
[µ ∧ η](X,Y ) := [µX , ηY ]− [µY , ηX ]
for X,Y ∈ Γ(TM). Note that
[η ∧ µ] = [µ ∧ η]
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and that
[µ ∧ µ](X,Y ) = 2[µX , µY ].
In the case P is a bundle of endomorphisms, we define another 2-form with values in
P , µ ∧ η ∈ Ω2(P ), using composition of endomorphisms to multiply coefficients in the
exterior product:
µ ∧ η(X,Y ) := µXηY − µY ηX ,
for all X,Y . Note that, in that case,
(2.19) [µ ∧ η] = µ ∧ η + η ∧ µ.
Suppose M is provided with a conformal structure C. Observe that
(2.20) [µ ∧ ∗ η] = −[∗µ ∧ η].
For this, fix a (locally) never-zero Z ∈ Γ(T 1,0M) and verify that [µ ∧ ∗ η](Z,Z) =
−[∗µ ∧ η](Z,Z), or, equivalently, that −[µ ∧ (ηJ)](Z,Z) = [(µJ) ∧ η](Z,Z), which
is, in fact, an immediate consequence of the fact that Z and Z are eigenvectors of J
associated to the eigenvalues i and −i, respectively. In particular,
(2.21) [∗µ ∧ ∗ η] = [µ ∧ η].
Note that, if µ and η are both either (1, 0)-forms or (0, 1)-forms, then [µ ∧ η] vanishes:
(2.22) [µ1,0 ∧ η1,0] = 0 = [µ0,1 ∧ η0,1],
for all µ and η. Note also that, given ξ1, ξ2 ∈ Ω1(o(Rn+1,1)) and T ∈ End(Rn+1,1),
(2.23) [AdT ξ1 ∧ AdT ξ2 ] = AdT [ ξ1 ∧ ξ2 ].
Lastly, suppose that ∇1 and ∇2 are connections on Rn+1,1 related by
∇1 = ∇2 +A,
for some A ∈ Ω1(End(Rn+1,1)). The respective curvature tensors, R∇1 and R∇2 , are
related by
(2.24) R∇
1
= R∇
2
+ d∇
2
A+
1
2
[A ∧A],
whilst the corresponding exterior derivatives, d∇1 and d∇2 , relate by
(2.25) d∇
1
ξ = d∇
2
ξ + [A ∧ ξ],
for ξ ∈ Ω1(End(Rn+1,1)). As a final remark, note that, in the case ∇2 is a metric
connection, the connection ∇1 is metric if and only if A is skew-symmetric.
2.3.2. The Gauss-Ricci and Codazzi equations. The central sphere congru-
ence S :M → Gr(3,1)(Rn+1,1) of a surface in n-space defines a decomposition d = D+N
of the trivial flat connection on Rn+1,1 into the sum of a connection D, with respect
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to which S and S⊥ are parallel, and a 1-form N with values in S ∧ S⊥. Explicitly,
D := ∇S +∇S⊥ , for ∇S and ∇S⊥ the connections on S and S⊥, respectively, defined
by orthogonal projection of d, and N := d−D. The flatness of d encodes two structure
equations on D and N .
Define a connection D on Rn+1,1 by
D := ∇S ◦ piS +∇S⊥ ◦ piS⊥ .
For simplicity, and only temporarily, denote piS and piS⊥ by ( )
T and ( )⊥, respectively.
Given µ ∈ Γ(Rn+1,1),
dµ = (dµT )T + (dµT )⊥ + (dµ⊥)T + (dµ⊥)⊥ = Dµ+ (dµT )⊥ + (dµ⊥)T
and, given η ∈ Γ(Rn+1,1),
((dµT )⊥, η) = (dµT , η⊥) = −(µT , dη⊥) = −(µ, (dη⊥)T ).
It is then clear that, for µ, η ∈ Γ(Rn+1,1),
d(µ, η) = (dµ, η) + (µ, dη) = (Dµ, η) + (µ,Dη);
D is a metric connection. Thus
(2.26) d = D +N
defines a 1-form N ∈ Ω1(o(Rn+1,1)). In fact,
N = piS⊥ ◦ d ◦ piS + piS ◦ d ◦ piS⊥ ∈ Ω1(S ∧ S⊥).
We may, alternatively, use, specifically, the notations DS and NS for, respectively, D
and N . It is very simple but very useful to note that
(2.27) NΛ = 0.
Indeed, given σ ∈ Γ(Λ) never-zero, Nσ = piS⊥ ◦ dσ and dσ ∈ Ω1(S). By the skew-
symmetry of N , it follows, in particular, that ImN ⊂ Λ⊥ and, consequently, that
NS⊥ ⊂ S ∩ Λ⊥ = Λ(1). Hence
(2.28) N ∈ Ω1(Λ(1) ∧ S⊥).
The flatness of d, characterized by
0 = RD + dDN + 1
2
[N ∧N ],
encodes two structure equations, as follows. The D-parallelness of S and S⊥ establishes
D(Γ(S∧S⊥)) ⊂ Ω1(S∧S⊥) and, therefore, dDN ∈ Ω2(S∧S⊥). Together with the fact
that D is metric, it establishes, on the other hand, RD ∈ Ω2(∧2S⊕∧2S⊥). By equation
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(2.17), we verify that [N ∧ N ] ∈ Ω2(∧2S ⊕ ∧2S⊥). According to the decomposition
(2.14), it follows then that:
Proposition 2.6. (Gauss-Ricci equation)
RD +
1
2
[N ∧N ] = 0;
and
Proposition 2.7. (Codazzi equation)
dDN = 0.

CHAPTER 3
Surfaces under change of flat metric connection
In many occasions throughout this work, we use an interpretation of loop group
theory by F. Burstall and D. Calderbank [11] and produce transformations of surfaces
by the action of loops of flat metric connections. Specifically, by replacing the triv-
ial flat connection by another flat metric connection d˜ on Rn+1,1, we transform (in
certain cases) a surface Λ ⊂ Rn+1,1 into a d˜-surface Λ˜, or, equivalently, into another
surface φ˜Λ, defined, up to a Mo¨bius transformation,1 for φ˜ : (Rn+1,1, d˜) → (Rn+1,1, d)
an isomorphism of bundles provided with a metric and a connection. Many will be the
examples in this work of such transformations preserving the geometrical aspects of a
class, i.e., establishing symmetries of integrable systems. This tiny chapter is merely
introductory of the concept of d˜-surface.
Recall that the flatness of a bundle (over M) ensures the existence of a local frame
(defined on a simply connected component of M) made up of parallel sections. Re-
call as well that, if the bundle is also provided with a metric with respect to which
the connection is a metric connection, then there exists an orthonormal local frame
constituted by parallel sections.
Let d˜ be a flat metric connection on Rn+1,1. Let B = (ei)i and B˜ = (e˜i)i be
orthonormal local frames of Rn+1,1, parallel with respect to d and d˜, respectively,
d˜ e˜i = 0 = d ei, for i = 1, ..., n + 2; with en+2 and e˜n+2 time-like. Define an isometry
φB˜ B : (R
n+1,1, d˜)→ (Rn+1,1, d) of bundles, preserving connections,
φB˜ B ◦ d˜ = d ◦ φB˜ B,
by setting φB˜ B(e˜i) = ei, for i = 1, ..., n+2. Observe that, although φB˜ B depends on the
choice of the frames B and B˜, it is uniquely determined up to a Mo¨bius transformation.
For that, first suppose B′ = (e′i)i is another d-parallel orthonormal local frame of Rn+1,1,
with e′n+2 time-like, define T ∈ Γ(O(Rn+1,1)) by T (ei) = e′i, for all i, and note that
φB˜ B′ = TφB˜ B and that T is constant:
T ◦ d = φB˜ B′φ−1B˜ B ◦ d = φB˜ B′ ◦ d˜ ◦ φ
−1
B˜ B = d ◦ φB˜ B′ φ
−1
B˜ B = d ◦ T.
1At some point, we shall omit the indication ”up to a Mo¨bius transformation” and assume a Mo¨bius
geometry point of view.
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A similar argument shows the independence, up to a Mo¨bius transformation, of φB˜ B
with respect to the choice of the frame B˜. Observe, on the other hand, that any isomor-
phism φ : (Rn+1, d˜) → (Rn+1, d) of bundles provided with a metric and a connection
is of the form φB˜B for some B and B˜: fixing an orthonormal d˜-parallel local frame
B˜ = (e˜i)i of Rn+1,1 and setting B := (φ(e˜i))i, we define an orthonormal d-parallel local
frame of Rn+1,1 such that φ = φB˜B.
Throughout this text, given a vector bundle P , provided with a metric, and con-
nections ∇ and ∇′ on P , by isomorphism (P,∇) → (P,∇′) shall be understood iso-
morphism of bundles provided with a metric and a connection.
Definition 3.1. Given V ⊂ Rn+1,1 and an isomorphism
φd˜ : (R
n+1,1, d˜)→ (Rn+1,1, d),
the bundle V˜ := φd˜ V is said to be the transformation of V defined, up to a Mo¨bius
transformation, by the flat metric connection d˜.
Henceforth, we shall omit the indication ”up to a Mo¨bius transformation” and
assume a Mo¨bius geometry point of view.
Remark 3.2. Obviously, given ∇ and ∇′ connections on Rn+1,1 and φ an endo-
morphism of Rn+1,1, the hypothesis φ ◦ ∇ ◦ φ−1 = d = φ ◦ ∇′ ◦ φ−1 forces ∇ = ∇′.
In particular, given a flat metric connection dˆ 6= d˜ on Rn+1,1 and isomorphisms
φdˆ : (R
n+1,1, dˆ)→ (Rn+1,1, d) and φd˜ : (Rn+1,1, d˜)→ (Rn+1,1, d),
φdˆ 6= φd˜.
Of course, this does not exclude the possibility of, given a subbundle V of Rn+1,1, the
transformations of V defined by φd˜ and φdˆ being the same.
Let us concentrate on the particular case V = Λ, a null line bundle, not necessarily
defining an immersion into the projectivized light-cone; and on its transformation
Λ˜ := φd˜Λ,
into another null line subbundle of Rn+1,1.
Definition 3.3. We say that Λ is a d˜-surface if rankΛ
(1)
d˜
= 3, for
Λ
(1)
d˜
:= 〈σ, d˜e1σ, d˜e2σ〉,
defined independently of the choices of a never-zero σ ∈ Γ(Λ) and of a local frame (ei)i
of TM . In the particular case d˜ = d, we shall, alternatively, omit the reference to d˜.
It is, perhaps, worth remarking that a d˜-surface is not necessarily a surface.
The fact that φd˜ preserves the connections d˜ and d establishes
(3.1) (φd˜ Λ)
(1) = φd˜ (Λ
(1)
d˜
),
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and, therefore, rank Λ˜(1) = rankΛ
(1)
d˜
, and, ultimately:
Proposition 3.4. Λ˜ is a surface if and only if Λ is a d˜-surface.
An alternative perspective on the transformation of Λ into φd˜ Λ, is, in this way,
that of the transformation
Λ ⊂ (Rn+1,1, d) 7→ Λ ⊂ (Rn+1,1, d˜),
consisting of the change of the trivial flat connection on Rn+1,1 into the flat metric
connection d˜.
In what little is left in this section, we introduce a few concepts on d˜-surfaces.
Suppose Λ is a d˜-surface. In that case, given a never-zero section σ of Λ, we define a
positive definite metric gd˜σ by
gd˜σ(X,Y ) := (d˜Xσ, d˜Y σ),
for X,Y ∈ Γ(TM). Indeed,
(3.2) gd˜σ = gφd˜σ ∈ CΛ˜ =: Cd˜Λ.
Definition 3.5. We define the d˜-central sphere congruence of Λ by
(3.3) Sd˜ := 〈σ, d˜e1σ, d˜e2σ,
∑
i
d˜ei d˜eiσ〉 = φ−1d˜ SΛ˜,
independently of the choices of a never-zero σ ∈ Γ(Λ) and of a local orthonormal frame
(ei)i of TM with respect to g
d˜
σ.
The non-degeneracy of SΛ˜ ensures that of S
d˜. Let pi
Sd˜
and pi
(Sd˜)⊥
be the orthogonal
projections of
Rn+1,1 = Sd˜ ⊕ (Sd˜)⊥
onto Sd˜ and (Sd˜)⊥, respectively. We define a connection Dd˜ on Rn+1,1 by
Dd˜ := pi
Sd˜
◦ d˜ ◦ pi
Sd˜
+ pi
(Sd˜)⊥
◦ d˜ ◦ pi
(Sd˜)⊥
and a 1-form N d˜ ∈ Ω1(End(Rn+1,1)) by
N d˜ := d˜−Dd˜.
Note that
(3.4) Dd˜ = φ−1
d˜
◦ DΛ˜ ◦ φd˜, N d˜ = φ−1d˜ NΛ˜φd˜.

CHAPTER 4
Willmore surfaces
Among the classes of Riemannian submanifolds, there is that of Willmore surfaces,
named after T. Willmore [60] (1965), although the topic was mentioned by W. Blaschke
[4] (1929) and by G. Thomsen [55] (1923). Early in the nineteenth century, S. Germain
[28], [29] studied elastic surfaces. On her pioneering analysis, she claimed that the elas-
tic force of a thin plate is proportional to its mean curvature. Since then, the mean
curvature remains a key concept in theory of elasticity. In modern literature on the
elasticity of membranes (see, for example, [37] and [40]), a weighted sum of the total
mean curvature, the total squared mean curvature and the total Gaussian curvature is
considered the elastic energy of a membrane. By neglecting the total mean curvature
(by physical considerations) and having in consideration that the total Gaussian cur-
vature of compact orientable Riemannian surfaces without boundary is a topological
invariant, T. Willmore defined the Willmore energy of a compact oriented Riemannian
surface, without boundary, isometrically immersed in R3, to be W = ∫ H2dA. The
Willmore functional “extends” to isometric immersions of compact oriented Riemann-
ian surfaces in Riemannian manifolds by means of half of the total squared norm of the
trace-free part of the second fundamental form, which, in fact, amongst surfaces in R3,
differs from W by the total Gaussian curvature, but still shares then the critical points
with W. Willmore surfaces are the extremals of the Willmore functional. W. Blaschke
[4] established the Mo¨bius invariance of the Willmore energy of a surface in spherical
3-space. B.-Y. Chen [18] generalized it to surfaces in constant curvature Riemnannian
manifolds. We present a manifestly conformally invariant formulation of the Willmore
energy of a surface in n-dimensional space-form, W(Λ) = 12
∫
M (N ∧ ∗N ). The class of
Willmore surfaces in n-space is then established as invariant under the group of Mo¨bius
transformations of Sn.1 As already known to Blaschke [4] for the particular case of
spherical 3-space, the Willmore energy of a surface in a space-form coincides with the
energy of its central sphere congruence. Furthermore, a result by Blaschke [4] (for
n = 3) and N. Ejiri [27] (for general n) characterizes Willmore surfaces in spherical
n-space by the harmonicity of the central sphere congruence. Via this characterization,
the class of Willmore surfaces in space-forms is then associated to a class of harmonic
1In fact, we verify the Mo¨bius invariance of the Willmore energy of a general surface and establish then
the Mo¨bius invariance of the class of Willmore surfaces.
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maps into Grassmannians. This enables us to apply to this class of surfaces the well-
developed integrable systems theory of harmonic maps into Grassmannian manifolds,
with a spectral deformation and Ba¨cklund transformations, cf. [54] and [56]. We define
in this way a spectral deformation of Willmore surfaces, which we verify to coincide, up
to reparametrization, with the one presented in [14], as well as Ba¨cklund transforma-
tions, the latter arising from a more complex construction, presented in a chapter below.
4.1. The Willmore functional
In this section, we present a manifestly conformally invariant formulation of the
Willmore energy of a surface in a space-form.
We start by recalling the classical concept of Willmore energy of an isometric im-
mersion of a Riemannian surface into a Riemannian manifold.
Consider a Riemannian manifold (M¯ , g) and an immersion f : M → M¯ . Provide
M with the metric g
f
induced by f from g, making f into an isometric immersion.
Recall the trace-free part of the second fundamental form of f ,
Π0 = Π− g
f
⊗H ∈ Γ(L2(TM,Nf )).
Suppose M is compact. The Willmore energy of f is defined to be2
W(f) :=
∫
M
|Π0|2dA,
for
|Π0|2 :=
∑
i,j
(Π0(Xi,Xj),Π
0(Xi,Xj)),
defined independently of the choice of a local orthonormal frame (Xi)i=1,2 of TM , and
dA the area element of M . Let g′ be a metric on M¯ conformally equivalent to g,
g′ = e2ug, for some u ∈ C∞(M¯ ,R). Let g′f denote the metric induced in M by f from
g′ and Π′ denote the second fundamental form of f : M → (M¯, g′). Following (2.7),
we conclude that the trace-free part of the second fundamental form is invariant under
conformal changes of the metric,
Π0 = (Π0)′,
2In fact, the Willmore energy is classically defined as half of the total squared norm of the trace-free
part of the second fundamental form. In either case, it generalizes the Willmore energy of a surface in
R3, as defined by T. Willmore, only up to some constant and, in this case, some scaling (as we shall
verify later on). Although not sharing extremes, all these different energies share extremals. The reason
for this scaling of the Willmore energy by 2 is avoiding some scaling when comparing the Willmore
energy of a surface to the energy of its central sphere congruence, to take place in section 4.3 below.
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for Π0 and (Π0)′ the trace-free parts of Π and Π′, respectively. Ultimately, we conclude
that
(|(Π0)′|′)2 = e−2u◦f |Π0|2,
with ′ indicating, yet again, “with respect to g′ ”. On the other hand, according to
Lemma 1.6,
dA′ = e2u◦fdA,
relating the area element dA′ of (M,g′f ) to the area element of (M,gf ). Under a
conformal change of the metric, the square of the length of Π0 and the area element of
M change in an inverse way, leaving the Willmore energy unchanged. It follows that:
Theorem 4.1. The Willmore energy is a Mo¨bius invariant.
The Mo¨bius invariance of the Willmore energy of a surface in spherical 3-space
was first established by W. Blaschke [4]. B.-Y. Chen [18] generalized it to surfaces in
constant curvature Riemannian manifolds3.
Next we present a manifestly conformally invariant formulation of the Willmore
energy of a surface in a space-form. Let Λ ⊂ Rn+1,1 be a surface in the projectivized
light-cone. We consider o(Rn+1,1) provided with the metric induced by End(Rn+1,1):
given α, β ∈ o(Rn+1,1), (α, β) = −trαβ. Fixing a conformal structure in M , and
having in consideration the invariance of the Hodge ∗-operator on 1-forms over M
under conformal changes of the metric on M , we have well-defined a 2-form (N ∧ ∗N )
over M with values in R.
Definition 4.2. We define the Willmore energy of Λ to be
W(Λ) := 1
2
∫
M
(N ∧ ∗N ),
with respect to the conformal structure induced in M by Λ.
The previous definition follows the definition of energy of the mean curvature sphere
congruence4 of a surface in spherical 4-space, presented in [12]. Now fix a non-zero v∞
in Rn+1,1 and consider the surface σ∞ : M → Sv∞ , in the space-form Sv∞ , defined by
Λ. The immersions Λ and σ∞ are related by
Λ = piL|Sv∞ ◦ σ∞
via the conformal diffeomorphism piL|Sv∞ : Sv∞ → P(L)\P(L∩〈v∞〉⊥). Hence the Will-
more energy of Λ :M → (P(L), h), fixing h ∈ CP(L), coincides with the Willmore energy
of σ∞. The Willmore energy of the conformal immersion Λ : (M, CΛ) → (P(L), CP(L))
consists of the Willmore energy of Λ as an immersion of M into the projectivized
light-cone provided with a metric in CP(L) (chosen arbitrarily), as established next:
3We shall compute the Willmore energy in this special case later on in this section.
4For the relationship between the mean curvature sphere congruence and the central sphere congruence,
see Section 9.1.3.
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Theorem 4.3. The Willmore energy of the conformal immersion Λ coincides with
the Willmore energy of σ∞,
(4.1) W(Λ) =W(σ∞).
Proof. The Willmore energy of σ∞ is given by
∫
M |Π0∞|2dA∞, for Π0∞ the trace-
free part of Π∞ and dA∞ the area element of M when provided with the metric g∞.
On the other hand, (N ∧ ∗N ) = −(∗N ∧ N ) is a conformally invariant way of writing
(N ,N )gdAg,
(N ∧ ∗N ) = (N ,N )gdAg,
for g in CΛ, with dAg denoting the area element of (M,g) and ( , )g denoting the Hilbert-
Schmidt metric on L((TM, g), o(Rn+1,1)). In particular, (N ∧ ∗N ) = (N ,N )g∞dA∞.
The proof of the theorem will consist of showing that (N ,N )g∞ = 2|Π0∞|2.
For simplicity, set α := piS⊥ ◦ d ◦ piS ∈ Ω1(End(Rn+1,1)). According to equation
(2.15),
N = N|S +N|S⊥ = α− αt,
where t indicates the transpose with respect to the metric on Rn+1,1. Fix a local
orthonormal frame {Xi}i of TM with respect to g∞. Obviously, αα = 0, so
(N ,N )g∞ =
∑
i
(NXi ,NXi) = −
∑
i
tr(NXiNXi) =
∑
i
(tr(αXiα
t
Xi) + tr(α
t
XiαXi))
and, therefore,
(N ,N )g∞ = 2
∑
i
tr(αtXiαXi |S),
having in consideration that αtXiαXi vanishes on S
⊥. Recall that, if (ei)i and (eˆi)i are
dual basis of a vector space E provided with a metric ( , ) (possibly with signature), i.e.,
bases related by (ei, eˆj) = δij ,∀i, j, then, given µ ∈ End(E), tr(µ) =
∑
i(µ(ei), eˆi). We
shall now get two dual frames of S, in order to compute tr(αtXiαXi |S). Observe that,
together, the conditions (σˆ∞, σˆ∞) = 0, (σ∞, σˆ∞) = −1 and (σˆ∞, dσ∞) = 0 determine
uniquely a section σˆ∞ of S. In fact, as dσ∞(TM) is a bundle of (2, 0)-planes, its
orthogonal complement in S is a bundle of (1, 1)-planes,
(dσ∞(TM))⊥ ∩ S = R1,1,
which, by the nullity of σˆ∞, restricts σˆ∞ to two light lines, one of which is 〈σ∞〉.
The condition (σ∞, σˆ∞) = −1 shows that σˆ∞ is not in 〈σ∞〉 and, ultimately, deter-
mines σˆ∞. The metric relation between σ∞ and σˆ∞ shows that σˆ∞ /∈ Λ(1), telling us
that (σ∞, dX1σ∞, dX2σ∞, σˆ∞) forms a frame of S. The dual frame of S is the frame
(−σˆ∞, dX1σ∞, dX2σ∞,−σ∞). Thus
tr(αtXiαXi |S) = (αtXiαXi(σ∞),−σˆ∞) + (αXi(dX1σ∞), αXi(dX1σ∞))
+ (αXi(dX2σ∞), αXi(dX2σ∞)) + (αXi(σˆ∞),−αXi(σ∞))
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and, consequently,
tr(αtXiαXi |S) =
∑
j
(αXi(dXjσ∞), αXi(dXjσ∞))
=
∑
j
(NXi(dXjσ∞),NXi(dXjσ∞)).
Now recall the identification between N∞ and S⊥ via the isometric isomorphism
Q, presented in Proposition 2.5. For ξ ∈ N∞ ⊂ 〈σ∞, v∞〉⊥,
(Q(ξ), piS⊥(v∞)) = (Q(ξ), v∞) = (ξ, v∞) + (ξ,H∞)(σ∞, v∞) = −(Q(ξ),Q(H∞)),
establishing (µ, piS⊥(v∞) +Q(H∞)) = 0, for all µ ∈ S⊥, and, therefore,
(4.2) piS⊥(v∞) = −Q(H∞).
Let piN∞ denote the orthogonal projection of R
n+1,1 = dσ∞(TM) ⊕ N∞ ⊕ 〈v∞, σ∞〉
onto N∞. For arbitrary X,Y ∈ Γ(TM), write dXdY σ∞ = γ + η + βv∞ + λσ∞, with
γ ∈ Γ(dσ∞(TM)), η ∈ Γ(N∞) and β, λ ∈ Γ(R). In fact, we can be more precise:
β = −(dXdY σ∞, σ∞) = (dY σ∞, dXσ∞) = g∞(X,Y ).
By equation (4.2), piS⊥(dXdY σ∞) = piS⊥(η) − g∞(X,Y )Q(H∞). On the other hand,
η − Q(η) = (η,H∞)σ∞ ∈ Γ(S) and, therefore, piS⊥(η) = Q (piN∞(dXdY σ∞)). Thus
piS⊥(dXdY σ∞) = Q(piN∞(dXdY σ∞)− g∞(X,Y )H∞), or, equivalently,
NX(dY σ∞) = Q(Π0∞(X,Y )).
It follows that
(4.3) |Π0∞|2 =
∑
i,j
(NXi(dXjσ∞),NXi(dXjσ∞)),
completing the proof. 
We complete this section by computing the Willmore energy of a compact surface
immersed in R3, specially popular in the literature. Consider an immersion f of M
into R3 and provide M with the metric gf induced by f . Fixing an orthonormal frame
X1,X2 of TM , we have
|Π0|2 =
∑
i,j
(Π(Xi,Xj)− δijH,Π(Xi,Xj)− δijH)
=
∑
i,j
(Π(Xi,Xj),Π(Xi,Xj))− 2(
∑
i
Π(Xi,Xi),H) + 2|H|2
=
∑
i,j
(Π(Xi,Xj),Π(Xi,Xj))− 2|H|2,
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and, consequently,
|Π0|2 − 2|H|2 =
∑
i,j
(Π(Xi,Xj),Π(Xi,Xj))−
∑
i,j
(Π(Xi,Xi),Π(Xj ,Xj))
=
∑
i 6=j
(Π(Xi,Xj),Π(Xi,Xj))−
∑
i 6=j
(Π(Xi,Xi),Π(Xj ,Xj))
= 2(Π(X1,X2),Π(X1,X2))− 2(Π(X1,X1),Π(X2,X2)).
Hence, by equation (2.5),
|Π0|2 = 2(|H|2 −K + K¯)
and, therefore,
W(f) = 2
∫
M
(|H|2 −K + K¯) dA.
In the particular case M¯ = R3, we get twice as much the famous Willmore energy of a
compact surface immersed in R3:
W(f) = 2
∫
M
(H2 −K) dA,
where H2 denotes the square of the mean curvature of f (with respect to either of the
two unit normal vector fields to f). Amongst compact surfaces without boundary in R3,
and since for these the total Gaussian curvature is a topological invariant (cf. Gauss-
Bonnet theorem), the Willmore functional shares critical points with the functional W˜
given by
W˜(f) :=
∫
M
H2 dA,
which is what T. Willmore [60] defined as the Willmore energy of a compact surface,
without boundary, immersed in R3.
4.2. Willmore surfaces: definition and examples
Willmore surfaces are the critical points of the Willmore functional. In view of the
Mo¨bius invariance of the Willmore energy, Willmore surfaces form a Mo¨bius invariant
class of surfaces. Minimal surfaces in 3-dimensional space-forms, and so their Mo¨bius
transforms, are examples of Willmore surfaces.
Let Λ ⊂ Rn+1,1 be a surface in the projectivized light-cone. SupposeM is compact.
Definition 4.4. Λ is said to be a Willmore surface if
d
dt |t=0
W(Λt) = 0
for every variation (Λt)t of Λ through immersions of M in P(L).
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Classically, a Willmore surface is defined to be an immersion f : M → M¯ of M
into a Riemannian manifold M¯ , for which ddt |t=0W(ft) = 0, for every variation (ft)t of
f through immersions ft :M → M¯ . It is immediate from Theorem 4.1 that conformal
diffeomorphisms transform Willmore surfaces into Willmore surfaces.
Theorem 4.5. The class of Willmore surfaces is Mo¨bius invariant.
In particular:
Proposition 4.6. Λ is a Willmore surface if and only if, fixing v∞ ∈ Rn+1,1 non-
zero, so is the surface in Sv∞ defined by Λ.
In Section 4.6, we extend the concept of Willmore surface to surfaces that are, in
particular, not necessarily compact. We verify that minimal surfaces in space-forms,
and so their Mo¨bius transforms, are examples of Willmore surfaces (see Section 8.2).
In particular, the stereographic projection of a minimal surface in Sn is a Willmore
surface in Rn. The Clifford torus is embedded in S3 as a minimal surface. It projects
stereographically onto the
√
2 anchor ring, which is then a Willmore surface in R3 (as
well as its Mo¨bius transforms).
B. Lawson [39] proved that there are minimal embeddings into S3 of surfaces of
arbitrary genus. Thus there exist in R3 Willmore surfaces of arbitrary genus. But
are all Willmore surfaces in R3 obtainable as stereographics projections of minimal
surfaces in S3? The answer is “no”. In fact, J. Langer and D. Singer [38] showed
that there are infinitely many closed curves on S2 whose corresponding Hopf torus is
a Willmore surface in S3. And U. Pinkall [50] showed then that, with one exception,
the Willmore surfaces obtained by stereographic projection of these Willmore tori in
S3 cannot possibly be obtained by stereographic projection of minimal surfaces in S3.
The exception is the
√
2 anchor ring.
4.3. Willmore energy vs. energy of the central sphere congruence
Under the standard identification S∗TG ∼= Hom(S, S⊥) ∼= S ∧ S⊥, of bundles pro-
vided with a metric, dS = N , which establishes the Willmore energy of a surface
conformally immersed in a space-form as the energy of its central sphere congruence.
Recall that, given P a compact oriented Riemannian manifold and Q a pseudo-
Riemannian manifold, the energy of a smooth map φ : P → Q is defined as
E(φ) =
1
2
∫
P
|dφ|2dvolP ,
for the Hilbert-Schmidt norm |dφ| of dφ ∈ Γ(Hom(TP, φ∗TQ)) induced by the pseudo-
Riemannian structures of P and Q, and dvolP the volume element of P . If we think of
the map φ as a way to confine and stretch an elastic P inside Q, then E(φ) represents
40 A. C. QUINTINO
an elastic deformation energy. As observed, in particular, by J. Eells and J. Sampson
[26]:
Lemma 4.7. In the case P is 2-dimensional, the energy of φ : P → Q can be
invariantly defined with respect to a conformal class of metrics in P .
Proof. If P is 2-dimensional, then under conformal changes of the metric on P ,
the volume element and the square norm of dφ vary in an inverse way. In fact, given
g and g′ := eug, for some u ∈ Γ(R), conformally equivalent metrics on P , we have,
according to Lemma 1.6,
dvol(P,g′) = e
udvol(P,g),
whereas, clearly,
|dφ|2g′ =
1
eu
|dφ|2g.

We are then, in the case M is compact, in a position to discuss the energy E(S, CΛ)
of the central sphere congruence S :M → G of a surface Λ :M → P(L), when providing
M with the conformal structure CΛ induced in M by Λ. As already known to Blaschke
[4] in the particular case of spherical 3-space:
Theorem 4.8. The Willmore energy of a surface Λ : M → P(L) conformally
immersed in the projectivized light-cone coincides with the energy of its central sphere
congruence S :M → G,
W(Λ) = E(S, CΛ).
The proof of the theorem will be immediate after a few considerations, as follows.
Under the identification S∗TG ∼= Hom(S, S⊥), of bundles provided with a metric,
defined in Section 2.1, we have (dXS)ξ = piS⊥(dXξ) = NXξ, for ξ ∈ Γ(S), and,
therefore, dXS = NX |S , given X ∈ Γ(TM). Under, furthermore, the identification
Hom(S, S⊥) ∼= S ∧ S⊥, of bundles provided with a metric, defined in Section 2.3.1, we
have dXS = NX , for all X ∈ Γ(TM). Hence, under the identification
S∗TG ∼= Hom(S, S⊥) ∼= S ∧ S⊥,
of bundles provided with a metric, we have
(4.4) dS = N
and, therefore, fixing a metric on M ,
|dS|2 = |N |2.
The proof of Theorem 4.8 is now immediate:
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Proof. Fixing a metric in CΛ,
(N ∧ ∗N ) = −(∗N ∧ N ) = (N ,N ) dA = |dS|2dA.

4.4. Willmore surfaces and harmonicity
Willmore surfaces are the extremals of the Willmore functional, just like harmonic
maps are the extremals of the energy functional. The Willmore energy of a surface
conformally immersed in a space-form coincides with the energy of its central sphere
congruence. Furthermore, a result by Blaschke [4] (for n = 3) and N. Ejiri [27] (for
general n) characterizes Willmore surfaces isometrically immersed in spherical n-space
by the harmonicity of the central sphere congruence. This characterization will enable
us, in the sections below, to apply to the class of Willmore surfaces conformally im-
mersed in space-forms the well-developed integrable systems theory of harmonic maps
into Grassmanian manifolds and to prove that Willmore surfaces constitute an inte-
grable system.
Recall that, given P a compact oriented Riemannian manifold and Q a pseudo-
Riemannian manifold, a smooth map φ : P → Q is said to be harmonic if it extremises
the energy functional,
d
dt |t=0
E(φt) = 0,
for every variation (φt)t of φ through smooth maps from P to Q. The associated
Euler-Lagrange equation is
(4.5) tr∇dφ = 0,
where ∇dφ denotes the Hessian of φ, the section of S2(TP, φ∗TQ) defined by
∇dφ(X,Y ) := ∇φ∗TQX dφ(Y )− dφ(∇TPX Y ),
for the Levi-Civita connection ∇TP on P and the connection ∇φ∗TQ induced in the
pull-back bundle φ∗TQ by the Levi-Civita connection on Q. The section τφ := tr∇dφ
of φ−1TQ is called the tension field of φ. Behind the characterization of the harmonicity
of φ provided by equation (4.5) is the classical formula
(4.6)
d
dt |t=0
E(φt) = −
∫
P
(φ˙, tr∇dφ)dvolP ,
relating the variation of energy through a variation of φ to the respective variational
vector field,
φ˙ :=
d
dt |t=0
φt ∈ Γ(φ∗TQ).
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Equation (4.6) will be useful in the future. It will also be useful to recall that, as we
travel along all the variations of φ, the variational vector field φ˙ travels along all the
sections of φ∗TQ: given η ∈ Γ(φ∗TQ), by setting
φt(p) := exp
Q
φ(p)(tηp)
for t ∈ R, p ∈ P , we define a variation (φt)t of φ through smooth maps from P to Q
for which φ˙ = η.
Although the Levi-Civita connection is not a conformal invariant, the harmonicity
of a map defined on a 2-dimensional manifold is preserved by conformal changes of
the metric on that manifold. In fact, as observed by J. Eells and J. Sampson [26],
energy and, therefore, harmonicity of a map of a surface are preserved by conformal
diffeomorphisms. It is well known that
(4.7) d∇ ∗ dφ = − ∗ (tr∇dφ),
denoting ∇φ∗TQ by ∇, which leads us to the following:
Lemma 4.9. In the case P is 2-dimensional, the equation
(4.8) d∇ ∗ dφ = 0
constitutes a characterization of the harmonicity of φ, manifestly invariant under a
conformal change of the metric on P .
Proof. Equation (4.8) provides a characterization of the harmonicity of φ, accord-
ing to equation (4.7). On the other hand, in the case P is 2-dimensional, the Hodge
∗-operator on 1-forms over P is a conformal invariant. Since d∇ depends only on the
pseudo-Riemannian structure on Q, we conclude that, under a conformal change of the
metric on P , d∇ ∗ dφ remains invariant (and so does then the harmonicity of φ). 
There is then no ambiguity in the following statement. Let Λ ⊂ Rn+1,1 be a surface
in the projectivized light-cone. Suppose M is compact.
Theorem 4.10. Λ is a Willmore surface if and only if its central sphere congruence
S :M → G is harmonic with respect to the conformal structure induced in M by Λ.
The characterization of Willmore surfaces isometrically immersed in spherical n-
space by the harmonicity of the central sphere congruence is due to W. Blaschke [4]
(for n = 3) and N. Ejiri [27] (for general n). The proof of Theorem 4.10 we present
next is a generalization in the light-cone picture of the proof presented in [12], in the
quaternionic setting, for the particular case of surfaces in S4. The conclusion will follow
easily from three useful lemmas we present next.
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Lemma 4.11. Let (Λt)t be a variation of Λ through immersions of M in P(L) and
(St)t be the corresponding variation of S through central sphere congruences. Then
(4.9)
d
dt |t=0
W(Λt) = d
dt |t=0
E(St, CΛ),
for E(St, CΛ) the energy of St :M → G when providing M with the conformal structure
CΛ.
Proof. Write Ct for the conformal structure induced in M by Λt, writing also CΛ
for C0. According to Theorem 4.8, for each t,W(Λt) = E(St, Ct). The proof will consist
of showing that
d
dt |t=0
E(St, Ct) = d
dt |t=0
E(St, CΛ).
For each t,
E(St, Ct) =
∫
M
1
2
(dSt, dSt)tdAt =
∫
M
1
2
(dSt ∧ ∗tdSt),
for (, )t the Hilbert-Schmidt metric on Hom((TM, gt),Hom(St, S
⊥
t )), dAt and ∗t the
area element and the Hodge ∗-operator of (M,gt), respectively, fixing gt ∈ Ct. Thus
d
dt |t=0
E(St, Ct) = 1
2
∫
M
((dS˙ ∧ ∗dS) + (dS ∧ ∗˙dS) + (dS ∧ ∗dS˙)),
abbreviating ddt |t=0 by a dot and writing ∗ for ∗0. Now we verify that
(4.10) (dS ∧ ∗˙dS) = 0.
Fix X ∈ Γ(TM) locally never-zero, so that X,JX provides a local frame of TM , for J
the canonical complex structure in (M, CΛ). The 2-form (dS∧∗˙dS) vanishes if and only
if (dS∧∗˙dS)(X,JX) = 0, or, equivalently, (dS∧∗˙dS)(X+iJX,X−iJX) = 0. For each
t, let Jt ∈ Γ(End(TM)) be the canonical complex structure in (M, Ct), writing also J for
J0. Differentiation at t = 0 of ∗tdSt = −(dSt)Jt gives ∗˙dS + ∗dS˙ = −(dS˙)J − (dS)J˙ =
∗dS˙ − (dS)J˙ and, therefore,
∗˙dS = −(dS)J˙ .
Hence equation (4.10) holds if and only if −(dX0,1S, dJ˙X1,0S) + (dX1,0S, dJ˙X0,1S) = 0,
for X0,1 := X + iJX and X1,0 := X − iJX. Now differentiation at t = 0 of J2t = −I
gives
J˙J = −JJ˙
and, consequently, that J˙ intertwines the eigenspaces of J : given X ∈ Γ(TM),
J(J˙(X ± iJX)) = −J˙(J(X ± iJX)) = ±iJ˙(X ± iJX),
respectively, showing that J˙(T 1,0M) ⊂ T 0,1M, J˙(T 0,1M) ⊂ T 1,0M . By the confor-
mality of S : (M, CΛ) → G, it follows that (dX0,1S, dJ˙X1,0S) = 0 = (dX1,0S, dJ˙X0,1S).
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We establish (4.10) and, consequently, that
d
dt |t=0
E(St, Ct) = 1
2
∫
M
((dS˙ ∧ ∗dS) + (dS ∧ ∗dS˙))
=
d
dt |t=0
∫
M
1
2
(dSt ∧ ∗dSt)
=
d
dt |t=0
E(St, CΛ),
completing the proof. 
Lemma 4.11 establishes, in particular, that Λ is a Willmore surface as soon as
S : (M, CΛ)→ G is harmonic. However, it does not prove Theorem 4.10, as a variation
of the central sphere congruence is not necessarily a variation through central sphere
congruences.
Lemma 4.12. Let (Λt)t be a variation of Λ through immersions of M in P(L) and
(St)t be the corresponding variation of S through central sphere congruences. For each
t, let σt be a never-zero section of Λt, writing also σ for σ0. The variational vector
fields of (σt)t and (St)t are related by
S˙(σ) = piS⊥(σ˙).
Proof. Let S : M×] − ε, ε[→ G be defined by S(p, t) := St(p). Under the
identification of S∗TG with Hom(S, S⊥) defined by (2.9) for the case T = S, given
ξ : M×] − ε, ε[→ Rn+1,1 such that ξ0 := (x 7→ ξ(x, 0)) is a section of S, we have
dS(p,0)(u, k)(ξ0(p)) = piS⊥(dξ(p,0)(u, k)), for all p ∈ M , u ∈ TpM and k ∈ R. In partic-
ular, for ξ defined by ξ(p, t) := σt(p), for u = 0 and k = (d/dt)t=0, we get
d(Sp)0((d/dt)t=0)σ(p) = piS⊥(d(ξp)0((d/dt)t=0),
for Sp := (t 7→ S(p, t)) and ξp := (t 7→ ξ(p, t)). Equivalently,
(d/dt)t=0 St(p)σ(p) = piS⊥((d/dt)t=0 σt(p)).

Remark 4.13. Lemma 4.12 establishes, in particular, that piS⊥σ˙ does not depend on
the variation (σt)t of σ, only on the variation (〈σt〉)t = (Λt)t of 〈σ〉 = Λ. Furthermore,
given a variation (σ′t)t = (λtσt)t of σ, with λt ∈ Γ(R) never-zero for all t, the respective
variational vector field σ˙′ relates to σ˙ by σ˙′ = ( ddt |t=0λt)σ
′
0 + λ0σ˙ and, therefore,
σ˙′ = σ˙modΛ.
Given z a holomorphic chart of (M, CΛ), we use τz to denote the tension field of
S : (M,gz)→ G,
τz = trz∇zdS ∈ Γ(S∗TG),
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for∇zdS the Hessian of S : (M,gz)→ G and trz indicating trace computed with respect
to gz ∈ CΛ. For simplicity, let ∇ denote the pull-back connection on S∗TG induced by
the Levi-Civita connection on G (when provided with the pseudo-Riemannian structure
defined in Section 2.1).
Lemma 4.14. Given z a holomorphic chart of (M, CΛ),
(4.11) 4∇δzSz¯ = τz = 4∇δz¯Sz.
It follows that, under the usual identification S∗TG ∼= Hom(S, S⊥),
(4.12) Λ(1) ⊂ ker τz
and, consequently,
(4.13) Im τ tz ⊂ Λ.
Proof. Fix a holomorphic chart z = x+ iy of (M, CΛ). First of all, note that, as
δx, δy is an orthonormal frame of (TM, gz), we have
τz = ∇δxSx − dS(∇gzδxδx) +∇δySy − dS(∇
gz
δy
δy),
for ∇gz the Levi-Civita connection on (M,gz). On the other hand, for J the canonical
complex-structure in (M, CΛ), (M,gz , J) is a Ka¨hler manifold and, therefore,
J(∇gzδxδx +∇
gz
δy
δy) = ∇gzδxJδx +∇
gz
δy
Jδy = ∇gzδxδy −∇
gz
δy
δx = [δx, δy] = 0.
Thus
τz = ∇δxSx +∇δySy.
By the symmetry of the Hessian,
∇δxSy − dS(∇gzδxδy) = ∇δySx − dS(∇
gz
δy
δx),
or, equivalently, by the torsion-free property of the Levi-Civita connection,
∇δxSy −∇δySx = dS([δx, δy ]) = 0.
This establishes (4.11). Next observe that, whilst, for a never-zero section σ of Λ,
(σzz, σ) = (σ, σz)z − (σz , σz) = 0, as well as (σzz, σz) = 12 (σz, σz)z = 0; for the par-
ticular case of the normalized section σz of Λ with respect to z, we have, furthermore
(σzzz, σ
z
z¯) = (σ
z
z , σ
z
z¯)z − (σzz , σzzz¯) = 0, as (σzz , σzz¯ ) is constant. Hence piS(σzzz) is orthog-
onal to σz, σzz and σ
z
z¯ , so that piS(σ
z
zz) ∈ Γ(Λ) and, therefore, (piS(σzzz))z¯ ∈ Γ(S). It
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follows that
τz(σ
z
z) = 4 (∇δzSz¯)σzz
= 4 (∇S⊥δz (Sz¯σzz)− Sz¯(∇Sδzσzz))
= 4 (∇S⊥δz (piS⊥(σzzz¯))− Sz¯(piS(σzzz)))
= −4piS⊥((piS(σzzz))z¯)
= 0.
The orthogonality of piS(σ
z
zz) to σ
z, σzz and σ
z
z¯ establishes that of piS(σ
z
z¯z¯), establishing,
ultimately,
τz(σ
z
z¯ ) = 4 (∇δz¯Sz)σzz¯ = −4piS⊥((piS(σzz¯z¯))z) = 0.
On the other hand,
τz(σ
z) = 4 (∇S⊥δz (piS⊥(σzz¯ ))− piS⊥(σzzz¯)) = 0.
We conclude that Λ(1) ⊂ ker τz and, consequently, that
Im τ tz ⊂ (ker τz)⊥ ∩ S ⊂ (Λ(1))⊥ ∩ S = Λ.

Now we proceed to the proof of Theorem 4.10.
Proof. Suppose S : (M, CΛ) → G is harmonic. Then, in particular, given an
arbitrary variation (Λt)t of Λ through surfaces in the projectivized light-cone, we have
(4.14)
d
dt |t=0
E(St, CΛ) = 0,
for the corresponding variation (St)t of S through central sphere congruences. By
equation (4.9), we conclude that Λ is a Willmore surface.
Conversely, suppose that Λ is a Willmore surface. Fix a holomorphic chart z of
(M, CΛ). To prove that S : (M, CΛ)→ G is harmonic, we consider the usual identifica-
tion S∗TG ∼= Hom(S, S⊥) and show that τz ∈ Γ(Hom(S, S⊥)) vanishes. For that, and
aiming for a contradiction, suppose that τz is non-zero. Then so is τ
t
z ∈ Γ(Hom(S⊥,Λ)).
Fix a never-zero section σ of Λ and a variation (σt)t of σ through smooth maps
σt :M → L with σ˙ ∈ Γ(〈σ〉⊥) = Γ(Λ(1)⊕S⊥) a section of S⊥ such that τ tz(piS⊥ σ˙) = λσ
for some positive λ ∈ C∞(M,R). Define a variation of Λ through surfaces in the pro-
jectivized light-cone by setting Λt := 〈σt〉, for each t. Let (St)t be the corresponding
variation of S through central sphere congruences and S˙ be the corresponding varia-
tional vector field. According to Lemma 4.12, τ tz S˙(σ) = λσ. On the other hand, yet
again according to (4.13), tr(τ tz S˙) is simply the component of τ
t
z S˙(σ) with respect to σ.
Hence tr(τ tz S˙) = λ is positive. Lastly, the fact that Λ is a Willmore surface intervenes
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to establish (4.14). On the other hand, according to equation (4.6),
(4.15)
d
dt |t=0
E(St, CΛ) = −
∫
M
(S˙, τz) dAz = −
∫
M
tr(τ tz S˙) dAz,
for dAz the area element of (M,gz). It follows that
(4.16)
∫
M
tr(τ tz S˙) dAz = 0,
which contradicts the conclusion of the positiveness of tr(τ tz S˙), completing the proof.

4.5. The Willmore surface equation
Having characterized conformal Willmore surfaces in the projectivized light-cone
by the harmonicity of the central sphere congruence, we have, in particular, deduced
the Willmore surface equation for a conformal immersion Λ :M → P(L):
d∇
S∗TG ∗ dS = 0,
for ∇S∗TG the pull-back connection on S∗TG induced by the Levi-Civita connection on
G (when provided with the pseudo-Riemannian structure defined in Section 2.1). It is
well-known (see, for example, [15]) that the usual identification S∗TG ∼= Hom(S, S⊥),
of bundles provided with a metric, respects connections,5 i.e., ∇S∗TG consists of the
connection induced canonically in Hom(S, S⊥) by ∇S and ∇S⊥ ,
∇S∗TGξ = ∇S⊥ ◦ ξ − ξ ◦ ∇S = D ◦ ξ − ξ ◦ D,
for all ξ ∈ Γ(Hom(S, S⊥)). That is,
(4.17) ∇S∗TG = D,
for the connection induced naturally in Hom(S, S⊥) by the connection D on Rn+1,1.
Note that the connection induced naturally in S ∧ S⊥ by D coincides with the one
induced naturally by ∇S and ∇S⊥ . By (4.4), we conclude that, under the usual iden-
tification
(4.18) S∗TG ∼= Hom(S, S⊥) ∼= S ∧ S⊥,
of bundles provided with a metric and a connection, dD ∗ N = 0, or, equivalently (cf.
(2.25)), d∗N = 0, provides a characterization of Willmore surfaces in the projectivized
light-cone. In view of N 1,0 = 12 (N + i ∗ N ) (and, therefore, N 0,1 = 12 (N − i ∗ N )),
Codazzi equation establishes
(4.19) dDN 1,0 = i
2
dD ∗ N = −dDN 0,1.
5This is the particular case φ = S and G = Gr(3,1)(R
n+1,1) of a fact regarding a general map φ : M → G
into a general Grassmannian G = Gr(r,s)(R
p,q).
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It follows that:
Theorem 4.15. Willmore surfaces in the projectivized light-cone are characterized,
equivalently, by any of the following equations:
i) d ∗ N = 0;
ii) dD ∗ N = 0;
iii) dDN 1,0 = 0;
iv) dDN 0,1 = 0.
Remark 4.16. According to Lemma 4.14, together with (4.17), the harmonicity of
the central sphere congruence S : (M, CΛ)→ G of Λ can be characterized by DδzSz¯ = 0,
or, equivalently, (DδzSz¯)σzz¯ = 0, fixing a never-zero section σ of Λ and a holomorphic
chart z of (M, CΛ).
Remark 4.17. Let v∞ ∈ Rn+1,1 be non-zero and σ∞ : M → Sv∞ be the surface
defined by Λ in the space-form Sv∞. Let ∆∞ be the Laplacian in N∞ and A˜∞ :=
A∗∞ ◦ A∞, for A∞ mapping a unit ξ ∈ Γ(N∞) to Aξ∞, the shape operator of σ∞ with
respect to ξ. Cf. [57],
∆∞H∞ − 2|H∞|2H∞ + A˜∞(H∞) = 0
is a Willmore surface equation for σ∞, providing, therefore, yet another Willmore
surface equation for Λ. One which takes us out of the path of this text, though.
We dedicate what is left in this section to contemplating the variational Willmore
energy, supposing M is compact. Let (Λt)t be a variation of Λ through immersions of
M in P(L) and W˙ be the corresponding variational Willmore energy,
W˙ = d
dt |t=0
W(Λt).
For each t, let σt be a never-zero section of Λt, writing also σ for σ0. Let σ˙ be the
variational vector field of the variation (σt)t. Differentiation of (σt, σt) = 0 establishes
(σ, σ˙) = 0. In view of Remark 4.13, define
(4.20) Λ˙ ∈ Γ(Hom(Λ,Λ⊥/Λ))
by Λ˙ σ := σ˙modΛ. The notation is not casual. In fact, under the isomorphism
dpiσ : Λ
⊥/Λ ∼= TΛP(L)
(cf. (1.3)), the variational vector field of (Λt)t is σ˙modΛ ∈ Γ(Hom(Λ⊥/Λ)). Set
ν := piΛ˙ ∈ Γ(Hom(Λ, S⊥)),
for the canonical projection
pi : Γ(Hom(Λ,Λ⊥/Λ) = Hom(Λ,Λ(1)/Λ)) ⊕ Γ(Hom(Λ, S⊥))→ Γ(Hom(Λ, S⊥)).
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Observe that
νσ = piS⊥(Λ˙σ) = piS⊥ σ˙.
Having said so, let (St)t be the variation of S through central sphere congruences
corresponding to the variation (Λt)t of Λ and S˙ be the corresponding variational central
sphere congruence. Fix a holomorphic chart z of (M, CΛ). According to Lemma 4.11,
together with (4.15),
W˙ = −
∫
M
tr(τ tz S˙) dAz
and, therefore, by Lemma 4.14, followed by Lemma 4.12,
W˙ = −
∫
M
(τ tz S˙ σ, σzz¯)(σ, σzz¯)
−1 dAz = −
∫
M
(σ˙, τzσzz¯)(σ, σzz¯)
−1dAz .
The skew-symmetry of τz ∈ Γ(Hom(S, S⊥) ∼= S ∧ S⊥) establishes then
W˙ =
∫
M
(τzpiS⊥ σ˙, σzz¯)(σ, σzz¯)
−1dAz .
Let ∗z be the Hodge ∗-operator on forms over (M,gz). According to equation (4.7),
d∇S
∗TG ∗ dS = − ∗z τz and, therefore, under the identification (4.18),
(4.21) τz = ∗z dD ∗ N ∈ Γ(S ∧ S⊥).
It follows that
W˙ =
∫
M
((∗z dD ∗ N )νσ, σzz¯)(σ, σzz¯)−1dAz.
As we know, since N takes values in S ∧ S⊥ and S and S⊥ are D-parallel, the 2-form
dD ∗ N takes values in S ∧ S⊥, and so does, therefore, ∗z dD ∗ N . In view of equations
(4.12) and (4.21), we conclude, furthermore, that
(4.22) ∗z dD ∗ N ∈ Ω0(Λ ∧ S⊥).
Hence (∗z dD ∗ N ) ◦ ν ∈ Γ(End(Λ)) and
W˙ =
∫
M
tr ((∗z dD ∗ N ) ◦ ν) dAz
=
∫
M
(ν, (∗z dD ∗ N )t) dAz
= −
∫
M
(∗z dD ∗ N , ν) dAz
and, ultimately,
W˙ = −
∫
M
((dD ∗ N ) ∧ ν).
As ∗z dD ∗ N vanishes on Λ(1), we have
(∗z dD ∗ N , Λ˙− ν) = tr ((∗z dD ∗ N )T (Λ˙− ν)) = −tr (∗z dD ∗ N ◦ (Λ˙− ν)) = 0
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and we conclude that the variational Willmore energy relates to the variational surface
by
(4.23) W˙ = −
∫
M
((dD ∗ N ) ∧ Λ˙).
As a final remark, note that, according to Lemma 4.11 and (4.15), on the other hand,
W˙ = − ∫M (S˙, τz) dAz and, therefore, by (4.21),
W˙ = −
∫
M
((dD ∗ N ) ∧ S˙).
4.6. Willmore surfaces under change of flat metric connection
Let Λ be a null line subbundle of the trivial bundle M × Rn+1,1, not necessarily
defining an immersion into P(L). Let d˜ be a flat metric connection on Rn+1,1.
Definition 4.18. Suppose Λ is a d˜-surface. Λ is said to be a Willmore d˜-surface
if
dD
d˜ ∗d˜ N d˜ = 0,
where ∗d˜ denotes the Hodge ∗-operator on 1-forms over (M, Cd˜Λ).
This definition is a generalization of the characterization of a Willmore surface in
the projectivized light-cone provided by dD ∗ N = 0, corresponding to the particular
case d˜ = d and M is compact.
Let φ˜ : (Rn+1,1, d˜) → (Rn+1,1, d) be an isomorphism. As observed in Section 3, Λ
is a d˜-surface if and only if φ˜Λ is a surface. Furthermore:
Proposition 4.19. Suppose Λ is a d˜-surface (or, equivalently, φ˜Λ is a surface).
In that case, Λ is a Willmore d˜-surface if and only if φ˜Λ is a Willmore surface.
Proof. Set Λ˜ = φ˜Λ. By (3.4), relating DΛ˜ to Dd˜ and NΛ˜ to N d˜, we have, given
X,Y ∈ Γ(TM),
dDΛ˜ ∗d˜ NΛ˜(X,Y ) = dDΛ˜ φ˜ (∗d˜N d˜) φ˜−1(X,Y ) = φ˜ (dD
d˜ ∗d˜ N d˜(X,Y )) φ˜−1.
The fact that Cd˜Λ = CΛ˜ (cf. (3.2)) completes the proof. 
4.7. Spectral deformation of Willmore surfaces
Let φ : M → Gr(r,s)(Rp,q) be a map into the Grassmannian Gr(r,s)(Rp,q). Let piφ
and piφ⊥ be the orthogonal projections of R
p,q onto φ and φ⊥, respectively. Provide
φ and φ⊥ with the connections ∇φ := piφ ◦ d ◦ piφ and ∇φ⊥ := piφ⊥ ◦ d ◦ piφ⊥ , respec-
tively. Set Dφ := ∇φ + ∇φ⊥ and Nφ := d − Dφ. Under the standard identification
φ∗TGr(r,s)(Rp,q) ∼= Hom(φ, φ⊥) ∼= φ∧φ⊥, of bundles provided with a metric and a con-
nection, dφ = Nφ, so that the harmonicity of φ with respect to a given conformal struc-
ture in M , in the case M is compact, is characterized by dDφ ∗Nφ = 0 (noting that the
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connection induced naturally in φ∧φ⊥ by ∇φ and ∇φ⊥ coincides with the one induced
naturally by Dφ). K. Uhlenbeck [56] proved that the harmonicity of φ is characterized,
equivalently, by the flatness of the metric connection dλφ := Dφ + λ−1N 1,0φ + λN 0,1φ , for
each λ ∈ S1. Furthermore, such loop of flat metric connections gives rise to a S1-family
of harmonic maps into Gr(r,s)(R
p,q), cf. [56]. Harmonic maps into Grassmannian man-
ifolds come in S1-families. In this section, we show that, if S : M → G is harmonic,
then the S1-deformation of S defined by the loop of flat metric connections dλS , with
λ ∈ S1, is the family of (harmonic) central sphere congruences corresponding to the
S1-deformation of Λ defined by the loop dλS . The characterization of Willmore surfaces
in space-forms in terms of the harmonicity of the central sphere congruence gives rise,
in this way, to a spectral deformation of Willmore surfaces in space-forms. As we shall
verify in section 6.4.1 below, this deformation coincides, up to reparametrization, with
the one presented in [14].
Let Λ ⊂ Rn+1,1 be a surface in the projectivized light-cone. Consider M provided
with the conformal structure CΛ. For each λ ∈ S1, define a connection on Rn+1,1 by
dλ := D + λ−1N 1,0 + λN 0,1,
noting that, dλ is, indeed, real: D and N are real and, as λ is unit, λ = λ−1, so that,
given µ ∈ Γ(Rn+1,1), dλµ = dλµ.
The next result is, in view of Theorem 4.10, the particular case φ = S of the
characterization of the harmonicity of a map φ :M → G in terms of the flatness of the
S1-family of metric connections dλφ, by K. Uhlenbeck [56].
Theorem 4.20. Λ is a Willmore surface if and only if dλ is a flat connection, for
each λ ∈ S1.
Proof. According to (2.24), and having in consideration that there are no non-zero
(2, 0)- or (0, 2)-forms over a surface, the curvature tensor of dλ is given by
Rd
λ
= RD + λ−1dDN 1,0 + λdDN 0,1 + 1
2
[N ∧N ].
By Gauss-Ricci and Codazzi equations, it follows that Rd
λ
= (λ−1 − λ) dDN 1,0. We
conclude that dλ is flat for all λ in S1 if and only if dDN 1,0 = 0, which, according to
Theorem 4.15, completes the proof. 
Since N is skew-symmetric, the fact that D is a metric connection ensures that
so is dλ. Therefore, if Λ is a Willmore surface, the family of connections dλ, with
λ ∈ S1, consists of a S1-family of flat metric connections, defining then a S1-family of
transformations of Λ, by setting, for each λ ∈ S1,
Λλ := φdλΛ,
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for some isomorphism φdλ : (R
n+1,1, dλ) → (Rn+1,1, d). Observe that, for each λ ∈ S1,
Λλ consists of a transformation of Λ into another surface. In fact, given a never-zero
section σ of Λ, we have
(4.24) dλσ = Dσ = dσ,
and, therefore, Λ
(1)
dλ
= Λ(1), showing that, Λ is a dλ-surface for all λ ∈ S1. Furthermore:
Theorem 4.21. If Λ is a Willmore surface, then so is the transformation Λλ of Λ
defined by the flat metric connection dλ, for each λ ∈ S1.
Proof. Suppose Λ is a Willmore surface, in which case such a transformation Λλ
of Λ is defined. Fix λ ∈ S1 and σ a never-zero section of Λ. First of all, note that,
according to (4.24), gd
λ
σ = gσ and, therefore, Cd
λ
Λ = CΛ. For simplicity, write Sλ, Dλ
and N λ for, respectively, Sdλ , Ddλ and N dλ . The proof will consist of showing that
dDλ ∗N λ = 0, for ∗ the Hodge ∗-operator on 1-forms over (M, CΛ). The result will then
follow from Proposition 4.19.
The crucial observation is that the dλ-central sphere congruence of Λ coincides with
the central sphere congruence of Λ,
(4.25) Sλ = S,
as we shall see next. For that, it is enough to fix an orthonormal frame (ei)i of TM
with respect to gσ and to show that
∑
i d
λ
eideiσ =
∑
i deideiσ, or, equivalently, that∑
i(λ
−1N 1,0ei deiσ + λN 0,1ei deiσ) = 0, having in consideration that
∑
iNeideiσ = 0. Set
Z := e1−i e2. Note that, given a 2-tensor T onM ,
∑
i T (ei, ei) =
1
2 (T (Z,Z)+T (Z,Z)),
so that, in particular, if T is symmetric, T (Z,Z) =
∑
i T (ei, ei) = T (Z,Z). Note that
the 2-tensor ((X,Y ) 7→ NX(dY σ)) is symmetric: given X,Y ∈ Γ(TM),
NY (dXσ)−NX(dY σ) = −piS⊥(d[X,Y ]σ) = 0.
Choosing the frame (e1, e2) to be direct, we have Je1 = e2 and Je2 = −e1, for J the
canonical complex structure in (M, CΛ), and, therefore, Z ∈ Γ(T 1,0). It follows, on the
one hand, that ∑
i
N 1,0ei deiσ =
1
2
(N 1,0Z dZσ +N 1,0Z dZ σ) =
1
2
N 1,0Z dZσ,
and, on the other hand,
N 1,0Z dZσ = Ne1de1σ + iNe1de2σ − iNe2de1σ +Ne2de2σ =
∑
i
N 1,0ei deiσ.
Analogously,
1
2
N 0,1
Z
dZ σ =
∑
i
N 0,1ei deiσ = N 0,1Z dZ σ.
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Thus ∑
i
N 1,0ei deiσ = 0 =
∑
i
N 0,1ei deiσ,
completing the verification of (4.25). Now note that, as N intertwines S and S⊥, we
have
piS ◦ dλ ◦ piS = piS ◦ d ◦ piS, piS⊥ ◦ dλ ◦ piS⊥ = piS⊥ ◦ d ◦ piS⊥ .
We conclude that
Dλ = D
and, consequently,
N λ = λ−1N 1,0 + λN 0,1.
Hence
dD
λ ∗ N λ = λ−1dD ∗ N 1,0 + λdD ∗ N 0,1 =
= −iλ−1dDN 1,0 + iλ dDN 0,1 =
= −i(λ−1 + λ)dDN 1,0,
which, according to Theorem 4.15, completes the proof. 
The harmonicity of S : (M, CΛ) → G, characterized, cf. K. Uhlenbeck [56], by the
flatness of dλS (spelt out with respect to CΛ), for all λ ∈ S1, establishes, equivalently,
the flatness of
dµφ
dλ
S = φdλ ◦ dλµS ◦ φ−1dλ ,
for all λ, µ ∈ S1, or, equivalently, the harmonicity of φdλS : (M, CΛ) → G, for all
λ. According to (4.25), the S1-deformation φdλS of S is the family of central sphere
congruences corresponding to the S1-deformation φdλΛ of Λ. On the other hand, in
view of (4.24), gφ
dλ
Λ = gσ and, therefore,
Cφ
dλ
Λ = CΛ.
Hence the harmonicity of S with respect to CΛ establishes the harmonicity of φdλS
with respect to Cφ
dλ
Λ, for all λ. The loop of flat metric connections d
λ defines, in
this way, a conformal S1-deformation of a Willmore surface into a family of Willmore
surfaces. As we shall verify in Section 6.4.1 below, this deformation coincides, up to
reparametrization, with the one presented in [14].

CHAPTER 5
The constrained Willmore surface equation
In this chapter, we introduce constrained Willmore surfaces, the generalization of
Willmore surfaces that arises when we consider extremals of the Willmore functional
with respect to infinitesimally conformal variations,1 rather than with respect to all
variations. The topic is mentioned very briefly in [59]. Some results on constrained
Willmore surfaces are contained in [51], [14], [7] and [11]. Constrained Willmore sur-
faces in space forms form a Mo¨bius invariant class of surfaces, with strong links to
the theory of integrable systems, which we shall explore throughout this work. F.
Burstall et al. [14] established a manifestly conformally invariant characterization of
constrained Willmore surfaces in space-forms, which, in particular, extended the con-
cept of constrained Willmore to surfaces that are not necessarily compact. This chapter
is dedicated to deriving the characterization mentioned above, or rather a reformula-
tion of it by F. Burstall and D. Calderbank [11], from the variational problem.
Let Λ ⊂ Rn+1,1 be a surface in the projectivized light-cone. Provide M with the
conformal structure CΛ, induced by Λ. Suppose M is compact.
5.1. Constrained Willmore surfaces: definition and examples
Constrained Willmore surfaces are the critical points of the Willmore functional
with respect to infinitesimally conformal variations. They form a Mo¨bius invariant class
of surfaces. Willmore surfaces and constant mean curvature surfaces in 3-dimensional
space-forms, and so their Mo¨bius transforms, are examples of constrained Willmore
surfaces.
A variation (Λt)t of Λ through immersions of M in P(L) is said to be a confor-
mal variation if it preserves the conformal structure induced in M , or, equivalently, it
preserves the isotropy of T 1,0M (respectively, T 0,1M), i.e., fixing Z ∈ Γ(T 1,0M) (re-
spectively, Z ∈ Γ(T 0,1M)), locally never-zero, and, for each t, gt in the conformal class
of metrics induced in M by Λt,
gt(Z,Z) = 0.
1To which references as conformal variations can be found in the literature.
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The constraint on the conformal structure we are interested in is weaker than confor-
mality.
Definition 5.1. A variation (Λt)t of Λ through immersions of M in P(L) is said
to be an infinitesimally conformal variation if, fixing Z ∈ Γ(T 1,0M) (respectively, Z ∈
Γ(T 0,1M)), locally never-zero, and, for each t, gt in the conformal class of metrics
induced in M by Λt, we have
d
dt |t=0
gt(Z,Z) = 0.
Note that this is, indeed, a good definition, as, given λ = (t 7→ λt), with λt :M → R
positive for each t,
d
dt |t=0
λtgt(Z,Z) = λ
′(0)g(Z,Z) + λ(0)
d
dt |t=0
gt(Z,Z),
with g ∈ CΛ, so that ddt |t=0λtgt(Z,Z) = λ(0)
d
dt |t=0gt(Z,Z), which vanishes if and only if
d
dt |t=0gt(Z,Z) does.
Definition 5.2. The surface Λ is said to be a constrained Willmore surface if
d
dt |t=0
W (Λt) = 0
for every infinitesimally conformal variation (Λt)t of Λ through immersions of M in
P(L).
It is immediate from Theorem 4.1 that conformal diffeomorphisms transform con-
strained Willmore surfaces into constrained Willmore surfaces.
Theorem 5.3. The class of constrained Willmore surfaces is Mo¨bius invariant.
In particular:
Proposition 5.4. Λ is a constrained Willmore surface if and only if, fixing a non-
zero v∞ ∈ Rn+1,1, so is the surface in Sv∞ defined by Λ.
In Section 6.3.1, we extend the concept of constrained Willmore surface to surfaces
that are, in particular, not necessarily compact.
Willmore surfaces are, obviously, examples of constrained Willmore surfaces. But
there are more: constant mean curvature (CMC) surfaces in 3-dimensional space-forms
are constrained Willmore (and also isothermic). Section 8.2 is dedicated to this spe-
cial class of surfaces. We believe one can obtain non-isothermic, non-Willmore con-
strained Willmore surfaces as Ba¨cklund transforms of non-minimal CMC surfaces in
space-forms, following Section 8.1.5 below, but this is not clear, though (it shall be
the subject of further work). Section 7.2.2 is dedicated to another class of constrained
Willmore surfaces, that of codimension 2 surfaces with holomorphic mean curvature
CONSTRAINED WILLMORE SURFACES 57
vector in space-forms.
5.2. The Hopf differential and the Schwarzian derivative
In [14], a characterization of constrained Willmore surfaces, isothermic surfaces
and constant mean curvature surfaces in space-forms in terms of the Hopf differential
and the Schwarzian derivative is established. It is a uniform characterization of these
three classes of surfaces and, for this reason, it will be presented in this text, in parallel
to what is our main approach. In this section, we introduce the Hopf differential and
the Schwarzian derivative, cf. [14].
Fix z = x + iy a holomorphic chart of M and consider σz, the normalized section
of Λ with respect to z. Write
σzzz = aσ
z + bσzz + cσ
z
z¯ + dσ
z
zz¯ + piS⊥σ
z
zz,
with a, b, c, d ∈ Γ(C). By the orthogonality relations of the frame {σ, σz , σz¯, σzz¯}, we
have
b
1
2
= (σzzz, σ
z
z¯ ) = (σ
z
z , σ
z
z¯)z − (σzz , σzz¯) = 0
and, therefore, b = 0; on the other hand,
c
1
2
= (σzzz, σ
z
z) =
1
2
(σzz , σ
z
z )z = 0
and, therefore, c = 0; and
−d1
2
= (σzzz, σ
z) = (σzz , σ
z)z − (σzz , σzz) = 0,
showing that d = 0. Thus σzzz satisfies an equation
(5.1) σzzz = −
1
2
czσz + kz,
defining a complex function
cz := 4(σzzz, σ
z
zz¯) ∈ Γ(C),
the Schwarzian derivative with respect to z, and a section
kz := piS⊥(σ
z
zz) ∈ Γ(S⊥),
of the complexification of the normal bundle to the central sphere congruence of Λ,
called the Hopf differential of Λ with respect to z.2
It is useful to understand how the Hopf differential changes under a change of
holomorphic coordinate. Let ω be another holomorphic chart ofM . Following equation
2The terminology for the latter is motivated by the relation established in Lemma A.2 below, in
Appendix A.
58 A. C. QUINTINO
(1.10), we have
σw =| ωz | σz,
so that σωω = ω
−1
z | ωz |z σz + ω−1z | ωz | σzz and, consequently,
σωωω =
| ωz |
ω2z
((
ωzz
2ωz
)
z
−
(
ωzz
2ωz
)2
− 1
2
cz
)
σz +
| ωz |
ω2z
kz.
Hence
(5.2) kω =
| ωz |
ω2z
kz
We complete this section with a fundamental result of conformal surface theory.
As established in [11],
Lemma 5.5. If Λ1,Λ2 : M → P(L) ∼= Sn are two conformal immersions inducing
the same Hopf differential, Schwarzian derivative and normal connection ∇S⊥, then
there is a Mo¨bius transformation T such that Λ2 = TΛ1. (In the particular case of
codimension 1 (i.e., n = 3), the condition on the normal connection is vacuous.)
5.3. The Euler-Lagrange constrained Willmore surface equation
F. Burstall et al. [14] established a manifestly conformally invariant characteriza-
tion of constrained Willmore surfaces in space-forms, which, in particular, extended
the concept of constrained Willmore to surfaces that are not necessarily compact. In
this section, we derive, from the variational problem, a reformulation of this charac-
terization, due to F. Burstall and D. Calderbank [11]. The argument consists of a
generalization to n-space of the argument presented in [7] for the particular case of
n = 3.
As established in [11]:
Theorem 5.6. The surface Λ is a constrained Willmore surface if and only if there
exists a real form q ∈ Ω1(Λ ∧ Λ(1)) with
(5.3) dDq = 0
such that
(5.4) dD ∗ N = 2 [q ∧ ∗N ].
In this case, we may refer to Λ as, specifically, a q-constrained Willmore surface and
to q as a [Lagrange] multiplier3 to Λ.
3Named after the method of Lagrange multipliers for finding the critical points of a function subject
to a constraint.
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Willmore surfaces are the 0-constrained Willmore surfaces. The zero multiplier is
not necessarily the only multiplier to a constrained Willmore surface with no constraint
on the conformal structure. The uniqueness of multiplier is discussed in section 8.1.4.
Remark 5.7. Let q be a 1-form with values in Λ ∧ Λ(1). According to (4.22),
(5.5) dD ∗ N ∈ Ω2(Λ ∧ S⊥).
On the other hand, in view of (2.17), we conclude from (2.28) that
(5.6) [q ∧ ∗N ] ∈ Ω2(Λ ∧ S⊥).
In particular, both dD ∗N and [q∧∗N ] vanish on Λ(1) and are, therefore, determined by
the respective restrictions to 〈u〉⊕S⊥, fixing u ∈ S\Λ⊥ (in particular, for u = σzz¯, fixing
σ ∈ Γ(Λ) never-zero and z a holomorphic chart of M). Equation (2.15) establishes,
furthermore, that both dD ∗N and [q∧∗N ] are determined by the respective restrictions
to 〈u〉, fixing u ∈ S\Λ⊥. In particular, equation (5.4) holds if and only if, fixing such
a u, (dD ∗ N )u = 2 [q ∧ ∗N ]u.
The proof of Theorem 5.6 we present follows essentially from the so called Weyl’s
lemma (see, for example, [44], §9), which, in particular, establishes the image of the
operator ∂¯ as the orthogonal space to the vector space of the holomorphic quadratic
differentials, with respect to some non-degenerate pairing. We start by establishing
a 1 − 1 correspondence between quadratic differentials and real 1-forms taking values
in Λ ∧ Λ(1) whose (1, 0)-part takes values in Λ ∧ Λ0,1 (for Λ0,1 as defined next). We
verify that condition (5.3) on q forces q1,0 to take values in Λ ∧ Λ0,1 and that, under
the correspondence above, condition (5.3) is equivalent to the holomorphicity of the
quadratic differential q. And then we proceed to the proof of the theorem, showing that
Λ is a constrained Willmore surface if and only if there exists a holomorphic quadratic
differential q satisfying equation (5.4), under the correspondence mentioned above.
First of all, fix a never-zero section σ of Λ and a holomorphic chart z of M . Inde-
pendently of the choice of such a σ and such a z, set
Λ1,0 := 〈σ, σz〉
and
Λ0,1 := 〈σ, σz¯〉,
defining in this way two isotropic complex rank 2 subbundles of S, complex con-
jugate of each other. In view of the non-degeneracy of S, given i 6= j ∈ {0, 1},
rankS = rankΛi,j + rank (Λi,j)⊥, showing that the isotropy of Λ1,0 and Λ0,1 estab-
lishes, furthermore, their maximal isotropy in S,
(Λ1,0)⊥ ∩ S = Λ1,0, (Λ0,1)⊥ ∩ S = Λ0,1.
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Note that
Λ = Λ1,0 ∩ Λ0,1.
Clearly,
Λ1,0 ∧ Λ1,0 = 〈σ ∧ σz〉 = Λ ∧ Λ1,0,
as well as
Λ0,1 ∧ Λ0,1 = 〈σ ∧ σz¯〉 = Λ ∧ Λ0,1.
The orthogonality relations of the frame σ, σz, σz¯ of
Λ(1) = 〈σ, σz, σz¯〉
show that σ ∧ σz and σ ∧ σz¯ are linearly independent and, therefore, that
Λ ∧ Λ(1) = Λ ∧ Λ1,0 ⊕ Λ ∧ Λ0,1.
Remark 5.8. Given ξ a section of Λ ∧ Λ1,0 (respectively, Λ ∧ Λ0,1), ξ vanishes
everywhere outside 〈σz¯, σzz¯〉 (respectively, 〈σz, σzz¯〉) and
ξσz¯ = λσ, ξσzz¯ = λσz,
(respectively, ξσz = λσ, ξσzz¯ = λσz¯), for some λ ∈ C∞(M,R). In particular, ξ is
determined by ξσz¯ (respectively, ξσz), or, equivalently, by ξσzz¯, or, yet again, equiva-
lently, by ξu, fixing u ∈ S\Λ⊥.
Observe that
(5.7) D1,0 Γ(Λ1,0) ⊂ Ω1,0(Λ1,0), D0,1 Γ(Λ0,1) ⊂ Ω0,1(Λ0,1).
Indeed, given λ, µ ∈ Γ(C), Dδz (λσz + µσzz) = λz σz + (λ+ µz)σzz + µpiS(σzzz) ∈ Γ(Λ1,0)
and, similarly, we verify that Dδz¯ (λσz + µσzz¯) ∈ Γ(Λ0,1). Following (5.7), we get
(5.8) D1,0 Γ(Λ ∧ Λ1,0) ⊂ Ω1,0(Λ ∧ Λ1,0), D0,1 Γ(Λ ∧ Λ0,1) ⊂ Ω0,1(Λ ∧ Λ0,1).
Observe, on the other hand, that, as σz¯ is a section of S, Nδzσz¯ = piS⊥(dδzσz¯) = 0,
and, therefore, in view of (2.27), N 1,0Λ0,1 = 0, or, equivalently, N 0,1Λ0,1 = 0,
(5.9) N 1,0Λ0,1 = 0 = N 0,1Λ0,1.
It is opportune to observe that, in view of the skew-symmetry of N and of the maximal
isotropy of Λ1,0 and Λ0,1 in S, it follows, in particular,
(5.10) N 1,0S⊥ ⊂ Λ0,1, N 0,1S⊥ ⊂ Λ1,0.
Now recall that a quadratic differential is a 2-tensor represented locally, in the
domain of z, as Q := f zdz2 + f zdz¯2, with f z ∈ C∞(M,C). We may refer to Q as the
quadratic differential defined locally by f zdz2. The transformation rule for f z under
change of holomorphic coordinates is
(5.11) fω = ω−2z f
z,
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given another holomorphic chart ω. Q is said to be holomorphic if f z is holomorphic.4
We denote the vector space of holomorphic quadratic differentials on M by H0(K). It
is well-known that the vector space of holomorphic quadratic differentials on a compact
Riemann surface is finite dimensional (see, for example, [34]).
Given a 1-form q ∈ Ω1(Λ ∧ Λ(1)), we define a quadratic differential by
qQ := q
zdz2 + qzdz¯2,
for qz ∈ C∞(M,C) defined by5
(5.12) qzσ := −2 qδzσz.
We shall verify that this is, indeed, well-defined. The independence of (5.12) with
respect to σ is a consequence of the fact that qΛ = 0. On the other hand, the fact that
σz is a section of Λ
⊥ ensures that qδzσz ∈ Γ(〈σ〉), determining qz ∈ Γ(C).
A simple, yet crucial, observation is that, in view of Remark 5.8, in the case q1,0 ∈
Ω1,0(Λ ∧ Λ0,1), qz is, equivalently, defined by
(5.13) qzτ = −2 qδz(Dδzτ),
for every τ ∈ Γ(Λ0,1).
Conversely, a quadratic differential Q = f zdz2 + f zdz¯2 determines a real 1-form
q ∈ Ω1(Λ ∧ Λ(1)) with q1,0 ∈ Ω1,0(Λ ∧ Λ0,1) and Q = qQ by setting qδzσz := −12 f zσ.
We have established a 1− 1 correspondence
(5.14) q ↔ qQ
between real forms q ∈ Ω1(Λ∧Λ(1)) with q1,0 ∈ Ω1,0(Λ∧Λ0,1) and quadratic differentials.
Lemma 5.9. Suppose q ∈ Ω1(Λ ∧ Λ(1)) is real and q1,0 ∈ Ω1,0(Λ ∧ Λ0,1). In that
case, the quadratic differential qQ is holomorphic if and only if d
Dq = 0.
Proof. In view of equation (1.9), the 2-form dDq vanishes if and only if
dDq (δz , δz¯) = Dδz ◦ qδz¯ − qδz¯ ◦ Dδz −Dδz¯ ◦ qδz + qδz ◦ Dδz¯
does. As q is real and q1,0 takes values in Λ ∧ Λ0,1, q0,1 = q1,0 ∈ Ω0,1(Λ ∧ Λ1,0) and,
therefore,
q1,0Λ0,1 = 0 = q0,1Λ1,0;
and, on the other hand,
qS⊥ = 0.
4Noting that, given another holomorphic chart ω, fωz¯ = ω
−2
z f
z
z¯ , so that f
ω
z¯ vanishes if and only if so
does fzz¯ .
5Scaling qδzσz by −2 will avoid some extra scaling in future equations.
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In particular, as S⊥ is D-parallel,
dDq (δz , δz¯)σz = 0 = dDq (δz , δz¯) s⊥,
for all s⊥ ∈ Γ(S⊥). On the other hand, having in consideration that piS(σzzz) ∈ Γ(Λ)
and according to equation (5.13),
dDq (δz , δz¯)σzz = −Dδz¯(qδzσzz) + qδzσzzz¯ =
1
2
Dδz¯ (qzσz)−
1
2
qzσzz¯ =
1
2
qzz¯σ
z.
We conclude that qQ is holomorphic, q
z
z¯ = 0, if and only if d
Dq (δz, δz¯)σzz vanishes. In
its turn, by the reality of q (and that of D and of σz),
dDq(δz, δz¯)σzz¯ = −dDq(δz , δz¯)σzz .
Lastly, we contemplate
dDq(δz , δz¯)σzzz¯ = Dδz¯ (qδzσzzz¯)− qδz¯(piS(σzzzz¯))−Dδz¯ (qδzσzzz¯) + qδz¯(piS(σzzzz¯)).
First of all,
piS(σ
z
zzz¯) = piS(−
1
2
czσz + kz)z¯ = −1
2
czσzz¯ −
1
2
czz¯ σ
z + piS(k
z
z¯),
so that
qδz¯(piS(σ
z
zzz¯)) = −
1
2
czqδz¯σ
z
z¯ + qδz¯k
z
z¯ =
1
4
cz qz σz + qδz¯k
z
z¯ .
Together with (kz, σzz¯ ) = 0 = (k
z, σzzz¯), differentiation of (k
z, σz) = 0 = (kz, σzz ) shows
that (kzz¯ , σ
z) = 0 = (kzz¯ , σ
z
z ), or, equivalently, that
(5.15) piSk
z
z¯ ∈ Γ(Λ1,0).
Hence qδz¯k
z
z¯ = 0. On the other hand,
Dδz¯(qδzσzzz¯) = −
1
2
qzpiS(σ
z
z¯z¯)−
1
2
qzz¯ σ
z
z¯ =
1
4
cz qzσz − 1
2
qzz¯ σ
z
z¯ .
We conclude that
dDq(δz , δz¯)σzzz¯ = −
1
2
qzz¯ σ
z
z +
1
2
qzz¯ σ
z
z¯
vanishes if and only if qzz¯ does, which completes the proof. 
The next result establishes, in particular, that if q is a multiplier to Λ then q1,0
takes values in Λ ∧ Λ0,1.
Lemma 5.10. Given q ∈ Ω1(Λ ∧ Λ(1)) real,
i) if dDq = 0 then q1,0 ∈ Ω1,0(Λ ∧ Λ0,1) or, equivalently, q0,1 ∈ Ω0,1(Λ ∧ Λ1,0);
ii) dDq = 0 if and only if dDq1,0 = 0, or, equivalently, dDq0,1 = 0;
iii) dDq = 0 if and only if dD ∗ q = 0.
Before we proceed to the proof of the lemma, observe that a section ξ of Λ∧Λ(1) is
a section of Λ∧Λ1,0, or, equivalently, ξ is a section of Λ∧Λ0,1, if and only if ξ(σz) = 0.
Now we proceed to the proof of Lemma 5.10.
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Proof. To prove i), we prove, equivalently, that, if dDq = 0, then qδz¯σzz = 0. First,
if dDq = 0, then, in particular, dDq (δz , δz¯)σz = 0, or, equivalently,
Dδz(qδz¯σz)− qδz¯(Dδzσz)−Dδz¯(qδzσz) + qδz(Dδz¯σz) = 0,
establishing
(5.16) qδzσ
z
z¯ = qδz¯σ
z
z .
In its turn, dDq (δz , δz¯)σzz = 0 implies
Dδz(qδz¯σzz)− qδz¯(piS(σzzz))−Dδz¯(qδzσzz) + qδzσzzz¯ = 0,
or, equivalently,
Dδz(qδz¯σzz)−Dδz¯(qδzσzz) + qδzσzzz¯ = 0.
On the other hand, the orthogonality relations between σz, σzz , σ
z
z¯ and σ
z
zz¯ show that
(5.17) qσzzz¯ = µσz + ησ
z
z¯ ,
for some µ, η ∈ Ω1(C). Hence
Dδz(qδz¯σzz) + µδzσzz = Dδz¯(qδzσzz)− ηδzσzz¯ .
It is obvious that a section of Λ∧Λ(1) transforms sections of Λ(1) into sections of Λ, so
that, in particular, both qδz¯σ
z
z and qδzσ
z
z are sections of Λ. By (5.7), we conclude that
Dδz (qδz¯σzz) + µδzσzz is a section of Λ1,0 ∩ Λ0,1 = Λ. Write
(5.18) qδz¯σ
z
z = λσ
z,
with λ ∈ Γ(C). Then λzσz + (λ + µδz)σzz = γσz, for some γ ∈ Γ(C). In particular,
λ = −µδz . Equation (5.17) shows, on the other hand, that q = −2µσz ∧σzz −2η σz ∧σzz¯
and, consequently, equations (5.16) and (5.18) together give λ = µδz , completing the
proof of i).
Next we prove ii). In view of (5.8), and following i), we have
dDq1,0 ∈ Ω2(Λ ∧ Λ0,1), dDq0,1 ∈ Ω2(Λ ∧ Λ1,0).
Hence, as Λ ∧ Λ1,0 and Λ ∧ Λ0,1 are complementary in Λ ∧ Λ(1), dDq = 0 forces dDq1,0
and dDq0,1 to vanish separately, dDq1,0 = 0 = dDq0,1. On the other hand, as q is real,
dDq0,1(δz , δz¯) = −dDq1,0(δz, δz¯),
so that dDq1,0 vanishes if and only if dDq0,1 does. In particular, if dDq1,0 vanishes, then,
obviously, so does dDq = dDq1,0 + dDq0,1.
As for iii), it is immediate from ii), as ∗q = −iq1,0+ iq0,1 ∈ Ω1(Λ∧Λ(1)) is real, as
well as q. 
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The 1−1 correspondence given by (5.14) establishes, in particular, a correspondence
between holomorphic quadratic differentials and real forms q ∈ Ω1(Λ ∧ Λ(1)) with
dDq = 0.
Lastly, we proceed to the proof of Theorem 5.6.
Proof. Let (Λt)t be a variation of Λ through immersions of M into the projec-
tivized light-cone and Λ˙ ∈ Γ(Hom(Λ,Λ⊥/Λ)) be the corresponding variational vector
field, cf. (4.20). The variation (Λt)t is infinitesimally conformal if and only if
d
dt |t=0
(d(Λt)(δz¯), d(Λt)(δz¯)) = 0,
or, equivalently,
(Λ˙z¯,Λz¯) = 0,
noting that ddt |t=0 and dδz¯ commute, as z is independent of t. Write
Λ˙ = dΛ(X) + ν
with X ∈ Γ(TM) and ν ∈ Γ(Hom(Λ, S⊥)) as defined in Section 4.5. Let piTΛ and piNΛ
denote the orthogonal projections of Λ∗TP(L) = TΛ⊕NΛ onto TΛ and NΛ, respectively.
By equation (2.1),
Λ˙z¯ = dΛ(∂¯δz¯X) + piNΛ(dΛ(X))z¯ + piTΛ(νz¯) + piNΛ(νz¯),
and, therefore, (Λ˙z¯,Λz¯) = (dΛ(∂¯δz¯X),Λz¯)− (Aν(δz¯),Λz¯). Let X1,0 be the projection of
X onto T 1,0M . By the isotropy of T 0,1M and in view of (1.7), it follows that (Λt)t is
infinitesimally conformal if and only if
(5.19) (dΛ(∂¯δz¯X
1,0)−Aν0(δz¯),Λz¯) = 0,
for Aν0 := A
ν−HνI, the trace-free part of the shape operator Aν . Equation (2.2) shows
that, as the second fundamental form is symmetric, so is the shape operator,
(AνX,Y ) = (X,AνY ),
for all X,Y ∈ Γ(TM); and, therefore, so is as well the trace-free part of the shape
operator. It follows that
Aν0J = −JAν0 ,
showing that Aν0 intertwines the eigenspaces of J . In view of the isotropy of T
1,0M , we
conclude that equation (5.19) holds if and only if (dΛ(∂¯δz¯X
1,0) − Aν0(δz¯), dΛ(Y )) = 0,
for all Y ∈ Γ(TM), or, equivalently,
dΛ(∂¯X1,0) = (Aν0)
0,1.
According to (5.10), N 0,1ν ∈ Ω0,1(Hom(Λ,Λ1,0)) = Ω0,1(Hom(Λ, dΛ(T 1,0M)/Λ)). Thus
(Nδz¯ν,Λz¯) = (−Aν0(δz¯),Λz¯). We conclude that infinitesimally conformal variations
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through immersions are characterized by the equation
dΛ(∂¯X1,0) = −N 0,1ν;
or, equivalently,
Aν ∈ Ω2(Im ∂¯),
for A := −dΛ−1 ◦ N 0,1.
Having said so, recall equation (4.23), establishing
W˙ =≪ dD ∗ N , Λ˙≫=≪ dD ∗ N , ν ≫
for ≪ , ≫ the non-degenerate pairing between 2-forms over M and normal variations
defined in [6]. We conclude that Λ is constrained Willmore if and only dD ∗ N ⊥≪ ,≫
{ν : Aν ∈ Ω2(Im ∂¯)}.6 The reference to the pairing shall be omitted from now on.
From this point, the proof of the theorem consists of a straightforward general-
ization to n-space of the argument presented in [7] for the particular case of n = 3.
Basically, in [7], it is presented a pairing between the space of quadratic differentials
and the space of J-anti-commuting endomorphisms of TM , with respect to which, by
Weyl’s lemma,
(5.20) Im ∂¯ = (H0K)⊥.
In view of equation (5.20), Λ is constrained Willmore if and only if ν ∈ (A∗H0(K))⊥,
or, equivalently,
dD ∗ N ∈ Ω2((A∗H0(K))⊥⊥).
As M is compact, H0(K) is finite dimensional and, therefore,
(A∗H0(K))⊥⊥ = A∗H0(K).
We conclude that the surface Λ is constrained Willmore if and only if there exists some
homomorphic quadratic differential q such that dD ∗ N = A∗q. The final conclusion
follows then, after some computation involving the pairings mentioned above. 
5.4. A constrained Willmore surface equation on the Hopf differential and
the Schwarzian derivative
Theorem 5.6 consists of a reformulation of the characterization of constrained Will-
more surfaces in space-forms established in [14], which we deduce in this section.
Let q ∈ Ω1(Λ ∧ Λ(1)) be real with q1,0 ∈ Ω1,0(Λ ∧ Λ0,1). According to Remark 5.7,
equation (5.4) holds if and only if, fixing a holomorphic chart z of M ,
dD ∗ N (δz, δz¯)σzzz¯ = 2[q ∧ ∗N ](δz , δz¯)σzzz¯,
6The Willmore surface equation follows immediately as the particular case where no constraint is
considered.
66 A. C. QUINTINO
or, equivalently,
(Dδz ◦ Nδz¯ −Nδz¯ ◦ Dδz +Dδz ◦ Nδz¯ −Nδz¯ ◦ Dδz)σzzz¯ = 2[qδz ,Nδz¯ ]σzzz¯ + 2[qδz ,Nδz¯ ]σzzz¯.
On the one hand,
Dδz ◦ Nδz¯σzzz¯ = Dδz ◦ piS⊥(σzzz)z¯ = Dδz ◦ piS⊥( kzz¯ ) = ∇S⊥δz¯ ∇S
⊥
δz¯
kz.
On the other hand,
Nδz¯ ◦ Dδzσzzz¯ = Nδz¯ ◦ piS(σzzz)z¯ = −
1
2
czNδz¯σzz¯ +Nδz¯ ◦ piSkzz¯ .
Note that, as σzz and σ
z
zz¯ are sections of S, Nδz¯σzz = piS⊥(dδz¯σzz) = 0. Together with
(2.27), this establishes N 0,1Λ1,0 = 0. By (5.15), it follows that Nδz¯ ◦Dδzσzzz¯ = −12 czkz.
Lastly,
[qδz ,Nδz¯ ]σzzz¯ = −Nδz¯qδzσzzz¯ =
1
2
qzNδz¯σzz¯ =
1
2
qz piS⊥σ
z
zz =
1
2
qz kz.
We conclude that equation (5.4) holds if and only if
Re(∇S⊥δz¯ ∇S
⊥
δz¯ k
z +
1
2
czkz) = Re(qz kz).
Equation (33b) in [14], establishing the reality of ∇S⊥δz¯ ∇S
⊥
δz¯
kz + 12 c
zkz, leads us to the
following constrained Willmore surface equation in terms of the Hopf differential and
the Schwarzian derivative, presented in [14]:7
Lemma 5.11. Let q be a real 1-form with values in Λ∧Λ(1) with q1,0 ∈ Ω1,0(Λ∧Λ0,1).
Λ is a q-constrained Willmore surface if and only if, fixing a holomorphic chart z of
M , qz is holomorphic and
(5.21) ∇S⊥δz¯ ∇S
⊥
δz¯ k
z +
cz
2
kz = Re (qz kz).
The surface Λ is constrained Willmore if and only there exists a holomorphic map
qz ∈ C∞(M,C) satisfying equation (5.21), in which case, the quadratic differential
defined locally by qzdz2 is, under the correspondence given by (5.14), a multiplier to
Λ.
7The argument above shows that the constrained Willmore surface equation on a holomorphic quadratic
differential, presented in [14] with no reference to a multiplier, is equivalent to equation (5.4), under
the correspondence given by (5.14).
CHAPTER 6
Constrained Willmore surfaces: spectral deformation and
Ba¨cklund transformation
In [11], F. Burstall and D. Calderbank present a characterization of constrained
Willmore surfaces in spherical space in terms of the flatness of a certain loop of metric
connections. In view of this characterization, we characterize constrained Willmore
surfaces in space-forms in terms of the constrained harmonicity of the central sphere
congruence, generalizing the characterization of Willmore surfaces in space-forms in
terms of the harmonicity of the central sphere congruence. This will enable us to define
a spectral deformation of constrained Willmore surfaces in space-forms, by the action
of the loop of flat metric connections above, as well as a Ba¨cklund transformation, by
applying a dressing action. Both Ba¨cklund transformation and spectral deformation
corresponding to the zero multiplier preserve the class of Willmore surfaces. We es-
tablish a permutability between spectral deformation and Ba¨cklund transformation of
constrained Willmore surfaces in space-forms.
Let d˜ be a flat metric connection on Cn+2. It is obvious, but, nevertheless, oppor-
tune to remark that d˜ defines a connection on Rn+1,1, i.e., d˜ preserves the reality of
sections of Cn+2 = (Rn+1,1)C, if and only if d˜ is real,
d˜ = d˜.
Equally basic is to remark that, if dˆ1 and dˆ2 are real connections on C
n+2, then an
isomorphism φ : (Cn+2, dˆ1)→ (Cn+2, dˆ2) is real,
φ = φ,
if and only if it defines an isomorphism φ : (Rn+1,, dˆ1) → (Rn+1,1, dˆ2). Note also
that the real bundles in Cn+2 - those preserved by complex conjugation - are the
complexifications of bundles in Rn+1,1: given W ⊂ Cn+2 real,
W =W ∩ Rn+1,1 ⊕W ∩ iRn+1,1 = (W ∩Rn+1,1)C.
Throughout this chapter, let V be a non-degenerate subbundle of Cn+2,
Cn+2 = V ⊕ V ⊥,
and piV and piV ⊥ denote the orthogonal projections of C
n+2 onto V and V ⊥, respectively.
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Fix a conformal structure C in M .
6.1. Constrained harmonicity of bundles
A multiplier to a surface Λ in the projectivized light-cone is, in particular, a real
form q ∈ Ω1(Λ ∧ Λ(1)). For such a q, equations (5.3) and (5.4), together, encode the
flatness of the connection dλq := D + λ−1N 1,0 + λN 0,1 + (λ−2 − 1) q1,0 + (λ2 − 1) q0,1,
on (Rn+1,1)C, for all λ ∈ C\{0}, or, equivalently, for all λ ∈ S1. Constrained Willmore
surfaces in space-forms, admitting q as a multiplier, are characterized by the flatness
of the S1-family of metric connections dλq on R
n+1,1, in an integrable systems interpre-
tation due to F. Burstall and D. Calderbank [11]. This characterization will enable us
to define a spectral deformation of constrained Willmore surfaces in space-forms, by
the action of the loop of flat metric connections dλq , as well as a Ba¨cklund transfor-
mation, by applying a dressing action. Our transformations of constrained Willmore
surfaces will be based on the constrained harmonicity of the central sphere congruence.
Given dˆ a flat metric connection on Cn+2 and V a non-degenerate subbundle of Cn+2,
we generalize naturally the decomposition (2.26) to a decomposition dˆ = DˆV + NˆV
and, given q ∈ Ω1(∧2V ⊕ ∧2V ⊥), define then, for each λ ∈ C\{0}, a connection
dˆλ,qV := DˆV + λ−1Nˆ 1,0V + λNˆ 0,1V + (λ−2 − 1)q1,0 + (λ2 − 1)q0,1, on Cn+2, generalizing
dλq = d
λ,q
S . We define V to be (q, dˆ)-constrained harmonic if dˆ
λ,q
V is flat, for all λ ∈ C\{0},
or, equivalently, for all λ ∈ S1. A simple, yet crucial, observation is that, given d˜ an-
other flat metric connection on Cn+2 and φ : (Cn+2, d˜) → (Cn+2, dˆ) an isomorphism
of bundles provided with a metric and a connection, V is (q, d˜)-constrained harmonic
if and only if φV is (Adφq, dˆ)-constrained harmonic. The constrained harmonicity of
a bundle applies to the central sphere congruence, providing a characterization of con-
strained Willmore surfaces in space-forms.
Consider the decomposition
d˜ = Dd˜V +N d˜V
for Dd˜V the connection on Cn+2 defined by
Dd˜V := piV ◦ d˜ ◦ piV + piV ⊥ ◦ d˜ ◦ piV ⊥ .
Note that, as d˜ is a metric connection, so is Dd˜V : given η, µ ∈ Γ(Cn+2),
d(η, µ) = d(piV η, piV µ) + d(piV ⊥η, piV ⊥µ)
= (d˜(piV η), piV µ) + (piV η, d˜(piV µ)) + (d˜(piV ⊥η), piV ⊥µ) + (piV ⊥η, d˜(piV ⊥µ))
= (Dd˜V η, µ) + (η,Dd˜V µ).
Equivalently,
N d˜V := d−Dd˜V = piV ⊥ ◦ d˜ ◦ piV + piV ◦ d˜ ◦ piV ⊥
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is skew-symmetric,
N d˜V ∈ Ω1(V ∧ V ⊥).
In the particular case d˜ = d, the trivial flat connection, we shall omit the reference to
d˜.
Next we present the concept of constrained harmonicity of a bundle, which will
apply to the central sphere congruence to provide a characterization of constrained
Willmore surfaces, in view of the characterization of these surfaces in terms of the
flatness of a certain loop of metric connections presented in [11], which we shall address
later on. In fact, the following definition encodes the characterization of constrained
harmonicity for a general bundle in terms of the flatness of a loop of metric connections
generalizing the one above, as we shall verify later on.
Let q be a 1-form with values in ∧2V ⊕ ∧2V ⊥ ⊂ o(Cn+2).
Definition 6.1. V is said to be (q, d˜)-constrained harmonic if
i) dDd˜V q1,0 = 12 [q ∧ q] = dD
d˜
V q0,1;
ii) dD
d˜
V ∗ N d˜V = 2 [q ∧ ∗N d˜V ].
By d˜-constrained harmonicity of V we mean the existence of a multiplier to V with
respect to d˜, i.e., a 1-form q with values in ∧2V ⊕∧2V ⊥ for which V is (q, d˜)-constrained
harmonic. In the particular case of d˜ = d, we shall, alternatively, omit the reference to d˜
and refer simply to constrained harmonicity or, when specifying q ∈ Ω1(∧2V ⊕∧2V ⊥),
to q-constrained harmonicity. We shall refer to (0, d˜)-constrained harmonic bundles,
alternatively, as d˜-harmonic bundles.
It is useful to observe that, as N d˜V and q take values in V ∧ V ⊥ and ∧2V ⊕ ∧2V ⊥,
respectively, and V and V ⊥ are Dd˜V -parallel,
(6.1) dD
d˜
V ∗ N d˜V , [q ∧ ∗N d˜V ] ∈ Ω2(V ∧ V ⊥),
whereas
(6.2) dD
d˜
V q1,0, dD
d˜
V q0,1, [q ∧ q] ∈ Ω2(∧2V ⊕∧2V ⊥).
The same argument establishes both RD
d˜
V and [N d˜V ∧ N d˜V ] as 2-forms with values in
Ω2(∧2V ⊕ ∧2V ⊥) and dDd˜VN d˜V as a 2-form with values in Ω2(V ∧ V ⊥). We conclude
that the flatness of d˜ encodes both
Proposition 6.2. (Gauss-Ricci equation)
RD
d˜
V +
1
2
[N d˜V ∧ N d˜V ] = 0;
and
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Proposition 6.3. (Codazzi equation)
dD
d˜
VN d˜V = 0.
According to the Codazzi equation,
dD
d˜
V (N d˜V )1,0 = −dD
d˜
V (N d˜V )0,1,
making clear that:
Proposition 6.4. The d˜-harmonicity of V is characterized, equivalently, by any
of the following equations:
i) dDd˜V ∗ N d˜V = 0;
ii) dDd˜V (N d˜V )1,0 = 0;
iii) dD
d˜
V (N d˜V )0,1 = 0.
Define, for each λ ∈ C\{0}, a metric connection on Cn+2 by
d˜λ,qV := Dd˜V + λ−1(N d˜V )1,0 + λ(N d˜V )0,1 + (λ−2 − 1)q1,0 + (λ2 − 1)q0,1.
In the particular case of q = 0, we shall omit the reference to q in d˜λ,qV .
In the particular case d˜ = d and V = S, the complexification of the central sphere
congruence of a surface Λ, we shall, alternatively, omit the reference to S and refer to
d˜λ,qV as d
λ
q ,
dλq := D + λ−1N 1,0 + λN 0,1 + (λ−2 − 1)q1,0 + (λ2 − 1)q0,1.
Of course, the set of connections dλq, with λ ∈ S1, defines a group, using multiplication
of parameters to define the group law. According to [11], if q is a real form taking
values in Λ ∧ Λ(1), then the flatness of the loop of metric connections dλq characterizes
Λ as a q-constrained Willmore surface.
Before proceeding any further, we dedicate a few moments to some useful general
remarks about the family of connections d˜λ,qV . First note that
d˜1,qV = d˜.
Note, on the other hand, that, in view of the Dd˜V -parallelness of V and V ⊥, together
with the intertwining of V and V ⊥ by N d˜V , and the fact that q preserves V and V ⊥,
we have
Dd˜
λ,q
V
V = Dd˜V + (λ−2 − 1)q1,0 + (λ2 − 1)q0,1, N
d˜λ,qV
V = λ
−1(N d˜V )1,0 + λ(N d˜V )0,1.
Set
qλ := λ
−2q1,0 + λ2q0,1.
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Then
(d˜λ,qV )
µ,qλ
V = D
d˜λ,qV
V + µ
−1(N d˜
λ,q
V
V )
1,0 + µ(N d˜
λ,q
V
V )
0,1 + (µ−2 − 1)q1,0λ + (µ2 − 1)q0,1λ
= Dd˜V + (λµ)−1(N d˜V )1,0 + λµ(N d˜V )0,1 + ((λµ)−2 − 1)q1,0 + ((λµ)2 − 1)q0,1
and, ultimately,
(6.3) (d˜λ,qV )
µ,qλ
V = d˜
λµ,q
V .
It will also be useful to observe that, given another flat metric connection dˆ on Cn+2
and an isomorphism ψ : (Cn+2, dˆ) → (Cn+2, d˜) of bundles preserving connections, we
have
(6.4) Dd˜ψV = ψ ◦ DdˆV ◦ ψ−1, N d˜ψV = ψN dˆV ψ−1
and, therefore,
(6.5) d˜λ,qψV = ψ ◦ dˆ
λ,Adψ−1q
V ◦ ψ−1.
Remark 6.5. If V is real, then, obviously, so is V ⊥, so that, in particular, piV =
piV , piV ⊥ = piV ⊥ and therefore, if d˜ is real, then Dd˜V = Dd˜V , N d˜V = N d˜V . If V , q and d˜
are real, then so is d˜λ,qV , for all λ ∈ S1.
The characterization of the harmonicity of V , as a map into a Grassmannian, in
terms of the flatness of the S1-family of metric connections dλV , cf. K. Uhlenbeck
[56], generalizes to a characterization of d˜-constrained harmonicity, as follows (see also
Remark 6.7):
Theorem 6.6. V is (q, d˜)-constrained harmonic if and only if d˜λ,qV is a flat connec-
tion, for each λ ∈ C\{0}.
The proof of the theorem will consist of showing that the (q, d˜)-constrained har-
monicity of V establishes and, in fact, encodes, in view of the flatness of d˜ (Gauss-Ricci
and Codazzi equations), the flatness of d˜λ,qV , for all λ ∈ C\{0}.
Proof. For simplicity, write D˜V and N˜V for Dd˜V and N d˜V . The curvature tensor of
d˜λ,qV is given by
Rd˜
λ,q
V = RD˜V + dD˜V δλq +
1
2
[δλq ∧ δλq ],
for δλq := d˜
λ,q
V − D˜V . Since there are no non-zero (2, 0)- or (0, 2)-forms over a surface,
1
2
[δλq ∧δλq ] = [N˜ 1,0V ∧N˜ 0,1V ]+(λ−1−λ)([q1,0∧N˜ 0,1V ]−[q0,1∧N˜ 1,0V ])+(2−λ−2−λ2)[q1,0∧q0,1],
and Gauss-Ricci equation establishes then
Rd˜
λ,q
V = dD˜V δλq + (λ
−1 − λ)([q1,0 ∧ N˜ 0,1V ]− [q0,1 ∧ N˜ 1,0V ]) +
1
2
(2− λ−2 − λ2)[q ∧ q].
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In its turn, Codazzi equation gives
dD˜V N˜ 1,0V =
i
2
dD˜V ∗ N˜V = −dD˜V N˜ 0,1V ,
We conclude that
Rd˜
λ,q
V =
λ−1 − λ
2
i (dD˜V ∗ N˜V − 2[q ∧ ∗N˜V ])
+ (λ−2 − 1) dD˜V q1,0 + (λ2 − 1) dD˜V q0,1 + 1
2
(2− λ−2 − λ2) [q ∧ q].
By (6.1) and (6.2), it follows that Rd˜
λ,q
V = 0 if and only if both
(6.6)
λ−1 − λ
2
i (dD˜V ∗ N˜V − 2[q ∧ ∗N˜V ]) = 0
and
(6.7) (λ−2 − 1) dD˜V q1,0 + (λ2 − 1) dD˜V q0,1 + 1
2
(2− λ−2 − λ2) [q ∧ q] = 0
hold. Organizing equations (6.6) and (6.7) by powers of λ leads us to the final conclu-
sion of the equivalence between the flatness of d˜λ,qV for all λ ∈ C\{0} and the (q, d˜)-
constrained complex-harmonicity of V . 
Remark 6.7. From the proof of Theorem 6.6, we readily verify that the (q, d˜)-
constrained harmonicity of V is equivalently characterized by the flatness of d˜λ,qV for all
λ ∈ S1.
Theorem 6.6 will play a crucial role in what follows in the chapter.
6.1.1. Spectral deformation of constrained harmonic bundles. Having ob-
served that the (q, d˜)-constrained harmonicity of V ensures the flatness of the metric
connection d˜λ,qV on C
n+2, it is natural to ask about the d˜λ,qV -constrained harmonicity of
V .
Theorem 6.8. If V is (q, d˜)-constrained harmonic then V is (qλ, d˜
λ,q
V )-constrained
harmonic, for all λ ∈ C\{0}.
Proof. It is immediate from Theorem 6.6 and equation (6.3). 
Corollary 6.9. If V is d˜-harmonic then V is d˜λV -harmonic for any λ ∈ C\{0}.
For a general flat metric connection dˆ on Cn+2, the dˆ-harmonicity of V follows
from its d˜-harmonicity if V = φV for some isomorphism φ : (Cn+2, d˜) → (Cn+2, dˆ),
as established, in particular, in the following theorem, which constitutes a simple, yet
crucial, result.
Theorem 6.10. Let dˆ be a flat metric connection on Cn+2 and
φ : (Cn+2, d˜)→ (Cn+2, dˆ)
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be an isomorphism. The bundle V is (q, d˜)-constrained harmonic if and only if φV is
(Adφ q, dˆ)-constrained harmonic.
Proof. It is immediate from theorem 6.6 and equation (6.5). 
Theorem 6.10 combines with Theorem 6.8 to provide the definition, up to iso-
morphisms of bundles with a metric and a connection, of a C\{0}-deformation of
d˜-constrained harmonic bundles. In fact, if V is d˜-constrained harmonic with multi-
plier q, then so is the transformation φ˜qλ V of V , for φ˜
q
λ : (C
n+2, d˜λ,qV ) → (Cn+2, d˜) an
isomorphism and λ in C\{0}. Note that this spectral deformation of d˜-constrained
harmonic bundles provides, in particular, a C\{0}-deformation of d˜-harmonic bundles
into d˜-harmonic bundles.
6.2. Complexified surfaces
The transformations of a constrained Willmore surface Λ in the projectivized light-
cone we present in this chapter are, in particular, pairs ((Λ1,0)∗, (Λ0,1)∗) of transfor-
mations (Λ1,0)∗ and (Λ0,1)∗ of Λ1,0 and Λ0,1, respectively. The fact that Λ1,0 and Λ0,1
intersect in a rank 1 bundle will ensure that (Λ1,0)∗ and (Λ0,1)∗ have the same property.
The isotropy of Λ1,0 and Λ0,1 will ensure that of (Λ1,0)∗ and (Λ0,1)∗ and, therefore, of
their intersection. The reality of the bundle Λ1,0 ∩ Λ0,1 and the fact that it defines an
immersion ofM into P(L) are preserved by the spectral deformation, but it is not clear
that the same is necessarily true for Ba¨cklund transformation. This motivates us to
define complexified surface.
In the case d˜ is real, and given a d˜-surface Λ, set
Λ1,0
d˜
:= 〈σ, d˜δzσ〉, Λ0,1d˜ := 〈σ, d˜δz¯σ〉 = Λ
1,0
d˜
,
independently of the choices of a never-zero section σ of Λ and of a holomorphic chart
z of (M, Cd˜Λ), defining in this way two subbundles of the bundle
Λ
(1)
d˜
= 〈σ, d˜δzσ, d˜δz¯σ〉
in
Sd˜ = 〈σ, d˜δzσ, d˜δz¯σ, d˜δz¯ d˜δzσ〉 ⊂ Cn+2,
the complexification of the d˜-central sphere congruence of Λ. The d˜-surface condition
on Λ, rankC Λ
(1)
d˜
= 3, shows that Λ1,0
d˜
and Λ0,1
d˜
are complex rank 2 bundles. On the
other hand, the fact that d˜ is metric connection gives
(d˜δzσ, σ) = 0 = (d˜δz¯σ, σ),
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whereas the conformality of φ˜σ : (M, Cφ˜σ = Cd˜Λ) → Rn+1,1, fixing an isomorphism
φ˜ : (Rn+1,1, d˜)→ (Rn+1,1, d), gives
(d˜δzσ, d˜δzσ) = 0 = (d˜δz¯σ, d˜δz¯σ).
We conclude that Λ1,0
d˜
and Λ0,1
d˜
are isotropic. The fact that Sd˜ has complex rank 4
shows that Λ1,0
d˜
and Λ0,1
d˜
intersect as the complexification
Λ = Λ1,0
d˜
∩ Λ0,1
d˜
,
of Λ.
Notation: given i 6= j ∈ {0, 1}, d˜i,j := d˜|Γ(T i,jM).
Definition 6.11. We define a complexified d˜-surface to be a pair (∆1,0,∆0,1) of
isotropic rank 2 subbundles of Cn+2 intersecting in a rank 1 bundle
∆ := ∆1,0 ∩∆0,1
such that
(6.8) d˜1,0Γ(∆) ⊂ Ω1,0(∆1,0), d˜0,1Γ(∆) ⊂ Ω0,1(∆0,1).
In the particular case of d˜ = d, we shall, alternatively, omit the reference to d˜.
It is, perhaps, worth remarking that a complexified surface does not necessarily
define an immersion ∆ of M in P(L).
Obviously, if d˜ is real, then, given a d˜-surface Λ, the pair (Λ1,0
d˜
,Λ0,1
d˜
) consists of a
complexified d˜-surface with respect to Cd˜Λ. Observe that the isotropy of ∆1,0 establishes,
in particular,
(6.9) (d˜1,0σ, d˜1,0σ) = 0,
fixing σ ∈ Γ(∆) never-zero. In the particular case d˜ is real and ∆ is a d˜-surface, (we
may refer to Cd˜∆ and) equation (6.9) is equivalent to
C = Cd˜∆,
which, together with ∆1,0 ⊃ 〈σ〉 + d˜1,0σ(TM) and with ∆0,1 ⊃ 〈σ〉 + d˜0,1σ(TM),
shows that
∆1,0 = ∆1,0
d˜
, ∆0,1 = ∆0,1
d˜
and, in particular, that (∆1,0,∆0,1) is uniquely determined by ∆1,0∩∆0,1. We conclude
that, for d˜ real and under the correspondence given by
(∆1,0,∆0,1)↔ ∆1,0 ∩∆0,1,
d˜-surfaces are the complexified d˜-surfaces given by a pair intersecting as a real line
subbundle ∆ of Cn+2,
∆ = 〈σ〉C,
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for some σ ∈ Γ(Rn+1,1), such that
rank(〈σ〉 + d˜1,0σ(TM) + d˜0,1σ(TM)) = 3.
In particular, d-surfaces are the complexified d-surfaces given by a pair intersecting
as a real line subbundle of Cn+2 defining an immersion of M into the projectivized
light-cone. Henceforth, we drop the term “complexified”, referring, when necessary, to
real d˜-surfaces, in order to make a distinction.
In what follows in this section, let (∆1,0,∆0,1) be a d˜-surface.
Definition 6.12. A non-degenerate rank 4 subbundle V of Cn+2 is said to be an
enveloping sphere congruence of (∆1,0,∆0,1) if ∆1,0 +∆0,1 ⊂ V .
Note that, if V is an enveloping sphere congruence of (∆1,0,∆0,1), then
(6.10) N d˜V ∆ = 0.
Proposition 6.13. If V is an enveloping sphere congruence of (∆1,0,∆0,1), then
(Dd˜V )1,0Γ(∆1,0) ⊂ Ω1,0(∆1,0), (Dd˜V )0,1 Γ(∆0,1) ⊂ Ω0,1(∆0,1).
Before proceeding to the proof of the proposition, observe that, if V is an en-
veloping sphere congruence of (∆1,0,∆0,1), then rank∆1,0 = 12 rankV = rank∆
0,1,
which, together with the isotropy of ∆1,0 and ∆0,1, and having in consideration the
non-degeneracy of V , gives
(∆1,0)⊥ ∩ V = ∆1,0, (∆0,1)⊥ ∩ V = ∆0,1,
∆1,0 and ∆0,1 are maximal isotropic in V .
Now we proceed to the proof of Proposition 6.13.
Proof. Condition (6.8), together with (6.10), establishes (Dd˜V )1,0 Γ(∆) ⊂ Ω1,0(∆1,0)
and (Dd˜V )0,1 Γ(∆) ⊂ Ω0,1(∆0,1). Write ∆1,0 = 〈σ, τ〉 with σ ∈ Γ(∆) never-zero. To con-
clude that (Dd˜V )1,0Γ(∆1,0) ⊂ Ω1,0(∆1,0), we are left to verify that (Dd˜V )1,0τ takes values
in ∆1,0, or, equivalently, in (∆1,0)⊥. The fact that Dd˜V is metric and ∆1,0 is isotropic
establishes
((Dd˜V )1,0τ, τ) =
1
2
d1,0(τ, τ) = 0
and
0 = d1,0(τ, σ) = ((Dd˜V )1,0τ, σ) + (τ, (Dd˜V )1,0σ),
and, therefore, ((Dd˜V )1,0τ, σ) = 0. A similar argument applies to ∆0,1, completing the
proof. 
Consider, for a moment, a real surface Λ. Let σ be a never-zero section of Λ and z be
a holomorphic chart of (M, CΛ). The central sphere congruence S of Λ is characterized
by having rank 4 and satisfying the conditions Λ1,0+Λ0,1 ⊂ S and σzz¯ ∈ Γ(S). In view of
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(2.27), the condition σzz¯ ∈ Γ(S) can be reformulated as N 1,0Λ0,1 = 0, or, equivalently,
N 0,1Λ0,1 = 0. We conclude that the central sphere congruence of Λ is characterized,
equivalently, by enveloping Λ, together with satisfying (5.9). This motivates the next
definition.
Definition 6.14. An enveloping sphere congruence V of (∆1,0,∆0,1) is said to be
a d˜-central sphere congruence of (∆1,0,∆0,1) if
(N d˜V )1,0∆0,1 = 0 = (N d˜V )0,1∆1,0.
As usual, in the particular case of d˜ = d, we shall, alternatively, refer to V as a
central sphere congruence.
Observe that, if, given σ ∈ Γ(∆), (d˜1,0σ, d˜0,1σ) is locally never-zero, or, equivalently,
(6.11) (d˜1,0σ, d˜0,1σ) 6= 0,
at some point, then (∆1,0,∆0,1) admits a unique d˜-central sphere congruence, that is,
V = ∆1,0 +∆0,1 + d˜1,0d˜0,1σ(TM × TM). In fact, the centrality of V , equivalent to
d˜1,0Γ(∆0,1), d˜0,1Γ(∆1,0) ⊂ Ω1(V ),
ensures, in particular, that d˜1,0d˜0,1σ ∈ Ω2(V ). In its turn, equation (6.11) ensures
that d˜1,0σ does not take values in 〈σ〉, nor does d˜0,1σ in 〈σ, d˜1,0σ〉, and, therefore,
rank (∆1,0 + ∆0,1) ≥ 3, leaving us to verify that d˜1,0d˜0,1σ does not take values in
∆1,0 +∆0,1. Suppose it did. In that case, (d˜1,0d˜0,1σ, σ) = 0, which contradicts
(d˜1,0d˜0,1σ, σ) = d1,0(d˜0,1σ, σ)− (d˜0,1σ, d˜1,0σ) = −(d˜0,1σ, d˜1,0σ) 6= 0.
Observe, on the other hand, that condition (6.11) is equivalent to
(d˜δxσ, d˜δxσ) + (d˜δyσ, d˜δyσ) 6= 0,
fixing z = x+ iy a holomorphic chart of (M, C), and is, therefore, trivially satisfied in
the particular case d˜ is real and ∆ is a real d˜-surface, as, in that case, gz ∈ C = [gd˜σ ]. It
follows, and it is worth emphasizing, that:
Remark 6.15. In the particular case d˜ is real and (∆1,0,∆0,1) defines a real d˜-
surface ∆1,0 ∩∆0,1 =: ∆, not only C, ∆1,0 and ∆0,1 are determined by ∆, as observed
previously, but so is V , the d˜-central sphere congruence of (∆1,0,∆0,1): it is the com-
plexification of the d˜-central sphere congruence of ∆, V = Sd˜∆. In fact, the identities
∆1,0 = 〈σ, d˜δzσ〉, ∆0,1 = 〈σ, d˜δz¯σ〉
and
V = 〈σ, d˜δzσ, d˜δz¯σ, d˜δz¯ d˜δzσ〉,
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for σ ∈ Γ(∆) never-zero and z a holomorphic chart of (M, C), still hold, at least, locally,
in the case of a general d˜-surface (∆1,0,∆0,1), provided that, clearly independently of
the choice of σ, we have, at some point, σ ∧ d˜1,0σ 6= 0 and (d˜1,0σ, d˜0,1σ) 6= 0.
6.3. Complexified constrained Willmore surfaces
In generalization of the characterization of Willmore surfaces in space-forms in
terms of the harmonicity of the central sphere congruence, a surface Λ in the projec-
tivized light-cone is a q-constrained Willmore surface, for some real form q ∈ Ω1(Λ ∧
Λ(1)), if and only if S is q-constrained harmonic with respect to the conformal structure
CΛ. Generalizing the class of constrained Willmore surfaces in space-forms, we define
complexified constrained Willmore surface by the property of admitting a constrained
harmonic central sphere congruence with a multiplier satisfying certain specificities, as
presented in this section.
6.3.1. Complexified constrained Willmore surfaces and constrained har-
monicity. Note that, given a real surface Λ, and in view of the fact that rankΛ = 1,
we have, according to (2.17),
(6.12) [Λ ∧ Λ(1),Λ ∧ Λ(1)] ⊂ Λ ∧ Λ = {0}.
In particular, if q is a multiplier to Λ, then [q ∧ q] = 0. Furthermore, according to
Lemma 5.10, dDq = 0 if and only if dDq1,0 = 0 = dDq0,1, considering (1, 0)- and
(0, 1)-decomposition with respect to CΛ. In generalization of Theorem 4.10, it follows
that:
Theorem 6.16. A real surface Λ is q-constrained Willmore, for some real form
q ∈ Ω1(Λ∧Λ(1)), if and only if its central sphere congruence is q-constrained harmonic
with respect to the conformal structure CΛ.
By Theorem 6.6, together with Remark 6.7, it follows, in generalization of Theorem
4.20, that:
Theorem 6.17. A real surface Λ is q-constrained Willmore, for some real form
q ∈ Ω1(Λ∧Λ(1)), if and only if, considering (1, 0)- and (0, 1)-decomposition with respect
to CΛ, dλq is a flat connection, for each λ ∈ C\{0} or, equivalently, for each λ ∈ S1.
As referred previously, Theorem 6.17 was originally established by F. Burstall and
D. Calderbank [11].
Remark 6.18. Theorem 5.6 and Lemma 5.10 combine to establish, in particu-
lar, that if q is a multiplier to a real surface Λ, then, considering (1, 0)- and (0, 1)-
decomposition with respect to CΛ, q1,0 ∈ Ω1,0(Λ∧Λ0,1), or, equivalently, q0,1 ∈ Ω0,1(Λ∧
Λ1,0).
78 A. C. QUINTINO
In view of Theorem 6.16, we generalize the class of constrained Willmore surfaces
in space-forms with the following definition:
Definition 6.19. A d˜-surface (∆1,0,∆0,1) is said to be a constrained Willmore
d˜-surface if there exist
(6.13) q1,0 ∈ Ω1,0(∧2∆0,1), q0,1 ∈ Ω0,1(∧2∆1,0)
for which, setting q := q1,0 + q0,1, (∆1,0,∆0,1) admits a (q, d˜)-constrained harmonic
d˜-central sphere congruence.
In the conditions of the definition above, we may refer to (∆1,0,∆0,1) as a (q, d˜)-
constrained Willmore surface. In the particular case d˜ is real, (∆1,0,∆0,1) is a real
d˜-surface and q is real, we may refer to (∆1,0,∆0,1) as a real constrained Willmore
d˜-surface or a real (q, d˜)-constrained Willmore surface. For simplicity, we may, alter-
natively, refer to a (q, d˜)-constrained harmonic d˜-central sphere congruence as a (q, d˜)-
central sphere congruence. The form q is said to be a multiplier to the constrained
Willmore d˜-surface (∆1,0,∆0,1). In the particular case d˜ = d, we shall omit the refer-
ence to d˜ and refer to (∆1,0,∆0,1) as a constrained Willmore surface or a q-constrained
Willmore surface, or, in the case d˜, (∆1,0,∆0,1) and q are real, as a real q-constrained
Willmore surface. In the light of this terminology, the surfaces studied in Chapter
5 shall be renamed real constrained Willmore surfaces. In the particular case q = 0
we may refer to (∆1,0,∆0,1) as a Willmore d˜-surface, in line with Definition 4.18; or,
alternatively, in the case d˜ is real and (∆1,0,∆0,1) is a real d˜-surface, as a real Willmore
d˜-surface. When referring to a surface in the projectivized light-cone, or, equivalently,
in some space-form, it shall be understood a real surface, with no need to express it.
6.3.2. Complexified constrained Willmore surfaces under change of flat
metric connection. Let (∆1,0,∆0,1) be a pair of isotropic rank 2 subbundles of Cn+2,
intersecting in a rank 1 bundle, and
φ˜ : (Cn+2, d˜)→ (Cn+2, d)
be an isomorphism. Obviously, (φ˜∆1,0, φ˜∆0,1) is another pair of isotropic rank 2 sub-
bundles of Cn+2. It is clear that (∆1,0,∆0,1) is a d˜-surface if and only if (φ˜∆1,0, φ˜∆0,1)
is a d-surface, and that, according to (6.4), given a d˜-central sphere congruence V of
(∆1,0,∆0,1), φ˜ V is a central sphere congruence of (φ˜∆1,0, φ˜∆0,1). Furthermore:
Proposition 6.20. Suppose (∆1,0,∆0,1) is a d˜-surface. In that case, (∆1,0,∆0,1) is
a (q, d˜)-constrained Willmore surface admitting V as a (q, d˜)-central sphere congruence
if and only if (φ˜∆1,0, φ˜∆0,1) is a Adφ˜ q-constrained Willmore surface admitting φ˜ V as
a Adφ˜ q-central sphere congruence.
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Proof. According to equation (2.18), Adφ˜ q
i,j ∈ Ωi,j(∧2φ˜∆j,i), for i 6= j ∈ {0, 1}.
The result comes as an immediate consequence of Theorem 6.10. 
If d˜ is real, one can take φ˜ to be real, in which case (∆1,0,∆0,1) is a real d˜-surface
if and only if (φ˜∆1,0, φ˜∆0,1) is a real d-surface:
φ˜∆1,0 ∩ φ˜∆0,1 = φ˜∆1,0 ∩∆0,1
and, given σ ∈ Γ(∆1,0 ∩∆0,1) never-zero,
〈φ˜σ〉+ d1,0(φ˜σ)(TM) + d0,1(φ˜σ)(TM) = φ˜(〈σ〉+ d˜1,0σ(TM) + d˜0,1σ(TM)).
Furthermore, (∆1,0,∆0,1) is a real (q, d˜)-constrained Willmore surface if and only if
(φ˜∆1,0, φ˜∆0,1) is a real Adφ˜ q-constrained Willmore surface.
6.4. Spectral deformation of complexified constrained Willmore surfaces
Complexified constrained Willmore surfaces are characterized by the flatness of
the metric connection dλ,qV , for all λ ∈ C\{0}, for some central sphere congruence V
and some q ∈ Ω1(∧2V ⊕ ∧2V ⊥) satisfying certain specificities. Given a complexified
constrained Willmore surface, such family of flat metric connections provides a spec-
tral deformation of the surface into new complexified constrained Willmore surfaces,
which, in the case of a complexified Willmore surface and of the zero multiplier, re-
mains within the class of complexified Willmore surfaces, and, for λ ∈ S1, preserves
reality conditions. The deformation defined by the loop of flat metric connections dλq
coincides, up to reparametrization, with the spectral deformation of a q-constrained
Willmore surface in spherical space presented in [14].
Suppose (∆1,0,∆0,1) is a constrained Willmore surface admitting q as a multiplier
and V as a (q, d)-central sphere congruence, in which case, according to Theorem 6.6,
the C\{0}-family
dλ,qV = DV + λ−1N 1,0V + λN 0,1V + (λ−2 − 1)q1,0 + (λ2 − 1)q0,1,
on λ ∈ C\{0}, consists of a family of flat metric connections on Cn+2. Consider an
isomorphism
φλq : (C
n+2, dλ,qV )→ (Cn+2, d).
Since qi,j takes values in ∧2∆j,i and ∆j,i is isotropic, for i 6= j ∈ {0, 1}, we have
q1,0∆ = 0 = q0,1∆, which, together with (6.10), shows that, given σ ∈ Γ(∆) never-zero,
dλ,qV σ = DV σ. Equation (6.10) establishes, on the other hand, DV σ = dσ. Hence
di,j(φλqσ) = φ
λ
q ((d
λ,q
V )
i,jσ) = φλq (d
i,jσ),
for i 6= j ∈ {0, 1}, leading us to conclude that (φλq ∆1,0, φλq ∆0,1) is still a d-surface.
Furthermore:
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Theorem 6.21. If (∆1,0,∆0,1) is a q-constrained Willmore surface admitting V
as a (q, d)-central sphere congruence, then (φλq ∆
1,0, φλq ∆
0,1) is a Adφλq (qλ)-constrained
Willmore surface admitting φλq V as a (Adφλq (qλ), d)-central sphere congruence, for each
λ ∈ C\{0}.
The proof will consist of showing that, if (∆1,0,∆0,1) is a q-constrained Willmore
surface admitting V as a (q, d)-central sphere congruence, then (∆1,0,∆0,1) is also a
(qλ, d
λ,q
V )-constrained Willmore surface admitting V as a (qλ, d
λ,q
V )-central sphere con-
gruence, for each λ ∈ C\{0}.
Proof. Fix λ ∈ C\{0}. The crucial fact that
(6.14) dλ,qV σ = dσ,
for σ ∈ Γ(∆) never-zero, shows that, if (∆1,0,∆0,1) is a surface, then (∆1,0,∆0,1) is
also a dλ,qV -surface. On the other hand, as q
1,0, q0,1 ∈ Ω1(∧2V ) and V and V ⊥ are
D-parallel, we have
N d
λ,q
V
V = λ
−1N 1,0V + λN 0,1V ,
making clear that, if V is a central sphere congruence of (∆1,0,∆0,1), then V is, as well, a
dλ,qV -central sphere congruence of (∆
1,0,∆0,1). Furthermore: according to Theorem 6.8,
the (q, d)-constrained harmonicity of V ensures its (qλ, d
λ,q
V )-constrained harmonicity.
Since q1,0λ and q
0,1
λ are scales of, respectively, q
1,0 and q0,1, we conclude that q1,0λ ∈
Ω1,0(∧2∆0,1) and q0,1λ ∈ Ω0,1(∧2∆1,0). The result follows now from Proposition 6.20.

The q-constrained harmonicity of V , characterized by the flatness of dλ,qV , for all
λ ∈ C\{0}, establishes, equivalently, the flatness of
d
µ,Ad
φλq
qλ
φλq V
= φλq ◦ (dλ,qV )µ,qλV ◦ (φλq )−1 = φλq ◦ dλµ,qV ◦ (φλq )−1,
for all λ, µ ∈ C\{0}, or, equivalently, the Adφλq qλ-harmonicity of φλqV , for all λ. On
the other hand, for each λ ∈ C\{0}, the deformation φλqV of V is a central sphere
congruence to the deformation (φλq ∆
1,0, φλq ∆
0,1) of (∆1,0,∆0,1). For each λ ∈ C\{0},
the flat metric connection dλ,qV provides, in this way, a deformation of the constrained
Willmore surface (∆1,0,∆0,1) into another constrained Willmore surface. Note that
in the case (∆1,0,∆0,1) is a Willmore surface and q = 0, (φλq ∆
1,0, φλq ∆
0,1) is still a
Willmore surface. Such a C\{0}-spectral deformation of constrained Willmore surfaces
provides, in particular, a S1-spectral deformation of real constrained Willmore surfaces,
as we observe next.
6.4.1. Real spectral deformation. Suppose that (∆1,0,∆0,1) defines a real q-
constrained Willmore surface Λ := ∆1,0 ∩∆0,1. In that case, cf. Remark 6.5, for each
λ ∈ S1, dλ,qV defines a connection on Rn+1,1, so that we can take φλq to be real. Fix
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λ ∈ S1. Consider φλq to be real, i.e., φλq the complex linear extension to Cn+2 of an
isomorphism
φλq : (R
n+1,1, dλ,qV )→ (Rn+1,1, d).
Then, obviously, φλqΛ = φ
λ
qΛ. On the other hand, given σ ∈ Γ(Λ) never-zero, the
crucial equation (6.14) gives
〈φλqσ〉+ d1,0(φλqσ)(TM) + d0,1(φλqσ)(TM) = 〈σ〉+ d1,0σ(TM) + d1,0σ(TM).
We conclude that (φλq ∆
1,0, φλq ∆
0,1) still defines a real surface,
φλqΛ =: Λ
λ
q ,
which we denote by the spectral deformation of parameter λ of Λ, corresponding to the
multiplier q.
For λ ∈ S1, the deformation of (∆1,0,∆0,1) provided by dλ,qV preserves reality condi-
tions. It preserves, as well, the conformal structure induced in M : yet again according
to equation (6.14), given σ ∈ Γ(Λ) never-zero, gd
λ,q
V
σ = gσ and, therefore,
CΛλq = CΛ.
According to Theorem 6.21, it preserves the central sphere congruence, as well,
(6.15) SφλqΛ = φ
λ
qSΛ.
Following Theorem 6.21, we have:
Theorem 6.22. Suppose that Λ is a real q-constrained Willmore surface, for some
q ∈ Ω1(Λ ∧ Λ(1)). Then, for each λ ∈ S1, the transformation φλqΛ of Λ defined by the
flat metric connection dλq is a real Adφλq (qλ)-constrained Willmore surface.
The loop of flat metric connections dλq defines in this way a S
1-deformation of
the real q-constrained Willmore surface Λ into a family of real constrained Willmore
surfaces. In the particular case Λ is Willmore and q = 0, the deformation remains within
the class of Willmore surfaces; in fact, it coincides with the deformation presented in
Section 4.7.
An alternative perspective on this spectral deformation of the real q-constrained
Willmore surface Λ is that of the action
Λ ⊂ (Rn+1,1, d) 7→ Λ ⊂ (Rn+1,1, dλq ),
of the loop of flat metric connections dλq on {Λ}, consisting of the change of the trivial
flat connection on Rn+1,1 into the flat metric connection dλq , for each λ. Equation (6.14)
establishes Λ
(1)
dλq
= Λ(1) and, therefore, Λ as dλq -surface. Equation (6.3) establishes,
furthermore, Λ as a (qλ, d
λ
q )-constrained Willmore surface.
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We complete this section by verifying that the deformation defined by the loop
of flat metric connections dλq coincides, up to reparametrization, with the spectral
deformation of a q-constrained Willmore surface in spherical space defined in [14].1Fix
a holomorphic chart z of (M, CΛλq ) = (M, CΛ). We have
gφλq σz = gσz = gz ,
showing that φλqσ
z is the normalized section of φλqΛ with respect to z. Since
(φλqσ
z)zz = (φ
λ
qσ
z
z)z
= φλq ((d
λ
q )δzσ
z
z)
= φλq (Dδzσzz + λ−1Nδzσzz + (λ−2 − 1)qδzσzz)
= φλq (piSσ
z
zz + λ
−1piS⊥σ
z
zz −
1
2
(λ−2 − 1) qzσz)
and, ultimately,
(φλqσ
z)zz = −1
2
(cz + (λ−2 − 1) qz)φλqσz + λ−1φλq kz,
we conclude that (kλq )
z and (cλq )
z, the Hopf differential and the Schwarzian derivative,
respectively, of φλqΛ with respect to z, relate to those of Λ by
(kλq )
z = λ−1φλq k
z, (cλq )
z = cz + (λ−2 − 1) qz .
By Lemma 5.5, having in consideration (6.15), the conclusion follows.
6.5. Dressing action
We use a version of the dressing action theory of C.-L. Terng and K. Uhlenbeck
[54] to build transformations of constrained Willmore surfaces. We start by defining
a local action of a group of rational maps on the set of flat metric connections of the
type dˆλ,qS , with dˆ flat metric connection on C
n+2 and q ∈ Ω1(∧2S ⊕ ∧2S⊥). Namely,
given r = r(λ) ∈ Γ(O(Cn+2)) holomorphic at λ = 0 and λ = ∞ and twisted in the
sense that ρr(λ)ρ = r(−λ), for ρ reflection across S, we define a 1-form qˆ with values
in ∧2S (note that the fact that r(λ) is twisted establishes that both r(0) and r(∞)
preserve S) by qˆ1,0 := Adr(0)q
1,0, qˆ 0,1 := Adr(∞)q0,1, and a new family of metric con-
nections from dλ,qS by dˆ
λ,qˆ
S := r(λ) ◦ dλ,qS ◦ r(λ)−1. Obviously, for each λ, the flatness
of dˆλ,qˆS is equivalent to that of d
λ,q
S . Crucially, if dˆ
λ,qˆ
S admits a holomorphic extension
to λ ∈ C\{0} through metric connections on Cn+2, then the notation dˆλ,qˆS proves to
be not merely formal, for dˆ := dˆ1,qˆS . In that case, it follows that, if Λ is q-constrained
Willmore, then S is (qˆ, dˆ)-constrained harmonic and, therefore, in the case 1 ∈ dom(r),
S∗ := r(1)−1S is q∗-constrained harmonic, for q∗ := Adr(1)−1 qˆ. The transformation of
1The omission, in [14], of reference to the transformation rule of the normal connection shall be
understood as preservation.
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S into S∗, preserving constrained harmonicity, leads, furthermore, to a transformation
of Λ into a new constrained Willmore surface, provided that det r(0)|S = det r(∞)|S .
Set (Λ∗)1,0 := r(1)−1r(∞)Λ1,0, (Λ∗)0,1 := r(1)−1r(0)Λ0,1 and Λ∗ := (Λ∗)1,0 ∩ (Λ∗)0,1.
The condition above on the determinants of r(0)|S and r(∞)|S establishes Λ∗ as a line
bundle (the argument is based on the two families of lines on the Klein quadric). The
isotropy of Λ1,0 and Λ0,1 ensures that of Λ∗. It is not clear, though, that Λ∗ is a real
bundle. If Λ∗ is a real surface, one proves that S∗ is the central sphere congruence of Λ∗
and that the bundles (Λ∗)1,0 and (Λ∗)0,1 defined above are not merely formal. The fact
that q1,0 ∈ Ω1,0(∧2Λ0,1) establishes (q∗)1,0 ∈ Ω1,0(∧2(Λ∗)0,1) ⊂ Ω1,0(Λ∗ ∧ (Λ∗)(1)). We
conclude that, if, furthermore, q∗ is real, then Λ∗ is a q∗-constrained Willmore surface.
In fact, we use a version of the dressing action theory of C.-L. Terng and K. Uhlenbeck
[54] to build, more generally, transformations of constrained harmonic bundles and
complexified constrained Willmore surfaces.
Let ρ ∈ Γ(O(Cn+2)) be reflection across V ,
ρ = piV − piV ⊥ .
Obviously, given w ∈ Γ(Cn+2), w is a section of V (respectively, a section of V ⊥) if
and only if ρw = w (respectively, ρw = −w). Note that ρ−1 = ρ. Let q be a 1-form
with values in ∧2V ⊕∧2V ⊥. The DV -parallelness of V and V ⊥, together with the fact
that NV intertwines V and V ⊥, whereas q preserves them, makes clear that
(6.16) d−λ,qV = ρ ◦ dλ,qV ◦ ρ−1,
for λ ∈ C\{0}. Suppose we have r(λ) ∈ Γ(O(Cn+2)) such that λ 7→ r(λ) is rational in
λ, r is holomorphic and invertible at λ = 0 and λ =∞ and twisted in the sense that
(6.17) ρ r(λ) ρ−1 = r(−λ),
for λ ∈ dom(r). In particular, it follows that both r(0) and r(∞) commute with ρ,
and, therefore, that
(6.18) r(0)|V , r(∞)|V ∈ Γ(O(V )), r(0)|V⊥ , r(∞)|V⊥ ∈ Γ(O(V
⊥)).
Define qˆ ∈ Ω1(∧2V ⊕ ∧2V ⊥) by setting
qˆ1,0 := Adr(0)q
1,0, qˆ 0,1 := Adr(∞)q
0,1.
Define a new family of metric connections on Cn+2 by setting
dˆλ,qˆV := r(λ) ◦ dλ,qV ◦ r(λ)−1.
Suppose that there exists a holomorphic extension of λ 7→ dˆλ,qˆV to λ ∈ C\{0} through
metric connections on Cn+2. In that case, as we, crucially, verify next, the notation
dˆλ,qˆV is not merely formal:
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Proposition 6.23.
dˆλ,qˆV = DdˆV + λ−1(N dˆV )1,0 + λ(N dˆV )0,1 + (λ−2 − 1)qˆ1,0 + (λ2 − 1)qˆ0,1,
for the flat metric connection
dˆ := dˆ1,qˆV = limλ→1r(λ) ◦ dλ,qV ◦ r(λ)−1
and λ ∈ C\{0}.
Proof. First note that, as r is holomorphic and invertible at λ = 0 and
(dλ,qV )
0,1 = D0,1V + λN 0,1V + (λ2 − 1)q0,1
is holomorphic on C, the connection
(dˆλ,qˆV )
0,1 = r(λ) ◦ (dλ,qV )0,1 ◦ r(λ)−1
which admits a holomorphic extension to λ ∈ C\{0}, admits, furthermore, a holomor-
phic extension to λ ∈ C. Thus, locally,
(dˆλ,qˆV )
0,1 = A0,10 +
∑
i≥1
λiA0,1i ,
with A0 connection and Ai ∈ Ω1(o(Cn+2)), for all i. Considering then limits of
λ−2A0,10 +
∑
i≥1
λi−2A0,1i = r(λ) ◦ (λ−2D0,1V + λ−1N 0,1V + (1− λ−2)q0,1) ◦ r(λ)−1,
when λ goes to infinity, we get
A0,12 + limλ→∞
∑
i≥3
λi−2A0,1i = Adr(∞) q
0,1,
which shows that A0,1i = 0, for all i ≥ 3, and that A0,12 = qˆ0,1. Considering now limits
of
A0,10 + λA
0,1
1 + λ
2qˆ0,1 = r(λ) ◦ (D0,1V + λN 0,1V + (λ2 − 1)q0,1) ◦ r(λ)−1,
when λ goes to 0, we conclude that A0,10 = r(0) · (D0,1V − q0,1) and, therefore, that
(dˆλ,qˆV )
0,1 = r(0) · (D0,1V − q0,1) + λA0,11 + λ2qˆ0,1. As for
(dˆλ,qˆV )
1,0 = r(λ) ◦ (D1,0V + λ−1N 1,0 + (λ−2 − 1)q1,0) ◦ r(λ)−1,
which has a pole at λ = 0, we have, for λ away from 0,
(6.19)
∑
i≥1
λ−iA1,0−i +A
1,0
0 +
∑
i≥1
λiA1,0i = r(λ)◦(D1,0V +λ−1N 1,0+(λ−2−1)q1,0)◦r(λ)−1,
with A1,0−i ∈ Ω1(o(Cn+2)), for all i ≥ 1. Considering limits of (6.19) when λ goes
to infinity, shows that A1,0i = 0, for all i ≥ 1, and that A1,00 = r(∞) · (D1,0V − q1,0).
Multiplying then both members of equation (6.19) by λ2 and considering limits when λ
goes to 0, we conclude that A1,0−2 = qˆ
1,0 and that A1,0−i = 0, for all i ≥ 3, and, ultimately,
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that (dˆλ,qˆV )
1,0 = r(∞) · (D1,0V − q1,0) + λ−1A1,0−1 + λ−2qˆ1,0. Thus
dˆλ,qˆV = r(0) · (D0,1V − q0,1 + q1,0) + r(∞) · (D1,0V − q1,0 + q0,1)
+ λ−1A1,0−1 + λA
0,1
1 + (λ
−2 − 1)qˆ1,0 + (λ2 − 1)qˆ0,1,
for λ ∈ C\{0}, and, in particular,
dˆ = r(0) · (D0,1V − q0,1 + q1,0) + r(∞) · (D1,0V − q1,0 + q0,1) +A1,0−1 +A0,11 .
The fact that r(0) and r(∞) (and so r(0)−1 and r(∞)−1), as well as q, preserve V and
V ⊥, together with the DV -parallelness of V and of V ⊥, shows that dˆ − (A1,0−1 + A0,11 )
preserves Γ(V ) and Γ(V ⊥). On the other hand, equations (6.16) and (6.17) combine
to give
dˆ−λ,qˆV = ρ ◦ dˆλ,qˆV ◦ ρ−1,
for all λ ∈ C\{0} away from the poles of r and then, by continuity, on all of C\{0}.
The particular case of λ = 1 gives
ρ(A1,0−1 +A
0,1
1 )|V = −(A1,0−1 +A0,11 )|V , ρ(A1,0−1 +A0,11 )|V⊥ = −(A
1,0
−1 +A
0,1
1 )|V⊥ ,
showing that that A1,0−1 +A
0,1
1 ∈ Ω1(V ∧ V ⊥). We conclude that
(6.20) r(0) · (D0,1V − q0,1 + q1,0) + r(∞) · (D1,0V − q1,0 + q0,1) = DdˆV
and
A1,0−1 = (N dˆV )1,0, A0,11 = (N dˆV )0,1,
completing the proof. 
Before proceeding any further, we remark on the (1, 0)- and (0, 1)-components of
DdˆV and N dˆV . According to (6.20),
(6.21) (DdˆV )1,0 = r(∞) · (D1,0V − q1,0) + qˆ1,0, (DdˆV )0,1 = r(0) · (D0,1V − q0,1) + qˆ0,1.
As for N dˆV , according to Proposition 6.23,
(N dˆV )1,0 = limλ→0 λ((dˆλ,qˆV )1,0 − (DdˆV )1,0 − (λ−2 − 1)qˆ1,0)
= limλ→0 λ((dˆ
λ,qˆ
V )
1,0 − λ−2qˆ1,0)
= limλ→0 (r(λ) ◦ (λ (dλ,qV )1,0) ◦ r(λ)−1 − λ−1Adr(0)q1,0)
= Adr(0)N 1,0V + limλ→0
1
λ
(Adr(λ) −Adr(0))q1,0.
so that
(6.22) (N dˆV )1,0 = Adr(0)N 1,0V +
d
dλ |λ=0
Adr(λ)q
1,0;
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and, similarly,
(N dˆV )0,1 = limλ→∞ λ−1((dˆλ,qˆV )0,1 − (DdˆV )0,1 − (λ2 − 1)qˆ0,1)
= Adr(∞)N 0,1V + limλ→∞ (r(λ) ◦ λq0,1 ◦ r(λ)−1 − λAdr(∞)q0,1)
and, therefore,
(6.23) (N dˆV )0,1 = Adr(∞)N 0,1V +
d
dλ |λ=0
Adr(λ−1)q
0,1.
Now suppose V is a q-constrained harmonic bundle, in which case, according to
Theorem 6.6, the family dλ,qV , on λ ∈ C\{0}, consists of a family of flat metric connec-
tions on Cn+2. For non-zero λ ∈ dom(r) and by definition of dˆλ,qˆV , the isometry r(λ) is
made into an isomorphism
r(λ) : (Cn+2, dλ,qV )→ (Cn+2, dˆλ,qˆV ),
ensuring, in particular, that dˆλ,qˆV is a flat connection, as so is d
λ,q
V : the curvature tensors
of dˆλ,qˆV and d
λ,q
V are related by
Rdˆ
λ,qˆ
V = r(λ)Rd
λ,q
V r(λ)−1.
Furthermore, the vanishing of the curvature tensor of dˆλ,qˆV for λ ∈ dom(r)\{0} extends
by continuity to λ ∈ C\{0}. We are in this way provided with a new C\{0}-family of
flat metric connections on Cn+2, that of dˆλ,qˆV .
Suppose 1 ∈ dom(r). In the light of Proposition 6.23, and according to Theorem
6.6, the flatness of the metric connection dˆλ,qˆV , for λ ∈ C\{0}, is equivalent to the (qˆ, dˆ)-
constrained harmonicity of V , which, in its turn and according to Proposition 6.10, is
equivalent to the (Adr(1)−1 qˆ)-constrained harmonicity of r(1)
−1V .
Theorem 6.24. r(1)−1V is a (Adr(1)−1 qˆ)-constrained harmonic bundle.
Note that this transformation preserves the harmonicity condition.
This transformation of a constrained harmonic bundle into a new one leads, further-
more, to a transformation of constrained Willmore surfaces into new ones. Suppose,
furthermore, that V is a (q, d)-central sphere congruence of some q-constrained Will-
more surface (∆1,0,∆0,1). Set
∆ˆ1,0 := r(∞)∆1,0, ∆ˆ0,1 := r(0)∆0,1,
and suppose that
(6.24) det r(0)|V = det r(∞)|V .
Then:
Theorem 6.25. (r(1)−1∆ˆ1,0, r(1)−1∆ˆ0,1) is a (Adr(1)−1 qˆ)-constrained Willmore sur-
face admitting r(1)−1V as a (Adr(1)−1 qˆ, d)-central sphere congruence.
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Proof. The proof will consist of showing that (∆ˆ1,0, ∆ˆ0,1) is a (qˆ, dˆ)-constrained
Willmore surface admitting V as a (qˆ, dˆ)-central sphere congruence. The result will
then follow from Proposition 6.20.
First of all, note that, as q is a multiplier to (∆1,0,∆0,1), we have, according to
equation (2.18),
qˆ1,0 ∈ Ω1,0(∧2∆ˆ0,1), qˆ0,1 ∈ Ω0,1(∧2∆ˆ1,0).
Having observed above that V is (qˆ, dˆ)-constrained harmonic, it remains to show that
(∆ˆ1,0, ∆ˆ0,1) is a dˆ-surface admitting V as a dˆ-central sphere congruence, as follows.
The fact ∆1,0 and ∆0,1 are rank 2 isotropic subbundles of V ensures that so are
∆ˆ1,0 and ∆ˆ0,1, as r(0) and r(∞) are orthogonal transformations and preserve Γ(V ).
The fact that ∆1,0 and ∆0,1 intersect in a rank 1 bundle ensures that so do ∆ˆ1,0 and
∆ˆ0,1. The point is a general fact2 about the Grassmannian GW of isotropic 2-planes in
a complex 4-dimensional space W : it has two components, each an orbit of the spe-
cial orthogonal group SO(W ), intertwined by the action of elements of O(W )\SO(W ),
and for which any element intersects any element of the other component in a line
while distinct elements of the same component have trivial intersection. Given that
rank (∆1,0 ∩ ∆0,1) = 1, ∆1,0p and ∆0,1p lie in different components of GVp and the hy-
pothesis (6.24) ensures that the same is true of ∆ˆ1,0p and ∆ˆ
0,1
p , for all p in M .
Set
∆ˆ := ∆ˆ1,0 ∩ ∆ˆ0,1.
We are left to verify that
(6.25) dˆ1,0Γ(∆ˆ) ⊂ Ω1(∆ˆ1,0), dˆ0,1Γ(∆ˆ) ⊂ Ω1(∆ˆ0,1)
and that
(6.26) (N dˆV )1,0∆ˆ0,1 = 0 = (N dˆV )0,1∆ˆ1,0.
Equation (6.26) forces N dˆV ∆ˆ = 0, in which situation, condition (6.25) reads, equiva-
lently,
(DdˆV )1,0Γ(∆ˆ) ⊂ Ω1(∆ˆ1,0), (DdˆV )0,1Γ(∆ˆ) ⊂ Ω1(∆ˆ0,1),
which, in its turn, follows from
(6.27) (DdˆV )1,0Γ(∆ˆ1,0) ⊂ Ω1(∆ˆ1,0), (DdˆV )0,1Γ(∆ˆ0,1) ⊂ Ω1(∆ˆ0,1).
It is (6.26) and (6.27) that we shall establish.
By the isotropy of ∆i,j, we have qi,j∆i,j ⊂ ∆ ⊂ ∆i,j, for i 6= j ∈ {0, 1}, which,
together with Proposition 6.13, makes clear that
r(∞) · (D1,0V − q1,0) Γ(∆ˆ1,0) ⊂ Ω1(∆ˆ1,0), r(0) · (D0,1V − q0,1) Γ(∆ˆ0,1) ⊂ Ω1(∆ˆ0,1).
2That of the two families of lines on the Klein quadric.
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On the other hand, as ∆ˆ has rank 1, ∆ˆ∧∆ˆi,j = ∧2∆ˆi,j, so that qˆi,j ∈ Ωi,j(∆ˆ∧∆ˆj,i), and,
therefore, by the isotropy of ∆ˆi,j, qˆi,j∆ˆi,j ⊂ ∆ˆ ⊂ ∆ˆi,j, for i 6= j ∈ {0, 1}, completing
the verification of (6.27), in view of (6.21).
Finally, we establish (6.26). According to (6.22),
(N dˆV )1,0 = Adr(0)(N 1,0 + [r(0)−1
d
dλ |λ=0
r(λ), q1,0]).
The centrality of V with respect to (∆1,0,∆0,1) establishes, in particular, N 1,0V ∆0,1 = 0,
whilst the isotropy of ∆0,1 ensures, in particular, that q1,0∆0,1 = 0. Hence
Adr(0)(N 1,0 + r(0)−1
d
dλ |λ=0
r(λ) q1,0)∆ˆ0,1 = 0.
On the other hand, differentiation of r(λ)−1 = ρ r(−λ)−1ρ, derived from equation
(6.17), gives
−r(λ)−1 d
dk |k=λ
r(k) r(λ)−1 = ρ r(−λ)−1 d
dk |k=−λ
r(k) r(−λ)−1ρ,
or, equivalently,
ρ r(λ)−1
d
dk |k=λ
r(k)ρ = −r(−λ)−1 d
dk |k=−λ
r(k) r(−λ)−1ρ r(λ)ρ,
and, therefore, yet again by equation (6.17),
ρ r(λ)−1
d
dk |k=λ
r(k)ρ = −r(−λ)−1 d
dk |k=−λ
r(k).
Evaluation at λ = 0 shows then that
ρ r(0)−1
d
dλ |λ=0
r(λ)ρ = −r(0)−1 d
dλ |λ=0
r(λ).
Equivalently,
(6.28) r(0)−1
d
dλ |λ=0
r(λ) ∈ Γ(V ∧ V ⊥).
As q1,0V ⊥ = 0, we conclude that
Adr(0)(q
1,0r(0)−1
d
dλ |λ=0
r(λ))∆ˆ0,1 = 0
and, ultimately, that (N dˆV )1,0∆ˆ0,1 = 0. A similar argument near λ = ∞ establishes
(N dˆV )0,1∆ˆ1,0 = 0, completing the proof. 
6.6. Ba¨cklund transformation of constrained harmonic bundles and
complexified constrained Willmore surfaces
The classical Ba¨cklund transformation was introduced by A. Ba¨cklund in the nine-
teenth century, providing a mean to generate constant negative Gaussian curvature
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surfaces from a given one. Many variants of this transformation have followed - for de-
tails, see [54]. In this section, we construct rational maps r(λ) satisfying the hypothesis
of the dressing action presented above, defining then a transformation of constrained
harmonic bundles and complexified constrained Willmore surfaces, the Ba¨cklund trans-
formation. As the philosophy underlying the work of C.-L. Terng and K. Uhlenbeck [54]
suggests, we consider linear fractional transformations. We define two different types
of such transformations, type p and type q, each one of them satisfying the hypothesis
of the dressing action with the exception of condition (0.6). Iterating the procedure,
in a 2-step process composing the two different types of transformations, will produce
a desired r(λ). A Bianchi permutability of type p and type q transformations of con-
strained harmonic bundles is established. For special choices of parameters, the reality
of Λ as a bundle proves to establish that of Λ∗, whilst the reality of q establishes that
of q∗. For such a choice of parameters, Λ∗ is said to be a Ba¨cklund transform of Λ,
provided that it immerses.
Let ρ denote reflection across V . Choose α ∈ C\{−1, 0, 1} and a null line subbundle
L of Cn+2 such that, locally,
(6.29) ρL ∩ L⊥ = {0}.
For that, note that condition (6.29), equivalently characterized by (ρl, l) 6= 0, fixing
l ∈ Γ(L) never-zero, is an open condition on points of M , so that it is satisfied locally
as long as, at some point p ∈ M , Lp is not orthogonal to ρpLp, its reflection across
Vp. Condition (6.29) ensures, on the one hand, that L ∩ ρL = {0}, and, on the other
hand, that L ⊕ ρL is non-degenerate. Consider then projections piL : Cn+2 → L,
piρL : Cn+2 → ρL and pi(L⊕ρL)⊥ : Cn+2 → (L⊕ ρL)⊥ with respect to the decomposition
Cn+2 = L⊕ ρL⊕ (L⊕ ρL)⊥.
For λ ∈ C\{±α}, set
pα,L(λ) :=
α− λ
α+ λ
piL + pi(L⊕ρL)⊥ +
α+ λ
α− λ piρL
and
qα,L(λ) :=
λ− α
λ+ α
piL + pi(L⊕ρL)⊥ +
λ+ α
λ− α piρL,
defining in this way two maps of C\{±α} into Γ(O(Cn+2)) that, clearly, extend holo-
morphically to the Riemann sphere except ±α,
pα,L, qα,L : P
1\{±α} → Γ(O(Cn+2)),
by setting
pα,L(∞) := −piL + pi(L⊕ρL)⊥ − piρL
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and
(6.30) qα,L(∞) := I.
We may, alternatively, denote pα,L and qα,L by, specifically and respectively, pV,α,L and
qV,α,L.
The transformations of type p and of type q are closely related: for λ ∈ C\{±α, 0},
(6.31) pα,L(λ) = qα−1,L(λ
−1),
and
(6.32) pα,L(0) = qα,L(∞), pα,L(∞) = qα,L(0).
Observe that
det pα,L(∞)|V = det qα,L(0)|V = −1.
In fact,
pα,L(∞)|V = qα,L(0)|V = I
{
−1 onV ∩ (L⊕ ρL)
1 onV ∩ (L⊕ ρL)⊥
and, as ρL 6= L, L is not a subbundle of V and, therefore, rankV ∩(L⊕ρL) = 1 (noting
that, for any subbundle W of Rn+1,1 and so, in particular, for L, the intersection of
W + ρW with V is not trivial). It follows that det pα,L(0)|V 6= det pα,L(∞)|V and
det qα,L(0)|V 6= det qα,L(∞)|V ; neither r = pα,L nor r = qα,L satisfies the hypothesis
(6.24) of the dressing action. However, a two-step process, composing a transformation
of type p with a transformation of type q, produces transformations r(λ) satisfying that
hypothesis: by (6.30) and (6.32),
det pα,L(0)qα′,L′(0)|V = det pα,L(∞)qα′,L′(∞)|V ,
as well as
det qα,L(0)pα′,L′(0)|V = det qα,L(∞)pα′,L′(∞)|V ,
for all α′, L′. As we shall verify next, for special choices of parameters α,L, α′ and
L′, both pα,Lqα′,L′(λ) and qα,Lpα′,L′(λ) define r(λ) satisfying, furthermore, all the hy-
potheses of the dressing action.
For that, first note that, for λ ∈ P1\{±α},
(6.33) pα,L(λ)
−1 = p−α,L(λ) = pα,L(−λ), qα,L(λ)−1 = q−α,L(λ) = qα,L(−λ).
On the other hand, the isometry ρ = ρ−1 intertwines L and ρL and, therefore, preserves
(L⊕ρL)⊥, which makes clear that ρ◦pα,L and p−1α,L◦ρ coincide in L, ρL and (L⊕ρL)⊥.
Hence
(6.34) ρ pα,L(λ)ρ = pα,L(−λ), ρ qα,L(λ)ρ = qα,L(−λ),
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for λ ∈ P1\{±α}; establishing both pα,L and qα,L - as well as, therefore, pα,Lqα′,L′ and
qα,Lpα′,L′ , for all α
′, L′ - as twisted in the sense of section 6.5.
Now let q be a 1-form with values in ∧2V ⊕ ∧2V ⊥. For each λ ∈ C\{−α, 0, α},
define a new metric connection on Cn+2 by setting
dλ,qp
α,L
:= pα,L(λ) ◦ dλ,qV ◦ pα,L(λ)−1.
Lemma 6.26. Suppose L is dα,qV -parallel. In that case, there exists a holomorphic
extension of λ 7→ dλ,qp
α,L
to λ ∈ C\{0} through metric connections on Cn+2.
Before proceeding to the proof, observe that, as (6.16) makes clear, if L is dα,qV -
parallel, then ρL is d−α,qV -parallel.
Proof. Since dα,qV is a metric connection,
dα,qV Γ(ρL) ⊂ Ω1((ρL)⊥),
as well as, in view of the parallelness of L with respect to dα,qV ,
dα,qV Γ((L⊕ ρL)⊥) ⊂ Ω1(L⊥).
For simplicity use pi⊥ to denote the orthogonal projection of Cn+2 onto (L⊕ ρL)⊥. As
L⊥ = L⊕ (L⊕ ρL)⊥, (ρL)⊥ = ρL⊕ (L⊕ ρL)⊥,
we conclude that piL ◦ dα,qV ◦ piρL = 0 = piρL ◦ dα,qV ◦ pi⊥, showing that dα,qV splits as
dα,qV = D
α
q + β
α
q
for the connection
Dαq := d
α,q
V ◦ piL + piρL ◦ dα,qV ◦ piρL + pi⊥ ◦ dα,qV ◦ pi⊥,
on Cn+2, and the 1-form
βαq := pi⊥ ◦ dα,qV ◦ piρL + piL ◦ dα,qV ◦ pi⊥ ∈ Ω1(L ∧ (L⊕ ρL)⊥).
Clearly, for each λ,
pα,L(λ) ◦Dαq ◦ pα,L(λ)−1 = Dαq , pα,L(λ)βαq pα,L(λ)−1 =
α− λ
α+ λ
βαq .
Now decompose dλ,qV as
dλ,qV = d
α,q
V + (λ− α)A(λ),
for λ ∈ C\{0, α}, with λ 7→ A(λ) ∈ Ω1(o(Cn+2)) holomorphic. Namely,
A(λ) =
α− λ
αλ2 − α2λ N
1,0 +N 0,1 + α
2 − λ2
λ3α2 − λ2α3 q
1,0 + (λ+ α) q0,1,
for all λ. It follows that
dλ,qp
α,L
= Dαq +
α− λ
α+ λ
βαq + (λ− α) pα,L(λ)A(λ) pα,L(λ)−1,
92 A. C. QUINTINO
for λ ∈ C\{−α, 0, α}. For simplicity, set Υ(λ) := (λ − α) pα,L(λ)A(λ) pα,L(λ)−1. The
skew-symmetry of A(λ) makes clear that A(λ)L ⊂ L⊥, as well as A(λ)ρL ⊂ (ρL)⊥ and,
consequently, that piρLA(λ)piL = 0 = piLA(λ)piρL. On the other hand, it is clear that
piρL pα,L(λ)A(λ) pα,L(λ)
−1piL =
α+ λ
α− λ piρLA(λ)
α+ λ
α− λ piL =
(α+ λ)2
(α− λ)2 piρLA(λ)piL
and, similarly,
piL pα,L(λ)A(λ) pα,L(λ)
−1piρL =
(α− λ)2
(α+ λ)2
piLA(λ)piρL.
Hence piρLΥ(λ)piL = 0 = piLΥ(λ)piρL. It follows that
Υ(λ) = (λ− α) (piL A(λ)piL + piρLA(λ)piρL + pi⊥A(λ)pi⊥)
− (α+ λ) (pi⊥A(λ)piL + piρLA(λ)pi⊥)
− (α− λ)
2
α+ λ
(piLA(λ)pi⊥ + pi⊥A(λ)piρL).
Hence, by setting
dα,qp
α,L
:= Dαq − 2α (pi⊥A(α)piL + piρLA(α)pi⊥),
we extend holomorphically λ 7→ dλ,qp
α,L
to λ ∈ C\{−α, 0} through what, by continuity,
we verify to be a metric connection on Cn+2.
The existence of a holomorphic extension to C\{0}, through a metric connection
on Cn+2, can be proved analogously, having in consideration the d−α,qV -parallelness of
ρL. 
The same argument establishes the existence, in the case L is dα,qV -parallel, of a
holomorphic extension of
C\{−α, 0, α} ∋ λ 7→ dλ,qq
α,L
:= qα,L(λ) ◦ dλ,qV ◦ qα,L(λ)−1
to C\{0} through metric connections on Cn+2. This argument uses nothing about
the precise form of the connection dλ,qV , only the holomorphicity of λ 7→ dλ,qV in C\{0}
through metric connections on Cn+2, the dα,qV -parallelness of L and the consequent
d−α,qV -parallelness of ρL. We can iterate the procedure, in a two-step process, starting
with the connections dλ,qp
α,L
, defining a family of connections of the form
qα′,L′(λ)pα,L(λ) ◦ dλ,qV ◦ pα,L(λ)−1qα′,L′(λ)−1;
or, equally, starting with the connections dλ,qq
α,L
, defining, in that case, a family of
connections of the form
pα′,L′(λ)qα,L(λ) ◦ dλ,qV ◦ qα,L(λ)−1pα′,L′(λ)−1;
for suitable parameters α,α′, L, L′, as follows.
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Choose Lα a dα,qV -parallel null line subbundle of C
n+2 with
(6.35) ρLα ∩ (Lα)⊥ = {0},
locally. Such Lα can be obtained by choosing a null line 〈lαp 〉 ⊂ Cn+2, for some lαp ∈ Cn+2
not orthogonal to ρ
Vp
lαp , for some p ∈ M , and extending it to a dα,qV -parallel null line
subbundle Lα of Cn+2 by dα,qV -parallel transport of l
α
p . The non-orthogonality of L
α
and ρLα at p is, equivalently, satisfied in some non-empty open set, which we restrict
to.
Condition (6.35) allows us to refer to qα,Lα . Now choose β 6= ±α in C\{−1, 0, 1}
and Lβ a dβ,qV -parallel null line subbundle of C
n+2 and note that the null line bundle
L˜βα := qα,Lα(β)L
β
is dβ,qq
α,Lα
-parallel and, consequently, ρL˜βα is parallel with respect to the connection
d−β,qq
α,Lα
= qα,Lα(−β) ◦ d−β,qV ◦ ρ qα,Lα(β)−1ρ
= qα,Lα(−β)ρ ◦ dβ,qV ◦ qα,Lα(β)−1ρ.
Choose Lβ satisfying, furthermore,
(6.36) ρL˜βα ∩ (L˜βα)⊥ = {0},
locally. To see that such a choice is possible, first choose a point p ∈M at which ρLα
is not orthogonal to Lα. As Lα is an eigenspace of qα,Lα(β), qα,Lα(β)L
α = Lα and,
therefore, at p,
ρqα,Lα(β)L
α ∩ (qα,Lα(β)Lα)⊥ = {0}.
Choose lαp ∈ Lαp non-zero. A dβ,qV -parallel null line bundle Lβ ⊂ Cn+2, satisfying
equation (6.36), locally, can be obtained by dβ,qV -parallel transport of l
α
p .
Condition (6.36) allows us to refer to p
β,L˜βα
. Set then
r
(β,α)
Lα,Lβ
:= p
β,L˜βα
qα,Lα ,
defining, for each λ ∈ P1\{±α,±β}, an orthogonal transformation r(β,α)
Lα,Lβ
(λ) of Cn+2.
The dα,qV -parallelness of L
α ensures that λ 7→ dλ,qq
α,Lα
admits a holomorphic extension
to λ ∈ C\{0} through metric connections on Cn+2 and, consequently, the dβ,qq
α,Lα
-
parallelness of L˜βα (together with the consequent d
−β,q
q
α,Lα
-parallelness of ρL˜βα) ensures
that so does
λ 7→ r(β,α)
Lα,Lβ
(λ) ◦ dλ,qV ◦ r(β,α)Lα,Lβ(λ)−1 = pβ,L˜βα(λ) qα,Lα(λ) ◦ d
λ,q
V ◦ qα,Lα(λ)−1 pβ,L˜βα(λ)
−1.
We conclude that r
(β,α)
Lα,Lβ
satisfies the hypothesis of the dressing action, defining a
transformation of constrained harmonic bundles and constrained Willmore surfaces.
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Our next step is to investigate how these transformations relate to the ones defined by
r
(α,β)
Lα,Lβ
, in the case they are both defined.
Suppose, furthermore, that, locally, Lβ is never-orthogonal to ρLβ,
(6.37) ρLβ ∩ (Lβ)⊥ = {0}.
This is certainly the case for Lβ obtained by dβ,qV -parallel transport of l
α
p , for l
α
p ∈ Lαp
non-zero and p a point in M at which ρLα is not orthogonal to Lα. Note that
L˜αβ = qβ,Lβ(α)L
α
is a dα,qq
β,Lβ
-parallel bundle. Observe that, locally,
(6.38) ρL˜αβ ∩ (L˜αβ)⊥ = {0}.
Indeed, given lα ∈ Γ(Lα) never-zero, and according to (6.33) and (6.34), we have
(ρ qβ,Lβ(α)l
α, qβ,Lβ(α)l
α) = (qβ,Lα(α)
−1ρ lα, qβ,Lβ(α)l
α)
= (ρ lα, qβ,Lα(α)
2lα)
=
(α− β)2
(α+ β)2
(ρ lα, lα);
so that, given p a point in M at which ρLα is not orthogonal to Lα,
(ρVp qβ,Lβp
(α)lαp , qβ,Lβp
(α)lαp ) 6= 0,
condition (6.38) is satisfied at p, or, equivalently, in some open neighbourhood of p.
Set then
r
(α,β)
Lα,Lβ
:= pα,L˜αβ
qβ,Lβ ,
defining, for each λ ∈ P1\{±α,±β}, an orthogonal transformation r(α,β)
Lα,Lβ
(λ) of Cn+2.
The dβ,qV -parallelness of L
β ensures that λ 7→ dλ,qq
β,Lβ
admits a holomorphic extension
to λ ∈ C\{0} through metric connections on Cn+2 and, consequently, the dα,qq
β,Lβ
-
parallelness of L˜αβ (together with the consequent d
−α,q
q
β,Lβ
-parallelness of ρL˜αβ) ensures
that so does
λ 7→ r(α,β)
Lα,Lβ
(λ) ◦ dλ,qV ◦ r(α,β)Lα,Lβ(λ)−1 = pα,L˜αβ (λ) qβ,Lβ (λ) ◦ d
λ,q
V ◦ qβ,Lβ(λ)−1pα,L˜αβ (λ)
−1.
We conclude that r
(α,β)
Lα,Lβ
satisfies the hypothesis of the dressing action, defining a
transformation of constrained harmonic bundles and constrained Willmore surfaces.
We shall verify that these transformations coincide with the ones defined by r
(β,α)
Lα,Lβ
.
On the way, we verify that, starting with the connections dλ,qp
α,Lα
, rather than with the
connections dλ,qq
β,Lβ
, leads to the same transformations of constrained harmonic bundles
and of constrained Willmore surfaces.
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Set
Lˆβα := pα,Lα(β)L
β
and observe that, locally,
ρLˆβα ∩ (Lˆβα)⊥ = {0}.
Indeed, given lβ ∈ Γ(Lβ),
(ρpα,Lα(β)l
β , pα,Lα(β)l
β) =
(α− β)2
(α+ β)2
(ρ lβ , lβ),
and the conclusion follows, in view of (6.37).
Set then
rˆ
(α,β)
Lα,Lβ
:= q
β,Lˆβα
pα,Lα ,
defining, for each λ ∈ P1\{±α,±β}, an orthogonal transformation rˆ(α,β)
Lα,Lβ
(λ) of Cn+2.
The dα,qV -parallelness of L
α ensures that λ 7→ dλ,qpα,Lα admits a holomorphic extension
to λ ∈ C\{0} through metric connections on Cn+2 and, consequently, the dβ,qp
α,Lα
-
parallelness of Lˆβα (and the consequent d
−β,q
p
α,Lα
-parallelness of ρLˆβα) ensures that so does
λ 7→ rˆ(α,β)
Lα,Lβ
(λ) ◦ dλ,qV ◦ rˆ(α,β)Lα,Lβ(λ)−1 = qβ,Lˆβα(λ)pα,Lα (λ) ◦ d
λ,q
V ◦ pα,Lα (λ)−1qβ,Lˆβα(λ)
−1.
We conclude that rˆ
(α,β)
Lα,Lβ
satisfies the hypothesis of the dressing action, defining a
transformation of constrained harmonic bundles and constrained Willmore surfaces.
For simplicity, set r∗ := r(α,β)
Lα,Lβ
and rˆ∗ := rˆ(α,β)
Lα,Lβ
.
Proposition 6.27. r∗ and rˆ ∗ are related by
(6.39) r∗ = K rˆ ∗,
for K := qβ,Lβ(0) qβ,Lˆβα
(0).
The proof of the proposition will be based on the following lemma, cf. F. Burstall
[10].
Lemma 6.28. Let γ(λ) = λpiL1+piL0+λ
−1 piL−1 and γˆ(λ) = λpiLˆ1+piLˆ0+λ
−1 piLˆ−1
be homomorphisms of Cn+2 corresponding to decompositions
Cn+2 = L1 ⊕ L0 ⊕ L−1 = Lˆ1 ⊕ Lˆ0 ⊕ Lˆ−1
with L±1 and Lˆ±1 null lines and L0 = (L1 ⊕ L−1)⊥, Lˆ0 = (Lˆ1 ⊕ Lˆ−1)⊥. Suppose Ad γ
and Ad γˆ have simple poles. Suppose as well that ξ is a map into O(Cn+2) holomorphic
near 0 such that
L1 = ξ(0)Lˆ1.
Then γξγˆ−1 is holomorphic and invertible at 0.
Now we proceed to the proof of Proposition 6.27.
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Proof. For simplicity, throughout this proof, we adopt p−1µ,L and q
−1
µ,L to denote
λ 7→ pµ,L(λ)−1 and, respectively, λ 7→ qµ,L(λ)−1, in the case pµ,L and, respectively, qµ,L
are defined.
As Lα = qβ,Lβ(α)
−1L˜αβ , after an appropriate change of variable, we conclude, by
Lemma 6.28, that pα,Lα q
−1
β,Lβ
p−1
α,L˜αβ
admits a holomorphic and invertible extension to
P1\{±β,−α}. On the other hand, in view of (6.34), the holomorphicity and invertibil-
ity of pα,Lα q
−1
β,Lβ
p−1
α,L˜αβ
at the points α and −α are equivalent. Thus pα,Lα q−1β,Lβ p−1α,L˜αβ
admits an holomorphic and invertible extension to P1\{±β}, and so does, therefore,
(pα,Lα q
−1
β,Lβ
p−1
α,L˜αβ
)−1 q−1
β,Lβ
. A similar argument shows that pα,L˜αβ
(qβ,Lβ p
−1
α,Lα q
−1
β,Lˆβα
) ad-
mits an holomorphic extension to P1\{±α}. But
pα,L˜αβ
qβ,Lβ p
−1
α,Lα q
−1
β,Lˆβα
= (pα,Lα q
−1
β,Lβ
p−1
α,L˜αβ
)−1 q−1
β,Lβ
.
We conclude that pα,L˜αβ
qβ,Lβ p
−1
α,Lα q
−1
β,Lˆβα
extends holomorphically to P1 and is, there-
fore, constant. Evaluating at λ = 0 gives pα,L˜αβ
qβ,Lβ p
−1
α,Lα q
−1
β,Lˆβα
= qβ,Lβ(0) qβ,Lˆβα
(0),
completing the proof. 
According to (6.34), K commutes with ρ,
(6.40) ρK ρ = K.
This ensures, in particular, that K preserves V : given v ∈ Γ(V ), ρKv = ρKρv = Kv.
Equivalently,
(6.41) K V = V.
Together with equation (6.39), equation (6.41) shows that, for each λ,
rˆ ∗(λ)−1 V = r∗(λ)−1K V = r∗(λ)−1 V.
In particular,
(6.42) rˆ ∗(1)−1 V = r∗(1)−1 V.
As for a constrained Willmore surface (∆1,0,∆0,1) admitting V as a (q, d)-central sphere
congruence, and, yet again, by equation (6.39), we have
r∗(1)−1r∗(∞)∆1,0 = rˆ ∗(1)−1K−1 (K rˆ ∗)(∞)∆1,0 = rˆ ∗(1)−1 rˆ ∗(∞)∆1,0,
as well as
r∗(1)−1r∗(0)∆0,1 = rˆ ∗(1)−1 rˆ ∗(0)∆0,1.
We conclude that, despite not coinciding, r∗ and rˆ ∗ produce the same transformations
of bundles and complexified surfaces.
Now set
K˜ = pα,Lα(∞) pβ,Lβ (∞).
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Note that
pα′,L′(λ) pα′,L′(∞) = qα′,L′(λ) = pα′,L′(∞) pα′,L′(λ),
or, equivalently,
qα′,L′(λ) pα′,L′(∞) = pα′,L′(λ) = pα′,L′(∞) qα′,L′(λ),
for all α′, L′ and λ ∈ P1\{±α′}. Together with equation (6.39), and having in consid-
eration that pα′,L′(∞)2 = I, this establishes
K˜ r∗ = pα,Lα(∞) pβ,Lβ(∞)2 pβ,Lˆβα(∞) qβ,Lˆβαpα,Lα
= pα,Lα(∞) pβ,Lˆβα pα,Lα
= p
β,Lˆβα
pα,Lα(∞)pα,Lα
and, ultimately,
(6.43) r
(β,α)
Lα,Lβ
= K˜ r
(α,β)
Lα,Lβ
.
Ultimately, we conclude that, despite not coinciding, r
(α,β)
Lα,Lβ
and r
(β,α)
Lα,Lβ
produce the
same transformations of bundles and complexified surfaces.
Set
q∗ := Adr∗(1)−1(Adr∗(0)q
1,0 +Adr∗(∞)q0,1).
Definition 6.29. Suppose V is a q-constrained harmonic bundle. In that case, the
q∗-constrained harmonic bundle
V ∗ := r∗(1)−1 V
is said to be the Ba¨cklund transform of V of parameters α, β, Lα, Lβ . In the case V is
a (q, d)-central sphere congruence for some constrained Willmore surface (∆1,0,∆0,1),
the q∗-constrained Willmore surface
(∆1,0, ∆0,1)∗ := ((∆∗)1,0, (∆∗)0,1) := (r∗(1)−1 r∗(∞)∆1,0, r∗(1)−1 r∗(0)∆0,1)
is said to be the Ba¨cklund transform of (∆1,0,∆0,1) of parameters α, β, Lα, Lβ.
Remark 6.30. Set r˜∗ := r(β,α)
Lα,Lβ
. According to equations (6.39) and (6.43),
qˆ∗ := Adrˆ∗(1)−1(Adrˆ∗(0)q
1,0 +Adrˆ∗(∞)q0,1) = q∗,
as well as
q˜∗ := Adr˜∗(1)−1(Adr˜∗(0)q
1,0 +Adr˜∗(∞)q0,1) = q∗.
Equation (6.39) establishes a Bianchi permutability3 of type p and type q trans-
formations of constrained harmonic bundles (into constrained harmonic bundles), by
means of the commutativity of the diagram in Figure 6-1, below.
3The terminology is motivated by the permutability of this kind established by Bianchi with respect
to the original Ba¨cklund transformations.
98 A. C. QUINTINO
V ∗
V
pα,Lα(1)
−1 qβ,Lβ (1)−1
pα,L˜αβ
(1)−1q
β,Lˆβα
(1)−1
Figure 6-1. A Bianchi permutability of type p and type q transformations.
Equation (6.39) will play a crucial role when investigating the preservation of reality
conditions by Ba¨cklund transformations, in the next section.
6.6.1. Real Ba¨cklund transformation. As we verify in this section, for special
choices of parameters, the Ba¨cklund transformation preserves reality conditions.
Suppose V is a real q-constrained harmonic subbundle of Cn+2 and let us focus on
the particular case of a Ba¨cklund transformation of parameters α, β, Lα, Lβ for
α ∈ C\(S1 ∪ {0}), β = α−1, Lβ = Lα
and Lα a dα,qV -parallel null line subbundle of C
n+2 such that, locally,
ρLα ∩ (Lα)⊥ = {0}
and
(6.44) ρ qα−1,Lα (α)L
α ∩ (qα−1,Lα (α)Lα)⊥ = {0}.
We start by verifying that this is, indeed, a possible choice of Ba¨cklund transformation
parameters in the case V is real.
First note that the reality of V establishes that of ρ, ρ = ρ, in which case the local
non-orthogonality of Lα and ρLα is equivalent to that of Lα and ρLα,
ρLα ∩ (Lα)⊥ = {0}.
On the other hand, as V and V ⊥ are real, so are then piV and piV ⊥ , as well as, therefore,
DV and NV , so that, by the reality of q,
dα
−1,q
V = d
α,q
V .
Hence the dα,qV -parallelness of L
α is equivalent to the dα
−1,q
V -parallelness of L
α. The
reality of ρ establishes, on the other hand,
(6.45) pV,α′,L′(λ) = pV ,α′,L′ (λ), qV,α′,L′(λ) = qV ,α′,L′ (λ),
CONSTRAINED WILLMORE SURFACES 99
together with
pV,α′,L′(∞) = pV ,α′,L′(∞),
for all α′, L′ and λ ∈ C\{±α′}. According to equation (6.31), it follows that, given
lα ∈ Γ(Lα),
(ρqα−1,Lα (α)l
α, qα−1,Lα (α)l
α) = (ρqα−1,Lα (α)l
α, qα−1,Lα (α)l
α)
= (ρpα,Lα(α
−1)lα, pα,Lα(α−1)lα),
showing that condition (6.44) is equivalent to
ρpα,Lα(α
−1)Lα ∩ (pα,Lα(α−1)Lα)⊥ = {0}.
Next we establish the existence of a choice of Lα in the conditions above.
Lemma 6.31. Let v and w be sections of V and V ⊥, respectively, with (v, v) never-
zero, (v, v) = 0 and (w,w) = −(v, v). Define a null section of Cn+2 by lα := v+w. Let
Lα ⊂ Cn+2 be a dα,qV -parallel null line bundle defined naturally by dα,qV -parallel transport
of lαp , for some point p ∈M . Then there is some (non-empty) open set in which Lα is
never orthogonal to ρLα and satisfies equation (6.44).
Proof. At the point p, Lα is spanned by lαp . The fact that, at the point p,
(ρlα, lα) = (v, v) − (w,w) = 2(v, v) 6= 0
establishes the non-orthogonality of Lα and ρLα at this point and, therefore, locally.
Consider projections piLα : C
n+2 → Lα, piρLα : Cn+2 → ρLα and pi⊥ : Cn+2 → (Lα ⊕
ρLα)⊥ with respect to the decomposition
Cn+2 = Lα ⊕ (Lα ⊕ ρLα)⊥ ⊕ ρLα,
established by the subsequent local non-orthogonality of Lα and ρLα. For simplicity,
denote qα−1,Lα by q. Set
A :=
α− α−1
α+ α−1
=
| α |2 −1
| α |2 +1 ∈ R.
Then
ρq(α)lα = q(α)−1ρlα = A−1piLα ρl
α + pi⊥ ρlα +ApiρLαρl
α,
and, therefore,
(ρq(α)lα, q(α)lα) = A2(piLα l
α, piρLα ρl
α) + (pi⊥lα, pi⊥ρlα) +A−2(piρLα l
α, piLα ρl
α).
At the point p, Lα = 〈lα〉 and the orthogonality relations show then that, at p,
lα =
(lα, ρlα)
(ρlα, lα)
lα +
(lα, lα)
(ρlα, lα)
ρlα + pi⊥lα.
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Hence, at p,
(piLα l
α, piρLα ρl
α) =
(lα, ρlα)2
(ρlα, lα)
and
(piρLα l
α, piLα ρl
α) =
(lα, lα)2
(ρlα, lα)
,
and, therefore,
(pi⊥lα, pi⊥ρlα) = (ρlα, lα)− (l
α, ρlα)2 + (lα, lα)2
(ρlα, lα)
.
It follows that (ρq(α)lα, q(α)lα) vanishes at p if and only if, at this point,
| (ρlα, lα) |2 +(A2 − 1)(lα, ρlα)2 + (A−2 − 1)(lα, lα)2 = 0,
or, equivalently,
| (ρlα, lα) |2 +(A2 +A−2 − 2)(lα, lα)2 = 0,
as, since (v, v) = 0, we have, at p,
(lα, ρlα)2 = ((v, v)− (w,w))2 = (w,w)2 = ((v, v) + (w,w))2 = (lα, lα)2.
As (lα, lα) is real, and, therefore, (lα, lα)2 ≥ 0, and A2 + A−2 − 2 = (A − A−1)2 > 0,
we conclude that, at the point p,
(ρq(α)lα, q(α)lα) 6= 0.
The proof is complete by the fact that the non-orthogonality of q(α)Lα and ρq(α)Lα
is an open condition on the points in M . 
We refer to a Ba¨cklund transformation corresponding to this particular choice of
parameters, in the case V is real, as a Ba¨cklund transformation of parameters α, Lα.
For this choice of parameters, where, in particular, β and Lβ are defined by α and
Lα, we denote L˜αβ , Lˆ
β
α and r
(α,β)
Lα,Lβ
simply by L˜α, Lˆα
−1
and rαLα , respectively. In what
follows in this section, consider this particular choice of parameters. Let r∗ denote rαLα .
According to (6.31) and (6.45),
r∗(1)−1 = qα−1,Lα(1)
−1 pα,L˜α(1)
−1
= pα,Lα(1)
−1 p
α,L˜α
(1)−1.
On the other hand,
(6.46) L˜α = qα−1,Lα(α)L
α = pα,Lα(α
−1)Lα = Lˆα
−1
.
and, therefore, by equation (6.39),
r∗(1)−1 = (Kq
α−1,L˜α
(1) pα,Lα(1))
−1
= pα,Lα(1)
−1 p
α,L˜α
(1)−1K−1.
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Hence
(6.47) r∗(1)−1 = r∗(1)−1K.
Note that, given α′, L′, pα′,L′(∞) does not depend on α′. Thus
r∗(0) = pα,L˜α(0)qα−1,Lα (0)
= pα−1,Lα(∞)
= pα,Lα(∞).
On the other hand, by equation (6.39),
r∗(∞) = Kq
α−1,Lˆα−1
(∞)pα,Lα(∞)
= Kpα,Lα(∞).
We conclude that
(6.48) r∗(0) = K−1r∗(∞).
Remark 6.32. It is opportune to remark that, by (6.46),
r∗(λ) = K q
α−1,L˜α
(λ) pα,Lα(λ) =
= K pα,L˜α(λ
−1) qα−1,Lα (λ
−1)
= K r∗(λ−1)
for all λ, and, in particular,
(6.49) r∗(1)−1 = r∗(1)−1K −1.
Together, equations (6.47) and (6.49) establish, in particular, K = K−1. On the other
hand, in view of the fact that given α′, L′, pα′,L′(∞) does not depend on α′, (6.33)
establishes K−1 = K. Hence
(6.50) K = K−1 = K.
Let V ∗ be the Ba¨cklund transform of V of parameters α,Lα. Equation (6.47),
together with equation (6.41), shows that the reality of V establishes that of V ∗,
V ∗ = V ∗.
Following Theorem 6.24, we get:
Theorem 6.33. If V is a real q-constrained harmonic bundle, then the Ba¨cklund
transform V ∗ of V , of parameters α,Lα, is a real q∗-constrained harmonic bundle.
Ba¨cklund transformations of constrained harmonic bundles preserve reality condi-
tions, for this specific choice of parameters. As we verify next, this leads us, via the
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central sphere congruence, to a transformation of real constrained Willmore surfaces,
preserving the Willmore surface condition.
Suppose Λ is a real q-constrained Willmore surface having V as the complexification
of its central sphere congruence. In particular, q is real. According to equations (6.47)
and (6.48), the reality of q establishes that of q∗:
(q∗)1,0 = r∗(1)−1 r∗(0) q1,0 r∗(1)−1 r∗(0) −1
= r∗(1)−1r∗(∞) q0,1 r∗(∞)−1 r∗(1)
= (q∗)0,1
and, therefore,
q∗ = q∗.
Let ((Λ∗)1,0, (Λ∗)0,1) be the Ba¨cklund transform of Λ of parameters α,Lα. Yet again
according to equations (6.47) and (6.48),
(Λ∗)0,1 = r∗(1)−1 r∗(0) Λ0,1
= r∗(1)−1 r∗(∞)Λ1,0
= (Λ∗)1,0
establishing the reality of the bundle
Λ∗ := (Λ∗)1,0 ∩ (Λ∗)0,1.
If Λ∗ defines an immersion of M into P(L), then, according to Theorem 6.25, V ∗ is the
complexification of the central sphere congruence of Λ∗, which establishes Λ∗ as a real
q∗-constrained Willmore surface.
Theorem 6.34. If Λ is a real q-constrained Willmore surface, then the Ba¨cklund
transform Λ∗ of Λ, of parameters α,Lα, is a real q∗-constrained Willmore surface,
provided that it immerses.
Note that, if Λ∗ defines an immersion of M into P(L), then
CΛ∗ = C = CΛ.
The geometry of Ba¨cklund transformation is not clear.
Remark 6.35. Note that
pα′,ρL′(λ) = pα′,L′(λ)
−1, qα′,ρL′(λ) = qα′,L′(λ)−1,
for all α′, L′ and λ ∈ P1\{±α′}. By (6.33), and having in consideration the reality of
ρ, we get q−α−1,ρLα (−α) = qα−1,ρLα (α) = qα−1,Lα (α)−1 and, therefore, by (6.34)
(6.51) q−α−1,ρLα (−α) = ρ qα−1,Lα (α) ρ,
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making clear that the orthogonality of ρ qα−1,Lα (α)L
α and qα−1,Lα (α)L
α is equivalent
to that of ρ q−α−1,ρLα (−α)ρLα and q−α−1,ρLα (−α)ρLα. On the other hand, as we
know, Lα is a dα,qV -parallel null line bundle if and only if ρL
α is a d−α,qV -parallel null
line bundle. We conclude that α,Lα are Ba¨cklund transformation parameters if and
only if so are −α, ρLα. Furthermore: the Ba¨cklund transforms of parameters α,Lα and
−α, ρLα coincide. In fact, according to equation (6.51),
L˜−α = q−α−1,ρLα (−α)ρLα = ρ qα−1,Lα (α)Lα = ρL˜α
and, therefore,
p−α,L˜−α(λ) q−α−1,ρLα (λ) = pα,L˜αβ (λ) qα−1,Lα (λ),
for all λ ∈ P1\{±α}.
We complete this section with an interesting and useful result relating the quadratic
differentials qQ and q
∗
Q:
Proposition 6.36.
q∗Q = qQ.
Proof. Fix z a holomorphic chart of (M, CΛ). The proof will consist of showing
that (q∗)z = qz, or, equivalently, that qzτ∗ = −2q∗δz((DV ∗)δzτ∗), for all τ∗ ∈ Γ((Λ∗)0,1).
Fix τ ∈ Γ(Λ0,1) and set τ∗ := r∗(1)−1r∗(0)τ . Set also
R := r∗(∞)−1r∗(0).
Let dˆ be as defined in Section 6.5 for r = r∗. According to (6.4), followed by equation
(6.20),
D1,0V ∗ ◦ r∗(1)−1r∗(0) = r∗(1)−1 ◦ (DdˆV )1,0 ◦ r∗(0)
= r∗(1)−1r∗(0)q1,0 + r∗(1)−1r∗(∞) ◦ (D1,0V − q1,0) ◦ R
and, therefore,
q∗δz((DV ∗)δzτ∗) = r∗(1)−1r∗(0) qδzR−1 ◦ ((DV )δz − qδz) ◦ R τ,
as q1,0Λ0,1 = 0. On the other hand,
R−1 ◦ ((DV )δz − qδz) ◦ R = R−1 ◦ ((DV )δz − qδz)R+ (DV )δz − qδz ,
so we conclude that
q∗δz((DV ∗)δzτ∗) = r∗(1)−1r∗(0) qδzR−1 ◦ ((DV )δz − qδz)Rτ −
1
2
qzτ∗.
We complete this verification by showing that R−1 ◦((DV )δz −qδz)RΓ(Λ0,1) ⊂ Γ(Λ0,1),
as follows. Set, more generally,
Rλ := r∗(∞)−1r∗(λ).
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In view of equation (6.21),
R−1λ ◦ (D1,0V − q1,0)Rλ = r∗(λ)−1 ◦ ((DdˆV )1,0 − qˆ1,0) ◦ r∗(λ)−D1,0V + q1,0.
On the other hand,
(DdˆV )1,0− qˆ1,0 = r∗(λ)◦(D1,0V −q1,0+λ−1N 1,0V +λ−2q1,0)◦r∗(λ)−1−λ−1(N dˆV )1,0−λ−2qˆ1,0.
Thus
R−1λ ◦(D1,0V −q1,0)Rλ = Adr∗(λ)−1(−λ−1(N dˆV )1,0−λ−2qˆ1,0+Adr∗(λ)(λ−1N 1,0+λ−2q1,0)).
In view of the holomorphicity of Adr∗(λ) at λ = 0,
Adr∗(λ) = Adr∗(0) +
∑
k≥1
λk
k!
dk
dλk |λ=0
Adr∗(λ)
and, therefore, by (6.23),
R−1λ ◦ (D1,0V − q1,0)Rλ = Adr∗(λ)−1(
d
dλ |λ=0
Adr∗(λ)N 1,0V +
1
2
d2
dλ2 |λ=0
Adr∗(λ)q
1,0 + o(λ)),
for λ near 0. Considering limits when λ goes to 0, we conclude that
R−1 ◦ (D1,0V − q1,0)R = Adr∗(0)−1(
d
dλ |λ=0
Adr∗(λ)N 1,0V +
1
2
d2
dλ2 |λ=0
Adr∗(λ)q
1,0).
For simplicity, set ψ := r∗(0)−1 ddλ |λ=0r
∗(λ) ∈ Γ(V ∧ V ⊥) (recalling (6.28)). Note that
d
dλ |λ=0
Adr∗(λ)N 1,0V = Adr∗(0)[ψ,N 1,0V ].
The centrality of the central sphere congruence of Λ, N 1,0V Λ0,1 = 0, together with the
skew-symmetry of NV , establishes that N 1,0V takes values in the orthogonal to Λ0,1. In
particular,
(6.52) N 1,0V V ⊥ ⊂ V ∩ (Λ0,1)⊥ = Λ0,1.
It follows that
Adr∗(0)−1(
d
dλ |λ=0
Adr∗(λ)N 1,0V )Λ0,1 = −N 1,0V ψΛ0,1 ⊂ Λ0,1.
On the other hand,
Adr∗(0)−1(
d2
dλ2 |λ=0
Adr∗(λ)q
1,0) = r∗(0)−1
d2
dλ2 |λ=0
r∗(λ)q1,0 − 2ψq1,0ψ + 2q1,0ψψ
and, therefore,
Adr∗(0)−1(
d2
dλ2 |λ=0
Adr∗(λ)q
1,0)Λ0,1 = q1,0ψψΛ0,1,
as q1,0Λ0,1 = 0 = qV ⊥. The fact that q1,0 takes values in Λ0,1 completes the proof. 
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6.7. Ba¨cklund transformation vs. spectral deformation
Ba¨cklund transformation and spectral deformation, of constrained harmonic bun-
dles or complexified constrained Willmore surfaces, are closely related: as we verify
in this section, the Ba¨cklund transform of parameters αλ ,
β
λ , φ
λLα, φλLβ of the spectral
deformation of parameter λ, corresponding to a multiplier q, defined by φλ, coincides
with the spectral deformation of parameter λ, corresponding to the multiplier q∗, of
the Ba¨cklund transform of parameters α, β, Lα, Lβ .
Suppose V is a q-constrained harmonic bundle, for some q ∈ Ω1(∧2V ⊕∧2V ⊥). Let
V ∗ be the Ba¨cklund transform of V of parameters α, β, Lα, Lβ. Let r∗ denote r(α,β)
Lα,Lβ
and, for each λ ∈ C\{0,±α,±β}, let dˆλ,qˆV be as defined in Section 6.5 for r = r∗.
By definition of dˆλ,qˆV , r
∗(λ) : (Cn+2, dλ,qV ) → (Cn+2, dˆλ,qˆV ) is an isometry of bundles
preserving connections, for each λ. In particular, so is r∗(1) : (Cn+2, d) → (Cn+2, dˆ).
Fix λ in C\{0,±α,±β}. In view of (6.5), we conclude that
dλ,q
∗
V ∗ = r
∗(1)−1 r∗(λ) ◦ dλ,qV ◦ r∗(λ)−1r∗(1).
It follows that, given
φλ : (Cn+2, dλ,qV )→ (Cn+2, d),
an isometry preserving connections, so is
ψλ := φλ r∗(λ)−1 r∗(1) : (Cn+2, dλ,q
∗
V ∗ )→ (Cn+2, d),
providing, therefore, the spectral deformation ψλV ∗, of parameter λ, corresponding to
the multiplier q∗, of V ∗. On the other hand, such isometry φλ provides the spectral
deformation φλV , of parameter λ, corresponding to the multiplier q, of V . Next we
focus on this Adφλqλ-constrained harmonic bundle. For simplicity, set q˜λ := Adφλqλ.
Let ρV and ρφλV denote reflection across V and, respectively, φ
λV . Recalling (6.3), we
get
d
α
λ
,q˜λ
φλV
= φλ ◦ (dλ,qV )
α
λ
,qλ
V ◦ (φλ)−1 = φλ ◦ dα,qV ◦ (φλ)−1,
which makes clear that, as Lα and Lβ are, respectively, dα,qV - and d
β,q
V -parallel, φ
λLα
and φλLβ are, respectively, d
α
λ
,q˜λ
φλV
- and d
β
λ
,q˜λ
φλV
-parallel. On the other hand, the fact that
(6.53) ρφλV = φ
λρV (φ
λ)−1
makes clear that, in view of the local non-orthogonality of Lβ and ρV L
β, φλLβ and
ρφλV φ
λLβ are, locally, non-orthogonal, as well. Equation (6.53) establishes, on the
other hand,
pφλV,α′,φλL′(λ) = φ
λ pV,α′,L′(λ) (φ
λ)−1, qφλV,α′,φλL′(λ) = φ
λ qV,α′,L′(λ) (φ
λ)−1,
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for all α′, L′ and λ 6= ±α′. Note that
pα′,L′(λ) = pα′
λ
,L′
(1), qα′,L′(λ) = qα′
λ
,L′
(1).
for all α′, L′ and λ 6= ±α′. It follows that
L˜
α/λ
β/λ = qφλV,β
λ
,φλLβ
(
α
λ
)φλLα = φλ q
V,β
λ
,Lβ
(
α
λ
)Lα = φλ qV,β,Lβ(α)L
α = φλ L˜αβ
establishing the local non-orthogonality of ρφλV L˜
α/λ
β/λ = φ
λ ρV L˜
α
β and L˜
α/λ
β/λ, in view
of that of ρV L˜
α
β and L˜
α
β . We conclude that, for each λ,
α
λ ,
β
λ , φ
λLα, φλLβ constitute
Ba¨cklund transformation parameters to φλV . Set
r∗λ := pφλV,α
λ
,L˜
α/λ
β/λ
q
φλV,β
λ
,φλLβ
= φλ pV,α
λ
,L˜αβ
q
V,β
λ
,Lβ
(φλ)−1.
Then
r∗λ(1)
−1 φλ = φλ qV,β,Lβ(λ)
−1 pV,α,L˜αβ (λ)
−1 = φλ r∗(λ)−1
and, therefore, r∗λ(1)
−1 φλ = ψλ r∗(1)−1. In particular,
r∗λ(1)
−1 φλV = ψλ r∗(1)−1V,
the Ba¨cklund transform of parameters αλ ,
β
λ , φ
λLα, φλLβ of the spectral deformation
φλV of V , of parameter λ [corresponding to the multiplier q], coincides with the spec-
tral deformation of parameter λ [corresponding to the multiplier q∗] of the Ba¨cklund
transform of V of parameters α, β, Lα, Lβ.
This permutability between Ba¨cklund transformation and spectral deformation of
constrained harmonic bundles extends to constrained Willmore surfaces. Indeed, if V is
a (q, d)-central sphere congruence to some q-constrained Willmore surface (∆1,0,∆0,1),
the equality
r∗λ(1)
−1 = φλ r∗(λ)−1 (φλ)−1
establishes, furthermore,
r∗λ(1)
−1r∗λ(∞)φλ∆1,0 = φλr∗(λ)−1pV,α
λ
,L˜αβ
(∞)∆1,0
= φλr∗(λ)−1pV,α,L˜αβ (∞)∆
1,0
and, therefore,
r∗λ(1)
−1r∗λ(∞)φλ∆1,0 = ψλ r∗(1)−1r∗(∞)∆1,0;
and, similarly,
r∗λ(1)
−1r∗λ(0)φ
λ∆0,1 = ψλ r∗(1)−1r∗(0)∆0,1.
Theorem 6.37. Let V be a q-constrained harmonic bundle, α,β,Lα,Lβ be Ba¨cklund
transformation parameters to V , λ ∈ C\{0,±α,±β} and φλ : (Cn+2, dλ,qV )→ (Cn+2, d)
be an isometry preserving connections. The Ba¨cklund transform of parameters αλ ,
β
λ ,
φλLα, φλLβ of the spectral deformation φλV of V , of parameter λ [corresponding to
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the multiplier q], coincides with the spectral deformation of parameter λ [correspond-
ing to the multiplier q∗] of the Ba¨cklund transform of parameters α, β, Lα, Lβ of V .
Furthermore, if V is a q-central sphere congruence to a constrained Willmore surface
(∆1,0,∆0,1) and φλ∗ : (C
n+2, dλ,q
∗
V ∗ ) → (Cn+2, d) is an isometry preserving connections,
then the diagram in Figure 6-2 commutes.
(∆1,0,∆0,1)∗
(φλ∗(∆∗)1,0, φλ∗(∆∗)0,1) = (φλ∆1,0, φλ∆0,1)∗
(φλ∆1,0, φλ∆0,1)
(∆1,0,∆0,1)
λ
α
λ ,
β
λ , φ
λLα, φλLβ
λα, β, Lα, Lβ
Figure 6-2. A Bianchi permutability of spectral deformation and
Ba¨cklund transformation of constrained Willmore surfaces.
For λ ∈ {±α,±β}, it is not clear how the spectral deformation of parameter λ
relates to the Ba¨cklund transformation of parameters α, β, Lα, Lβ .

CHAPTER 7
Constrained Willmore surfaces with a conserved quantity
A powerful result by E. Noether [47] establishes that any symmetry of the action
of a physical system has a corresponding conservation law. Time translation sym-
metry gives conservation of energy, space translation symmetry gives conservation of
momentum, symmetry under rotation gives conservation of angular momentum - these
are examples of physically conserved quantities one gets from symmetries of the laws
of nature. Noether’s theorem has become a fundamental tool of modern theoretical
physics and the calculus of variations. In this chapter, we introduce the concept of
conserved quantity of a constrained Willmore surface in a space-form, an idea by Fran
Burstall and David Calderbank. Constrained Willmore surfaces in space-forms admit-
ting a conserved quantity form a subclass of constrained Willmore surfaces preserved
by both spectral deformation and Ba¨cklund transformation, for special choices of pa-
rameters. In codimension 1, this class consists of the class of constant mean curvature
surfaces in space-forms. In codimension 2, surfaces with holomorphic mean curvature
vector in some space-form are examples of constrained Willmore surfaces admitting a
conserved quantity.
Let Λ ⊂ Rn+1,1 be a q-constrained Willmore surface in the projectivized light-cone,
for some real 1-form q with values in Λ∧Λ(1). Let S be the central sphere congruence
of Λ. Provide M with the conformal structure CΛ, induced by Λ.
7.1. Conserved quantities of constrained Willmore surfaces
Let
p(λ) := λ−1v + v0 + λv
be a Laurent polynomial with v0 ∈ Γ(S) real, v ∈ Γ(S⊥) and v∞ := p(1) = v0+v+v 6= 0.
Definition 7.1. We say that p(λ) is a q-conserved quantity of Λ if
(7.1) dλ,qS p(λ) = 0,
for all λ ∈ C\{0}.
Theorem 7.2. p(λ) is a q-conserved quantity of Λ if and only if
dv∞ = 0, D0,1v = 0, N 1,0v + q1,0v0 = 0.
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Proof. Given λ ∈ C\{0},
dλ,qS p(λ) = λ
−1Dv +Dv0 + λDv + λ−2N 1,0v + λ−1N 1,0v0 +N 1,0v
+N 0,1v + λN 0,1v0 + λ2N 0,1v + (λ−2 − 1)q1,0v0 + (λ2 − 1)q0,1v0.
Organizing the terms in dλ,qS p(λ) by powers of λ shows that equation (7.1) holds for all
λ ∈ C\{0} if and only if so do equations Dv + N 1,0v0 = 0 = Dv + N 0,1v0, together
with N 1,0v + q1,0v0 = 0 = N 0,1v + q0,1v0 and with
(7.2) Dv0 +N 1,0v +N 0,1v − q1,0v0 − q0,1v0 = 0.
In view of the reality of D, N and q, we conclude that equation (7.1) holds if and only
if so do equations (7.2),
(7.3) Dv +N 1,0v0 = 0
and
(7.4) N 1,0v + q1,0v0 = 0.
Equation (7.3) is equivalent to the system of equations
(7.5) D1,0v +N 1,0v0 = 0
and
(7.6) D0,1v = 0.
In the light of (7.4), equation (7.2) reads Dv0 + N 1,0v + N 0,1v + N 1,0v + N 0,1v = 0,
i.e.,
(7.7) Dv0 +N (v + v) = 0.
On the other hand, in view of equations (7.5), (7.6) and (7.7),
dv∞ = Dv0 +D(v + v) +N v0 +N (v + v)
= D1,0v +D0,1v +D1,0v +D0,1v +N 1,0v0 +N 0,1v0
= D0,1v +D1,0v +N 1,0v0
and, ultimately,
(7.8) dv∞ = 0.
We complete the proof by observing that, together with equation (7.6), equation (7.8)
establishes (7.5) and (7.7). For that, first note that piS (dv∞) = Dv0 + N (v + v) and
piS⊥(dv∞) = D(v + v) +N v0. Thus dv∞ vanishes if and only if
Dv0 +N (v + v) = 0 = D(v + v) +N v0.
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In particular, dv∞ = 0 forces 0 = N 1,0v0+D1,0v+D1,0v which, together with equation
(7.6), establishes equation (7.5), completing the proof. 
For later reference,
Remark 7.3. The characterization of the dλ,qS -parallelism of p(λ) by the equations
in Theorem 7.2 does not involve the fact that Λ is q-constrained Willmore, only the
reality of q ∈ Ω1(Λ ∧ Λ(1)).
Remark 7.4. In the characterization above, of a q-conserved quantity of Λ, equation
N 1,0v + q1,0v0 = 0 determines q. In fact, q is real, so it is determined by q1,0, which,
given that Λ is a q-constrained Willmore surface, is ensured to be a 1-form with values
in Λ ∧ Λ0,1. Hence q1,0 is determined by q1,0u ∈ Γ(Λ0,1), fixing u ∈ S\Λ⊥ (cf. Remark
5.8). On the other hand, N 1,0v ∈ Γ(Λ0,1) (cf. (6.52)). Finally, if dv∞ = 0, then v∞
defines a space-form Sv∞ , and, for σ∞ the surface in Sv∞ defined by Λ, (σ∞, v0) =
(σ∞, piS(v∞)) = (σ∞, v∞) = −1 is never-zero.
Remark 7.5. If p(λ) is a q-conserved quantity of Λ, then
d(v, v) = 0.
Indeed, by equation (7.4), and in view of the skew-symmetry of q,
(N 1,0v, v0) = −(q1,0v0, v0) = (v0, q1,0v0) = −(v0,N 1,0v)
and, therefore, (N 1,0v, v0) = 0. Equivalently, (v,N 1,0v0) = 0, in view of the skew-
symmetry of N , which, together with equation (7.5), establishes (v,D1,0v) = 0 and,
consequently, by equation (7.6), (v,Dv) = 0.
7.2. Examples
Two special cases follow from the characterization of a conserved quantity provided
by Theorem 7.2.
7.2.1. The special case of codimension 1: CMC surfaces in 3-space. The
existence of a conserved quantity p(λ) of Λ establishes, in particular, the constancy
of v∞ := p(1). In the particular case of n = 3, we verify that Λ has constant mean
curvature in the space-form Sv∞ , that is, the surface defined by Λ in the space-form
Sv∞ has constant mean curvature. In fact, constant mean curvature surfaces in 3-
dimensional space-forms are, precisely, the constrained Willmore surfaces in 3-space-
form admitting a conserved quantity. This case will be addressed in detail in Section
8.2, dedicated to constant mean curvature surfaces in 3-dimensional space-forms.
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7.2.2. A special case in codimension 2: holomorphic mean curvature
vector surfaces in 4-space. In codimension 2, the complexification of S⊥ admits a
unique decomposition into the direct sum of two null complex lines, complex conjugate
of each other: given v ∈ Γ(S⊥) null, S⊥ = 〈v〉⊕〈v〉. Such a v defines an almost-complex
structure Jv on S
⊥, with eigenvalues i and −i and eigenspaces 〈v〉 and 〈v〉, associated
to i and −i, respectively. In [11] (see, in particular, Corollary 14.3), F. Burstall and
D. Calderbank proved that a codimension 2 surface in a space-form, with holomorphic
mean curvature vector with respect to the complex structure induced by ∇S⊥ , is con-
strained Willmore. In this section, we prove it in our setting, proving, furthermore,
that, in 4-dimensional space-form, the constrained Willmore surfaces admitting a con-
served quantity p(λ) = λ−1v + v0 + λv with v null are the surfaces with holomorphic
mean curvature vector in the space-form Sp(1), with respect to the complex structure
on (S⊥, Jv,∇S⊥) determined by Koszul-Malgrange Theorem.
Suppose n = 4. In that case, S⊥ is a (non-degenerate real) rank 2 bundle, admit-
ting, therefore, a unique decomposition
(7.9) S⊥ = S⊥+ ⊕ S⊥−
of its complexification into the direct sum of two null complex lines, complex conjugate
of each other. In particular, S⊥ admits an almost-complex structure (in fact, two,
differing by sign),
JS⊥ = ± I
{
i onS⊥+
−i onS⊥−
.
Provide then S⊥ with the unique complex structure compatible with the connection
∇S⊥ = D|Γ(S⊥), cf. Koszul-Malgrange Theorem, characterized by the fact that a section
ν of S⊥ is holomorphic if and only if D0,1ν = 0 (see, for example, [15], Theorem 2.1).
Fix a choice of JS⊥ and provide S
⊥ with the structure of complex vector bundle defined
by iν := JS⊥ν, for all real ν ∈ Γ(S⊥). Then, given ν ∈ Γ(S⊥) real and z = x + iy a
holomorphic chart of M ,
(7.10) Dδz¯ν =
1
2
(Dδxν + JS⊥Dδyν).
Writing ν = v + v, with v in the eigenspace of JS⊥ associated to the eigenvalue i, and
expanding (7.10) out, we conclude that ν is holomorphic if and only if D0,1v+D1,0v = 0,
or, equivalently, D0,1v = 0.
Now fix a non-zero v∞ ∈ R5,1. Let v⊥∞ be the orthogonal projection of v∞ onto S⊥.
In view of the reality of v⊥∞, write v⊥∞ = v+v, with v in the eigenspace of JS⊥ associated
to the eigenvalue i. Consider the surface σ∞ : M → Sv∞ , in the space-form Sv∞ ,
defined by Λ. Under the isomorphism Q : N∞ → S⊥, preserving connections, defined
in Section 2.2, the complex structure on S⊥ induces naturally a complex structure on
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N∞, preserving holomorphicity. We say that Λ has holomorphic mean curvature vector
in the space-form Sv∞ if H∞ is holomorphic. By equation (4.2), it follows that Λ is a
holomorphic mean curvature vector surface in Sv∞ if and only if
(7.11) D0,1v⊥∞ = 0,
or, equivalently, D0,1v = 0.
Now suppose Λ has holomorphic mean curvature vector in Sv∞ . Define a real form
q ∈ Ω1(Λ ∧ Λ(1)), with q1,0 ∈ Ω1,0(Λ ∧ Λ0,1), by setting q1,0vT∞ := −N 1,0v, for vT∞ the
orthogonal projection of v∞ onto S (cf. Remark 7.4). Set p(λ) := λ−1v + vT∞ + λv.
According to Theorem 7.2, having in consideration Remark 7.3, dλ,qS p(λ) = 0 and,
consequently,
(7.12) Rλp(λ) = 0,
for Rλ the curvature tensor of dλ,qS , for all λ ∈ C\{0}. In the proof of Theorem 6.6, we
observed, in particular, that
Rλ =
λ−1 − λ
2
i (dD ∗ N − 2[q ∧ ∗N ]) + (λ−2 − 1) dDq1,0 + (λ2 − 1) dDq0,1,
having in consideration that [q ∧ q] vanishes, cf. (6.12). Note that, as qS⊥ = 0 and S⊥
is D-parallel, dDq1,0S⊥ = 0 = dDq0,1S⊥. According to (6.1) and (6.2), equation (7.12)
establishes
(7.13)
λ−1 − λ
2
(dD ∗ N − 2[q ∧ ∗N ])vT∞ = 0
and
0 =
i
2
(dD∗N−2[q∧∗N ])((λ−2−1)v+(1−λ2)v)+(λ−2−1)dDq1,0vT∞+(λ2−1)dDq0,1vT∞.
Organizing the terms in equation (7.13) by powers of λ, we conclude from the fact that
equation (7.12) holds for all λ ∈ C\{0} that, in particular,
(7.14) dD ∗ N − 2[q ∧ ∗N ]vT∞ = 0,
or, equivalently, cf. Remark 5.7, dD ∗ N = 2[q ∧ ∗N ], in view of the fact that
(σ∞, vT∞) = (σ∞, v∞)(= −1) is never-zero. Now we see that equation (7.12) estab-
lishes, furthermore,
(λ−2 − 1) dDq1,0vT∞ + (λ2 − 1) dDq0,1vT∞ = 0
and the fact that it does not depend on λ ∈ C\{0} establishes then dDq1,0vT∞ = 0.
Lastly, observe, in view of (5.8), that, as q1,0 takes values in Λ ∧ Λ0,1, then so does
dDq1,0,
dDq1,0 ∈ Ω2(Λ ∧ Λ0,1),
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to conclude, cf. Remark 5.8, that dDq1,0 = 0 and, ultimately, by Lemma 5.10, that
dDq = 0. We conclude that Λ is a q-constrained Willmore surface admitting p(λ) as a
q-conserved quantity.
Conversely, suppose Λ is a constrained Willmore surface admitting a conserved
quantity p(λ) = λ−1w + v0 + λw with v0 ∈ Γ(S) real and w ∈ Γ(S⊥) null (and, in
particular, never-zero). In that case, S⊥ = 〈w〉 ⊕ 〈w〉 is the decomposition of S⊥
in (7.9). Let Jw be the almost-complex structure on S
⊥ admitting 〈w〉 and 〈w〉 as
eigenspaces associated to the eigenvalues i and −i, respectively. According to the
characterization of conserved quantities presented in Theorem 7.2, we conclude that Λ
has holomorphic mean curvature vector in Sp(1), with respect to the complex structure
on (S⊥, Jw,∇S⊥) determined by Koszul-Malgrange Theorem.
7.3. Spectral deformation of constrained Willmore surfaces with a
conserved quantity
The spectral deformation of constrained Willmore surfaces preserves the existence
of a conserved quantity, trivially:
Theorem 7.6. Let µ be in S1 and φµq : (Rn+1,1, d
µ,q
S ) → (Rn+1,1, d) be an isomor-
phism. Suppose that either v0 is non-zero or µv + µv is non-zero. In that case, if p(λ)
is a q-conserved quantity of Λ, then φµq p(µλ) is a Adφµq (qµ)-conserved quantity of the
spectral deformation φµqΛ of parameter µ of Λ.
Proof. By hypothesis,
vµ∞ := φ
µ
q (µv + v0 + µv)
is non-zero. On the other hand, as φµq is real and µ is unit, we have µ−1φµq v = µφµq v.
Having in consideration that φµq is an isometry, and, in particular, (φ
µ
qS)⊥ = φµqS⊥, we
conclude that
φµq p(µλ) = λ
−1(µ−1φµq v) + φ
µ
q v0 + λ(µφ
µ
q v)
is of the right form. The fact that φµq : (Rn+1,1, d
µ,q
S ) → (Rn+1,1, d) preserves connec-
tions, and, consequently,
d
λ,Ad
φ
µ
q
(qµ)
φµq S
= φµq ◦ (dµ,qS )λ,qµS ◦ (φµq )−1 = φµq ◦ dµλ,qS ◦ (φµq )−1,
completes the proof. 
7.4. Ba¨cklund transformation of constrained Willmore surfaces with a
conserved quantity
Ba¨cklund transformations of constrained Willmore surfaces preserve the existence
of a conserved quantity, in the following terms:
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Theorem 7.7. Suppose p(λ) is a q-conserved quantity of Λ. Let α,Lα be Ba¨cklund
transformation parameters to Λ corresponding to the multiplier q and let r∗ denote rαLα.
If
(7.15) p(α) ⊥ Lα,
then
p∗(λ) := r∗(1)−1 r∗(λ) p(λ)
is a q∗-conserved quantity of the Ba¨cklund transform Λ∗ of Λ of parameters α,Lα,
provided that Λ∗ immerses.
Proof. Suppose Λ∗ immerses and let S∗ be its central sphere congruence. First
of all, note that
dλ,q
∗
S∗ p
∗(λ) = r∗(1)−1 ◦ dˆλ,qˆS ◦ r∗(λ) p(λ) = r∗(1)−1r∗(λ) ◦ dλ,qS p(λ) = 0,
for λ ∈ C\{0}. Let ρ and ρ∗ denote, respectively, ρS and ρS∗ . Consider projections
piLα : Cn+2 → Lα, piρLα : Cn+2 → ρLα and pi⊥ : Cn+2 → (Lα ⊕ ρLα)⊥ with respect
to the decomposition Cn+2 = Lα ⊕ ρLα ⊕ (Lα ⊕ ρLα)⊥. As Lα and ρLα are never
orthogonal, condition (7.15) establishes, in particular, piρLαp(α) = 0. On the other
hand, in view of the specific form of p(λ),
(7.16) ρp(λ) = p(−λ),
for all λ. Hence piLαp(−α) = ρpiρLαp(α) and, therefore, piLαp(−α) = 0. It follows that
pα,Lα(λ) p(λ) =
α− λ
α+ λ
piLαp(λ) + pi⊥p(λ) +
α+ λ
α− λ piρLαp(λ)
has no poles and, consequently, that
p∗(λ) = r∗(1)−1Kq
α−1,Lˆα−1
(λ) pα,Lα(λ) p(λ)
has, at most, poles at λ = ±α−1. Consider now projections piLα : Cn+2 → Lα and
piρLα : C
n+2 → ρLα with respect to the decomposition Cn+2 = Lα⊕ρLα⊕(Lα⊕ρLα)⊥.
Given the specific form of p(λ), we have, on the other hand,
(7.17) p(λ−1) = p(λ),
for all λ, and, therefore, p(α−1) ∈ Γ(Lα ⊥). Thus piLα p(−α−1) = 0 = piρLα p(α−1). It
follows that p∗(λ) = r∗(1)−1 pα,L˜α(λ) qα−1,Lα (λ) p(λ) has, at most, poles at λ = ±α.
We conclude that p∗(λ) has no poles. The fact that limλ→∞ λ−1p∗(λ) = r∗(1)−1 r∗(∞) v
and limλ→0 λp∗(λ) = r∗(1)−1 r∗(0) v are both finite establishes then p∗(λ) as a degree
1 Laurent polynomial. According to (6.17),
ρ∗p∗(λ) = r∗(1)−1ρ r∗(1)p∗(λ) = r∗(1)−1ρ r∗(λ) p(λ) = r∗(1)−1r∗(−λ)ρp(λ)
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and, therefore, following (7.16),
ρ∗p∗(λ) = p∗(−λ),
showing that the coefficients on λ and λ−1 in p∗(λ) are sections of (S∗)⊥, whilst the
coefficient on λ0 is a section of S∗. To complete the proof, we are left to verify that
p∗(λ−1) = p∗(λ), equivalent to the complex conjugation conditions on the coefficients
in p∗(λ). It comes as an immediate consequence of equations (6.49) and (7.17). 
CHAPTER 8
Constrained Willmore surfaces and isothermic condition
A classical result of Thomsen [55] characterizes isothermic Willmore surfaces in 3-
space as minimal surfaces in some 3-dimensional space-form. Constant mean curvature
(CMC) surfaces in 3-dimensional space-forms are, in particular, isothermic constrained
Willmore surfaces, as proven by J. Richter [51]. However, isothermic constrained Will-
more surfaces in 3-space are not necessarily CMC surfaces in some space-form, as proven
by an example due to Fran Burstall and presented in [7], of a constrained Willmore
cylinder that does not have constant mean curvature in any space-form. We dedicate
a section to the very important class of CMC surfaces in 3-space, with constrained
Willmore Ba¨cklund transformations; both constrained Willmore and isothermic spec-
tral deformations; as well as a spectral deformation of their own and, in the Euclidean
case, isothermic Darboux transformations and Bianchi-Ba¨cklund transformations. S.
Kobayashi and J.-I. Inoguchi [35] proved that isothermic Darboux transformation of
a CMC surface in R3 is equivalent to Bianchi-Ba¨cklund transformation. We believe
isothermic Darboux transformation of a CMC surface in Euclidean 3-space can be ob-
tained as a particular case of constrained Willmore Ba¨cklund transformation. This
shall be the subject of further work. We present the classical CMC spectral defor-
mation by means of the action of a loop of flat metric connections. We observe that
these three spectral deformations of CMC surfaces in 3-space are all closely related
and, therefore, all closely related to Ba¨cklund transformation. We observe, in partic-
ular, that the classical CMC spectral deformation can be obtained as composition of
isothermic and constrained Willmore spectral deformation and that, in the particular
case of minimal surfaces, the classical CMC spectral deformation coincides with the
constrained Willmore spectral deformation corresponding to the zero multiplier. The
chapter starts with a section on the Mo¨bius invariant class of isothermic surfaces in
space forms. We characterize isothermic constrained Willmore surfaces by the non-
uniqueness of multiplier. The constrained Willmore spectral deformation is known to
preserve the isothermic condition, cf. [14]. As for Ba¨cklund transformation of con-
strained Willmore surfaces, we believe it does not necessarily preserve the isothermic
condition. We believe one can obtain non-isothermic, non-Willmore constrained Will-
more surfaces as Ba¨cklund transforms of non-minimal CMC surfaces in space-forms.
This shall be the subject of further work.
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Throughout this chapter, let Λ ⊂ Rn+1,1 be a surface in the projectivized light-cone
and S be the central sphere congruence of Λ. ConsiderM provided with the conformal
structure CΛ.
8.1. Isothermic surfaces
It seems that the notion of isothermal lines, tracing back to the early nineteenth
century, was motivated by their physical interpretation as lines of equal temperature,
having led to the notion of isothermic surfaces, that is, surfaces with isothermal lines of
curvature. This section is dedicated to the study of isothermic surfaces merely from the
point of view of constrained Willmore surfaces. Classically, a surface in R3 is isother-
mic if it admits conformal coordinate line coordinates at every point. F. Burstall and
U. Pinkall [13] extended the isothermic condition to surfaces in space forms, with a
manifestly conformally formulation, characterizing isothermic surfaces in the conformal
n-sphere by the existence of a non-zero real closed 1-form η with values in a certain
subbundle of the skew-symmetric endomorphisms of Rn+1,1. We characterize isother-
mic constrained Willmore surfaces by the non-uniqueness of multiplier and establish
the set of multipliers to an isothermic q-constrained Willmore surface (Λ, η) as the
1-dimensional affine space q + 〈∗η〉R. The constrained Willmore spectral deformation
is known to preserve the isothermic condition, cf. [14]. We derive it in our setting. As
for Ba¨cklund transformation of constrained Willmore surfaces, it is not clear that the
isothermic condition is preserved. Isothermic surfaces in R3 were studied intensively
at the turn of the 20th century and a rich transformation theory of these surfaces was
developed in the works of Darboux [22], Calapso [16], [17] and Bianchi [2], [3]. The
loop group formalism provides a context in which the results of Bianchi, Calapso and
Darboux can be generalized. Following the work of F. Burstall, D. Calderbank and
U. Pinkall [11], [13], we characterize isothermic surfaces by the flatness of a certain
R-family of metric connections on Rn+1,1 and define, in terms of this family of connec-
tions, both the isothermic spectral deformation, discovered in the classical setting by
Calapso and, independently, by Bianchi; and the isothermic Darboux transformation.
8.1.1. Isothermic surfaces: definition. In this section, we present a manifestly
conformally invariant formulation of the isothermic condition, by F. Burstall and U.
Pinkall.
Isothermic surfaces are classically defined to be immersions f : (M,gf )→ R3 admit-
ting, at every point, conformal curvature line coordinates, i.e., conformal coordinates
along the principal directions. Equation (2.2), relating the shape operator to the second
fundamental form of an isometric immersion, makes clear that conformal coordinates
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x and y are curvature line coordinates if and only if
(8.1) Π(δx, δy) = 0.
In fact, the conformality of x and y ensures the existence of some u ∈ C∞(M,R) for
which
gf = e
u(dx2 + dy2),
establishing, in particular, that gf (δx, δy) = 0, so that, if A
ξδx ∈ 〈δx〉, for either unit
ξ ∈ Γ(Nf ), then equation (8.1) is established. It is obvious that, conversely, equation
(8.1) forces, in particular,
Aξδx ∈ 〈δx〉, Aξδy ∈ 〈δy〉,
for either unit normal vector field ξ to f . Classical isothermic surfaces extend naturally
to immersions f : (M,gf ) → M¯ , into a Riemannian manifold M¯ , admitting, at every
point, conformal coordinates which diagonalize the second fundamental form,1 which
we still refer to as conformal curvature line coordinates. Equation (2.6) makes clear that
the isothermic condition is a conformal invariant (even though the second fundamental
form is not), having in consideration that under a conformal change of metric in M¯ ,
the metric induced in M changes conformally. In fact, it makes clear, furthermore,
that conformal curvature line coordinates are preserved under conformal changes of
the metric. Hence, as very well-known:
Theorem 8.1. Conformal curvature line coordinates are preserved by conformal
diffeomorphisms.
Theorem 8.1 establishes, in particular, the Mo¨bius invariance of the class of isother-
mic surfaces. We define Λ : (M, CΛ) → (P(L), CP(L)) to be an isothermic surface if,
fixing h ∈ CP(L) (independently of the choice of h), Λ : (M,Λ∗h) → (P(L), h) is an
isothermic surface, with Λ∗h denoting the metric induced inM by Λ from h. We formu-
late it next following a manifestly conformally invariant characterization of isothermic
surfaces established by F. Burstall and U. Pinkall.
Definition 8.2. Λ is said to be an isothermic surface if there exists a non-zero
closed real 1-form η with values in Λ ∧ Λ⊥.
This formulation of isothermic surfaces is discussed in [13], [11], [53] and [32]. For
the relationship between this formulation and the classical one, see [13], [53] and [32]
(see, in particular, §5.3.19).2
1Or, equivalently, which diagonalize simultaneously all shape operators (the verification presented
above for the particular case M¯ = R3 clearly holds for general M¯).
2Without wishing to go into detail, it is worth remarking on this relationship. (For more details, see
[10] and [53].) Given f, fc : M → Rn immersions of M in Euclidean n-space, f and fc are said to
be Christoffel transforms of each other, or dual isothermic surfaces, if f and fc have parallel tangent
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Constant mean curvature surfaces in 3-space are well-known examples of isothermic
surfaces (see Section 8.2), as well as surfaces of revolution, cones and cylinders (see, for
example, [53]).
Under the conditions of Definition 8.2, we may, alternatively, refer to the isothermic
surface Λ as the pair (Λ, η). As Λ is not contained in any 2-sphere (cf. (1.13)), such
η is unique up to non-zero constant real scale, cf. [53] (see, in particular, Proposition
1.25). It is very useful to know that, cf. [53] (see, in particular, Proposition 1.11):
Lemma 8.3. If (Λ, η) is an isothermic surface, then η ∈ Ω1(Λ ∧ Λ(1)).
It follows, in particular, that:
Lemma 8.4. If (Λ, η) is an isothermic surface, then
(8.2) dDη = 0 = [N ∧ η].
Proof. Suppose (Λ, η) is isothermic. Then, in particular, the form η is closed,
dDη + [N ∧ η] = 0. On the other hand, according to Lemma 8.3, η ∈ Ω1(∧2S). Hence,
by the D-parallelness of S and S⊥, dDη ∈ Ω2(∧2S ⊕ ∧2S⊥); whereas, as N takes
values in S ∧ S⊥, [N ∧ η] ∈ Ω2(S ∧ S⊥). We conclude that dDη and [N ∧ η] vanish
separately. 
Remark 8.5. Following equation (2.17), we have
(8.3) [(Λ ∧ Λ⊥) ∧ (Λ ∧ Λ⊥)] ⊂ Λ ∧ Λ = {0}
and, therefore, given η ∈ Ω1(Λ ∧ Λ⊥),
(8.4) [η ∧ η] = 0.
Theorem 8.1 establishes, in particular:
Theorem 8.6. Λ is isothermic if and only if, fixing v∞ ∈ Rn+1,1 non-zero, so is
the surface σ∞ : M → Sv∞, in the space-form Sv∞ , defined by Λ. Furthermore: Λ
shares conformal curvature line coordinates with σv∞ , for all v∞.
planes, i.e., df(TM) = dfc(TM); f and fc induce the same conformal structure on M ; and f and fc
induce opposite orientations on M , i.e., dfc ◦ df−1 : df(TM) → df(TM) has negative determinant.
A result by Christoffel [20], for n = 3, and B. Palmer [49], for arbitrary n, characterizes isothermic
surfaces immersed in Rn by the existence of a dual isothermic surface. Since n ≥ 3, we can choose
v∞ ∈ L such that Λp 6= 〈v∞〉, for all p ∈M , and to define then a surface σ0,∞ in Euclidean n-space by
stereographic projection of pole x0 ∈ S
n of Λp ∈ P(L)\{〈v∞〉} = Sn\{x0}, for each p ∈M . According
to Theorem 8.1, Λ is isothermic if and only if so is σ0,∞. Let σ∞ be the surface defined by Λ in Sv∞ .
One verifies that, if σ0,∞ is isothermic and σ
c
0,∞ is a dual isothermic surface to σ0,∞, then
η := σ∞ ∧ (dσ
c
0,∞ + (σ0,∞, dσ
c
0,∞)v∞)
is a form in the conditions of Definition 8.2; and, conversely, that the existence of a form η such that
(Λ, η) is isothermic establishes the existence of a dual isothermic surface to σ0,∞.
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8.1.2. Isothermic condition and Hopf differential. The Hopf differential is
closely related to Π(2,0) := Π|T 1,0M×T 1,0M , giving rise to yet another characterization
of isothermic surfaces in space-forms, which we present in this section.
Fix a non-zero v∞ in Rn+1,1 and consider the surface σ∞ : M → Sv∞ , in the
space-form Sv∞ , defined by Λ. Recall that the pull-back bundle by σ∞ of the tangent
bundle TSv∞ consists of the orthogonal complement in R
n+1,1 of the non-degenerate
bundle 〈σ∞, v∞〉, σ∗∞TSv∞ = 〈σ∞, v∞〉⊥. Let piN∞ denote the orthogonal projection of
Rn+1,1 = dσ∞(TM) ⊕ N∞ ⊕ 〈v∞, σ∞〉 onto N∞. Fix a holomorphic chart z = x + iy
of (M, CΛ). Observe that
(σ∞)zz ∈ Γ(σ∗∞TSv∞).
Indeed, differentiation of (σ∞, v∞) = −1 shows that ((σ∞)z, v∞) = 0 and, consequently,
((σ∞)zz, v∞) = 0; whereas differentiation of (σ∞, (σ∞)z) = 0 shows that (σ∞)z is
orthogonal to σ∞. It follows that (σ∞)zz − piN∞(σ∞)zz ∈ Γ(dσ∞(TM)) ⊂ Γ(S) and,
therefore, (σ∞)zz − piN∞(σ∞)zz − (piN∞(σ∞)zz,H∞)σ∞ ∈ Γ(S). We conclude that
(8.5) piS⊥(σ∞)zz = Q(piN∞(σ∞)zz),
for the isomorphism Q : N∞ → S⊥ defined in Section 2.2. Now write σz = λσ∞ with
λ ∈ Γ(R) never-zero. Then σzzz = λ(σ∞)zz + 2λz(σ∞)z + λzzσ∞ and, therefore,
(8.6) kz = λpiS⊥(σ∞)zz.
It follows that, under the isomorphism Q, the Hopf differential kz is a real scale of
(8.7) piN∞(σ∞)zz = Π∞(δz , δz) =
1
4
(Π∞(δx, δx)− 2iΠ∞(δx, δy)−Π∞(δy, δy)).
We are led to the following characterization of isothermic surfaces in terms of the Hopf
differential, presented in [14]:
Lemma 8.7. The surface Λ is isothermic if and only if around each point there
exists a holomorphic chart of (M, CΛ) with respect to which the Hopf differential of Λ
is a real section of S⊥. Furthermore: the conformal coordinates x, y are curvature line
coordinates to Λ if and only if kz is real.
Proof. The conformal coordinates x, y are curvature line coordinates of σ∞ if and
only if Π∞(δx, δy) = 0, or, equivalently, piN∞(σ∞)zz is real. Since Q is an isomorphism
of real bundles, the reality of piN∞(σ∞)zz is equivalent to that of kz. 
8.1.3. Transformations of isothermic surfaces. Isothermic surfaces in R3 were
studied intensively at the turn of the 20th century and a rich transformation theory
of these surfaces was developed in the works of Darboux [22], Calapso [16], [17] and
Bianchi [2], [3]. The loop group formalism provides a context in which the results of
Bianchi, Calapso and Darboux can be generalized. Following the work of F. Burstall,
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D. Calderbank and U. Pinkall [11], [13], we characterize isothermic surfaces by the
flatness of a certain R-family of metric connections on Rn+1,1 and define, in terms of
this family of connections, both the isothermic spectral deformation, discovered in the
classical setting by Calapso and, independently, by Bianchi; and the isothermic Dar-
boux transformation.
Let η be a non-zero real 1-form with values in Λ ∧ Λ⊥. For each t ∈ R, set
dtη := d+ tη,
defining a connection of Cn+2. The reality of η establishes that of dtη, whereas its
skew-symmetry establishes dtη as a metric connection. As established in [11] and [13]:
Theorem 8.8. (Λ, η) is isothermic if and only if dtη is a flat connection, for each
t ∈ R.
The proof is immediate, but worth presenting:
Proof. The curvature tensor Rt of dtη is given by R
t = Rd + tdη + t
2
2 [η ∧ η] = 0.
Equation (8.4) makes then clear that η is closed if and only if Rt = 0, for all t. 
One shall be aware of the ambiguity that the notation dtη carries, for t = ±1, with
respect to the constrained Willmore spectral deformation of parameter t, correspond-
ing to the multiplier η, in the case (Λ, η) is an isothermic surface admitting η as a
multiplier.
The isothermic spectral deformation. As we verify next, if (Λ, η) is isother-
mic, then so is the transformation of Λ defined by the flat metric connection dtη, for
each t ∈ R. Associated to an isothermic surface, we have a one-parameter family of
isothermic surfaces, discovered in the classical setting by Calapso [16], [17] and, inde-
pendently, by Bianchi [2], [3].
Suppose (Λ, η) is isothermic, so that, in particular, dtη is a flat metric connection
on Rn+1,1, for each t ∈ R. Given t ∈ R and σ ∈ Γ(Λ),
(8.8) dtησ = dσ,
showing that Λ is still a dtη-surface, or, equivalently, the transformation Λ
t
η of Λ defined
by the connection dtη is still a surface. Furthermore:
Theorem 8.9. Let (Λ, η) be an isothermic surface. Then, for each t ∈ R, the
transformation Λtη of Λ defined by the flat metric connection d
t
η is still isothermic.
Fix t ∈ R and φtη : (Rn+1,1, dtη) → (Rn+1,1, d) an isomorphism. The proof of the
theorem will consist of showing that (Λtη ,Adφtηη) is isothermic.
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Proof. If η = σ ∧ µ, with σ ∈ Γ(Λ) and µ ∈ Ω1(Λ⊥), then, recalling (2.18),
Adφtηη = φ
t
ησ ∧ φtηµ is a non-zero real 1-form with values in Ω1((φtηΛ) ∧ (φtηΛ)⊥) and
d(Adφtηη) = φ
t
η ◦ dd
t
ηη ◦ (φtη)−1 = φtη ◦ (dη + t[η ∧ η]) ◦ (φtη)−1 = 0.

We may refer to Λtη as the isothermic (t, η)-transformation of Λ. Note that, if
(Λ, η′) is isothermic, for some non-zero real 1-form η′, with values in Λ ∧ Λ⊥, then
η′ = tηη, for some tη ∈ R and the isothermic (t, η′)-transformation of Λ coincides with
the (t tη, η)-transformation.
Observe that, given t′ ∈ R and φt′Ad
φtη
η : (R
n+1,1, dt
′
Ad
φtη
η) → (Rn+1,1, d) an isomor-
phism, φt
′
Ad
φtη
ηφ
t
η : (R
n+1,1, dt+t
′
η )→ (Rn+1,1, d) is an isomorphism, to conclude that
Λt+t
′
η = (Λ
t
η)
t′
Ad
φtη
η,
we have a one-parameter family of isothermic surfaces. In the particular case of Eu-
clidean 3-space, this is the T-transform, found by Calapso [16], [17] and, independently,
by Bianchi [2], [3].
We complete this section by verifying that, up to reparametrization, this isothermic
spectral deformation coincides with the one presented in [14].3 First of all, note that,
in view of (8.8), given σ ∈ Γ(Λ) never-zero,
(8.9) gφtησ = g
dtη
σ = gσ ,
showing that the deformation defined by dtη preserves the conformal structure,
CΛtη = CΛ.
It preserves the central sphere congruence, as well. Indeed, fixing a holomorphic chart
z of (M, CΛtη ) = (M, CΛ), we have (dtη)δz¯(dtη)δzσ = (σ)zz¯ + tηδz¯σz = σzz¯modΛ, in view
of equation (8.8), showing that Sd
t
η = S and, ultimately, according to (3.3), that
(8.10) SφtηΛ = φ
t
ηS.
According to (8.9), on the other hand, gφtησz = gσz = gz, showing that φ
t
ησ
z is the
normalized section of φtηΛ with respect to z. Note that, as η takes values in Λ ∧ Λ⊥,
ηΛ⊥ takes values in Λ, and define ηz ∈ C∞(M,R) by ηδzσzz = ηzσz. Then
(φtησ
z)zz = (φ
t
ησ
z
z)z = φ
t
η(σ
z
zz + tηδzσ
z
z) = −
1
2
(cz − 2tηz)φtησz + φtηkz.
3The omission, in [14], of reference to the transformation rules of the Hopf differential and of the
normal connection shall be understood as preservation.
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We conclude that kzt and c
z
t , the Hopf differential and the Schwarzian derivative, re-
spectively, of φtηΛ with respect to z, relate to those of Λ by
kzt = φ
t
ηk
z, czt = c
z − 2tηz.
By Lemma 5.5, having in consideration (8.10), the conclusion follows.
Isothermic Darboux transformation. Darboux [22] discovered a transforma-
tion of isothermic surfaces in R3: the surface and its Darboux transform are character-
ized by being conformal and curvature line preserving and enveloping some 2-sphere
congruence. In this section, we present a manifestly conformally invariant formula-
tion of Darboux transforms of isothermic surfaces, due to F. Burstall and U. Pinkall,
in terms of the family of flat metric connections, presented above, characterizing the
isothermic condition. For further reference, we make a very brief description of the
Darboux transformation of isothermic surfaces in Euclidean n-space via solutions of a
Ricatti equation, presented in [10] as a direct extension of the case n = 3, 4, discovered
by Hertrich-Jeromin−Pedit [33].
In [33], U. Hertrich-Jeromin and F. Pedit develop isothermic surface theory in
Euclidean n-space, for n = 3, 4. In particular, they define Darboux transformation,
based on the solution of a Ricatti equation, that, when restricted to codimension 1,
becomes classical. In [10], F. Burstall presents a direct extension to general n of this
approach to isothermic surfaces and Darboux transformation. For further reference,
we describe it here very briefly (for more details, see [10]). The starting point is the
fact that an immersion f : M → Rn is isothermic if and only if there exists another
immersion f c :M → Rn such that4
(8.11) df ∧ df c = 0,
where we multiply the coefficients of these Rn-valued 1-forms using the product of the
Clifford algebra Cln of Rn. Equation (8.11) is the integrability condition for a Ricatti
equation involving an auxiliary parameter r ∈ R\{0}:
dg = rgdf cg − df,
where again all multiplications take place in Cln. We construct a new isothermic surface
fˆ by setting
fˆ = f + g
and verify that, just as in the classical case, f and fˆ are characterized by the conditions
that they have the same conformal structure and curvature lines and are enveloping
4Equation (8.11) characterizes fc as a Christoffel transform of f .
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surfaces of a 2-sphere congruence. We refer to fˆ as the Darboux transform of f of
parameters r, g.
F. Burstall and U. Pinkall generalized the Darboux transformation to isothermic
surfaces in general space-form as follows, in a manifestly conformally invariant formu-
lation:
Definition 8.10. Let (Λ, η) be an isothermic surface. A surface Λˆ is an isothermic
Darboux transform of Λ if Λˆ ∩ Λ = {0} and there is a non-zero real constant m for
which Λˆ is (d+mη)-parallel.
This formulation is discussed in [13], [32] (see, in particular, §5.4.8), [53] and [11].
For the relationship between this approach to isothermic Darboux transformation and
the classical one, see [53].
8.1.4. Isothermic condition and uniqueness of multiplier. In this section,
we characterize isothermic constrained Willmore surfaces in space-forms by the non-
uniqueness of multiplier and establish the set of multipliers to an isothermic q-constrained
Willmore surface (Λ, η) as the 1-dimensional affine space q + 〈∗η〉R.
Theorem 8.11. Suppose Λ is a constrained Willmore surface. The uniqueness of
multiplier to Λ is equivalent to Λ being not isothermic.
Proof. Suppose Λ is a constrained Willmore surface and q1 6= q2 are multipliers
to Λ. Set η := ∗(q1 − q2), defining, in this way, a non-zero real 1-form with values
in Λ ∧ Λ(1) ⊂ Λ ∧ Λ⊥. The fact that dDq1 = 0 = dDq2 establishes dD ∗ η = 0, or,
equivalently, cf. Lemma 5.10, dDη = 0; whereas [q1 ∧∗N ] = 12 dD ∗N = [q2 ∧∗N ] gives
[N ∧ η] = [∗η∧∗N ] = [(q2− q1)∧∗N ] = 0, recalling equation (2.21). We conclude that
η is closed and, therefore, that (Λ, η) is isothermic.
Conversely, suppose (Λ, η) is an isothermic q-constrained Willmore surface, for some
η ∈ Ω1(Λ ∧ Λ⊥) and q ∈ Ω1(Λ ∧ Λ(1)). Recalling Lemma 8.3, set q′ := q + ∗η, defining
a real 1-form q′ 6= q with values in Λ ∧ Λ(1). Cf. Lemma 8.4, dDη = 0 = [N ∧ η].
Equivalently (recall Lemma 5.10), dD ∗ η = 0 = [∗η ∧ ∗N ]. Hence dDq′ = dDq = 0 and
2[q′ ∧ ∗N ] = 2[q ∧ ∗N ] = dD ∗N , showing that q′ is a multiplier to Λ, as well as q, and
completing the proof. 
Constant mean curvature surfaces in 3-space are examples of isothermic constrained
Willmore surfaces, as proven by J. Richter [51]. A classical result by Thomsen [55]
characterizes isothermic Willmore surfaces in 3-space as minimal surfaces in some 3-
dimensional space-form, showing that the zero multiplier is not necessarily the only
multiplier to a constrained Willmore surface with no constraint on the conformal struc-
ture.
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Suppose (Λ, η) is isothermic. Analogously to what was observed in the proof of
Theorem 8.11 for the particular case t = 1, we verify, that, if q is a multiplier to Λ,
then so is
qt := q + t ∗ η,
for each t ∈ R. In the proof of Theorem 8.11, we have, on the other hand, verified
that, if q1 and q2 are distinct multipliers to Λ, then (Λ, ∗(q1 − q2)) is isothermic and,
therefore, q2 = q1+ t ∗ η, for some (non-zero) constant t ∈ R. We conclude that, if Λ is
constrained Willmore and q is a multiplier to Λ, then the set of multipliers to Λ is the
affine space q + 〈∗η〉R. In particular, the set of multipliers to an isothermic Willmore
surface (Λ, η) consists of the 1-dimensional vector space 〈∗η〉R.
8.1.5. Isothermic condition under constrained Willmore transformation.
The constrained Willmore spectral deformation is known to preserve the isothermic
condition, cf. [14]. Next we derive it in our setting.
Theorem 8.12. The constrained Willmore spectral deformation preserves the isother-
mic condition.
The proof of the theorem will consist of showing that, if (Λ, η) is an isothermic
q-constrained Willmore surface, for some η ∈ Ω1(Λ ∧ Λ⊥) and q ∈ Ω1(Λ ∧ Λ(1)), then,
fixing λ ∈ S1 and an isomorphism φλq : (Rn+1,1, dλq ) → (Rn+1,1, d), (φλqΛ,Adφλq ηλ) is
isothermic, for
ηλ := λ
−1η1,0 + λ η0,1.
Proof. Suppose (Λ, η) is an isothermic q-constrained Willmore surface, for some
η ∈ Ω1(Λ ∧ Λ⊥) and q ∈ Ω1(Λ ∧ Λ(1)). Fix λ ∈ S1 and φλq : (Rn+1,1, dλq ) → (Rn+1,1, d)
an isomorphism. Write η = σ ∧ µ, with σ ∈ Γ(Λ) and µ ∈ Ω1(Λ⊥). Then Adφλq ηλ =
φλqσ ∧ φλq (λ−1µ1,0+ λµ0,1) is a non-zero real 1-form with values in (φλqΛ)∧ (φλqΛ)⊥ and
d(Adφλq ηλ) = φ
λ
q ◦ dd
λ
q ηλ ◦ (φλq )−1 vanishes if and only if
dd
λ
q ηλ = d
Dηλ + [(λ−1N 1,0 + λN 0,1 + (λ−2 − 1)q1,0 + (λ2 − 1)q0,1) ∧ ηλ]
does. Note that q ∈ Ω1(Λ ∧ Λ⊥). Thus, by (8.3), [q1,0 ∧ η0,1] = 0 = [q0,1 ∧ η1,0] and,
therefore, dd
λ
q ηλ = d
Dηλ + [N ∧ η]. Lemma 8.4, together with Lemma 5.10 (having in
consideration Lemma 8.3), establishes dDη1,0 = 0 = dDη0,1, [N ∧ η] = 0, completing
the proof. 
As for Ba¨cklund transformation of constrained Willmore surfaces, we believe it does
not necessarily preserve the isothermic condition. This shall be the subject of further
work.
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8.2. Constant mean curvature surfaces in 3-space
Minimal surfaces arose originally as surfaces that minimized the surface area, sub-
ject to some constraint, such as total volume enclosed. Physical processes which can
be modeled by minimal surfaces include the formation of soap bubbles. A soap bubble
can can be thought of as an excellent approximation of some ideal elastic matter, which
encloses a volume and exists in an equilibrium where slightly greater pressure inside the
bubble is balanced by the area-minimizing forces of the bubble itself. Minimal surfaces
are defined as surfaces with zero mean curvature and can be extended to surfaces with
constant, not necessarily zero, mean curvature. Constant mean curvature surfaces
in 3-dimensional space-forms form a very important class of isothermic constrained
Willmore surfaces, as proven by J. Richter [51], with constrained Willmore Ba¨cklund
transformations; both constrained Willmore and isothermic spectral deformations; as
well as a spectral deformation of their own and, in the Euclidean case, isothermic Dar-
boux transformations and Bianchi-Ba¨cklund transformations. The isothermic spectral
deformation is known to preserve the constancy of the mean curvature of a surface
in some space-form, cf. [14]. Characterized as the class of constrained Willmore sur-
faces in 3-dimensional space-forms admitting a conserved quantity, the class of CMC
surfaces in 3-space is known to be preserved by both constrained Willmore spectral
deformation and Ba¨cklund transformation, for special choices of parameters. We verify
that both the space-form and the mean curvature are preserved by constrained Will-
more Ba¨cklund transformation and investigate how these change under constrained
Willmore and isothermic spectral deformation. We present the classical CMC spectral
deformation by means of the action of a loop of flat metric connections on the class
of CMC surfaces in 3-space (preserving the space-form and the mean curvature) and
observe that the classical CMC spectral deformation can be obtained as composition
of isothermic and constrained Willmore spectral deformation. These spectral deforma-
tions of CMC surfaces in 3-space are, in this way, all closely related and, therefore,
closely related to constrained Willmore Ba¨cklund transformation. S. Kobayashi and
J.-I. Inoguchi [35] proved that isothermic Darboux transformation of CMC surfaces
in Euclidean 3-space is equivalent to Bianchi-Ba¨cklund transformation. We believe
isothermic Darboux transformation of a CMC surface in Euclidean 3-space can be ob-
tained as a particular case of constrained Willmore Ba¨cklund transformation. This
shall be the subject of further work. In contrast to isothermic or constrained Willmore
surfaces in space-forms, surfaces of constant mean curvature are not conformally in-
variant objects.
Throughout this section, consider n = 3. For simplicity, we use T and ⊥ to indicate
the orthogonal projections of R4,1 onto S and S⊥, respectively.
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Remark 8.13. In contrast to isothermic or constrained Willmore surfaces in space-
forms, surfaces of constant mean curvature are not conformally invariant objects (recall
equation (2.7)).
Fix v∞ ∈ R4,1 non-zero. Consider the surface σ∞ : M → Sv∞ , in the space-form
Sv∞ , defined by Λ. Given ξ ∈ Γ(N∞) unit, the mean curvature Hξ∞ of σ∞ with respect
to ξ is given byHξ∞ = (ξ,H∞) = −(ξ+(ξ,H∞)σ∞, v∞) = −(Qξ, v⊥∞), forQ : N∞ → S⊥
the isometry defined in Section 2.2. Because we are in codimension 1, S⊥ = 〈Qξ〉 and
we conclude that Hξ∞ = ±(v⊥∞, v⊥∞)
1
2 , depending on the sign of ξ. We define the mean
curvature of Λ in the space-form Sv∞ to be
H∞ := (v⊥∞, v
⊥
∞)
1
2
and define Λ to be a constant mean curvature surface (respectively, a minimal surface)
in the space-form Sv∞ if σ∞ is so:
Definition 8.14. Λ is said to be a constant mean curvature (CMC) surface in
the space-form Sv∞ if (v
⊥∞, v⊥∞) is constant. In the case v∞ ∈ Γ(S), Λ is said to be,
specifically, a minimal surface in Sv∞.
Let N be the real unit section of S⊥ for which
(8.12) v⊥∞ = H∞N,
which, in the particular case Λ is minimal in Sv∞ , is defined only up to sign.
5
Remark 8.15. If vT∞ = 0, then v⊥∞ is a constant section of S⊥, and so is then
H−1∞ v⊥∞ = N . The constancy of the normal to S, in its turn, establishes the constancy
of S, establishing, in particular, that Λ lies in a 2-sphere: P(L ∩ S); which contradicts
(1.13). Thus
(8.13) vT∞ 6= 0.
It is useful to note that, in view of the constancy of (N,N), and because we are in
codimension 1 (and, therefore, S⊥ = 〈N〉), we have
(8.14) dN ∈ Ω1(S).
8.2.1. CMC surfaces in 3-space as isothermic constrained Willmore sur-
faces with a conserved quantity. Constant mean curvature surfaces in 3-dimensio-
nal space-forms are examples of isothermic constrained Willmore surfaces, as proven
5There are exactly two possible choices of real unit sections of S⊥, symmetrical of each other - they
are Qξ with ξ a unit normal vector field to σ∞. Unless H∞ = 0, condition (8.12) determines N as Qξ
for ξ the unit normal vector field to σ∞ with H
ξ
∞ = −H∞ (or, equivalently, H
ξ
∞ < 0).
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by J. Richter [51]. In this section, we establish it in our setting. We present a 1-
form, derived6 by F. Burstall and D. Calderbank from a surface with constant mean
curvature in 3-space, which establishes the surface as an isothermic surface and for
which scaling by the mean curvature provides a multiplier to the surface. We prove
also that constant mean curvature surfaces in 3-dimensional space-forms are the con-
strained Willmore surfaces in 3-space admitting a conserved quantity.
Suppose Λ has constant mean curvature H∞ in Sv∞ . Set
η∞ :=
1
2
σ∞ ∧ dN.
We may, alternatively, use ηN∞ to denote η∞, in order to avoid the ambiguity with
respect to the sign of N in the particular case H∞ = 0.
Theorem 8.16. (Λ, η∞) is isothermic.
Proof. The reality of η∞ is immediate, in view of the reality of both σ∞ and N .
Fix a holomorphic chart z ofM . The fact thatN is orthogonal to S shows, in particular,
that (Nz, σ∞) = 0 = (Nz, (σ∞)z¯) and, therefore, in view of the maximal isotropy of
Λ0,1 in S, that Nz ∈ Γ(Λ0,1). On the other hand, differentiation of (σ∞, v∞) = −1
shows that ((σ∞)z¯, v∞) = 0 and, consequently, that the component of Nz with respect
to σ∞ in the frame (σ∞, (σ∞)z¯) of Λ0,1 is −(Nz, v∞) = −(N, v⊥∞)z = (H∞)z = 0. Thus,
having in consideration the reality of N ,
(8.15) Nz ∈ Γ〈(σ∞)z¯〉, Nz¯ ∈ Γ〈(σ∞)z〉.
In particular, dN ∈ Ω1(Λ⊥) and, therefore, η∞ ∈ Ω1(Λ ∧ Λ⊥).7 It follows from (8.15),
on the other hand, having in consideration (1.9), that
d(σ∞ ∧ dN)(δz , δz¯) = (σ∞)z ∧Nz¯ − (σ∞)z¯ ∧Nz + σ∞ ∧ (Nzz¯ −Nz¯z) = 0,
or, equivalently, dη∞ = 0. Lastly, note that, if σ∞ ∧ dN = 0, or, equivalently, dN ∈
Ω1(〈σ∞〉), then, in particular, (Nz¯, (σ∞)z¯) = 0. Together with (8.15), and having in
consideration that ((σ∞)z, (σ∞)z¯) is never-zero, this forces Nz¯ to vanish and, therefore,
in view of the reality of N , N to be constant. But, as observed in Remark 8.15, the
constancy of N forces Λ to lie in a 2-sphere, which is not the case. Hence σ∞ ∧ dN is
non-zero, completing the proof. 
Remark 8.17. In the proof of Theorem 8.16, we have observed, in particular, that
Nz ∈ Γ(Λ0,1) and, therefore,
(8.16) η1,0∞ ∈ Ω1,0(Λ ∧ Λ0,1), η0,1∞ ∈ Ω0,1(Λ ∧ Λ1,0),
6From the notion of conserved quantity of an isothermic surface, presented in [53], similarly to how a
q-conserved quantity of a constrained Willmore surface determines q (cf. Remark 7.4).
7Furthermore, η∞ ∈ Ω
1(Λ ∧ (Λ⊥ ∩ S)) ⊂ Ω1(Λ ∧ Λ(1)).
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in view of the reality of η∞.
Set
q∞ = H∞η∞.
Theorem 8.18. Λ is a q∞-constrained Willmore surface.
The proof of the theorem will follow a few considerations. First note that the
constancy of (v⊥∞, v⊥∞) ensures, in particular, that v⊥∞ is either zero or never-zero, and,
on the other hand, that
(8.17) ((dv⊥∞)
⊥, v⊥∞) = 0.
In the case v⊥∞ is never-zero, and, therefore, S⊥ = 〈v⊥∞〉, equation (8.17) establishes
(8.18) (dv⊥∞)
⊥ = 0,
an equality that, obviously, still holds in the case v∞ ∈ Γ(S). Equivalently,
(8.19) N v⊥∞ = dv⊥∞.
Since dv⊥∞ = H∞dN , we conclude that
(8.20) q∞ =
1
2
σ∞ ∧N v⊥∞.
Now we proceed to the proof of Theorem 8.18.
Proof. According to Theorem 8.16, (Λ, η∞) is isothermic, which, according to
Lemma 8.3, establishes that the 1-form q∞ takes values in Λ ∧ Λ(1). The reality of q∞
is obviously equivalent to that of η∞. On the other hand, by (8.2),
dDq∞ = H∞ dDη∞ = 0.
To complete the proof, we are left to verify that dD ∗ N = 2[q∞ ∧ ∗N ].8
Notation: given Ψ ∈ Ω1(End(R4,1)) and ψ ∈ Ω1(R4,1), [Ψ, ψ] denotes the 2-form
with values in R4,1 defined by [Ψ, ψ](X,Y ) := ΨXψY −ΨY ψX , for X,Y ∈ Γ(TM).
In view of (4.19),
(dD ∗ N )vT∞ = −2i (dDN 1,0)vT∞ = −2i dD(N 1,0vT∞)− 2i[N 1,0,D0,1vT∞].
On the other hand, by the constancy of the section v∞ of R4,1,
(8.21) DvT∞ +Dv⊥∞ +N vT∞ +N v⊥∞ = 0,
and, in particular, considering the orthogonal projection of R4,1 onto S⊥,
(8.22) N vT∞ = −Dv⊥∞.
8The scaling of η∞ by H∞ in order to obtain a multiplier is determined by this equation.
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But, according to (8.18),
(8.23) Dv⊥∞ = 0.
Hence
(dD ∗ N ) vT∞ = −2i [N 1,0,D0,1vT∞].
On the other hand,
2[q∞ ∧ ∗N ] vT∞ = −2i[q∞ ∧N 1,0] vT∞ + 2i[q∞ ∧N 0,1] vT∞.
The fact that q∞ takes values in Λ ∧ Λ(1) establishes, in particular, q∞ S⊥ = 0 and,
therefore,
[q∞ ∧ N 1,0] vT∞ = [N 1,0, q0,1∞ vT∞].
In view of (8.20),
2 q0,1∞ v
T
∞ = (σ∞ ∧ N 0,1v⊥∞)vT∞ = −N 0,1v⊥∞ − (N 0,1v⊥∞, vT∞)σ∞,
and, therefore,
2 [q∞ ∧ N 1,0] vT∞ = −[N 1,0,N 0,1v⊥∞].
Similarly,
2 [q∞ ∧ N 0,1] vT∞ = −[N 0,1,N 1,0v⊥∞].
Now observe, in view of equation (8.18), that, given X,Y ∈ Γ(TM),
NXNY v⊥∞ −NYNXv⊥∞ = piS⊥(dXdY v⊥∞ − dY dXv⊥∞) = piS⊥(d[X,Y ]v⊥∞) = 0.
In particular,
[N 1,0,N 0,1v⊥∞] = −[N 0,1,N 1,0v⊥∞].
Hence
2[q∞ ∧ ∗N ] vT∞ = 2i [N 1,0,N 0,1v⊥∞].
Going back to equation (8.21), and considering, this time, the orthogonal projection of
R4,1 onto S, establishes
(8.24) N v⊥∞ = −DvT∞,
and, ultimately,
(dD ∗ N ) vT∞ = 2 [q∞ ∧ ∗N ] vT∞,
which, in view of the fact that (σ∞, vT∞) = (σ∞, v∞)(= −1) is never-zero, completes
the proof, cf. Remark 5.7. 
Note that, if Λ is minimal in Sv∞ (i.e., H∞ = 0), then q∞ = 0, which, according to
Theorem 8.18, establishes Λ as a Willmore surface.
Corollary 8.19. A CMC surface in 3-space is, in particular, a constrained Will-
more surface. A minimal surface in 3-space is, in particular, a Willmore surface.
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Minimal surfaces in 3-space are, in particular, isothermic Willmore surfaces. Fur-
thermore, a classical result by Thomsen [55] characterizes isothermic Willmore surfaces
in 3-space as minimal surfaces in some 3-dimensional space-form. Hence a CMC surface
in a 3-dimensional space-form is a Willmore surface if and only if it is minimal.
Next we establish a conserved quantity of a CMC surface in 3-space (see also
Proposition 8.23).
Proposition 8.20. Λ admits
p∞(λ) := λ−1
1
2
v⊥∞ + v
T
∞ + λ
1
2
v⊥∞
as a q∞-conserved quantity.
Proof. According to equations (8.22) and (8.23), we have N vT∞ = 0, so that
(N v⊥∞, vT∞) = −(v⊥∞,N vT∞) = 0 and, consequently, by (8.20),
(8.25) q1,0∞ v
T
∞ =
1
2
(−N 1,0v⊥∞ − (N 1,0v⊥∞, vT∞)σ∞) = −
1
2
N 1,0v⊥∞.
Equation (8.23) completes the proof, according to Theorem 7.2. 
Proposition 8.21. A constrained Willmore surface in 3-space admitting a con-
served quantity p(λ) is, in particular, a CMC surface in the space-form Sp(1).
Proof. Let Λˆ ⊂ R4,1 be a constrained Willmore surface in the projectivized light-
cone. Let ⊥ indicate, temporarily, the orthogonal projection of R4,1 onto the normal
bundle to the central sphere congruence of Λˆ. The existence of a conserved quantity
p(λ) of Λˆ establishes, in particular, cf. Theorem 7.2, the constancy of vˆ∞ := p(1).
Furthermore, by (8.19), d(vˆ⊥∞, vˆ⊥∞) = 2(dvˆ⊥∞, vˆ⊥∞) = (NΛˆvˆ⊥∞, vˆ⊥∞) = 0, establishing Λˆ as
a CMC surface in the space-form Svˆ∞ . 
Theorem 8.18 combines with Propositions 8.20 and 8.21 to establish, in particular,
the following:
Theorem 8.22. CMC surfaces in 3-dimensional space-forms are the constrained
Willmore surfaces in 3-space admitting a q-conserved quantity, for some multiplier q.
Next we establish a conserved quantity with respect to a general multiplier to a
CMC surface in a 3-dimensional space-form. For each t ∈ R, set
qt∞ := q∞ + t ∗ η∞.
Combined, Theorems 8.16 and 8.18 establish, in particular, the set of multipliers to Λ
as the family qt∞, with t ∈ R. In generalization of Proposition 8.20, we have:
Proposition 8.23. Λ admits
pt∞(λ) := λ
−1 1
2
(H∞ − it)N + vT∞ + λ
1
2
(H∞ + it)N
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as a qt∞-conserved quantity.
Proof. First of all, note that d(vT∞ +
1
2((H∞ − it) + (H∞ + it))N) = dv∞ = 0.
The fact that H∞ = (N, v⊥∞) is constant establishes
(8.26) 0 = d(N, v⊥∞) = d(N, v∞) = (dN, v∞).
By (8.14), it follows that (dN, vT∞) = 0 and, consequently, η
1,0∞ vT∞ = −12 d1,0N . By
(8.25), and, yet again, (8.14), we conclude then that
(qt∞)
1,0vT∞ = q
1,0
∞ v
T
∞ − itη1,0∞ vT∞ = −
1
2
N 1,0v⊥∞ +
it
2
d1,0N = −1
2
N 1,0(H∞ − it)N.
On the other hand, (8.14) establishes D0,1N = 0, and then D0,1(H∞ − it)N = 0, in
view of the constancy of H∞. The conclusion follows, according to Theorem 7.2. 
We may, alternatively, use qN,t∞ and pN,t∞ to denote qt∞ and pt∞, respectively, in order
to avoid the ambiguity with respect to the sign of N in the particular case H∞ = 0.
We complete this section by remarking on the close relationship between the mul-
tiplier q∞ and the Hopf differential. Fix a holomorphic chart z of M . For simplicity,
write qz∞ for (q∞)z, alternatively. Note that
(q∞)δz (σ∞)z =
1
2
(σ∞ ∧ dv⊥∞)δz(σ∞)z = −
1
2
(dδzv
⊥
∞, (σ∞)z)σ∞
and, therefore, by equation (8.23),
−2(q∞)δz (σ∞)z = −(v⊥∞,Nδz(σ∞)z)σ∞ = −(v⊥∞, ((σ∞)zz)⊥)σ∞.
We conclude that
qz∞ = −(v⊥∞, ((σ∞)zz)⊥).
Observe that, if v⊥∞ 6= 0, in which case S⊥ = 〈v⊥∞〉, then, in view of the non-degeneracy
of S⊥ and according to equation (8.6), qz∞ is real if and only if so is kz. Note that
qz∞ = −λ−1(v⊥∞, kz),
for λ ∈ Γ(R) as in equation (8.6). For later reference, note that, in the case v⊥∞ is
non-zero,
(8.27) (qt∞)
z = (1− itH−1∞ )(q∞)z.
8.2.2. CMC surfaces in 3-space: an equation on the Hopf differential
and the Schwarzian derivative. Constant mean curvature surfaces in 3-dimensional
space-forms are, in particular, isothermic constrained Willmore surfaces. In view of the
characterization of isothermic surfaces in space-forms in terms of the reality of the Hopf
differential, the close relationship between the Hopf differential and the set of multipli-
ers to a CMC surface in 3-space leads to a characterization of these surfaces in terms
of the Schwarzian derivative and the Hopf differential, following the characterization of
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constrained Willmore surfaces in space-forms presented in Section 5.4.
Let z be a holomorphic chart of M , which, in the case Λ has constant mean curva-
ture in some space-form, we can choose so that kz is real, cf. Lemma 8.7. If Λ is minimal
in Sv∞ , then Λ is Willmore, so that, according to Lemma 5.11, ∇S
⊥
δz¯
∇S⊥δz¯ kz + c
z
2 k
z = 0
and, therefore,
(8.28) ∇S⊥δz¯ ∇S
⊥
δz¯ k
z +
cz
2
kz = H∞kz.
On the other hand, if Λ has non-zero constant mean curvature in Sv∞ and k
z is real,
then, according to what was observed in Section 8.2.1, together with Lemma 5.11, qz∞
is a non-zero real-valued holomorphic function and, therefore, constant. We conclude
that, if Λ has constant mean curvature H∞ 6= 0 in Sv∞ , then we can choose z such that
kz is real and qz∞ = H∞ and, therefore, according to Lemma 5.11 equation (8.28) still
holds. Furthermore, cf. [14]:
Lemma 8.24. Λ has constant mean curvature H ∈ R in some space-form if and
only if around each point there exists a holomorphic chart z of (M, CΛ) such that kz is
real and
∇S⊥δz¯ ∇S
⊥
δz¯ k
z +
cz
2
kz = Hkz.
In that case, Λ is a q-constrained Willmore surface for q the quadratic differential
defined locally by qzdz2 for qz := H, under the correspondence given by (5.14).
8.2.3. Spectral deformations of CMC surfaces in 3-space. As a class of con-
strained Willmore surfaces admitting a conserved quantity p(λ) with p(1) with non-zero
orthogonal projection onto the central sphere congruence, the class of CMC surfaces in
3-space is known to be preserved by constrained Willmore spectral deformation. In this
section, we investigate how the space-form and the mean curvature change under this
deformation. The isothermic spectral deformation is known to preserve the constancy
of the mean curvature of a surface in some space-form, cf. [14]. We establish it in
our setting, along with verifying how the space-form and the mean curvature change
under this deformation. We present the classical CMC spectral deformation by means
of the action of a loop of flat metric connections on the class of CMC surfaces in 3-
space (preserving the space-form and the mean curvature). We verify that all these
deformations of CMC surfaces are closely related. We observe, in particular, that the
classical CMC spectral deformation can be obtained as composition of isothermic and
constrained Willmore spectral deformation and that, in the particular case of minimal
surfaces, the classical CMC spectral deformation coincides, up to reparametrization,
with the constrained Willmore spectral deformation corresponding to the zero multi-
plier.
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Suppose Λ has constant mean curvature H∞ in Sv∞ . In that case, (Λ, η∞) is an
isothermic qt∞-constrained Willmore surface admitting pt∞(λ) as a qt∞-conserved quan-
tity, for each t ∈ R.
The constrained Willmore spectral deformation. For each t ∈ R and λ ∈ S1,
the constrained Willmore spectral deformation of Λ of parameter λ corresponding to
the multiplier qt∞ is known to have constant mean curvature in some space-form, cf.
Theorem 7.6, in view of (8.13). Next we investigate how the space-form and the mean
curvature change with this deformation.
Fix t ∈ R, λ ∈ S1 and φλqt∞ : (R
4,1, dλqt∞
)→ (R4,1, d) an isomorphism. Set
vλqt∞ := φ
λ
qt∞
(vT∞ + ((Reλ)H∞ +
it
2
(λ− λ−1))N).9
Lemma 8.25. vλqt∞
is a non-zero constant section of R4,1.
Proof. According to (8.13), vT∞ is non-zero and so is then vλqt∞ . The fact that λ is
unit establishes the reality of it2 (λ− λ−1) and, consequently, that of vλqt∞ ∈ Γ((R
4,1)C).
In its turn, the fact that pt∞ is a qt∞-conserved quantity of Λ ensures the constancy of
the section φλqt∞
(pt∞(λ)) = vλqt∞ of R
4,1: d(φλqt∞
(pt∞(λ))) = φλqt∞(d
λ
qt∞
pt∞(λ)) = 0. 
In view of the fact that pt∞(λ) is a qt∞-conserved quantity of Λ, together with
(8.13), Theorem 7.6 establishes the constrained Willmore spectral deformation of Λ, of
parameter λ, corresponding to the multiplier qt∞ as a constrained Willmore surface (in
3-dimensional space-form) admitting a conserved quantity, or, equivalently, as a CMC
surface in some 3-space. Specifically, according to Proposition 8.21:
Theorem 8.26. The spectral deformation of Λ of parameter λ corresponding to the
multiplier qt∞ is a CMC surface in Svλ
qt∞
.
Recall that the constrained Willmore spectral deformation preserves the central
sphere congruence, as observed in (6.15), to conclude that:
Proposition 8.27. Let Λλqt∞
be the spectral deformation of Λ, of parameter λ,
corresponding to the multiplier qt∞. The mean curvature Hλqt∞ of Λ
λ
qt∞
in Svλ
qt∞
relates
to the mean curvature of Λ in Sv∞ by
Hλqt∞ =| Re (λH∞ +
it
2
(λ− λ−1)) | .
Proof. Themean curvature of φλqt∞
Λ in Svλ
qt∞
is given byHλqt∞
= (pi⊥λ,t v
λ
qt∞
, pi⊥λ,t v
λ
qt∞
)
1
2 ,
for pi⊥λ,t the orthogonal projection of R
4,1 onto the normal bundle to Sφλ
qt∞
Λ = φ
λ
qt∞
S,
9Recall that v⊥∞ = H∞N , so that, in the particular case t = 0, v
λ
qt
∞
= φλqt
∞
(vT∞ + (Reλ)v
⊥
∞).
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and, therefore,
Hλqt∞ = (((Reλ)H∞ +
it
2
(λ− λ−1))N, ((Reλ)H∞ + it
2
(λ− λ−1))N) 12
= | (Reλ)H∞ + it
2
(λ− λ−1) |
= | Re (λH∞ + it
2
(λ− λ−1)) |,
having in consideration that, as Λ is unit, it2 (λ− λ−1) is real. 
It is interesting to remark that, for t = 0, the deformations corresponding to the
parameters i and −i are minimal surfaces and, therefore, Willmore surfaces, even when
Λ is not a Willmore surface.
The isothermic spectral deformation. Cf. [14], the isothermic spectral de-
formation preserves the class of CMC surfaces in 3-dimensional space-forms. Next we
establish it in our setting and investigate how the space-form and the mean curvature
change with this deformation.
First of all, note that, if H∞ 6= 0, then η∞ = H−1∞ q∞, and, therefore, the fact that
q∞ is a multiplier to Λ ensures that
dD ∗ N 6= 2[η∞ ∧ ∗N ],
η∞ is not a multiplier to Λ. If, on the other hand, Λ is minimal in Sv∞ , then the set
of multipliers to Λ is the vector space 〈∗η∞〉R 6= 0, in which case we conclude, yet
again, that η∞ is not a multiplier to Λ. There is, therefore, no risk of ambiguity on the
notation dtη∞ .
Fix t ∈ R and φtη∞ : (R4,1, dtη∞)→ (R4,1, d) an isomorphism. Set
vtη∞ := φ
t
η∞(v∞ +
t
2
N).
Lemma 8.28. vtη∞ is a non-zero constant section of R
4,1.
Proof. The orthogonal projection of (φtη∞)
−1vtη∞ onto S is v
T∞, which is non-zero,
cf. (8.13). Thus vtη∞ is non-zero. On the other hand, the constancy of v∞, together
with the fact that η∞ vanishes on S⊥, gives
dvtη∞ = φ
t
η∞(d
t
η∞v
t
η∞)
= φtη∞(dv∞ +
t
2
dN + tη∞v∞ +
t2
2
η∞N)
= φtη∞(
t
2
(dN, v∞)σ∞).
The constancy of H∞, and, in particular, (8.26), establishes then the constancy of vtη∞ ,
completing the proof. 
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The isothermic spectral deformation provides, in particular, a deformation of CMC
surfaces in 3-space. In fact:
Theorem 8.29. The isothermic (t, η∞)-transformation of Λ is a CMC surface in
Svtη∞ .
Proof. The mean curvature Htη∞ of φ
t
η∞Λ in the space-form Svtη∞ is given by
Htη∞ = (pi
⊥
t v
t
η∞ , pi
⊥
t v
t
η∞)
1
2 , for pi⊥t the orthogonal projection of R
4,1 onto the normal
bundle to Sφtη∞Λ = φ
t
η∞S, and, therefore,
(Htη∞)
2 = (v⊥∞ +
t
2
N, v⊥∞ +
t
2
N) = H2∞ + t(v
⊥
∞, N) +
t2
4
= (H∞ +
t
2
)2.

In the proof of Theorem 8.29, we have verified, in particular, that:
Proposition 8.30. Let Λtη∞ be the isothermic (t, η∞)-transformation of Λ. The
mean curvature Htη∞ of Λ
t
η∞ in Svtη∞ relates to the mean curvature of Λ in Sv∞ by
(Htη∞)
2 = (H∞ +
t
2
)2.
Remark 8.31. Let kt∞ denote the curvature of Svt∞. According to (8.9), the family
φtη∞σ∞, on t ∈ R, constitutes an isothermic deformation of σ∞ with
ktη∞ + (H
t
η∞)
2 = −(vtη∞ , vtη∞) + (v⊥∞ +
t
2
N, v⊥∞ +
t
2
N) = −(vT∞, vT∞),
independent of t.
The classical CMC spectral deformation. The isometric deformation of sur-
faces in R3 preserving the mean curvature, or, equivalently,10 both principal curvatures,
was first studied by O. Bonnet. Bonnet [8] (see also, for example, [5] and [19]) proved
that a CMC surface in Euclidean 3-space admits a (non-trivial) one-parameter family
of isometrical deformations preserving both principal curvatures. In [14], F. Burstall
et al. present an action of C\{0} on the class of constant mean curvature surfaces in
3-space, in terms of the Hopf differential and the Schwarzian derivative. The particu-
lar action of S1 preserves the metric, the space-form and the mean curvature - this is
the classical CMC spectral deformation. In this section, we present the classical CMC
spectral deformation by means of the action of a loop of flat metric connections on the
class of CMC surfaces in 3-space.
10Cf. Gauss’s theorema egregium, isometric deformation of surfaces in Euclidean 3-space preserves the
Gaussian curvature, which, in view of (2.3) and (2.4), makes clear that the mean curvature is preserved
by such a deformation if and only if so are both principal curvatures.
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For each λ ∈ S1, set
dλ∞ := D + λN 1,0 + λ−1N 0,1 + 2(λ − 1)q1,0∞ + 2(λ−1 − 1)q0,1∞ ,
defining a real connection on (R4,1)C. As D is metric, and both N and q∞ are skew-
symmetric, dλ∞ is metric too, for each λ.
Theorem 8.32. dλ∞ is a flat connection, for each λ ∈ S1.
Proof. The curvature tensor of dλ∞ is given by
Rd
λ
∞ = (λ− λ−1)dDN 1,0 + 2(λ− 1)dDq1,0∞ + 2(λ−1 − 1)dDq0,1∞
+ (2− 2λ) [N 1,0 ∧ q0,1∞ ] + (2− 2λ−1) [N 0,1 ∧ q1,0∞ ]− (λ−1 + λ− 2)[q1,0∞ ∧ q0,1∞ ],
according to Codazzi and Gauss-Ricci equations. The fact that Λ is a CMC surface
in Sv∞ , and, therefore, a q∞-constrained Willmore surface, establishes, in particular,
dDq1,0∞ = 0 = dDq0,1∞ and, as observed in Section 6.3.1, [q1,0∞ ∧ q0,1∞ ] = 0. The fact that
Λ is a CMC surface in Sv∞ establishes, on the other hand, (Λ, η∞) as isothermic, and,
therefore, [N ∧η∞] = 0, cf. Lemma 8.4. Hence Rdλ∞ = 0 if and only if either λ = ±1 or
dDN 1,0 = 2[N 1,0∧q0,1∞ ]. The fact that Λ is a q∞-constrained Willmore surface gives, on
the other hand, dD(−iN 1,0+ iN 0,1) = −2i[q∞∧N 1,0]+2i[q∞∧N 0,1], which completes
the proof. 
Fix λ ∈ S1 and φλ∞ : (R4,1, dλ∞)→ (R4,1, d) an isomorphism. Set
vλ∞ := φ
λ
∞v∞.
Lemma 8.33. vλ∞ is a non-zero constant section of R
4,1.
Proof. According to equations (8.22) and (8.23), together with the fact that q∞
vanishes on S⊥,
dλ∞v∞ = DvT∞ + λN 1,0v⊥∞ + λ−1N 0,1v⊥∞ + 2(λ− 1)q1,0∞ vT∞ + 2(λ−1 − 1)q0,1∞ vT∞,
and, consequently, by (8.25), followed by (8.24), dλ∞v∞ = DvT∞ + N v⊥∞ = 0. We
conclude that vλ∞ is constant: dvλ∞ = d(φλ∞v∞) = φλ∞(dλ∞v∞) = 0. Inequation (8.13)
establishes vλ∞ as non-zero. 
As NΛ = 0 = q∞Λ, given σ ∈ Γ(Λ),
(8.29) dλ∞σ = dσ,
showing that Λ is still a dλ∞-surface, or, equivalently, that the transformation Λλ∞ of Λ,
defined by the flat metric connection dλ∞, is still a surface. Furthermore:
Theorem 8.34. The transformation Λλ∞ of Λ defined by the flat metric connection
dλ∞ is a CMC surface in
Svλ∞ = φ
λ
∞Sv∞ .
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Before proceeding to the proof of the theorem, observe that Λ and Λλ∞ share the
central sphere congruence. For that, first note that, according to equation (8.29), given
σ ∈ Γ(Λ) never-zero,
(8.30) gφλ∞σ = g
dλ∞
σ = gσ ,
establishing
CΛλ∞ = CΛ.
Yet again, in view of equation (8.29), it follows that, given a holomorphic chart z of
(M, Cdλ∞Λ ) = (M, CΛ), (dλ∞)δz¯ (dλ∞)δzσ = (dλ∞)δz¯σz = σzz¯+λ−1piS⊥σzz¯+2(λ−1− 1)q0,1∞ σz
and, therefore, (dλ∞)δz¯ (dλ∞)δzσ = σzz¯, as q
0,1∞ ∈ Ω1(Λ∧Λ1,0). We conclude that Sdλ∞ = S
and, ultimately, according to (3.3), that
(8.31) Sφλ∞Λ = φ
λ
∞S.
Now we proceed to the proof of Theorem 8.34.
Proof. According to (8.31), the mean curvature Hλ∞ of φλ∞Λ in Svλ∞ is given by
Hλ∞ = (pi⊥λ v
λ∞, pi⊥λ v
λ∞)
1
2 , for pi⊥λ the orthogonal projection of R
4,1 onto φλ∞S⊥, and,
therefore, Hλ∞ = (v⊥∞, v⊥∞)
1
2 = H∞. 
In the proof of Theorem 8.34, we have, in particular, verified that:
Proposition 8.35. The mean curvature Hλ∞ of Λλq∞ in Svλ∞ coincides with the
mean curvature of Λ in Sv∞ ,
Hλ∞ = H∞.
The loop of flat metric connections dλ∞ defines a conformal S1-deformation of Λ
into CMC surfaces in a fixed space-form, preserving the mean curvature.
Remark 8.36. The family φλ∞σ∞, with λ ∈ S1, is a family of isometrical deforma-
tions of σ∞ in a fixed space-form, preserving the mean curvature.
We complete this section by verifying that the deformation defined by the loop of
flat metric connections dλ∞ is the classical CMC spectral deformation, described in [14]
in terms of the Hopf differential and the Schwarzian derivative. Fix a holomorphic
chart z of (M, CΛλ∞) = (M, CΛ). According to (8.30), gφλ∞σz = gz, showing that φλ∞σz
is the normalized section of φλ∞Λ with respect to z. For simplicity, write qz∞ for (q∞)z.
In view of (8.29),
(φλ∞σ
z)zz = (φ
λ
∞σ
z
z)z
= φλ∞((d
λ
∞)δzσ
z
z)
= φλ∞(Dδzσzz + λNδzσzz + 2(λ− 1)(q∞)δzσzz)
= φλ∞(piSσ
z
zz + λpiS⊥σ
z
zz − (λ− 1) qz∞σz)
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and, ultimately,
(φλ∞σ
z)zz = −1
2
(cz + 2(λ− 1) qz∞)φλ∞σz + λφλ∞kz.
We conclude that (kλ∞)z and (cλ∞)z, the Hopf differential and the Schwarzian derivative,
respectively, of φλ∞Λ with respect to z, relate to those of Λ by
(kλ∞)
z = λφλ∞k
z, (cλ∞)
z = cz + 2(λ− 1) qz∞.
By Lemma 5.5, the conclusion follows.
Isothermic vs. constrained Willmore vs. classical CMC spectral defor-
mations. How are the constrained Willmore, isothermic and classical CMC spectral
deformations of a CMC surface in 3-space related? In this section, we compare the
families of flat metric connections that define each of these deformations. We observe,
in particular, that the classical CMC spectral deformation can be obtained as compo-
sition of isothermic and constrained Willmore spectral deformation and that, in the
particular case of minimal surfaces, the classical CMC spectral deformation coincides,
up to reparametrization, with the constrained Willmore spectral deformation corre-
sponding to the zero multiplier.
We start by introducing some terminology. Note that, according to (5.2), given z
and ω holomorphic charts of (M, CΛ), kz vanishes if and only if kω does. We refer to the
points where the Hopf differential of Λ vanishes as umbilic points of Λ, in coherence with
the classical notion of umbilic point of a surface in Euclidean 3-space, cf. Proposition
A.1 below, in Appendix A (having in consideration that Λ is isothermic).
Fix z a holomorphic chart of M and let σz be the normalized section of Λ with
respect to z. Given t, t′ ∈ R and λ ∈ S1, dλqt∞ = d
t′
η∞ forces, in particular, d
λ
qt∞
σzz =
dt
′
η∞σ
z
z , or, equivalently,
Dδzσzz + λ−1Nδzσzz + (λ−2 − 1)(qt∞)δzσzz = Dδzσzz +Nδzσzz + t′(η∞)δzσzz ,
or, yet again, equivalently,
(λ−1 − 1)kz = 0, (λ−2 − 1)(qt∞)δzσzz = t′(η∞)δzσzz ,
in view of the fact that Im qt∞, Im η∞ ⊂ S. By (8.16) and according to Remark 5.8,
(η∞)δzσzz 6= 0. We conclude that, away from umbilics, dλqt∞ = d
t′
η∞ holds if and only if
λ = 1 and t′ = 0, in which case,
d1qt∞ = d = d
0
η∞ ,
for all t ∈ R. Similarly, we conclude that, away from umbilics, given λ, λ′ ∈ S1 and
t, t′ ∈ R, dλqt∞ = d
λ′
qt′∞
if and only if λ = λ′ and either λ = ±1 or t = t′. Lastly, if
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dλ∞ = dλ
′
qt∞
, for some λ, λ′ ∈ S1 and t ∈ R, then
2(λ− 1)(q∞)δzσzz = ((λ′)−2 − 1)(H∞ − it)(η∞)δzσzz
and either λ′ = λ−1 or kz = 0; and, therefore, away from umbilics, λ′ = λ−1 and either
λ = 1 or
(8.32) (2H∞ − (λ+ 1)(H∞ − it))(η∞)δzσzz = 0.
In its turn, unless λ = −1, equation (8.32) forces t to be
tλ := iH∞
1− λ
1 + λ
∈ R.
Conversely, one verifies that, for all λ 6= ±1,
dλ∞ = d
λ−1
q
tλ
∞
,
which, in fact, extends to all λ 6= −1: d1∞ = d1q0∞ . One verifies that, given t ∈ R, we
have d−1∞ = d
−1
qt∞
if and only if H∞ = 0. Note, in particular, that, if H∞ = 0, then
dλ∞ = dλ
−1
0 , for all λ ∈ S1.
For each t ∈ R, we have a multiplier qt∞ and, therefore, a loop of qt∞-constrained
Willmore spectral deformation parameters λ ∈ S1. The set of constrained Willmore
spectral deformation parameters is described, in this way, as the cylinder of points
(t, λ) with t ∈ R and λ ∈ S1. A transformation corresponding to a parameter in
the line (t, 1), with t ∈ R, is trivial, and so is the transformation corresponding to
the parameter 0 in the real line of isothermic spectral deformation parameters. The
transformations corresponding to parameters in the line (t,−1) do not depend on t ∈
R. For minimal surfaces, the classical CMC spectral deformation coincides, up to
reparametrization, with the constrained Willmore spectral deformation corresponding
to the zero multiplier. Furthermore, for a general surface, the classical CMC spectral
deformation of parameter other than −1 can be obtained as constrained Willmore
spectral deformation of parameters in the curve (tλ, λ
−1), with λ ∈ S1. As for the
classical CMC deformation of parameter −1 of non-minimal surfaces, it is not clear
that it can be obtained by constrained Willmore spectral deformation alone. However,
such transformations can be obtained as composition of isothermic and constrained
Willmore spectral deformation, as we verify next. Given λ ∈ S1,
dλ
−1
∞ = d
λ
q∞ + (−λ−2 + 2λ−1 − 1) q1,0∞ + (−λ2 + 2λ− 1) q0,1∞
= dλq∞ +H∞(2− λ− λ−1)(λ−1η1,0∞ + λ η0,1∞ )
and, ultimately,
(8.33) dλ
−1
∞ = d
λ
q∞ + 2H∞(1− Reλ) ηλ∞,
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for ηλ∞ := (η∞)λ as in Section 8.1.5. Fix λ ∈ S1 and φλq∞ : (R4,1, dλq∞) → (R4,1, d) an
isomorphism. Cf. Section 8.1.5, (φλq∞Λ, ηˆ
λ∞) is isothermic, for
ηˆλ∞ := Adφλq∞η
λ
∞.
Set
rλ := 2H∞(1− Reλ)
and fix an isomorphism φrλ : (R
4,1, d + rληˆ
λ∞) → (R4,1, d). Following equation (8.33),
we get that
φrλφ
λ
q∞ ◦ dλ
−1
∞ = φ
r
λ ◦ (d ◦ φλq∞ + rληˆλ∞φλq∞) = d ◦ φrλφλq∞ ,
the isometry
φrλφ
λ
q∞ : (R
4,1, dλ
−1
∞ )→ (R4,1, d)
preserves connections. We conclude that the isothermic (rλ, ηˆ
λ∞)-transformation of the
constrained Willmore spectral deformation of parameter λ of Λ corresponding to the
multiplier q∞ coincides with the classical CMC spectral deformation of parameter λ−1
of Λ,
Λλ
−1
∞ = (Λ
λ
q∞)
rλ
ηˆλ∞
.
8.2.4. Constrained Willmore Ba¨cklund transformation of CMC surfaces
in 3-space. Characterized as the class of constrained Willmore surfaces in 3-dimensio-
nal space-forms admitting a conserved quantity, the class of CMC surfaces in 3-space is
known to be preserved by constrained Willmore Ba¨cklund transformation, for special
choices of parameters. In this section, we verify that both the space-form and the mean
curvature are preserved under this transformation. We remark on the fact that con-
strained Willmore Ba¨cklund transformation of non-minimal CMC surfaces in 3-space
preserves conformal curvature line coordinates.
Suppose Λ has constant mean curvature H∞ in Sv∞ . Then, for each t ∈ R, Λ is
a qt∞-constrained Willmore surface admitting pt∞(λ) as a qt∞-conserved quantity. Fix
t ∈ R. Suppose αt, Lαt are constrained Willmore Ba¨cklund transformation parameters
to Λ, corresponding to the multiplier qt∞, satisfying the condition
(8.34) pt∞(αt) ⊥ Lαt ,
and let Λ∗t be the constrained Willmore Ba¨cklund transform of Λ of parameters αt, Lαt .
Suppose Λ∗t immerses. Let r∗t denote rαtLαt . According to Theorem 7.7, Λ
∗t is a (qt∞)∗-
constrained Willmore surface admitting
(pt∞)
∗(λ) = r∗t(1)−1r∗t(λ)pt∞(λ)
as a (qt∞)∗-conserved quantity, and, therefore, a CMC surface in some space-form.
Furthermore, according to Proposition 8.21:
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Theorem 8.37. Suppose Λ is a CMC surface in Sv∞. Suppose αt, L
αt are con-
strained Willmore Ba¨cklund transformation parameters to Λ, corresponding to the mul-
tiplier qt∞, verifying condition (8.34). Then the constrained Willmore Ba¨cklund trans-
form of Λ of parameters αt, L
αt still is a CMC surface in Sv∞ , provided that it im-
merses.
Next we investigate how the mean curvature changes under this transformation. Let
S∗t be the central sphere congruence of Λ∗t and T∗t and ⊥∗t indicate the orthogonal
projections of R4,1 onto S∗t and (S∗t)⊥, respectively.
Proposition 8.38. Set N∗t := −r∗t(1)−1N . Then
(8.35) v
⊥∗t∞ = H∞N∗t
and
(pt∞)
∗(λ) = λ−1
1
2
(H∞ − it)N∗t + vT∗t∞ + λ1
2
(H∞ + it)N∗t ,
for all λ.
Before proceeding to the proof of the proposition:
Remark 8.39. Let ρ denote reflection across S. According to (6.18), r∗t(0)|S⊥
and r∗t(∞)|S⊥ are orthogonal transformations of S⊥ and, therefore, as S⊥ is a rank 1
bundle, r∗t(0)|S⊥ , r∗t(∞)|S⊥ ∈ {± I}. On the other hand,
r∗t(0)|S⊥ = qαt −1,Lαt (0)|S⊥ = I
{
−1 on S⊥ ∩ (Lαt ⊕ ρLαt)
1 on S⊥ ∩ (Lαt ⊕ ρLαt)⊥ ,
so that, if r∗t(0)|S⊥ were identity, then S⊥∩ (Lαt⊕ρLαt)⊥ would be S⊥ and, therefore,
Lαt ⊂ S, in which case, ρLαt = Lαt, which, as Lαt is null, contradicts the fact that
ρLαt ∩ (Lαt)⊥ = {0}. Hence r∗t(0)|S⊥ = −I. Similarly, the fact that L˜αt is null and
ρL˜αt ∩ (L˜αt)⊥ = {0} establishes r∗t(∞)|S⊥ = pαt,L˜αt (∞)|S⊥ = −I. Thus
(8.36) r∗t(0)|S⊥ = −I = r∗t(∞)|S⊥ .
Now we proceed to the proof of Proposition 8.38.
Proof. Write (pt∞)∗(λ) = λ−1vt + vt0 + λvt with v
t
0 ∈ Γ(S∗t) and vt ∈ Γ((S∗t)⊥).
The fact that v∞ = (pt∞)∗(1) = vt + vt0 + vt establishes v
t
0 = v
T∗t∞ and
(8.37) vt + vt = v
⊥∗t∞ .
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On the other hand,
vt = limλ→0λ(λ−1vt + vt0 + λvt)
= limλ→0λ(pt∞)
∗(λ)
= r∗t(1)−1r∗t(0)limλ→0λpt∞(λ)
=
1
2
r∗t(1)−1r∗t(0)(H∞ − it)N
and, therefore, by (8.36),
vt =
1
2
(H∞ − it)N∗t .
Next let Kt ∈ Γ(O(Cn+2)) be K, as defined in Proposition 6.27, for α = αt and
β = αt
−1. According to (6.40), Kt preserves S⊥. Hence KtN is a unit section of
S⊥, which equation (6.50) ensures to be real. Thus KtN = ±N . If KtN = −N ,
then, according to equation (6.47), N∗t = −r∗t(1)−1KtN = −N∗t and, therefore, iN∗t
is a real section of (S∗t)⊥ with (iN∗t , iN∗t) = −1, which contradicts the fact that
the metric in (S∗t)⊥ has no signature. We conclude that KtN = N . It follows that
N∗t = −r∗t(1)−1KtN = N∗t , N∗t is real, and, therefore, by (8.37), v⊥∗t∞ = H∞N∗t ,
completing the proof. 
Equation (8.35) establishes immediately that:
Proposition 8.40. The mean curvature H∗t∞ of Λ∗t in Sv∞ relates to the mean
curvature of Λ in Sv∞ by
H∗t∞ = H∞.
Let ηN
∗t
∞ be the canonical form establishing the isothermic condition of Λ∗t as a
CMC surface in Sv∞ , as established in Section 8.2.1, η
N∗t∞ :=
1
2 σ
∗t∞ ∧ dN∗t , for σ∗t∞ the
surface in Sv∞ defined by Λ
∗t . Let q∗t∞ be the canonical multiplier to Λ∗t as a CMC
surface in Sv∞ , i.e., q
∗t∞ := H∞ηN
∗t
∞ . For each t′ ∈ R, let (q∗t∞)t
′
denote the multiplier
q∗t∞ + t′ ∗ ηN
∗t
∞ to Λ∗t and (p∗t∞)t
′
be the canonical (q∗t∞)t
′
-conserved quantity of Λ∗t , as
established in Proposition 8.23, (p∗t∞)t
′
:= λ−1 12 (H∞−it′)N∗t+v
T∗t∞ +λ12 (H∞+it
′)N∗t .
Then
(pt∞)
∗ = (p∗t∞)
t
and, therefore, according to Remark 7.4,
(qt∞)
∗ = (q∗t∞)
t.
By Proposition 6.36, it follows that the quadratic differentials (qt∞)Q and ((q∗t∞)t)Q
coincide, (qt∞)Q = ((q∗t∞)t)Q. Recall that Λ and Λ∗t induce the same conformal structure
in M . We conclude that, given z a holomorphic chart of (M, CΛ = CΛ∗t ),
(qt∞)
z = ((q∗t∞)
t)z
CONSTRAINED WILLMORE SURFACES 145
and, therefore, by (8.27), that, if Λ (respectively, Λ∗t) is not minimal in Sv∞ , then
(q∞)z = (q∗t∞)
z.
By Lemma 8.7, we conclude, ultimately, that, unless Λ (respectively, Λ∗t) is minimal in
Sv∞ , Λ and Λ
∗t share conformal curvature line coordinates (recall the close relationship
between q∞ (respectively, q∗t∞) and the Hopf differential of Λ (respectively, Λ∗t), cf.
observed in Section 8.2.1).
8.2.5. Isothermic Darboux transformation vs. constrained Willmore
Ba¨cklund transformation of CMC surfaces in 3-space. U. Hertrich-Jeromin
and F. Pedit [33] proved that, for special choices of parameters, the isothermic Dar-
boux transformation of CMC surfaces in Euclidean 3-space preserves the constancy
of the mean curvature and, furthermore, the mean curvature. This is also the case
for constrained Willmore Ba¨cklund transformation of these surfaces, cf. Section 8.2.4.
Moreover, as proven by S. Kobayashi and J.-I. Inoguchi [35], isothermic Darboux trans-
formation of CMC surfaces in R3 is equivalent to Bianchi-Ba¨cklund transformation, the
latter described in [48] in terms of a dressing action, following the work of Terng and
Uhlenbeck [54], just like the constrained Willmore Ba¨cklund transformation presented
above. How are these transformations related? And what to say for general 3-space?
This shall be the subject of further work. In [12], a description of Darboux transfor-
mation of constant mean curvature surfaces in Euclidean 3-space is presented in the
quaternionic setting. It is based on the solution of a Riccati equation and it displays
a striking similarity with the Darboux transformation of constrained Willmore sur-
faces in 4-space presented in Chapter 9 below. We prove that all non-trivial Darboux
transforms of constrained Willmore surfaces can be obtained by constrained Wilmore
Ba¨cklund transformation. We believe isothermic Darboux transformation of a CMC
surface in Euclidean 3-space can be obtained as a particular case of constrained Will-
more Ba¨cklund transformation.

CHAPTER 9
The special case of surfaces in 4-space
This chapter is dedicated to the special case of surfaces in 4-space. Our approach is
quaternionic, based on the model of the conformal 4-sphere on the quaternionic projec-
tive space, and follows the work of F. Burstall et al. [12]. We identify H2 with C4 and
provide ∧2C4 with the real structure ∧2j and with a certain metric inducing a metric
with signature (5, 1) on the space of real vectors of ∧2C4. Via the Plu¨cker embed-
ding, we identify a j-stable 2-plane L in C4 with the real null line ∧2L in (Fix(∧2j))C,
presenting, in this way, the quaternionic projective space as a model for the confor-
mal 4-sphere, HP 1 ∼= S4. Surfaces in S4 are described in this model as the immersed
bundles of j-stable 2-planes in C4. We extend the Darboux transformation of Will-
more surfaces in S4 presented in [12], based on the solution of a Riccati equation, to a
transformation of constrained Willmore surfaces in 4-space. We apply, yet again, the
dressing action presented in Chapter 6 to define another transformation of constrained
Willmore surfaces in 4-space, the untwisted Ba¨cklund transformation, referring then to
the original one as the twisted Ba¨cklund transformation. We verify that, when both are
defined, twisted and untwisted Ba¨cklund transformations coincide. We prove that con-
strained Willmore Darboux transformation of parameters ρ, T with ρ > 1 is equivalent
to untwisted Ba¨cklund transformation of parameters α,Lα with α2 real. Constrained
Willmore Darboux transformation of parameters ρ, T with ρ ≤ 1 is trivial.
9.1. Surfaces in S4 ∼= HP 1
Consider the natural identification of H with R4 and then the natural identifica-
tion of H2 with 〈1, i〉4 = C4. Provide ∧2C4 with the real structure ∧2j. Define a
metric on ∧2C4 by (v1 ∧ v2, v3 ∧ v4) := −det(v1, v2, v3, v4), for v1, v2, v3, v4 ∈ C4, with
det(v1, v2, v3, v4) denoting the determinant of the matrix whose columns are the compo-
nents of v1, v2, v3 and v4, respectively, on the canonical basis of C4. This metric induces
a metric with signature (5, 1) on the space of real vectors of ∧2C4, Fix(∧2j) = R5,1.
Via the Plu¨cker embedding, we identify a j-stable 2-plane L in C4 with the real null
line ∧2L in (Fix(∧2j))C, presenting, in this way, the quaternionic projective space HP 1
as a model for the conformal 4-sphere, and describing, in this model, surfaces in S4 as
the immersed bundles L ∼= ∧2L :M → S4 of j-stable 2-planes in C4.
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9.1.1. Linear algebra. Consider the quaternions, the unitary R-algebra H gen-
erated by i, j, k with the relations
i2 = j2 = k2 = −1,
ij = −ji = k, jk = −kj = i, ki = −ik = j.
We identify the real vector space H in the obvious way with R4: given a, b, c, d ∈ R,
a+ ib+ jc+ kd ∼= (a, b, c, d);
and identify then H2 with C4 for C := 〈1, i〉, i.e., given a, b, c, d, a′, b′, c′, d′ ∈ R,
((a, b, c, d), (a′ , b′, c′, d′)) ∼= (a+ ia′, b+ ib′, c+ ic′, d+ id′).
Under this identification, the left multiplication by the quaternionic unit j defines a
complex anti-linear map j : C4 → C4. The projective space HP 1 of the quaternionic
lines in H2 is, in this way, described as the set of the j-stable 2-planes in C4.
Remark 9.1. A 2-plane U in C4 is either j-stable or complementary to jU : U∩jU
is, obviously, j-stable, and, therefore, rankC(U ∩ jU) ∈ {0, 2}.
Fix det ∈ ∧4(C4)∗\{0} such that
(9.1) det ◦ ∧4j = det
and that
(9.2) det(v1, v2, jv1, jv2) > 0
for v1, v2, jv1, jv2 ∈ C4 linearly independent. To see that such a det exists, first observe
that condition (9.1) is equivalent to the reality of det(e1, e2, e3, e4), for e1, e2, e3 =
je1, e4 = −je2 the canonical basis of C4. This makes clear the existence of det
in ∧4(C4)∗\{0} satisfying condition (9.1), determined up to a (non-zero) real scale.
On the other hand, for such a det, given v1, v2, jv1, jv2 ∈ C4 linearly independent,
det(v1, v2, jv1, jv2) is a non-zero real number, whose sign does not, in fact, depend on
the basis {v1, v2, jv1, jv2} of C4. 1
Consider ∧2C4 equipped with the real structure ∧2j and the metric defined by
(v1 ∧ v2, v3 ∧ v4) := det(v1, v2, v3, v4),
for v1, v2, v3, v4 ∈ C4. Condition (9.1), equivalent to
(v1 ∧ v2, v3 ∧ v4) = (v1 ∧ v2, v3 ∧ v4),
1The argument above shows that a possible choice of such a det is the one given by det(v1∧v2, v3∧v4) :=
− | v1, v2, v3, v4 |, for v1, v2, v3, v4 ∈ C4, with | v1, v2, v3, v4 | denoting the determinant of the matrix
whose columns are the components of v1, v2, v3 and v4, respectively, on the canonical basis of C4.
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for v1, v2, v3, v4 ∈ C4, ensures that ∧2C4 induces a (real) metric in Fix (∧2j), which
condition (9.2) ensures to have signature (5, 1), as we verify next.
Proposition 9.2. ∧2C4 induces in Fix (∧2j) a metric with signature (5, 1).
We therefore write
Fix (∧2j) = R5,1
and so
∧2C4 = (R5,1)C.
The proof of the proposition will follow a very important remark, presented next.
By definition of the metric on ∧2C4, the complementarity of 2-planes W and Wˆ in
C4,
C4 =W ⊕ Wˆ ,
is equivalent to (w1 ∧w2, wˆ1 ∧ wˆ2) 6= 0, for w1, w2 frame of W and wˆ1, wˆ2 frame of Wˆ ,
or, equivalently,
(9.3) ∧2W ∩ (∧2Wˆ )⊥ = {0}.
Condition (9.3), in its turn, establishes the complementarity of ∧2W and ∧2Wˆ in
∧2W +∧2Wˆ , together with the non-degeneracy of ∧2W ⊕∧2Wˆ , ensuring, in particular,
that
(9.4) W ∧ Wˆ = (∧2W ⊕ ∧2Wˆ )⊥
and establishing the decomposition
(9.5) ∧2 C4 = ∧2W ⊕ ∧2Wˆ ⊕W ∧ Wˆ .
Conversely, a decomposition
(9.6) ∧2 C4 = V ⊕ V ⊥+ ⊕ V ⊥− ,
with V ⊥+ and V ⊥− null lines such that V ⊥+ ∩ (V ⊥− )⊥ = {0}, and V ⊥ = V ⊥+ ⊕ V ⊥− ,
determines complementary 2-planesW and Wˆ in C4 such that ∧2W = V ⊥+ , ∧2Wˆ = V ⊥−
and V =W ∧ Wˆ .
For the particular case of W a non-j-stable 2-plane and Wˆ = jW , and in view of
the reality of W ∧ jW and ∧2W ⊕ ∧2jW , (9.5) gives, in particular,
Fix(∧2j) = (∧2W ⊕ ∧2jW ) ∩ Fix(∧2j)⊕ (W ∧ jW ) ∩ Fix(∧2j).
We now prove Proposition 9.2.
Proof. Let W be a non-j-stable 2-plane in C4. Given wi ∈ W , for i = 1, 2, 3, 4,
the vector w1 ∧ w2 + jw3 ∧ jw4 is real if and only if w1 ∧ w2 = w3 ∧ w4. Hence, if
w1 ∧w2 + jw3 ∧ jw4 is non-zero, then w3 ∧w4 6= 0 and wi = λ1iw1 + λ2iw2, for i = 3, 4.
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In that case,
(w1 ∧w2 + jw3 ∧ jw4, w1 ∧w2 + jw3 ∧ jw4) = 2λ13λ24 − λ14λ23 det(w1, w2, jw1, jw2),
whilst
0 6= jw3 ∧ jw4 = λ13λ24 − λ14λ23 jw1 ∧ jw2 = λ13λ24 − λ14λ23 jw3 ∧ jw4
and, therefore, λ13λ
2
4 − λ14λ23 = 1. By equation (9.2), we conclude that, for non-zero real
w1 ∧ w2 + jw3 ∧ jw4 ∈ ∧2W ⊕ ∧2jW ,
(w1 ∧ w2 + jw3 ∧ jw4, w1 ∧ w2 + jw3 ∧ jw4) = 2det(w1, w2, jw1, jw2) > 0,
i.e., that the metric induced in (∧2W ⊕∧2jW )∩Fix(∧2j) is positive definite. Now let
w1, w2 be a basis ofW , so that w1∧jw1, w1∧jw2, w2∧jw1 and w2∧jw2 form a basis of
W ∧jW . The vectors w1∧jw1 and w2∧jw2 are real, null and not orthogonal, spanning,
therefore, a subspace of (W ∧ jW )∩Fix (∧2j) with signature (1, 1). On the other hand,
〈w1 ∧ jw2, w2 ∧ jw1〉 ∩ Fix (∧2j) = {(a + ib)w1 ∧ jw2 + (a − ib)w2 ∧ jw1 : a, b ∈ R},
clearly orthogonal to 〈w1 ∧ jw1, w2 ∧ jw2〉 and with positive definite metric inherited
from ∧2C4: given w := (a+ ib)w1 ∧ jw2 + (a− ib)w2 ∧ jw1 with a+ ib ∈ C\{0},
(w,w) = 2 (a2 + b2) det(w1, w2, jw1, jw2) > 0.
By (9.4), we conclude the existence of an orthogonal basis of Fix (∧2j) composed by
five space-like vectors and one time-like vector. 
Remark 9.3. In the proof of Proposition 9.2, we have observed, in particular, that,
given W a non-j-stable 2-plane in C4, the metric induced in the space of the real vectors
in ∧2W ⊕ ∧2jW is positive definite. Hence, given v ∈ ∧2W ,
(v, v ) =
1
2
(v + v, v + v) ≥ 0,
vanishing if and only if v = 0. It follows, in particular, that, given v ∈ ∧2C4 decom-
posable,
(9.7) (v, v ) ≥ 0.
We identify 2-planes in C4 with null lines in ∧2C4, spanned by a decomposable
vector, via the famous Plu¨cker embedding, i.e., via the correspondence
L = 〈u, v〉 ↔ 〈u ∧ v〉 = ∧2L,
given complex linearly independent u and v in C4. In this way, we identify, in particular,
j-stable 2-planes in C4 with real null lines in ∧2C4 and then, naturally, with null lines in
Fix(∧2j). This presents the quaternionic projective space as a model for the conformal
4-sphere.
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Proposition 9.4.
HP 1 ∼= S4.
This chapter is dedicated to the special case of surfaces in S4, described in this
model as the immersed bundles
L ∼= ∧2L :M → S4
of j-stable 2-planes in C4.
We use Endj(C4) to denote the set of endomorphisms of C4 commuting with j,
and Glj(C4) (respectively, slj(C4)) to denote the invertible (respectively, trace-free)
j-commuting endomorphisms of C4.
Lemma 9.5. Given ξ ∈ Endj(C4) with ξ2 = aI, for some a ∈ R, if a ≥ 0, then
ξ =
√
a I,
for one of the square roots of a; whereas, if a < 0, then, given a choice of
√
a,
ξ = I
{ √
a onW√
a = −√a on jW ,
for some non-j-stable 2-plane W in C4.
Proof. As a complex endomorphism, ξ admits at least one complex eigenvalue.
Given λ ∈ C an eigenvalue of ξ and u an eigenvector of ξ associated to λ,
au = ξ2u = ξ(λu) = λξu = λ2u
and, therefore, λ = ±√a. On the other hand,
ξ(ju) = jξu = jλu = λju,
showing that λ is an eigenvalue of ξ, as well, and that, for Eλ and Eλ the eigenspaces
associated to λ and λ, respectively, we have jEλ ⊂ Eλ, or, equivalently, in view of the
symmetry of roles between λ and λ, jEλ = Eλ. It follows, in particular, that, if a < 0,
and, therefore,
√
a is purely imaginary,
√
a = −√a, the eigenvalues of ξ are exactly √a
and −√a and, as ξ is diagonalizable, C4 = E√a ⊕ jE√a. If a > 0, and so
√
a is real,
−√a is not an eigenvalue of ξ and, therefore, E√a = C4, completing the proof. 
According to the previous lemma, given S ∈ Endj(C4) with S2 = −I, we have a
decomposition
C4 = S+ ⊕ S−,
for S+ and S− = jS+ the eigenspaces of S associated to i and −i, respectively, a
notation that will be kept throughout the chapter.
Remark 9.6. Given S ∈ Endj(C4), such that S2 = −I, and v± ∈ ∧2S±, we have
(v±, v±) ≥ 0, vanishing if and only if v± = 0, respectively.
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We define a 2-sphere in ∧2C4 to be the complexification of a 2-sphere in R5,1.
Recall that the 2-spheres in R5,1 are described as the non-degenerate 4-planes in R5,1.
Proposition 9.7. The 2-spheres in ∧2C4 are described as the (real non-degenerate)
4-planes S+ ∧ S− for S ∈ Endj(C4) such that S2 = −I, determined up to sign.
Proof. The complementarity in C4 of the 2-planes S+ and S− ensures that S+∧S−
is a 4-plane, as well as, by recalling (9.4) and (9.5), its non-degeneracy in ∧2C4. The
reality of S+ ∧ S− is immediate from the fact that S+ and S− are intertwined by
j. Conversely, a real non-degenerate 4-plane V in ∧2C4 determines, up to sign, a j-
commuting endomorphism S of C4, such that S2 = −I, for which V = S+∧S−. Indeed,
for such a V , V ⊥ is a real non-degenerate complex 2-plane, admitting, therefore, a
unique decomposition V ⊥ = V ⊥+ ⊕ V ⊥− . as the direct sum of two null complex lines,
complex conjugate of each other. The corresponding decomposition (9.6) determines a
2-plane W in C4 for which ∧2W = V ⊥+ and V =W ∧ jW . By
S := I
{
i onW
−i on jW ,
we define a j-commuting endomorphism S of C4 such that S2 = −I, determined by V
up to sign, for which V = S+ ∧ S−. 
Throughout this chapter, we will use the standard identification
sl(C4) ∼= o((R5,1)C),
of the special linear algebra sl(C4) with the orthogonal algebra o(∧2C4), given by f 7→ fˆ
with
(9.8) fˆ(x ∧ y) = (fx) ∧ y + x ∧ (fy),
for f ∈ sl(C4), fˆ ∈ o(∧2C4) and x, y ∈ C4. Observe that, under this identification,
the reality of an endomorphism of (R5,1)C corresponds to the j-commutativity of an
endomorphism of C4.
We complete this section by presenting a last identification that shall be used
throughout this chapter. Observe that by g 7→ gˆ with
gˆ(u ∧ v) = gu ∧ gv,
for g ∈ Sl(C4), gˆ ∈ O((R5,1)C) and u, v ∈ C4, we define a 2 : 1 mapping,
g,−g 7→ gˆ,
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of the special linear group Sl(C4) onto the orthogonal group O((R5,1)C). For an or-
thogonal transformation
ξ = I


a on ∧2W
1 onW ∧ Wˆ
a−1 on ∧2 Wˆ
∈ O((R5,1)C),
with W and Wˆ complementary 2-planes in C4 and a ∈ C\{0}, and fixing a choice of√
a, we will still denote by ξ the special linear transformation
ξ = I
{ √
a onW√
a−1 on Wˆ
∈ Sl(C4),
defined up to sign depending on the choice of
√
a. Obviously,
ξ(u ∧ v) = ξu ∧ ξv,
for u, v ∈ C4, independently of the choice of √a. Observe that, in the particular case
W is a non-j-stable 2-plane and Wˆ = jW , ξ and ξ are related via j by
(9.9) ξ ◦ j = j ◦ ξ.
9.1.2. The mean curvature sphere congruence. We present the mean curva-
ture sphere congruence and the Hopf fields of a surface in S4, as defined in [12].
Let L be an immersed bundle of j-stable 2-planes in C4. ConsiderM provided with
the conformal structure induced by the surface ∧2L :M → S4. Given S ∈ Γ(Endj(C4))
such that
(9.10) SL = L,
we define a section of End(C4/L), which we still denote by S, by S(x+ L) := Sx+ L,
for all x ∈ Γ(C4). Consider the derivative
δ := piC4/L ◦ d|L,
for piC4/L : C
4 → C4/L the canonical projection.
Remark 9.8. Consider the projection pi : L → P(L) for the light-cone L in R5,1.
Given l a never-zero section of L ≃ ∧2L : M → P(L), dpil gives an isomorphism
L⊥/L→ TLP(L) under which the derivative of L, dL = dpil ◦ dl = dpil ◦ δl, is given by
δl,
dL = δl.
Therefore L immerses if and only if rank δL(TM) = 2.
As presented in [12],
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Definition 9.9. The mean curvature sphere (congruence) of L is defined to be the
unique j-commuting complex structure S on C4 such that
SL = L, (dS)L ⊂ L, ∗ δ = S ◦ δ = δ ◦ S|L
and
(9.11) (SdS − ∗dS)L = 0.
Once and for all, fix S as the mean curvature sphere of L. Decompose the trivial
flat connection on C4 as d = DS +NS by the conditions
(9.12) DSS = 0, NSS = −SNS.
Equivalently, set NS := 12SdS and DS := d − NS. Note that conditions (9.12) are
described, equivalently, by
(9.13) DSΓ(S±) ⊂ Ω1(S±),
together with
(9.14) NSS± ⊂ S∓
respectively. Consider the congruence V = S+ ∧ S− of 2-spheres in ∧2C4. Let
pi∧2S+⊕∧2S− denote the orthogonal projection of
(9.15) ∧2 C4 = ∧2S+ ⊕ S+ ∧ S− ⊕ ∧2S−
onto ∧2S+ ⊕ ∧2S−. The trivial flat connection on ∧2C4 relates to the trivial flat
connection on C4 by
d(u ∧ v) = (du) ∧ v + u ∧ (dv),
for u, v ∈ Γ(C4). In particular, given u ∈ Γ(S+), v ∈ Γ(S−),
NV (u ∧ v) = (piV ◦ d ◦ piV ⊥ + piV ⊥ ◦ d ◦ piV )(u ∧ v)
= pi∧2S+⊕∧2S−((du) ∧ v + u ∧ (dv))
= pi∧2S+⊕∧2S−((DSu) ∧ v + (NSu) ∧ v + u ∧ (DSv) + u ∧ (NSv))
and, therefore, according to (9.13) and (9.14),
NV (u ∧ v) = (NSu) ∧ v + u ∧ (NSv).
Similarly, we get to the same conclusion for u∧ v ∈ Γ(∧2S+) and u∧ v ∈ Γ(∧2S−). We
conclude that NV ∼= NS , under the identification defined by (9.8). In particular,
NSj = jNS .
We define a decomposition
NS = A+Q
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with A,Q ∈ Ω1(Endj(C4)) given by
∗A = SA , ∗Q = −SQ,
said to be the Hopf fields of L, following the terminology of [12], as we verify later in
this section. Clearly,
A =
1
2
(NS − S ∗ NS), Q = 1
2
(NS + S ∗ NS),
and, therefore, having in consideration (9.12), both A and Q anti-commute with S,
AS = −SA , QS = −SQ.
In particular, this makes clear that
(9.16) AS± ⊂ S∓, QS± ⊂ S∓,
respectively. On the other hand, iA1,0 = −∗A1,0 = −SA1,0, showing that ImA1,0 ⊂ S−
and, therefore, that
(9.17) A1,0S− = 0.
Analogously, we verify that
(9.18) A0,1S+ = Q
1,0S+ = Q
0,1S− = 0.
Note that, as
(9.19) dS = 2NSS,
we have Q = 14 (SdS − ∗dS). Thus
QL = 0.
Lastly, observe that
A1,0s+ =
1
2
(N 1,0S s+ − iSN 1,0S s+) = N 1,0S s+ ∈ Ω1,0(L−),
for s+ ∈ Γ(S+),
(9.20) A1,0S+ ⊂ L−;
and, similarly,
A0,1S− ⊂ L+
and
Q1,0S− ⊂ S+ , Q0,1S+ ⊂ S−.
We complete this section by verifying that our description follows the description pre-
sented in [12]. Given ψ ∈ Γ(C4), d(Sψ) = −2SNSψ+SDSψ+SNSψ = −SNSψ+SDSψ
and, therefore, S(d(Sψ)) = NSψ − DSψ, as well as ∗ d(Sψ) = −S ∗ NSψ + S ∗ DSψ.
Thus Qψ = 14(dψ + S ∗ dψ + S(d(Sψ)) − ∗ d(Sψ)), showing that Q coincides with the
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one defined in [12]. The similar conclusion with respect to A follows then from the fact
that
(9.21) dS = 2(∗Q − ∗A),
made clear by (9.19).
9.1.3. Mean curvature sphere congruence and central sphere congru-
ence. In codimension 2, the complexification of the normal S⊥ to the central sphere
congruence of a surface Λ admits a unique decomposition S⊥ = S⊥+ ⊕ S⊥− into the
direct sum of two null complex line bundles, complex conjugate of each other. Via
the Plu¨cker embedding, we identify S⊥+ with some bundle S+ of 2-planes in C4, and
write then S = S+ ∧ jS+. The mean curvature sphere of L ∼= ∧2L = Λ is defined, up
to sign, as the j-commuting complex structure on C4 admitting S+ as the eigenspace
associated to the eigenvalue i (and, therefore, jS+ as the eigenspace associated to −i).
This establishes the close relationship between mean curvature sphere congruence and
the central sphere congruence.
Let L be an immersed bundle of j-stable 2-planes in C4 and consider the surface
Λ := ∧2L :M → S4.
Let S be the mean curvature sphere of L.
Proposition 9.10. The congruence V := S+ ∧ S−, of 2-spheres in ∧2C4, is the
complexification of the central sphere congruence of Λ.
Before proceeding to the proof of the proposition, time for a few considerations.
Equation (9.10) ensures that, given li = l
+
i + l
−
i ∈ Γ(L) with l±i ∈ Γ(S±), respec-
tively, for i = 1, 2, l+1 and l
+
2 are linearly dependent, and so are l
−
1 and l
−
2 . We conclude
the existence of a frame of L composed by a section of S+ and a section of S−, which
provides a decomposition
L = L+ ⊕ L−
of L into a sum of complex line bundles L+ and L− with
L− = jL+,
namely,
L+ := L ∩ S+ , L− := L ∩ S−.
Obviously,
(9.22) ∧2 L = L+ ∧ L−.
Now we proceed to the proof of Proposition 9.10.
CONSTRAINED WILLMORE SURFACES 157
Proof. By (9.22), ∧2L ⊂ S+∧S−. Equations (9.10) and (9.19), together with the
fact that (dS)L ⊂ L, show that NSL ⊂ L and, therefore, by (9.14), that
(9.23) NSL± ⊂ L∓,
respectively. Provide M with a conformal structure C. In view of (9.23) and (9.10),
given l = l+ + l− in Γ(L), with l+ ∈ Γ(L+) and l− ∈ Γ(L−), S ◦ δl = S(dl) + L =
S(DS l+ +DSl−) + L. Therefore, by (9.13), S ◦ δl = i(DSl+ −DSl−) + L, whilst
∗δl = −i(d1,0l − d0,1l) + L = −i(D1,0S l −D0,1S l) + L.
Thus ∗δl = S ◦ δl if and only if D1,0S l+ − D0,1S l− ∈ Γ(L). By equation ∗ δ = S ◦ δ, we
conclude that
D1,0S Γ(L+) ⊂ Ω1,0(L+),
or, equivalently,
D0,1S Γ(L−) ⊂ Ω0,1(L−).
It follows that, given z holomorphic chart of (M, CΛ) and never-zero l+ ∈ Γ(L+) and
l− ∈ Γ(L−),
Λ1,0 = 〈l+ ∧ l−, dδz (l+ ∧ l−)〉 = 〈l+ ∧ l−, l+ ∧ (DS)δz l−〉,
showing, in particular, the linear independency of l− and (DS)δz l−, and, consequently,
that
Λ1,0 = L+ ∧ S−
and, by complex conjugation,
Λ0,1 = L− ∧ S+.
In particular, it is clear that V envelops the surface Λ. Lastly, according to equation
(9.11), we have, in particular, that, given l− ∈ Γ(L−), (Sd1,0S + id1,0S)l− = 0, or,
equivalently, (d1,0S)l− ∈ Ω1,0(S−), which, in its turn, according to (9.14), is equivalent
to N 1,0S l− = 0. Hence
N 1,0S L− = 0.
Similarly, we verify that
N 0,1S L+ = 0.
On the other hand, according to (9.18) and (9.20), we have
N 1,0S S+ ⊂ L−
and, similarly,
N 0,1S S− ⊂ L+.
It follows that N 1,0S (L− ∧ S+) = 0 = N 0,1S (L+ ∧ S−), i.e., N 1,0V Λ0,1 = 0 = N 0,1V Λ1,0, V
is central with respect to Λ, completing the proof. 
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Remark 9.11. The mean curvature sphere of L is, conversely, determined by the
complexification of the central sphere congruence of Λ, as follows. Since the complexi-
fication V of the central sphere congruence of Λ is a 2-sphere, V = S+ ∧ S−, for some
S ∈ Endj(C4) such that S2 = −I, determined up to sign. One of them is the mean
curvature sphere of L, cf. Proposition 9.10. For the other one, define DS analogously
to the case of the mean curvature sphere. Of course,
D−S = DS .
The conformality of sections of Λ, characterized by the isotropy of
d1,0(l+ ∧ l−) = (D1,0S l+) ∧ l− + l+ ∧ (D1,0S l−),
or, equivalently,
(D1,0S l+) ∧ l− ∧ l+ ∧ (D1,0S l−) = 0,
for all l+ ∈ Γ(L+) and l− ∈ Γ(L−), amounts, according to (9.13), to either
(9.24) D1,0S Γ(L+) ⊂ Ω1,0(L+)
or
D1,0S Γ(L−) ⊂ Ω1,0(L−),
depending on the sign of S. Equation (9.24) determines S for which, in particular,
given l = l+ + l− ∈ Γ(L) with l± ∈ Γ(L±) respectively, D1,0S l+ − D0,1S l− ∈ Γ(L), or,
equivalently, ∗ δ = S ◦ δ. S determined in this way is the mean curvature sphere of L.
9.2. Constrained Willmore surfaces in 4-space
In this section, we characterize constrained Willmore surfaces in 4-space in the
quaternionic setting. We present, in particular, a characterization of this class of sur-
faces in terms of the closeness of a certain form, following the characterization of the
harmonicity of the mean curvature sphere presented in [12].
Let L ∼= Λ ⊂ R5,1 be a surface in S4. Let S be the mean curvature sphere of L and
V be the complexification of the central sphere congruence of Λ,
V = S+ ∧ S−,
with orthogonal complement
V ⊥ = ∧2S+ ⊕ ∧2S−.
Provide M with the conformal structure induced by Λ. Consider the map j : C4/L→
C4/L induced naturally by the quaternionic structure j in C4, having in consideration
that L is j-stable. Constrained Willmore surfaces in S4 are, alternatively, characterized
as follows:
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Theorem 9.12. An immersed bundle L of j-stable 2-planes in C4 is a constrained
Willmore surface if and only if there exists q ∈ Ω1(Endj(C4/L,L)) such that
(9.25) Sq = ∗ q = qS
and
dDSq = 0, dDS ∗ NS = 2[q ∧ ∗NS ].
In the proof of the theorem, we establish a correspondence between 1-forms with
values in Λ ∧ Λ(1) and S-commuting 1-forms with values in Endj(C4/L,L), under the
the identification sl(C4) ∼= o((R5,1)C) presented in Section 9.1.1. Under this correspon-
dence, the conditions on q in Theorem 9.12 characterize q as a multiplier to Λ.
Next we prove Theorem 9.12.
Proof. First note that
Λ⊥ = C4 ∧ L.
Let q be a 1-form with values in o((R5,1)C) = sl(C4). Suppose that qΛ = 0 and
qΛ⊥ ⊂ Λ. Let l, l′, u, v be a frame of C4 with l, l′ ∈ Γ(L). The fact that q vanishes in
Λ, equivalent to
(9.26) (ql) ∧ l′ + l ∧ (ql′) = 0,
shows that ql has no component in 〈u〉 nor in 〈v〉. On the other hand, since qΛ⊥ ⊂ Λ,
we have, in particular,
(9.27) (qu) ∧ l + u ∧ (ql) ∈ Γ(〈l ∧ l′〉),
forcing the component of ql in 〈l′〉 to vanish. Hence ql ∈ Γ(〈l〉), and, by symmetry of
roles, ql′ ∈ Γ(〈l′〉). Equation (9.26) shows now that, if ql = al, with a ∈ Γ(C), then
ql′ = −al′. By the skew-symmetry of q, it follows that
−a2(l ∧ l′, u ∧ v) = −(l ∧ l′, qu ∧ qv).
Equation (9.27) forces, on the other hand, the component of qu in 〈v〉 to vanish.
Similarly, the fact that
(qv) ∧ l + v ∧ (ql) ∈ Γ(〈l ∧ l′〉)
shows, in particular, that the component of qv in 〈u〉 vanishes. Thus a = 0. We
conclude that qL = 0. Yet again by qΛ⊥ ⊂ Λ, it follows that Im q ⊂ L. It is clear that,
conversely, if qL = 0 and Im q ⊂ L, then qΛ = 0 and qΛ⊥ ⊂ Λ. We conclude that q
takes values in Λ ∧ Λ⊥, or, equivalently, qΛ = 0 and qΛ⊥ ⊂ Λ, if and only if
qL = 0, Im q ⊂ L,
i.e., q defines a 1-form with values in End(C4/L,L). Note that
Λ ∧ Λ(1) = Λ ∧ Λ⊥ ∩ (∧2V ⊕ ∧2V ⊥).
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Now observe that if q preserves S+ ∧ S− then, given s+ ∈ Γ(S+) and s− ∈ Γ(S+), the
component of qs+ in 〈s−〉 vanishes, as well as the component of qs− in 〈s+〉 does, which
amounts to q preserving both S+ and S−. It is clear that, conversely, if q preserves
both S+ and S−, then q preserves S+ ∧ S−, ∧2S+ and ∧2S−. Hence q takes values in
(∧2V ⊕∧2V ⊥), or, equivalently, q preserves both V and V ⊥, if and only if q preserves
the eigenspaces of S. In its turn, q preserves S± if and only if q commutes with S in
S±, respectively.
Now recall Lemma 5.10, establishing that, if q ∈ Ω1(Λ ∧ Λ(1)) is real and dDV q
vanishes, then q1,0 ∈ Ω1,0(Λ∧Λ0,1), or, equivalently, q0,1 ∈ Ω0,1(Λ∧Λ1,0). In that case,
q1,0(L− ∧ S+) = 0 = q0,1(L+ ∧ S−), or, equivalently, L− ∧ q1,0S+ = 0 = L+ ∧ q0,1S−,
and, therefore,
q1,0S+ = 0 = q
0,1S−,
as q1,0S+ ⊂ L+ and q0,1S− ⊂ L−. Hence
Im q1,0 ⊂ S−, Im q0,1 ⊂ S+,
showing that
Sq1,0 = −iq1,0 = ∗ q1,0, Sq0,1 = iq0,1 = ∗ q0,1
and, ultimately, that Sq = ∗ q, completing the proof. 
Following the characterization of the harmonicity of S presented in [12], we have,
more generally:
Theorem 9.13. Suppose q ∈ Ω1(Endj(C4/L,L)) satisfies condition (9.25). An
immersed bundle L of j-stable 2-planes in C4 is a q-constrained Willmore surface if
and only if either of the following equations is verified:
i) d ∗ NS + 2 d ∗ q = 0;
ii) d ∗ (A+ q) = 0;
iii) d ∗ (Q+ q) = 0.
Before proceeding to the proof of the theorem, observe that equation (9.21) estab-
lishes, in particular,
(9.28) d ∗A = d ∗ Q.
Now we prove Theorem 9.13.
Proof. In view of (9.25),
(9.29) dDS ∗ q = dDSSq = (DSS) ∧ q + SdDSq = SdDSq,
and, therefore, we have d ∗ q = [NS ∧ ∗ q] = −[q ∧ ∗NS ] if and only if dDSq = 0. In
particular, if L is a constrained Willmore surface, then
d ∗ NS + 2 d ∗ q = dDS ∗ NS + [NS ∧ ∗NS ]− 2[q ∧ ∗NS ] = 0.
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Yet again in view of (9.25), (dDS ∗ q)S = dDS(∗ qS) + ∗ q ∧ (DSS) = −dDSq, whereas,
following (9.29), S dDS ∗ q = −dDSq. Thus
S dDS ∗ q = (dDS ∗ q)S.
Similarly, as
(9.30) ∗ NSS = −Q+A = −S ∗ NS,
we have
(dDS ∗ NS)S = dDS(∗NSS) + ∗NS ∧ (DSS) = dDS (−Q+A),
whereas
dDS ∗NS = dDS(S(−Q+A)) = (DSS)∧ (−Q+A)+S dDS (−Q+A) = S dDS (−Q+A),
and, therefore,
S dDS ∗ NS = −(dDS ∗ NS)S.
On the other hand, together, (9.25) and (9.30) establish
[NS ∧ ∗ q]S = −S[NS ∧ ∗ q].
It follows that, if equation i) holds, 0 = dDS ∗ NS + 2dDS ∗ q + 2[NS ∧ ∗ q], then,
equivalently, dDS ∗ NS + 2[NS ∧ ∗ q] = 0 = 2dDS ∗ q, by separating S-commuting and
S-anti-commuting parts.
Equation (9.28) establishes the equivalence of i) and either equations ii) or iii),
completing the proof. 
We complete this section with an approach to constrained Willmore surfaces in
4-space in terms of flatness of connections. Let q ∈ Ω1(Endj(C4/L,L)). For each
λ ∈ C\{0}, define a connection on C4 by
dλ,qS := DS + λ−1N 1,0S + λN 0,1S + (λ−2 − 1)q1,0 + (λ2 − 1)q0,1.
For each λ, the connection dλ,qV , on ∧2C4, relates to dλ,qS via equation (9.8), and so do,
therefore, the respective curvature tensors,
Rd
λ,q
V (σ1 ∧ σ2) = (Rd
λ,q
S σ1) ∧ σ2 + σ1 ∧ (Rd
λ,q
S σ2),
for σ1, σ2 ∈ Γ(C4). Hence L is q-constrained Willmore if and only if dλ,qS is flat, for all
λ ∈ C\{0}. For λ ∈ C\{0}, define an orthogonal transformation of ∧2C4 by
τ(λ) := I


λ−1 on ∧2 S+
1 onS+ ∧ S−
λ on ∧2 S−
.
Given λ ∈ C\{0}, we define a new connection on ∧2C4 by
dVλ2,q := τ(λ) ◦ dλ,qV ◦ τ(λ)−1;
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as well as, fixing a choice of
√
λ, and, with respect to (and independently of) this
choice, a new connection on C4 by
dSλ2,q := τ(λ) ◦ dλ,qS ◦ τ(λ)−1,
for τ ∈ Γ(Sl(C4)) as defined in Section 9.1.1. These definitions only depend, indeed,
on λ2, as, in particular, the next lemma makes clear (note that dVλ2,q is related to d
S
λ2,q
by equation (9.8)). The curvature tensors of dVλ2,q and d
λ,q
V are related by
R
dV
λ2,q = τ(λ)Rd
λ,q
V τ(λ)−1,
showing that the flatness of dVλ2,q, or, equivalently, that of d
S
λ2,q, for all λ ∈ C\{0},
provides another characterization of the q-constrained Willmore condition of L. It is
obvious but it will be useful to remark that, for each λ, the dSλ2,q-parallelness of a bundle
W ⊂ C4 is equivalent to the dVλ2,q-parallelness of ∧2W ⊂ ∧2C4.
Lemma 9.14. For each λ ∈ C\{0},
dSλ2,q = d+ (λ
−2 − 1)(Q1,0 + q1,0) + (λ2 − 1)(Q0,1 + q0,1).
Proof. Fix λ ∈ C\{0}. The fact that both q1,0 and q0,1 preserve S+ and S−
establishes, in particular,
τ(λ) ◦ q ◦ τ(λ)−1 = q.
Similarly, in view of the DS-parallelness of S+ and S− (cf. (9.13)),
τ(λ) ◦ DS ◦ τ(λ)−1 = DS .
On the other hand, according to (9.16), (9.17) and (9.18),
τ(λ) ◦ A1,0 ◦ τ(λ)−1 = λA1,0, τ(λ) ◦ A0,1 ◦ τ(λ)−1 = λ−1A0,1
and
τ(λ) ◦Q1,0 ◦ τ(λ)−1 = λ−1Q1,0, τ(λ) ◦Q0,1 ◦ τ(λ)−1 = λQ0,1.
Hence
dSλ2,q = DS + (λ−2 − 1)(Q1,0 + q1,0) + (λ2 − 1)(Q0,1 + q0,1) +A+Q,
completing the proof. 
9.3. Transformations of constrained Willmore surfaces in 4-space
Under the standard identification sl(C4) ∼= o(∧2C4), 1-forms with values in Λ∧Λ(1)
correspond to S-commuting 1-forms with values in Endj(C4/L,L), for S the mean cur-
vature sphere congruence of L ∼= Λ. For such a form q, condition dDq = 0 establishes
Sq = ∗q. A surface L in S4 is a q-constrained Willmore surface, for some 1-form q
with values in Endj(C4/L,L) such that Sq = ∗ q = qS, if and only if d ∗ (Q + q) = 0,
for the Hopf field Q ∈ Ω1(Endj(C4)). The closeness of the 1-form ∗(Q+ q) ensures the
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existence of G ∈ Γ(Endj(C4)) with dG = 2 ∗ (Q+ q), as well as the integrability of the
Riccati equation dT = ρT (dG)T − dF +4ρqT , for each ρ ∈ R\{0}, fixing such a G and
setting F := G− S. For a local solution T ∈ Γ(Glj(C4)) of the ρ-Ricatti equation, we
define the constrained Willmore Darboux transform of L of parameters ρ, T by setting
Lˆ := T−1L, and extend, in this way, the Darboux transformation of Willmore surfaces
in S4 presented in [12] to a transformation of constrained Willmore surfaces in 4-space.
We apply, yet again, the dressing action presented in Chapter 6 to define another trans-
formation of constrained Willmore surfaces in 4-space, the untwisted Ba¨cklund transfor-
mation, referring then to the original one as the twisted Ba¨cklund transformation. We
verify that, when both are defined, twisted and untwisted Ba¨cklund transformations
coincide. We prove that constrained Willmore Darboux transformation of parameters
ρ, T with ρ > 1 is equivalent to untwisted Ba¨cklund transformation of parameters α,Lα
with α2 real. Constrained Willmore Darboux transformation of parameters ρ, T with
ρ ≤ 1 is trivial.
Let L ∼= Λ ⊂ R5,1 be a q-constrained Willmore surface in S4, for some 1-form q
with values in Endj(C
4/L,L). Let S be the mean curvature sphere of L and V be the
complexification of the central sphere congruence of Λ. Let ρV be reflection across V .
Provide M with the conformal structure induced by Λ. For simplicity, in what follows,
given α ∈ C\S1 non-zero and Lα a dα,qV -parallel null line subbundle of ∧2C4 such that,
locally,
(9.31) ρV L
α ∩ (Lα)⊥ = {0} = ρV L˜α ∩ (L˜α)⊥,
we consider the alternative notation
p := pα,L˜α , q := qα−1,Lα ,
with no risk of ambiguity with the multiplier to Λ. Recall that, for such α and Lα, we
define another constrained Willmore surface in S4, the Ba¨cklund transform Λ∗ of Λ of
parameters α,Lα, or, equally, −α, ρV Lα, by setting
(9.32) (Λ∗)0,1 := (pq)−1(1)(pq)(0)Λ0,1,
provided that Λ∗ immerses.
9.3.1. Untwisted Ba¨cklund transformation of constrained Willmore sur-
faces in 4-space. In this section, we apply, yet again, the dressing action presented
in Section 6.5 to define another transformation of constrained Willmore surfaces in
4-space, the untwisted Ba¨cklund transformation, referring then to the Ba¨cklund trans-
formation defined by (9.32) as the twisted Ba¨cklund transformation. The terminol-
ogy is motivated by the fact that, whilst pq(λ) relates to pq(−λ) via the twisting
ρV pq(λ)ρV = pq(−λ), performed by ρV , the untwisted transformation will be given by
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(Λ∗)0,1 = P (1)−1P (0)Λ0,1 for P (λ) = g−1R(λ) ∈ Γ(O(∧2C4)), with g ∈ Γ(SO(R5,1)),
for some R(λ) ∈ Γ(O(∧2C4)) for which no such a relation with R(−λ) is established.
First of all, observe that, given w := v0 + v+ + v− 6= 0, with v0 ∈ Γ(S+ ∧ S−),
v+ ∈ Γ(∧2S+) and v− ∈ Γ(∧2S−), w is null if and only if
(9.33) (v0, v0) = −2(v+, v−).
The nullity of w is equivalently characterized by, at each point, either v− = 0 = (v0, v0)
or both v− 6= 0 and
(9.34) v+ = −1
2
(v0, v0)(v−, v−)−1v−.
Lemma 9.15. Let α ∈ C\{0}. Let v0 ∈ Γ(S+ ∧ S−), v+ ∈ Γ(∧2S+) and v− ∈
Γ(∧2S−) be such that v0 + v+ + v− is null. In that case, τ(α)〈v0 + v+ + v−〉 is real at
a point p in M if and only if, at p, either
v+ = 0 = v−, 〈v0〉 = 〈v0〉
or
| (v0, v0) |= 1, (v−, v−) = 1
2
| α |−2, v0 = −v0.
Proof. Our argument is pointwise, so we work in a single fibre.
Set w := v0 + v+ + v−. From the definition of τ(α), it follows that 〈τ(α)w, τ(α)w〉
has rank 1 if and only if either
v+ = 0 = v−, v0 = λv0
or
v− 6= 0, v+ = λ | α |2 v−, v0 = λv0, | λ |2= 1,
for some λ ∈ Γ(C). In particular, because w is null, if v− is non-zero, then, according
to (9.34), τ(α)〈w〉 is real if and only if
(9.35) (v−, v−) =
1
2
| α |−2| (v0, v0) |
and
(9.36) v0 = −1
2
| α |−2 (v0, v0)(v−, v−)−1v0.
Note that, if v− is non-zero, equation (9.35) forces (v0, v0) to be non-zero. On the
other hand, in view of the nullity of w, if (v0, v0) is non-zero then so is v−. The proof
is complete by observing that, in that case, together, equations (9.35) and (9.36) force
v0 = −(v0, v0)−1v0, so that v0 =| (v0, v0) |−2 v0 and, ultimately, | (v0, v0) |= 1. 
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Choose a non-zero α ∈ C\S1 and a dα,qV -parallel null line subbundle Lα of ∧2C4 such
that, locally, τ(α)Lα is never real. The existence of such a choice of Lα is established
in the following lemma.
Lemma 9.16. Let lα be a non-zero section of ∧2S+. Let Lα ⊂ ∧2C4 be a dα,qV -parallel
null line bundle defined naturally by dα,qV -parallel transport of l
α
p , for some point p ∈M .
Then τ(α)Lα is never real in some open set containing p.
Before proceeding to the proof of the lemma, observe that, at each point, the non-
reality of τ(α)Lα is equivalent to the real subspace τ(α)Lα + τ(α)Lα of (R5,1)C being
2-dimensional, or, equivalently, non-null,
(9.37) τ(α)Lα ∩ (τ(α)Lα)⊥ = {0},
which characterizes the non-degeneracy of τ(α)Lα ⊕ τ(α)Lα.
Proof. At the point p, Lα is spanned by lαp , so that, by construction, at this
point, τ(α)Lα is not real. On the other hand, at each point, the non-reality of τ(α)Lα
is characterized by (9.37), or, equivalently, by
(τ(α)l, τ(α)l ) 6= 0,
fixing l ∈ Γ(Lα) non-zero; showing that the non-reality of (τ(α)Lα)x is an open condi-
tion on x ∈M . 
At each point, the non-reality of τ(α)Lα, characterized by equation (9.37), estab-
lishes a decomposition
(9.38) ∧2 C4 = τ(α)Lα ⊕ (τ(α)Lα ⊕ τ(α)Lα)⊥ ⊕ τ(α)Lα.
For λ ∈ C\{±α,±α−1} and
(9.39) rα(λ) :=
1− α−2
1− α2
λ− α2
λ− α−2 6= 0,
set then
rα,Lα(λ) := I


rα(λ) on τ(α)L
α
1 on (τ(α)Lα + τ(α)Lα)⊥
rα(λ)
−1 on τ(α)Lα
,
defining this way a map rα,Lα into Γ(O(∧2C4)) with
rα,Lα(λ−1) = rα,Lα(λ),
for all λ, which, therefore, extends holomorphically to P1\{±α,±α−1} by setting
rα,Lα(∞) := rα,Lα(0).
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Wemay, alternatively and for simplicity, write r(λ) for rα,Lα(λ) with λ ∈ P1\{±α,±α −1}.
It will be useful to observe that, in the case α2 is real, we have
(9.40) r(∞) = r(0)−1.
Once and for all, fix a choice of
√
rα(0), set√
rα(0) :=
√
rα(0),
and consider the corresponding r(0), r(∞) ∈ Γ(Sl(C4)), for which equation (9.9) then
applies:
(9.41) r(0) ◦ j = j ◦ r(∞).
It follows, in particular, that, at each point, the j-stability of r(0)S+ is characterized
by
r(0)S+ = r(∞)S−,
or, equivalently, by the non-complementarity of r(0)S+ and r(∞)S− in C4,
(9.42) (∧2r(0)S+) ∩ (∧2r(∞)S−)⊥ 6= {0}.
Next we characterize the j-stability of r(0)S+ in terms of the projections of L
α
with respect to the decomposition (9.15).
Lemma 9.17. Let lα := v0 + v+ + v−, with v0 ∈ Γ(S+ ∧ S−), v+ ∈ Γ(∧2S+) and
v− ∈ Γ(∧2S−), be a non-zero section of Lα. Let pi⊕ and pi⊥ denote the orthogonal
projections of ∧2C4 onto τ(α)Lα ⊕ τ(α)Lα and (τ(α)Lα ⊕ τ(α)Lα)⊥, respectively. At
each point at which lα does not vanish, the bundle r(0)S+ is j-stable if and only if
(9.43) v+ 6= 0 6= v−
and, given u+ ∈ Γ(∧2S+) not zero,
(9.44) | (lα, u+) || (lα, u+ ) |−1=| rα(0) |2| α |−2,
together with
(9.45) pi⊥u+ 6= 0, 〈pi⊥u+〉 = 〈pi⊥u+ 〉
and
(9.46) (pi⊕r(0)u+, pi⊕r(0)u+ ) 6= (pi⊥r(0)u+, pi⊥r(0)u+ ).
Proof. Our argument is pointwise, so we work in a single fibre.
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Let s+, s
′
+ be a frame of S+. Then r(0)S+ is j-stable if and only if
(9.47) r(0)(s+ ∧ s′+) = λr(∞)(js+ ∧ js′+),
for some λ ∈ Γ(C). Note that such a λ has necessarily unit length. Indeed,
r(∞)(js+ ∧ js′+) = r(0)(s+ ∧ s′+),
so that
r(∞)(js+ ∧ js′+) = λ r(∞)(js+ ∧ js′+) = λ r(0)(s+ ∧ s′+) =| λ |2 r(∞)(js+ ∧ js′+).
Write s+ ∧ s′+ = a τ(α)lα + b τ(α)lα + pi⊥(s+ ∧ s′+), with a, b ∈ Γ(C). Then
r(0)(s+ ∧ s′+) = a rα(0)τ(α)lα + b rα(0)−1τ(α)lα + pi⊥(s+ ∧ s′+),
whereas
r(∞)(js+ ∧ js′+) = b rα(0) −1τ(α)lα + a rα(0) τ(α)lα + pi⊥(s+ ∧ s′+).
Hence equation (9.47) holds if and only if
a rα(0) = λ b rα(0)
−1, b rα(0)−1 = λa rα(0), pi⊥(s+ ∧ s′+) = λpi⊥(s+ ∧ s′+);
or, equivalently, at each point, either
(9.48) a = 0 = b, pi⊥(s+ ∧ s′+) = λpi⊥(s+ ∧ s′+),
or a, b 6= 0 and
ab−1 | rα(0) |2= λ = a−1b | rα(0) |−2, pi⊥(s+ ∧ s′+) = λpi⊥(s+ ∧ s′+).
Note that (9.48) contradicts the complementarity of ∧2S+ and ∧2S−. Set
X := (τ(α)lα, τ(α)lα) 6= 0.
In view of the nullity of s+ ∧ s′+,
(9.49) (pi⊥(s+ ∧ s′+), pi⊥(s+ ∧ s′+)) = −2abX,
equation ab−1 | rα(0) |2= a−1b | rα(0) |−2, equivalent to
| b |=| a || rα(0) |2,
establishes
2 | a |2| rα(0) |2| X |=| (pi⊥(s+ ∧ s′+), pi⊥(s+ ∧ s′+)) |
and, in particular, that, if, at some point, a 6= 0, then, at that point,
(pi⊥(s+ ∧ s′+), pi⊥(s+ ∧ s′+)) 6= 0.
It follows, in particular, that, if pi⊥(s+ ∧ s′+) = λpi⊥(s+ ∧ s′+), then
(9.50) (pi⊥r(0)(s+ ∧ s′+), pi⊥r(0)(s+ ∧ s′+) ) 6= 0,
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as pi⊥r(0)(s+ ∧ s′+) = pi⊥(s+∧ s′+). On the other hand, as remarked previously, r(0)S+
is j-stable if and only if (r(0)(s+ ∧ s′+), r(0)(s+ ∧ s′+) ) = 0, or, equivalently,
(pi⊕r(0)(s+ ∧ s′+), pi⊕r(0)(s+ ∧ s′+) ) = −(pi⊥r(0)(s+ ∧ s′+), pi⊥r(0)(s+ ∧ s′+) ),
in which case, in particular, having in consideration (9.50),
(pi⊕r(0)(s+ ∧ s′+), pi⊕r(0)(s+ ∧ s′+) ) 6= (pi⊥r(0)(s+ ∧ s′+), pi⊥r(0)(s+ ∧ s′+) ).
We conclude that the bundle r(0)S+ is j-stable if and only if a, b, pi⊥(s+ ∧ s′+) 6= 0 and
(9.51) | b |=| a || rα(0) |2,
together with
pi⊥(s+ ∧ s′+) = ab−1 | rα(0) |2 pi⊥(s+ ∧ s′+)
and condition (9.46). Now write v+ = a+ s+ ∧ s′+ and v− = a− js+ ∧ js′+, with
a+, a− ∈ Γ(C). Set
N := (s+ ∧ s′+, js+ ∧ js′+) > 0.
We have
a = X−1(s+ ∧ s′+, τ(α)lα) = α−1 a+X−1N,
as well as
b = X−1(s+ ∧ s′+, τ(α)lα) = αa−X−1N.
In particular, a (respectively, b) vanishes at some point if and only if a+ (respectively,
a−), or, equivalently, v+ (respectively, v−) does. We verify, on the other hand, that
equation (9.51) holds if and only if
| a− |=| a+ || rα(0) |2| α |−2,
or, equivalently, if condition (9.44) is satisfied. It follows, in particular, that, together,
conditions (9.43) and (9.44) ensure that
pi⊕r(0)(s+ ∧ s′+) = λpi⊕r(∞)(js+ ∧ js′+),
for λ := ab−1 | rα(0) |2∈ S1, which together with condition (9.45), and given that
pi⊥r(0)(s+ ∧ s′+) = pi⊥(s+ ∧ s′+) = pi⊥r(∞)(js+ ∧ js′+),
amounts to
r(0)(s+ ∧ s′+) = λpi⊕r(∞)(js+ ∧ js′+) + ξ pi⊥r(∞)(js+ ∧ js′+),
for some ξ ∈ Γ(C). In fact, we verify that ξ is unit:
| (pi⊥(s+ ∧ s′+), pi⊥(s+ ∧ s′+)) |=| ξ |2| (pi⊥(s+ ∧ s′+), pi⊥(s+ ∧ s′+)) |,
and condition (9.43) ensures, on the other hand, according to (9.49), that
(9.52) (pi⊥(s+ ∧ s′+), pi⊥(s+ ∧ s′+)) 6= 0.
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For simplicity, write pir⊕ for pi⊕r(∞)(js+ ∧ js′+). By the nullity of s+ ∧ s′+, it follows
that
0 = (r(0)(s+ ∧ s′+), r(0)(s+ ∧ s′+)) = λ2(pir⊕, pir⊕) + ξ2(pi⊥(s+ ∧ s′+), pi⊥(s+ ∧ s′+)),
as well as
0 = (r(∞)(js+ ∧ js′+)), r(∞)(js+ ∧ js′+))) = (pir⊕, pir⊕) + (pi⊥(s+ ∧ s′+), pi⊥(s+ ∧ s′+)).
Hence
(9.53) (pir⊕, pi
r
⊕) = −(pi⊥(s+ ∧ s′+), pi⊥(s+ ∧ s′+))
and, therefore, ξ2 = λ2, which, as ξ and λ are both unit, forces λ, ξ ∈ {−1, 1,−i, i}.
Together with (9.52) and (9.53), the nullity of r(0)(s+∧s′+) excludes the cases ξ = ±iλ.
Indeed, if r(0)(s+ ∧ s′+) = λpir⊕ ± iλ pi⊥(s+ ∧ s′+), then
0 = (λpir⊕ ± iλ pi⊥(s+ ∧ s′+), λ pir⊕ ± iλ pi⊥(s+ ∧ s′+)),
respectively, leading to a contradiction:
0 = λ2(pir⊕, pi
r
⊕)−λ2(pi⊥(s+∧ s′+), pi⊥(s+∧ s′+)) = −2λ2(pi⊥(s+∧ s′+), pi⊥(s+∧ s′+)) 6= 0.
Together with condition (9.46), and given that r(0)(s+ ∧ s′+) and r(∞)(js+ ∧ s′+) are
complex conjugate of each other, the nullity of r(0)(s+ ∧ s′+) excludes, on the other
hand, the case ξ = −λ: if r(0)(s+ ∧ s′+) = λpir⊕ − λpi⊥(s+ ∧ s′+), then
0 = (λpir⊕−λpi⊥(s+∧s′+), pir⊕ + pi⊥(s+ ∧ s′+) ) = λ(pir⊕, pir⊕)−λ(pi⊥(s+∧s′+), pi⊥(s+ ∧ s′+) )
and, therefore, (pir⊕, pir⊕) = (pi⊥(s+ ∧ s′+), pi⊥(s+ ∧ s′+) ), or, equivalently,
(pi⊕r(0)(s+ ∧ s′+), pi⊕r(0)(s+ ∧ s′+)) = (pi⊥r(0)(s+ ∧ s′+), pi⊥r(0)(s+ ∧ s′+) ).
We conclude that ξ = λ, completing the proof. 
At each point, the non-j-stability of the bundle r(0)S+, of 2-planes in C4, is equiv-
alent to its complementarity to jr(0)S+ = r(∞)S− in C4. Choose Lα for which,
furthermore, locally, r(0)S+ and r(∞)S− are complementary in C4. The existence of
such a choice is established in the following lemma.
Lemma 9.18. Let lα be a non-zero section of ∧2S+. Let Lα ⊂ ∧2C4 be a dα,qV -parallel
null line bundle defined naturally by dα,qV -parallel transport of l
α
p , for some point p ∈M .
Then there is some open set containing p in which τ(α)Lα is never real and r(0)S+
and r(∞)S− are complementary in C4.
Proof. By construction,
Lαp = 〈lαp 〉,
so that, at the point p, τ(α)Lα is not real and, therefore, r is, indeed, defined; whilst
Lemma 9.17 ensures that, at p, r(0)S+∩ r(∞)S− = {0}. On the other hand, according
170 A. C. QUINTINO
to (9.42), at each point, the non-j-stability of r(0)S+ is characterized by
(r(0) ∧2 S+) ∩ ( r(0) ∧2 S+ )⊥ = {0},
or, equivalently, by (r(0)u+, r(0)u+ ) 6= 0, fixing u+ ∈ Γ(∧2S+) non-zero; which shows
that the non-j-stability of (r(0)S+)x is an open condition on x ∈ M . And so is the
non-reality of (τ(α)Lα)x, as remarked previously. 
Set
S∗+ := r(0)S+, S
∗
− := jS
∗
+ = r(∞)S−
and, considering projections piS∗+ : C
4 → S∗+ and piS∗− : C4 → S∗− with respect to the
decomposition
C4 = S∗+ ⊕ S∗−,
define two line bundles by
(9.54) L∗+ := piS∗+r(∞)L+, L∗− := jL∗+ = piS∗−r(0)L−.
As we know, Lα is a dα,qV -parallel null line bundle if and only if ρV L
α is a d−α,qV -parallel
null line bundle. Note that the reality of τ(α)Lα is equivalent to that of τ(−α)ρV Lα,
and that
rα,Lα = r−α,ρV Lα .
We define the untwisted Ba¨cklund transform L∗ of L of parameters α,Lα, or, equally,
−α, ρV Lα, by setting
∧2L∗ := L∗+ ∧ L∗−.
The real line bundle ∧2L∗ determines a j-stable bundle L∗ of 2-planes in C4.
Theorem 9.19. L∗ is a constrained Willmore surface in S4, provided that it im-
merses.
The proof of the theorem will follow some preliminaries, presented next.
At each point, the complementarity of S∗+ and S∗− in C
4 establishes a decomposition
∧2C4 = ∧2S∗+ ⊕ S∗+ ∧ S∗− ⊕ ∧2S∗−.
Define then, for λ ∈ C\{0}, another orthogonal transformation of ∧2C4 by
τ∗(λ) := I


λ−1 on ∧2 S∗+
1 onS∗+ ∧ S∗−
λ on ∧2 S∗−
.
Set
(9.55) V ∗ := S∗+ ∧ S∗−
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and let ρV ∗ denote reflection across V
∗. Observe that τ(−1) = ρV and τ∗(−1) = ρV ∗ ,
and that, for λ ∈ C\{0},
(9.56) τ(−λ) = τ(λ)ρV , τ∗(−λ) = τ∗(λ)ρV ∗
and
(9.57) τ(λ) = τ(λ−1), τ∗(λ) = τ∗(λ−1).
For λ ∈ C\{0}, set
R(λ) := τ∗(λ)−1 rα,Lα(λ2) τ(λ) ∈ Γ(O(∧2C4)),
which will play a crucial role on what follows. Fix g ∈ Γ(SO(R5,1)) such that
gρV g
−1 = ρV ∗
and set also
P (λ) := g−1R(λ).
The holomorphicity of P (λ) at λ = 0, equivalent to that of R(λ), is directly ensured
by Lemma 6.28, and, similarly, after an appropriate change of variable, so is the holo-
morphicity of P (λ) at λ =∞. Set then
(Λ∗)1,0 := P (1)−1P (∞)Λ1,0
and
(Λ∗)0,1 := P (1)−1P (0)Λ0,1.
Equivalently,
(Λ∗)1,0 = R(∞) (L+ ∧ S−), (Λ∗)0,1 = R(0) (L− ∧ S+),
as R(1) = I. Observe that (Λ∗)1,0 and (Λ∗)0,1 are complex conjugate of each other:
having in consideration (9.57),
(Λ∗)1,0 = limλ→∞ τ∗(λ) r(λ2) τ(λ−1)L+ ∧ S−
= limλ→0 τ∗(λ−1) r(0) τ(λ) (L− ∧ S+)
= (Λ∗)0,1.
Fixing a choice of
√
λ,
τ(λ) = I
{ √
λ−1 onS+√
λ onS−
and
τ∗(λ) = I
{ √
λ−1 onS∗+√
λ onS∗−
,
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and, therefore, given s+ ∈ Γ(S+), R(0)s+ = limλ→0 (piS∗+ r(λ2) s+ + λ−1piS∗− r(λ2) s+).
On the other hand, as r(λ2) is holomorphic at λ = 0, it admits a Taylor expansion
r(λ2) = r(0) + λ2
d
dλ |λ=0
r(λ2) +
λ4
2
d2
dλ2 |λ=0
r(λ2) + ....
around 0, making clear that
(9.58) limλ→0 λ−1r(λ2) = limλ→0 λ−1r(0).
Hence R(0)s+ = r(0)s+ + piS∗
−
(limλ→0 λ−1 r(0) s+). Now the holomorphicity of R(λ)
at λ = 0 forces piS∗
−
r(0)s+ to be 0, establishing R(0)s+ = r(0)s+. Thus R(0)S+ = S
∗
+.
A similar, even slightly simpler computation establishes R(0)L− = piS∗
−
r(0)L−. We
conclude that
(9.59) (Λ∗)0,1 = piS∗
−
r(0)L− ∧ S∗+,
or, equivalently, by complex conjugation,
(Λ∗)1,0 = piS∗+r(∞)L+ ∧ S∗−.
Thus
(Λ∗)1,0 ∩ (Λ∗)0,1 = ∧2L∗ =: Λ∗.
The choice of the notation Λ∗, already attributed to a twisted Ba¨cklund transform of
Λ, is not casual, as we shall verify in the next section.
Now we proceed to the proof of Theorem 9.19.
Proof. Note that, according to (9.56),
(9.60) P (−λ) = g−1τ∗(−λ) rα,Lα(λ2) τ(−λ) = g−1ρV ∗R(λ)ρV = ρV P (λ)ρV .
The proof will consist of showing that
λ 7→ dλ,qP := P (λ) ◦ dλ,qV ◦ P (λ)−1
admits a holomorphic extension to λ ∈ C\{0} through metric connections on ∧2C4. It
will then follow from Theorem 6.25 that Λ∗ is a constrained Willmore surface, provided
that it immerses, with no need for condition (6.24) to be verified, as it would solely
intend to ensure that (Λ∗)1,0 and (Λ∗)0,1 intersect in a rank 1 bundle, a fact that is
already known to us.
Since dVα2,q is metric,
dVα2,q Γ( τ(α)L
α ) ⊂ Ω1( τ(α)Lα ⊥),
as well as, in view of the parallelness of τ(α)Lα with respect to dVα2,q,
dVα2,q Γ((τ(α)L
α ⊕ τ(α)Lα)⊥) ⊂ Ω1((τ(α)Lα)⊥).
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Let piτL : ∧2C4 → τ(α)Lα and piτL : ∧2C4 → τ(α)Lα be projections with respect to
the decomposition (9.38). Let pi⊕ and pi⊥ be as in Lemma 9.17. As
(τ(α)Lα)⊥ = τ(α)Lα ⊕ (τ(α)Lα ⊕ τ(α)Lα)⊥
and
τ(α)Lα ⊥ = τ(α)Lα ⊕ (τ(α)Lα ⊕ τ(α)Lα)⊥,
we conclude that piτL ◦ dVα2,q ◦ piτL = 0 = piτL ◦ dVα2,q ◦ pi⊥, showing that dVα2,q splits as
dVα2,q = D
q
α2
+ βq
α2
,
for the connection
Dq
α2
:= dVα2,q ◦ piτL + piτL ◦ dVα2,q ◦ piτL + pi⊥ ◦ dVα2,q ◦ pi⊥,
on ∧2C4, and
βq
α2
:= pi⊥ ◦ dVα2,q ◦ piτL + piτL ◦ dVα2,q ◦ pi⊥ ∈ Ω1(τ(α)Lα ∧ (τ(α)Lα ⊕ τ(α)Lα )⊥).
For simplicity, denote rα(λ
2) ∈ C (as defined in (9.39)) by αλ2 . Clearly, for each λ,
r(λ2) ◦Dq
α2
◦ r(λ2)−1 = Dq
α2
, r(λ2)βq
α2
r(λ2)−1 = αλ2 β
q
α2
.
Now decompose dVλ2,q as
dVλ2,q = d
V
α2,q + (λ
2 − α2)A(λ2),
for λ ∈ C\{0,±α}, with λ 7→ A(λ2) ∈ Ω1(o(∧2C4)) holomorphic. It follows that
dλ,qP = g
−1τ∗(λ)−1rα,Lα(λ2) ◦ dVλ2,q ◦ rα,Lα(λ2)−1τ∗(λ)g
= g−1τ∗(λ)−1Dq
α2
τ∗(λ) g + αλ2 g
−1τ∗(λ)−1βq
α2
τ∗(λ) g +Ψ(λ),
for Ψ(λ) := g−1τ∗(λ)−1r(λ2)(λ2 − α2)A(λ2)r(λ2)−1τ∗(λ) g and λ ∈ C\{0,±α,±α −1}.
Set Υ(λ) := (λ2 − α2)r(λ2)A(λ2)r(λ2)−1. The skew-symmetry of A(λ2) establishes
A(λ2)τ(α)Lα ⊂ (τ(α)Lα)⊥, A(λ2)τ(α)Lα ⊂ τ(α)Lα ⊥
and, consequently,
piτLA(λ
2)piτL = 0 = piτLA(λ
2)piτL.
On the other hand, it is clear that
piτL r(λ
2)A(λ2) r(λ2)−1piτL = a−1λ2 piτL A(λ
2) a−1
λ2
piτL = a
−2
λ2
piτLA(λ
2)piτL
and, similarly,
piτL r(λ
2)A(λ2) r(λ2)−1piτL = a
2
λ2 piτLA(λ
2)piτL.
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Hence piτLΥ(λ)piτL = 0 = piτLΥ(λ)piτL. It follows that
Υ(λ) = (λ2 − α2) (piτLA(λ2)piτL + piτL A(λ2)piτL + pi⊥A(λ2)pi⊥)
+
1− α2
1− α−2 (λ
2 − α−2) (pi⊥A(λ2)piτL + piτL A(λ2)pi⊥)
+
1− α−2
1− α2
(λ2 − α2)2
λ2 − α−2 (pi⊥A(λ
2)piτL + piτLA(λ
2)pi⊥).
Hence, by setting
dα,qP := g
−1τ∗(α)−1Dq
α2
τ∗(α) g
+ g−1τ∗(α)−1
1− α2
1− α−2 (α
2 − α−2) (pi⊥A(α2)piτL + piτL A(α2)pi⊥)τ∗(α)g
and
d−α,qP := g
−1τ∗(−α)−1Dq
α2
τ∗(−α) g
+ g−1τ∗(−α)−1 1− α
2
1− α−2 (α
2 − α−2) (pi⊥A(α2)piτL + piτL A(α2)pi⊥)τ∗(−α)g,
we extend holomorphically (λ 7→ dλ,qP ) to λ ∈ C\{0,±α −1} through what, by continuity,
are metric connections on ∧2C4.
The existence of a holomorphic extension to C\{0}, through metric connections on
∧2C4, can be proved analogously, having in consideration the parallelness of τ(α)Lα
with respect to the connection
dVα−2,q = τ(α) ◦ dα,qV ◦ τ(α)−1.

Suppose L∗ immerses. Note that P (1)−1P (−1) = R(−1) = ρV ∗ρV , whilst, on the
other hand, according to (9.60), P (1)−1P (−1) = P (1)−1ρV P (1)ρV . We conclude that
ρV ∗P (1)
−1 = P (1)−1ρV and, therefore, as ρV V = V, that ρV ∗P (1)−1V = P (1)−1V .
Equivalently,
V ∗ = P (1)−1V,
V ∗ is the complexification of the central sphere congruence of Λ∗. Denote the mean
curvature sphere of L∗ by S∗. In view of (9.55), the eigenspace of S∗ associated to the
eigenvalue i is either S∗+ or S∗−. Suppose it is S∗−. In that case, (Λ∗)0,1 = (L∗∩S∗+)∧S∗−,
which, in view of the complementarity of S∗+ and S∗− in C
4, contradicts (9.59). Hence
S∗+ is the eigenspace of S∗ associated to i. The choice of notation is consistent. It
follows, in particular, that the equalities (9.54) are not merely formal either.
9.3.2. Twisted vs. untwisted Ba¨cklund transformation of constrained
Willmore surfaces in 4-space. Twisted Ba¨cklund transformation of constrained
Willmore surfaces in 4-space is closely related to untwisted Ba¨cklund transformation.
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As we verify in this section, when twisted Ba¨cklund transformation parameters con-
stitute untwisted Ba¨cklund transformation parameters, the corresponding twisted and
untwisted Ba¨cklund transforms coincide.2
Choose a non-zero α ∈ C\S1 and a dα,qV -parallel null line subbundle Lα of ∧2C4
such that, locally, τ(α)Lα is never real, r(0)S+ and r(∞)S− are complementary in C4,
and condition (9.31) is satisfied. The existence of such a choice of Lα is established
in the next lemma. First observe that, according to (9.33), given w := v0 + v+ + v−
null, with v0 ∈ Γ(S+ ∧ S−), v+ ∈ Γ(∧2S+) and v− ∈ Γ(∧2S−), ρV w is orthogonal
to w, at some point, if and only if, at that point, (v0, v0) = 0, or, equivalently, as
∧2S+ ∩ (∧2S−)⊥ = {0}, either v+ = 0 or v− = 0.
Lemma 9.20. Let v− be a non-zero section of ∧2S− with (v−, v−) 6= 1. Let v0 be
a section of S+ ∧ S− with (v0, v0) = (v−, v−) and (v0, v0) = 14 (v−, v−). Define a null
section of ∧2C4 by lα := v0 − 12 v− + v−. Let Lα ⊂ ∧2C4 be a dα,qV -parallel null line
bundle defined naturally by dα,qV -parallel transport of l
α
p , for some point p ∈ M . Then
there is a (non-empty) open set where Lα is never orthogonal to ρV L
α, L˜α is never
orthogonal to ρV L˜
α, τ(α)Lα is never real and r(0)S+ and r(∞)S− are complementary
in C4.
Proof. At the point p, Lα is spanned by lαp . The fact that, at the point p, in
particular, (v0, v0) is not zero establishes the non-orthogonality of L
α and ρV L
α at this
point. The non-reality of τ(α)Lα at p follows then, according to Lemma 9.15, from the
fact that | (v0, v0) |= (v−, v−) 6= 1. Let pi⊥ denote the orthogonal projection of ∧2C4
onto (τ(α)Lα ⊕ τ(α)Lα)⊥. The non-j-stability of r(0)S+ at the point p is established,
according to Lemma 9.17, by the fact that 〈pi⊥v−〉 6= 〈pi⊥v−〉, as we verify next. First
of all, note that τ(α)lα = −12α−1v− + v0 + αv−. Set X := (τ(α)lα, τ(α)lα ) 6= 0. Then
v− = X−1(v−, τ(α)lα )τ(α)lα +X−1(v−, τ(α)lα)τ(α)lα + pi⊥v−, or, equivalently,
(v−, v− )−1X v− = αα−1v− + (
1
4
| α |−2 + | α |2)v−
− 1
2
α−1v0 + α v0 + (v−, v− )−1Xpi⊥v−,
and, therefore,
(v−, v− )−1X pi⊥v− = −αα−1v− + 1
2
α−1v0 − α v0
− (1
4
| α |−2 + | α |2 −(v−, v−)−1X)v−.
2In Appendix B below, we verify that twisted and untwisted Ba¨cklund transformation parameters
conditions at a point are not equivalent.
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Hence the linear dependency of pi⊥v− and its complex conjugate implies, in particular,
(9.61) αα−1 = αα−1
and
(9.62) (
1
2
α−1 + α)v0 = (
1
2
α−1 − α)v0.
Condition (9.61) consists of the reality of α2, whereas equation (9.62) forces, in partic-
ular,
v0 =
(1− 2α2)(1− 2α2)
(1 + 2α2)(1 + 2α2)
v0.
As v0 is non-zero, we conclude that, if 〈pi⊥v−, pi⊥v−〉 has rank 1, then 1−2α21+2α2 = ±1,
which contradicts the fact that α is non-zero.
Now consider projections piLα : ∧2C4 → Lα, piρV Lα : ∧2C4 → ρV Lα and pi⊥′ :
∧2C4 → (Lα ⊕ ρV Lα)⊥ with respect to the decomposition
∧2C4 = Lα ⊕ (Lα ⊕ ρV Lα)⊥ ⊕ ρV Lα,
provided by the non-orthogonality of Lα and ρV Lα, consequent to the non-orthogonality
of Lα and ρV L
α. Set
A :=
α− α−1
α+ α−1
=
| α |2 −1
| α |2 +1 ∈ R.
Then
ρV q(α)l
α = AρV piLα l
α + ρV pi⊥′ lα +A−1ρV piρV Lα l
α,
and, therefore,
(ρV q(α)l
α, q(α)lα) = A2(piLα l
α, ρV piLα l
α)
+ (pi⊥′ lα, ρV pi⊥′ lα)
+A−2(piρV Lα l
α, ρV piρV Lα l
α).
At the point p,
piLα l
α = a(v0 − 1
2
v− + v−), piρV Lα l
α = b(v0 +
1
2
v− − v−),
for some a, b ∈ C, and, therefore,
pi⊥′lα = v0 − (a+ b)v0 − (1
2
+ a− b)v− + (1 + 1
2
(a− b))v−.
The orthogonality relations (pi⊥′lα, lα) = 0 = (pi⊥αlα, ρV lα) establish then a = −12 and
b = 34 . It follows that, at the point p,
(v−, v−)−1(ρV q(α)lα, q(α)lα) =
1
2
A2 +
3
8
+
9
8
A−2.
CONSTRAINED WILLMORE SURFACES 177
Ultimately, the fact that A is real, and, therefore, A2 and A−2 are positive, shows that,
at p,
(ρV q(α)l
α, q(α)lα) 6= 0.
The proof is complete by observing that the non-orthogonality of ρV L
α and Lα,
characterized by (ρV l, l) 6= 0, fixing l ∈ Γ(Lα) non-zero, is an open condition on the
points in M . And so is, similarly, the non-orthogonality of ρV L˜
α and L˜α. And so are
the non-reality of τ(α)Lα and the non-j-stability of r(0)S+, as observed previously. 
For such a choice of parameters, we are in a position to refer to both R(λ), as
defined in the previous section, and (pq)−1(1)pq(λ).
Proposition 9.21.
(9.63) R(λ) = (pq)−1(1)(pq)(λ),
for all λ.
The proof of the proposition is based on Lemma 6.28.
Proof. Equation (9.63) holds for λ = 1. The proof will consist of showing that ξ :=
τ∗(λ)−1 r(λ2) τ(λ)q−1(λ)p−1(λ)(pq)(1) is holomorphic in P1 (and, therefore, constant).
For that, first note that, at most, ξ has simple poles at 0,∞,±α and ±α−1. The
holomorphicity of ξ at 0, equivalent to the holomorphicity of τ∗(λ)−1 r(λ2) τ(λ) at
λ = 0, is already known to us, from the previous section, as well as the holomorphicity
of ξ at λ =∞. Observe, on the other hand, that we can decompose r(λ2) as
r(λ2) = r1(λ)r2(λ) = r2(λ)r1(λ),
for
r1(λ) := I


c λ−α
λ−α−1 on τ(α)L
α
1 on (τ(α)Lα + τ(α)Lα)⊥
c−1 λ−α
−1
λ−α on τ(α)L
α
and
r2(λ) := I


λ+α
λ+α−1
on τ(α)Lα
1 on (τ(α)Lα + τ(α)Lα)⊥
λ+α−1
λ+α on τ(α)L
α
,
with c := 1−α
−2
1−α2 . After appropriate changes of variable and having in consideration
(9.56) and (9.57), we conclude the holomorphicity of ξ at any of the other candidates
for poles. 
Thus:
Theorem 9.22. When both are defined, twisted Ba¨cklund transformation of param-
eters α,Lα coincides with untwisted Ba¨cklund transformation of parameters α,Lα.
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Proposition 9.30 below provides a characterization, for the particular case α2 is real,
of untwisted Ba¨cklund transformations of parameters α,Lα defining twisted Ba¨cklund
transformations of the same parameters.
9.3.3. Darboux transformation of constrained Willmore surfaces in 4-
space. Characterized by the equation d∗(Q+q) = 0, for some q ∈ Ω1(Endj(C4/L,L))
in certain conditions, a constrained Willmore surface L in S4 ensures the existence of
G ∈ Γ(Endj(C4)) with dG = 2 ∗ (Q + q), as well as the integrability of the Riccati
equation dT = ρT (dG)T − dF + 4ρqT , for each ρ ∈ R\{0}, fixing such a G and set-
ting F := G − S. For a local solution T ∈ Γ(Glj(C4)) of the ρ-Ricatti equation, we
define the constrained Willmore Darboux transform of L of parameters ρ, T by setting
Lˆ := T−1L, and extend, in this way, the Darboux transformation of Willmore surfaces
in S4 presented in [12] to a transformation of constrained Willmore surfaces in 4-space.
Consider G ∈ Γ(Endj(C4)) with
dG = 2 ∗ (Q+ q)
(cf. Proposition 9.13) and set
F := G− S.
For ρ ∈ R\{0}, consider the ρ-Riccati equation
(9.64) dT = ρT (dG)T − dF + 4ρqT.
Because L is q-constrained Willmore, we have
dq = [NS ∧ q] = NS ∧ q + q ∧ NS,
so that the integrability condition for equation (9.64),
0 = d(ρT (dG)T − dF + 4ρqT )
= ρ dT ∧ (dG)T + ρT (d2G)T − ρT (dG) ∧ dT − d2F + 4ρ dq T − 4ρ q ∧ dT
= ρ(ρT (dG)T − dF + 4ρ qT ) ∧ (dG)T − ρT (dG) ∧ (ρT (dG)T − dF + 4ρ qT )
+ 4ρ dq T − 4ρ q ∧ (ρT (dG)T − dF + 4ρ qT )
= −ρdF ∧ (dG)T + 4ρ2qT ∧ (dG)T + ρT (dG) ∧ dF − 4ρ2T (dG) ∧ qT
+ 4ρ [NS ∧ q]T − 4ρ2q ∧ T (dG)T + 4ρ q ∧ dF
= −ρdF ∧ (dG)T + ρT (dG) ∧ dF − 4ρ2T (dG) ∧ qT + 4ρ [NS ∧ q]T + 4ρ q ∧ dF
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is, equivalently, characterized by
0 = −4ρ (∗A ∧ ∗Q+ ∗A ∧ ∗ q + ∗ q ∧ ∗Q)T
+ 4ρT (∗Q ∧ ∗A+ ∗Q ∧ ∗ q + ∗ q ∧ ∗A)
− 8ρ2T ∗ (Q+ q) ∧ qT + 8ρ q ∧ ∗(A+ q)
+ 4ρ (A ∧ q +Q ∧ q + q ∧A+ q ∧Q)T.
Obviously, given ω and γ 1-forms with values in a same bundle overM , ∗ω∧γ = −ω∧∗ γ
and, in particular, ∗ω ∧ ∗ γ = ω ∧ γ. Hence equation (9.64) is integrable if and only if
0 = −4ρ ∗ A ∧ ∗QT + 4ρT (∗Q ∧ ∗A+ ∗Q ∧ ∗ q + ∗ q ∧ ∗A)
− 8ρ2T ∗ (Q+ q) ∧ qT + 8ρ q ∧ ∗(A+ q) + 4ρ (Q ∧ q + q ∧A)T.
We introduce now the concept of left and right-K and K type, which will prove very
efficient in showing the vanishing of each of the terms above. Given ξ ∈ Ω1(End(C4)),
we say that ξ is of left-K (respectively, right-K) type if ∗ ξ = Sξ (respectively, ∗ ξ = ξS),
referring to left-K and right-K type in the case ∗ ξ = −Sξ or, respectively, ∗ ξ = −ξS.
For example, q is of both left-K and right-K type, whilst A is of left-K type and,
therefore, given that it anti-commutes with S, of right-K type, as well; whereas Q is
of both left-K and right-K type. It is obvious that the Hodge ∗ - operator preserves
types. Observe also that, given ξ1 of right-K (respectively, right-K) type and ξ2 of
left-K (respectively, left-K) type, ξ1 ∧ ξ2 = ∗ ξ1 ∧ ∗ ξ2 = ξ1S ∧ Sξ2 = −ξ1 ∧ ξ2, and,
therefore, ξ1 ∧ ξ2 = 0. We conclude in this way the integrability of equation (9.64),
ensuring the existence, for each ρ ∈ R\{0}, of a solution T ∈ Γ(Endj(C4)). Observe
that the Riccati equation (9.64) has a conserved quantity, namely, given a solution T ,
if (T − S)2(p0) = (ρ−1 − 1)I, at some p0 ∈M , then
(9.65) (T − S)2 = (ρ−1 − 1)I
everywhere. In fact, setting
X0 := (T − S)2 − ρ−1I + I = T 2 − TS − ST − ρ−1I,
we have
dX0 = (dT − dS)(T − S) + (T − S)(dT − dS)
= (ρT (dG)T − dF + 4ρqT − dS)T − (ρT (dG)T − dF + 4ρqT − dS)S
+ T (ρT (dG)T − dF + 4ρqT − dS)− S(ρT (dG)T − dF + 4ρqT − dS)
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or, equivalently, as dS = dG− dF ,
dX0 = (ρT (dG)T − dG+ 4ρqT )T − (ρT (dG)T − dG+ 4ρqT )S
+ T (ρT (dG)T − dG+ 4ρqT )− S(ρT (dG)T − dG+ 4ρqT )
= ρT (dG)(T 2 − TS − ρ−1I) + (T 2 − ST − ρ−1I)ρ(dG)T
+ 4ρTqT + 4ρ q(T 2 − TS − ST − ρ−1I),
having in consideration that S ∗Q = S(−SQ) = SQS = −(∗Q)S and that, according
to (9.25),
(9.66) S ∗ q = −q = (∗ q)S.
These relations make clear, on the other hand, that
ρT (dG)ST + ρTS(dG)T = ρT (−4q)T.
We conclude that X0 solves the first order linear equation
dX = ρT (dG)X +Xρ(dG)T + 4ρ qX,
on X, and, therefore, that, if X0(p0) = 0 at some point p0 ∈ M , then X0 = 0. It
follows that, by imposing, as initial condition,
T (p0) = S(p0) + I
{ √
ρ−1 − 1 on W (p0)√
ρ−1 − 1 on jW (p0)
,
for some p0 ∈ M , some choice of
√
ρ−1 − 1, and some subspace W (p0) of C4, chosen
as C4 itself, in the case ρ ≤ 1, and as a non-j-stable 2-plane, otherwise; we define a
local solution T ∈ Γ(Glj(C4)) of equation (9.64) with a conserved quantity satisfying
equation (9.65). For such a solution T of the ρ-Riccati equation (9.64), we define the
constrained Willmore Darboux transform of L of parameters ρ, T by setting
Lˆ := T−1L,
for T−1 the section of Endj(C4) given by T−1(p) := T (p)−1, for all p. Observe that
constrained Willmore Darboux transformation of parameters ρ, T with ρ ≤ 1 is trivial.
In fact, if ρ−1−1 ≥ 0, then T = S+
√
ρ−1 − 1 I, for one of the square roots of ρ−1−1,
and, therefore, Lˆ = L, by equation (9.10). Of course, since L is a j-stable 2-plane, so
is Lˆ. As
dT−1 = −T−1(dT )T−1 = −ρdG+ T−1(dF )T−1 − 4ρT−1q
and both Q and q vanish on L, whilst
Im dF ⊂ L,
we have
(dT−1)L ⊂ Lˆ
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and, therefore, given l ∈ Γ(L),
d(T−1l) + Lˆ = (dT−1)l + T−1dl + Lˆ = T−1dl + Lˆ,
showing that the derivative δˆ of Lˆ relates to the one of L by
δˆ = T−1δT|
Lˆ
.
In particular, Lˆ is immersed. Equation (9.65) establishes, in particular,
0 = (T − S)2S − S(T − S)2 = T 2S − ST 2
and, therefore,
T 2S = ST 2.
Thus
T−1ST = T−1ST 2T−1 = TST−1.
Set then
Sˆ := TST−1 = T−1ST,
which, as we verify next, consists of the mean curvature sphere of Lˆ. Obviously, SˆLˆ = Lˆ
and ∗ δˆ = Sˆ ◦ δˆ. According to (9.65), on the other hand,
(9.67) T 2 = TS + ST + ρ−1I,
so that
Sˆ = T−1(T 2 − TS − ρ−1) = T − S − ρ−1T−1 = F + T − (G+ ρ−1T−1)
and then
dSˆ = ρ(T (dG)T + 4qT )− (ρ−1T−1(dF )T−1 − 4T−1q).
As QL = 0 = qL and Im q, ImA ⊂ L, it is now clear that (dSˆ)Lˆ ⊂ Lˆ, as well as, from
S ∗ Q = Q and S ∗A = −A, that
SˆdSˆ − ∗dSˆ = ρTS(dG)T + 4ρTST−1qT − ρ−1T−1S(dF )T−1 + 4T−1Sq
− ρT ∗ (dG)T − 4ρ ∗ qT + ρ−1T−1(∗dF )T−1 − 4T−1 ∗ q
= 4ρ(TQT + TST−1qT − ∗ qT ).
Thus (SˆdSˆ−∗dSˆ)Lˆ = 0. This proves that Sˆ is the mean curvature sphere of Lˆ, as well
as that the Hopf fields of Lˆ relate to the Hopf fields of L by
Qˆ = ρ(TQT + TST−1qT − ∗qT )
and, in view of the fact that Aˆ = 12 ∗ dSˆ + Qˆ,
Aˆ = ρTST−1qT − ρ ∗ qT − ρTqT +2ρ ∗ qT + ρ−1T−1AT−1+ ρ−1T−1qT−1+2T−1 ∗ q.
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Aiming for a simpler relation between Aˆ and A, observe that, since dSˆ is Sˆ-anti-
commuting,
SˆdSˆ = Sˆ(d ◦ Sˆ − Sˆ ◦ d) = −(dSˆ)Sˆ,
dSˆ reduces to the difference of the Sˆ-anti-commuting parts of ρ(T (dG)T + 4qT ) and
ρ−1T−1(dF )T−1 − 4T−1q. The Sˆ-anti-commuting part of T (dG)T is
1
2
(T (dG)T + SˆT (dG)T Sˆ) = T (∗Q+ S ∗ QS + ∗ q + S ∗ qS)T = 2T ∗ QT,
and, similarly, that of T−1(dF )T−1 is 2T−1 ∗AT−1; while the Sˆ-anti-commuting parts
of qT and T−1q are 12(qT +TST
−1qST ) and 12(T
−1q+ T−1SqT−1ST ), respectively. It
follows that
dSˆ = 2(∗ Qˆ− (ρ−1T−1 ∗ AT−1 − T−1q − T−1 ∗ qT−1ST ))
and, ultimately, that
Aˆ = ρ−1T−1AT−1 − T−1 ∗ q + T−1qT−1ST.
Set
qˆ := T−1qT ∈ Ω1(End(C4/Lˆ, Lˆ)).
Theorem 9.23. Lˆ is a qˆ-constrained Willmore surface in S4.
Proof. Obviously, Sˆqˆ = ∗ qˆ = qˆSˆ. As we have previously observed, the Sˆ-anti-
commuting part of d(F + T ) = ρ(T (dG)T + 4qT ) is 2 ∗ Qˆ. On the other hand, as T 2
commutes with S, so does T−2,
ST−2 = T−2T 2ST−2 = T−2S,
which, together with equation (9.67), shows that
I = (TS + ST + ρ−1I)T−2 = T−1S + ST−1 + ρ−1T−2.
Thus
Sˆ(T (dG)T + 4qT )Sˆ = TS(dG)ST + 4T (I − T−1S − ρ−1T−2)qST
= TS(dG)ST + 4(TqST − SqST − ρ−1T−1qST ).
It follows that the Sˆ-commuting part of d(F + T ) is
1
2
(d(F + T )− Sˆd(F + T )Sˆ) = ρT (∗Q− S ∗ QS + ∗ q − S ∗ qS)T
+ 2ρqT − 2ρT ∗ qT + 2ρSqST + 2T−1qST
= 2T−1 ∗ qT
= 2 ∗ qˆ.
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Hence
d(F + T ) = 2 ∗ (Qˆ+ qˆ),
and, therefore,
d ∗ (Qˆ+ qˆ) = 0,
completing the proof. 
We complete this section by noting that
Sˆ+ = T
−1S+ = TS+, Sˆ− = T−1S− = TS−
and, consequently,
Lˆ+ = T
−1L+, Lˆ− = T−1L−.
9.3.4. Ba¨cklund transformation vs. Darboux transformation of con-
strained Willmore surfaces in 4-space. Constrained Willmore Darboux transfor-
mation of parameters ρ, T with ρ ≤ 1 is trivial. We establish a correspondence between
constrained Willmore Darboux transformation parameters ρ, T with ρ > 1 and pairs
α,Lα; −α, ρV Lα of untwisted Ba¨cklund transformation parameters with α2 real, and
show that the corresponding transformations coincide. Non-trivial Darboux transfor-
mation of constrained Willmore surfaces in 4-space is, in this way, established as a
particular case of constrained Wilmore Ba¨cklund transformation.
Suppose ρ > 1 and T be constrained Willmore Darboux transformation parameters
to L. Fix a choice of
√
ρ−1 − 1. Then
T − S = I
{ √
ρ−1 − 1 onW
−
√
ρ−1 − 1 on jW ,
for some non-j-stable bundle W of 2-planes in C4. Set
(9.68) α2 := 2iρ
√
ρ−1 − 1− 2ρ+ 1.
Lemma 9.24. The bundle W is dSα2,q-parallel.
Proof. For simplicity, set µ :=
√
ρ−1 − 1 and X := T − S. Note that
α−2 = −2iρµ− 2ρ+ 1.
Hence, according to Lemma 9.14,
dSα2,q = d+ 2ρµ ∗ (Q+ q)− 2ρ (Q+ q)
= d+ ρµ dG+ ρ ∗ dG,
as well as
dSα−2,q = d− ρµ dG+ ρ ∗ dG.
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On the one hand, straightforward computation establishes
(µI −X) ◦ dSα2,q ◦ (X + µI) + (µI +X) ◦ dSα−2,q ◦ (X − µI) =
= 2µ(dX + ρ(∗ dG)X + ρµ2dG− ρX(dG)X − ρX ∗ dG),
or, equivalently,
(9.69) (µI −X) ◦ dSα2,q ◦ (X + µI) + (µI +X) ◦ dSα−2,q ◦ (X − µI) = 2µ(dX −Φ),
for
Φ := ρX(dG)X + ρ[X, ∗dG] + (ρ− 1)dG.
On the other hand, in view of (9.66), together with S ∗Q = Q = −(∗Q)S, we have
Φ = ρT (dG)T − ρT (dG)S − ρS(dG)T + ρS(dG)S
+ ρT ∗ dG− ρS ∗ dG− ρ (∗ dG)T + ρ (∗ dG)S + ρ dG − dG
= ρT (dG)T + 2ρTQ+ 2ρTq − 2ρQT + 2ρ qT − 2ρSQ− 2ρSq − 2ρTQ
− 2ρTq + 2ρSQ+ 2ρSq + 2ρQT + 2ρ qT − 2ρQS − 2ρ ∗ q + 2ρQS
+ 2ρ ∗ q − 2 ∗ Q− 2 ∗ q
and, therefore,
(9.70) Φ = ρT (dG)T − dG+ 4ρ qT,
or, equivalently, dX = Φ. Thus
(µI −X) ◦ dSα2,q ◦ (X + µI) + (µI +X) ◦ dSα−2,q ◦ (X − µI) = 0.
Obviously,
X + µI = 2µpiW , X − µI = −2µpijW ,
for piW : C
4 → W and pijW : C4 → jW projections with respect to the decomposition
C4 =W ⊕ jW. It follows that, given σ ∈ Γ(W ), (µI −X) ◦ dSα2,qσ = 0, or, equivalently,
XdSα2,qσ = µd
S
α2,qσ,
completing the proof. 
For either choice of α =
√
α2, define a null line subbundle of ∧2C4 by
(9.71) Lα := τ(α)−1 ∧2 W.
Note that L−α = ρV Lα. The dSα2,q-parallelness ofW is equivalent to the d
α,q
V -parallelness
of Lα. The complementarity of W and jW in C4, ∧2jW ∩ (∧2W )⊥ = {0}, is equivalent
to the non-reality of τ(α)Lα. Observe that r(0) := r√α2,τ(
√
α2 )−1∧2W (0) and T − S
share eigenspaces:
r(0) = I
{ √
rα(0) onW√
rα(0)
−1 on jW
.
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Fixing a choice of
√−ρ according to the choices of
√
ρ−1 − 1 and √rα(0), we get√
rα(0) =
√−ρ (
√
ρ−1 − 1+i), and, consequently,√rα(0)−1 = √−ρ (−√ρ−1 − 1+i).
We conclude that
(9.72) r(0) =
√−ρ (T − S + i).
Hence
r(0)S+ = Sˆ+,
establishing, in particular, the non-j-stability of r(0)S+.
Note that, since
√
ρ−1 − 1 and −
√
ρ−1 − 1 are complex conjugate of each other,
α2 is real. Thus α2 is unit if and only α2 = ±1, which, in view of ρ 6= 1, is impossible.
It is immediate to verify that α2 is non-zero.
Conversely, given a non-zero α ∈ C\S1, with α2 real, and Lα a dα,qV -parallel null
line subbundle of ∧2C4, with τ(α)Lα non-real, equation (9.68) determines
ρ =
2α2 − 1− α4
4α2
> 1,
as well as a choice of
√
ρ−1 − 1, whereas equation (9.71) determines a non-j-stable
dSα2,q-parallel bundle W of 2-planes in C
4. Obviously, the pair (−α, ρV Lα) determines
the same pair (ρ,W ). Set
T := I
{ √
ρ−1 − 1 onW
−
√
ρ−1 − 1 on jW + S.
Observe that
τ(α) ◦ dα,qV ◦ τ(α)−1 ∧2W = τ(α) ◦ dα,qV ◦ τ(α)−1 ∧2 jW,
the dSα2,q-parallelness of W is equivalent to the parallelness of jW with respect to the
connection
τ(α) ◦ dα,qS ◦ τ(α)−1 = τ(α−1) ◦ dα
−1,q
S ◦ τ(α) = dSα−2,q.
Given that α2 is real, we conclude that jW is dSα−2,q-parallel. It follows, in particular,
that, for µ :=
√
ρ−1 − 1 and X := T − S,
dSα2,q ◦ (X + µI)Γ(C4) ⊂ Ω1(W ), dSα−2,q ◦ (X − µI)Γ(C4) ⊂ Ω1(jW ),
or, equivalently,
(µI −X) ◦ dSα2,q ◦ (X + µI) = 0 = (µI +X) ◦ dSα−2,q ◦ (X − µI).
From equations (9.69) and (9.70) - which derive solely from the fact that T satisfies
equation (9.65), independently of T being a solution of equation (9.64) or not - we
conclude that T is a solution of ρ-Riccati equation (9.64) (with a conserved quantity
satisfying equation (9.65)).
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This correspondence between constrained Willmore Darboux transformation pa-
rameters ρ, T with ρ > 1 and pairs α,Lα; −α, ρV Lα of untwisted Ba¨cklund transfor-
mation parameters, with α2 real, establishes, furthermore, a correspondence between
transforms, as we verify next.
Suppose that the parameters α,Lα define an untwisted Ba¨cklund transform of L
(i.e., that L∗ immerses). Following (9.72), and in view of
Im(−S + i) ⊂ S−,
we conclude that, with respect to the decomposition of C4 into the direct sum of S+
and S−,
piS+r(0)T
−1L+ = L+.
Equivalently,
piS∗+r(∞)L+ = T−1L+,
with respect to the decomposition of C4 into the direct sum of S∗+ and S∗−. In fact,
given l+ ∈ Γ(L+), piS∗+r(∞)l+ is a section of T−1L+ if and only if, for some λ ∈ C,
r(∞)l+ − λT−1l+ is a section of r(∞)S−, or, equivalently, recalling (9.40),
l+ = λpiS+(r(0)T
−1l+).
We conclude that L∗+ = Lˆ+, or, equivalently,
L∗ = Lˆ.
If L∗ does not immerse, we define the untwisted Ba¨cklund transform of L of pa-
rameters α,Lα to be Lˆ. In this sense, we have just proven the following:
Theorem 9.25. Constrained Willmore Darboux transformation of parameters ρ, T
with ρ > 1 is equivalent to untwisted Ba¨cklund transformation of parameters α,Lα with
α2 real. Constrained Willmore Darboux transformation of parameters ρ, T with ρ ≤ 1
is trivial.
In particular, twisted Ba¨cklund transforms of parameters α,Lα with α2 real, τ(α)Lα
non-real and r(0)S+ non-j-stable, are constrained Willmore Darboux transforms. Next
we examine what they correspond to under the correspondence established above be-
tween untwisted Ba¨cklund transformation of parameters α,Lα with α2 real and con-
strained Willmore Darboux transformation of parameters ρ, T with ρ > 1.
In what follows, let ρ, T be constrained Willmore Darboux transformation param-
eters, with ρ > 1, and α,Lα be corresponding untwisted Ba¨cklund transformation
parameters, under the correspondence established above.
Lemma 9.26. Lα is orthogonal to ρV L
α at a point in M if and only if, at that
point, either W ∩ S+ 6= {0} or W ∩ S− 6= {0}.
CONSTRAINED WILLMORE SURFACES 187
Before proceeding to the proof of the lemma, it is opportune to emphasize the
following fact.
Lemma 9.27. Let w1 := w
+
1 +w
−
1 , w2 := w
+
2 +w
−
2 be a frame ofW with w
±
i ∈ Γ(S±),
respectively, for i = 1, 2. Then, at each point, W ∩S± 6= {0} if and only if w∓1 ∧w∓2 = 0,
respectively.
Proof. Let p be a point in M . Let w := aw1 + bw2 ∈ Γ(W ), with a, b ∈ Γ(C),
be not-zero at p. Then w(p) is in S±(p) if and only if, at the point p, one has either
b 6= 0 and w∓2 = −ab w∓1 or b = 0 6= a and w∓1 = 0, respectively. On the other
hand, if, at p, w∓1 ∧ w∓2 = 0, then either wi(p) ∈ W (p) ∩ S±(p), respectively, for some
i = 1, 2; or w∓2 (p) = λw
∓
1 (p), for some λ ∈ C\{0}, in which case −λw1(p) + w2(p) ∈
W (p) ∩ S±(p)\{0}, respectively.

Now we proceed to the proof of Lemma 9.26.
Proof. Let w1 := w
+
1 + w
−
1 , w2 := w
+
2 + w
−
2 be a frame of W with w
±
i ∈ Γ(S±),
respectively, for i = 1, 2. Recall that ρV = τ(−1). At each point, the orthogonality of
Lα to ρV L
α is characterized by
(ρ(w1 ∧ w2), w1 ∧ w2) = 0,
or, equivalently,
(9.73) (w+1 ∧ w+2 , w−1 ∧ w−2 ) = 0.
On the other hand, at each point, equation (9.73) holds if and only if either w+1 ∧w+2 = 0
or w−1 ∧ w−2 = 0, which, according to Lemma 9.27, completes the proof. 
Lemma 9.28. If, at some point , W ∩ S+ = {0} = W ∩ S−, then, at that point,
qα−1,Lα (α)L
α is not orthogonal to ρV qα−1,Lα (α)L
α.
Proof. Our argument is pointwise, so we work in a single fibre.
Suppose W ∩ S+ = {0} = W ∩ S−. In that case, according to Lemma 9.26, Lα is
not orthogonal to ρV Lα, or, equivalently, (∧2τ(α)jW ) ∩ (∧2τ(−α)jW )⊥ = {0}, which
characterizes the complementarity of τ(α)jW and τ(−α)jW in C4. Set A := α−α−1α+α−1
and fix a choice of
√
A. Then
q := qα−1,Lα (α) = I
{ √
A on τ(α)jW√
A−1 on τ(−α)jW .
Let w1 := w
+
1 + w
−
1 , w2 := w
+
2 + w
−
2 be a frame of W with w
±
i ∈ Γ(S±), respectively,
for i = 1, 2. Lα is spanned by
lα := τ(α)−1(w1 ∧ w2)
= αw+1 ∧ w+2 + w+1 ∧ w−2 + w−1 ∧w+2 + α−1w−1 ∧ w−2 .
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The proof will consist of showing that (ρV ql
α, qlα) 6= 0, or, equivalently, in view of the
nullity of qlα, that
(pi∧2S+ql
α, pi∧2S−ql
α) 6= 0,
for pi∧2S+ : ∧2C4 → ∧2S+ and pi∧2S− : ∧2C4 → ∧2S− projections with respect to
decomposition (9.15).
Fix a choice of
√
α. Then
τ(α) = I
{ √
α−1 onS+√
α onS−
,
whereas
τ(−α) = I
{
i
√
α−1 onS+
−i√α onS−
,
and, therefore,
τ(α)jW = 〈u1 := αjw+1 + jw−1 , u2 := αjw+2 + jw−2 〉,
whereas
τ(−α)jW = 〈v1 := −αjw+1 + jw−1 , v2 := −αjw+2 + jw−2 〉.
Given i = 1, 2 and a±i , b
±
i , c
±
i , d
±
i ∈ Γ(C) for which
w±i = a
±
i u1 + b
±
i u2 + c
±
i v1 + d
±
i v2,
respectively, the fact that W ∩ S+ = {0} =W ∩ S−, or, equivalently,
(9.74) jw+1 ∧ jw+2 6= 0 6= jw−1 ∧ jw−2 ,
forces
(9.75) c+i = a
+
i , d
+
i = b
+
i , c
−
i = −a−i , d−i = −b−i .
Hence
qw±i = a
±
i α(
√
A∓
√
A−1)jw+1 + a
±
i (
√
A±
√
A−1)jw−1
+ b±i α(
√
A∓
√
A−1)jw+2 + b
±
i (
√
A±
√
A−1)jw−2 ,
respectively, for i = 1, 2; and, therefore,
qw±1 ∧ qw±2 = (a±1 b±2 − b±1 a±2 )α2(
√
A∓
√
A−1)2jw+1 ∧ jw+2
+ (a±1 b
±
2 − b±1 a±2 )α (A−A−1)(jw+1 ∧ jw−2 + jw−1 ∧ jw+2 )
+ (a±1 b
±
2 − b±1 a±2 ) (
√
A±
√
A−1)2jw−1 ∧ jw−2 ,
CONSTRAINED WILLMORE SURFACES 189
respectively, as well as
qw+i ∧ qw−k = (A−A−1)(a+i b−k − b+i a−k )(α2jw+1 ∧ jw+2 + jw−1 ∧ jw−2 )
+ αa+i a
−
k ((
√
A−
√
A−1)2 − (
√
A+
√
A−1)2)jw+1 ∧ jw−1
+ α (a+i b
−
k (
√
A−
√
A−1)2 − b+i a−k (
√
A+
√
A−1)2)jw+1 ∧ jw−2
+ α (a+i b
−
k (
√
A+
√
A−1)2 − b+i a−k (
√
A−
√
A−1)2)jw−1 ∧ jw+2
+ α b+i b
−
k ((
√
A−
√
A−1)2 − (
√
A+
√
A−1)2)jw+2 ∧ jw−2 ,
for i 6= k. It follows that
pi∧2S+ql
α = X+ jw
−
1 ∧ jw−2
and
pi∧2S−ql
α = X− jw+1 ∧ jw+2 ,
for
X+ = α(
√
A+
√
A−1)2(a+1 b
+
2 − b+1 a+2 ) + α−1(
√
A−
√
A−1)2(a−1 b
−
2 − b−1 a−2 )
+ (A−A−1)(a+1 b−2 − b+1 a−2 + a−1 b+2 − b−1 a+2 )
and
α−2X− = α(
√
A−
√
A−1)2(a+1 b
+
2 − b+1 a+2 ) + α−1(
√
A+
√
A−1)2(a−1 b
−
2 − b−1 a−2 )
+ (A−A−1)(a+1 b−2 − b+1 a−2 + a−1 b+2 − b−1 a+2 ).
According to (9.74),
(jw+1 ∧ jw+2 , jw−1 ∧ jw−2 ) 6= 0,
so that (ρV ql
α, qlα) vanishes if and only if X+ α
−2X− does. As α2 is real, or, equiva-
lently, α is either real or pure imaginary, we have
α±1(
√
A±
√
A−1)2 =
4α±3
α2 − α−2
and
α±1(
√
A∓
√
A−1)2 =
4α∓1
α2 − α−2 ,
respectively, whilst, depending, respectively, on α being real or pure imaginary,
A−A−1 = ∓ 4
α2 − α−2 .
Hence the orthogonality of ρV ql
α to qlα is characterized, equivalently, by the equation
0 = α2(a+1 b
+
2 − b+1 a+2 )2 + (α4 + α−4)(a+1 b+2 − b+1 a+2 )(a−1 b−2 − b−1 a−2 )
∓ (α3 + α−1)(a+1 b+2 − b+1 a+2 )(a+1 b−2 − b+1 a−2 + a−1 b+2 − b−1 a+2 )
∓ (α−3 + α)(a−1 b−2 − b−1 a−2 )(a+1 b−2 − b+1 a−2 + a−1 b+2 − b−1 a+2 )
+ α−2(a−1 b
−
2 − b−1 a−2 )2 + (a+1 b−2 − b+1 a−2 + a−1 b+2 − b−1 a+2 )2,
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depending on α being real or pure imaginary, respectively. Observe now that, on the
other hand, according to (9.75),
w+i = 2 (a
+
i jw
−
1 + b
+
i jw
−
2 ), w
−
i = 2α (a
−
i jm
+
1 + b
−
i jw
+
2 ),
and, therefore,
jw+i = −2 (a+i w−1 + b+i w−2 ), jw−i = −2α (a−i w+1 + b−i w+2 ),
for i = 1, 2. It follows, in particular, that
jw+1 ∧ jw+2 = 4 (a+1 b+2 − b+1 a+2 )w−1 ∧ w−2
and, consequently, that
(jw+1 ∧ jw+2 , w+1 ∧ w+2 ) = 4 (a+1 b+2 − b+1 a+2 ) (w−1 ∧w−2 , w+1 ∧ w+2 ),
or, equivalently,
a+1 b
+
2 − b+1 a+2 =
1
4
(w+1 ∧ w+2 , jw+1 ∧ jw+2 )
(jw−1 ∧ jw−2 , jw+1 ∧ jw+2 )
.
Similarly, from
jw−1 ∧ jw−2 = 4α2(a−1 b−2 − b−1 a−2 )w+1 ∧ w+2 ,
we conclude that
a−1 b
−
2 − b−1 a−2 =
1
4α2
(w−1 ∧ w−2 , jw−1 ∧ jw−2 )
(jw+1 ∧ jw+2 , jw−1 ∧ jw−2 )
.
On the other hand,
jw+1 ∧ jw−2 = 4α (a+1 a−2 w−1 ∧ w+1 + a+1 b−2 w−1 ∧ w+2 + b+1 a−2 w−2 ∧ w+1 + b+1 b−2 w−2 ∧ w+2 ),
showing that
a+1 b
−
2 = −
1
4α
(w+1 ∧w−2 , jw+1 ∧ jw−2 )
(jw+1 ∧ jw+2 , jw−1 ∧ jw−2 )
,
as well as
b+1 a
−
2 =
1
4α
(w+1 ∧ w−2 , jw−1 ∧ jw+2 )
(jw+1 ∧ jw+2 , jw−1 ∧ jw−2 )
.
Similarly, the fact that
jw−1 ∧ jw+2 = 4α (a−1 a+2 w+1 ∧ w−1 + a−1 b+2 w+1 ∧ w−2 + b−1 a+2 w+2 ∧w−1 + b−1 b+2 w+2 ∧ w−2 )
establishes
a−1 b
+
2 = −
1
4α
(w−1 ∧ w+2 , jw−1 ∧ jw+2 )
(jw+1 ∧ jw+2 , jw−1 ∧ jw−2 )
and
b−1 a
+
2 =
1
4α
(w−1 ∧ w+2 , jw+1 ∧ jw−2 )
(jw+1 ∧ jw+2 , jw−1 ∧ jw−2 )
.
Set
Y± := (w±1 ∧ w±2 , jw±1 ∧ jw±2 ),
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respectively, and
Y := (w+1 ∧w−2 , jw+1 ∧ jw−2 ) + (w+1 ∧ w−2 , jw−1 ∧ jw+2 )
+ (w−1 ∧w+2 , jw−1 ∧ jw+2 ) + (w−1 ∧ w+2 , jw+1 ∧ jw−2 ).
It follows that ρV l
α is orthogonal to qlα if and only if
α2Y 2+ + (α
2 + α−6)Y+Y− + α−6Y 2− ±
α3 + α−1
α
Y+Y ± α
−3 + α
α2α
Y−Y + α−2Y 2 = 0,
depending on α being real or pure imaginary, respectively. But, obviously, depending
on α being real or pure imaginary, respectively,
α3 + α−1
α
= ± (α2 + α−2), α
−3 + α
α2α
= ± (α−6 + α−2).
Set
Yˆ := Y + Y+ + Y− = (w1 ∧ w2, jw1 ∧ jw2) 6= 0.
To complete the proof, we are left to verify that
α2Y 2+ + α
−6Y 2− + α
−2Y 2 + α2Y+(Yˆ − Y+) + α−2Y (Yˆ − Y ) + α−6Y−(Yˆ − Y−) 6= 0,
or, equivalently, as Yˆ is not zero, that
α2Y+ + α
−2Y + α−6Y− 6= 0.
According to (9.7), for i 6= k,
(w+i ∧ w−k , jw+i ∧ jw−k ) ≥ 0,
and, therefore,
Y ≥ 0.
On the other hand, the fact that W ∩ S+ = {0} =W ∩ S−, or, equivalently,
w+1 ∧ w+2 6= 0 6= w−1 ∧ w−2 ,
intervenes, yet again, to ensure, according to Remark 9.3, that
Y± > 0.
The fact that α2 ∈ R\{0} completes the proof. 
Lemma 9.29. The following are equivalent, respectively and pointwise:
i) W ∩ S± 6= {0};
ii) Lα ⊂ ∧2S± ⊕ S± ∧ S∓;
iii) ∧2S± ∩ (Lα)⊥ 6= {0}.
Proof. Since W has rank 2, or, equivalently, ∧2W has rank 1, it is clear that
W ∩ S± 6= {0} if and only if ∧2W ⊂ ∧2S± ⊕ S± ∧ S∓, respectively. The fact that
τ(α) preserves ∧2S± and S± ∧ S∓ establishes then the equivalence of i) and ii). The
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equivalence of ii) and iii) is obvious, in view of the complementarity of S+ and S− in
C4. Lastly, it is obvious that a subbundle of ∧2C4 is orthogonal to ∧2S± if and only
if its projection onto ∧2S∓, respectively, with respect to the decomposition (9.15), is
zero. The fact that Lα is a line bundle completes the proof. 
We refer to an untwisted Ba¨cklund transformation of parameters α,Lα for which,
locally,
Lα * ∧2S+ ⊕ S+ ∧ S− and Lα * ∧2S− ⊕ S+ ∧ S−,
as regular ; as well as to a constrained Willmore Darboux transformation of parameters
ρ, T for which, locally,
W ∩ S+ = {0} =W ∩ S−,
forW the eigenspace of T −S associated to the eigenvalue
√
ρ−1 − 1. The regularity of
an untwisted Ba¨cklund transformation of parameters α,Lα with α2 real is equivalent
to the regularity of the corresponding Darboux transformation of parameters ρ, T with
ρ > 1. The fact that regularity can, equivalently, be characterized by
∧2S+ ∩ (Lα)⊥ = {0} = ∧2S− ∩ (Lα)⊥
makes clear that it is an open condition on the points of M .
According to Lemmas 9.26 and 9.28, we have:
Proposition 9.30. An untwisted Ba¨cklund transformation of parameters α,Lα
with α2 real defines a twisted Ba¨cklund transformation of parameters α,Lα if and only
if it is regular.
Hence, following Theorem 9.25:
Proposition 9.31. Twisted Ba¨cklund transformation of parameters α,Lα with α2
real, τ(α)Lα non-real and r(0)S+ non-j-stable is equivalent to regular constrained Will-
more Darboux transformation of parameters ρ, T with ρ > 1.
APPENDIX A
Hopf differential and umbilics
According to (5.2), given z and ω holomorphic charts of (M, CΛ), kz vanishes if and
only if kω does.
Proposition A.1. Suppose Λ ⊂ R4,1 is an isothermic surface in 3-space. Then,
given v∞ ∈ R4,1 light-like, the umbilic points of the surface in Sv∞ defined by Λ are the
points at which the Hopf differential of Λ vanishes.
To prove the proposition, we start by establishing a relation between the Hopf
differential of Λ and the (classical) Hopf differential of σz:
Lemma A.2. Let v∞ ∈ Rn+1,1 be non-zero, σ∞ be the surface defined by Λ in Sv∞,
and ξ be a normal vector field to σ∞. Let z be a holomorphic chart of M . Then
(σzzz, ξ) = λ(k
z ,Qξ),
for Q : N∞ → S⊥ the isometry defined in Section 2.2 and λ ∈ Γ(R) defined by σz =
λσ∞.
Proof. Recall, yet again, that σ∗∞TSv∞ consists of the orthogonal complement
in Rn+1,1 of the non-degenerate bundle 〈σ∞, v∞〉. Let piN∞ denote the orthogonal
projection of Rn+1,1 = dσ∞(TM)⊕N∞⊕〈v∞, σ∞〉 onto N∞. Following equation (8.5),
we have ((σ∞)zz, ξ) = (piN∞(σ∞)zz, ξ) = (piS⊥(σ∞)zz,Qξ). On the other hand, writing
σz = λσ∞ with λ ∈ Γ(R), we have σzzz = λ(σ∞)zz + 2λz(σ∞)z + λzzσ∞ and, therefore,
(A.1) (σzzz, ξ) = λ((σ∞)zz, ξ),
which, together with equation (8.6), completes the proof. 
Now suppose Λ ⊂ R4,1 is an isothermic surface in 3-space. Let v∞ ∈ R4,1 be light-
like and σ∞ be the surface in Sv∞ defined by Λ. Cf. Theorem 8.6, σ∞ is isothermic.
Let x, y be conformal curvature line coordinates of σ∞. Fix ξ ∈ Γ(N∞) unit. Let Aξ∞
denote the shape operator of σ∞ with respect to ξ. Then
Aξ∞(δx) = k1δx, A
ξ
∞(δy) = k2δy,
for some k1, k2 ∈ Γ(R), the principal curvatures of σ∞, locally, in the domain of the
chart z := x+ iy of M . In view of the conformality of the coordinates x and y, z is, up
to a change of orientation in M , a holomorphic chart of (M, CΛ). In these conditions:
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Lemma A.3. The (local) principal curvatures, k1 and k2, of σ∞ relate to the Hopf
differential of Λ by
eu(k1 − k2) = 4(kz ,Qξ),
with u ∈ Γ(R).
Proof. The fact that x, y are conformal, dx2 + dy2 ∈ CΛ ∋ g∞, establishes, in
particular,
g∞(δx, δx) = eu = g∞(δy, δy),
for some u ∈ Γ(R), and, therefore,
g∞(Aξ∞(δx), δx)− g∞(Aξ∞(δy), δy) = eu(k1 − k2).
On the other hand, according to equation (2.2),
g∞(Aξ∞(δx), δx)− g∞(Aξ∞(δy), δy) = (Π∞(δx, δx), ξ) − (Π∞(δy, δy), ξ).
Since the conformal coordinates x, y are curvature line, it follows, by equation (8.1),
that
eu(k1 − k2) = 4(Π∞(δz, δz), ξ) = 4(piN∞(σ∞)zz, ξ),
for piN∞ the orthogonal projection of R
4,1 = dσ∞(TM)⊕N∞ ⊕ 〈v∞, σ∞〉 onto
N∞ ⊂ σ∗∞TSv∞ = 〈v∞, σ∞〉⊥,
and, consequently, eu(k1 − k2) = 4((σ∞)zz, ξ). Now write σz = λσ∞, with λ ∈ Γ(R).
By equation (A.1), we get eu(k1 − k2) = 4λ−1(σzzz, ξ) and the conclusion follows then
from Lemma A.2. 
Proposition A.1 follows.
APPENDIX B
Twisted vs. untwisted Ba¨cklund transformation
parameters
Twisted and untwisted Ba¨cklund transformation parameters conditions at a point
are not equivalent. On the one hand, the choice of Lα as a null line bundle defined
naturally by dα,qV -parallel transport of l
α
p , for l
α a non-zero section of ∧2S+ and p a
point inM , establishes the existence of untwisted Ba¨cklund transformation parameters
α,Lα, at the point p, with ρV L
α orthogonal to Lα at p. On the other hand, the choice
of Lα as a null line bundle defined naturally by dα,qV -parallel transport of l
α
p , for some
point p ∈ M and some lα := v0 + v+ + v− ∈ Γ(∧2C4) with v0 ∈ Γ(S+ ∧ S−) purely
imaginary unit, v− ∈ Γ(∧2S−) with
(B.1) (v−, v−) =
1
2
| α |−2,
and v+ = −12 (v−, v−)−1v−, establishes the existence of twisted Ba¨cklund transforma-
tion parameters α,Lα, at the point p, with τ(α)Lα real at p. Indeed, the conditions
on v0, v− and v+ ensure immediately the non-orthogonality of Lα and ρV Lα and the
reality of τ(α)Lα, at the point p, which, together, ensure the non-orthogonality of L˜α
and ρV L˜
α at p, as we verify next. We work in the fibre at p. Computation shows that,
as Lα is null and not orthogonal to ρV L
α,1
q(α)lα = v0 +X0v0 +X−v− +X+v−
for
X0 = A(
(v0, v0)
2(v0, v0)
− (v−, v−)
2(v0, v0)
− (v0, v0)
8(v−, v−)
)
− (v0, v0)
(v0, v0)
+A−1(
(v0, v0)
2(v0, v0)
+
(v−, v−)
2(v0, v0)
+
(v0, v0)
8(v−, v−)
),
X− = A(
| (v0, v0) |2
16(v−, v−)2
− (v0, v0)
4(v−, v−)
+
1
4
) +
1
2
− | (v0, v0) |
2
8(v−, v−)2
+A−1(
| (v0, v0) |2
16(v−, v−)2
+
(v0, v0)
4(v−, v−)
+
1
4
)
1The intervention of the reality of τ (α)Lα is deliberately left to the next stage.
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and
X+ = A(
(v0, v0)
2(v0, v0)
− (v−, v−)
2(v0, v0)
− (v0, v0)
8(v−, v−)
) +
(v−, v−)
(v0, v0)
− (v0, v0)
2(v−, v−)
+
(v0, v0)
4(v−, v−)
−A−1( (v0, v0)
2(v0, v0)
+
(v0, v0)
8(v−, v−)
+
(v−, v−)
2(v0, v0)
);
and, therefore,
(ρV q(α)l
α, q(α)lα) = A2
(v0, v0)
2 − 2(v−, v−)(v0, v0) + (v−, v−)2
2(v0, v0)
+A2
(v0, v0)
4
−A2 (v0, v0)(v0, v0)
4(v−, v−)
+A2
(v0, v0)
2(v0, v0)
32(v−, v−)2
− (v0, v0)
2 + (v−, v−)2
(v0, v0)
+
3(v0, v0)
2
− (v0, v0)
2(v0, v0)
16(v−, v−)2
+A−2
(v0, v0)
2 + 2(v0, v0)(v−, v−) + (v−, v−)2
2(v0, v0)
+
+A−2
(v0, v0)
4
+A−2
(v0, v0)(v0, v0)
4(v−, v−)
+A−2
(v0, v0)
2(v0, v0)
32(v−, v−)2
;
with
A :=
α− α−1
α+ α−1
=
| α |2 −1
| α |2 +1 ∈ R.
On the other hand, in view of the reality of τ(α)lα, or, equivalently, of the fact that v0
is a purely imaginary unit, together with equation (B.1), the coefficients X0, X− and
X+ simplify to
X0 + 1 = A(
1
2
| α |−1 +1
2
| α |)2 −A−1(1
2
| α |−1 −1
2
| α |)2,
X− = A(
1
2
| α |2 +1
2
)2 +A−1(
1
2
| α |2 −1
2
)2
and
X+ = A(
1
2
| α |−1 +1
2
| α |)2 +A−1(1
2
| α | −1
2
| α |−1)2,
respectively. In that case,
(v0, v0)
−1(ρV q(α)lα, q(α)lα) = (X0 + 1)2+ | α |−2 X−X+,
whilst the reality of A ensures the reality of X0, as well as the positiveness of X−X+,
leading us to conclude that
(ρV q(α)l
α, q(α)lα) 6= 0.
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ERRATA
January 2010
Page 132, lines 18 − 21: replace ”The existence of a conserved quantity p(λ) of Λˆ establishes (...) establishing
Λˆ as a CMC surface in the space-form Svˆ∞ .” by ”The existence of a conserved quantity p(λ) = λ
−1v + v0 + λv of
Λˆ establishes, in particular, the constancy of vˆ∞ := p(1). To complete the proof, we establish d(vˆ
⊥
∞
, vˆ⊥
∞
) = 0, or,
equivalently, d0,1(vˆ⊥
∞
, vˆ⊥
∞
) = 0, for the case vˆ⊥
∞
6= 0. First note that, if vˆ⊥
∞
6= 0, then v 6= 0 and, therefore, S⊥ = 〈v〉
(locally), so that v = λv, with λ ∈ Γ(C). According to Remark 7.5., it follows that
d(vˆ⊥
∞
, vˆ
⊥
∞
) = d(v, v) + 2d(v, v) + d(v, v)
= 2d(v, λv)
= 2(dλ)(v, v).
On the other hand, the constancy of vˆ∞, (dλ)v = −dv0−(λ+1)dv, establishes, in particular, (dλ)v = −Nv0−(λ+1)Dv,
by orthogonal projection onto the normal bundle to the central sphere congruence of Λˆ. Considering (0, 1)-parts, we
conclude then, according to Theorem 7.2., that (d0,1λ)v = −N 0,1v0. Hence
d
0,1(vˆ⊥
∞
, vˆ
⊥
∞
) = −2(N 0,1v0, v) = 2(v0,N
0,1
v) = 2λ(v0,N 1,0v),
having in consideration the reality of v0. The fact that (v0,N
1,0v) = 0, as observed in Remark 7.5., completes the
proof.”
