. CT-based assessment of regional pulmonary microvascular blood flow parameters. J Appl Physiol 94: 2483-2493 , 2003 . First published February 14, 2003 10.1152/japplphysiol.00688.2002.-To determine regional pulmonary microvascular mean transit times (MTTs), we used electrocardiogram-gated X-ray computed tomographic imaging to follow bolus radiopaque contrast material through the lungs in anesthetized animals (7 dogs and 1 pig, prone and supine). By deconvolution/reconvolution of regional time-attenuation curves obtained from parenchyma and large lobar arteries, we estimated the microvascular residue function and reconstituted the regional microvascular time-attenuation curves and, thus, regional microvascular MTTs. The mean microvascular MTTs in the supine and prone postures were 3.94 Ϯ 1.0 and 3.40 Ϯ 0.84 (mean Ϯ SD), respectively. The dependent-nondependent vertical gradient of MTT was greater in the supine [slope ϭ 0.25 Ϯ 0.10 (SD), P Ͻ 0.001 by t-test] than in the prone (Ϫ0.03 Ϯ 0.06 in 6 of 8 animals; 2 outliers had positive slopes) posture. In both postures, there was a trend toward faster transit times in the dorsal-basal lung region in six of the eight animals, suggesting gravity-independent higher vascular conductance dorsocaudally. We conclude that deconvolution methods, in association with electrocardiogram-gated high-speed X-ray computed tomography, can provide insights into regional heterogeneity of pulmonary microvascular MTT in vivo.
capillary mean transit times; pulmonary blood flow; pulmonary imaging; computed tomography; regional perfusion; physiological imaging; electron beam computed tomography; multidetector computed tomography; lung; pulmonary physiology; deconvolution; quantitative computed tomography DYNAMIC MULTISLICE X-ray computed tomographic (CT) imaging of the pulmonary system, when combined with a suitable radiopaque tracer agent, offers the ability to measure, in vivo and in detail, regional pulmonary perfusion throughout the lungs (13, 14, 16, 25, 26) . Of particular interest in pulmonary physiology are measurements of the time red blood cells (RBCs) spend at the alveolar-capillary interface and, thus, the amount of time available for gas exchange (31) . Several approaches have been used to measure the capillary transit times either directly or indirectly (6) : diffusing capacity at multiple O 2 concentrations, allowing calculation of global capillary blood volume and mean transit time (MTT); in vivo microscopy, allowing measurement of RBC transit times in vessels at the lung surface (32) ; and magnetic resonance imaging using tracer gases (10) . Electron beam CT (EBCT) allows fast (50-100 ms) acquisition of data necessary for cardiac gated imaging of passage of a radiopaque dye to obtain regional perfusion. EBCT, as well as other forms of X-ray CT scanning, has been used in animal and clinical studies of perfusion and ventilation (16, 19, 25, 27) .
Given their resolution limits, whole body CT scanners are not able to resolve individual capillary beds, and regions of interest (ROIs) placed in the lung field of a dynamic image sequence most certainly contain contaminating flow signals from small arteries and veins in addition to the microvascular bed. Because we are often interested in the microvascular flow and transport characteristics, we have developed a method to extract the microvascular flow signal from regional parenchymal time-attenuation curves.
In this study, our aim was to evaluate a noninvasive CT-based method for characterizing the distribution of microvascular MTT and to use this method to evaluate microvascular MTT in animals (dogs and a pig) in the supine and prone body postures. In addition, we use a Monte Carlo simulation to estimate error in the derived microvascular perfusion parameters.
METHODS

EBCT.
Scanning protocols utilize an EBCT scanner (model C-150L, Imatron, South San Francisco, CA) (4). This scanner differs from conventional X-ray CT scanners, in that a focused electron beam is swept along tungsten targets surrounding the animal, instead of mechanical rotation of an X-ray source around the animal. This design allows for fast tomographic image acquisition, with scan apertures on the order of 50-100 ms, as opposed to ϳ0.6-to 1.0-s scan apertures from other high-speed commercial X-ray CT scanners. The fast scan times available with EBCT allow us to obtain stop-action images of the heart and allow us to minimize lung density changes induced by the effect of cardiac motion.
The EBCT scanner operates in a high temporal resolution mode (multi-time-point imaging) or in a high spatial resolution mode (volumetric imaging). In the high temporal resolution mode, the electron beam is magnetically steered se-quentially along four tungsten target rings encompassing 210°about the animal. X-rays produced from each target ring are focused onto two detector rings, so that up to eight spatial levels may be acquired at each time point. Each pair of images is gathered within 54 ms followed by an 8-ms pause as the beam is reset for the next target ring. All eight spatial levels are therefore acquired within 224 ms. The axial resolution for the multi-time-point imaging mode is 1.5-3.0 mm if only a single tomographic slice is to be acquired over multiple time points or 7 mm if the multislice mode (up to 8 spatial tomographic levels covering 7 cm) is used in conjunction with multi-time-point imaging.
Animal preparation. All animal studies were performed within guidelines for animal care adhered to by the American Physiological Society and the National Institutes of Health. The animals were studied at the University of Pennsylvania or the University of Iowa, with approval from the respective institutional Animal Care and Use Committees.
Seven dogs (12-25 kg, 4 beagles and 3 mongrels) were anesthetized with fentanyl and pentobarbital sodium (25 mg/kg) The pig was premedicated intramuscularly with ketamine (1 mg/kg) and acepromazine, and anesthesia was induced with a bolus (2.5 mg/kg) of propofol (Diprivan) in an ear vein. Anesthesia was maintained via halothane until a cuffed endotracheal tube was placed via tracheostomy. Deep anesthesia was maintained with continuous propofol (12 mg ⅐ kg Ϫ1 ⅐ h Ϫ1 iv) drip titrated to heart rate and reflexes. After the endotracheal tube was placed and inflated, all animals were mechanically ventilated (10 ml/kg, 12-15 breaths/min) with a Harvard piston pump respirator. Pressure catheters (liquid-filled or Millar) were inserted into peripheral major arteries (carotid and femoral) and veins (jugular and femoral) via a cut-down procedure. Under fluoroscopic guidance, catheters were advanced to the right ventricle, right main pulmonary artery, and left ventricle for measurement and recording of physiological information.
After catheterization, animals were transported to the EBCT scanner facility at the respective institution, placed supine on the scanner table, and connected to and ventilated by a computer-controlled respirator (model CTP9000, CWE, Ardmore, PA). Electrocardiogram, airway pressure, left and right ventricular pressures, and pulmonary arterial pressure were monitored using an IBM-compatible computer equipped with a standard laboratory analog-to-digital converter board and recording software. The scanner "X-ray on" pulse was also recorded to allow exact correlation of physiological and scanner events. Throughout the catheterization procedures and scanning protocols, deep anesthesia was maintained with continuous drip (12 mg ⅐ kg Ϫ1 ⅐ h Ϫ1 iv) of propofol titrated to heart rate and reflexes. At the conclusion of scanning, each animal was euthanized with pentobarbital sodium (60 mg/ kg) and concentrated KCl.
Perfusion imaging protocol. Regional perfusion measurements were made using dynamic EBCT to follow bolus radiopaque contrast passage through the lung field. The EBCT scanner was used in the high temporal resolution (flow) mode, acquiring 6 or 8 spatial levels at 10-13 time points each. The topmost tomographic slice was centered about the carina. All animals were imaged in supine and prone postures during a brief period of apnea (10-12 s) with the lungs held at 0 cmH2O airway pressure (functional residual capacity) during imaging gated to 80% of the R-R interval of the electrocardiogram complex. Nonionic radiopaque contrast agent (0.5-1.0 ml/kg; Omnipaque 240 or 350) was injected over 2-3 s via a powered injector connected to a 7F multipleside-hole catheter placed in the right ventricular outflow tract. Contrast agent was injected at least one heartbeat after scan initiation to ensure at least one baseline point before contrast arrival.
The acquired time-attenuation data were fit to gamma variate functions (8, 29) , and, on the basis of our preliminary results, the gamma variate functions were resampled with a temporal resolution of 0.1 s.
Perfusion image analysis. Specific ROIs in the images were sampled in two ways for analysis: 1) specific ROIs were manually chosen to include parts of larger arteries to demonstrate the partial volume effects of including larger vessels with parenchymal regions, and 2) areas of lung parenchyma were sampled automatically by the computer using an ROI of 12.5-20.0 mm, with 7-to 8-mm slice thickness. We were careful to collect data representing only the parenchymal regions within a lung field. Samples with partial volume problems associated with regions close to the mediastinal or chest wall borders (rib cage and diaphragm) and myocardium were eliminated. Several additional criteria were established to eliminate regions containing major pulmonary blood vessels (veins and arteries) and major airways. Our laboratory previously demonstrated that, at functional residual capacity, normal lung density of a supine or prone dog ranges from ϳ35 to 90% air content (12) . To ensure that we accepted no ROIs through which major airways or major vessels traversed, we eliminated all samples with baseline lung density Ͼ90% or Ͻ40%. Also, regions that could not be fit using the algorithms described below were discarded. After the elimination process, depending on the quality of the data set, there were 500-1,500 samples per right or left lung. This process resulted in a grid of voxels, each with a value for MTT, regional air content, and position coordinates. These regions were used to analyze the distribution of MTT within the lung using univariate regression or multiple linear regression.
Perfusion image data were analyzed according to a bolus injection, residue detection model (2) . In this model, the bolus is assumed to travel essentially unmodified from the site of injection (right ventricular outflow tract) through the pulmonary arterial system. The bolus then enters the microvascular bed and is dispersed according to the distribution of particle transit times through the microvascular bed. The time-attenuation signal measured in the lung parenchyma is thus due to the interaction of bolus delivery and the fraction of the bolus residing in the regional microvascular bed (residue or retention function) at any given time. The interaction of two functions or processes (bolus delivery and bolus retention in the microvascular bed) is described by the mathematical process of convolution of the feeding pulmonary artery input [X PA(t)] and the regional residue function [R(t)], resulting in the measured regional parenchymal time-attenuation curve [Y ROI(t) ]. This relation is represented as follows
where V denotes the convolution operator. Figure 1 shows the locations of input and output data, where the input ROI is selected in the center of the feeding pulmonary artery and the output data are chosen from the regional microvascular bed. A nonlinear model of the Marquardt method is used to fit a gamma variate function to the concentration-time course. To avoid effects of recirculation, we excluded all points with a value less than that which represented 50% of the magnitude between the baseline and the peak. Fitted input and output curves are shown in Fig.  1B . Deconvolution of the measured pulmonary artery and regional parenchymal time-attenuation curves thus provides a method for obtaining the regional residue function (fraction of bolus residing, or remaining, in the local microvascular bed at any given time). The MTT of the residue function (hence, local microvascular bed) can then be calculated as follows (1) MTT ϭ ͐R͑t͒dt R max (2) where R max is the peak of the regional residue function. Deconvolution method. We implemented two deconvolution methods [the fast Fourier transformation (FFT) and the damped least squares (DLS) methods] to verify, through cross validation, our result of deconvolution of the measured pulmonary artery and regional parenchymal time-attenuation curves. Before the two methods were applied, the input (feeding pulmonary artery) curve data were made to be the same length as the regional parenchymal (output) curve by addition of zeroes at the end. The sampled gamma variate functions were then deconvolved.
Using the FFT, convolution in the time domain of Eq. 1 is represented simply by an algebraic relation in the frequency domain. Thus Eq. 1 can be rewritten as follows
where indicates angular frequency.
To obtain the regional residue function [R()] deconvolution, implemented in the frequency domain, is the quotient of the transform of the measured regional time-attenuation curve [Y ROI()] and the feeding pulmonary artery function [XPA()]. The time domain regional residue function can be obtained by applying the inverse FFT
where F{} and F Ϫ1 {} denote the Fourier transform and the inverse Fourier transform, respectively (20) . R(t) can be determined by taking the inverse FFT of the ratios of the transforms of the arterial input and parenchymal output curve, as shown in Eq. 4. We have found that deconvolution of the feeding pulmonary artery and regional parenchymal time-attenuation curves resulted in bimodal residue functions consisting of an overlapping sharp, narrow peak and a second, more dispersed peak (Fig. 2) . To show the correctness of a bimodal nature of the residue function, we applied an algebraic DLS approach, which is the algorithm that simultaneously constructs a least squares solution to the discrete form of Eq. 5 while damping the oscillations inherently present in the algebraic solution (7, 22) Figure 2 shows that the DLS method produces the same residue function, which contains an overlapping sharp, narrow peak and a second, more dispersed peak similar to the FFT method. Reconvolving with the feeding pulmonary artery (input) yields the same curve as the original parenchymal time-attenuation curve (output), yielding one further piece of evidence that our deconvolution was correctly performed ( Fig. 3) .
Separation of the residue function and calculation of contamination. The sharp, narrow peak in the residue function is likely due to partial volume sampling of small arteries with microvascular content. Regional residue functions of samples containing a visually apparent arterial vessel exhibit virtually only the unimodal prominent sharp, narrow peak. After the regional arterial and microvascular curves had been separated from the bimodal residue function (28), we observed a decrease in the peak amplitude of the arterial residue curve from dependent to nondependent lung regions in supine, but not prone, animals (Fig. 4) . In the supine posture, this is consistent with known physiology, wherein fewer arterial regions are expected in the nondependent lung, since the lung is less dense and more fully inflated, whereas lung inflation is more uniform in the prone posture.
By separating the bimodal residue functions obtained using deconvolution techniques into residue functions for the arterial [R art(t)] and microvascular [Rmic(t)] components, we were able to compute the proportion of the regional timeintensity curves associated with each. This is done by reconvolving with the feeding pulmonary artery input function with the respective residue functions to produce Y art(t) and Ymic(t), respectively. Regional arterial signal contamination was then calculated by comparing the areas of the arterial time-attenuation curve with the original parenchymal curve. Alternatively, arterial contamination can be obtained by examining the ratios of the adjusted microvascular and original parenchymal curves
Monte Carlo simulations. Random errors were superimposed on the known, measured input (pulmonary artery) and output (regional parenchymal) time-attenuation curves obtained as described above. The resulting simulated data were fit to gamma variate functions and processed via the deconvolution algorithm described above to provide microvascular MTTs for the simulated curves. The error superimposed on the known input and output signals was obtained by assessing EBCT-derived CT images using two different noise content measurement methods (see APPENDIX) .
Each simulation consists of the following four steps: 1) the feeding and regional parenchymal time-attenuation curves were chosen from dog images and fitted by a gamma variate function; 2) each of two noise measures (global and local noises) were added to the corresponding attenuation value at each time point of the fitted pulmonary artery and parenchymal time-attenuation curves, respectively, obtained above; 3) data that were modified by addition of noise were fitted, deconvolved, and isolated, as described above; 4) a MTT for the microvascular bed was calculated as the ratio of area to peak of the microvascular component of the residue function (see APPENDIX) .
Statistical analysis. Microvascular MTTs were evaluated with respect to height from the basal regions of the lungs in the supine and prone positions. Basal regions were chosen for imaging, because this is where the greatest vertical height of lung could be found. Each animal was scanned once in each position, producing six to eight sagittal images. Microvascular MTTs were computed in a grid of ROIs, as described above, in each slice. The vertical gradient in MTT was obtained using univariate linear regression and model-independent averaging, obtained by calculating the mean MTT for dependent and nondependent regions of the lungs. The dependent region is defined as the area 5-30% of the height from the base of the lung, and the nondependent region is defined as the area 70-95% of the height from the base of the lung.
RESULTS
To demonstrate the effect of partial-volume arteries on the first sharp peak of the residue function, we selected ROIs in which we purposely included more or less of the edge of a large pulmonary artery along with parenchyma ( Fig. 5A) and ROIs that included clearly visible small arteries (Fig. 5B) . Figure 5 shows the positive relation between the amount of arterial component in the ROI and the magnitude of the sharp, narrow arterial peak in the associated residue function. This can be represented by a contamination index shown in Eq. 6. In Fig. 5A , inasmuch as the ROI contains a greater portion of the feeding pulmonary artery, arterial contamination increases from 6.4 to 18.9%. Also, in Fig. 5B , inasmuch as peripheral ROIs include larger visibly apparent pulmonary vessels, the contamination index is seen to increase (from 8.5 to 18.5%).
The mean microvascular MTTs in the supine and prone postures were 3.94 Ϯ 1.03 and 3.40 Ϯ 0.84 (SD) s, respectively, which were significantly different (P Ͻ 0.05 by Student's 2-tailed, paired t-test). Table 1 were significantly greater than zero: P Ͻ 0.001 by t-test and P Ͻ 0.01 using Wilcoxon signed-rank test. The slope for the linear fit for six of the eight animals in the prone position was zero or negative, with two outliers showing positive slopes. Because of the strength of these outliers, we cannot say that the slopes for the animals in the prone position are significantly different from zero. Although these two animals behaved clearly differently from all others in this series, we were unable to identify a specific reason to eliminate them from the analysis. A comparison of the difference in slopes between the supine and prone positions for each animal (Table 1) showed strong support for the hypothesis that the slopes for animals in the supine position were greater than those for animals in the prone position: P Ͻ 0.01 (paired t-test) and P Ͻ 0.02 (Wilcoxon signedrank test). We also describe the overall difference in MTT at extremes of height (Table 2 ). In the supine posture, there was a ϳ1.8-s difference in MTT compared with a Ͻ0.5-s difference in the prone posture. This difference between prone and supine was statistically significant using the nonparametric Wilcoxon signed-rank test and the paired t-test (P Ͻ 0.005 for both tests). 
-test).
The distributions of the microvascular MTTs in the supine and prone positions are represented by a colorcoded map in Fig. 7 . The color index ranged from 0 s microvascular MTT (blue) to 8 s microvascular MTT (red). In the supine posture, red pixels are dominant in the nondependent lung region, whereas green pixels are dominant in dependent regions, indicating the strong vertical gradient from dependent to nondependent regions. However, in the prone position, the middle part of the color index bar is scattered throughout the whole lung, suggesting that there is minimal vertical gradient of microvascular MTT. Figure 8 shows the distribution of air content (percent air) in the supine and prone postures. The color index ranged from 0% air (blue) to 80% air (red). In the supine posture, the nondependent region is well expanded compared with the less expanded dependent lung region. This compares with the relatively uniform expansion seen in the prone position. This correlates well with previous CT observations (11) for which an earlier dynamic volumetric scanning method was used.
For the data obtained from five dogs, Monte Carlo simulation was performed to calculate the mean of the regional microvascular MTTs by addition of a globally or a locally calculated noise distribution (see APPENDIX) to fitted original data. Figure 9 (Table 3) .
DISCUSSION
In this study, we refined our methods for calculating MTT in small lung regions using fast CT with rapid bolus injection of contrast agent. This technique allows separation of the true microvascular transport of the contrast agent from contaminating small arteries. We used a Monte Carlo technique to show a low susceptibility to noise, and we demonstrated gradients in microvascular MTTs that mostly agree with other studies.
The technique for determining regional MTTs and blood flow by following washin and washout of contrast agent has several theoretical shortcomings. 1) It is assumed that any given ROI contains only parenchyma and no feeding or draining vessels. The technique we present here allows us to detect the effects of larger arteries, but effects of small veins could still affect results. We try to minimize the effect of veins by fitting our gamma variate function only to the upper 50% of the downslope of the time-attenuation curve.
2) The regional residue function includes small precapillary arteries, capillaries, and small postcapillary veins. Thus the MTT data represent lumped effects of all three components of the microvessels above; thus, although our new method provides unique regional information in vivo, the results must be interpreted with the limitations in mind.
3) It is assumed that there is little washout of contrast agent from the veins at the time of the peak contrast concentration in the region.
This assumption is very difficult to test; however, in a study of the passage of labeled RBCs through isolated lungs, Beck (3) found that a correction for venous washout had a very small effect on results. However, the assumption remains largely untested in vivo.
Validation of any method for determining MTT is difficult, because there is no accepted "gold standard" against which to compare a new method. Previous attempts to measure MTTs have included methods to obtain global average MTTs from the ratio of blood volume to total flow and relatively invasive and destructive methods that access only surface vessels. Thus our approach to validation for this study was to show that results were in reasonable agreement with previous studies and that regional gradients in MTT are consistent with known vascular physiology.
In a previous preliminary study, we showed that the deconvolved residue function has a bimodal characteristic that consists of the first sharp, narrow peak, which we believed represented the partial volume averaging of small arteries, and the second smooth, broad curve, which indicated the pure microvascular portion of the residue function (28) . Supporting this notion are the data obtained through deconvolving time-attenuation curves taken from visually apparent small arteries MTT with global noise (B). Data from 5 dogs were used for Monte Carlo simulations. Both slopes are insignificantly different from 1. Original MTT and MTT with local or global noise were highly correlated. Addition of local noise leads to a better result than addition of global noise. This is expected, because standard deviation in noise distribution is larger for global than for local noise.
in the lung field. The deconvolved residue functions from these samples are composed almost exclusively of a sharp, narrow peak. The data (Fig. 4) showing a reduction in the arterial peak as ROI locations were moved from dependent to nondependent lung regions can be explained as follows. 1) Because of the greater number of arterial vessels per ROI in the dependent (dorsal) lung regions of the canine pulmonary vascular architecture of the dog, there are a greater number of arterial vessels per ROI in the dependent (dorsal) lung regions. 2) Because of a vertical gradient in regional lung expansion in the supine posture, the lungs are more compressed (less expanded) in the dependent regions (Fig. 8) , thus resulting in a greater numbers of partial volumed small arteries per ROI in the dependent lung. 3) Flow is lower in the nondependent regions of the supine dog. In this study, the samples that included different proportions of a visibly identifiable artery along with parenchymal regions of lung were selected. Regardless of the region of the lung, the greater the visible arterial component, the larger were the contamination indexes calculated by Eq. 6. These data support the notion that the first sharp peak of the residue function represents partial-volume small arteries, in addition to microvasculature, that are not visibly apparent in the lung parenchymal ROIs. Data are consistent with known pulmonary anatomy and physiology.
Deconvolution using the FFT method is known to be sensitive to noise (1) . In the present study, we introduced and applied the DLS approach to investigate whether the first sharp, narrow peak in the residue function could be generated by noise effects on the FFT method. Clough et al. (7) used the DLS method to obtain organ transport functions through deconvolution of input and output concentration curves. We utilized the DLS algorithm, because this algorithm can reduce or remove the noise generated during deconvolution by using a regularization method introduced by Tikhonov and Arsenin (30) . Fitted curves of the residue function obtained by using the deconvolution method and the DLS method closely matched each other and showed bimodal characteristics. After the resultant functions from the two methods were reconvolved with the input curves, the original output curves also matched closely the two reconvolved curves. By using the FFT deconvolution method, some of the first sharp peaks of the residue function were affected by noise, and their magnitude tended to increase. However, the second broad curve of each residue function remained intact under the influence of noise. The microvascular MTTs that are calculated using only the second broad curve of the residue function after removal of the first peak remained similar between the two methods of deconvolution. The Monte Carlo approach allows the exploration of various analytic approaches that may be difficult or laborious to implement experimentally (9, 23) . We used the Monte Carlo technique to estimate the error in our deconvolution-based regional microvascular MTT measures. Noise chosen locally and globally from a series of images was superimposed on the original data to create fluctuations in the simulated density measurement. There are multiple real sources for the variability of noise. Motion of the lung results in changes in the exact tissue elements imaged in each ROI. Small changes in the amount of denser tissue elements, such as vessels, airway wall, and connective tissue, change the average ROI density according to their fractional volume. Thus the effects of lung motion increase as ROI and slice thickness decrease. Our study indicates that the mean microvascular MTT calculated from the original data was 4. When several factors, such as the number of parameters used in a gamma variate curve for fitting, the degree of noise, and FFT deconvolution, are considered, the above results demonstrate the robust nature of our algorithm (including the selected FFT deconvolution method) to obtain microvascular MTTs.
The anatomic distributions of pulmonary capillary (plasma) and RBC MTTs have been measured by other investigators (5, 15) . Presson et al. (21) showed, using in vivo microscopy, that RBC MTT was 1.4 times faster than plasma MTT, because RBCs travel down the center of the vessels where velocity is greatest. Both transit times depend on the cardiac output, blood volume, and capillary recruitment. For example, the higher the cardiac output, the faster are pulmonary capillary and RBC MTTs (5). According to in vivo microscopy results of Wagner et al. (32) , capillary MTTs were 12.3 Ϯ 2.5 s in the nondependent lung, 3.1 Ϯ 0.6 s in the middle lung, and 1.6 Ϯ 2.5 s in the dependent lung when the dogs were placed in the lateral decubitus position. In our study, microvascular MTTs in the supine and prone postures were 3.94 Ϯ 1.03 and 3.4 Ϯ 0.86 (SD) s, respectively. Even though exact experimental equivalence is difficult to judge between our studies and the in vivo microscopy studies because of such factors as the different methods of measurement, possible differences in cardiac output, and different body postures, it appears that both MTTs are within similar magnitudes. Other investigators, including the in vivo microscopy group of Wagner et al. (32) , showed the existence of a vertical gradient of pulmonary capillary (plasma) and RBC MTTs using different animal and body positions with the exception of the prone posture (10, 17, 18, 32) . Their studies demonstrated a clear gravitationally oriented difference within the lungs, with the shortest transit times in the most dependent regions.
In our study, we applied linear and nonlinear models to determine the dependent-to-nondependent differences in MTT in the supine and prone body postures. Both models showed that the dorsal-to-ventral gradient in MTT in the supine posture is significantly reduced in the prone posture in most of our animals. Vertical gradients of capillary transit times have been investigated by others (10, 32) using imaging-and non-imaging based-methods. Wagner et al. (32) measured the capillary transit times in the upper (zone 2), middle (between zone 2 and 3), and lower (zone 3) regions of the lung of dogs and demonstrated that the transit times decreased progressively from nondependent lung to dependent lung. Therefore, they concluded that the most recruitable capillary beds and fastest transit times are in the gravitationally dependent lung. Also, human studies showed that RBC transit times are shorter in the dependent region of the lung in humans studied in the lateral decubitus position.
In summary, the FFT-based deconvolution used in this study is computationally efficient and speedy. The FFT-based algorithm we have implemented is also model free, so that the residue function is not constrained to any predefined shape or form. It is unlikely that we would have been successful had we used other deconvolution techniques that assume a shape for the residue function. Supporting the validity of the EBCTderived regional MTT measurements is the close agreement between capillary MTTs calculated from the recovered microvascular components and direct microvascular observations reported by others, as well as the small error between original data MTTs and MTTs obtained by Monte Carlo simulation. Also the vertical gradient between dependent and nondependent regions is smaller in the prone than in the supine posture. The close agreement between the EBCT-derived data and the direct observations (in vivo microscopy) of others suggests that dynamic X-ray CT imaging in conjunction with a deconvolution-based algorithm offers a unique method to noninvasively quantitate in vivo regional microvascular perfusion, volumes, and transit times throughout the lungs. More recently, subsecond multiple detector-row spiral (helical) CT scanners have been introduced with scan times approaching the times required for quantitative pulmonary function evaluation (24) . The present work will readily translate to this newly emerging, more widespread technology.
APPENDIX
Monte Carlo simulations. To estimate the error in our deconvolution-based regional microvascular MTT measures, random errors were superimposed on known input (pulmonary artery) and output (regional parenchymal) time-attenuation curves. The resulting simulated data where then fit to gamma variate functions and processed via deconvolution algorithms to provide microvascular MTT measures for the simulated curves.
Images of a physical airway tree cast were obtained via EBCT and used to measure the noise. This physical airway phantom was a hollow rubber cast of a postmortem human lung. The cast was placed in a Plexiglas cylinder filled with dried potato flakes to represent the lung tissue. Images were obtained at 8 levels and 20 time points per level. The noise present in the "dynamic" images was measured globally and locally. Each noise measurement was used for the simulation separately.
The "global noise" was obtained by using the following steps. 1) The attenuation value (Hounsfield unit) of each pixel across 20 time points was summed and averaged using Eq. 7, because the averaged image can be considered a noise-free image.
2) The averaged image was subtracted from each of the original images by Eq. 8, which can be considered the image that contains only noise. Application of the Kolmogorov-Smirnov test for normality showed that the global noise obtained was normally distributed with a mean of Ϫ0.43 and a standard deviation of 3.93. Therefore, the global noise was modeled as a normally distributed variable with zero mean and a variance of 3.93
Avg image ͑x, y͒ ϭ ͚ 
Dif image ͑x, y͒ ϭ Avg image ͑x, y͒ Ϫ I͑x, y͒ (8) where Avgimage is the average (noise-free) image, I(x,y) is the pixel value of the original image, and Difimage(x,y) is the difference between original image and Avgimage(x,y) at location coordinates (x,y). The "local noise" was measured by subtracting the mean of a 5 ϫ 5 pixel (ROI) sample from the mean of a 5 ϫ 5 pixel sample on the next image with the process repeated through the consecutively acquired images of the airway tree phantom as follows 
Dif t ͑x, y͒ ϭ mean t ͑x, y͒ Ϫ mean t ϩ 1 ͑x, y͒, t ϭ 1, . . . ,10 (11) where meant(x, y) is the mean pixel value of a 5 ϫ 5 region in the ith image, It(x, y) at position coordinates (x, y). Dift(x, y) is the difference between the mean value calculated between two images. The global noise with normal distribution (zero mean and standard deviation of 3.93) and the local noise obtained by the local difference value of mean were applied separately for the Monte Carlo simulation. Each simulation followed the same steps: 1) The feeding and regional parenchymal timeattenuation curves were chosen from dog images and fitted by a gamma variate function. 2) Global or local noise was added to the corresponding attenuation values at each time point of the fitted pulmonary artery and parenchymal timeattenuation curves obtained above.
3) The resulting simu-lated data were fit to a gamma variate function, sampled with a temporal resolution of 0.05 s, and deconvolved via the FFT-based algorithm. The putative microvascular component of the resulting residue function was isolated, and a MTT for the microvascular bed was calculated as the ratio of peak to area of the microvascular component of the residue function.
A total of 100 simulations were performed for each of 10 samples from 5 dog data sets.
