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Abstract 
The goal of this project was to create a robust, flexible and easily extensible software package 
for a robot intended to interact with autistic children, PABI. The robot was designed with the 
intention of facilitating diagnosis and therapy between clients with autism and a therapist. The 
robot functions either in an autonomous mode or as a remote avatar for a therapist. The robot's 
control system uses ROS node structures which allows for easy reconfiguration between 
therapeutic and diagnostic applications. These processes run across multiple computers as proof 
of concept for the distributed system architecture for remote operation of the robot. A 
demonstration application for  applied behavioral analysis (ABA) therapy was created using 
electronic flash cards that the robot interacts with. 
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Introduction 
 This project is focused on developing an extensible distributed system architecture for a 
compact, intrinsically safe humanoid robot for assessment and therapy of children with pervasive 
developmental disorders (PDDs) such as autism spectrum disorder (ASD). This is an extension 
of a Major Qualifying Project (MQP) carried out by Elizabeth Alexander under the supervision 
of Gregory Fischer of the Worcester Polytechnic Institute's Automation and Interventional 
Medicine laboratory (WPI AIM Lab), where an initial version of the robot hardware was 
developed. The robot used as the basis for this project was PABI (Penguin for Autism Behavioral 
Intervention). PABI is a pilot in the use of robotics in improving diagnosis and early intervention 
therapy with children with autism.  
 This compact humanoid robot has a cartoon like appearance, with simple features and 
large eyes, which enable it to mimic emotions and maintain a non-threatening visage. This robot 
contains the option for up to 12 degrees of freedom, 8 digital input sensors and 4 analog sensors. 
It also has the ability to stream stereo video images from both of the robot's eyes as well as 
record and playback sounds. This project resulted in a software design capable of running a 
humanoid robot in a number of configurations. 
Autism 
 Autism, more formally called autism spectrum disorder (ASD), is a disorder that 
primarily affects development of social and communication skills. It usually becomes apparent 
that a child has this disorder sometime between the ages of 18 months and 3 years. Affected 
children tend to have problems with communication, social interaction, response to sensory 
information, play, and behaviors. (Dickstein-Fischer, Alexander and Yan) 
6 
 
 Autism spectrum disorder and autism are both general terms for a group of complex 
disorders of brain development. These disorders are characterized, in varying degrees, by 
difficulties in social interaction, verbal and nonverbal communication and repetitive behaviors. 
They include autistic disorder, Rett syndrome, childhood disintegrative disorder, pervasive 
developmental disorder-not otherwise specified (PDD-NOS) and Asperger syndrome. 
Autism statistics from the U.S. Centers for Disease Control and Prevention (CDC) identify 
around 1 in 88 American children as on the autism spectrum (Autism Speaks, Inc). Figure 1 - 
Identified Prevalence of Autism Spectrum Disorders shows the increases in autism identification 
from 2000 to 2008. 
 
  
Figure 1 - Identified Prevalence of Autism Spectrum Disorders 
(Center for Disease Control) 
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Treatment 
 There is currently no known medical detection for autism. While recent gains in autism 
research have identified a number of rare gene changes, or mutations, associated with autism 
there is no one cause or single type of autism, nor is genetic predisposition the only factor. While 
there is no cure for autism, various treatment plans (biomedical, therapeutic and educational) can 
lessen the impact of developmental delays and improve behaviors. Early diagnosis and treatment 
of autism is critical to achieving greater positive outcomes. Treatment goals are to maximize the 
child's ability to function independently, facilitate the best possible quality of life, assist the child 
with socialization and educate and support the family unit. (Van Dyke) 
 There are different approaches that can be used as part of the learning or treatment 
process for autism, such as Applied Behavior Analysis (ABA). ABA is a psychological approach 
that uses the theory of behavior modification to change human behaviors as part of a learning or 
treatment process. ABA is only one of a large variety of therapies available for use improving 
the lives of children with autism and focuses exclusively on the interactions between a patient 
and their environment. Today, ABA is widely recognized as a safe and effective treatment for 
autism. ABA techniques can produce improvements in communication, social relationships, 
play, self care, school and employment. Many children with autism experience significant 
improvements in learning, reasoning, communication and adaptability when they participate in 
high-quality ABA programs. Competently delivered ABA intervention can help learners with 
autism make meaningful changes in many areas. However, changes do not typically occur 
quickly. Rather, most learners require intensive and ongoing instruction that builds on their step-
by-step progress. Moreover, the rate of progress – like the goals of intervention – varies 
considerably from person to person depending on age, level of functioning, family goals and 
8 
 
other factors. ABA Techniques and Philosophy have the instructor uses a variety of behavior 
analytic procedures, some of which are directed by the instructor and others initiated by the 
learner. The learner receives an abundance of positive reinforcement for demonstrating useful 
skills and socially appropriate behaviors. The emphasis is on positive social interactions and 
enjoyable learning (Autism Speaks, Inc). ABA was selected as the basis for the robot's sample 
application due to its much more highly structured approach compared to other therapies.  
 
 
Other robots used in autism therapy/research 
 Several other robots have made a start in the treatment of autism in recent years. The 
Keepon is a small (12cm) simple robot with camera eyes and a microphone nose. Keepon has a 
limited gamut of possible actions. It uses limited body motion to convey emotions by rocking 
back and forth or bobbing up and down. Research using the Keepon has shown that some of the 
Figure 2 - PABI front view complete (left) and CAD (right) 
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children have extended their dyadic interactions with the robot to triadic with a therapist or 
another toy (Kozima, Nakagawa and Yasuda).  
 Bandit is a much larger robot torso situated on a mobile base. Its small stature, playful 
face, and moveable, rubber-covered wire lips are reminiscent of a mannequin. Researchers 
deliberately tried not to make the robot too human as the complex facial structure could be 
overwhelming to their subjects. Bandit is programmed to perform simple facial expressions and 
movements, and researchers are working to give the robot the ability to make complex decisions 
in response to the child’s behavior (Mone). 
 KASPAR has a much more lifelike appearance than other therapeutic robots. While still 
much smaller than a human child this static robot can be much more expressive with its face 
given its eight degree of freedom head and three degree of freedom arms. This robot is mounted 
with a large number of tactile sensors and encourages the children to interact with it using cause 
and effect games.  
 
 
Goals 
 The primary goal of this project was to create a robust, flexible and easily extensible 
software package for the operation of the robot, PABI. A picture of PABI's front view can be 
Figure 3 - Autism therapy robots (left to right: Keepon, Bandit, KASPAR) 
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seen in Figure 2. The robot was designed with the intention of facilitating diagnosis and therapy 
between clients with autism and a therapist. Since the diagnosis of autism requires a great deal of 
observation, much of which is subjective, having the robot record therapy sessions for later 
review and objective analysis is one of PABI's primary functions. The robot needed to be able to 
see and hear the patient and transmit that information to a therapist. Examples of such observed 
information include length of eye contact and engagement with the robot. Interactions with the 
patient required that the robot be able to move and speak in ways that mimicked human 
emotions. Included in the design is a sample application that mimics one of the techniques used 
in applied behavioral analysis, namely the use of flash cards to identify objects and facial 
expressions.  
 The robot was designed to function either in a fully autonomous mode or as a remote 
avatar for the controlling therapist with both semi-autonomous or manual control modes. This 
allows a therapist to send PABI home with a client for extended therapy sessions during hours 
when the therapist is not otherwise available. Additionally the remote operation of the robot by 
the therapist can alleviate the need for the client to travel, a situation which some patients and 
their caregivers may find stressful. A further advantage of the system is that it may be able to 
help provide care in areas where access to qualified clinicians is limited. 
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A generalized list of goals for this project are shown below. 
Required 
 build an extensible software architecture to enable rapid development of clinically viable  
applications 
 implement control via Robot Operating System (ROS) nodes 
 control the robot motors via the NR DyIO 
 Expected 
 achieve functional stereo vision using the robot's eyes 
 build kinematics model for the robot 
 read data inputs from the NR DyIO 
Desired 
 create a sample application for demonstration of ABA therapy 
 run the system as a distributed process across multiple machines 
 build a face tracking application 
 make a remote therapist interface 
 enable audio, video, and robot motion recording of a therapy session 
 improve the robot design and prepare for demonstration clinical use  
12 
 
Design Methodology 
Requirements 
 The robot was originally intended for use by the children both in a therapists office, 
special education classroom, and at home as an enhancement to continuous care. The robot 
needed to be able to act as an autonomous toy, and a remote avatar for the therapist. Due to the 
need for remote operation of the robot and the need for a touch screen interface for use with the 
sample ABA application, distributed computing needed to be considered a priority.  
 To facilitate remote use of the robot by a therapist and to aid in the diagnostic and 
treatment processes, the robot needed to be able to stream and record audio, visual and positional 
data. This improves the level of quantitative data available to the therapists for assessment, 
including such information as duration of the child's eye contact and body motions. 
 It was determined that the robot would need to be robust enough to survive the rigorous 
treatment that a child gives to a stuffed animal. This meant that it would have to survive being 
dropped, picked up by different parts and being forced in various direction.  
Platform 
Electrical Design 
 The electrical system of the robot can be broken down in several components. The servo 
motors used to drive the robots actuation are all connected to the control  electronics. This 
controller also interfaces with all of the digital and analog sensors present in the robot, including 
monitoring of the system voltage. The webcam eyes of the robot, speaker and control electronics 
are all connected to a control computer via a USB hub. The control computer can then interface 
via wired or wireless network to a remote touch screen used by the patient in the course of 
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therapy or a computer being used by a therapist administering a treatment session. See Figure 4 - 
Electronic design layout overview for more details.  
 
 
Power Requirements 
 PABI is designed to be run by a battery from within its lower body structure. To facilitate 
the software design and testing process an external connection to a temporary variable power 
supply was installed. The 2 DoF head motors are Hi-Tec HS-485HB servos. The remaining 
motors are Hi-Tec HS-55 servos. These servos were chosen for their low cost and high 
reliability. These servos can draw up to approximately .5 amps at 4.8V to 6V. With up to twelve 
servos on the robot a 5V, 6 amp power supply was needed. Should additional DoF servos be 
added to the DyIO's other rail, the power requirements will need to be reassessed. The software 
makes use of the DyIO's internal batter voltage monitor and broadcasts that information so that 
the robot can give an appropriate warning when it's battery is low to prevent an abrupt shutdown. 
Figure 4 - Electronic design layout overview 
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External Sensors 
 The software and control electronics can support additional external and internal sensor 
packages. One of the expected uses of these sensors is an internal temperature sensor to monitor 
the heat buildup of the control electronics within the body and head of the robot. Additional 
options include touch sensors at various points on the robot to give greater physical interactions 
with the child during therapy sessions. Any of the 12 sensor input channels to be changed to a 
servo output for additional motors, however the operational voltage for the analog sensors is 
limited to 5V.  
Physical Design 
 The robot's structure is split into two main parts: the base and the head. The base of the 
robot contains the speaker and wing servos. Space has been provided for a battery, power 
electronics and a control computer which will ultimately reside in the base. The head includes its 
positional servos as well as the facial motors, motion control electronics, and eye cameras with 
microphones. See Figure 5 - Cross section with component layout for more details.
 Figure 5 - Cross section with component layout 
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 1) Degrees of freedom: The robot's current design includes eight degrees of freedom 
(DoF) with plans to add an additional four.  
 The head (2 DoF) allows for up to 90° of motion from side to side and 30° degrees 
vertically.  These positional servos are Hi-Tec HS-485HB servos which have a 180° range of 
motion, a maximum torque of 83.3 oz-in and a maximum speed of .18 sec/60°. Full use of the 
range of motion of these motors is restricted by the robot's skull in the case of pitch and the 
elastic bands which keep the head covering in place for the yaw. These servos are different from 
all of the other servos in the robot due to the increased torque needs to move the full head 
assembly. An isolated view of the head gimbal can be seen in Figure 6 - Head assembly for more 
details.  
 
 
 2) Eyes: Two eyes (3 DoF total) The eyes have a shared pitch but independent yaw. This 
allows the eyes to individually track objects and converge on them for depth perception. The 
eyes are actuated by means of Hi-Tec HS-55 servos which have a 180° range of motion, a 
maximum torque of 18 oz-in and a maximum speed of .14 sec/60° Each eye has approximately 
40°  of motion and are set 105mm apart. The physical limits on the eye yaws allow PABI to 
focus on objects approximately 300mm and further away. The USB webcams used are Logitech 
Figure 6 - Head assembly 
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Quickcam Communicates MP S5500. These were selected as easy to integrate off the shelf UVC 
cameras. An isolated view of the of the eye pitch and yaw assembly can be seen in Figure 7 - 
Eye assembly. 
 
 3) Wings: Two wings (1 DoF each) are present to allow the robot to further emote and 
point.  Due to their location and size, these appendages are likely to be one of the most roughly 
treated parts of the robot. The wings are made of a thin polycarbonate plastic and will bend 
without breaking if forced in a direction other than their intended plane of operation. The wings 
of the robot are also detachable and held in place with powerful magnets that allow the wings to 
detach if pulled on to avoid damage to the motors. The detached wings can be easily reinserted 
into their mounts where the magnets will reengage with the servos. Details of the wing assembly 
can be seen in Figure 8 - Wing assembly.  
Figure 7 - Eye assembly 
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 4) Beak: The beak (1 DoF) allows the robot to move its mouth up to 20 degrees while 
sound is playing to mimic speech. This assembly has been split in half to allow for ease of 
assembly and service. See Figure 10 - Beak assembly for details. 
Figure 8 - Wing assembly 
Figure 9 - Wing compliance 
18 
 
 
 
 The software anticipates an additional DoF on each wing for enhanced utility and a pair 
of eyelids to make the robot more expressive. These additional DoF proved difficult to 
incorporate into the existing robot hardware and were not used at the completion of this project. 
 5) Compliance: PABI is designed to work with children with autism both within a 
therapist's office and the child's home. As such it was important that the robot be durable to 
withstand the rigorous treatment it may be subjected to by the child when not in the protected 
environment of the therapist's office. To this end, the robot's hollow plastic core was wrapped in 
a high density pliable foam to make the robot both durable and soft to the touch. This foam was 
wrapped in elastic to keep it secured to the robot's base. Future plans include the use of servo 
savers and cable driven wings as the detachable nature of the wings have the potential to be a 
traumatic experience for the child. 
Figure 10 - Beak assembly 
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 6) Access: To facilitate access to the electronics inside the robot, the cloth covering of the 
robot has been split into two pieces. The covering for the head is held in place with Velcro along 
the center of the head and around each eye socket and made easily removable. The lower 
covering wraps around PABI and is attached to the compliance material and fastened with 
Velcro behind the robot's back. While a simple hatch was originally installed in the hard plastic 
sphere that serves as the robot skull, it provided insufficient accesses to the electronic and was 
subsequently replaced. The skull has now been split down the middle and requires only the 
removal of a few screws for full access the electronics inside. The head covering of the robot 
attaches to the main body of the robot by a series of elastic bands and easily detachable snaps 
(shown in Figure 11 - Robot rear view compliance materials). This allows the robots head to 
rotate to its extents without significantly affecting the overall look of the cloth covering. Access 
to the speaker, wing motors and other electronics are through the base of the robot which is 
Figure 11 - Robot rear view compliance materials 
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normally only covered by the robot's lower cloth outer covering which secures behind the robot 
with more Velcro. 
 
 
7) Control Electronics: In order to actuate the robot, a controller for the motors was needed. A 
simple servo controller was considered for the robot. However given that the robot required a 
variety of inputs in addition to motor output, and the support available in lab, the Neuron 
Robotics DyIO was chosen. Located inside the robot's head is the motor control and sensor input 
lynchpin of PABI's design. The DyIO contains 24 input/output channels and is currently 
configured to run 12 motors (the eight DoF discussed earlier and the planned additional 4 DoF). 
The remaining 12 channels are set as eight digital inputs and four analog inputs. These inputs are 
not used in the current configuration of the robot but the data from all 12 channels is still read 
supported by the software. Minor changes to the software can allow any of the remaining 12 
sensor channels to be changed to a servo output for additional motors, however the change in rail 
voltage would also require that the analog inputs have additional circuitry to limit the operational 
voltage to 5V to avoid damaging the DyIO. On the DyIO controller, only ports 8-15 can be set as 
Figure 12 - Robot head accessibility 
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analog, but any port can be set as a digital input. For layout of DyIO ports see Figure 13 - DyIO 
controller layout. 
 
 
 The controller is operated by means of a java program running on the main computer of 
the robot. In order to make the java program properly interface with the ROS node software, a 
network socket handles communications passing data back and forth. Details of this system can 
seen in the description of the dyiocontroller node (Nodes, pg 25). Physical connection is via a 
USB hub in the robot's torso. Other methods of connecting to the DyIO include Bluetooth 
support but this option was not explored was not considered because plans for a computer inside 
PABI made it unnecessary.  
Figure 13 - DyIO controller layout 
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Software Design  
 As one of the primary requirements for PABI is remote operation and the desire to make 
the software easily extensible for a variety of applications and configurations, the Robot 
Operating System was selected. ROS is an open-source, meta-operating system. It provides 
hardware abstraction, low-level device control, implementation of commonly-used functionality, 
message-passing between processes, and package management. It also provides tools and 
libraries for obtaining, building, writing, and running code across multiple computers (Willow 
Garage).  
 The implementation of ROS topics and services allows for a very flexible hardware 
configuration. As such the various nodes can be run across several different computers with a 
minimum of reconfiguration. This allows for the robot to be operated by a remote therapist over 
a wireless connection or via a laptop tethered to the robot as well as having the robot act as an 
Figure 14 - Top down access view of the DyIO 
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autonomous "toy." This distributed system permits the control computer within the robot itself to 
be much more simplistic and shift computational load, such as image processing, to peripheral 
computers. 
 ROS is available to work with multiple operating systems. However, since the build for 
Windows is listed as unstable, the Linux version using Ubuntu 12.04 was selected. Original 
attempts at creating the ROS interface in ROS Fuertes proved difficult, as many of the changes 
from ROS Electric (the previous version) had not been accounted for in the tutorials available 
from ros.org. Additionally, rosjava, which was part of the original design for the DyIO interface 
is not currently supported in Fuertes. This necessitated a rollback to ROS Electric and Ubuntu 
11.10. 
 The layout of the software consists of eight primary nodes as shown in Figure 15 - ROS 
node map generated by ROS' rxgraph tool. The dyiocontroller node handles all of the interfaces 
between the rest of the program and the DyIO hardware. The fwd_kinematics and inv_kinematics 
nodes keep track of the robot's current joint and task space configurations using the built in 
frame transformations available in ROS. Pabi_audio and sound_play nodes handle all of the 
outgoing audio played through the robot's internal speaker. The gui_node provides the visual 
interface for the sample flashcard application on an external touch screen. The uvc_camera node 
contains the software for interfacing with the two Logitech webcams located in the robots eyes 
and is linked with a stereo processing node (pabi_stereo_proc) which performs analysis on 
stereo images. The right and left image_view nodes stream the video from their respective 
cameras to the screen for the therapist to examine. Additional ROS tools, such as the rviz node 
and rosbag are available as debugging tools for visualizing the robots kinematics chain and is not 
required for normal operation of the robot.  
24 
 
 
Figure 15 - ROS node map generated by ROS' rxgraph tool 
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Nodes 
 The following ROS nodes were all developed as part of this project. 
 1) dyiocontroller: As the DyIO API is only available in java, original considerations for 
the DyIO interface included two nodes using rosjava for interfacing with motor control and 
sensors as separate processes. However, because the DyIO supports only one connection at a 
time a combined interface node was needed. Attempts to configure a rosjava node for the 
interface were not successful, so a significant amount of time was devoted to building an 
interface between the java program that runs the DyIO and the python based dyiocontroller node. 
A network socket was used to interface between these two programs. This node handles all 
communication between the DyIO and the rest of the software. This architectural choice allows 
the java server program to run on a very simple computer in the robot while the rest of the 
program nodes operated on other computers which can help bring down the cost of the robot.  
 This pair of programs handles all of the coordinated motion for the robot. All of the 
motor parameters are loaded at runtime from the Motor_Param.launch file and can be easily 
adjusted to account for new motor offsets, range of motion or changes to a port configuration. 
The node offers functionality to set any servo to a given position or all of the servos at once. This 
system allows for each motor to be given a position and time. The controller then linearly 
interpolates the output to the servos allowing for a slower controlled movement. This permits a 
wider range of options for mimicking human emotion or actions.  
 Communications between the dyiocontroller node, written in python, and the 
pabi_server.jar java file is accomplished by a simple string parser. All data packets passed in 
either direction start with four characters that tells the parser how to interpret the remaining data. 
Each four characters after that is a segment of data. For example to send the command to set the 
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left eye yaw position (LEYP) to its center position (0127) over half a second (0500) the 
controller would send "LEYP01270500/n". The new line character is included as a means of 
delimiting between commands. For setting the positions of all the motors the first four characters 
are the command abbreviation followed by the motor position and time parameter for each 
motor. 
 Data is streamed to the system asynchronously to reduce lag caused by querying the 
sensor inputs. The node publishes the current commanded positions for the motors as well as the 
current positions of the motors as they interpolate over slow moves. Additional topics published 
include the state of the analog and digital inputs and battery voltage. Services available from this 
node include setting a single motor position for any motor and setting all of the motors to 
individual positions. Software limits on the values being sent to the DyIO for motor positions is 
limited by the dyiocontroller node prior to transmission. These limits can be found in the 
MotorParam.launch file. 
Services Command Abbreviations Notes 
/set_pos_beak BEKP  
/set_pos_eye_pitch EYPP  
/set_pos_head_pitch HDPP  
/set_pos_head_yaw HDYP  
/set_pos_left_eye_yaw LEYP  
/set_pos_left_wing1 LWSP  
/set_pos_right_eye_yaw REYP  
/set_pos_right_wing1 RWSP  
/set_pos_left_lid LELP Not currently implemented 
/set_pos_right_lid RELP Not currently implemented 
/set_pos_left_wing2 LWEP Not currently implemented 
/set_pos_right_wing2 RWEP Not currently implemented 
/set_pos_all_joints ALLP  
 
Table 1 - dyiocontroller services 
 2) fwd_kinematics: ROS provides a kinematics transformation package, named tf, that 
allows for great ease translating between frames of reference. Each frame has a parent and a set 
of six parameters that determine its location: an x, y, z translation, and roll, pitch, yaw. The 
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frame names each correspond to their associated motor with '/world' being the overall parent 
frame for the system. The frames for left_eye_socket, right_eye_socket, head_center and 
arb_point are used by the inv_kinematics nodes to calculate angles for face tracking. 
 These transformations are time stamped and broadcast continuously and adjust to the 
current positions of the motors allowing for recording and playing back of the robots pose during 
the recorded session. A frame of reference is supplied for each DoF. Broadcasting a frame of 
reference includes a time frame that can be used to synchronize transformations across disparate 
frames. These frames are updated every time the dyiocontroller node publishes the current 
positions of the motors. This node must be launched as part of a launch file that includes a node 
broadcasting on the cur_joint_pos topic and is not meant to be run by itself.  An example frame 
transform is shown here: 
 quat = tf.transformations.quaternion_from_euler(roll, pitch, yaw) 
 self.tfBroadCast.sendTransform((x, y,z), quat, rospy.Time.now(), 
'/child', '/parent')  
 
 3) inv_kinematics: The inverse kinematics for PABI were programmed with a face 
tracking application in mind. As such, the services offered by the node take an x, y, z coordinate 
for an arbitrary point in the world frame and a time. These services allow the robot to look at the 
given point in space using the transformations received from queries of the forward kinematics 
node. The services available are glance, which turns the each of the robot's eyes to align with the 
vector to the arbitrary point in space, face, which aligns the centerline of the head with the vector 
to the arbitrary point  and look. This last service attempts to mimic normal human eye movement 
by moving the eyes to look quickly (using half the time specified) and then back to their neutral 
positions (again over half the time specified) as the head continues to move to the proper 
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alignment. These frame transformations can be described by the equations found in Table 2 - 
Frame of reference transformations 
 
        
         
     
                 
      
 
        
           
       
           
     
                 
      
          
         
            
         
          
          
       
        
           
      
          
               
           
               
            
         
          
          
       
        
           
      
          
                
           
                
            
         
          
          
       
        
           
      
Table 2 - Frame of reference transformations 
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Figure 16 - Kinematics frames hierarchy 
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 The ROS tf package greatly simplifies this matrix multiplication. By selecting the correct 
frames of reference one can quickly get the relative translation and rotation between any two 
connected frames. Additionally, ROS provides the ability to look at previous transforms within 
its buffer. The above frame transformation in ROS looks like this: 
 listener = tf.TransformListener() 
  (ALtrans, ALrot) = listener.lookupTransform('/arb_point', 
'/left_eye_socket', rospy.Time(0)) 
 4) gui_app: This node represents the sample application created for use with PABI 
mimicking one variety of ABA therapy. This sample application is designed to run on a separate 
touch screen interface such as a tablet PC that the child can interact with.  
 A deck of flash cards representing a variety of actions, objects, colors, facial expressions 
and animals is preloaded from the pic_res.launch file on startup. The questions or instructions 
associated with these cards is located in the cards.launch file and contains a list of sounds to be 
played in order to piece the instructions together from the sound bites available in the 
sound_res.launch file. Additional card pictures, sounds and instructions can be easily added to 
these to files to adjust the size or composition of the deck to meet the needs of an individual 
client. 
 
  Figure 17 - Sample flashcard application screen shot 
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 5) pabi_audio: This node make use of the audio_common_msgs package available from 
ROS for transporting sound. The pabi_audio node processes the attributes of the sound files to 
be played and ensures that multiple incoming sound requests do not conflict. This information is 
then published to the robotsound topic. All of the sound files that PABI uses are split into 
smaller word chunks to better allow for coordination between the sound and mouth movement as 
well as allowing for the construction of other sentences for future applications. Additionally, this 
node is responsible for coordinating the beak motion during speech. The beak is programmed to 
open and close once for each sound file played. Since most of the sound files have been split into 
single words, this gives a reasonable impression that the robot is talking. Descriptions of these 
sound files can be found in the sound_res.launch file and contains the relative file path to the 
sounds and their duration. 
 The following nodes used in this architecture are available for download from the ros.org 
website. 
 6) sound_play: The sound_play package provides a ROS node that translates commands 
on a ROS topic (robotsound) into sounds. The node supports built-in sounds, playing 
OGG/WAV files, and doing speech synthesis via festival. C++ and Python bindings allow this 
node to be used without understanding the details of the message format, allowing faster 
development and resilience to message format changes (Willow Garage). This node handles the 
hardware interface to the speaker located in the robot's chest. 
 7) uvc_camera: This node is actually a collection of node(let)s that stream images from 
USB cameras (UVC) and provide CameraInfo messages to consumers. Includes a two-camera 
node that provides rough synchronization for stereo vision (Willow Garage). The camera_umd 
stack is part of the unstable ROS distribution, and so the source must be downloaded  from 
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http://ram.umd.edu/git/ros/camera_umd.git by clicking on the “snapshot” link for the latest 
version. Each camera uses a .yaml file for its calibration which can be generated by the 
calibration program included with the uvc_camera package. Any changes to the camera 
resolution or frame rate will require a complete recalibration of the cameras. There are also some 
lines within the uvc_cam.cpp source file that may need modification. There is a group of calls to 
a “set_control” function that sets various parameters for the camera at the hardware level. If 
these parameters are set to values outside of the camera's range, or parameters are set which the 
camera does not support, an “unable to set control: Input/output error” message will be displayed 
and none of the parameters will be set. To determine which parameters can be set and what their 
value ranges are, go to  GUVCViewer and click the “Save” button at the bottom of the controls 
window to save a configuration file. Open this file with a text editor to see the parameters your 
camera supports. The parameters in the launch file for starting the camera node set the camera 
resolution and number of frames per second. These parameters must be set to values which your 
cameras support, which can be determined using the GUVCViewer application available for 
Ubuntu. For more information on calibrating the cameras visit: 
http://www.ros.org/wiki/camera_calibration/Tutorials/StereoCalibration. 
 Because both webcams are identical and plugged into a USB hub located inside the 
robot's body, they will assign themselves randomly on startup to the lowest two available 
/dev/video ports. To bypass this issue, a python script, launcher.py was written to query the 
video ports and examine the cameras' serial numbers. The script then edits the xml launch file for 
the robot to set the device path for the cameras accordingly. This script must be run each time the 
robot is powered on and the cameras are to be used. The images can be viewed remotely by a 
therapist, recorded or used for other applications such as face or object tracking. Viewing is 
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accomplished by use of the image_view node available from ROS. To display the image, the 
right/image_raw or left/image_raw topic must be remapped to the image_view's image topic. 
This can be done in the launch file which starts the image_view node. 
 8) stereo_proc: This node is part of the image pipeline provided by ROS which sits 
between the stereo camera drivers and vision processing nodes. The stereo_image_proc performs 
the duties of image_proc for both cameras, undistorting and colorizing the raw images. Note that 
for properly calibrated stereo cameras, undistortion is actually combined with rectification, 
transforming the images so that their scanlines line up for fast stereo processing.  
stereo_image_proc will also compute disparity images from incoming stereo pairs using 
OpenCV's block matching algorithm. These are best inspected using stereo_view (Willow 
Garage). This node publishes both color and monochrome images, rectified and unrectified, as 
well as disparity maps and point clouds. 
 9) rviz: The rviz package is not part of the software necessary to run the robot. However 
it is a very useful tool for visualizing kinematics during the robot's operation. Until an effective 
therapist interface is in place, rviz can serve as a useful way for an operator to estimate the 
robot's pose while working remotely. The rviz package is occasionally unstable and may need to 
be restarted manually if it crashes on startup. 
 10) rosbag: This is a set of tools for recording from and playing back to ROS topics. It is 
intended to be high performance and avoids deserialization and reserialization of the messages 
(Willow Garage). Rosbag can be configured to record some or all of the topics broadcast by the 
robot. Timestamps and metadata can both be added to or modified when writing to the bag files 
for additional information. Rosbag in this software package is currently set by default to record 
all information broadcast on all topics for later review by a therapist.  
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Other files 
 Several launch files were created for use with this system architecture. Roslaunch is a 
tool for easily launching multiple ROS nodes locally and remotely via SSH, as well as setting 
parameters on the parameter server. The parameter server is a process by which the various 
nodes share variables. Each variable can be public, private to a specific node, or located within a 
specific namespace and available only to nodes in that namespace. Roslaunch takes in one or 
more XML configuration files (with the .launch extension) that specify the parameters to set and 
nodes to launch, as well as the machines that they should be run on (Willow Garage). Launch 
files can contain other launch files. This allows for larger complex programs to be edited in a 
modular fashion instead of a single monolithic file. Swapping and testing of various nodes and 
their interactions are best accomplished through the creation of custom launch files or editing of 
the provided examples. 
Figure 18 - Kinematics chain visualization provided by the rviz tool 
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 The Motor_Param.launch file contains all the information that the dyiocontroller node 
needs to initialize and control the DyIO's output channels. In addition to the servo parameters it 
also holds the values of the arbitrary point in space used by the inv_kinematics node. The 
parameters for each of the 12 servo ports includes the physical port on the DyIO. The servo's 
default (or 0°), minimum and maximum position values. It is important to note that if the motor 
is ever physically disengaged from the robot, all three of these values must be recalculated. It is 
recommended to use the NR Console from Neuron Robotics for this task. The scaling factor to 
turn the output from degrees to the non-engineering unit motor output value. This value should 
be checked against the actual range of motion of the servo and its associated positional values. 
The four character code for the command to set the position of that particular motor. It is 
important to note that this node only contains variable information for use with the 
dyiocontroller node and is not meant to be used on its own.  
Example:  
<param name="beak/port" type="int" value="14" />  
 Which physical port this servo is plugged into on the DyIO. 
<param name="beak/max" type="int" value="150" /> 
 The maximum safe value to set this servo to.  
<param name="beak/min" type="int" value="110" /> 
 The minimum safe value to set this servo to. 
<param name="beak/zero" type="int" value="127" /> 
 The default startup position for the servo. This value is also the 
position that the software uses for zero degrees on this axis. 
<param name="beak/scale" type="int" value=".5" /> 
 This is the ratio of the non-engineering unit count number to degree 
ratio for this servo. 
<param name="beak/abbr" type="string" value="BEKP" /> 
 This is the four character abbreviation for the command to set this 
servo's position in the DyIO 
 The pabi_stereo_cam.launch file must be edited by launcher.py prior to executing each 
time the robot is powered on. If this has not occurred there is a chance that the left and right 
cameras will be read as their counterpart. This particular version of the launch file includes the 
uvc_stereo nodelet, the stereo_image_proc nodelet and two image_view nodes mapped to each 
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camera. This file contains the necessary parameters to initialize the USB cameras: resolution, fps 
(frames per second), device port, location of each camera's .yaml calibration file. Note that in 
order for the stereo vision to work correctly, the stereo_node must be located in the "stereo" 
namespace. Additionally, the “frame” parameter name must be changed to “frame_id” for the 
stereo node to recognize it and set it. The value is set to “wide_stereo” by default, but can be 
changed to preference. 
Example: 
<!--Define namespace--> 
<group ns="stereo"> 
 <!--Start stereo camera node--> 
 <node name="uvc_camera_stereo" pkg="uvc_camera" type="stereo_node"> 
     Set all camera parameters 
     <param name="width" type="int" value="640" /> 
     <param name="height" type="int" value="480" /> 
     <param name="fps" type="int" value="15" /> 
     <param name="frame_id" type="string" value="/stereo_frame" /> 
     
     <!--Declare ports for the cameras. These two lines are edited by 
launcher.py to insure the cameras are on the correct ports. --> 
     <param name="left/device" value="/dev/video2" /> 
     <param name="right/device" value="/dev/video1" /> 
 
     <!--Location of the camera configurations file for video 
rectification. --> 
     <param name="left/camera_info_url" type="string" value= 
"file://$(find uvc_camera)/left_camera.yaml" /> 
     <param name="right/camera_info_url" type="string" value= 
"file://$(find uvc_camera)/right_camera.yaml" /> 
   </node> 
 
     <!-- Start stereo image processing node--> 
 <node name="pabi_stereo_proc" pkg="stereo_image_proc" type= 
"stereo_image_proc" /> 
  
 <!--Start image view nodes and remap the input to respective camera 
output--> 
 <node name="right_image_view" pkg="image_view" type="image_view" > 
  <remap from="image" to="right/image_raw" /> 
 </node> 
  
 <node name="left_image_view" pkg="image_view" type="image_view" > 
  <remap from="image" to="left/image_raw" /> 
 </node> 
</group> 
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 Sound_res.launch contains all the file path and duration information for all of the sound 
files accessed by PABI. This includes the relative file path for each file and the duration of the 
sound clip in milliseconds. The lock parameter is set and reset during operation to prevent 
additional sounds from playing over one another. A parameter on the server was used rather than 
a local variable to circumvent scope issues arising from the use of multiple threads. This file 
contains only variable information and is not meant to be launched by itself.  
Example: 
<!--Lock to prevent multiple sounds from backing up in play queue--> 
<param name = "lock" value= "0" /> 
<param name = "sound/1/file" value = "$(find pabi_audio)/resources/ 
please_1.wav" /> 
<param name = "sound/1/time_ms" value = "721" /> 
 
 Image resources are stored in pic_res.launch. All of the pictures have been cropped to the 
same size. This file contains only the relative file path information for the picture files and is not 
meant to be launched by itself.  
Example: 
<param name = "pic0" value="$(find pabi_gui)/resources/juice.gif"/> 
 Cards.launch is meant to used with the sample application. It contains the number of 
flash cards in the deck. Each card has an array of integers that correspond to the sound numbers 
in sound_res.launch. This file is not meant to be used on its own.  
Example: 
<!-- Change this number when adding additional cards! --> 
<param name = "NumberOfCards" value = "20" /> 
<!-- Please touch something that you drink --> 
<param name = "card0" value = "1, 5, 7, 10, 11"/>  
 
 The All_Nodes.launch file is designed to launch all of the relevant nodes to have the 
robot fully operational and running the sample flashcard application. In addition to started the 
required nodes, roslaunch allows launch files to include other launch files. This property allows 
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for much more flexibility and smaller easier to edit launch configurations. This particular 
configuration includes both the rviz pose visualization and image_view nodes for both cameras.  
Example: 
<launch> 
 <!--Start the various nodes--> 
 <node name = "dyiocontroller" pkg = "dyiocontroller" type = 
"dyioclient.py"/> 
  <param name = "jar_loc" value = "$(find 
dyiocontroller)/nodes/PabiServer.jar" /> 
 </node> 
 <node name = "sound_play" pkg = "sound_play" type = 
"soundplay_node.py"/> 
 <node name = "pabi_audio" pkg = "pabi_audio" type = "speech.py"/> 
 <node name = "fwd_kinematics" pkg = "fwd_kinematics" type = 
"pose_update.py" /> 
 <node name = "inv_kinematics" pkg = "inv_kinematics" type = 
"InvKinematics.py" /> 
 <node name = "rviz" pkg = "rviz" type = "rviz" /> 
 
 <!--Launch other launch files for the shared parameters--> 
 <include file = "$(find pabi_audio)/launch/sound_res.launch"/> 
 <include file = "$(find dyiocontroller)/launch/MotorParam.launch"/> 
 <include file = "$(find uvc_camera)/launch/pabi_stereo_cam.launch" /> 
 <include file = "$(find pabi_gui)/launch/app.launch"/> 
 
 <!--Operation mode--> 
 <param name = "op_mode" type = "string" value = "AUTO" />   
</launch> 
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Results And Discussion 
 This project's primary goal was to build an extensible software architecture for a 
humanoid robot for use in the therapy and diagnosis of autism. The robot's control system was 
implement via the ROS node structure which allows for easy reconfigurations between various 
therapeutic and diagnostic applications. These ROS nodes also allowed the building of a 
kinematics model for the robot for pose estimation. The program interfaces and controls the 
robot's motors using the Neuron Robotics DyIO, as well as a variety of digital and analog inputs. 
Streaming video from the stereo webcams in the robots eyes can be watched live or recorded for 
later review to aid in the treatment process. These processes have been run across multiple 
computers as proof of concept for the distributed system architecture that will permit the remote 
operation of the robot by a therapist. Additional efforts to improve the robotic platform were 
made. These included improved access to the control electronics and the addition of PABI's 
wings, beak and audio capabilities. Finally, a sample application for demonstration of ABA 
therapy was created using a variety of electronic flash cards that the robot interacts with. 
 Several parts of the original design had to be reexamined once the process of 
implementing the software was underway. From a software perspective, a rosjava node for the 
control of the DyIO would have been ideal. However, a lack of working tutorials on how to set 
up a customized node required the redesign into the client/server system described in the 
Software Design section (pg 22). The original design of PABI's skull did not allow for easy 
access to the electronics within and was replaced with the split skull model pictured in Figure 12 
- Robot head accessibility. Completion of the compliance portion of the robot, specifically the 
wings, brought to the attention of the design team the interference between the wings and the 
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outer covering of the robot. This severely limited the range of motion of the wings before the 
magnets holding them in place would disengage. 
Sample Application 
 One of the commonly used variations of play therapy in ABA is the use of flash cards. 
This application is designed to showcase potential interactions between the patient and the robot. 
The robot will display several cards to the patient and ask the child to touch one. The robot then 
responds based on the correctness of the answer. 
  A deck of 20 flash cards representing a variety of actions, objects, colors, facial 
expressions and animals is loaded on application startup. Additional card pictures, sounds and 
instructions can be easily added to adjust the size or composition of the deck to meet the needs of 
an individual client. Three cards are chosen at random and the instruction to touch one of them is 
relayed by the robot to the child. Once the child selects one of the cards, PABI will shake his 
head ask them to try again if the answer is incorrect and then repeat the question. If the child has 
selected the correct card PABI will positively emote by nodding his head and wings and praising 
the child for doing a good job. After a correct answer PABI selects a new set of three cards and 
repeats the process.  
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Figure 19 - Sample application flowchart 
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Conclusion 
 Future work on the PABI project should include a number of additional upgrades, many 
of which have already been planned for in the software design. Primarily, an intuitive interface 
for a therapist's computer or tablet PC is essential for the remote operation of the robot. This will 
allow the robot to be used in a semi-autonomous mode as well as full manual control. Other 
structured sample applications can be easily switched out with the current flashcard application 
to allow a wider variety of therapeutic options. With stereo camera vision implemented, further 
plans involve adding face and eye tracking to the robot to help increase its responsiveness to a 
patient. This can also aid in the assessment process of the child's level of engagement with the 
task at hand, a key element in diagnosis. Stereo sound analysis from the webcams could also be 
used to have the robot respond to noises in the environment. 
 Additional sensors for internal monitoring of the robot will become much more important 
as more of the control and power electronics move to permanently reside inside the robot's base. 
External sensors for determining other physical interactions with the child, such as touch sensors 
in the wings, will also aid in the creation of other therapeutic applications and increase the 
robot's ability to mimic emotions and respond to stimulus properly. 
 As discussed earlier, PABI has been designed with 12 DoF in mind. The current design 
uses only eight. Future mechanical design upgrades for the robot include an additional DoF on 
each wing and eyelids to assist in the robot's emotive capabilities. While the robot's large eyes 
and cartoon like appearance have been designed to make it appear non-threatening, many adults 
exposed to the robot were disconcerted by it. Nearly all the suggestions included smaller eyes 
and the addition of either eyelids or eyebrows. To aid in these suggestions, a redesign of the eye 
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gimbal to minimize the size of the eye sockets and eyes will allow for a greater range of motion 
from the eyes and produce more space for the mounting of eyelid servos. 
 Given the current interference between the wings and PABI's skin, other options for a 
two DoF cable driven system for the wings are being examined. This system will allow for 
compliance in all directions without the need for easily detachable wings.  
 To further enhance the compliance of the robot to resist potential rough treatment, the 
addition of spring loaded servo savers should be incorporated into both of PABI's head position 
servos. The type of treatment that PABI receives from test subjects may also indicate areas 
where additional compliance materials are needed to protect both the child and the robots 
electronics. 
 Today there are, without question, more people with autism than there are therapists who 
know how to assess and help them. While autism has no cure, intensive, continuous therapy, 
competently delivered to young children has shown great progress in ameliorating behavioral 
and developmental problems. Automated therapy devices and remotely operated therapeutic 
tools not only increase the amount of available therapy but also make it available wherever a 
family happened to live. Future adaptations and expansions of this software architecture should 
help to provide such tools and make remote therapy a much greater resource in the treatment of 
children with autism. 
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