Abstract. We study algebraic properties of Toeplitz operators on Bergman spaces of polyanalytic functions on the unit disk. We obtain results on finite-rank commutators and semi-commutators of Toeplitz operators with harmonic symbols. We also raise and discuss some open questions.
Introduction
The last twenty years have brought a lot of progress in the study of spaces of analytic functions and their operators. Particularly interesting to us are Bergman spaces and Toeplitz operators acting on them. One can notice the development of the field in several directions. One promising direction is to study these operators on Bergman spaces of different domains in C n . The other generalization concerns harmonic Bergman spaces. We choose to go to a different generalization, namely we would like to study algebraic properties of Toeplitz operators on Bergman spaces of polyanalytic functions on the unit disk D in the complex plane. For n ≥ 1, a function h is called n-analytic (or polyanalytic of order n) on D if it satisfies the generalized Cauchy-Riemann equation Throughout the paper, we use L p (D) (1 ≤ p ≤ ∞) to denote the space L p (D, dA), where dA is the normalized Lebesgue area measure on D. The n-analytic Bergman space A 2 n = A 2 n (D) consists of all n-analytic functions which also belong to the Hilbert space L 2 (D) (with inner product denoted by ·, · ). In other words, a function h belongs to A 2 n if and only if h is n-analytic and
The space A 2 1 is the familiar Bergman space of the unit disk. It is well known that A 2 1 is a closed subspace of L 2 (D). It turns out that the same thing holds for all n ≥ 1.
One of the first studies of A 2 n appeared in Košelev's paper [10] . We also refer the interested reader to Ramazanov's papers [14, 15] and Balk's book [6] and the references therein for more details about the structure of these spaces.
For any function f ∈ L 1 (D, dA), the Toeplitz operator T f is an integral operator defined by the formula (T f h)(z) = D f (w)h(w)K z (w)dA(w), for h ∈ A 2 n for which the integral on the right hand side is well defined for all z ∈ D. Here K z (w) is the reproducing kernel function of A 2 n . When f is a bounded function, T f h is defined for all h ∈ A 2 n and it is also given by T f h = P (f h), where P is the orthogonal projection from L 2 (D) onto A 2 n . The first study of Toeplitz operators on A 2 n seems to be Wolf's paper [18] . In the paper, Wolf considered Toeplitz operators T f where the function f is continuous on the closed unit disk. He showed that such an operator is unitarily equivalent to a compact perturbation of the direct sum of n copies of the Hardy-Toeplitz operator whose symbol is the restriction of f on the unit circle. As a consequence, a criterion for Fredholmness and a Fredholm index formula for T f were obtained.
The goal of the current paper is to use the reproducing kernels and Berezin transform to understand the algebraic and quantitative properties of Toeplitz operators on A 2 n . We show that certain analytic Bergman space results remain true in the new setting. In particular, we generalize the result of the first author [8] on finite rank perturbations of products of Toeplitz operators with harmonic symbols. Such a generalization is non trivial since the new Berezin transform is no longer one-to-one when n ≥ 2, unlike the analytic Bergman space case when n = 1. We hope to be able to deepen our understanding of operators on these function spaces in our future work.
Preliminaries
In this section we discuss in more detail the spaces A 2 n and their reproducing kernel functions.
We begin by showing that the evaluation functional at each point in the unit disk is bounded on A 2 n . Recall that the pseudo-hyperbolic distance between two points z and w in the disk is defined by |ϕ z (w)|, where ϕ z (w) = z−w 1−wz is the Moebius transformation of the disk that interchanges 0 and z. For z ∈ D and 0 < r < 1, let E(z, r) = {w : |ϕ z (w)| < r} be the pseudo-hyperbolic disk of radius r centered at z. It is well known (see [19, Proposition 4.4] ) that E(z, r) is the Euclidean disk of radius R centered at c, where
and R = 1 − |z| 2 1 − r 2 |z| 2 r. SinceR = R − |c − z| = (1 − |z| 2 )r 1 + r|z| > 0, we see that E(z, r) contains the Euclidean disk {w : |w − z| <R}. In [13, Lemma 5], Pavlović showed that there is a constant C > 0 such that for any h ∈ A 2 n , z ∈ D and 0 < δ < 1 − |z|,
Pavlović in fact studied spaces of polyharmonic functions but since any nanalytic functions is also n-harmonic, his lemma may be used in the current setting. Applying (2.1) with δ =R and using the inclusion {w : |w − z| < R} ⊂ E(z, r), we obtain
where C r is independent of h and z. This implies that A 2 n is a closed subspace of L 2 (D) and that the functional h → h(z) is bounded on A 2 n for any z ∈ D. Therefore there is a function
n . It can be showed (see [10] ) that
Using properties of reproducing kernel functions we obtain, for z ∈ D,
The normalized reproducing kernel at z is defined by
Using the formula 1 − |ϕ z (w)
we obtain
The last formula shows that (1 − |w| 2 )|k z (w)| → n as |ϕ z (w)| → 0, that is, for any ǫ > 0, there is a δ > 0 such that (1 − |w| 2 )|k z (w)| − n < ǫ for all w, z ∈ D satisfying |ϕ z (w)| < δ. This implies that there is a number 0 < r < 1 such that (1 − |w| 2 )|k z (w)| > n/2 ≥ 1/2 whenever |ϕ z (w)| < r. Using this we obtain the following estimate.
Lemma 2.1. There is a constant c > 0 such that for any function h ∈ A 2 n and any w ∈ D,
Proof. Let r be the number mentioned in the paragraph preceding the lemma. Since
Set c = 4C r . The conclusion of the lemma follows.
The last lemma of this section, which is well known in the case of analytic Bergman space, is a consequence of the fact that K z → ∞ as |z| ↑ 1 and n-analytic polynomials are dense in A 2 n . Lemma 2.2. We have k z −→ 0 weakly as |z| ↑ 1. As a result, for any f ∈ A 2 n , lim
Weighted Berezin transform
For any real number α ≥ 0, the weighted Berezin transform B α is defined by
Note that B 0 is just the standard unweighted Berezin transform. It follows from the mean value theorem for harmonic functions that if u ∈ L 1 (D) is harmonic, then B α u = u. Fixed points of B 0 (even in the setting of the unit ball in higher dimensions) were studied by Ahern, Flores and Rudin in [4] . In the current setting of the unit disk, their results say that all fixed points of B 0 are integrable harmonic functions. This is not true for all B α and the interested reader is referred to [19, Chapter 6] and the references therein.
By a change of variable, we see that
This shows that B α u is a real analytic function on D, hence it is infinitely differentiable.
There is a relation between B α+1 and B α that involves the invariant Laplacian∆. Recall that ∆ =
∂z∂z is the ordinary Laplacian. The invariant Laplacian is defined by (∆u)(z) = (1 − |z| 2 ) 2 (∆u)(z) for any twice differentiable function u on D. 
This shows that for such u,
Lemma 3.1 implies that for any integer k ≥ 1, we have
It was showed by Ahern andČučković in [2] that the Berezin transform B 0 and the invariant Laplacian∆ commute in the following sense: if u is in C 2 (D) such that both u and∆u belong to L 1 (D), then∆B 0 u = B 0∆ u. By applying this identity multiple times, we see that if u is 2s times continuously differentiable such that u and (
for any polynomial q of degree s.
In the study of finite sums of finite products of Toeplitz operators with bounded harmonic symbols, one often encounters the problem of classifying integrable functions u for which B 0 (u) satisfies certain conditions. The following theorem due to N.V. Rao [16] shows that for locally bounded u, B 0 u cannot be of the form f 1ḡ1 + · · · + f mḡm with analytic functions f 1 , . . . , f m and g 1 , . . . , g m unless u is harmonic. The proof uses recent results on finite rank Toeplitz operators (with distributional symbols) on the analytic Bergman space. In fact Rao considered u ∈ L 1 (D) without any boundedness assumption but the conclusion is different and we do not need it here for our goal. . . , g m , Theorem 3.3 in [7] shows that the function f 1ḡ1 + · · · + f mḡm is harmonic if and only if (
In particular, when m = 1, we have (f 1 − f 1 (0))(g 1 − g 1 (0)) = 0, which implies either f 1 or g 1 is a constant function.
Toeplitz operators on A 2 n
Recall that for any function f ∈ L 1 (D, dA), the Toeplitz operator T f is defined by the formula
for h ∈ A 2 n for which the integral on the right hand side is well defined for all z ∈ D. Since the functionK z (w) is n-analytic in the variable z, T f h is nanalytic on D. Note that the domain of T f contains the space W of all linear combinations of kernel functions K z , which is dense in A 2 n . We say that T f is bounded on A 2 n if there is a constant C > 0 such that for any h ∈ W, T f h belongs to A 2 n and T f h ≤ C h . In this case T f extends uniquely to a bounded operator on A 2 n . Also for h ∈ A 2 n and g = m j=1 α j K z j ∈ W, we have
We then recover the usual definition of T f , which is given by
If f is a bounded function, then T f is a bounded operator on A 2 n and we have T f ≤ f ∞ and T * f = Tf . If f is analytic (not necessarily bounded), then T f is just the operator of multiplication by f . Also for any z, w in D, we have
Using the density in A 2 n of the linear span of {K w : w ∈ D}, we conclude that
Suppose u is a harmonic function that belongs to L 2 (D). Then there are analytic functions f, g in L 2 (D) such that u = f +ḡ and hence,
Using the kernel function K(z, w), we define the Berezin transform of a bounded operator
n to the space of real analytic functions on
. Then for z ∈ D, using the formula for k z as in (2.3), we have
Note that the last integral is defined for all z in D and all f in L 1 (D) regardless of the boundedness of T f . We will denote it by Bf (z) and call the function Bf the Berezin transform of f .
4.1.
Compactness of Toeplitz operators with non-negative symbols. Compactness and Schatten class membership of Toeplitz operators (on analytic Bergman spaces) with non-negative symbols can be characterized using the Berezin transform of the symbol. See [19, Chapter 7] for more details. We will show that this characterization (for simplicity, we will only work on the compactness characterization) carries over to n-analytic Bergman spaces with a similar approach.
Lemma 4.1. There is a constant c > 0 so that for any non-negative function
Proof. Let h be a linear combination of kernel functions. We have
Since the above inequalities hold for all h in a dense subset of A 2 n and Tf is bounded, we conclude that T f ≤ cTf .
Suppose f is a bounded function whose support is a compact subset of the unit disk. Since T f is an integral operator with kernel f (w)K z (w), which is bounded in (z, w) ∈ D × D, we see that T f is a Hilbert-Schmidt operator, hence compact. Using an approximation argument, we obtain the next lemma, which is well known in the case of analytic Bergman space A 2 1 . Lemma 4.2. Suppose f is a bounded function such that lim |z|↑1 f (z) = 0. Then the operator T f is compact on A 2 n . We are now able to characterize compact Toeplitz operators on A 2 n with non-negative symbols. These results are analogous to the corresponding results on the analytic Bergman space A 2 1 . Theorem 4.3. Let f ∈ L 1 (D) be a non-negative function. Then T f is compact on A 2 n if and only if Bf (z) → 0 as |z| ↑ 1. Proof. Suppose T f is compact. Since k z → 0 weakly as |z| ↑ 1 by Lemma 2.2, we have Bf (z) = B(T f )(z) = T f k z , k z → 0 as |z| ↑ 1.
Conversely, supposef (z) = Bf (z) → 0 as |z| ↑ 1. This, in particular, implies thatf is bounded. Lemma 4.2 then shows that Tf is compact. Using Lemma 4.1, we conclude that T f is also compact. . We leave the details to the interested reader. Remark 4.5. On the analytic Bergman space A 2 1 (D), Axler and Zheng showed (see the equivalence of (a) and (c) in [19, Theorem 7 .23]) that for a bounded function f , the Toeplitz operator T f is compact if and only if B 0 (f )(z) → 0 as |z| ↑ 1. We do not know if this result can be extended to any A 2 n with n ≥ 2. (Axler-Zheng's proof, when applied to A 2 n with n ≥ 2, faces many difficulties which cannot be resolved.) Note that in Theorem 4.3, we do not require the boundedness of f but we do require the positivity, which is crucial for the proof to work.
4.2.
Toeplitz operators with harmonic symbols. Suppose u and v are two bounded harmonic functions such that u = f +ḡ and v = h +k, where f, g, h, k are analytic. For any z, w in D, we have
In particular, by letting w = z and dividing by K z 2 we obtain
For two non-zero functions x and y in A 2 n , the rank-one operator x ⊗ y is defined by (x ⊗ y)(f ) = f, y x for f ∈ A 2 n . For z, w in D, we have (x ⊗ y)K z , K w = K z , y x, K w = x(w)ȳ(z).
This implies
The Berezin transform is injective on the space of bounded linear operators on A 2 1 : for any α ≥ 0, if B α (T ) is the zero function on D, then T = 0 (see [19, Proposition 6.2] ). It turns out that this is not the case on A 2 n when n ≥ 2. In fact, if f (z) = z, then f andf belong to A 2 n and by (4.5), B(f ⊗ 1) = B(1⊗f) but it is clear that f ⊗ 1 = 1⊗f . We mention in passing that this example also serves as an example to show that the Berezin transform is not injective on bounded linear operators acting on the harmonic Bergman space of the unit disk. Examples involving Toeplitz operators on A 2 n can also be produced as follows. 
Using (4.4) and (4.5) together with the linearity of the Berezin transform, we obtain B(
for any z ∈ D. On the other hand, from (4.3),
for all z and w in D. Since K z (w) is not the same as
Even though the Berezin transform is not injective on the space of bounded operators on A 2 n , the implication Bf = 0 =⇒ f = 0 is in fact valid if appropriate conditions are imposed on f (in particular, it is true for all bounded functions f ). We will see this by analyzing the relation between B and B 0 , the unweighted Berezin transform. Recall that for f ∈ L 1 and z ∈ D, the formula for Bf (z) has the form
by the change of variable w = ϕ z (ζ). Let µ be the polynomial of degree 2n − 2 defined by
and using the remark after Lemma 3.1 we see that Bf can be written as
where
The formula Bf = Q(∆)B 0 f implies that in order to understand B, we need to understand Q(∆) and B 0 .
We begin with a result regarding the eigenspaces of the invariant Laplacian. For any complex number λ, let X λ denote the linear space of all twice differentiable functions u on D such that∆u = λu. Theorem 4.2.7 in [17] shows that X λ ∩ L ∞ (D) = ∅ if and only if λ belongs to the set
∈ Ω ∞ and∆u = λu, then u = 0. As a consequence, we obtain Lemma 4.7. Let q be a polynomial of degree s ≥ 0 whose roots lie outside Ω ∞ . Suppose u is a function which is 2s+2 times continuously differentiable on D such that q(∆)∆u = 0 and (∆) j u is bounded for all 1 ≤ j ≤ s. Theñ ∆u = 0, that is, u is harmonic.
We now need to study the locations of the roots of the polynomial Q(t). Because of the complexity of Q, we have not fully understood the locations of its roots for all n ≥ 2. With the help of Maple, we are able to show that for 2 ≤ n ≤ 25, all roots of Q lie outside Ω ∞ . As a result, Lemma 4.7 can be applied to Q. We illustrate here the case n = 2 in which the computation can be carried out by hand. With n = 2, we have µ(t) = (2 − 3t) 2 = 1 − 6(1 − t) + 9(1 − t) 2 and hence
Since the roots of Q are t = 4 ± 4 √ −3, they lie outside Ω ∞ . Note that in this case all the roots have positive real parts, however this is not true for other values of n.
Motivated by the conditions in Lemma 4.7, we define S to be the space of all smooth functions g on D such that z → (1 − |z| 2 ) k+l ∂ k+l g ∂z k ∂z l (z) is bounded on D for all 0 ≤ k + l. Using Leibniz's rule, it can be verified that S is an algebra, that is, g 1 g 2 belongs to S whenever g 1 and g 2 belong to S. Leibniz's rule also implies that S is invariant under the action of∆, that is, ∆g belongs to S whenever g belongs to S.
Recall that the Bloch space B consists of all analytic functions f on D such that the function z → (1 − |z| 2 )f ′ (z) is bounded on D. Theorem 5.4 in [19] shows that if f belongs to B then (1 − |z| 2 ) m f (m) (z) is bounded on D for all m ≥ 1. It follows, by induction, that functions of the form
If u is a bounded harmonic function on D then as well known, there are functions f and g in B such that u = f +ḡ. It then follows that u belongs to S and hence, S contains all finite sums of finite products of bounded harmonic functions. We are now ready to prove our main theorem. As we discussed above, we need to restrict ourselves to A 2 n with 1 ≤ n ≤ 25. We believe that this restriction is artificial but we are not able to remove it at this time. For each j we write u j = f j +ḡ j and v j = h j +k j , where f j , g j , h j , k j belong to the Bloch space. Let F be a function in S (for example, F may be taken to be a finite sum of finite products of bounded harmonic functions on 8) where x l , y j belong to A 2 n , then the following statements hold
Proof. For any w, z ∈ D, we have
If (4.8) holds, then by applying Berezin transform on both sides and using (4.4) and the above identities, we obtain
Since∆u belongs to S, we may apply (4.6) and then (3.1) to obtain B(u) = Q(∆)B 0 u = B 0 (Q(∆)u). Since x l and y l are n-analytic, the function n −2 (1 − |z| 2 ) 2 x l (z)ȳ l (z) may be written as a finite sum of products of the form fḡ, where f and g are analytic on D. Now, (4.9) implies that B 0 (Q(∆)u) is also a finite sum of such products. Using Theorem 3.2, we conclude that∆Q(∆)u = 0, or equivalently, Q(∆) ∆ u = 0.
Since all roots of Q lie outside Ω ∞ and∆u belongs to S, Remark 4.8 shows that∆u = 0, which proves the first statement in the conclusion of the theorem. The second statement follows from (4.9) and the fact that harmonic functions are fixed by the Berezin transform. Proof. Write u = f +ḡ and v = h +k, where f, g, h, k belong to the Bloch space. Suppose T u T v = s l=1 x l ⊗ y l for some s ≥ 1 and x l , y l are in A 2 n . By Theorem 4.9, hḡ is harmonic and
(1 − |z| 2 )ϕ(z) = 0 for all ϕ belonging to A 2 n by Lemma 2.2, we conclude that lim
Since hḡ is harmonic, either h or g must be a constant function. This implies that eitherv or u is analytic on D. It then follows that either u or v is the zero function (see the proof of [7, Corollary 3.11] ). Proof. Write u = f +ḡ and v = h +k as in the proof of Corollary 4.10. By Theorem 4.9 part (i), hḡ − uv is harmonic. This shows that fk is harmonic, which implies either f or k is a constant function. The conclusion of the corollary then follows. Proof. As before, write u = f +ḡ and v = h +k. By Theorem 4.9, F = uv and hḡ − F is harmonic, which implies that fk is harmonic. Therefore either f or k is a constant function. The conclusion of the corollary then follows.
Remark 4.14. In [1] , Ahern obtained a version of Corollary 4.13 when n = 1 under a weaker assumption that F is merely bounded. We do not know whether this still holds true for n ≥ 2.
Open questions
In this section we list some questions that we have not been able to answer. We hope these questions will stimulate more research in this area. Theorem 4.9 and its corollaries are restricted by the assumption that n ≤ 25. This is due to the fact that we have not found a way to verify whether the polynomial Q has all roots outside of Ω ∞ for all n. Question 1. Is it true that all roots of Q lie outside Ω ∞ for all n ≥ 2? Theorem 4.3 is restricted to Toeplitz operators with non-negative symbols. The well known Axler-Zheng theorem states that if T is a finite sum of finite products of Toeplitz operators with bounded symbols on A 2 1 such that B(T )(z) → 0 as |z| ↑ 1, then T is compact. (Recall that B(T ) is the Berezin transform of T as defined in Section 4.) Since the Berezin transform B is no longer one-to-one on the space of bounded operators on A 2 n when n ≥ 2, it seems that the full version of Axler-Zheng theorem may not hold. On the other hand, the answer to the following question may be affirmative.
Question 2. Let f be bounded on D. If B(T f )(z) → 0 as |z| ↑ 1, does it follow that T f is compact on A 2 n for n ≥ 2? The general zero-product problem asks: if f and g are bounded functions such that T f T g = 0, does it follow that one of the functions must be zero? Corollary 4.10 answers this question in the affirmative when both functions are harmonic. In [3] , Ahern and the first author also obtained the affirmative answer for operators on A 2 1 when one of the function is radial. In [11, 12] , the second author generalized this result to more than two functions all of which, except possible one, are radial. While the general zero-product problem (even on A 2 1 ) is still far from its solution, an answer to the following question may be possible. (We note that Toeplitz operators with radial symbols are diagonal with respect to the standard orthonormal basis of A 2
1 . This, however, is not the case on A 2 n with n ≥ 2.) Question 3. Let f and g be bounded functions, one of which is radial. If T f T g = 0 on A 2 n (or more generally, T f T g has finite rank), must one of these functions be zero?
The next question is related to Corollary 4.13. The answer was known to be affirmative on A 2 1 by Ahern [1] . Question 4. Suppose u and v are bounded harmonic functions and T u T v = T F on A 2 n (n ≥ 2), where F is a bounded function (without any assumption about smoothness). Does it imply thatū or v is analytic?
