INTRODUCTION
The preferential association of biomolecules in the cell, ranging from proteins to nucleic acids to small metabolites, is crucial for cellular function. The first events in the molecular recognition process among multiple molecular constituents involve long-range diffusional association over large spatial scales. However, these dynamical encounters have proved difficult to model at an atomistic level since molecular dynamics is too computationally intensive to capture the large spatial and temporal scales over which many macromolecule associations occur. Fortunately coarse graining of the participating biomolecules and their environment, combined with simulations using stochastic dynamics, can be just as insightful as the all-atom deterministic dynamics. At these scales electrostatic interactions dominate, such that the coarse-graining strategy can rely on the popular Poisson-Boltzmann (PB) continuum mean field treatment that forms the basis of Gouy-Chapman theory 1,2 in electrochemistry, Derjaguin-Landau-VerweyOverbeek (DLVO) theory in colloid chemistry 3, 4 , and under the low field linearized PB (LPB) approximation, the Debye-Hückel theory in solution chemistry 5 .
There is a range of software packages currently available for solving the linearized
Poisson-Boltzmann equation (LPBE). Numerical methods, such as finite-difference (FD) and
finite-element (FE) packages including APBS 6 , DelPhi 7 , MEAD 8 , UHBD 9 , ZAP 10 , and modules in Amber 11, 12 and CHARMM 13, 14 , handle arbitrary dielectric boundaries by solving the PBE on a grid or mesh. Due to their numerical challenges, many essential features of the PBE were are not treated robustly in these software packages; e.g., the point charge singularity and the enforcement of electrostatic continuity across the dielectric boundary. Another limiting factor of these methods is the tradeoff between grid refinement and accuracy given the O(m 3 ) scaling for 3D electrostatics, where m is the number of grid points in one dimension. Some of these issues have been mitigated for the energy: charge singularities have been treated with regularization schemes 15 , induced surface charges 16 and other decomposition methods 17 , molecular surface definitions and discontinuities across that boundary have been addressed with the matched interface and boundary (MIB) method 18 and advanced grid methods are also implemented 12,19 .
However, unlike the energetic terms, force calculations still pose many numerical issues for FE and FD methods. The most definitive method, known as the 'virtual work' approach 20 has been implemented to account for full mutual polarization in FD and FE methods, but is limited by computational efficiency since gradients are calculated numerically, requiring a recalculation for the electrostatic energy after small displacements in each Cartesian direction.
Another approach is the boundary element method (BEM) that is the main feature of software packages such as AFMPB 21 , PyGBe 22, 23 and TABI 24 . BEM approaches offer some advantages over FE and FD methods since there is an analytical treatment of singular charges, and explicit treatment of the dielectric discontinuity and boundary conditions. However, BEMs also have some limitations, including an increasingly large dense matrix that scales with system size and has severe memory requirements, singular surface integrals, and issues with mesh generation. In contrast to FD and FE methods, BEMs can efficiently compute forces, but they only include self-polarization as opposed to full mutual polarization, and have yet to be demonstrated as efficient enough for dynamical simulations.
An alternative to the numerical FE, FD, and BEM methods is to consider analytical solutions instead. As far as we are aware, the first analytical LPBE solution was solved by
Kirkwood for one spherical macromolecule. 25 However the treatment to describe mutual polarization requires at least two distinct spheres, and many different partial and approximate solutions to the mutual polarization of two or more macromolecules using the LPBE have been proposed. [26] [27] [28] [29] [30] (VMD) program. In Section 5 we introduce the dynamics capabilities using PB-AM that utilizes a standard Brownian dynamics scheme, permits users to define docking criteria, and offers two distinct ways to calculate bimolecular rate constants, one of which is especially suited to simulations involving large number of molecules. In Section 6 we introduce the many-body expansion (MBE) that allows the mutual polarization to be deconstructed into a direct polarization model, as well as approximate mutual polarization models. Finally we provide a brief summary in Section 7 and plans for future work.
PB-AM THEORY
The derivation details of PB-AM have been reported previously 31 , but the main points can be summarized as follows. The electrostatic potential of the system at any point r is governed by the linearized form of the Poisson-Boltzmann equation
For the case of spherical cavities, we can solve Eq. (1) by dividing the system into inner sphere and outer sphere regions, and enforcing a set of boundary conditions that stipulate the continuity of the electrostatic potential and the electrostatic field at the surface of each sphere. The electrostatic potential inside molecule i is described by: ,
where εp is the interior dielectric, is a vector of unknowns that will be determined through the application of the boundary conditions, is the multipole expansion of the charges inside
where is the number of charges in molecule i, is the magnitude of the j-th charge, and is its position in spherical coordinates and Yn,m are the spherical harmonics. The general form of the potential outside all molecules (in a coordinate frame whose origin is the center of molecule i) is:
,
where the coefficients in Equation (4) are a re-expansion of the external potential coefficients of all other molecules in the system. It is defined as: (5) where is the linear re-expansion operator that transforms a multipole expansion at to a local (Taylor) expansion at . This operator is described in detail in our previous work 31 . The use of the operators allows us to represent the potentials due to all molecules in the coordinate frame of a single molecule, a mathematical feature that is central to obtaining an analytical solution. Since the depend on , the application of the boundary conditions leads to the following compact solution
Where A is a matrix of vectors, one for each molecule in the system, representing the effective multipole expansion of the charge distributions of each molecule, the Γ matrix is a dielectric boundary-crossing operator, and the Δ matrix is a cavity polarization operator.
Using this formalism, physical properties of the system, such as interaction energy, forces and torques may be computed. The interaction energy of each molecule, Ω
, is the product of the molecule's total charge distribution (from fixed and polarization charges) with the potential due to external sources. This is computed as the inner product between the molecule's multipole expansion, A (i) , and the multipole expansions of the other molecules in the system, L (i) as follows:
which allows us to define the force, which is computed as the gradient of the interaction energy with respect to the position of the center of molecule i :
By definition, the torque on a charge in the molecule is the cross product of its position relative to the center of mass of the molecule with the force it experiences. The total torque on the molecule is a linear combination of the torque on all charges of the molecule.
Please see previous publication 31 for details on the PB-AM solver.
SOFTWARE ARCHITECTURE
The stand-alone PB-AM code has been completely re-written from the original code base http://www.poissonboltzmann.org/.
ELECTROSTATIC POTENTIAL VISUALIZATION
One of the most popular uses of PBE solvers is to provide rapid analysis of the electrostatic potentials around macromolecules and their assemblies. Therefore, like many other PBE solvers, our PB-AM approach has the capability of producing output files for visualizing the electrostatic potential (ESP) of a system of arbitrary complexity. To this end we have provided several visualization options that a user may select, including two-dimensional ESP cross-sections and isosurface potentials (Figure 2 ), which may be loaded and viewed in the program Visual Molecular Dynamics 36 (VMD). In addition to the electrostatic potentials it is also quite straightforward to visualize of forces and torques on and around the center-of-mass.
DYNAMICAL TRAJECTORIES AND ANALYSIS TOOLS
In addition to electrostatics calculations, the PB-AM software includes dynamics capabilities.
The computed expressions for force and torque have been incorporated into a Brownian dynamics simulation protocol adapted from Ermak and McCammon 32 . Each molecule in the system is treated as an independent rigid particle, and molecule-molecule overlap is not allowed.
Assuming no hydrodynamic effects, the translational and rotational displacement, Δri and Δθi, respectively, are computed as:
Where Si is the stochastic displacement, and Θi is the stochastic rotation, have the following properties in dimension α = x, y, z:
The PB-AM software allows a generalized simulation procedure for a variety of terminations conditions, including a) time: the simulation will terminate when it has run for t picoseconds, b)
coordinates: the simulation will terminate when a specified particle has diffused beyond a certain point in space specified by the user, c) docking: the simulation will terminate when a pair of specified atoms in the simulated molecules are within a specified cutoff; this docking criteria is specified by the user as a contact list at the start of the simulation. For details on BD simulation in PB-AM, please see our user manual.
One application of dynamics of particular interest is the calculation of bimolecular association rate constants and the ability to specify the docking criteria when association is complete. For the case of PB-AM, which represents each molecule as one hard spherical object, the boundary of the sphere prevents the physical proximity of contact pairs to be defined based on an atomistic geometry. Instead, the locations of the atomistic contact points, from the contact list, are projected onto the surface of the sphere to create a reactive surface patch, and the BD simulation terminates at the docking criteria when these surface patches are within 0.1Å. 
Beyond the surface at R=b, a second surface at R=q is chosen such that q >> b, and the simulation can be truncated, and the diffusional rate beyond q can also be evaluated from the
Smoluchowski equation, kD(q).
By accounting for re-crossings across the two flux surfaces at b
and q, we can evaluate intrinsic bimolecular collision rate, k, is as follows:
A more accurate rate constant calculation method must also simulate a system with multiple copies of A and B that are allowed to interact with each other. Given that such interactions are dominated by electrostatics at large distances, this demands an efficient algorithm capable of computing the electrostatic forces and torques for multiple molecules on the fly as in PB-AM. In this second approach it is possible to evaluate the mean first passage time (MFPT) under periodic boundary conditions, by considering the second-order rate equation of the association of molecules A and B:
In this case, the user can specify the concentrations [A] and [B] and the fraction of trajectories docked at time t is given by (15) At present one can use PB-AM to evaluate the pseudo-first order rate constant k' by fitting the plotted data of Pdocked(t) against t, to the functional form (16) where τd is the dead time required for the system to equilibrate, and the bimolecular rate constant is computed from (17) The barnase-barstar association kinetics has been extensively characterized, both experimentally 39 and computationally using the NAM method 40 . We compare the NAM method versus a multi-molecular simulation involving multiple barnase and barstar proteins ( ~ 125 proteins total). Both systems were performed under the following conditions: T = 298.15 K, dielectric constants of 78 (protein) and 4 (solvent), salt concentration of 0.05 M. A variable time step with a minimum of 2 ps was used. At each time step, the system is solved with a polarization cutoff of 10 Å and a force cutoff of 100 Å. The multi-molecular simulation was run with periodic boundary conditions with a box length of 320 Å to ensure that the minimum image conventions were obeyed. In Table 1 we compare these results against PB-AM using both NAM and the multi-protein MFPT simulations, showing that the simplified dielectric boundary is in very good qualitative agreement with past efforts, and thus a useful way to rapidly evaluate kinetics for biomolecule association. In comparison with the results of Gabdoulline and Wade, we believe that differences in computed rate constants are likely due to differences in molecular representations. All other system conditions held constant (protein model, force field, docking definition), the crowding conditions increase the docking rate by approximately ~20%.
MANY-BODY EXPANSION OF THE ELECTROSTATIC ENERGY
The formalism of the PB-AM model allows mutual polarization of all molecules in the system to be treated analytically, but as the number of molecules in the system increases, this N-body problem can become increasingly time intensive. The many-body expansion (MBE) allows us to expand the energy, and forces and torques as well, can be calculated in terms of simpler and independent 1-body, 2-body, 3-body etc. components.
where
We have shown that the MBE converges quickly at the 2-body level with small Debye lengths, whereas the 3-body truncation of Eq. (12) is excellent for larger Debye lengths. 35 This allows for a different type of refactoring of the calculations while still leading to a highly accurate approximation to the PB-AM model. The computational benefits to the approach are evident from Table 2 , using a cubic grid of barnase and barstar molecules, in similar configurations to the MFPT initialization. We can achieve a 2-3X speed-up over the full-calculation using only 4
cores, and if we take advantage of the independent nature of the dimer and trimer calculations and increase the core count to 64, we can increase the speedup to 8X.
CONCLUSION
We have described the release of the PBE solver, PB-AM, a complete analytical solution for Obviously the simple geometric shape of the low dielectric spherical cavity containing the complex charge distribution can result in differences with that of a more detailed molecular shape handled by other LPBE formulations. We have overcome this limitation using our semianalytic solution to the PBE (PB-SAM) 41, 42 that expands the analytic formalism to describe molecular boundaries, and it will be made available in a future release of the PB-AM software package. Even so, we have demonstrated that meaningful rate constants can be evaluated under the idealized geometries inherent to the PB-AM model, as they were shown to be in good agreement with experiment and the PB-SAM solver that uses realistic geometric boundaries.
As a freely available, open-source package we hope that other users will find value in expanding the capabilities of the PB-AM code. In addition to the future release of PB-SAM, which describes more realistic molecular boundaries, there are other important additions that
should be included such as hydrodynamic interactions and other kinetic schemes.
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