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Abstract
We consider the problem of quantitatively
evaluating missing value imputation algo-
rithms. Given a dataset with missing val-
ues and a choice of several imputation algo-
rithms to fill them in, there is currently no
principled way to rank the algorithms using a
quantitative metric. We develop a framework
based on treating imputation evaluation as a
problem of comparing two distributions and
show how it can be used to compute quan-
titative metrics. We present an efficient pro-
cedure for applying this framework to practi-
cal datasets, demonstrate several metrics de-
rived from the existing literature on compar-
ing distributions, and propose a new met-
ric called Neighborhood-based Dissimilarity
Score which is fast to compute and provides
similar results. Results are shown on sev-
eral datasets, metrics, and imputations algo-
rithms.
1. Introduction
Many commonly used machine learning algorithms
assume that the input data matrix does not have
any missing entries. In practice this assumption is
often violated. Imputation is one popular approach
to handling missing values – it fills in the dataset
by inferring them from the observed values. Once
filled, the dataset can then be passed on to an ML
algorithm as if it were fully observed. Multiple
imputation (Little & Rubin, 1986) takes into account
the uncertainty in the missing values by sampling
each missing variable from an appropriate distribution
to produce multiple filled-in versions of the dataset.
Multiple imputation has been an active area of
research in Statistics and ML (Burgette & Reiter,
2010; Buuren et al., 1999; Gelman & Raghunathan,
2001; Li et al., 2012; Raghunathan et al., 2001;
Su et al., 2011; Templ et al.; 2011; van Buuren,
2007; van Buuren & Groothuis-Oudshoorn, 2011)
and has been implemented in several popu-
lar Statistics/ML packages (Su et al., 2011;
van Buuren & Groothuis-Oudshoorn, 2011).
Although there has been much work on multiple im-
putation, there is little work on the quantitative mea-
surement of the relative performance of a set of im-
putation algorithms on a given dataset. In the special
case where it is known ahead of time that the dataset is
to be used only for a specific task (e.g. classification),
one can use the evaluation metric for that task (e.g.
0/1 loss) to indirectly measure the performance of an
imputation algorithm. But here we are interested in
directly evaluating the quality of the imputation, with-
out using a subsequent task for a proxy evaluation.
Current procedures available for evaluating imputa-
tions are qualitative. Some imputation tools, such as
the R packages mi and MICE, allow visual compari-
son of the histogram of observed values and imputed
values for each column of the dataset. Such compar-
isons can be done only for one or two variables at a
time and so is at best a weak sanity check. van Buuren
and Groothuis-Oudshoorn mention criteria for check-
ing whether the imputations are plausible, e.g. impu-
tations should be values that could have been obtained
had they not been missing, imputations should be close
to the data, and they should reflect the appropriate
amount of uncertainty about their ‘true’ values. But
such criteria have not yet been translated into quanti-
tative metrics.
One possibility for quantifying imputation perfor-
mance is to hold out a subset of observed values from















































































































A Quantitative Evaluation Framework for Missing Value Imputation Algorithms
ues using an appropriate distance metric, e.g. Eu-
clidean distance for real-valued variables and Ham-
ming distance for categorical variables. As Rubin ex-
plains (Rubin, 1996), this is not a good metric because
there can be uncertainty in the value of the missing
variables (conditioned on the values of the observed
variables), and directly comparing imputed samples
to a single groundtruth value cannot measure this un-
certainty.
The key quantity needed to evaluate an imputation is
the distribution of the missing variables conditioned
on the observed variables. Consider a data vector
Y with observed variables Yobs and missing variables
Ymis, with Y = {Yobs, Ymis}. Let R be a vector of
indicator variables indicating which variables in Y are
missing or observed. As explained in Little and Rubin
(Little & Rubin, 1986) (Chapter 11, page 219, equa-
tion 11.4), the joint distribution of Y and R can be
written using Bayes rule, as
P (Y,R) = P (Ymis|Yobs, R)P (Yobs, R). (1)
A dataset with missing values contains samples for
Yobs and R generated according to some ground
truth joint distribution Ptrue(Y,R). An imputa-
tion algorithm generates samples from an estimate
of Pˆ (Ymis|Yobs, R). Note P (Yobs, R) does not de-
pend on imputation. Thus, if we can compare
Ptrue(Ymis|Yobs, R) to Pˆ (Ymis|Yobs, R) that is esti-
mated by an imputation algorithm, then it is possi-
ble to quantify how good the imputation is. Therefore
the imputation evaluation problem can be turned into
a problem of comparing two conditional distributions.
In this work we use this connection between imputa-
tion evaluation and distribution comparison to develop
a quantitative framework for evaluating imputations
that can be tractably applied to real-world datasets.
Problem setup: We have 1) a dataset with values
missing according to some (possibly unknown) miss-
ingness type, and 2) the output of K different impu-
tation algorithms, with each one producing multiple
filled-in versions of the dataset. The goal is to rank
the K algorithms according to a chosen metric. Sev-
eral metric choices are discussed in section 3.
Assumption: It should be possible to estimate a
model of Ptrue(Ymis|Yobs, R) from the data for each
unique missingness pattern R. Section 3 shows how
this can be done tractably. The samples given by an
imputation algorithm from its estimated conditional
Pˆ (Ymis|Yobs, R) are then compared against this model,
rather than the original data itself.
Algorithm: The main steps are the following:
• A) Construct a model for Ptrue(Ymis|Yobs, R) for
each unique R in the dataset.
• B) For each row of the dataset:
1. Generate samples from the model of
Ptrue(Ymis|Yobs, R).
2. Generate samples from the conditional
Pˆk(Ymis|Yobs, R) estimated by the k
th impu-
tation algorithm for the current row.
3. Compute a score sk for the k
th algorithm ac-
cording to a chosen evaluation metric that
compares the two conditional distributions
using their corresponding samples.
4. Sort the scores to rank the K algorithms for
the current row.
• C) Use the method recommended by Demsar
(Demsˇar, 2006) to combine the rankings for all
the rows into a single average ranking over the
K algorithms. Confidence intervals are assigned
to the average ranks to indicate which algorithms
have significantly different imputation quality.
There are several choices possible for 1) the model of
Ptrue(Ymis|Yobs, R), and 2) the metric for distribution
comparison. Our evaluation framework is general in
that it is not tied to any specific choice for either of
these. Nevertheless in section 3 we discuss a few spe-
cific choices that are tractable and work well for high-
dimensional data, e.g., problems with hundreds of fea-
tures. For modeling Ptrue(Ymis|Yobs, R) we propose a
Markov Random Field-based approach. We consider
two choices: (a) a separate model for each missing-
ness pattern; and (b) a single model for all missing-
ness patterns. For distribution comparison metrics we
consider 1) Kullback-Leibler (KL) divergence, 2) Sym-
metric KL divergence, and 3) two-sample testing for
equality of two distributions. The challenge is that
only samples of the true and imputed distributions are
available. Recent advances in kernel-based approaches
to estimating these metrics from samples have now
made it possible to apply them to high-dimensional
data. We estimate KL divergence using the convex risk
minimization approach of (Nguyen et al., 2010), sym-
metric KL using the cost-sensitive binary classification
approach of (Reid & Williamson, 2011), and perform
two-sample testing using MaximumMean Discrepancy
(MMD) (Zaremba et al., 2013; Gretton et al., 2012;
Gretton et al.). In addition, we have proposed a new
metric called Neighborhood-based Dissimilarity Score
(NDS) that is faster to compute while providing simi-
lar results. We demonstrate the framework on several
real datasets to compare four representative imputa-















































































































A Quantitative Evaluation Framework for Missing Value Imputation Algorithms
Contributions: To our knowledge this is the first
work that proposes the following.
• A principled framework for computing quantita-
tive metrics to evaluate imputations and rank al-
gorithms with statistical significance tests. Its
generality allows different choices for distribution
modeling and distribution comparison metrics to
be plugged in according to the problem.
• An efficient algorithm for jointly building distri-
bution models for each unique missingness pat-
tern.
• Neighborhood-based Dissimilarity Score, which is
two orders of magnitude faster than KL, symmet-
ric KL and MMD, while giving similar results.
We can use this framework to evaluate the quality of
imputation algorithms on different datasets, or under-
stand the sensitivity of various imputation algorithms
to different missingness types. The experiments pre-
sented in this paper are a first step towards such deeper
investigations.
Notes: 1) The evaluation does not require knowledge
of the missingness type, such as whether values are
Missing Completely at Random (MCAR) or Not Miss-
ing at Random (NMAR) (Little & Rubin, 1986). It
simply checks whether the samples generated by the
imputation algorithm are distributed correctly com-
pared to the true distribution. The imputation algo-
rithm needs to be aware of the missingness type, but
not the evaluation. 2) In our experiments we only con-
sider up to 50% missingness. Imputation is typically
used for problems where the missingness percentage is
not very high. At much higher percentages, e.g. 99%
missingness in Collaborative Filtering datasets, more
specialized approaches are used and evaluation is fo-
cused more on predicting a few relevant missing entries
rather than all of them.
Outline: Section 2 presents two motivating exam-
ples that demonstrate our evaluation framework on
datasets where it is possible to visually check the qual-
ity of the imputations. Section 3 explains the details of
constructing the distribution models, the metrics used
for comparing distributions, and statistical significance
testing for the ranking of the algorithms. Section 4
presents the experimental results on several datasets,
followed by a closing discussion in section 5.
2. Illustrative Examples
Before explaining the details of our framework, we first
show results on two datasets for which the imputations
can be visualized. This allows a visual comparison










































































































































































Figure 1. Results of evaluating imputation algorithms on
the Mixture of Gaussians (MoG) dataset and USPS.
(a) Mixture components are shown as one-standard-
deviation ellipses. Columns are different missing exam-
ples, rows are algorithms. The true conditional dis-
tribution of each column are: 1) P (x, y|label=blue), 2)
P (x|y = 4,label=blue), 3) P (x, y|label=red), 4) P (y|x =
6,label=blue), 5) P (x, y|label=red). The quality of the im-
putations can be judged by visually comparing the samples
to the correct conditional distribution. (b) Average ranks
computed by KL, MMD score, and NDS, for the full MoG
dataset. (c) Each of three sets of images is a different USPS
digit with missing values. The top row of each set shows
the true image (left) and missing pixel indicators as a bi-
nary mask (right). The next four rows show five samples
generated by A1 to A4 from top to bottom. (d) Average
















































































































A Quantitative Evaluation Framework for Missing Value Imputation Algorithms
which can then be checked against the evaluation by
our framework.
Datasets: The first dataset is generated from a two-
dimensional mixture of Gaussians with two compo-
nents having equal prior probability. The Gaussians
are shown in figure 1 by their one-standard-deviation
ellipses. The value of the component variable is also
included in the dataset as a class label, color-coded in
the figure by red and blue. We use 2000 data points
sampled from the distribution. The second dataset is
the USPS handwritten digits which contains 16×16 bi-
nary images flattened as 256-dimensional vectors. We
select images for digits 2 and 3 to construct a dataset
with 1979 rows and 256 columns. 50% of the values are
removed from both datasets completely at random.
Imputation algorithms & Metrics: The missing
values are imputed using four different algorithms:
Mean/Mode, Mixture Model, k Nearest Neighbors
(kNN), and MICE (labeled as A1, A2, A3, A4, re-
spectively, in fig. 1). These algorithms are described
in section 3. For the 2D mixture of Gaussians, we have
also included the true distribution itself as an impu-
tation algorithm (labeled A5 in the plots) by using its
conditionals to sample the missing variables given the
observed ones. This is a good sanity check since a good
metric should rank it as the best algorithm. We use
KL divergence, MMD score, and NDS as the metrics
(defined in section 3).
Results: Figure 1 summarizes the results for both
datasets. To give a visual feel for the quality of the
imputations, we have shown as examples a few specific
data vectors and the samples generated by the algo-
rithms to fill in the vectors. To interpret these plots,
figure 1 caption lists the variables that are missing
for each example from the MoG dataset and explains
which pixels are missing in the USPS images. The
rank plots show the average rank attained by each al-
gorithm over all the rows with missing values in the
dataset. Error bars show 95% confidence intervals for
significant differences.
Visually judging the imputations, A3 (kNN) and A4
(MICE) produce the most plausible imputations for
both datasets, while A1 (Mode/Mean) and A2 (Mix-
ture Model) produce the worst ones. The ordering
computed by all the three metrics in figure 1 agree
with this judgement. The true distribution for the
MoG dataset has the best average rank for all three
metrics, which is reassuring. Interestingly, MICE ties
with the true distribution as the best algorithm. In the
case of USPS, the ranking A1 to A4 (worst to best) is
visually clear and is consistent with the average ranks
and the small error bars. The results in section 4 show
a similar ordering of algorithms on datasets where the
rankings cannot be verified in some other way. Do-
ing this visual verification and corroborating its results
with that of other datasets gives us more confidence
that the evaluation framework is sensible.
3. Evaluation Approach
We provide details of the three key parts given in algo-
rithm A: (1) Model construction and sample genera-
tion (steps A and B1) (section 3.1), (2) Score com-
putation using metrics (step B3) (section 3.2) and
(3) Ranking of algorithms with statistical significance
testing (step B4 and C) (section 3.3). We make the fol-
lowing assumptions. (a) There is a sufficient number
of examples with no missing values for learning a good
true model; this is true in many practical scenarios.
(b) A conditional probabilistic model powerful enough
to capture the underlying distribution can be built us-
ing these examples. (c) Generating samples from the
model distribution can be done easily via Gibbs sam-
pling.
Notations Let DN and DM denote the sets of exam-
ples with no missing values and with missing values
respectively. Let mj ⊂ {1, · · · , d}, j = 1, · · · , J de-
note a subset of variables for which values are missing
in DM with d denoting the number of variables. Note
that each subset mj refers to a unique missing pat-
tern and there are J missing patterns in DM . Also,





o denote the sets of missing and observed
variables in the ith example respectively.
3.1. Distribution Model Learning
The first step is to build a distribution model such that
for each missing pattern mj , we can generate sam-
ples given the values for the corresponding observed
pattern oj . One possibility is to build a joint model
P (Y ; θ) using the set DN (where θ is the model pa-
rameter). However, this may be hard and intractable;
more importantly, it is not necessary. This is because
we always have some observed variables that can be
used to predict the missing variables. Furthermore,
conditional models are relatively easier to build. Due
to these reasons, for each j we build a conditional dis-
tribution model P (Ymj |Yoj ; θj) for the missing pattern
mj in DM using the fully observed data set DN ; here,
θj denotes the j
th model’s parameter vector.
Model and Learning While any good conditional
model is sufficient for our method to work, we use
the pairwise Markov random field (MRF) in this
work. For ease of notation, let us remove the sub-
script from mj . We use the model: P (Ym|Yo; θ) =
1
Z(Yo)















































































































A Quantitative Evaluation Framework for Missing Value Imputation Algorithms
∑
Ym
exp(s(Ym; θm) + s(Ym;Yo, θmo)) is the parti-
tion function and, s(Ym; θm) and s(Ym;Yo, θmo) de-
note parametrized scoring functions involving self and
cross features among the missing and observed vari-
ables. In our experiments, we use a simple lin-




θk,lI(yk = y¯l) where Yk is the label
space for the kth variable and I(·) is the indicator fea-
ture function. The scoring function s(Ym;Yo, θmo) is
defined using similar feature functions involving a pair
of variables and associated parameters. Given a miss-
ing pattern m, we construct a training set compris-




m ) : i = 1, ..., n}
from DN and learn the model parameter θ using the
piecewise pseudo-likelihood maximization training ap-
proach suggested by Sutton and McCallum (2008).
Samples from the distribution model: Using the
model parameters learned for each missing patternmj ,
we generate multiple imputations for each example in
DM (having the missing pattern mj) via Gibbs sam-
pling. For instance, sample generation for a discrete
variable involves sampling a multinomial distribution
with probabilities that can be easily computed from
the conditional MRF distribution.
Single Model One disadvantage of the above mod-
eling is that we need to build J conditional models.
However, these models can be built in parallel and is
a one time effort. Alternatively, we can build a single
conditional model to deal with all missing patterns.
The key difference is that we learn a single model pa-
rameter vector θ (instead of learning one model pa-
rameter vector θj per missing pattern mj). In this
case, there is only one dataset. The log likelihood
term for each example involves different missing pat-
terns. Therefore, the subset of model parameters used
for each example is different, depending on the missing
and non-missing variables involved; clearly, parameter
overlap happens across the examples. Building a single
model helps in reducing the computational complex-
ity. Though such a model is expected to be inferior
in prediction quality compared to the per missing pat-
tern model, we found it to be adequate to meet the
requirement of ranking the methods correctly.
3.2. Metrics
Given samples (Ym) from the model (true) conditional
distribution (P ) and multiple imputations (Yˆm) ob-
tained from an imputation algorithm k (with its dis-
tribution Pˆk), we need a score/metric for measuring
the the discrepancy between the samples Ym and Yˆm).
In this section we briefly describe the metrics (popular
ones selected from the literature) used in our experi-
ments. It is worth pointing out that the challenge
here is the reliable estimation of metrics between two
distributions using samples generated (independently)
from them. Given its importance in applications, this
problem has received much attention in the literature
and several good methods have been proposed. Our
work is the first one to make use of them for comparing
missing value imputation algorithms. For ease of no-
tation in the discussion below, we drop the subscript
k indicating the dependency on the imputation algo-
rithm, from Pˆk. Below we assume that |Ym| = |Yˆm|).
For all metrics other than KL divergence estimation,
this condition can be relaxed.
KL divergence via Convex Optimization:
Nguyen et al (2010) shows that the metric estimation
problem can be posed as an empirical risk minimiza-
tion problem and solved using standard convex pro-
grams. Estimating KL divergence is one instantiation












where λL is a regularization constant, L is the

















m ) and K(·, ·) is a ker-
nel function. We used the Gaussian kernel
K(y, yˆ) = exp(−||y − yˆ||2/σ) and set the kernel width
parameter σ to 1 in our experiments. Finally, the KL
divergence value is computed using the solution αˆ




Symmetric KL divergence via binary classifica-
tion It is known that KL divergence is not symmetric
with respect to the distributions used, and, it is often
useful to consider Jensen-Shannon divergence having
the symmetric property (defined as: 12 (KL(P,
P+Pˆ
2 +
KL(P, P+Pˆ2 )). While it is theoretically possible to
adapt the estimation approach suggested by Nguyen
et al (2012) to estimate the symmetric KL divergence,
it does not result in a simpler convex program like (2).
So we take a different route. Reid et al (2011) devel-
oped a unified framework to show that many machine
learning problems can be viewed as binary experiments
and estimation of various divergence measures can be
done by solving a binary classification problem with
suitably weighted loss functions for the two categories.
In our context, the symmetric KL divergence can be
estimated as follows: (a) assign class labels +1 and -1
for the samples from the model distribution and impu-
tation algorithm respectively, and, (b) build a classifier















































































































A Quantitative Evaluation Framework for Missing Value Imputation Algorithms
is that, more divergent the distributions are, easier is
the classification task. Therefore, the error rate mea-
sures the discrepancy between the distributions.
Maximum Mean Discrepancy Gretton et al (2012)
proposed a framework in which a statistical test can
be conducted to compare samples from two distribu-
tions. The main idea is to compute a statistic known
as maximum mean discrepancy (MMD) and use an
asymptotic distribution of this statistic to conduct a
hypothesis test H0 : P = Pˆ with a suitably defined
threshold. The MMD statistic is defined as the supre-
mum over the mean difference between some function
score computed from the samples of the respective dis-
tributions. Gretton et al (2012) shows that functions
from reproducing kernel Hilbert space (RKHS) are rich
for computing this statistic from finite samples and de-
rives conditions under which MMD can be used to dis-
tinguish the distributions. Given the MMD function
class F and the unit ball in a RKHS H with kernel
K(y, yˆ) (e.g., Gaussian), the statistic is defined as:
MˆMD
2













gyy(Ym) and gyˆyˆ(Yˆm) are similarly defined. To reduce
the computational complexity and produce low vari-
ance estimates in the finite sample issue associated
with computing (3), Zaremba et al (2013) proposes a
statistical test known as B-test. Based on this theoret-
ical backing, we pick up two metrics: (a) the statistic
MMD and (b) the B-test result, for our study on rank-
ing imputation algorithms. The B-test gives 0 or 1 as
the output (with 1 indicating acceptance ofH0); there-
fore, there will be ties. However, the rank aggregation
algorithm that we describe in section 3.3 can handle
this.
Neighborhood Dissimilarity Score One disadvan-
tage associated with the metrics described above is
that they are computationally expensive since we need
to solve the associated problems for each example
in DM . This becomes an issue especially when J
(the number of missing patterns) is large. We pro-
pose a neighborhood dissimilarity score (NDS) that is
cheaper to compute and is defined as:












where h(·) is a distance score (e.g., Hamming loss)
computed between a pair of examples on the im-
puted values and wuv is a weighting factor given by:
λh(·) + (1 − λ)(hmax−h(·)); λ is a scaling parameter;
and, hmax is the maximum Hamming distance possi-
ble. Note that wuv gives more weight to neighbors and
λ controls the rate at which the weight falls off in terms
of distance. We used λ = 0.1 in our experiments. The
overall complexity is O(JL2), but L is typically small
(e.g., 25). NDS is closely related to (3), but with three
key differences: (a) we consider only the cross terms,
(b) there are no kernel parameters to learn in NDS,
and (c) the weighting is not uniform (wuv compared
to the uniform weighting 1
L(L−1) used in (3)). Our ex-
perimental results show that NDS is a good metric in
the sense of producing results similar to MMD and KL
based metrics.
3.3. Rank Aggregation
Let us take one metric M. For each algorithm k ∈ A
(a set of algorithms to compare), we compute the
score s
(i)
k,M for the i
th example in DM using the pro-
cedures presented in the previous subsection. Using
these scores, we rank the algorithms for each i. Col-
lecting the ranks over all i results in a rank matrix
RM with each row representing an example and the
columns representing the ranks of the algorithms in A.
To compare the algorithms, we draw analogy to the
problem of statistically comparing multiple classifiers
over multiple datasets (Demsar, 2006). In particular,
we treat multiple imputations for each example as one
dataset and we have scores for |DM | datasets for a
given algorithm (and the chosen metric). Our goal is
to statistically compare the performance of algorithms
in A on these datasets. Following Demsar (2006), we
conduct the Friedman test with the null hypothesis
that all algorithms are equivalent. This test involves
computing the average ranks of each algorithm, fol-
lowed by computing a statistic and checking against
the X 2F distribution for a given confidence level β (we
used 0.05). It turned out that the null hypothesis is
always rejected for the algorithms that we considered.
So, we conducted the Nemenyi test as the post-hoc
test (Demsar, 2006). In this test, we compute the crit-




where qβ is obtained from a look-up table. The ob-
served average rank difference between any two meth-
ods is statistically significant when it is greater than
CD. We demonstrate this in our experiments later and
make key observations.
4. Experiments
We apply our framework to four UCI datasets and four





















































































































Table 1. Datasets used for experiments






























































































































Figure 3. Average rank of the four imputation algorithms
on the KL (left column), MMD score (middle column) and
NDS (right column) metrics, for the Yeast dataset with
missing entries ranging from 10% (top row), 30% (middle
row) and 50% (bottom row).
ature. We present the ranking results for the per-
(missing)pattern model and show that the rankings
are similar to those in section 2. We then compare
the results between the per-pattern model approach
and the single model approach and show that the lat-
ter gives nearly identical results but is much cheaper
to train. Then we consider various properties of the
metrics, such as the self-consistency of the rankings for
different choices of the “true” distribution, and their
ability to discriminate among the algorithms with sta-
tistically significant rank differences.
Datasets: See table 1. Note that in the case of Mush-
room, we selected the first 10 columns of the original
dataset to keep the running times low. None of the
datasets contain missing values originally. Values are
removed completely at random, i.e. the probability
of a variable missing is independent of its value or the
value of other observed variables. The missing percent-
age is varied from 10 to 50% in steps of 10. We use
the full datasets without any missing values to build
the distribution models.
Imputation algorithms: The following algorithms
are included in the experiments:
A1: Mode/Mean: A simple baseline that samples
from the marginal distribution of each column, fit by
a Gaussian for continuous variables and a multinomial
distribution for categorical variables.
A2: Mixture Model: A mixture model in which
each mixture component is a product of univariate
distributions. Inference and learning are done using
Variational Bayes inference (Winn & Bishop, 2005).
A3: k-Nearest Neighbors: We implement the
k-NN algorithm in (Hastie et al., 1999). Multiple
samples are drawn from the distribution of values
for the missing variable given by the set of nearest
neighbors.
A4: MICE: Multiple Imputation
using Chained Equations (MICE)
(van Buuren & Groothuis-Oudshoorn, 2011) is a
state-of-the-art imputation algorithm which builds a
predictor for each variable using all other variables as
inputs. The learning alternates between predicting
the missing values using the current predictors and
updating the predictors using the current estimates of
the missing values.
These algorithms are selected as representatives
of commonly used approaches, rather than as a
comprehensive set.
Ranking results: We have computed results using
the per-pattern distribution models for 4 imputation
algorithms, 5 metrics, 4 datasets, and 5 missing per-
centages, for a total of 400 combinations. The results
can be analyzed along any of these dimensions to de-
rive insight. For example, figure 2 shows the results for
the four different algorithms and five metrics for Yeast
with 30% missing values. All metrics pick MICE as
the best algorithm. Or if we want to understand the
effect of missing percentage on the performance of the
imputation algorithms, we can compute the average
ranks over all the datasets for each missing percentage
and metric. Figure 3 shows the results for three miss-
ing percentages and three metrics. (We omitted some
plots to save space). As the missing percentage in-
creases, the algorithms become harder to distinguish
under the KL and MMD score metrics, while NDS
maintains discriminability. If we want to know the
overall ranking of the imputation algorithms for each
metric, we can aggregate the results across all datasets
and all missing percentages. We observe that MICE is
overall the best imputation algorithm, Mode/Mean is
the worst, with Mixture Model and k-NN in between.
These are some examples of the kind of analysis that
become possible with our framework.
Per-pattern vs. single models: In section 3 we
propose an alternative to learning a separate distri-
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Figure 2. Average rank of the four imputation algorithms on each of the five metrics for the Yeast dataset with 30%
entries missing at random
KL Sym. KL MMD MMD NDS
B-test score
2.27% 1.10% 1.40% 2.06% 0.36%
Table 2. % change in average rank between per-pattern
model and single model, averaged over all imputation al-
gorithms, datasets, and missing percentages.
































Figure 4. Rankings of imputation algorithms with respect
to different ‘true’ distributions for Flare with 10% miss-
ing values and NDS metric. The algorithm labels are:
A1 = Mode/Mean, A2 = Mixture Model, A3 = k-NN,
A4=MICE, A5 = Single model distribution.
learning all of them jointly with a single set of pa-
rameters. Here we verify whether learning a combined
model in this manner introduces any approximation
error that causes the average rankings to change. We
re-run the same 400 combinations of algorithms, met-
rics, datasets, and missing percentages from the previ-
ous experiment, but now using the single distribution
model instead of the per-pattern model. The percent
difference in the average rank values between the two
models for each metric is given in table 2. The differ-
ences in the average rank values are too small to alter
the rankings. (Note that the critical difference values
do not depend on the choice of per-pattern vs. single
model.) So both models give identical rankings over
all metrics, datasets, and missing percentages.
Measuring metric inconsistency: We can use our
framework to investigate whether an evaluation met-
ric has certain desirable properties, and based on the




































Figure 5. Inconsistency scores for various metrics on Flare
with different missing percentages. The metric labels are:
MMD B-test = 1, MMD score = 2, SymmKL = 3, KL =
4, NDS = 5.
results decide on its usefulness. One such property we
examine here is how “inconsistent” a metric is.
Suppose we have K algorithms A1 to AK . We can
rank all algorithms except Ai by treating its samples
as coming from the ‘true’ distribution and comparing
the rest against it. K such rankings can be computed
for i = 1 to K. It is possible to check how incon-
sistent these rankings are with each other. Consider
the example in figure 4. When A1 is used as the true
distribution, we see that A4 has a small average rank
difference with A3 and A5, and a large difference with
A2. When A4 itself is used as the true distribution,
the ranking of {A2, A3, A5} follows the same pat-
tern. A3 and A5 are ranked as closest to A4 while A2
is ranked as distant from A4. So for the pair (A1,A4)
the ranking of {A2, A3, A5} given by the average rank
differences in the left plot matches the ranking in the
right plot. When they do not match, we call them
inconsistent.
We can quantify the inconsistency using the Kendall-
Tau distance between the two rankings for every pair
of algorithms and averaging the distances. Figure 5
shows the inconsistency scores computed for five met-
rics on Flare for different missing percentages. Note















































































































A Quantitative Evaluation Framework for Missing Value Imputation Algorithms
all the metrics. The difference between NDS and
other metrics is particularly large at the lower miss-
ing percentages. Similar results are observed on other
datasets also. This provides further evidence that NDS
is a good metric for evaluating imputations.
5. Conclusion
We presented a framework to quantitatively evaluate
and rank the goodness of imputation algorithms. It
allows users to (a) work with any decent conditional
modeling choice, (b) use metrics that are efficient and
consistent (any improved quality metrics that appear
in future as this field matures can be easily incorpo-
rated), (c) compare metrics using any new consistency
checks, and (d) rank algorithms using well-laid out sta-
tistical significance tests.
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