1.
A principal ideal in a semigroup of mappings. Let 58 be the set of all finite dimensional F[a]-modules, and let ffi1 be the multiplicative semigroup of (non-zero) monic polynomials with coefficients in F. Let ~ be the set of mappings of 5B into ffi1. We shall assume throughout that if f is a mapping of ~, and if VI and V2 are isomorphic modules of 5B, then f(V1, t) = f(V2, t) .
The set ~ becomes a semigroup if we define multiplication in the obvious way, viz. flf2 (V, t) = fl (V, t) . f2 (V, t) for all V in 5B. The subset ® of ~ consisting of all mappings satisfying (1) f(V, t) = f (VjZ, t) ·f (Z, t) for all V E 5B and all submodules Z of V, is also a semigroup. Now let /l be any mapping of ~ such that /l((O), t) = 1 and
(2) /l(V, t) divides /l(Vj Z, t) ·/l(Z, t)
for all V E 5B and all submodules Z of V. Let ~ be the ideal in the semigroup @5 consisting of all if; of @5 divisible by /l in ~ i.e. let ~ = /l~ n @5.
Then an element f of :t belongs to ~ if and only if f satisfies (1) and
/l ( V, t) divides f (V, t) for all V E 5B. Proof. We shall first show that X E @5. If Z is any submodule of V then there is a composition series
occurs, say Z = VT. Thus it follows from our remarks about the J ordanHolder theorem, and since
whence X E @5.
J t follows from (3) applied to the factor modules that
and we deduce that (x) ~ (£ .
To prove the reverse inclusion let us suppose that f E (£. Then for an\' V E lB, we have
divides f( V, t) . It follows that X divides fin 1:, say f = xf* . To show that f* belongs to @5 we observe that for all submodules Z of V
whence f* satisfies (1) since x( V, t) is non-zero. We have now proved that f E (x), and this implies that (£ ~ (x). It follows that (x) = (£, and we conclude that X is a generator of (£. To prove uniqueness, let us now suppose that ~ = (X) = (x*). Then x* = x1/; and also X = x*1/;*. Vve obtain that X = x1/;if;*, and it follows that 
ua (V, t).
Thus ,ua is a mapping of Q3 into ' iJR such that ,ua ((0), t) = 1 and which satisfies
when Z is any submodule of V. I t follows, therefore, that the ideal ~a, which consists of all1/; E ~ divisible by ,ua, and which we shall call the characteristic ideal ofa in@5, is a principal ideal with a unique generator. Thus we may make the following definition: 
Xa(V, t) = TI ,ua(Vi-dV i , t) . ,ua((O), t).
i=l COROLLARY 1. For each 11 in Q3, the degree of Xa (V, t) equals the dimension of V.
Proof. In view of (5), we need only prove that the degree of ,ua(Z, t) equals the dimension of Z, when Z is an irreducible F[aJ-module. This is well-known if Z is faithful over F [a] . If Z is not faithful over F [a] , then we must have aZ = o. The dimension of Z must equal 1, and ,ua (Z, t) = t. Vile shall now show that our definition of the characteristic polynomial leads to the usual one in the case of matrices. For any basis for V we obtain a matrix of a on V in the usual way. Since we have not assumed that a is it linear transformation on V, a non-zero a may have a zero matrix on V. The determinant of a matrix A will be denoted by IA I. THEOREM 
If A is any matrix of a on V and I -is the unit matrix , then
Proof. Any two basis for V yield similar matrices of a on V . Hence the determinant It I -A I depends on V only and not on the basis used to obtain A.
Thus we may define a mapping of st by setting 1/; (V, t) = It I -A I· Let Z be any submodule of V. We choose a basis for Z and complete it to a basis for V. With respect to this basis the matrix of a on V is
where Bl is a matrix of a on Z, and B2 is a matrix of a on VI Z.
(Z, t) 1/;(VIZ, t);
and so 1/; belongs to 0. We may remark that it is possible to obtain an extension of some of the above results to the case of F[aJ-modules of infinite dimension over F, in which case V has no composition series and 1/;' (V, t) = 0.
It is easily verified that p(

Characteristic polynomials with a common factor. In this section
we shall again assume that the F[aJ-module V is finite dimensional. If Z is a submod ule of V, then J.!a ( V, t) is clearly divisible by both J.!a ( VIZ, t) and J.!a (Z ,t).
But the product J.!a(VI Z, t) ·J.!a(Z, t) is divisible by J.!a(V, t). It follows by (5) that Xa(V, t) divides a power of J.!a(V, t).
Thus we have proved from our definitions the very well-known result that every irreducible factor of Xu (V, t) is also a factor of J.!a (V, t). This enables us to prove the next lemma .
• LEMMA 2. There exists a composition series for V with the factor modules appearing in any order.
Proof. Let p (t) be any irreducible factor of Xa (V, t) and therefore also of
J.!a (V, t) . Let q (t) = J.!a (V, t) I p (t), and let Z be the submodule of V consisting of all v E V for which q(a)v = O. Then p(a) V ~ Z, and so J.!u(VIZ, t) divides p(t).
But Z is a proper submodule of V, whence Ji.a( VI Z, t) ,e. 1. We deduce that the minimum polynomial of a on VI Z and any of its irreducible submodules is p(t). Since we may start a composition series for Vwith a composition series for VI Z, the lemma follows. 
2(W) onto 2(V). If b E 2(W} andc = b p , then Xb(W, t) = xc(V, t).
Proof. Let A be the isomorphism of the vector space Wonto V which induces then Itl -A I = Itl -B/. This result is generally known as Goldhaber's lemma. By means of the theory of canonical matrices and under the assumption that F is an infinite perfect field Osborne. (5) ,has proved this lemma together with its converse. From now on we shall assume that a and bare linear transformations on the finite dimensional vector spaces V and W respectively, and we shall prove a theorem equivalent to Osborne's without any restriction on the field F. THEOREM By combining the symmetric form of Theorem 3 and Lemma .5 we Immediately obtain a generalisation of Theorem 3.
Proof. Let p (t) be a factor of Xa (V, t). By Lemma 2 there exists an F[a]-
. .
