Abstract. In the framework of the National Project of Interest NextData, we developed procedures for the automatic flagging and formatting of trace gases, atmospheric aerosol and meteorological data to be submitted to the Global Atmosphere Watch program of the World Meteorological Organization (WMO/GAW). In this work, we describe a first prototype of a centralized system to support Italian atmospheric observatories towards a more efficient and objective data production and subsequent submission to WMO/GAW World Data Centers (WDCs). In particular, the atmospheric variables covered in this work were ob-5 servations of near-surface trace gas concentrations, aerosol properties and (ancillary) meteorological variables, which are under the umbrella of the World Data Center for Greenhouse Gases (WDCGG, see https://ds.data.jma.go.jp/gmd/wdcgg/), the World Data Center for Reactive Gases, and the World Data Center for Aerosol (WDCRG and WDCA, see http://ebas.nilu.no). For different Essential Climate Variables (ECVs), we developed specific routines for data filtering, flagging, format harmonization, and creation of data products (i.e., plots of raw and valid-corrected-averaged ECV data and internal instrument parameters), 10 useful for detecting instrumental problems or particular atmospheric events. A special suite of products based on the temporal aggregation of valid ECV data (like the "calendar" or "timevariation" products) were implemented for quick data dissemination towards stakeholders or citizens. Currently, the automatic processing of data is active for a subset of ECVs at 4 measurement sites in Italy. The NextData system does not generate "consolidated" data to be directly submitted to WDCs, but it represents a valuable tool to facilitate data originators towards a more efficient data production for those data streams. Our effort is ex-15 pected to accelerate the process of data submission to WMO/GAW or to other reference data centers or repositories, as well as to make the data flagging more "objective", which means that it is based on a set of well-defined selection criteria and not strictly related to the subjective judgment of station operators. Moreover, the adoption of automatic procedures for data 1 Atmos. Meas. Tech. Discuss., https://doi
even if implemented for a specific suite of instruments, can be virtually adapted to other instruments using the same principle of operation/detection.
In the following, through explanatory examples, we will provide a detailed description of the architecture and workflows of the automatic routines. Due to the recent change of file format requested by WMO/GAW WDCGG, the processing chain for CO 2 , CH 4 and CO will be implemented as soon as possible (at the moment, flagging and averaging procedures are available, but 5 they are not yet implemented in the automatic processing chain), while a trial system for reactive gases and aerosol properties (under WMO/GAW WDCRG and WDCA) is already on-line.
Description of the automatic data processing
To increase the inter-operability of the automatic procedures, the sequential steps of the workflow are the same for all the different ECVs, and specific modules or functions have been developed to be inserted in the programming code to increase By this 7-steps process, three different data levels are produced according to WMO/GAW WDCRG and WDCA data reporting guidelines (see also https://ebas-submit.nilu.no/Submit-Data/Data-Reporting):
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-Level-0: annotated raw data; contains all parameters and variables provided by the instrument; contains all parameters/info needed for processing to final value; "native" time resolution;
-Level-1: data processed to final variable (calibration and correction implemented to data series), invalid data and calibration episodes removed, "native" time resolution, correction to standard temperature and pressure (i.e., 273.15 K, 1013.25 hPa) if necessary;
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-Level-2: data aggregated to hourly averages, atmospheric variability quantified by standard deviation or percentiles.
In the following, we will describe each step of the processing chain. To provide an explanatory example, we will describe the processing chain and the routines developed for the Thermo 42i-TL, a state-of-art instrument for the continuous determination of nitrogen monoxide (NO) and nitrogen dioxide (NO 2 ) mixing ratios, based on chemiluminescence detection (CLD) and equipped with a blue light converter (BLC). This instrument belongs to a class of instruments (Thermo "i-series") widely diffused among the NextData measurement stations for trace gas measurements and, due to the complexity of steps necessary to obtain the final data, it represents an effective case study for implementing mature QA/QC routines. Fig. 2 reports the different steps of the data processing for this analyzer. 
Automatic processing of ECVs: data collection and formatting of raw files
The instrumental raw data are transferred (at least) once a day from the measurement stations to a server located at CNR-ISAC HQs in Bologna. The files stored in the CNR-ISAC server already contain information of the measured quantities in geophysical units, as well as internal diagnostic parameters used for automatic QA/QC. During the development phase, different transfer strategies are applied, as a function of the specific requirements of the measurement stations. For instance,
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CMN data files are downloaded from the station server, while MRG data files are uploaded by the station server to the CNR-ISAC server. To facilitate the participation of the stations we let each station decide which strategy to adopt for data transfer during this development phase.
All the raw data files are centralized to the CNR-ISAC server as a function of their origin station, ECV class (trace gases, aerosol properties, meteorology) and specific ECV (see Table 3 ). Then, they are processed to obtain a homogeneous file system 15 in terms of nomenclature and format, which is read by the processing chain. For the file name, we adopted the following coding:
where SSS is the station code, PPP is the ECV code (see Table 3 for the complete list of adopted codes), YYYYMMDD is the file production date, and TTT is the native time resolution of the measurements (i.e., 1-min: "01M", 30-min: "30M", 60-min:
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"60M"). These homogenized data files refer to UTC (Coordinated Universal Time), and they have a common structure for what concerns date and time: year (YYYY), month (MM), day (DD), hour (HH), minute (MIN) and the decimal date for each measurement (DEC_DATE), considered as fraction of time from the reference point (i.e., January 1st of each year, at 00:00 UTC).
Automatic processing of ECVs: data check and flagging
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The data inspection consists of a series of checks that are automatically performed on data with native time resolution (usually 1-min), with the aim of referring each data record to a set of codified flags (which indicate whether a measurement is valid or not). Table 4 reports the list of flags adopted for NO x measurements, as defined in the framework of ACTRIS-2 project (see https://ebas-submit.nilu.no/Submit-Data/Data-Reporting/Templates/Category/Trace-Gases/NOx).
The first step of the automatic data check consists in the identification of the different measurement modes: "sample" (when 30 ambient air is measured), "calibration" (when air from one or more laboratory standards is measured), "zero" (when a gas mixture scrubbed by the molecules to be quantified is measured, typically to determine the instrumental zero off-set for routine quality checks) and "span" (when dry air enriched by a specific amount of the molecules to be quantified is measured, typically to point out changes in the instrumental sensitivity). Systematic variations with time of the zero offset and the span factor are used to timely detect instrumental problems, while a "full" calibration is used to link the measurement to a reference calibration scale hosted by a central laboratory and to verify measurement linearity. Depending on the ECV and the instrument, the zero source can be either tanks with a dry gas mixture or a generator producing clean dry air, while span sources can be a tank 5 with assigned mixing ratios for a specific chemical, a permeation tube with a precise and stable emitting rate for a specific chemical, or an internal generator (like a UV-lamp in case of O 3 ). The identification of the measurement mode, which leads to the attribution of a specific flag to the concurrent data record, is fundamental for two reasons: (i) data affected by calibrations or quality checks must be discarded during time averaging processes, and (ii) data recorded during calibrations or quality checks are used to obtain correction factors or quality control metrics. The measurement periods affected by "calibrations" or 10 "zero/span" checks are selected considering two general cases: (i) by analyzing the variability of internal diagnostic parameters of analyzers or external "calibration units" (e.g., some instruments provide the information related to their current "mode" to the acquisition system), or (ii) by searching the existence of a log-file that indicates the start and end times of QC exercises.
The second step is the analysis of the variability of instrumental data (both related to internal diagnostic parameters and to the measured ECV). Such step is based on general criteria, but, at the same time, it is adapted as a function of specific 15 measurement stations and ECVs. The following checks are implemented in the data control process:
-Diagnostic/instrumental checks: the internal diagnostic parameters (e.g., temperatures, flows, pressures) are compared with their typical ranges, which are reported on the instrument manuals. For each measurement, if at least one parameter fails a check, the data is flagged as invalid (see, e.g., Table 5 for NO and NO 2 threshold values at CMN); -Plausibility checks: the measurement periods with values exceeding the expected variability are selected and identified as 20 "outliers". The allowed variability ranges are defined as a function of the measurement stations (e.g., the plausible range for atmospheric pressure at a surface station like CGR is different from that of a mountain station like MRG). Currently, two different processes for the definition of these ranges are considered. The first one is the adoption of fixed threshold values, defined upon existing literature, and in collaboration with scientists in charge of the instruments. The second process is related to the on-line calculation of variable threshold values based on statistical data analysis over specific 25 time periods (1 hour, 1 day, 1 month, or a full year), e.g., percentiles of the data-set or confidence intervals like n-times the standard deviation above or below the average values. In this context, a specific calculation has been implemented to detect outliers, and applied to raw data with a valid numflag (no calibration, no sampling failures/interruptions) for the aerosol variables (i.e., NEPH, MAAP, OPC, CPC). Following an approach similar to Huang et al. (2016) , outliers are identified (and flagged) if:
where x i is the ith measurement, RM i and RSD i are the running mean and running standard deviation for the ith record on a user-defined window (e.g., 3 days), and n is a user-defined value to be set according to the instrument and type of the -Variability checks: verification of the variability (i.e., rate of change with respect to time) of the observed ECV. Depending on the considered ECV and the characteristics of each site, a range for maximum ECV variability is defined (typically on hourly basis, see, e.g., Table 5 for NO and NO 2 threshold values at CMN). 2.3 Automatic processing of ECVs: data calibration and correction (Level-1 production)
As specified in Sect. 2, Level-1 refers to the data set containing only "valid" records with calibration and corrections applied (i.e., data with "not-valid" or "calibration" numflags are removed).
For NO x , the major difficulty in this task is related to the use of the information provided by automatic calibration in the processing chain (zero and span). CLD instruments directly detect and quantify only NO; therefore, it is necessary to convert 10 NO 2 to NO to quantify NO x (and finally NO 2 ). The commercially available instruments for air-quality monitoring are usually equipped with a Molybdenum (Mo) heated converter. However, this set-up is not recommended by GAW (2011) in rural/remote locations, since this kind of detector is not selective to NO 2 : it also converts other oxidized nitrogen compounds, such as nitric acid (HNO 3 ), peroxyacetyl nitrate (PAN), and other organic nitrates (Steinbacher et al., 2007) . For these reasons, the CMN instrument is equipped with a photolytic converter (Blue Light Converter, Teledyne, USA), which uses an UV light source 15 to selectively convert NO 2 to NO. Since for some instruments BLC conversion efficiency (Sc) can be significantly lower than 100%, it is paramount to derive the actual value of Sc. The Sc obtained by a gas phase titration carried out during the calibration is then used to correct the NO 2 reading and to obtain the actual NO 2 . The calibration process is composed of the following steps:
1. Sampling of zero air: the NO reading is used to calculate instrumental zero-offset (bkg_NO, bkg_NO x ); 20 2. Sampling of span air (obtained by diluting 5 ppm of NO in N 2 to about 100 ppb): the NO and NO x readings are used to calculate the NO and NO x span factors (coeff_NO, coeff_NO x ) for obtaining corrected NO (NO_elab1) and NO x (NO x _elab1); 3. After the determination of the new calibration factors for NO (zero offset and span factor), O 3 is added to the mixture, so that about 80% of the NO is titrated (gas phase titration-GPT); 25 4. After stabilization, the data for NO (NO_elab1_gpt) and NO x (NO x _elab1_gpt) are recorded and used to calculate converter efficiency (Sc, see below);
5. Sampling of zero air to purge the instrument after calibration.
Then, Sc is calculated as follows. The effective NO 2 amount produced by GPT results from: 
Accordingly, Sc is calculated by:
For each step of the calibration event, only the last 10 minutes of data are considered to allow system stabilization. The values Concerning the data correction, at the current stage only the correction of the NO night-time bias is implemented. For each date we calculate the night-time (00:00-04:00) average value. Under excess of O 3 (like in a remote or rural region during night-time), NO must be completely titrated by the reaction:
In these conditions, NO is expected to decrease below the instrumental detection limit. If this does not happen, a "night-time" zero offset correction is calculated by smoothing the "night-time" NO reading over 2 days, and by subtracting the "night-time"
offset from the Level-1 data series.
Automatic processing of ECVs: data aggregation (Level-2 production)
Basing on the data screening and corrections applied in the previous steps (i.e., coding of Level-0 and Level-1 data), 1-min 20 data are aggregated to hourly (60-min) average values for obtaining Level-2 data. For time aggregation, only data with a valid numflag are considered. This means that also data "under detection limit" are used for data aggregation. Besides average values, as a function of the different ECV, other statistical parameters are computed, as required by WDC data formats. In case less than 50% of data are used for the calculation of the hourly mean value, the hourly data is properly flagged (i.e., 0.390).
Moreover, a set of three functions for creating, checking and aggregating numflags was developed. In the following, we will 25 provide a brief description for each of them:
-"nf_aggreg": this function adds the desired numflag value to the already existing ones. E.g., it adds 0.456 to the already existing 0.640, so that is becomes 0.456640;
-"nf_val_check": this function easily checks if the numflag given as input is valid or not. The validity is checked by using a valid/not valid list given as input. In the current version of our system, the original numflag list provided by EBAS is implemented (https://ebas-submit.nilu.no/Submit-Data/List-of-Data-flags). This function works efficiently also with composed numflags (e.g., 0.640980). In this case, if at least one of the "internal" numflags is invalid, the composed numflag will be invalid;
-"nf_lev2": this function builds the hourly numflag for the Level-0 or Level-1 data given as input, together with the start_time for both Level-1 (or Level-0) and Level-2 data. As also specified in the WDCRG and WDCA guidelines (see 
Automatic processing of ECVs: data products
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To support measurement stations in carrying out the QA/QC checks, a suite of products (i.e., data plots) is produced by the automatic data processing chain. The data products are updated on a daily basis, by using specific routines. To this aim, some specific functions of the "OpenAir" package (Carslaw and Ropkins, 2012) are also used. The data products are arranged as a function of different time windows: daily, monthly, seasonal and yearly. In total, 9 data reports are operationally produced for 
