In this paper we present a new view of the PageRank algorithm inspired by multiplex networks. This new approach allows to introduce a new centrality measure for classic complex networks and a new proposal to extend the usual PageRank algorithm to multiplex networks. We give some analytical relations between these new approaches and the classic PageRank centrality measure and we illustrate the new parameters presented by computing them on real underground networks.
In this paper we present a new view of the PageRank algorithm inspired by multiplex networks. This new approach allows to introduce a new centrality measure for classic complex networks and a new proposal to extend the usual PageRank algorithm to multiplex networks. We give some analytical relations between these new approaches and the classic PageRank centrality measure and we illustrate the new parameters presented by computing them on real underground networks.
One major issue in science, from biological systems to information networks and many other fields, is determining the most relevant elements in a given complex system. Centrality measures help spotting the most important nodes of a complex networks by giving a value to each vertex in the system. There are many different centrality measures in Networks Science, including local parameter (such as the in-degree), metric parameters (such as the betweenness centrality) and spectral centralities (such as the eigenvector centrality), but the PageRank centrality plays a relevant role, since it has many relevant applications. This measure is the basic ingredient of the (probably) most famous web searcher (Google), but it also has many applications to different reallife problems, ranging from biological systems to cibersecurity (hacking detection). In this paper we discuss about a biplex approach to the classic PageRank algorithm and how this new insight allows to introduce new centrality measures on complex and multiplex networks that can be useful for ranking the elements of a complex system according to their relevance.
I. INTRODUCTION AND NOTATION
Understanding the specific role of each element in a complex system and its relevance in the whole structure is the first step to understand the behaviour of the system. There are many functions in the Network's Science literature that try to give a precise and quantitative measure of the relevance of the nodes in a network [2] . Social Network Analysis has a long tradition in measuring the importance of each actor in a social system by means of the so called centrality measures [26] , but the range and applications of these measures go beyond Social Networks and it can be successfully applied to any complex network. Centrality measures are designed to rank nodes based on their structural position inside the network, but there is no big consensus about the best centrality measure, since different measures must be considered in order to analyse different contexts [2] . From degree based to spectral measures going through metric-based measures and others, there are plenty of different approaches to the analysis of relevance in a network, but the PageRank centrality [19] is a highlight since it is the basic ingredient in web information in general and in Google's web searcher in particular.
The main goal of this paper is introducing a new approach to the PageRank analysis that can be used to define new centrality measures on complex networks and multiplex networks. During the last years the Network's Science scientific community has realized that many reallife systems must be modelled by taking into account the fact that the interrelations between nodes are heterogeneous [1, 15] . This heterogeneity makes that some structural and dynamical properties emerge from the distinction between different kinds of links and the new models of multilayer and multiplex networks have been introduced [1, 6, 15, 23] . The introduction of this new multilayer paradigm requires a revision of all the structural techniques and tools previously developed for (classic) complex network (also called monoplex network in this new language), and therefore the centrality measures must be revisited from this new point of view [9, 14, 22] . This paper presents a new proposal that starts by defining an approximation of usual PageRank in graphs considered as a two-layer approach. It is shown that this approximation, that we callπ A , is exact in some instances and is a very good approximation in same test examples. Furthermore, this new approach can be used for introduting a new model for PageRank of a multiplex network that uses the underlying ideas inπ A . There are some different extensions of the PageRank for multiplex networks [1, 9, 14] , but the key point of the new approach presented is that we can associate two layers to each real layer of the multiplex and by using this approach we are capable of defining a PageRank-like model to the whole multiplex. It is shown that some different approaches can be defined, and a simplified mathematical formalism is included that allows extending the model for multiplex networks with any number of layers.
Let us introduce the basic notation used. Along the paper we will recall some notation from [13] . Let G = (N , E) be a directed graph where N = {1, 2, . . . , n} and n ∈ N. The link (i, j) belongs to the set E if and only if there exists a link connecting node i to node j. The adjacency matrix of G is an n × n-matrix
A link (i, j) is said to be an outlink for node i and an inlink for node j. We denote k out (i) the outdegree of node i, i.e., the number of outlinks of a node i. Notice that k out (i) = k a ik . The graph G = (N , E) may have dangling nodes, which are nodes i ∈ N with zero outdegree. Let P A = (p ij ) ∈ R n×n be the row stochastic matrix associated to G defined in the following way:
• if i is a dangling node, p ij = 0 for all j = 1, . . . , n,
Vectors of R n will be denoted by column matrices. In particular, e = (1, · · · , 1)
T . The Google matrix G = G(α, u, v), α ∈ (0, 1) (called damping factor), with dangling nodes and personalized vector v is defined as
(this matrix G is row-stochastic, i.e., Ge = e). We recall that the distribution of dangling nodes is given by u ∈ R n such that u > 0 and u T e = 1. The dangling nodes will be characterized by a vector
T , where
The PageRank vector π = π(α, u, v) is the unique eigenvector of G T associated to eigenvalue 1 such that π T e = 1, i.e., π > 0, π T e = 1 and π T G = π T (see [19] ). Recall also that
We will write π T A when needed. We shall assume that there are no dangling nodes in the rest of the paper, that is d = 0, and therefore P A is row stochastic, but if there were dangling nodes we would work with P A + du T and it is easy to check that the results throughout the paper also will hold with some straightforward modifications.
The structure of the paper is the following: After this introduction, Section II is devoted to present the Biplex approach for the usual PageRank of a complex (monoplex) network. By using this approach, a new centrality measure is given for complex (monoplex) networks and the relationship between this new measure and the usual PageRank is analysed theoretically (with some analytical results) and through some real examples (by computing some linear correlations). Section III includes the use of the Biplex approach for giving a PageRank centrality for multiplex networks. For the sake of clarity, the case of multiplex networks with two layers (biplex networks) is developed, giving later the model for general multiplex network. Some analytical results are included that relate this new centrality measures with the usual PageRank. In order to illustrate the use, similarities and differences of this new multiplex PageRank with the usual one, Section IV considers the Madrid underground transportation system (Metro of Madrid) as a multiplex network with as many layers as lines this underground system has (12) . In this Section several numerical computations are presented in order to highlight the fact that the new multiplex PageRank is a new centrality measure for multiplex networks.
II. BIPLEX APPROACHES FOR CLASSIC PAGERANK
Roughly speaking, the (classic) PageRank of a complex network G is the frequency vector of a random walker that can jump between nodes following to basic principles: on the one hand, the walker can use the local links given by the network G (that we call a physical walk) and, on the other hand, the walker can jump to any other node in the network according to the personalized vector v (called a teleportation). Hence, the PageRank of G with personalized vector v and damping factor α ∈ (0, 1) can be understood as the stationary distribution of a Markov chain that occurs in a (weighted) multilayer network B(G) with the same set of nodes of G and two layers ℓ 1 and ℓ 2 (biplex network) such that:
• ℓ 1 (that we call the physical layer) is exactly the network G,
• ℓ 2 (that we call the teleportation layer) is a all-toall network, with weights given by the personalized
Once we have defined B(G), the (classic) PageRank of G is the stationary distribution of a Markov chain on B(G) modeled as follows:
1. We choose a node x 0 of ℓ 1 and the walker starts the stochastic process at this node.
2. At the beginning of each round t, with probability α the walker will move on layer ℓ 1 and with probability 1 − α the walker will move on layer ℓ 2 according to the following rules:
• If the walker moves on the physical layer ℓ 1 , it follows the usual rules for a (uniform) random walker on ℓ 1 .
• If the walker moves on the teleportation layer ℓ 2 , it follows the rules for a biased random walker on a complete graph with transition matrix ev T . The mathematical model for this multiplex stochastic process can be written in terms of (block) supraadjacency matrices (see, for example, the supplementary material in [7] or [21] ) such that the (classic) PageRank of G is obtained from the unique, positive and normalized eigenvector of the block matrix
As we stated in the Introduction, we shall assume that there are no dangling nodes, that is d = 0, and therefore P A is row stochastic, but if there were dangling nodes we would work with P A + du T and the results throughout the paper also will hold. It is straightforward to check that there is a unique normalized and positive eigenvector
Furthermore, it is easy to show that the (classic) PageRank π of G can be written as π = π 1 + π 2 .
By using this multilayer approach of the PageRank, matrix M P R corresponds to the supra-adjacency matrix of a multilayer network with two layer that have crosslayer connections [1] . Figure 1 presents the multilayer network associated to a four-noded complex network. The main advantage of this model is the fact that the (classic) PageRank of a complex network is obtained as the stationary distribution of a random walker in a multilayer network with two layers (one corresponding to the physical walker and other to the teleportation walker, following the two basic principles of the PageRank), but this approach has two main drawbacks: on the one hand, M P R corresponds to the supra-adjacency matrix of a multilayer network with non-trivial cross-layer connections, which makes that it is not a multiplex network if P A = I = ev T . On the other hand, since the nondiagonal blocks are different in general, the transitions between the two layers are non-symmetric.
In order to avoid these drawbacks, if we take the block matrix
with I the identity matrix of size n, then M A defines a Markov chain in a multiplex network with two layers and therefore there always exists a unique vectorπ M ∈ R 2n such that:
It is important to remark that either M P R and M A correspond to the supra-adjacency matrices of two multilayer networks with the same two layers, but they differ in the cross-connections between the layers. In fact, while the multilayer network associated to M A is a multiplex network, this is not the case of the multilayer network associated to M P R .
Note that (i) is consequence of the fact that M A is irreducible since ev T is a positive matrix and M A is also primitive since M A has some non-zero diagonal elements (by using [25] ). Hence, by using Perron-Frobenius theorem,π T M is the only eigenvector associated to the unit eigenvalue, which is the spectral radius, and there is no other eigenvalue with absolute value 1.
Sinceπ T M is unique we get that π 
that is
Now, if we assume that π 
Finally, by multiplying the first equation of this system by e we get that
so µ = αµ + (1 − µ)α and we conclude that µ = α.
Properties (i) and (ii) stated before suggest considering a new PageRank-like centrality of a complex network by using this new biplex approach as the following definition states: Definition 2.1 Given a complex network G with n ∈ N nodes and whose adjacency matrix is A, the two-layer approach PageRank of A is the vector
where [π
is the unique normalized and positive eigenvector of matrix M A given in (4).
The existence and uniqueness of this new centrality measure is always guaranteed by Perron-Frobenius' theorem (as we pointed out before), but it is natural to ask if it is correlated with the classic PageRank, since both measures comes from two similar block matrices. The following results states that if we consider undirected regular graphs, both measures coincide.
Proof:
Let us begin by showing that π A = e/n. Note first that since k out (i) = k out (j), ∀i, j ∈ N and A = A T , we have that P A is symmetric and therefore column stochastic. By plugging π A = e/n, v = e/n and d = 0, into equation (2), we get that
which holds since P A is column stochastic, that makes that e T P A = e T . Finally, in order to show thatπ A = e/n, if we take π u = αe/n and π d = (1 − α)e/n, then by using the same argument as above it is easy to see that equation (5) 
holds and thereforeπ
Note that the last theorem covers a large quantity of situations, including the extreme case of complete graphs. Furthermore, taking into account that for large networks a good correlation usually exists between indegree and PageRank (see [12] ) one expects the twolayer approach PageRank to be a good approximation to PageRank in most instances. In order to numerically confirm this idea, Table I shows some linear regression results for the two-layer approach PageRank versus the usual PageRank in some real networks. In particular the network of Facebook's users from the California Institute of Technology [24] (denoted as FB), the giant component of the network of users of the Pretty-Good-Privacy algorithm for secure information interchange [3] (denoted as PGP) and the Stanford's network [4, 16] (denoted as Stanford) has been considered. The numerical correlation betweenπ A and π A for those real networks presented in Table I supports that these measures are strongly correlated but different in general for a non-regular complex network. 
III. MULTILAYER APPROACH FOR PAGERANK OF MULTIPLEX NETWORKS
The biplex approaches for complex networks presented in the previous section allow also to define new centrality measures on multiplex network. There are several alternative definitions of the PageRank centrality for multiplex networks [14, 23] and other spectral-based and random-walkers based measures [9, 21, 22] but the biplex approach can be extended for multiplex network in order to give a new point of view of these measures.
Given a multiplex network M = (N , E, S), with layers S = {ℓ 1 , · · · , ℓ k }, a new multiplex PageRank centrality can be defined by using the following basic idea: associating to each layer ℓ i a two-layer random walker with one the physical layer (with topology given by ℓ i ) and a teleportation layer ev T i . In addition to this, transition between teleportation layers of different real layers and between physical layers must be allowed. For the sake of clarity, we will start by defining this measure for a multiplex network M with two layers.
If we take a multiplex network M = (N , E, S), with layers S = {ℓ 1 , ℓ 2 } whose adjacency matrices are A 1 , A 2 ∈ R n×n respectively, the supra-adjacency matrix associated to M [1, 15] is the block matrix
Once we have fixed some personalized vectors v 1 , v 2 ∈ R n , we can define a new block matrix by associating to each layer ℓ i a two-layer multiplex as follows:
where if i = 1, 2
corresponds to the connections between the physical layer and the teleportation layer of each ℓ i , while if 1 (11) corresponds to the cross connections between the physical layer and the teleportation layer of ℓ i and ℓ j , since the first diagonal block gives the links between physical nodes of type x ⊗ ℓ i and x ⊗ ℓ j (following the notation used in [1, 15] ) while the second block matrix gives the links between the teleportation nodes by using the personalized vector v 2 . Different extensions of the idea of two-layer PageRank could be done in the multiplex settings but we have chosen this one because, as we shall see later on, it is guaranteed that a unique solution exists and this choice also allows to make some natural interpretations.
From M A another block matrix can be defined by reordering the blocks in such a way that all the physical layers appear first and later all the teleportation layers comes together as follows:
(12) It is straightforward to check that all the spectral properties of M 2 are essentially the same as the corresponding M A since they are the same matrices after some blockpermutation (i.e. they are similar by using a block permutation matrix). Now, by using a similar reasoning as used in the case of the monoplex networks (see previous section), M 2 defines a Markov chain in a multiplex network with two layers and therefore there always exists a unique vectorπ M ∈ R 4n such that
Note that (i) holds since M 2 is row stochastic and primitive, while (ii) can be proved in a similar fashion as in the monoplex case shown in the previous section. In fact, by pluggingπ
we get the system of equalities
Now, by multiplying the first equation by e we get 2π
T d1 e, that is 2β = αβ + β + 2α(1 − β) and this holds for
In a similar way it is straightforward to check that the rest of equations of (13) are satisfied for β = 2α/(1 + α).
The above properties allow to define the PageRank of a biplex in the following way.
Definition 3.1 Given a biplex network M = (N , E, S)
of n ∈ N, with layers S = {ℓ 1 , ℓ 2 } whose adjacency matrices are A 1 , A 2 ∈ R n×n respectively, two personalized vectors v 1 , v 2 ∈ R n and damping factor α ∈ (0, 1), the PageRank of the biplex M is the unique vectorπ 2 given byπ
Note thatπ T 2 e = 1. It is remarkable the fact that when the biplex network is defined by two equal layers ℓ 1 = ℓ 2 = ℓ and the conditions of Theorem 2.2 are satisfied, then the PageRank of the biplex network, given by Definition 3.1, coincides with the two-layer approach PageRank of a network given by ℓ obtained from Definition 2.1, as the following result holds: 
Proof:
Note that the system of equalities (13) becomes
The proof consists in showing that the solution to this system is given by
with β = 2α/(1 + α).
By plugging π u1 = π u2 = π u and π d1 = π d2 = π d into (15) we get the equivalent system
that simplifies to
It is a routine to show that π u = βe/n, and π d = (1 − β)e/n is a solution to this system. Therefore, the PageRank of the biplex network is given bŷ
Now if we take the general case of a multiplex network M = (N , E, S), with layers S = {ℓ 1 , · · · , ℓ k } whose adjacency matrices are A 1 , · · · , A k ∈ R n×n respectively and we fix some personalized vectors v 1 , · · · , v k ∈ R n , we can define a new block matrix by associating to each layer ℓ i a two-layer multiplex as follows:
where
corresponds to the connections between the physical layer and the teleportation layer of each ℓ i , while if 1 (21) corresponds to the cross connections between the physical layer and the teleportation layer of ℓ i and ℓ j .From M A another block matrix can be defined by reordering the blocks in such a way that all the physical layers appear first and later all the teleportation layers comes together as follows:
B 1,2 = (1 − α)I ∈ R kn×kn and B 2,1 = kαI ∈ R kn×kn . Note that all the spectral properties of M k are essentially the same as the corresponding M A since they are the same matrices after some block-permutation, similarly to the biplex case.
The same reasoning used before proves that M k defines a Markov chain in a multiplex network with two layers and therefore there always exists a unique vectorπ M ∈ R 2kn such that
.
Once again, previous properties allow us to define the PageRank associated to a multiplex as follows:
n and damping factor α ∈ (0, 1), the PageRank of the multiplex network M is the unique vectorπ k given bŷ
Note thatπ T k e = 1. It is remarkable to point out that Theorem 3.2 can be extended for general multiplex networks as follows: Theorem 3.4 Given a multiplex network M = (N , E, S) of n ∈ N, with undirected layers S = {ℓ 1 , · · · , ℓ k } whose adjacency matrices are
The procedure is similar to that of Theorem 3.2. In the present case, we denote
for all i ∈ N , with γ = kα/(1 + α(k − 1)). Then, it is easy to see that property (i) stated before is equivalent to
and it is a routine to check that a solution is given by
Therefore, the PageRank of the multiplex network iŝ
Note that last Theorem states that the given definition of PageRank for a multiplex network consisting of the same layer A repeated k times collapses to the two-layer approach PageRank of A when certain conditions hold (the same conditions imposed in Theorem 2.2, i.e. it must be an undirected network and all the nodes must have the same number of neighbours). Thus, the PageRank of the multiplex collapses to the usual PageRank in those conditions.
IV. NUMERICAL COMPARISON OF CENTRALITIES FOR THE MADRID METRO SYSTEM
In this section we illustrate an application of the proposed model by considering the multilayer network composed of the lines of the Madrid metro system [18] . This system is formed by 12 line stations each of which is composed of a number of network stations (metro stops) ranging from 7 to 33. The number of stations in each line is shown in Table II . Lines 12 and 6 are cycle graphs while the rest of the lines are linear graphs. The total number of stations is 234. Note that some stations are shared by different lines and this fact allows us to model the whole system as a multiplex formed by 12 layers. We assume that each layer is composed of 234 nodes. In each layer we consider real nodes (corresponding to actual stations of the line) and virtual nodes, (corresponding to stations that do not belong to the line). These virtual nodes allow us to model the whole system as a multiplex. In order to characterize a real node and a virtual node we apply the two following conditions:
• A real node must have a greater value of its corresponding personalization vector than a virtual node, independently of the layer: e.g., node number 1 corresponds to "Abrantes" which is a real station in layer Line 11. This node must have a corresponding component of the personalization vector that is greater than any component of the personalization vector of any virtual node in any layer. • If we compute the usual PageRank in a layer by using the personalization vector of that layer, then a real node must have a greater value of the corresponding component of the usual PageRank than any virtual node in that layer. This is to assure that a real node is ranked above a virtual node in each layer.
It can be checked that the two above conditions are satisfied by taking the component of the personalization vector of any real node as the constant value
where α is the usual parameter of Google's PageRank, and max r is the maximum number of real nodes over all the layers. In this example, max r = 33 since the maximum is attained at line 1, as shown in Table II . Therefore, v real = 0.85/33 ≈ 0.0258 in the computations presented in this paper. The rest of the components of the personalization vector in each layer are scaled such as all the components of the personalization vector sum up to 1. In order to complete the analysis the graph formed by the union of the 12 lines should be considered. This graph is called the projected graph of the multiplex network [1] and, in this case, it has 234 nodes. In order to serve as a basis for further comparisons we show in Table III the top-15 ranking by using the degree of the nodes in the projected graph. Note that nodes with degree 4 are sorted alphabetically (there are 24 nodes with degree 4). Note also that node "Avenida América" has degree 7 (and not 8) since there is a link (Avenida de América,Diego de León) shared between two lines.
Once this multiplex network is set, several centrality measures could be considered: the (classic) PageRank of the projected graph (the usual analysis of centrality of a complex monoplex network), the proposed PageRank of the multiplex network and the aggregation of the (classic) PageRank of each layer (as an independent network). Note that PageRank-like centralities are not usually considered for transportation networks. Traditionally, the existence of teleportations in the PageRank model (given by the damping factor that models the random and instantaneous jump to any other node) has been considered as a drawback of these measures when transportation (or geometric) networks are analysed. Nevertheless, PageRank-like centralities can give valuable structural information about transportation and geometric networks, since each teleportation could be understood as the end/beginning of a travel along the network: Instead considering a unique random walker in an infinite sequence of time, we could understand the Markon chain as a family of a infinite number of random walkers in a finite sequence such that when a teleportation occurs, the walker end its journey and another walker starts in the destination of the teleportation. If we take the projected (monoplex) graph with n = 234 nodes, we can compute the usual PageRank by considering an homogeneous distribution of the personalization vector, that is v = e/n. Note that all the nodes in the projected graph are real nodes and therefore we don't need to handle virtual nodes. In this first numerical computations there is no reason for biassing the personalization vector to any node, but this could be considered for a more detailed analysis. The resulting top-15 ranking is shown in Table IV . Only 103 iterations were needed to obtain convergence with a tolerance for the stopping criterium of tol = 10 −10 (that is, the iterative method stops when the norm of the difference of two consecutive iterated vectors is lower than tol). By using a linear regression we obtain that the values of the degree of each node correlate with the usual PageRank with a value of the squared coefficient of determination r 2 = 0.808. Furthermore, taking into account that both rankings have ties we also employ the Kendall coefficient τ with penalty parameter (see [5, 11, 20] ) to perform this comparison. This value results to be τ = 0.669 and hence there is a soft correlation between degree and PageRank, as it was expected. The left panel of Figure 2 shows the PageRank of the projected graph vs the degree of each node and it illustrates the correlation between these two centrality measures.
By using the multilayer model proposed in this paper and the personalization vectors explained at the beginning of this section we obtain the top-15 ranking shown in Table V . 5988 iterations are needed in order to obtain convergence with the same stopping tolerance as before, tol = 10 −10 . In this example, the test spent about 30 seconds of real clock time in a standard computer.
By using linear regression we get that the values of the PageRank of the projected graph correlate with the multiplex PageRank with r 2 = 0.278. The value of the Kendall coefficient results to be τ = −0.0393. The central panel of Figure 2 shows the PageRank of the projected graph vs multiplex PageRank of each node and it illustrates the correlation between these two centrality measures. Therefore, there is not a remarkable correlation between PageRank of the projected graph and the new Multiplex PageRank in this underground network.
In addition to this, the usual PageRank of each layer can be also computed. In each layer we consider the coexistence of real and virtual nodes and the personalization vector explained at the beginning of the section is used. Once the PageRank of each layer is computed, the mean value of the 12 corresponding values of the PageRank in each layer for each node is computed. The top-15 rank- Table VI . By using a linear regression we obtain that the values of the average PageRank correlate with the multiplex PageRank with a value of r 2 = 0.540 and the value of the Kendall coefficient results to be τ = 0.384. The right panel of Figure 2 shows the average PageRank along each layer vs multiplex PageRank of each node and it illustrates the correlation between these two centrality measures. The results obtained ensure that there is a very low correlation between average (classic) PageRank along each layer and the new Multiplex PageRank proposed in this paper.
Previous numerical comparisons shows that the proposed multiplex PageRank constitutes a new centrality measure not strongly correlated with the classic PageRank or the averaged PageRank, but some correlations with other centrality measures could be expected. Let us finally consider the comparison with the betweenness centrality, since this is a usual parameter in transportation networks analysis. In [10] the author carried out a computation of the betweenness centrality for some Metro systems. In particular, the top-5 ranking obtained for Madrid metro is the following: Notice that two of these stations are among the top-5 ranking given by the multiplex PageRank and 4 of these stations are among the the top-15 ranking given by the multiplex PageRank (see Table V ). The Pacífico station (with stops at lines 1 and 6) is ranked with multiplex PageRank at position 47. Once again, multiplex PageRank offers a different ranking compared with rankings obtained with known centrality measures.
V. CONCLUSIONS
Understanding the usual PageRank of a complex (monoplex) network allows to introduce a new centrality measureπ A that has several remarkable properties, such as
• It preserves convergence properties of usual PageRank.
•π A equals to usual PageRank for undirected regular graphs, with no dangling nodes.
• Numerical experiments show thatπ A correlates quite well with usual PageRank.
• Despite that the iteration matrix M A has a dense block ev T , there's no need to compute it explicitly. That is, matrix M A is well suited for iterative computations.
In addition to this, the biplex approach to the PageRank allows to present a proposal for calculating the PageRank of a multiplex that is based on an original interpretation of the usual PageRank. Hence, an ad-hoc PageRank adapted to the formulation of multiplex networks has been introduced. This definition is well suited for numerical computations and has an easy interpretation. If this new multiplex PageRank is denoted byπ k , some analytical results have been proved and the most outstanding features of this new multiplex formulation are the following:
• Convergence is assured.
• Numerical computations can be carried out without the use of dense matrices.
• In some limit cases the PageRank of the multiplex coincides with the usual PageRank.
An illustration of this new model is presented by analysing the centrality of the Madrid underground public system that allowed to show that the multiplex PageRank is a new centrality measure not significantly correlated with other centrality measures of multiplex networks.
