Viscous decay of bubble oscillations
Viscous decay of nonlinear oscillations of a spherical bubble at large Reynolds number W. R. Smith 1, a) and Q. X. Wang Some important formulae are derived including: the average energy loss rate of the bubble system during each cycle of oscillation, an explicit formula for the dependence of the oscillation frequency on the energy, and an implicit formula for the amplitude envelope of the bubble radius as a function of the energy. Our theory shows that the energy of the bubble system and the frequency of oscillation do not change on the inertial time scale at leading order, the energy loss rate on the long viscous time scale being inversely proportional to the Reynolds number. These asymptotic predictions remain valid during each cycle of oscillation whether or not compressibility effects are significant. A systematic parametric analysis is carried out using the above formula for the energy of the bubble system, frequency of oscillation and minimum/maximum bubble radii in terms of the Reynolds number, the dimensionless initial pressure of the bubble gases and the Weber number. Our results show that the frequency and the decay rate have substantial variations over the lifetime of a decaying oscillation.
The results also reveal that large-amplitude bubble oscillations are very sensitive to small changes in the initial conditions through large changes in the phase shift.
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I. INTRODUCTION
The nonlinear dynamics of vapour and gas-filled bubbles is of fundamental interest in fluid dynamics, which is associated with the wide and important applications in science and Substantial progress has been made in the study of the Rayleigh equation. Accurate explicit analytical approximations for the collapse of an empty spherical bubble have been derived 11 . Each approximation is the product of two factors: a function which models the algebraic singularity at the collapse time; and the sum or partial sum of a power series about the initial time. Furthermore, they showed that their simple analytical expressions are consistent with observations of cavitation data obtained in microgravity. Subsequently, a rigorous justification and explanation for the remarkable accuracy of these approximations to the solutions of the Rayleigh equation has been developed 12 . In the following year, an implicit analytical solution to the Rayleigh equation for an empty bubble (in terms of the hypergeometric function) and for a gas-filled bubble (in terms of the Weierstrass elliptic function) was found 13 . These implicit formulae may be simply solved numerically to obtain the bubble radius. The parametric rational Weierstrass periodic solutions have been found using the connection between the Rayleigh-Plesset equation and Abel's equation 14 .
The N -dimensional Rayleigh and Rayleigh-Plesset equations were considered by Pro- The viscous bubble dynamics are described by a short time scale associated with inertial oscillation and a long time scale associated with viscous damping, and is thus analysed using a multi-scaled perturbation method. There are two essential challenges in this approach.
One of them is to determine the leading-order solution. The other is to remove secular terms (terms in the asymptotic expansion which grow without bound) arising in problems with oscillatory solutions. The equations used to remove the secular terms are known as the secularity conditions. Kuzmak 29 The remainder of the paper is organized as follows. In Sec. II, the Rayleigh-Plesset equation is analysed using a multi-scaled method with a short time scale associated with inertial oscillation and a long time scale with viscous damping. The leading-order problem is solved analytically on the inertial oscillation time scale. At next order, two secularity conditions are obtained to determine the variations of the energy of the bubble system, the oscillation frequency and the minimum and maximum bubble radii, in terms of the long viscous time scale. A further order solution is studied to derive another secularity condition in order to determine the phase shift on the viscous time scale. In Sec. III, the analytical solutions are firstly compared with experimental observations, numerical solutions of the Rayleigh-Plesset equation and linear theory. A systematic parametric analysis is then carried out with the above theory for the energy of the bubble system, frequency and amplitude of oscillation in terms of the Reynolds number, the dimensionless initial pressure of the bubble gases and the Weber number. Finally, in Sec. IV, this study is summarized and the key outcomes are identified.
II. ASYMPTOTIC ANALYSIS

A. Introduction
We study the well-known Rayleigh-Plesset equation for a gas bubble in an incompressible liquid under isothermal conditions
whereR(t) is the spherical bubble radius at timet, ρ the liquid density, P v the saturated vapour pressure of the liquid, P ∞ the far-field pressure, G a known constant proportional to both the specific gas constant and the mass of the gas, T the temperature, σ the surface tension and µ the liquid viscosity. The term GT /R 3 is the partial pressure of bubble gas, assuming that the gas behaves as an ideal gas. 
in whichR M is the initial maximum bubble radius. Here we consider both the viscous and surface tension effects.
We scale this equation usingR =R M R andt =R M t/U , where ∆ = P ∞ − P v and the reference velocity U = ∆/ρ. The dimensionless Rayleigh-Plesset equation takes the form
in which p g0 = GT /∆R 3 M is the dimensionless initial pressure of the bubble gases, W e = R M ∆/σ is the Weber number, Re = ρUR M /µ is the Reynolds number and ǫ = 1/Re is a small parameter. The critical parameters in the bubble behaviour are p g0 and W e. The initial conditions are given by
After multiplying by R 2 dR/dt, equation (1) can be rewritten in the form
where the energy of a bubble system E(t) is defined as follows
The first term on the right-hand side of (4) is the kinetic energy of the bubble system, the third term is the potential energy associated with surface tension, and the remaining two terms are associated with the potential energy of the compressibility of the bubble gases. The Rayleigh-Plesset will predict the energy loss for each cycle due to viscous effects even if acoustic radiation is considered, because the energy loss due to acoustic radiation happens during a very short period at the end of the collapse when viscous effects are insignificant.
The damping due to viscous effects is thus mainly contributed during the remaining time when the compressible effects are negligible 43 . 
B. The leading-order solution
A bubble in an incompressible Newtonian fluid undergoes a damped oscillation, with the amplitude and period reducing gradually, as illustrated in Figure 1 . The time scale, over which the bubble radius R changes significantly, is the period 2π/ω of inertial oscillation, where the (angular) frequency is ω. However, the time scale for the variation of the period (or frequency) and the minimum/maximum bubble radii is the long time scale associated with viscous damping of the order of the Reynolds number Re. We therefore introduce two time variables t i and t v associated with the inertial and viscous time scales 29, 44, 45 , respectively,
where the (angular) frequency of oscillation ω needs to be chosen so that, in terms of t i , the period of oscillation of the leading-order solution is independent of t v . The period on this t i scale is then an arbitrary constant which we specify to be 2π without loss of generality. Using (5c), the Rayleigh-Plesset equation (1) becomes
We introduce an expansion for the bubble radius of the form
as ǫ → 0. At leading order in (6) we obtain
The higher order equations will be discussed in Sec. II C and Sec. II D. We also introduce an expansion for the energy of the bubble system of the form
where the dependence of E 0 only on t v and
follow from (3) and (4), respectively.
Equation (8) is readily integrated to yield
where
The negative sign above is associated with the collapse stage from the maximum bubble radius to the minimum bubble radius and the positive sign above with the expansion stage from the minimum bubble radius to the maximum bubble radius.
For an oscillating bubble, as ∂R 0 /∂t i = Q = 0, R 0 reaches its maximum or minimum.
Using (11), we define the maximum radius R max (E 0 , p g0 , W e) and the minimum radius R min (E 0 , p g0 , W e) to be the two successive roots of
As the bubble oscillates, there are two positive roots of g(R 0 , E 0 , p g0 , W e) = 0 for given values of E 0 , p g0 and W e, as illustrated in Figure 3 . The parameter regimes associated with bubble oscillation will be discussed in Sec. III.
For an oscillating bubble, the periodicity of R 0 (t i , t v ) in terms of t i follows from the definition of frequency ω = ω(t v ) in (5a), the period having been chosen to be 2π (see Figure 2 (b)). Equation (12) shows that Q is an odd function of t i and therefore R 0 is an even function of t i . Accordingly, the dependence of R 0 and Q on t i are fully specified if they are determined on a half period of oscillation. We adopt the half period corresponding to the collapse stage from the maximum bubble radius R max to the subsequent minimum bubble (13) radius R min . Furthermore, if we denote t i = −Ψ at the maximum bubble radius R 0 = R max , then t i = π − Ψ at the minimum bubble radius R 0 = R min , where Ψ(t v ) is known as the phase shift (see Figure 2(b) ). We specify the leading-order solution Q for the collapse stage
The leading-order solution R 0 for the collapse stage is then obtained by integrating (14) from t i = −Ψ, at the maximum bubble radius R 0 = R max , to t i < π − Ψ as follows
Otherwise, if t i + Ψ(t v ) ∈ (0, π), then R 0 and Q may be calculated using the parity and periodicity properties
for any integer n. We thus specify the phase shift Ψ by taking R 0 to be even (and Q to be odd) about t i + Ψ = nπ, with Q < 0 for 0 < t i + Ψ < π. We may then express ω in terms
It remains to determine the energy E 0 (t v ) of the bubble system and the phase shift Ψ(t v ).
The secularity conditions to derive these quantities will be obtained from the equations for R 1 and R 2 in Sec. II C and Sec. II D, respectively.
C. The first correction
At next order in (6) we have
The right-hand side of (18) contains secular terms which, if not removed, would force R 1 to grow and eventually make the asymptotic expansion (7) for R non-uniform. In this subsection, these secular terms are eliminated.
Equation (18) is a linear equation and thus its solution can be constructed from the two linearly independent solutions of its homogeneous equation, using the method of variation of parameters. It can be verified by differentiation of (8) by t i and E 0 that two solutions of the homogeneous problem for (18) are Q and (14)- (16) is treated as independent of E 0 . In order to show that these two solutions are linearly independent, we evaluate the Wronskian W of the two solutions Q and S,
by differentiating (11) with respect to E 0 in which, again, ω(E 0 (t v ), p g0 , W e) is treated as independent of E 0 . Hence, we obtain
which is apparently nonzero, and thus Q and S are linearly independent.
We apply the method of variation of parameters to solve the inhomogeneous equation for R 1 by writing
where α(t i , t v ) and β(t i , t v ) are to be determined. As usual in the method of variation of parameters, we impose the following condition
Substituting (20) into (18) and using (21) yields
We note that Q is periodic, but S is not periodic in t i + Ψ. It is desirable to rewrite equation (20) for R 1 in terms of two periodic functions in order to help in identifying the secular terms. The structure of R 0 and Q take the form (in view of (14)- (16))
It follows from differentiation of R 0 with respect to t v that X, defined by
is periodic in t i + Ψ, with period 2π, and is even about t i + Ψ = nπ 46 . The expression for R 1 in (20) may now be written in terms of the two periodic functions Q and X. Using (24), the solution for R 1 given in (20) can be rewritten as
After solving the system of two equations (21) and (22) for the two unknowns ∂α/∂t i and ∂β/∂t i , we find
The suppression of secular terms on the right-hand side of (18) now requires that the righthand sides of (26) and (27) have zero average over a single cycle of oscillation.
An expression for the first derivative of E 0 may be derived by differentiation of (10) as
Using (28), it is straightforward to show that (26) is equivalent to
As discussed above, the suppression of secular terms in (26) . dt i denotes the average value over a single cycle of oscillation. The third term on the right-hand side of (29) has zero average due to periodicity, therefore the average of (29) yields
Equation (30) is the first of our secularity conditions and it may be derived much more directly from (3).
We now consider the secularity condition for the phase shift Ψ(t v ). We define a periodic function Ω(t i , t v ) in t i + Ψ, with period 2π, which is odd about t i + Ψ = nπ, by
Integrating
we obtain
where β 0 (t v ) is a further unknown. The structure of the solution (23b) yields
where in each case the last term on the right-hand side is even in t i + Ψ and the remaining terms are odd in t i + Ψ about t i + Ψ = nπ. We also require the result
to rewrite (27) as
The first term on the right-hand side of (36) has zero average due to periodicity. The second and fourth terms on the right-hand side of (38) have zero average because they are odd. In order to avoid secularity we require that
Unfortunately, this second secularity condition does not complete the analysis of the leading-order solution as β 0 (t v ) remains undetermined. We define a periodic function Λ(t i , t v ), such that Λ = 0, which is even about t i + Ψ = nπ, by
Substituting the equation above into (36) yields
Integrating the equation above, we thus have
Using our expressions for β in (32) and γ in (38) , the solution for R 1 in (25) may now be rewritten as
where γ 0 and β 0 remain to be determined. However, only the function β 0 (t v ) is required in the secularity condition (37).
D. A further secularity condition
In order to complete the analysis of the leading-order solution we require the quantity β 0 (t v ) in (37) . This may be achieved by obtaining a further secularity condition from the equation for R 2 . Alternatively, as R 2 is embedded in E 2 , a more direct approach to obtaining the required secularity condition is adopted. We substitute the expansions of (7) and (9) for the radius R(t) and the energy E(t), respectively, into (3) and obtain the following equation:
If we expand (4) and substitute (8), then we have
Using (19), (20) and (32), the equation above simplifies to become
The right-hand side of (40) should have zero average over a single cycle of oscillation to avoid secularity. We integrate (40) and (41) to obtain
Substituting (33) and (39) into (42) and utilizing parity arguments, we find that
Using (35), (37) and (43), a first-order ordinary differential equation for β 0 (t v ) is obtained
In order to simplify (44) we note that, in view of (30),
Integrating (45), we obtain
where Ψ 1 is a constant. Integrating (37) after the substitution of (46), we determine the phase shift
where Ψ 0 is another constant. We thus obtain a simple formula for the phase shift in terms of the frequency of oscillation. The two constants, Ψ 0 and Ψ 1 , depend on the initial conditions, which will be given in Sec. II E. The leading-order solution is now fully determined up to constants of integration. Alternatively, we note that the viscous term in the Rayleigh-Plesset equation (1) is purely dissipative, so the phase shift satisfies a homogeneous second-order ordinary differential equation. Therefore, it is possible to anticipate the solution (47) in which the Ψ 0 term corresponds to the arbitrariness of the origin of t i in the definition (5a) and the Ψ 1 term corresponds to the invariance of (1) under translations of t (as discussed in Smith et al. 46 ).
E. Initial conditions
It remains to evaluate the initial condition for energy E 0 (0) and the constants of integration Ψ 0 and Ψ 1 (required in (47) to calculate the phase shift Ψ) from the initial conditions
We derive the following expansions from these initial conditions
Using (4) and these expansions, we obtain our initial condition for the energy of a bubble system at leading order
at next order we have
The initial condition for the phase shift Ψ(0) = 0 may then be determined from (15) . Using (41) , (48) and since Ω is odd about t i + Ψ = 0, we obtain the result,
It follows that the constants of integration are given by (46) and (47) in the form
A small modification in the initial conditions results in modification of the leading-order solution for bubble radius via the constants of integration for the phase shift.
III. NUMERICAL RESULTS
As discussed in Feng and Leal 33 , in the inviscid limit of (1), dynamics of a gas bubble split into three parameter regimes. In the first regime, the response is typical of an ideal gas bubble when an increase (decrease) in radius is limited by a decrease (increase) in pressure inside the bubble. There is one stable equilibrium and the bubble oscillates for any initial condition E 0 (0). In the second parameter regime, the bubble radius may grow without bound or it may oscillate depending on the initial condition E 0 (0). In the final parameter regime, when the vapour pressure of the bubble dominates, there are no equilibrium solutions and the bubble radius grows without bound for any initial condition E 0 (0). In contrast to an ideal gas bubble, a vapour bubble may fall into any of the three parameter regimes described above, the classification depending on the relative values of surface tension and vapour pressure.
The above analysis of the three parameter regimes also holds for viscous bubble dynamics at high Reynolds numbers; however, when the parameters are in an oscillation regime, a bubble undergoes a damped oscillation. Following their results, our numerical results are limited to the first regime in which bubble oscillations occur.
At large Reynolds number, the viscous decay over a single cycle of oscillation is very small. However, over many cycles, these very small amounts of decay accumulate to produce a substantial change in the bubble radius. In this section, we investigate how the Reynolds number Re (or ǫ), the dimensionless initial pressure of the bubble gases p g0 and the Weber number W e influence bubble oscillations over a long lifetime.
A. Validation
The average energy loss rate for a bubble system can be rewritten as follows, using (30) ,
R 0 QdR 0 . Using (14) and (17), the right-hand side may be expressed entirely as a function of E 0 , p g0
and W e as follows
Equation (51) 
where f (E 0 , p g0 , W e) is the right-hand side of (51), and thus dE 0 /dt = f (E 0 , p g0 , W e)/Re.
Therefore the average loss rate of the energy is inversely proportional to the Reynolds number Re.
In the following comparisons of asymptotic and numerical solutions, the NAG routine D02EJF is used for solving the Rayleigh-Plesset equation (1), Euler's method for the first derivative in (51), the NAG routine D01ATF for the integrals in (51) and the bisection algorithm for the roots of (13).
There are circumstances under which a bubble undergoes free oscillations for many cycles without significant acoustic radiation and/or the emission of shock waves. A bubble may oscillate in a spherical shape for many cycles in a liquid with high viscosity and/or high surface tension 10, 47 . The compressible effects are the order of the Mach number M = U/c, where c is the speed of sound in the liquid and the viscous effects are the order of 1/Re. In the case of high viscosity, we may thus quantify the conditions under which viscosity is the dominant decay mechanism by the restriction
In the experiments of Lauterborn and Kurz 10 (figure 32), the compressible effects are negligible due to high surface tension. The agreement of the experiment and our asymptotic analysis is shown in Figure 4 .
We now perform three integrations of (51) using the maximum bubble radius. Figure 5 compares the solution of (51) The amplitude envelope of the oscillations are easily determined from E 0 (t v ) using the roots of (13) . Figure 6 compares the upper and lower bounds of the time history of the bubble radius, R max and R min , with a full numerical solution of (1), the agreement again being excellent for hundreds of cycles of oscillation. The maximum radius decreases with time, the minimum radius increases with time, and their rates of change first increase and then decrease with time, both reaching the same constant equilibrium bubble radius during the later stages. Comparing the results for p g0 = 0.25, 0.5 and 0.75, one can see that the damping is enhanced as p g0 decreases, the bubble reaches the equilibrium faster at a smaller value of the dimensionless initial pressure of the bubble gases.
The corresponding frequencies, which are evaluated using equation (17), are compared with linear theory in Figure 7 . Plesset and Prosperetti 48 provide a review of the linear theory. In the linear theory, frequency is given by
The frequency of the present nonlinear theory shows significant variation over the lifetime of the oscillations. The frequency increases rapidly during the early stages and its rate of change decreases with time, reaching a constant during the later stages. Our perturbation method and the linear theory agree when the deviation from the equilibrium radius is small; that is R max − R min ≪ 1. for the lower Reynolds number, the agreement is not as accurate as in Figure 6 , but it is still very good. Comparing the results for Re = 100 in Figure 6 and Re = 10 in Figure 8 , one can see that the damping is enhanced significantly as Re decreases.
B. The behaviour in each cycle
Within each cycle the bubble oscillation depends on three state variables, the dimensionless initial pressure of the bubble gases p g0 , the Weber number W e and the dimensionless energy E 0 of the bubble system, the last is a constant during each cycle of oscillation to a first order approximation. We thus analyze the dependence of the frequency of oscillation, minimum and maximum bubble radii in terms of p g0 , W e and E 0 . Figure 9 shows the dependence of the frequency of oscillation ω on the energy E 0 (or equivalently amplitude), the parameters p g0 and W e. The frequency of oscillation decreases with the energy E 0 , p g0
and W e. In both the linear and nonlinear theories, the frequency has large variations for a change in the quantities. The linear theory will significantly overestimate the frequency for bubbles oscillating with large energies and amplitudes. Figure 10 shows the dependence of the minimum bubble radius R min on the energy E 0 and the parameters p g0 and W e. The minimum radius decreases rapidly with E 0 and increases rapidly with p g0 , but it is, to a large extent, independent of the parameter W e.
The dependence of the maximum bubble radius R max on the energy E 0 and the parameters p g0 and W e is shown in Figure 11 . The maximum bubble radius increases with E 0 , p g0
and W e. Figure 12 shows the effect of a variation of the parameter p g0 on the long-time history of the energy, the maximum bubble radius and the frequency. The simulations all start from the same initial radius and energy. The energy increases, the maximum bubble radius increases and the frequency decreases for larger p g0 .
C. The behaviour over many cycles
The conventional approach to viscous decay in fluid mechanics is to introduce a decay rate (see, for example, Lamb 49 ). In order to adopt this approach for spherical bubbles, the maximum bubble radius may be approximated by the expression
where α(E 0 , p g0 , W e) is the amplitude, λ(E 0 , p g0 , W e) represents the decay rate and R eq (p g0 , W e)
is the appropriate solution of the cubic equation
Equation (54) is obtained by setting the time derivatives to zero in (1). If we adopt this definition, then the variation of decay rate is shown in Figure 13 . As large values of p g0 limit the range of energies (see Figure 5 (c)), only one energy is plotted in Figure 13 (b).
The decay rate increases with decreasing energy E 0 and with decreasing parameters p g0
and W e, it being clear that linear theory will significantly overestimate the decay rate for large-amplitude spherical bubble oscillations. We note that the variation of R max does not follow equation (53) for the smallest values of E 0 , it having been previously reported that small-amplitude bubble oscillations decay algebraically for long times 50 .
D. Sensitivity of the solution to small changes in the initial conditions
We now illustrate how an order ǫ modification in the initial conditions may produce an order one change in the solution via the phase shift Ψ. We adopt W e = 160, p g0 = 0.1, Over the long lifetime of a decaying oscillation, the energy of a bubble system, amplitude and frequency of oscillation have large variations. The energy of the bubble system decreases with time and its rate of change reduces with time too, reaching a constant ultimately. The maximum radius decreases with time, the minimum radius increases with time, and their rates of change first increase and then decrease with time, both reaching the same constant ultimately. The frequency increases rapidly during the early stages and its rate of change decreases with time, reaching a constant during the later stages.
The frequency, maximum/minimum bubble radii and their changing rates have been shown to have strong dependence on the energy of a bubble system E 0 , p g0 and W e. The frequency of oscillation decreases with E 0 , p g0 and W e. The minimum radius decreases rapidly with E 0 and increases rapidly with p g0 , but it is, to a large extent, independent of the parameter W e. The maximum bubble radius increases with E 0 , p g0 and W e.
Our results also show that linear theory will significantly overestimate the frequency and decay rate of spherical bubble oscillation. The phase shift for decaying bubble oscillations has two constants of integration, these two constants having been shown to depend on small perturbations in the initial conditions. In this sense, large-amplitude bubble oscillations are very sensitive to changes in the initial conditions with the phase being shifted either backwards or forwards. Furthermore, large-amplitude non-spherical bubble oscillations will also exhibit similar sensitivity as it is a consequence of the nonlinearity at leading order.
Linear and weakly nonlinear analysis will not predict such sensitivity.
A. Summary of analytical results
In this final subsection, the three main analytical results are summarized for the convenience of readers. The results are provided in the dimensionless form. The reference length and pressure are chosen as the maximum bubble radiusR M during the first cycle of oscillation and ∆ = P ∞ − P v , respectively, where P ∞ is the ambient pressure and P v is the saturated vapour pressure.
Firstly, the average loss rate of the energy E 0 of a bubble system may be written as , where the right-hand side is expressed entirely as a function of the Reynolds number Re = ρUR M /µ, E 0 , the dimensionless minimum pressure p g0 at the maximum bubble radius during the first cycle, the Weber number W e =R M ∆/σ in which U = ∆/ρ, ρ and µ are the density and viscosity of the liquid surrounding the bubble, respectively. Furthermore, R max (E 0 , p g0 , W e) and R min (E 0 , p g0 , W e) are the maximum and minimum radii of the bubble, respectively. The initial condition for the energy of a bubble system is given by E 0 (0) = 1 W e + 1 3 .
