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ABSTRACT
SHORT TERM ENERGY FORECASTING FOR A
MICROGRID LOAD USING LSTM RNN
September 2020
MS, University of Massachusetts, Amherst
Decentralization of the electric grid can increase resiliency (during natural disasters)
and can reduce T&D energy losses and emissions. Microgrids and DERs can enable this to
happen. It is important to optimally control microgrids and DERs to extract the greatest
economic, environmental and resiliency benefits. This is enabled by robust forecasting to
optimally control loads and energy sources. An integral part of microgrid control is power
side and load side demand forecasting.
In this thesis, we look at the ability of a powerful neural network algorithm to forecast
the load side demand for a microgrid using the UMass campus as the test bed. UMass has its
own power plant producing 16 MW of power. In addition to this, Solar panels totaling 5.5MW
and lithium ion battery bank of 1.32 MW/4 MWh are also available. An LSTM recurrent
neural network is used for demand forecasting. In addition to a fully trained LSTM network,
multi linear regression model, ARIMA and ANN model are also tested to compare the
performance.
In addition to the Short Term Load Forecasting, the peak prediction accuracy of the
model was also tested to run a battery discharge algorithm to shave peak demand for the
microgrid. This will result in demand cost savings for the facility. Finally, the fully trained
neural network was deployed on a raspberry pi computer.
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CHAPTER 1
INTRODUCTION
1.1 Objective
The objective of this research is to explore a machine learning based energy
forecasting algorithm for short term load forecasting (STLF) on a microgrid load, study its
ability to predict daily peak demand and use the predictions to implement a battery discharge
strategy for peak shaving. According to the U.S. Department of Energy[1], a microgrid is
defined as “a group of inter-connected loads and distributed energy resources that act as a
single controllable entity with respect to the grid. A microgrid can connect and disconnect
from the grid to enable it to operate in both grid-connected or island-mode. The University
of Massachusetts Amherst (UMass) campus is a robust example of a microgrid as it
encompasses many varying load types (dorms, classrooms, office spaces, event spaces, a
healthcare facility, dining commons, gyms, etc.) and numerous integrated distributed energy
resources (DERs), including a central heating and power plant, distributed photovoltaic
installations and a li-ion battery system. Due to the complexity of this system and the
considerable data available, the electric load for this microgrid is utilized in the following
experiments. Effective load forecasting allows for optimal control of DERs in a microgrid in
order to maximize economic benefits and possibly increase system efficiency. For UMass, this
would enable the battery control algorithm to decide the optimal time and duration for
discharging to offset energy imports from electric utility, thereby reducing demand charges
for the campus. In addition to battery control, load forecasts can help to decide the optimum
utilization of other DERs and loads in the microgrid. Finally, the fully trained neural network
developed for forecasting the model will be deployed on an embedded Pi-class device.
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1.2 Microgrid
The concept of a decentralized grid or microgrid is old. In fact, the first power plant
constructed in 1882 by Thomas Edison at the Manhattan Pearl Street Station was essentially
a microgrid [2]. The system he designed and installed in Manhattan met all of today’s criteria
for a microgrid system. It was self-contained, powered by coal fired steam engines that drove
six DC Generators rated at 1,100 kW. The system was small with localized generation and
distribution network. The system could only serve a few blocks due to restrictions in DC
transmission networks and even had a battery storage system. The steam from the
generators were used to provide heat to nearby buildings. Today this system is called the
combined heat and power (CHP).

Figure 1 : Schematic for a Microgrid [1]
In the past few decades university campuses began using microgrids as a way to add
resiliency to their system and to reduce costs and emissions. Many campuses upgraded their
central heating plants to CHP systems, where the generation of thermal energy and electricity
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onsite dramatically increased the overall efficiency of the system. These installations have
demonstrated that microgrids can operate in parallel with local utility grids while providing
benefits to both the electric grid and campus.
Microgrid technologies have found increased attention and investments since the
start of the 2000’s. They have proved valuable during adverse events that affected the larger
grid. For example, Superstorm Sandy in 2012 struck the northeast of the U.S and damaged
the larger grid infrastructure causing power outages[2]. However, microgrid operators like
Princeton University, New York University and South Oaks hospital continued to have
electricity and heat showcasing the significance of microgrid technology and its ability to
provide critical resiliency benefits. The increased frequency of adverse weather events
throughout the U.S. has boosted the significance of microgrids due to their resiliency benefits.
This prompted many states in the U.S. to invest in microgrid technologies. Connecticut, New
York and California developed microgrid pilot programs that would fund microgrid studies
and demonstration projects. Today microgrids can be found at a broad range of commercial,
institutional, industrial, community and government facilities.
Microgrid may contain a variety of energy resources like solar, CHP, wind, fuel cells,
small hydro and energy storage systems such as electric and thermal storage. When internal
energy sources cannot meet the required load of the microgrid, electricity is purchased from
the larger grid. Many microgrid environments incorporate CHP systems to generate
electricity and provide heating to the facilities they serve. Renewable energy sources like
solar and wind have become cheaper over the years and are increasingly being integrated
into microgrid environments. The inherent nature of renewables is the uncertainty of their
availability with changing weather. This uncertainty can greatly impact the ability of a
microgrid system to meet its energy load. According to [3] the ability of a microgrid to
function depends on knowing the demand needs and available generation capacity in its
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domain. The objective of a microgrid energy management system (EMS) according to [4] is
to provide a bidirectional interaction framework between power produced and user
consumption. This is achieved based on the power and load forecasts. Thus, power and load
forecasting are part of many centralized microgrid control methods.
This thesis focusses on the STLF of a microgrid using UMass Amherst as a test bed.

1.3 UMass Amherst Campus Load
The UMass campus employs various energy sources to meet its thermal and electric
energy needs. The UMass power plant has a 10 MW combustion turbine, a heat recovery
steam generator, a 4 MW and 2 MW steam turbine and three natural gas boilers. Together
they can produce a total of 16 MW. Solar panels are installed on the roofs and parking lots
with a net capacity of 5.5 MW. Energy imports from the utility are used to meet any additional
energy demand. Recently, a 1.32 MW/4 MWh lithium ion battery system was installed on
campus to reduce the peak energy demand and related costs. Depending on the demand for
electricity on campus, the energy drawn from the utility varies but maintains a minimum
import of 400 kW throughout the year. Various factors such as planned or unplanned
shutdowns of the generators, the start of the semester or special events held on campus may
increase the total campus electric load and this increase is met by a combination of on-site
energy sources and grid imports.
The utility charges its customers for electricity consumed (kWh) and rate of
electricity consumed (kW). The electricity use by the campus is seasonal. Another
complication is the fact that it is difficult to store electrical energy on a scale comparable to
consumption. Therefore, it must be delivered to the usage point as it is called for instantly.
This means that the utility has to install and maintain adequate distribution and generation
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capacity on constant standby. The number and size of the equipment required for this
purpose must be large enough to meet the peak demand of all of its customers. Generally,
demand charges are based on a specific utility rate/tariff and the highest 15 minute or hourly
power draw observed for a facility for a given month is used to charge the demand cost. For
UMass, the campus demand coincident with the peak 15-minute demand of ISO-New England
for the month is taken to charge its demand costs. For the purpose of this thesis and to
simulate the general criteria used to charge demand, it is assumed that the campus is charged
based on the hourly UMass campus peak demand for each month. To offset the demand cost,
the battery system installed on campus will discharge when the hourly peak campus demand
occurs. Knowing when the peak hour will occur enables the battery discharge algorithm to
decide the time and duration of discharge to offset the imports. The UMass campus, with
students coming in after spring break will see a surge of electricity use. The classes for fall
semester always start during the first week of September and end middle of December. In
addition to these yearly occupancy events, there are a number of temporal patterns like class
schedules that have a direct impact on the energy usage and occur on a day to day basis.
The UMass campus demand dataset used for training varies from 9,652 kW to 26,346
kW. This shows considerable variation in electric demand throughout the year. Papers [5]
that have predicted short term electricity load for campuses have used datasets with much
less variability. The campus load has a wide variety of building types like dormitories, dining
commons, hospital, labs and classrooms. This shows that the forecasting problem for UMass
campus is much more complex than the ones in similar research papers.
The problem of predicting demand is a case of nonlinear regression. Although many
conventional methods are available for nonlinear time series forecasting, a neural network
based architecture called Long Short Term Memory (LSTM) is extensively tuned and
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experimented with in this thesis. This algorithm is very robust and flexible and is widely
applied in time series applications.

1.4 Literature Review
Several methods for STLF are available in literature and fall under two broad
categories: classical and machine learning based methods.
Among the classical approaches, the ARIMA model is one of the most common method
used for its ease of use and reasonable accuracy. Radial basis function (RBF) neural network
had been used to address the short-term load forecasting in [6] and [7]. In [6], they have
combined the RBF neural network with the adaptive neural fuzzy inference system (ANFIS)
to adjust the prediction by taking account of the real-time electricity price. In [7], they
addressed the short-term day-ahead forecasting problem via a grid method combined with
the back propagation (BP) and the RBF neural networks. The grid method is similar to the
similar day method in [7], but instead of grouping days with similar meteorological
measurement, it groups load profiles according to location, nature and size of the loads. For
each group, they trained a BP network and an RBF network to predict the day-ahead load
demand. A neural network based predictor for very short term load forecasting was proposed
in [8]. It takes the load values of the current and previous time steps as the input to predict
the load value at the coming time step. An ensemble of extreme learning machines (ELMs) to
learn and forecast the total load of the Australian national energy market was proposed by
[9]. The proposed methodology not only made use of the supreme ELM learning efficiency for
self-adaptive learning but also used the ensemble structure to mitigate the instability of the
forecasts.
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The microgrid level load has variations that are atypical in many cases. Due to the
presence of various distributed energy resources (DER) that are renewables, introduction of
newer technologies like electric vehicles and ability of customers to adapt energy usage for
demand response, the microgrid load has become more complex [10]. For this reason, the
classical methods using historical weather data for forecasting may not be enough.
LSTM architecture is a type of Recurrent Neural Network (RNN) that are known to
use stored long-term dependencies in data and effectively predict load. They are
implemented successfully for language translation and speech recognition applications in
[11] and [12]. These models captured the temporal correlations in text and speech, like the
temporal correlations in a demand data.
Past work on using batteries for grid energy optimizations falls broadly into two categories:
energy arbitrate and peak shaving. When customers are subjected to time of use (TOU)
pricing, with different prices during pre-defined peak and off-peak periods, batteries enable
energy to arbitrate where the battery charges during cheaper off-peak hours and discharges
during peak hours to generate revenue or reduce costs. Past work has cast this problem as
an optimization problem where load forecasting is used to estimate future demand and the
optimization determines the optimal amount of charging or discharging to maximize
revenue/savings. Peak shaving [13]–[17] is a different type of energy optimization that is
designed to address peak demand charges, in this case, the customer needs to predict when
their demand is likely to peak, and operate the battery during this period to “clip” the peak.
Here, it is more critical to determine when the local demand from the customer will peak
during each day, a problem we refer to as peak forecasting. As noted earlier, the problem of
peak forecasting is a related but distinct problem from load forecasting—in the former, we
need to predict the top-k hours when demand will be the greatest, while in the latter, we need
to predict a time-series of estimated demand (e.g., hour by hour demand). Load forecasting
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is a well-studied problem with many decades of research. Past work in the area falls into two
broad categories: use of time series forecasting methods[18], [19] and, more recently, use of
neural nets and deep learning methods [20]–[22]. Regardless of the method, all load
forecasting techniques use past history and parameters such as weather to estimate future
demand. Load forecasting methods are known to be very accurate for predicting grid-scale
demand where the variations are” smooth” but have higher errors when predicting demand
for individual consumers where demand has higher stochasticity. Peak forecasting is less well
studied than load forecasting. The problem was studied in [23] with the goal of predicting the
top-5peak days in each year for the region of Ontario [24]; we seek to perform peak
forecasting at the shorter time-scale of hours, which is more challenging since hourly
individual demand has higher variations than aggregated daily grid demand. As mentioned
earlier, one baseline approach is to take any load forecasting approach and trivially modify it
for peak forecasting by sorting the predicted time series and choosing the top-k hours. As we
will show experimentally, such an approach can yield higher errors than a forecasting
approach specifically designed for peak forecasting.
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CHAPTER 2
DATA EXPLORATION AND FORECASTING
FRAMEWORK
2.1 UMass Amherst Data
The energy usage for the campus depends on the weather and the time of the year.
Weather data for the campus is available from the UMass computer science weather station
in a resolution of 5 minutes intervals. This includes, outside air temperature, humidity, dew
point, wind speed, wind direction and solar irradiance. Outside air temperature and humidity
have the most influence on demand and are used as inputs for the neural network model. The
campus demand data is the sum of energy produced by the power plant, solar panels and
energy imports from the utility. The data from each source was collected separately and
compiled together to get total demand for the campus. The data available from the power
plant, solar panels and weather differ in their resolution. The smallest common resolution
available for all sources is hourly and is chosen for our experiments. Figure 2, 3 and 4 shows
the demand and weather data for two and half years from January 2016 to June 2018.
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Figure 2 : Demand for UMass Campus, January 1st 2016 - June 31st 2018

Figure 3 : Temperature for UMass Campus, January 1st 2016 - June 31st 2018
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Figure 4 : Dew Point temperature for UMass Campus, January 1st 2016 - June 31st
2018
The data is a time series and hence every instance of data is dependent on the
previous instance or instances. This dependency is of utmost importance for the model we
develop and one of the most commonly used machine learning algorithms that is capable of
recognizing these patterns are neural networks, specifically recurrent neural networks. They
are explained in the following sections.

2.2 Neural Networks
Neural networks are a set of algorithms that are designed to recognize patterns. They
can be used in the field of classification, clustering and regression analysis of real world data.
These algorithms are commonly called ‘universal approximator’ because of its ability to
approximate an unknown function f(X) = Y between inputs X and Y, provided there are
correlations between X and Y. To approximate the relationship, the data containing X and Y
are shown to the algorithm, which then makes predictions of y. The predictions are adjusted
to reduce the error with actual values of Y. This is called the process of learning by a neural
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network and at the end finds an approximate manner of transforming x into y. The advantage
of such an algorithm is its ability to recognize the correlations by itself without any input on
the nature of relationship between X and Y[25].
There are two types of learning processes for neural networks depending on the type
of dataset. They are supervised and un-supervised learning. For supervised learning the
dataset have two components: an input vector (past demand, weather, seasons, and day of
week) and desired output (demand for the day to be predicted). Thus, each sample has an
input and a target. The dataset is divided into two parts namely, train and test. Each part
contains vectors X and Y. The input vector X contains past demand, weather, seasons and day
of the week which are called features. Thus, input vector X is a combination of features
deemed relevant for making an accurate forecast on Y. The output vector Y contains the
demand data for the day to be forecasted. For the rest of this thesis, input vector is designated
as train_X or test_X and output as train_y or test_y. The train dataset is used to develop the
correlations between inputs and outputs, while test dataset is held out during training and
shown to the algorithm at the end of training to see how well it generalizes on an unseen
dataset. During training, the output (train_y) acts as a supervisory signal and helps the model
to generalize the correlations between inputs and output. Demand forecasting falls under
supervised learning. In case of an unsupervised learning problem, the goal is to find hidden
patterns in the dataset. The training data contains input vector with no output vector. The
algorithm has to learn the correlations between features of the input vector to identify any
useful patterns. This is a complex process and is suitable when the nature of correlations
between features in the dataset is unknown.
A neural network has a general form as shown in figure 5.

12

Figure 5: General Diagram of a Neural Network [26]
The input layer while training is train_X and the output layer is the forecasts of train_y. In
Figure 5, there are 4 features and N time steps in train_X. The layers between input and output
are called hidden layers and are marked Hidden Layer 1 and 2. Each circle in the hidden layer
in Figure 5 are nodes and lines that map each node in a layer to nodes in other layers
represent weights. Nodes are otherwise referred to as neurons. Nodes or neurons in a neural
network is defined as the unit were a mathematical operation that transforms the input
vector to the node using weights and then passed through a nonlinear function (activation
function) occurs. The arrows on the lines represent the direction of flow of data from input
layer to output layer during training. The Hidden layer 1 have 5 nodes and Hidden layer 2
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have 7 nodes. The output in this example has 3 features with N time steps. A mathematical
operation of the form 𝑦11 = [(𝑊11 × X + 𝑏11 )] occurs at each node. In the equation, 𝑊11 is
the weight matrix between input layer and the first node in layer 1 of size [4, 1], X is the input
vector or train_X [N, 4], b11 is the bias vector [1, 1] and y11 is the output of the first node. This
operation is repeated at each node and the output of layer 1 is represented using the formula
𝑦1 = 𝛼[∑𝑖=1 𝑡𝑜 5(𝑊1𝑖 × X + 𝑏1𝑖 )] where, b1i is the bias vector [5, 1], y1 represents the output
of Hidden layer 1 and α is the activation function. The purpose of an activation function is to
introduce non linearity to the neural network. The equation for y1 without the activation
function is simply a linear equation on the inputs. A linear equation will always have
limitations on approximating a nonlinear relationship between inputs. A common activation
function used today is the sigmoid function. Passing through a sigmoid function will take the
form,

𝑦1 = 𝑆𝑖𝑔𝑚𝑜𝑖𝑑( ∑ (𝑊1𝑖 × X + 𝑏1𝑖 )) =
𝑖=1 𝑡𝑜 5

1
1+

𝑒 − ∑𝑖=1 𝑡𝑜 5 𝑊1𝑖×X+𝑏1𝑖

)

The term ex in the above equation introduces a complex combination of feature vectors. It
should be noted that a linear activation function will result in the neural network to behave
like a linear function, losing its ability to capture the non-linearity in the data.
The learning of correlations between train_X and train_y starts with showing the
algorithm the dataset with train_X and making a prediction for train_y. This is called forward
pass. The difference between the prediction for train_y and actual train_y is the error. The
weights in the network are updated in such a way that the error decreases. This is achieved
by first calculating gradient descent across the weight matrices with respect to the error and
then updating the weights using backpropagation algorithm. Gradient descent is the process
of finding the local or global minima of a function. The objective of applying gradient descent
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is to determine which weights have the most influence on error and to determine the
magnitude of change to be inflicted on the weights during backpropagation. This is done by
taking partial derivative of the error with respect to each weight in the weight matrix. Partial
derivative

𝜕𝐿
𝜕𝑊𝑖,𝑗

tells us the influence of weight Wi,j (i = layer, j = node)on error (L). Thus, for a

network as shown in figure 3, the derivative of the loss function is propagated from the output
layer to the input. Consider a simple neural network in Figure 6 below.

Figure 6 : Simple Network
X, Y, Z are the inputs, the circle with + sign means X and Y are added to get q and circle
with star sign means q and Z are multiplied. Thus, q = X + Y and y = q*Z and X = -2, Y = 5, Z = 4. The circles are the nodes or neurons. The goal here is to understand the influence of X, Y
𝜕𝑦

𝜕𝑦 𝜕𝑦

and Z on y. To understand the influence, we take partial derivatives of the form 𝜕𝑋 , 𝜕𝑌 , 𝜕𝑍.
The partial derivative of q and y on X, Y, Z are calculated using chain rule and summarized
below,
𝜕𝑞
= 1,
𝜕𝑌

𝜕𝑞
= 1,
𝜕𝑋

𝜕𝑦
= 𝑍 = −4,
𝜕𝑞

The influence of X on y is calculated as follows,
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𝜕𝑦
=𝑞
𝜕𝑍

𝜕𝑦 𝜕𝑦 𝜕𝑞
=
= −4 ∗ 1 = −4
𝜕𝑋 𝜕𝑞 𝜕𝑋
Thus, X has a negative influence on the final output y and the magnitude of y changes four
times for a unit change in X. This is repeated for X and Y. The process of finding gradients of
each node passes from the output layer to the input layer. Once the gradients are known, the
backpropagation algorithm is used to update the weights. A learning rate is used to determine
the magnitude of change to be brought on the weights. In the real world, X, Y and Z are the
input features while y is the error in predictions. At the end of training, we end up with an
algorithm that can generalize on unseen data (test_X and test_y).
Feedforward neural network (FNN) and Recurrent neural network (RNN) are two of
the most popular variations used in a variety of applications. However, the idea of training as
explained above remains the same for all variations. The advantage of an RNN over FNN is
its ability to learn long term dependencies in the data. An improved variation of RNN called
Long Short term Memory (LSTM) RNN is used for problems that require the algorithm to
retain very long term dependencies. The RNN’s face the problem of vanishing and exploding
gradients while updating the gradients as explained in section 2.3 and limits its usage in the
real world while LSTM networks which do not face this problem have found wide spread
applications.

2.3 Recurrent Neural Networks (RNN)
The idea behind RNNs is to make use of sequential information. In a feedforward neural
network, we assume that all inputs (and outputs) are independent of each other. RNNs have
the capability to remember information from previous instances and use it to make a
prediction on the next instance. A simple RNN is shown in Figure 7 below.
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Figure 7: Standard RNN (Olah, 2015)
From figure 4, x<1>, x<2>, x<3> to x<Tx> are the inputs and a0, a1, a2 to aTx-1 are the feedback inputs
(also called hidden states) to each cell at each time step. The difference between a FFN and
an RNN is the presence of hidden states in RNN. aTx-1 and x<Tx> are used to make a prediction
yt and this is repeated at each time step. The circles in the box in figure 4 are the nodes while
the box is an RNN hidden layer. The weight matrix (W) is randomly generated initially and
then updated as training progresses. Weight updating is done by first calculating the error
gradients and then using a backpropagation algorithm to recursively update the weights until
the RNN learns to do the task it is being trained for. The mathematical operation that occurs
at each node of the RNN is 𝑦2 = 𝛼[∑𝑖 𝑊1,2 × X + 𝑊ℎ1,2 × ℎ𝑡−1 + 𝑏1 ]. This is similar to the
equation mentioned in the previous section with the addition of the signal from the previous
time step t-1 represented as ht-1 and the corresponding weight matrix as Wh1,2. The activation
function ‘α’ can be chosen from a number of functions like sigmoid, tanh, and ReLU. The most
commonly used activation function for RNN is Rectified-Linear units (ReLU). As mentioned
in the earlier section, the training dataset passes through the RNN network, error gradients
are calculated and weights are updated using backpropagation algorithms. Some of the error
gradients tend to explode or vanish based on saturation levels of each neuron. Saturation

17

level simply refers to the value of a neuron after passing through the activation function. Let
us suppose that the activation function used is sigmoid. Its form is shown in Figure 8.

Figure 8 : Sigmoid Function
Suppose after a forward pass, some of the neurons are saturated close to 0 or 1, i.e. z
value is greater than 5 or less than-5. While calculating the gradients, the saturated neurons
prevents the flow of gradients back into the network. Since there are no gradients for the
network behind saturated neurons, they do not get updated during backpropagation.
As explained in the case of a simple network, the gradient of error with respect to the
weights for a network with N time steps can be calculated using the formula,
𝑁

𝜕𝐿
𝜕𝐿
=∑
𝜕𝑊
𝜕𝑊
𝑡=1

Where, L is the error between actual and predicted value, W is the weight matrix and
N is the number of time steps in the train_X. This can be expanded over the entire network
using chain rule and is written as,
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𝑁

𝜕𝐿
𝜕𝐿 𝜕𝑦𝑡 𝜕ℎ𝑡 𝜕ℎ𝑘
=∑
𝜕𝑊
𝜕𝑦 𝜕ℎ𝑡 𝜕ℎ𝑘 𝜕𝑊
𝑡=1

Where, yt is the forecast made at time step t, ht and hk are the outputs of hidden states
𝜕ℎ

t and k, and W is the weight matrix between hidden layer and y. The term 𝜕ℎ 𝑡 is the partial
𝑘

derivative of hidden state at time t with respect to hidden state at time k. The expansion of
this partial derivative contains the product of Jacobians at time t and k given by the equation,
𝑡

𝜕ℎ𝑡
𝜕ℎ𝑡 𝜕ℎ𝑡−1 𝜕ℎ𝑡−2 𝜕ℎ𝑘+1
𝜕ℎ𝑖
=
…
= ∏
𝜕ℎ𝑘 𝜕ℎ𝑡−1 𝜕ℎ𝑡−2 𝜕ℎ𝑡−3
𝜕ℎ𝑘
𝜕ℎ𝑖−1
𝑖=𝑘+1

𝜕ℎ𝑖

Applying 𝜕ℎ

𝑖−1

on the general form of recurrent neural network neuron will yield
𝑡

𝑡

𝑖=𝑘+1

𝑖=𝑘+1

𝜕ℎ𝑖
∏
= ∏ 𝑊 ∗ 𝑑𝑖𝑎𝑔[𝛼′(ℎ𝑖−1 )]
𝜕ℎ𝑖−1

Where α’ is the derivative of the activation function. Applying Eigen decomposition
on the term yields a number of Eigen values (λ) and Eigen vectors (vi). Any change in the
hidden state Δht in the direction of an Eigen vector vi will result in the multiplication of the
corresponding Eigen value λi of vi. As the number of time steps in train_X increase, the value
of Eigen value increases exponentially, and end up dominating the change in hidden state Δht.
This means that if the largest Eigen value is less than 1, then the gradient will vanish and if
the value is greater than 1, then the gradient will explode. This is commonly called the
vanishing and exploding gradient problem of an RNN.
RNNs are trained by backpropagation algorithm [27]. However, learning long-range
dependencies with RNNs is difficult due to the problems of gradient vanishing or exploding
[28] and [29]. Gradient vanishing in RNN refers to the problems that the norm of the gradient
for long-term components decreases exponentially fast to zero, limiting the model’s ability to

19

learn long-term temporal correlations, while the gradient exploding refers to the opposite
event. In order to overcome the issues, long short-term memory (LSTM) architecture was
first introduced by [30] when a memory cell was included and further improved by [31] with
an extra forget gate. It has been the most successful RNN architecture and received huge
popularity in many subsequent applications. [32] have conducted a detailed review of the
overall structure and the latest development of LSTM. The LSTM framework is explained in
detail in the next section.

2.4 Long-Short Term Memory (LSTM)
LSTMs are a special kind of RNN architecture, capable of learning long-term dependencies.
They were introduced by [30], and were refined and popularized by many people in their
work. They work tremendously well on a large variety of problems like handwriting
recognition, test completion, language translation and image captioning.
As mentioned in the previous section, LSTMs are explicitly designed to solve the
vanishing and exploding gradient problem. Thus, remembering information for long periods
of time is practically their default behavior. All recurrent neural networks have the form of a
chain of repeating modules of neural network. In standard RNNs, this repeating module is
similar to the one shown in figure 4 and will have a very simple structure, such as a single
tanh layer.
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Figure 9 : The repeating module in a standard RNN contains a single layer [33]
LSTMs also have this chain like structure, but the repeating module has a different
structure. Instead of having a single neural network layer, there are four, interacting in a very
special way.

Figure 10 : The repeating module in an LSTM contains four interacting layers.[33]

From Figure 9 and Figure 10, it is clear that a regular RNN has a single layer or gate
introducing nonlinearity into the network while for an LSTM there are four gates. Thus, the
complexity of an LSTM model can be argued to be roughly four times that of a regular RNN.
There are two outputs for a LSTM cell. They are the hidden state and the cell state as shown
by the arrows on the left side of each cell in figure 10. The cell state is the top horizontal line
in Figure 10. This can be thought of as an information highway that flows throughout the
network. Any long term dependencies are stored in the cell state and made available to a
LSTM cell at a later time step. There are two interactions with the cell state by the gates: and
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additive interaction were new information is added to the cell state and a multiplicative
interaction were some of the information is forgot to make way for new information. These
gates are the input gate, the output gate and the forget gate.
Since our data is time series and one instance does depend on the previous instances,
an LSTM-RNN would be a suitable algorithm to explore here. A network diagram for a simple
LSTM cell is shown in Figure 11 below.

Figure 11 : LSTM Cell for Classification
The equations for an LSTM Cell are summarized below. The nature of its interaction
is explained later in this section. The equations from 1 to 4 are calculated simultaneously as
none use the output from another equation.
1. Forget Gate
𝑓𝑡 = 𝜎(𝑊𝑓 [ℎ𝑡−1 , 𝑥𝑡 ] + 𝑏𝑓 )
2. Input Gate
𝑖𝑡 = 𝜎(𝑊𝑖 [ℎ𝑡−1 , 𝑥𝑡 ] + 𝑏𝑖 )
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3. Cell State
𝑐𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑐 [ℎ𝑡−1 , 𝑥𝑡 ] + 𝑏𝑐 )
4. Output Gate
𝑜𝑡 = 𝜎(𝑊𝑜 [ℎ𝑡−1 , 𝑥𝑡 ] + 𝑏𝑜 )
The updated cell state is calculated using the output from forget and input gates and
is shown in equation below.
5.

Updated cell state
𝑐𝑡 = 𝑖𝑡 ⊙ 𝑐𝑡 + 𝑓𝑡 ⊙ 𝑐𝑡−1

The input to the next hidden layer is calculated by passing the output unit through a tanh
function in our case and is shown in equation below.
6.

Intermediate output
𝑎𝑡 = 𝑜𝑡 ⊙ 𝑡𝑎𝑛ℎ (𝑐𝑡 )
Sigmoid and tanh functions are the activation function for the gates. A study by[34]

on using different activation functions for the LSTM gates showed that the sigmoid and tanh
performed better in their tests compared to other activation functions like ReLU. The Wf, Wo,
Wc and Wi are the weight matrix for corresponding gates, ⊙ represents element wise
multiplication while 𝜎 represents hard sigmoid function used in our model. There are three
sigmoid functions, with output range from 0 to 1, in an LSTM block serving as the “soft”
switches to decide which signals should pass the gates.
If the gate is 0, then the signal is blocked by the gate. The decisions for the forget gate
f, the input gate I, and the output gate o, are all dependent on the current input 𝑥𝑡 and the
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output from previous time step ℎ𝑡−1 . The signal of the input gate controls what to preserve
from the previous cell state, while the forget gate controls what to forget from the previous
state 𝑐𝑡−1 . This is achieved by the elementwise multiplication of the forget gate with the
previous cell state and then adding it to the elementwise multiplication of the previous cell
state with the input signal. The result of this interaction is that the cell state, which stores
information from previous time steps, is updated based on the new input vector at the current
time step and the hidden state from the previous time step. With the cell state updated, the
output gate decides which internal state 𝑐𝑡 , should pass to the next time step by passing the
current cell state through a tanh gate. This process then continues to repeat for the next time
step. All the weights and biases are learnt by minimizing the differences between the LSTM
outputs and the actual training samples. Through this un-rolled structure, information of the
current time step can be stored and maintained to affect the LSTM output of the future time
steps.
Figure 10 shows a single LSTM cell. This can be stacked up to form a deeper network
with more than one hidden layers. The advantage of more hidden layers is that it adds model
complexity to capture more of the temporal data that can be used for prediction. On the other
hand, having more layers means that we have a good chance of overfitting our training data
on the algorithm, which can be overcome by randomly dropping out certain connections
between nodes between layers. Having more layers adds additional time for training.
Now that the architecture is defined, the parameters and functions used are
elaborated here. The idea of an activation function is to map the inputs to a hyperspace or
new function space so that they are linear in this new space and be classified or regressed
using a simple linear combination of parameters. The activation functions used in the LSTM
cell are the tanh and hard sigmoid functions. The tanh function is shown in Figure 12.
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Figure 12 : Tanh Function
2.5 Framework for LSTM forecasting
The framework for LSTM forecasting starts with data preprocessing. The dataset
contains demand, temperature, humidity, holiday, semester, seasons and hour of the day as
the features. Demand, temperature and humidity are numerical values while holiday,
seasons, semester and hour of day are categorical values. The features with numerical data
points are normalized to have a constant mean and variance during training. This is done by
scaling the data points between 0 and 1. In order for the algorithm to handle categorical data,
the python library used for preparing the data (sklearn) provides a one-of-K scheme to
transform categorical data. This is called one-hot encoding. For a feature vector containing
four classes (for season, that will be Spring, Summer, Winter and Fall) are replaced with four
columns/vector, each vector corresponding to a class with one for that class and zero for all
other classes. The categorical and numerical features are then concatenated to form the
dataset. The total sequence length (T) of the dataset is 21,888 time steps from January 2016
to June 2018 in one hour resolution for all features considered. The sequence from January
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1st, 2016 to February 15th, 2018 is the training and validation dataset and February 16th 2018
to June 30th 2018 is taken as the test dataset. So for the given sequence of length T, if we are
to forecast at time step t, then the training sequences will be the previous t-1 time steps. The
t here corresponds to February 16th 2018. The algorithm is trained to forecast a day ahead,
which is called the forecasting horizon. The forecasts are made based on the previous two
days, which is called the lookback period. Different forecasting horizons and lookbacks were
experimented with in the following chapter. Lookback is represented as ‘g’. The sequence to
be fed for training will have a length of g time steps. These are then split into two parts, where
the first represents LSTM input sequence (train_X and test_X) and the second one the output
variable (train_y and test_y). A general process for data preparation with one time step as
forecasting horizon and g time steps as lookback is as follows.
1. Data is split into sequences of length g+1.
[𝑦1 , 𝑦2 , 𝑦3 . . . . . 𝑦𝑡−1 , 𝑦𝑡 ]
[𝑦2 , 𝑦3 , 𝑦4 . . . . . 𝑦𝑡 , 𝑦𝑡+1 ]
:
[𝑦𝑇−𝑔 , 𝑦𝑇−(𝑔+1) , 𝑦𝑇−(𝑔+2) . . . . . 𝑦𝑇−1 , 𝑦𝑇 ]
2. This sequence is then split into input and target sequences for LSTM
Input Sequences (train_X, test_X)

Output Sequences (train_y, test_y)

[𝑦1 , 𝑦2 , 𝑦3 . . . . . 𝑦𝑡−1 ]

[𝑦𝑡 ]

[𝑦2 , 𝑦3 , 𝑦4 . . . . . 𝑦𝑡 ]

[𝑦𝑡+1 ]

:

:

[𝑦𝑇−𝑔 , 𝑦𝑇−(𝑔+1) , 𝑦𝑇−(𝑔+2) . . . . . 𝑦𝑇−1 ]

[𝑦𝑇 ]
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This is the shape used to train our LSTM model. The machine learning library used
for our application is keras 2.1.4 using a tensor flow backend. Elastic cloud computing hosted
by amazon web services is used to run the training part of the algorithm. Figure 13 shows the
architecture diagram of the model. The model has 2 main modules the Feature Extractor and
Peak Predictor.

Figure 13: LSTM Model Architecture
Feature Extractor: We use the historic demand as the input to the model along with few
engineered features to improve the accuracy of the model. We add deterministic influencers
such as holidays, the hour of the day, season type (Fall, Winter, Spring, Summer), holidays
and exogenous influencers such as weather and humidity to improve the accuracy of our
model. We encode all influencer features using One Hot Encoding, a method of converting
categorical variables to vector form, and normalize the historic hourly demand. Then, the one
hot encoded features and normalized historic demand are concatenated and fed as input to
the peak predictor.
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Peak Predictor: The peak predictor is a stack of 4-layer LSTM, which is a variant of RNN and
a Min-Max Layer. The objective of the peak predictor is to predict the top-k and bottom-k
hours over the next 24 hours given the historic hourly demand for the past 2 days along with
other engineered features.

2.6 Keras LSTM
Keras is a neural network library written in python that can implement the LSTM
neural network using TensorFlow as back end. In addition to TensorFlow, Keras can run on
top of Thaeno, R, or PlaidML. This library was built for fast implementation of deep neural
networks and is user friendly, modular and extensible.
The LSTM implementation in Keras allows us to tune a number of parameters of the
network. There are a number of parameters that can be tuned to improve the generalization
capability of the model. The parameter s from LSTM documentation are listed below,
Units - the size of vector used in the cell state.
Initializers – defines the way to set initial random weights in keras layers. The value for
random initialization is taken as 7 for our purposes.
Regularizers - Apply penalty term on the gradient during weight updates with back
propagation. They are l1, l2 or l1l2. Keras gives the option to use a user defined function as
the regularizer. The kernel regularizer term used in our case is varied between 0.001 and 0.1
to get the best fit.
Dropout - fraction of units dropped during Bayesian transformation to avoid overfitting on
training data. The best dropout percent is found during hyper parameter tuning.
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Loss function - The loss function for optimization that we have considered is root mean square
(RMSE).
Optimizer - The optimizer chosen is Adam, it is an improved version of the gradient descent
algorithm used to update weights during backpropagation where each parameter has its own
learning rate, and converges faster.
Keras also gives the user to show the number of epochs that we want to use for training. One
epoch would mean one forward pass and one backward pass of all training examples.
Batch size = number of training examples in one forward/backward pass
A Gridserach through a range and combination of different parameter values is performed to
find the best LSTM model.
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CHAPTER 3
EXPERIMENTS
The aim of our experiment is to find the model that has the best generalization characteristics
on unseen test data. Performance of the LSTM algorithm with different settings of inputs are
compared using RMSE and MAE metric. The same dataset is trained with a multiple linear
regression, ARIMA and ANN model to evaluate their performance against the LSTM model.
The peak prediction capability of the models are also compared. Finally, the LSTM model is
used to deploy a battery to shave peak demand and result in energy savings for the campus.

3.1 Evaluation Metrics
The evaluation metrics used for comparison are given below.

3.1.1 Root Mean Squared Error (RMSE)
RMSE is calculated to evaluate the overall forecasting accuracy while penalizing the largest
errors in a square order. The mathematical equation for the metric is given below,

∑𝑛 [𝑃𝑖 − 𝐴𝑖 ]
𝑅𝑀𝑆𝐸 = √ 𝑖=1
𝑛
Where,
Pi

= Predicted value at time step i.

Ai

= Actual value at time step i.

n

= Number of time steps predicted
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RMSE = Root Mean Squared Error

3.1.2 Mean Absolute Percentage Error (MAPE)
MAPE is calculated using the mathematical formula below,

MAPE =

n |P − A |
1
i
i
∑
× 100
N i=1 Ai

Where,
Pi

= Predicted value at ith time step

Ai

= Actual value at ith time step

n

= Number of time steps predicted

MAPE = Mean Absolute Percentage Error
N

= Number of forecasts in the test set

MAPE is a measure used to evaluate error in forecast by the algorithm and is widely used.
The ease of interpretability of this measure makes it suitable for comparison between various
forecasting algorithms.

3.1.3 Peak Forecasting
The main objective of the peak forecasting is to predict the top-k and bottom-k hours of daily
demand. The architecture of our LSTM model is shown in the previous section. Once the
model forecasts over the forecasting horizon, which is 24 hours, the top –k hours are chosen
for battery discharge and bottom-k hours are chosen for battery charging. This is performed
on all days in the test set. A sample peak forecasts for a uni-modal day with k = 3 and bi-modal
day with k = 4 are shown in figure below.
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Figure 14 : Sample forecasts for Unimodal Demand Peak

Figure 15 : Sample forecasts for Bimodal Demand Peak
3.2 Experiments
Following are the experiments performed to test the capabilities of LSTM, Multi-Linear
Regression (MLR) and benchmark models [ARIMA, ANN] from [5].

3.2.1 Experiment 1 – Study on impact of lookback, lookahead and number of layers of
a LSTM neural network
This experiment was run to understand the capability and properties of an LSTM
network. Every neural network has a number of hyperparameters to tune to improve its
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ability to forecast a given dataset. To test out the influence of various hyperparameters, a
sample dataset with one feature (demand) is taken in this experiment. The impact of number
of layers on forecasting accuracy is analyzed. The forecasting horizon (lookahead) is varied
between 12, 36 and 48 time steps and lookback period chosen for this experiment is varied
between 12, 24 and 48 time steps.

3.2.2 Experiment 2 – Developing fully connected LSTM neural network with different
input methods
In this experiment, our full dataset is trained on the training set and forecasts made
on the test set. Full dataset contains all features [temperature, humidity, holidays, seasons,
day and hour of day] that have a correlation to campus electric demand. The dataset is fed
into the model, trained with various values for hyperparmaters using a gridsearch. The best
model parameters are identified based on mean squared error criteria. Gridsearch is a model
selection method in the sklearn library in Python. Under gridsearch, we define the range of
each hyperparameter to be tuned and then exhaustively generate candidate models. This is a
time consuming process and as a result it was performed on EC2 server from Amazon Web
Services (AWS). Using AWS servers considerably reduced the training time of the neural net.
The range of hyperparameters used for running gridsearch is given below.
Table 1: Range of Hyperparameters for Training

Hyperparameter
Range
Layers
1 to 4
Neurons
50 to 200
Regularizers 0.01 to 0.09
Dropout
0 to 0.2

Steps
1
20
0.02
0.1

The number of neurons are varied from 50 to 200 at an increment of 20 neurons. The
increments used for other hyperparameters are summarized in Table 1. In the next section,
various input method strategies are explored. Gridsearch is performed on each of the input
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methods with hyperparameter ranges from the table above. The number of epochs is fixed at
100. The number of epochs was taken to be 100 from the observation that the training
converges around 70-80 epochs. Training dataset is split into 80-20 where 80% is used for
training while 20% is used as validation data. The 80%-20% split is a standard used in
training deep neural networks. The optimizer used for the algorithm is ADAM.

3.2.2.1 Input Methods for training LSTM
Over the years, researchers have experimented with the ways in which features are
input into the model. The goal of these researchers was to try and exploit the ability of an
LSTM neural network to learn and store long term dependencies from the given data. For
example, consider we are forecasting the electric demand for Thursday on the fourth week of
the fall semester. The energy usage for a Thursday is unique and different from that of other
weekdays when class is in session. This is because of the unique timetable for classes for each
weekday. The dependence of energy usage for a particular Thursday during a fall semester is
more similar to that of a previous Thursday of that semester rather than the energy usage of
the previous 24 to 48 hours (Wednesday or Tuesday) as class schedules differ from day to
day. To see if this dependency can be exploited, the lookback of the algorithm is modified in
different ways as explained in the section below.
Input method 1 [IM1]
To forecast a day (D), use the previous two days (D-1 and D-2) in lookback. For
example, to forecast Thursday of week 10, use the previous two days (Tuesday and
Wednesday) of week 10 as lookback. This input is represented in figure below.
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Figure 16: Input Method 1
Input Method 2 [IM2]
To forecast a day (D), use the previous seven days (D-7 to D-1) in lookback. For
example, to forecast Thursday of week 10, use the previous seven days in lookback. This is
represented in figure below.

Figure 17: Input Method 2

Input Method 3 [IM3]
To forecast a day, use features of the past seven days as lookback but the order of
dataset is from D-1 to D-7. For Example, to forecast a Thursday of week 10, use the past seven
days as input but with the input reversed. This means that the input sequence (train_X) starts
from the Wednesday of week 10 and ends with Thursday of week 9. The intuition for such an
input is that the energy usage on a Thursday have a higher correlation to the previous
Thursday than to the previous day. A major disadvantage of input methods 2 and 3 are that
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it is time consuming to train these models due to its large training dataset. This is represented
in figure below.

Figure 18: Input Method 3
Input Method 4 [IM4]
As an alternative to IM2 and IM3, in IM4, to forecast a day we use the previous day
(D-1) and (D-7)th day in lookback. To forecast a Thursday of week 10, use the previous day
and Thursday of the last week as input. This is represented in figure below.

Figure 19: Input Method 4

Input Method 5 [IM5]
In this method, the algorithm forecasts each hour (T) of the 24 hour forecasting
horizon based on the previous T-24, T-23 and T-22 time steps for the past 21 days. This is
represented in figure below.
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Figure 20: Input Method 5
Input Method 6 [IM6]
In this method we explore the influence of feature engineered training dataset.
Having more features is usually beneficial to algorithm to learn the dependencies and
patterns in the dataset. A random forest regressor is used to select the best features from the
dataset. A training set is made such that only the best features are fed into the algorithm for
training.

3.2.3 Experiment 3 - Multi-linear regression (MLR)
A MLR model is trained and tested on the same training and test data. The model
predict 24 time steps ahead with a lookback of 48 time steps. The input method used is IM1.
Linear regression module from Python library called sklearn is used for this purpose. The
RMSE and MAPE metrics for the test dataset is generated and reported.

3.2.4 Experiment 4 – Benchmark model
A paper by [5] is chosen as the benchmark model. The best model from the paper is
an ANN model with external variables (temperature, humidity) implemented in R language.
R is a language used for statistical computing and graphics. This model was implemented on
our test dataset. In addition to ANN model, an ARIMA model is also implemented. ARIMA

37

being a classical regression algorithm has shown to produce good forecasts over short term
dependencies. The authors used a campus level data for a University in South Korea.
The results of the experiments are discussed in the next chapter.
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CHAPTER 4
RESULTS AND DISCUSSION
4.1 Experiment 1 – Study on impact of lookback, lookahead and number of layers of a
LSTM neural network
The results of experiment 1 are summarized in Table 2: Results of Experiment 1. The
input method used here is IM1. The period from January 1st 2016 to February 15th 2018 was
taken as the training and validation data set while, period from February 16th to 25th is taken
as the test data set for the results shown in Table 2. The RMSE error is reported for every
combination of hyperparameter.
Table 2: Results of Experiment 1

Model No.
1
2
3
4
5
6
7
8
9

Algorithm
RMSE
LSTM lookback = 12, look ahead 24
910
LSTM lookback = 24, look ahead 24
551
LSTM lookback = 48, look ahead 24
515
LSTM lookback = 48, lookahead = 12
510
LSTM lookback 48, look ahead 36
993
LSTM lookback 48, look ahead 48
1141
LSTM layer 2, lookback = 48,
402
lookahead = 24
LSTM layer 3, lookback = 48,
391
lookahead = 24
LSTM layer 4, lookback = 48,
376
lookahead = 24

Model No 1 to 6 in Table 2, have the following LSTM parameters: Neurons = 100,
Epochs = 50, batch size = 72, breg = 0.04, layer = 1, lr = 0.001. Models 1, 2 and 3 has a lookback
time step size of 12, 24 and 48 with lookahead of 24 time steps. Models 4, 5 and 6 have a
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lookahead of 12, 36 and 48 time steps with lookback of 48 time steps. From models 1, 2 and
3 it is observed that as the lookback time steps decreases, the RMSE error increases. This
indicates that the 12 hour lookback time step is not sufficient enough to make a 24 hour
forecast. Models 4 to 6 indicates that as the lookahead times steps increase, the RMSE error
increases. This is because of the uncertainty in hourly demand as lookahead time steps
increase. Models 7, 8 and 9 have 2, 3 and 4 layers in the network respectively. As the layers
increase, the complexity of the neural network increase resulting `in better performance
capability. This is evidenced by the decreasing RMSE error values with increase in number of
layers. From this observation, the model chosen for our subsequent training is 4 layer deep.

4.2 Experiment 2 – Developing fully connected LSTM Neural network with different
input methods

Figure 21: First month of the test set for Experiments 2 to 4
The results of the gridsearch models for IM1 to IM6 are discussed here. It should be
noted that the test set for this experiment is from February 2018 to June 2018, train set is
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from January 2016 to January 2018. The RMSE and MAPE metrics for each input method are
given in Table 3: RMSE and MAPE metricsTable 3.
Table 3: RMSE and MAPE metrics

Model
IM1
IM2
IM3
IM4
IM5
IM6

RMSE
982
1,095
1,122
1,045
1,243
1,070

MAPE
3.7
4.2
4.7
3.9
4.9
3.9

The actual vs forecasted values on weekdays, weekends and holidays for different input
methods are shown in Figure 23, Figure 24 and Figure 24 below.

Figure 22: Actual VS Forecast for normal semester day
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Figure 23: Actual VS Forecast for weekends

Figure 24: Actual VS Forecast for holidays

From Figure 22, on a normal weekday, IM1 performed better than other input
methods. This indicates that the influence of previous 2 days (lookback = 48) on the
forecasting horizon is higher than that of other input methods. Table 2 shows the reported
MAPE for IM1 to be 3.7%, which is better than other input methods. Models with IM2 and
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IM3 had higher training time due to large lookback period. The results on the other hand does
not better that of IM1. One reason for this could be the complexity of the neural network
chosen. A more complex network with deeper layers and neurons may better the
performance of the network with IM1 and IM3, however due to the limitations of
computational resources, this is not further explored here. From Figure 23, it is observed
that the performance of IM1 on weekends is similar to that of the weekdays. Figure 24 shows
that all forecasting methods perform poorly towards the start of the holiday while as
forecasting on holidays improves towards the mid and end of holidays. IM1 was
comparatively better than other methods during holiday season. The peak prediction
accuracy of the model is shown in Table 4 and Table 5. The value for k varies from 1 to 5.
Table 4: Top-k Peak prediction accuracy for k ranging from 1 to 5

Model
IM1
IM2
IM3
IM4
IM5
IM6

1
47%
22%
17%
39%
29%
11%

2
74%
39%
25%
52%
42%
37%

3
89%
45%
39%
75%
56%
58%

4
95%
52%
62%
82%
61%
79%

5
100%
70%
76%
91%
69%
89%

Table 5: Bottom-k Peak prediction accuracy for k ranging from 1 to 5

Model
IM1
IM2
IM3
IM4
IM5
IM6

1
42%
23%
19%
42%
21%
18%

2
50%
31%
25%
55%
31%
29%

3
67%
49%
39%
72%
44%
53%

4
83%
62%
52%
84%
57%
59%

5
92%
70%
65%
90%
66%
71%

From Table 4, it is observed that 100% of the peak demand was captured with k =5
by IM1 while other methods failed to do so. IM4 came close to capturing all peaks with k=5
followed by IM6. From Table 4, it is observed that IM1 and IM4 came close to predicting the
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bottom peaks with k = 5 for days in the test set. It is also observed that although IM4 and IM6
had same MAPE error, its peak forecasting ability is not comparable especially in predicting
the bottom-k peaks. This leads to the conclusion that better MAPE does not always translate
to better peak forecasting accuracy.
The parameters for the best model from gridsearch for IM1 are as follows: Layer 1 Neurons = 100, Layer 2 – Neurons = 90, Layer 3 – Neurons = 80, Layer 4 – Neurons = 70,
Epochs = 100, breg = 0.04, dropout = 0.1. From this it can be inferred that the number of
neurons decreases from first layer to the last layer. This is in line with the common pattern
observed in deep neural networks for neurons in layers. Having a dropout rate of 0.1 helps
prevent overfitting of neural net on the training dataset. Bias regularizer penalizes the bias
neurons in each layer and the value 0.04 ensures that the network bias does not move too far
away from the fixed value during training thereby negatively affecting the network
performance.

4.3 Experiment 3- Multi-Linear Regression (MLR)
The results of MLR algorithm are shown in Figures 25, 26 and 27. From the RMSE
and MAPE on test set, it is clear that the results are not as good as those from IM1 in
Experiment 1. From Figures 25 to 27, it can be observed that the forecast curves follows a
smoother curve for each day of the week. However, even with this, the peak accuracy
prediction of the MLR model is respectable to neural networks as inferred from Table 5. A
major advantage of a multi linear regression algorithm is low training time and less
computational power to train the dataset.
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Figure 25: Actual VS Forecasted for normal semester days

Figure 26: Actual VS Forecast for weekends
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Figure 27: Actual VS Forecast for Holidays
The RMSE error for test set using a linear regression model is 1,269 kW, while MAPE
is reported to be 5.9%. The top and bottom peak prediction for k ranging from 1 to 5 for
experiment 3 are shown in Table 6: Top-k peak demand predictions for experiment 3 and 4
and Table 7.

4.4 Experiment 4 – Benchmark model
The RMSE and MAPE metric for ANN from [5] is 1033 and 3.8% respectively. The
RMSE and MAPE metric for ARIMA model is 1045 and 5% respectively. Figures 28 to 30 show
forecasts for ANN and ARIMA.
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Figure 28: Actual VS Forecasted for normal semester days for ANN and ARIMA

Figure 29: Actual VS Forecasted for Weekend days for ANN and ARIMA
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Figure 30: Actual VS Forecasted for ANN and ARIMA Holidays

It should be noted that [5] used a time window approach for ANN and ARIMA model
that is computationally more expensive to deploy on a standalone battery or microgrid
management system. For each day ahead prediction, their model has to train the algorithm,
optimize hyperparameters and then make prediction, making it impractical on a real-world
application. Still, a fully trained, optimized LSTM-RNN with correct features and network size
is shown to outperform [5] best models. This is also reflected in the ability of the models to
capture peaks of the day, which is of utmost importance in a battery discharge algorithm. The
MAPE metric of ANN was closer to that of IM1 at 3.8% but the peak forecasting accuracy of
the model was not comparable to IM1 as inferred from Table 5 and 6. Conversely, the MAPE
observed for ARIMA was 5%, but performed well in predicting the top and bottom peaks with
k=5. Both methods used in [5] did not outperfor3vbm the results of IM1.
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4.5 Comparison of Peak Prediction Accuracy between Experiments
Table 6 and 7 summarizes the peak prediction accuracy of IM1 with MLR, ANN and ARIMA
for k ranging from 1 to 5.
Table 6: Top-k peak demand predictions for experiment 3 and 4

Model
IM1
MLR
ANN (SOTA)
ARIMA

1
47%
42%
26%
42%

2
74%
68%
42%
63%

3
89%
84%
53%
74%

4
95%
89%
63%
84%

5
100%
100%
79%
95%

Table 7: Bottom-k peak demand predictions for experiment 3 and 4

Model
IM1
MLR
ANN (SOTA)
ARIMA

1
42%
33%
25%
33%

2
50%
42%
58%
42%

3
67%
50%
67%
50%

4
83%
58%
75%
83%

5
92%
67%
83%
92%

Out of all the models that were trained with the neural networks in experiment 1, only
IM1 was able to capture all peaks by k = 5. MLR, even with a lower accuracy in forecasting the
actual value of demand at each time step, was able to match the accuracy of peak demand
prediction by IM1 neural network. So, for applications where actual value of the forecasts are
not of importance, MLR is a reasonable model to use. ANN and ARIMA performed poorly in
capturing the peak forecasts. This indicates that the LSTM model has performed better at
capturing the variations in the data and make better forecasts.
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4.6 Peak Shaving Case study

Figure 31: Battery payback and savings for varying battery sizes
The forecasts for IM1 are used in the case study to evaluate the efficacy of our peak
forecasting for peak shaving. To do so, we assume that the model peak predictions are used
to directly control the battery charging and discharging. To evaluate the overall cost efficacy
of our approach, we consider various battery sizes (1 MWh, 2 MWh, 4 MWh). For each battery
size, we compute the savings over a period of k hours per day, where k∈{1,2,3,4,5} represents
the number of hours of battery discharge operation per day. Since the IM1 model captures all
peaks at k=5 we compute the savings till k=5. The per-hour battery discharge (BD) for a
𝐵𝑎𝑡𝑡𝑒𝑟𝑦 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦
.
𝑘

specific value of k is assumed to be

Our campus has recently installed a

4MWhr battery for peak shaving. The campus experiences a $22/kW demand charge for
usage during peak hours. The cost of a 4 MWh battery installed is approximately $800,000,
with a unit cost of $200/kWh[35]. Figure 31 shows the computed savings in demand charges
for all 3 battery sizes. We find that k=1 gives us the best savings and payback irrespective of
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the battery size. The model accuracy in predicting the peak increases with increasing values
of k. So, model accuracy is higher for k=2 than k=1 but as k increases, the battery discharge
per hour reduces. This drop in battery discharge offsets the cost savings substantially as k
becomes greater than 2 resulting in a drop in the savings. The figure shows annual savings of
$496,320 for a 4 MWh battery for k=1 and annual savings of nearly $200,000 for k=5. The
UMass battery is rated at 1.32 MW/ 4 MWh. Thus, with hourly discharge rate of 1.32 MW and
k =3, annual cost savings will be $310,147. Overall, the figure shows the efficacy of our peak
forecasting approach for extracting real-world savings by shaving peak demand.
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CHAPTER 5
CONCLUSION

The data obtained in the present study prove that, for the purpose of short term load
forecasting and peak demand forecasting, LSTM based neural networks are suitable and more
accurate than ANN, ARIMA or MLR models. It was shown that the performance capability of
the LSTM network was improved by increasing the number of layers. Additionally, the studies
concluded that having 48 time steps in the lookback, improved forecasts.
The study established that IM1 had lowest MAPE of all the input methods. It was also
observed that IM1 was the best in capturing the peaks within k=5. The number of neurons in
layers decrease from first to last layer for the best performing model for IM1. The results for
the multi linear regression for the same test set shows smoother curves than those of the
neural networks. Although the MAPE reported for MLR was low, its peak prediction accuracy
was comparable to that of IM1. MLR is computationally less demanding to train. It also takes
very little time to train on a similar sized dataset as compared to the LSTM. The benchmark
models did not outperform IM1 in MAPE or top-k and bottom-k peak prediction.
The campus dataset with high variability in demand and temperature over the year
makes energy forecasting more challenging. It encompasses many varying load types (dorms,
classrooms, office spaces, event spaces, a healthcare facility, dining commons, gyms, etc.) and
numerous integrated distributed energy resources (DERs), including a central heating and
power plant, distributed photovoltaic installations and a li-ion battery system. The load of
each building is directly related to the occupancy and behavior of individuals in the building
and affects the load profile of the campus. The ANN and ARIMA models perform well but fall
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short in capturing full peaks. It can be concluded that the LSTM-RNN learned the nature of
the pattern in the dataset better than other models, making it ideal for time series forecasting
with high variance in the target variable (Demand). The campus behavior, which is highly
correlated to semester and time of the year and weather was best captured by LSTM-RNN.
Using the forecasts of IM1 for demand shaving using a battery resulted in annual
savings of $496,320 for a 4 MWh battery for this microgrid for k = 5. With an hourly discharge
rate of 1.32 MW and k = 3, the annual cost savings are estimated to be $310,147. The fully
trained neural network developed for forecasting is deployed on an embedded Pi-class device
(Like Raspberry Pi computer) that has low computational power. Based on this case study
and the above experiments, we are discussing the deployment of our model with our facility
managers for the day-to-day control of the campus battery for peak shaving.
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CHAPTER 6
LIMITATIONS AND FUTUREWORK
LSTM RNN is a powerful algorithm to perform time series forecasting on highly
variable data. The method requires enough data to train and test the performance of the
algorithm. The duration to train the algorithm is more than that of a linear regression or
ARIMA model. Once trained the fully developed neural network weights can be deployed on
a raspberry-pi computer. This enables the model to be deployed on a standalone battery
management system to assist a battery discharge algorithm.
According to [25], the addition of forecasts of humidity and temperature for the
forecast horizon can improve the accuracy of the model forecasts. The difficulty of getting a
historic data of forecasts for these parameters makes testing this difficult. Moreover, addition
of a forecast series in a Keras LSTM model affects the network symmetry and increases the
number of trainable parameters required which increases the time and computational
power. Hence, this is not explored in this thesis.
Adding weather forecasts for the forecasting horizon will improve the forecasting
accuracy of the model. Adding an additional input to the network makes the whole training
process longer and resource intensive and hence is not explored here.
Using restricted Boltzmann machines for forecasting demand can be explored as
Boltzmann machines are capable algorithms for this type of application. LSTM with
transformers are another type of algorithm that can also be explored.
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