Introduction
In the paper [5] the author has extended the theory of Selberg-type zeta functions to higher rank p-adic groups. This extension remained incomplete insofar as within a higher rank group only elements of splitrank one were considered. In the analogous setting of real Lie groups it emerged in recent years that the role of the Selberg zeta function in higher rank spaces is played by certain Lefschetz formulae attached to torus actions [6] .
We explain this in more detail. Recall for rank one groups the relation between the Selberg zeta function and the trace formula. It is clear that the analytical properties of the zeta function are derived by means of the trace formula. Less well known is the fact that one can deduce the trace formula from the location of poles and zeros of the zeta function by evaluating a contour integral. Likewise, in the case of higher rank groups and splitrank one elements, the Selberg zeta function corresponds to a Lefschetz formula attached to the action of a minimal split torus. There is no proper analogue of the zeta function for higher rank elements, but there is a Lefschetz formula for that case, too. A special version of the Lefschetz formula in the real setting was shown in [6] and a general version in [7] . In the present paper we give the general Lefschetz formula in the p-adic setting.
The trace formula
Let F be a nonarchimedean local field with valuation ring O and uniformizer ̟. Denote by G be a semisimple linear algebraic group over F . Let K ⊂ G be a good maximal compact subgroup. Choose a parabolic subgroup P = LN of G with Levi component L. Let A denote the largest split torus in the center of L. Then A is called the split component of P . Let Φ = Φ(G, A) be the root system of the pair (G, A), i.e. Φ consists of all homomorphisms α : A → GL 1 such that there is X in the Lie algebra of G with Ad(a)X = a α X for every a ∈ A. Given α, let n α be the Lie algebra generated by all such X and let N α be the closed subgroup of N corresponding to n α . Let Φ + = Φ(P, A) be the subset of Φ consisting of all positive roots with respect to P . Let ∆ ⊂ Φ + be the subset of simple roots. Let A − ⊂ A be the set of all a ∈ A such that |a α | < 1 for any α ∈ ∆.
There is a reductive subgroup M of L with compact center such that MA has finite index in L. We can choose M such that K M = M ∩ K is a good maximal subgroup of M. An element g of G is called elliptic if it is contained in a compact torus. Let M ell denote the set of elliptic elements in M.
Let X * (A) = Hom(A, GL 1 ) be the group of all homomorphisms as algebraic groups from A to GL 1 . This group is isomorphic to Z r with r = dim A. Likewise let X * (A) = Hom(GL 1 , A). There is a natural Z-valued pairing
For every root α ∈ Φ(A, G) ⊂ X * (A) letα ∈ X * (A) be its coroot. Then (α,α) = 2. The valuation v of F gives a group homomorphism GL 1 (F ) → Z. Let A c be the unique maximal compact subgroup of A. Let Σ = A/A c ; then Σ is a Z-lattice of rank r = dim A. By composing with the valuation v the group X * (A) can be identified with
be the real vector space of all group homomorphisms from Σ to R and let
where q is the number of elements in the residue class field of F . In this way we get an identification
The set Hom(Σ, C × ) can be identified with the set of unramified quasicharacters on A. Any unramified quasicharacter ν can thus be given a unique real part Re(ν) ∈ a * 0 . This definition extends to not necessarily unramified quasicharacters χ : A → C × as follows. Choose a splitting s : Σ → A of the exact sequence
This definition does not depend on the choice of the splitting s. For quasicharacters χ, χ ′ and a ∈ A we will frequently write a χ instead of χ(a) and a χ+χ ′ instead of χ(a)χ ′ (a). Note that the absolute value satisfies |a χ | = a Re (χ) and that a quasicharacter χ actually is a character if and only if Re(χ) = 0.
Let ∆ P : P → R + be the modular function of the group P . Then there is ρ ∈ a * 0 such that ∆ P (a) = |a 2ρ |. For ν ∈ a * and a root α let
Note that ν ∈ a * 0 implies ν α ∈ R for every α. For ν ∈ a * 0 we say that ν is positive, ν > 0, if ν α > 0 for every positive root α.
Example. Let G = GL n (F ) and let ̟ j ∈ G be the diagonal matrix ̟ j = diag(1, . . . , 1, ̟, 1, . . . , 1) with the ̟ on the j-th position. Let ν ∈ a * and let
Let α be a root, say α(diag(a 1 , . . . , a n )) = a i a j
. Then
Hence ν ∈ a * 0 is positive if and only if ν 1 > ν 2 > · · · > ν n .
We will fix Haar-measures of G and its reductive subgroups as follows. For H ⊂ G being a torus there is a unique maximal compact subgroup U H which is open. Then we fix a Haar measure on H such that vol(U H ) = 1. If H is connected reductive with compact center then we choose the unique positive Haar-measure which up to sign coincides with the Euler-Poincaré measure [8] . So in the latter case our measure is determined by the following property: For any discrete torsionfree cocompact subgroup Γ H ⊂ H we have
where q(H) is the k-rank of the derived group H der and χ(Γ H , Q) the EulerPoincaré characteristic of H • (Γ H , Q). For the applications recall that centralizers of tori in connected groups are connected [1] .
Assume we are given a discrete subgroup Γ of G such that the quotient space Γ\G is compact. Let (ω, V ω ) be a finite dimensional unitary representation of Γ and let L 2 (Γ\G, ω) be the Hilbert space consisting of all measurable functions f : G → V ω such that f (γx) = ω(γ)f (x) and |f | is square integrable over Γ\G (modulo null functions). Let R denote the unitary representation
. It is known that as a G-representation this space splits as a topological direct sum:
defines an operator on the Hilbert space L 2 (Γ\G, ω).
For g ∈ G and f any function on G we define the orbital integral
whenever the integral exists. Here G g is the centralizer of g in G. It is known that the group G g is unimodular, so we have an invariant measure on G g \G.
A function f on G or any of its closed subgroups is called smooth if it is locally constant. It is called uniformly smooth if there is an open subgroup U of G such that f factors over U\G/U. This is in particular the case if f is smooth and compactly supported.
Proposition 1.1 (Trace formula) Let f be integrable and uniformly smooth, then we have
where the sum on the right hand side runs over the set of Γ-conjugacy classes [γ] in Γ and Γ γ denotes the centralizer of γ in Γ. Both sides converge absolutely and the left hand side actually is a finite sum.
Proof: At first fix a fundamental domain F for Γ\G and let ϕ ∈ L 2 (Γ\G, ω), then
We want to show that the sum γ∈Γ f (x −1 γy)ω(γ) converges in End(V ω ) absolutely and uniformly in x and y. Since y can be replaced by γy, γ ∈ Γ and since ω is unitary, we only have to show the convergence of γ∈Γ |f (x −1 γy)| locally uniformly in y. Let γ and τ be in Γ and assume that x −1 γy and x −1 τ y lie in the same class in G/U. Then it follows τ yU ∩ γyU = ∅ so with
It is clear that V depends on y only up to U so to show locally uniform convergence in y it suffices to fix V . Since V is compact also V 2 = {vv ′ |v, v ′ ∈ V } is compact and so Γ ∩ V 2 is finite. This implies that there are only finitely many γ ∈ Γ with γV ∩ V = ∅. Hence the map Γ → G/U, γ → x −1 γyU is finite to one with fibers having ≤ n elements for some natural number n. For y fixed modulo U we get
We have shown the uniform convergence of the sum
, which is finite dimensional since Γ\G/U is a finite set. So R(f ) acts on a finite dimensional space and k f (x, y) is the matrix of this operator. We infer that R(f ) is of trace class, its trace equals π∈Ĝ N Γ,ω (π) trπ(f ), and the sum is finite. Further, since k f (x, y) is the matrix of R(f ) this trace also equals
The covolume of a centralizer
Suppose γ ∈ Γ is G-conjugate to some a γ m γ ∈ A + M ell . We want to compute the covolume vol(Γ γ \G γ ).
An element x of G is called neat if for every representation ρ : G → GL n (F ) of G the matrix ρ(x) has no eigenvalue which is a root of unity different from 1. A subset A of G is called neat if each element of it is. Every arithmetic Γ has a finite index subgroup which is neat [2] .
Lemma 2.1 Let x ∈ G be neat and semisimple. Let G x denote its centralizer in G. Then for every k ∈ N we have G x = G x k .
Proof: Since G is linear algebraic it is a subgroup of some H = GL n (F ), whereF is an algebraic closure of F . If we can show the claim for H then it follows for G as well since G x = H x ∩ G. In H we can assume x to be a diagonal matrix. Since x is neat this implies the claim.
We suppose that Γ is neat. This implies that for any γ ∈ Γ the Zariski closure of the group generated by γ is a torus. It then follows that G γ is a connected reductive group [1] .
An element γ ∈ Γ is called primitive if γ = σ n with σ ∈ Γ and n ∈ N implies n = 1. It is a property of discrete cocompact torsion free subgroups Γ of G that every γ ∈ Γ, γ = 1 is a positive power of a unique primitive element. In other words, given a nontrivial γ ∈ Γ there exists a unique primitive γ 0 and a unique µ(γ) ∈ N such that γ = γ
Let Σ be a group of finite cohomological dimension cd(Σ) over Q. We write
for the Euler-Poincaré characteristic. We also define the higher Euler characteristic as
for r = 1, 2, 3, . . . It is known that Γ has finite cohomological dimension over Q.
We denote by E P (Γ) the set of all conjugacy classes [γ] in γ such that γ is in G conjugate to an element a γ m γ ∈ AM, where m γ is elliptic and a γ ∈ A − .
Let γ ∈ E P (Γ). To simplify the notation let's assume that γ = a γ m γ ∈ A − M ell . Let C γ be the connected component of the center of G γ then C γ = AB γ , where B γ is the connected center of M mγ the latter group will also be written as M γ . Let M der γ be the derived group of M γ . Then M γ = M der γ B γ .
Lemma 2.2 B γ is compact.
Proof: Since m γ is elliptic there is a compact Cartan subgroup T of M containing m γ . Since M modulo its center is a connected semisimple linear algebraic group it follows that T is a torus and therefore abelian. Therefore T ⊂ M mγ . Let b ∈ B γ . Then b commutes with every t ∈ T , therefore b lies in the centralizer of T in M which equals T . So we have shown B γ ⊂ T .
Similar to the proof of Lemma 3.3 of [9] one shows that Γ γ,A and Γ γ,M are discrete cocompact subgroups of A and M der γ resp. Let
Proposition 2.3 Assume Γ neat and let γ ∈ Γ be G-conjugate to an element of
where r = dim A.
Proof:
We normalize the volume of B γ to be 1. Then
The space Γ γ B γ \AM γ is the total space of a fibration with fibre Γ γ,A \A and
We know that
So it remains to show that χ(Γ γ,M ) = χ r (Γ γ ). The group Γ γ,M is isomorphic to Γ γ /Σ, where Σ = Γ ∩ AB γ is isomorphic to Z r . So the proposition follows from the next Lemma. Lemma 2.4 Let Γ, Λ be of finite cohomological dimension over Q. Let C r be a group isomorphic to Z r and assume there is an exact sequence
Assume that C r is central in Γ. Then
Proof: We first consider the case r = 1. In this case we want to prove for every r, χ r−1 (Λ, Q) = χ r (Γ, Q).
For this consider the Hochschild-Serre spectral sequence:
which abuts to H p+q (Γ, Q).
Since C 1 is infinite cyclic and central it is an exercise to see that the spectral sequence degenerates at E 2 . Therefore, 
Both outer sums converge absolutely and the sum over π ∈Ĝ actually is a finite sum, ie, the summand is zero for all but finitely many π. Let A * denote the set of all continuous group homomorphisms λ : A → C × . For λ ∈ A * and an A-module V let V λ denote the generalized λ-eigenspace, ie,
The sum is always finite.
On the other hand, for [γ] ∈ E P (Γ) let
Then the Theorem is equivalent to the following Corollary.
Corollary 3.2 (Lefschetz Formula)
As an identity of distributions on A − we have
Proof of the Theorem: Let f EP be an Euler-Poincaré function on M which is K M -central [8] . For m ∈ M regular we have
For g ∈ G and a finite dimensional F vector space V on which g acts linearly let E(g|V ) be the set of all absolute values |µ|, where µ ranges over the eigenvalues of g in the algebraic closureF of F . Let λ min (g|V ) denote the minimum and λ max (v|V ) the maximum of E(g|V ). For am ∈ AM define
Note that λ max (m|g) is always ≥ 1 and that λ max (m|g)λ min (m|g) = 1. We will consider the set
Let M ell denote the set of elliptic elements in M.
Lemma 3.3 The set (AM)
∼ has the following properties:
Proof: The first two are immediate. For the third let am, a
Observe that by the definition of (AM) ∼ we have
that is, any eigenvalue of am onn is strictly bigger than any eigenvalue on a + m + n. Since g = a + m + n +n and the same holds for a ′ m ′ , which has the same eigenvalues as am, we infer that Ad(g)n =n. So g lies in the normalizer ofn, which isP = MAN =N AM. Now suppose g = nm 1 a 1 and m = m 1 mm
Since this lies in AM we have (am) −1 n(am) = n which since am ∈ (AM) ∼ implies n = 1. The lemma is proven.
Let G act on itself by conjugation, write g.x = gxg −1 , write G.x for the orbit, so G.x = {gxg −1 |g ∈ G} as well as G.S = {gsg −1 |s ∈ S, g ∈ G} for any subset S of G.
Fix a smooth function η on N which has compact support, is positive, invariant under K M and satisfies N η(n)dn = 1. Extend the function ϕ from A − to a conjugation invariant smooth functionφ on AM such thatφ(am) = ϕ(a) whenever m is elliptic and such that there is a compact subset C ⊂ A − such thatφ is supported in CM ∩ (AM)
∼ . It follows that the function
is smooth and integrable on AM. Given these data let f = f η,τ,ϕ : H → C be defined by
Lemma 3.4 The function f is well defined.
Proof: By the decomposition G = KP = KNMA every element x ∈ G.(AM) ∼ can be written in the form knma(kn) −1 . Now suppose two such representations coincide, that is
Again by Lemma 3.3 we conclude (n ′ ) −1 n ′′ ∈ MA, hence n ′ = n ′′ and so
which implies the well-definedness of f .
We will plug f into the trace formula. For the geometric side let γ ∈ Γ. We have to calculate the orbital integral: To compute the spectral side let π ∈Ĝ. We want to compute trπ(f ). Let Θ This function Θ π is called the character of π. It is known that the Jacquet module π N is a finitely generated admissible module for the group MA and therefore it has a character Θ The Lefschetz Theorem follows.
