



COMPUTATIONAL MODELS OF FEATURE 















A dissertation submitted to Johns Hopkins University in conformity with the requirements for 
 





















 2021 Shi Pui Donald Li 
All rights reserved 
 ii 
ABSTRACT 
 Understanding vision requires unpacking the representations of the visual 
processing hierarchy. One major and unresolved challenge is to understand the 
representations of high-level category-selective areas – areas that respond preferentially 
to certain semantic categories of stimuli (e.g., scene-selective areas respond more to 
scenes than objects). Attempts at characterizing the representations of category-
selective areas have been hampered by the difficulty of describing their complex 
perceptual representations in words — these representations exist in an “ineffable 
valley” between the describable patterns of perceptual features (e.g., edges, colors) and 
the commonsense concepts of visual cognition (e.g., object categories). Here I 
developed a novel approach to identify the emergent properties of mid-level 
representations in purely feedforward deep convolutional neural network (CNN) 
models of category-selective cortex. Using this approach, CNN models were fit to 
scene-evoked fMRI responses in both scene-selective cortex and object-selective cortex. 
This method uses a semantically-guided image-occlusion procedure together with 
behavioral ratings to systematically characterize the tuning profiles of the category-
selective CNNs. I found that while the representations in category-selective CNNs 
appear complex and difficult to describe at a surface level, large-scale computational 
analyses can reveal 1) interpretable descriptions of mid-level feature representations 
and 2) the emergence of semantic selectivity through purely bottom-up perceptual 
feature tuning. Specifically, these models provide a proof-of-principle demonstration 
of how the semantic selectivity of category-selective regions could arise through 
perceptual-feature tuning in a small series of feedforward computations. These effects 
were robust to variations of model hyperparameters and were reproducible across 
different CNN architectures and training procedures. Taken together, I demonstrated 
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how large datasets and in-silico computational models can be used to reveal the tuning 
profiles of category-selective regions and to identify how semantic preferences could 
emerge through bottom-up processes. 
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CHAPTER 1. INTRODUCTION 
Vision is a fundamental and essential task for most species. It is defined as the 
ability to interpret the surrounding environment using light in the visual spectrum. As 
effortless as it may seem, vision is a series of complex computations which infer the 3-
D world from the 2-D retinal input based on a number of assumptions. The goal of 
vision science is to understand how one can extracts information from the visual input 
by decomposing vision into functional components (Kriegeskorte & Douglas, 2018).  
To understand each functional component, scientists analyze the nature of 
information processed by each functional component. These components are situated 
in a hierarchy of visual processing and can be grouped into low-level, mid-level and 
high-level vision depending on the properties being analyzed (see Figure 1.1). Low-
level vision, such as color, motion and edge detection, focuses on analyzing the local 
perceptual properties of the visual input. Mid-level vision includes the representation 
of shapes, textures, 3-D depth cues and other complex features that are useful for 
inferring the structures and content of the environment (Anderson, 2020). There is an 
agreement in the field that both low-level and mid-level representations in this 
hierarchy are perceptual in nature, and thus can be computed through a bottom-up 
feedforward process, and indeed, for many of these low-level and mid-level 
representations, there exist quantitative models of how the representations could be 
computed from images. On the top of the hierarchy, high-level vision is involved in 
interpreting the abstract semantic properties of the visual input, which includes object 
recognition, face recognition and scene parsing (Cox, 2014). For many of these high-
level visual processes, the field lacks explicit quantitative models of how abstract 
semantic representations arise in the brain. Most theories of semantic representation in 
high-level vision are descriptive in nature, and there is debate over which descriptive 
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theories best explain the nature of the underlying representations (Cichy & Kaiser, 
2019). 
There are two main hurdles in understanding the nature of representations in 
high-level vision. First, a well-established model with explicit descriptions of the 
representational content is required, but many current models including some of the 
descriptive theories are lacking an operational description of the representation. For 
example, some descriptive theories do not explicitly discuss how the high-level 
semantic information is represented mechanistically (Cichy & Kaiser, 2019). Second, 
the nature of the representations in some neural substrates remains highly debatable. 
Specifically, in many neural substrates that are speculated to be related to high-level 
vision, there is a debate on whether they purely encode mid-level perceptual properties 
or high-level abstract semantic properties. Within those discussions, some scientists 
believe that the high-level semantic selectivity observed in those regions are due to the 
confounds between semantic and perceptual properties. On the other hand, some 
believe that these neural substrates purely encode abstract semantic properties (e.g., 
landmark, scene category, object category). While this debate about the nature of 
selectivity in the visual cortex is an important question, I argue that dichotomizing the 
interpretation into purely perceptual or purely semantic properties is an over-
simplification that arises when attempting to understand visual cortex through 
descriptive theories that do not seriously grapple with the underlying computational 
mechanisms. In this dissertation, I will propose a feedforward computational model of 
category-selective areas – neural substrates that are considered to perform high-level 
vision – together with an in-silico experimental procedure to demonstrate that 1) a 
feedforward computational model can explain a significant amount of variance in 
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category-selective representations and 2) the semantic selectivity in high-level vision 
could be an emergent phenomenon of mid-level feature tuning. 
 
Figure 1.1 Illustration of visual hierarchy 
Visual input is first processed by low-level and mid-level vision to extract perceptual features, 
then high-level vision can infer the semantic information of the visual input. 
 
 
In this work, I will focus on category-selective regions of high-level visual 
cortex. These are regions that show selectivity to certain semantic image categories, for 
example, lateral occipital complex (LOC) shows a higher activation to object images 
versus scenes (Malach et al., 1995; Grill-Spector et al., 2001) and parahippocampal 
place area (PPA) shows a higher activation to scenes versus objects (R. Epstein & 
Kanwisher, 1998). 
 My work sheds light on the debate over high-level visual representation by first 
providing a computational model of these regions. Recent advancements of biologically 
inspired deep convolutional neural networks (CNNs) have yielded image-computable 
models that can provide insights into the computational basis of visual cognition (Cichy 
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& Kaiser, 2019). Recent findings have shown that CNNs are the best performing 
computational models in accounting for neural activity in primate visual cortices 
(Khaligh-Razavi & Kriegeskorte, 2014; Schrimpf et al., 2018; Yamins et al., 2014). 
Recent evidence also suggested that CNNs are excellent models in explaining both 
scene- (Bonner & Epstein, 2018; I. I. Groen et al., 2018) and object-selective areas 
(Radoslaw Martin Cichy et al., 2016; Khaligh-Razavi & Kriegeskorte, 2014). Therefore, 
I used CNN encoding models as a tool to understand the selectivity profiles of the high-
level category-selective areas.  
CNN encoding models are feedforward image-computable models with many 
simple processing units that extract perceptual features and image statistics from the 
visual input. The feedforward nature of these models allows me to test whether the 
model activations are driven by mid-level perceptual tunings properties. In my analyzes, 
these models showed that the fMRI responses in visual cortex are well explained by 
CNN features, which suggests that the representation in the category-selective areas 
could be driven by image-computable perceptual features, as modeled by the CNNs.  
I then developed an in-silico experimental procedure – semantic preference 
mapping – to test whether this fully perceptually driven model exhibits the previously 
identified semantic preferences of the category-selective areas. This method utilizes a 
large image dataset to identify the selectivity of the models to certain object categories 
by examining how model activations are affected when a target object is occluded in a 
natural image. If the model is sensitive to object category X, then when object category 
X is occluded in the image, the model should show a lower activation compared to the 
unoccluded image. Using this logic, I characterized the selectivity profiles of CNN 
models that were fit to category-selective areas. When I correlated the selectivity 
profiles from the model to human object property ratings, I found that the tuning 
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profiles can be explained by interpretable object properties, which suggests the models 
do capture high-level semantic properties of the objects and that this semantic 
selectivity emerges through tuning to mid-level perceptual features.  
While the results suggested that high-level category-selective area models 
capture the covariance between perceptual features and semantic attributes in the 
natural statistics of vision, the results also suggests that these models are sensitive to 
some lower-level perceptual features like curvature and cardinal orientations. These 
low-level perceptual biases have been previously identified in category-selective 
regions (Nasr & Tootell, 2012; Yue et al., 2020). To further test the curvilinearity 
preferences in these regions, I developed an image computable curvature model that 
can compute a curvature summary statistic from any given image. This curvature model 
was shown to capture a key representational dimension that differs across category-
selective regions.  
The dissertation is organized as follows. In Chapter 2, I will review the debate 
on the level of interpretation in the category-selective areas. In Chapter 3, CNN models 
will be reviewed, and I will discuss how to build computational models that utilize mid-
level perceptual features from CNNs to predict fMRI activation in a large-scale fMRI 
dataset of scene perception. I will also discuss several experiments to verify and 
validate our modeling procedures. Building on these backgrounds, in Chapter 4, I will 
focus on understanding the tuning profiles of the computational models. First, I will 
explain the novel semantic preference mapping procedure. Second, I will describe a 
behavioral experiment for collecting object-property ratings to use in combination with 
the semantic preference mapping procedure. Lastly, I will demonstrate that the tuning 
profiles of the computational models are closely connected to interpretable object 
properties. In Chapter 5, I will characterize the low-level perceptual properties that also 
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emerge in these computational models of category-selective areas. I also demonstrate 
an approach to build interpretable image-computable models to explain category-
selective areas. By building a curvature model, I will show that category-selective areas 
are sensitive to the curvilinearity of the visual input. Here, I will argue that 
curvilinearity and cardinal orientations are important perceptual biases of category-
selective regions. Chapter 6 will conclude the dissertation with a discussion of the 
theocratical implications of both the novel procedures and the findings. In addition, I 




CHAPTER 2. LEVELS OF INTERPRETATION FOR 
CATEGORY-SELECTIVE REPRESENTATIONS 
Neuroimaging studies have revealed regions along the ventral visual stream that 
respond preferentially to certain abstract stimulus categories. For example, lateral 
occipital complex (LOC) responds preferentially to objects. There are also several 
regions that respond strongly to scenes and landmarks, including parahippocampal 
place area (PPA), occipital place area (OPA) and retrosplenial cortex (RSC) (see Figure 
2.1). Although these areas are functionally identified by their selectivity for categories 
of visual stimuli, these areas are also shown to be sensitive to low-level and mid-level 
perceptual features. In natural image statistics, there is an inherent correlation among 
low- and mid-level perceptual features and high-level semantic properties (R. A. 
Epstein & Baker, 2019; I. I. A. Groen et al., 2017). Therefore, it is hard to distinguish 
whether the responses of these regions are driven by the low-level perceptual features 
or the high-level semantic properties of the preferred stimuli, and there is a debate in 
the field over whether the selectivity profiles of these regions should be understood in 
terms of perceptual or semantic properties (I. I. A. Groen et al., 2017; Kim et al., 2009).  
In this chapter, I will review the current debate about the level of interpretation of the 
category-selective areas. In section 2.1, I will focus on the level of interpretation debate 
of the scene-selective ROIs. Section 2.2 will focus on the debate regarding the object-




Figure 2.1 Illustration of scene-selective areas 
 The three functionally defined scene-selective areas are parahippocampal place area (PPA) 
in red, occipital place area (OPA) in blue and retrosplenial cortex (RSC) in yellow.  
 
 
2.1. Scene-selective representations 
Scene-selective areas are speculated to be involved in a variety of cognitive 
functions including landmark recognition and spatial navigation. A lot of different 
image properties ranging from abstract semantic properties to concrete perceptual 
features are speculated to support these functions (see Figure 2.2).  In this section, I will 
focus on the representative scene-selective area PPA. PPA is the first identified scene-
selective area, and it is defined based on stronger activations to scenes than other non-
scene visual stimuli (R. Epstein & Kanwisher, 1998). To better highlight the debate on 
the level of interpretation in PPA representation, I will focus on the landmark object 
hypothesis, which suggests that one of the primary characteristics of PPA is its 
sensitivity to landmark objects in scenes. 
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Figure 2.2 Image properties associated with scene processing. 
 Adapted from Epstein & Baker, 2019. The visual system analyzes multilevel properties of 
scenes. These properties include low-level features like spatial frequency and color, mid-level 
features like texture and layout and high-level semantic properties like category and 
geographical locations.  
 
 
Landmarks are objects that are associated with a specific location in the world. 
Usually they are large in real-world size and fixed in location (Troiani et al., 2014). 
Multivoxel activation patterns in PPA are able to classify individual landmarks (R. A. 
Epstein & Morgan, 2012; Marchette et al., 2015; Morgan et al., 2011). For example, 
PPA representations can classify familiar buildings from different views, while object-
selective areas fail in this classification. These results suggested that abstract landmark 
objects could be decoded from the PPA, and these PPA representations could carry 
abstract information about landmark identity.  
Landmark objects consist of several different high-level semantic properties, 
and PPA is sensitive to those abstract semantic dimensions of landmarks. In a study by 
Troiani et al., 2014, researchers had examined the PPA sensitivity to several semantic 
object properties that are associated with landmark objects, including real-world size 
and fixedness. In the real-world size property, they showed that PPA is sensitive to 
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objects that are large, and it was speculated that large objects tend to be more fixed in 
location, and thus are more probable to serve as landmarks (Julian et al., 2017). 
Fixedness is defined as how fixed the object is in the environment. As one of the 
functions of landmark objects is to be used as a reference to define spatial location, 
landmark objects should usually be fixed in location. Troiani et al., 2014 found that 
PPA is also sensitive to fixed objects. The selectivity for large and fixed objects in PPA 
suggests PPA is tuned to high-level semantic properties of landmarks. 
In addition to the evidence linking PPA to high-level landmark processing, there 
are also findings showing that PPA has low-level feature biases. PPA was shown to 
have retinotopic biases. The peripheral bias of PPA suggests that PPA tends to respond 
more strongly to stimuli in the periphery of the visual field (Silson et al., 2016; Silson 
et al., 2015). In a population receptive field analysis of PPA, PPA was shown to respond 
more strongly to the upper visual field. Although it has been argued that this retinotopic 
bias is consistent with a specific role in representing landmark objects, as large fixed 
objects usually occupy the periphery of the upper visual field (I. I. A. Groen et al., 2017). 
However, these retinotopic biases suggest that it is unlikely that PPA purely encodes 
abstract semantic information, otherwise it would not be expected to exhibit a low-level 
retinal location bias. 
As mentioned above, landmark objects tend to have a lot of rectilinear contours 
and horizontal/vertical contours (i.e. contours at cardinal orientations)  (Nasr et al., 
2014; Nasr & Tootell, 2012). Therefore, scene-selective areas could be tuned to the 
low-level features of cardinal orientations and mid-level features of rectilinearity. In 
fact, a study by Nasr et al., 2014 shows that when scene-selective areas were presented 
with rectilinear stimuli compared to rounded stimuli, even when the stimuli were just 
simple shapes, these areas responded much more than when they were presented with 
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stimuli containing rounded shapes (see Figure 2.3 panel A). Given that these stimuli 
are not meaningful scenes, and do not define any spatial-layout information, these 
results suggested that scene-selective areas are highly tuned to the mid-level feature of 
rectilinear contours. Another study by Nasr & Tootell, 2012 demonstrated that scene-
selective areas are tuned to the low-level feature of cardinal orientations. In this study, 
participants were presented with arrays of lines, each array contains lines in either 
cardinal or oblique orientations, and these stimuli again do not form any meaningful 
visual objects or scenes (see Figure 2.3 panel B). They observed that PPA is more 
activated to stimuli with cardinal orientations compared to oblique orientations, 
suggesting that PPA is selective to the low-level perceptual feature of cardinal 
orientations. Apart from cardinal orientations and rectilinearity, the representation in 
PPA is also modulated by the low-level perceptual feature of high spatial frequency 
(Rajimehr et al., 2011). Altogether, there is conflicting evidence on whether the 
responses of the scene-selective areas are driven by the abstract properties of landmarks 
or lower-level perceptual features.  
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Figure 2.3 Stimuli used in testing low- and mid-level features preferences in scene-
selective areas. 
 Adapted from Nasr et al., 2014 and Nasr & Tootell, 2012. A: stimuli used in Nasr et al., 2014 
to test the rectilinear preferences in scene-selective areas. B: stimuli used in Nasr & Tootell, 




2.2. Object-selective representations 
 
 As the name suggested, object-selective regions respond strongly when pictures 
of objects are shown compared to pictures of textures or scrambled objects. One of the 
most well-studied object-selective areas in humans is LOC (see Figure 2.4). Currently, 
the debate on the representation in LOC focuses on whether it encodes semantic object 




Figure 2.4 Illustration of object-selective area lateral occipital complex (blue). 
 
 
Object-selective areas like LOC were first thought to encode the abstract 
semantics of visual objects (Grill-Spector, 2003; Grill-Spector et al., 2001). LOC has 
long been speculated to encode object identity and object category. For example, 
Naselaris et al., 2009 were able to use LOC to reconstruct natural images from brain 
activity. In their study, they used the LOC representation as one of the semantic 
dimensions in their encoding model to encode the semantic category of the visual 
stimuli. The success of the reconstruction using the semantic encoding in LOC 
demonstrates that LOC representation contains information about the semantic 
categories of the visual input. Moreover, researchers found that LOC responses could 
be used to classify different object categories (e.g. chair vs. teapot) while it is 
insensitive to lower-level image features, such as the retinal size of the object (big 
teapot vs. small teapot) (Eger et al., 2008). This study suggested that LOC represents 
the abstract semantic category of objects in a manner that is invariant to view-specific 
perceptual information. 
Although there is strong evidence that LOC encodes object identity and 
category, other studies suggest the LOC is representing perceptual features like object 
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shapes and object parts rather than object semantics (Hayworth & Biederman, 2006; 
Kim et al., 2009; Shpaner et al., 2013). In an fMRI adaptation study by Kim et al., 2009, 
they found no adaptation effects in LOC when the two objects only share object 
category but not physical shape; however, adaptation effects were observed when the 
two stimuli shared similar physical shapes, suggesting LOC is sensitive to shape rather 
than the semantic category of an object. This result suggests that LOC is sensitive to 
perceptual features like object shape that happens to be confounded with categorical 
information.  
While the debate continues, Cichy et al., 2011 argues that the representation in 
LOC contains both high-level identity information and low-level location information. 
In their study, they tried to decode both object identity and object location from the 
LOC signal, while areas like early visual cortex (EVC) can only decode location, but 
not object category, LOC shows above chance classification performance in decoding 
both object identity and object location using images across different exemplars. This 
result indicated that the representation in LOC could be more complicated than 
containing purely semantic or purely perceptual information. Rather, it can represent 
both types of information. 
More recent studies suggest that LOC representations are organized along 
continuous dimensions for high-level semantic properties, including animacy and real-
world object size (Konkle & Caramazza, 2013; Konkle & Oliva, 2012). More 
interestingly, these dimensions are speculated to be correlated with the shape of objects. 
For example, small and animate objects tend to have more curvy shapes, while large, 
inanimate objects have more rectilinear contours (Konkle & Caramazza, 2013; Konkle 
& Oliva, 2012; B. Long et al., 2018; Torralba & Oliva, 2003). This speculation 
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suggested that the perceptual shape of objects covaries with the semantic categories of 
objects. Thus, LOC could be capturing such covariance in its representation.  
 In this chapter, I have introduced the debate on the level of interpretation of the 
representation in category-selective areas. While there is scientific evidence to support 
both sides of the argument, it is unclear whether category-selective areas are better 
understood in terms of tuning to perceptual or semantic properties. As the existence of 
inherent correlations among low- and mid-level perceptual features and high-level 
abstract semantic features make it hard to attribute the representation to a particular 
level of interpretation, building explicit computational models may help us in 
understanding the underlying representations. By having an explicit computational 
model, scientists can gain insight into the computations involved in transforming from 
perceptual into high-level semantic representations, and scientists can use large-scale 
experiments to understand the covariance between perceptual features and semantic 
properties in the natural statistics of images. In the following chapters, I will use 
computational models to address some of the key issues in this debate.  
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CHAPTER 3. COMPUTATIONAL MODELS OF THE 
CATEGORY-SELECTIVE AREAS 
 Chapter 2 reviewed the debate on the level of interpretation of both scene- and 
object-selective areas.  Modern computational approaches like CNNs were shown to be 
promising in exploring human vision and high-level visual cortices as they outperform 
other computational models in explaining the visual cortex. In this chapter, I will focus 
on the development of the CNN encoding models of the category-selective cortices, 
these image-computable models first extract mid-level perceptual features of the input 
images, then map these features onto the neural representation of category-selective 
areas. These computational models serve as 1) a proof-of-principle that representation 
in high-level visual cortices can be predicted from a linear model applied to mid-level 
perceptual features and 2) a tool for the investigation of the semantic selectivity in high-
level visual cortices. First, I will introduce the computations involved in deep 
convolutional neural network, and the principle of how it extracts perceptual features 
from input images. I will then introduce the dataset used in developing the models, and 
focus on the model architecture and training procedures. Lastly, I will present several 
in-silico experiments that demonstrate the predictive power of the CNN encoding 
models. 
 
3.1. Deep Convolutional Neural Networks 
  Deep convolutional neural networks (CNNs) are a class of computational 
models that can perform a range of computer vision tasks, including challenging high-
level tasks, like object recognition (Szegedy et al., n.d.), semantic segmentation (J. 
Long et al., 2015) and scene reconstruction (Aäron van den Oord & Kalchbrenner, 
2016). There are a variety of specific classes of deep convolutional neural network (e.g., 
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feedforward CNN, recurrent CNN, generative-adversarial CNN, etc.) that are designed 
for different tasks; however, since the goal in this study is to use CNNs to capture 
bottom-up mid-level perceptual features from input images, the discussion will focus 
on the class of feedforward CNNs. In particular, I will discuss a specific CNN, called 
AlexNet to demonstrate some characteristics of this class of network.  
 
3.1.1. AlexNet 
 AlexNet was one of the first feedforward CNNs that was built to successfully 
perform image classification in natural images (Krizhevsky et al., 2012). This network 
consists of five convolutional layers and three fully connected layers. One of the 
important characteristics of this network is that it is able to perform semantic 
categorization of images without any feedback or recurrent connections. In other words, 
the network purely relies on feedforward feature extraction to accomplish the 
categorization task. The architecture of the network is shown in Figure 3.1. 
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Figure 3.1 AlexNet illustration from Han et al., 2017.  
There are seven layers in the network where the first five layers are convolutional layers, and 
the last two layers are fully connected layers. 
 
 
 In each convolutional layer, first, convolution operations are applied to the input 
feature map/image, which could be thought of as a similarity measure between the local 
feature map patches and the convolutional kernels. Each layer has a different number 
of convolutional kernels to capture different image features. Second, a non-linear ReLu 
activation function is applied to the output of the convolution. Third, a spatial max-
pooling operation is applied to reduce the spatial dimension of the output feature maps. 
The convolutional layer was thought to capture important perceptual features and image 
statistics that are relevant to the task. 
 In the fully connected layer, all units are fully connected to all the units in the 
next layer, and the non-linear ReLu activation function is implemented after the linearly 
connected layer. 
 This model architecture is trained using the backpropagation algorithm and is 
shown to be powerful in both object classification (Krizhevsky et al., 2012) and scene 
classification (Zhou et al., 2017). In the field of cognitive neuroscience, using 
representational similarity analysis (RSA), Khaligh-Razavi and Kriegeskorte (2014) 
showed that the CNN representation in the fully connected layer correlated best with 
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the representation in IT, which is an object-selective area, while the CNN representation 
in the early convolutional layers correlate best with V1. The correlation between the 
representation of CNN and IT approaches the noise ceiling, which demonstrates CNN 
as the first computational model to explain almost all of the explainable variance in the 
IT representation. This result suggests that the features extracted from the CNN inner 
representation could well predict the representation in category-selective areas. Jozwik 
et al., 2017 also showed that CNN representation in the later layers outperforms 
perceptual feature-based model in predicting human object similarity judgement, which 
strengthen the evidence that CNN can be used to model human judgments of object 
similarity. Similar findings on neural and behavioral experiments are observed when 
using scene images (I. I. Groen et al., 2018), suggesting that the nature of CNN 
representation is consistent across different stimuli categories.  
 While earlier studies focus on mapping the earlier and later layer representation 
onto the brain, more recent findings suggest that the intermediate layers of the CNN 
could be informative in studying mid-level vision. For example, B. Long et al., 2018 
demonstrated that the mid-level representation encoded in the intermediate layers of 
CNN consists of both texture and shape information, and such representation could be 
served as an organization principle in the ventral stream. Mid-level features can also be 
extracted in complex scenes by intermediate CNN layers, Bonner & Epstein, 2018 
showed that the perceptual features extracted by intermediate CNN layers in scenes 
include information like cardinal orientations and boundary-defining junctions, which 
is important to the affordance properties of visual scenes.  
Recently, Cichy and Kaiser (2019) argued that CNNs have the potential to help 
scientists generate new hypothesis and serve as a proof-of-principle demonstration of 
how perceptual and cognitive functions could be implemented in biologically plausible 
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computational models. In this study, I used CNN encoding models to model fMRI 
responses to a large number of images from image-computable perceptual features. 
This model serves two purposes. First, these feedforward models demonstrate the 
representations of category-selective cortex can be predicted from a small series of non-
linear computations performed on image inputs. Second, through understanding the 
how these computational models react to different visual stimuli in a large-scale in-
silico experiment, one can characterize the features that the model is sensitive to, thus 
leading to a better understanding of the tuning properties of these models.  
 
3.2. Deep Convolutional Neural Network Encoding Models 
 CNNs have been shown to be powerful in predicting responses in the human 
and non-human primate visual system. A recent study by Schrimpf et al., 2018 revealed 
that the features extracted from AlexNet is remarkably similar to the neural 
representation along the ventral visual stream. In this analysis, I constructed a class of 
computational models called CNN encoding models that could relate neural 
representation to the intermediate AlexNet layer features. AlexNet was trained on a 
large object image dataset (~1M images) – the ImageNet dataset. These models can 




 In order to build CNN encoding models, a large-scale fMRI dataset is needed. 
In particular, I used the BOLD5000 dataset to train the encoding models. Chang et al., 
2019 collected slow event-related fMRI signal from four neurologically normal 
subjects (age: 24-27; 1 male; all right-handed) while they viewed images of scenes. 
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Each subject (except subject 4) underwent 143 experimental runs and 1 localizer run 
over 15 scanning sessions. Each session was 1.5 hours long. Subject 4 only finished 9 
sessions out of the 15 fMRI sessions. Each participant also conducted an additional 
MRI scanning session to collect anatomical and diffusion imaging data. In each 
experimental run, 37 images were shown sequentially (375X375 pixels within 4.6 
degrees of visual angle) for 1 second followed by 9 seconds fixation cross. When each 
image was shown, a valence judgement task was performed to indicate how much the 
participant liked the image by pressing “like”, “neutral” or “dislike”. In each localizer 
run, 60 images from each category of scene, object and scrambled image were used. 
The stimuli were presented in a block design format. Each block had 16 trials, with 
stimulus duration of 800ms and a 200ms ISI. Within the 16 trials, 14 unique images 
and 2 repeated images were shown, participants were asked to perform a one-back task. 
Between task blocks there were 6 seconds of fixation. There were 12 blocks per run, 
and 4 blocks per condition. 
 4916 unique images were selected as experimental stimuli. Images were drawn 
from three different computer vision datasets to represent image diversity across image 
categories (see Figure 3.2 for examples). In particular, 1000 indoor and outdoor scene 
images with over 250 categories were selected from the SUN dataset. Images were 
chosen to be scenic, depicting both outdoor and indoor scenes. 2000 images of multiple 
objects were chosen from the COCO dataset, with objects in a realistic context 
interacting with other objects. 1916 images with mostly singular objects were chosen 
from the ImageNet dataset. These images depicted a single object as the focus of the 
picture. Within these 4916 images, 112 images were shown 4 times and 1 image was 
shown three times across sessions, the remaining images were presented once to each 
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participant. In each experimental run, roughly 1/5 of Scene images, 2/5 of COCO 
images and 2/5 of ImageNet images were presented in a random order. 
 
Figure 3.2 Sample images from the BOLD5000 dataset. 
Adapted from Chang et al., 2019. BOLD5000 dataset consists of experimental stimuli selected 
from three computer vision datasets. 
 
 
 All functional data were preprocessed by fMRIPrep (Esteban et al., 2019), 
where 3D motion correction, distortion correction and co-registration to the 
corresponding T1 anatomical image was performed. A general linear model with three 
conditions (scenes, objects and scrambled images) using a canonical hemodynamic 
response function was implemented in AFNI (R. W. Cox, 1996) for all the localizer 
runs. Scene-selective ROIs (PPA, OPA and RSC) were defined by using the contrast 
of scenes compared with objects together with an anatomical constraint, the top 200 
voxels in each hemisphere that had the highest contrast within each anatomical ROI 
parcel were selected. The same procedure was used to define object-selective ROI 
(LOC) by using the contrast of objects compared with scrambled objects. Finally, early 
visual cortex (EVC) was defined using the same procedure with the contrast of 
scrambled objects compared with objects. 
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 Experimental runs after preprocessing were modeled through a general linear 
model including a regressor for each trial compared with all other trials using the 
function 3DLSS (Mumford et al., 2012) to obtain an activation estimate for each trial. 
This way of modelling was shown to be more representative of the true activation 
magnitudes in event-related designs with lower signal to noise (Mumford et al., 2012). 
 
3.2.2. Encoding model architecture and training 
  Voxel-wise encoding models were built to model the category-selective area 
activations. The encoding models could be understood as a computational model to 
compute fMRI activation from perceptual image features extracted by the CNN. The 
model takes AlexNet intermediate layer feature maps of the image as input, then max-
pools over the whole image for every convolutional kernel, which results in an AlexNet 
feature vector. Such max-pooling is helpful to prevent overfitting to the data while 
having a tradeoff of not preserving spatial information. This operation throws away all 
spatial information, so neural substrates which are highly sensitive to local position 
such as EVC would not perform well in this kind of model. AlexNet feature vectors 
can then be fitted through regression to the voxel-wise fMRI activation to learn the 
weights of connection between CNN features and fMRI activation (see Figure 3.3). All 
regressions had no bias term, which is necessary for regularized regression. In particular, 
I performed three regressions, including ordinary least square (OLS) regression, 
LASSO regression (L1 penalized regression) and ridge regression (L2 penalized 
regression) because adding regularization term was shown to be beneficial for models 
with collinearity between predictors (Tibshirani, 1996). For LASSO and ridge 
regression, a cross-validation is conducted to choose the penalty weight from the log 
scale space for each individual voxel to maximize performance. An independent model 
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was trained for each ROI with each subject using the same procedure. For the purpose 
of the follow-up in silico experiments, I will refer to these encoding models as a 
simulated model of the ROI it was fit to. For example, I will refer to the PPA encoding 
model as simPPA and the LOC encoding model as simLOC. 
 
Figure 3.3 Illustration of the CNN encoding model architecture. 
The models took an image and generated model activations for a neural substrate. They were 
trained on BOLD5000 dataset using LASSO regression to model fMRI responses 
 
 
3.3. CNN encoding model performance 
 To evaluate the performance of the CNN encoding models, I have conducted 
several validation experiments. These experiments and results are described in detail 
below, and I provide a brief overview here. First, I evaluated the regression methods 
used to fit the linear weights for simPPA and simLOC, and LASSO regression was 
shown to outperform other regression methods in modelling. Second, I used 10-fold 
cross-validation to assess the best layer of the CNN for explaining category-selective 
area fMRI activations. Layer 5 of AlexNet performed the best in this analysis, so the 
remaining analyzes were all based on the AlexNet layer 5 models. Third, I tested 
whether he encoding models demonstrated the classic category-selective responses in 
when shown a new set of images from an fMRI localizer experiment. Lastly, I 
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performed a strong test of generalization performance using a completely novel fMRI 
dataset with different images and different subjects. These generalization experiments 
were successful, suggesting that the trained encoding models were able to accurately 
predict activations to novel stimuli based on mid-level perceptual feature 
representations.  
 It is worth noting that when testing model performance, the accuracy of the 
models is bounded by the proportion of the variance of the fMRI data that is related to 
the stimuli, as opposed to noise or other unknown trial-specific or subject-specific 
effects (Lage-Castellanos et al., 2019). The bound on model performance has been 
referred to as the noise ceiling. In the following analysis, the noise ceiling of the dataset 
is calculated through measuring the across-subject reliability of the dataset. First, each 
participant’s data is correlated with the mean data from the rest of the participants using 
the leave-one-out approach. The mean correlation of this leave-one-out procedure is the 
noise ceiling of the dataset. 
 
3.3.1. Regression methods comparison 
I am interested in L1 regularization as a potential means of learning sparse 
encoding models that emphasize the CNN features that are most important for each 
ROI. I evaluated the performance of different regression methods by running encoding-
model analyses on the BOLD5000 dataset with 10-fold cross-validation using ordinary 
least squares (OLS) regression (without regularization), LASSO regression (L1 
regularization) and ridge regression (L2 regularization). For LASSO and ridge 
regression, a separate 10-fold cross-validation was performed before assessing 
performance to determine the best penalty parameters. Because the penalty parameters 
for LASSO and ridge are learned on the same data that we use for quantifying model 
 26 
performance on the BOLD5000 dataset (using a different cross-validation design), the 
performance estimates for the regularized models may be slightly biased upwards. 
However, this is not problematic for my follow-up analyses for three reasons. The first 
reason is that the encoding models perform well even when using OLS regression 
without regularization, which means that regularization is not required to achieve 
statistically significant performance. The second reason is that the results and 
conclusions and conclusions I will discuss do not depend on the specific values of the 
performance estimates. The third reason is that these models were shown to have good 
prediction accuracy when predicting responses to a completely different dataset of 
novel images and novel subjects—thus, any concerns that these models are overfit to 
noise in the BOLD5000 dataset are mitigated by this strong test of generalization 
performance.  
LASSO regression had the best performance (10-fold cross-validation within 
BOLD5000) in both scene-selective and object-selective areas (see Figure 3.4). LASSO 
regression performs both feature selection and regression in one model and forces the 
weights of potentially irrelevant features to zero; therefore, this result suggested there 
were irrelevant features in the CNN to the neural representation and regularized 
regression helped the encoding model training to prevent overfitting. In the following, 





Figure 3.4 Distribution of prediction score differences between different regression 
methods.  
The left figure shows the distribution of prediction score differences between LASSO and ridge 
regression. Most voxels show a higher prediction score for LASSO regression. The right figure 
shows the distribution of prediction score differences between LASSO and ordinary least 
squares (OLS) regression. LASSO regression has a better performance for most voxels. 
 
 
3.3.2. CNN layer performance comparisons 
The performance of the encoding model is assessed through the Pearson 
correlation between the model activation and the actual fMRI activation recorded. A 
10-fold cross validation was used to examine the performance of the model in the 
BOLD5000 data. Figure 3.5 shows the performance of the CNN encoding models using 
different layer feature maps. Our results align with previous findings (Khaligh-Razavi 
& Kriegeskorte, 2014) that among convolutional layers, activation of layer 5 best 
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predicted fMRI representation of mid-level visual cortices. On the other hand, simEVC 
showed a different pattern that deeper layer did not perform better in explaining neural 
representation. This could be attributed to the fact that EVC is sensitive to location 
information, however, the max-pooling operation in the CNN encoding model discards 
spatial information, which likely dampens the performance of simEVC. In all the 
analysis below, I used the encoding models built using AlexNet layer 5.  
Both scene-selective and object-selective areas achieved reasonable 
performance given the noise ceiling of the dataset (i.e., which is likely due to the lack 
of stimulus repetitions in the dataset). Indeed, the CNN encoding model performance 
exceeds the noise ceilings in all ROIs (PPA: 0.04, OPA: 0.08, RSC: 0.04, LOC: 0.05, 




Figure 3.5 CNN encoding model cross-validation performance. 
 10-fold cross validation on AlexNet encoding model performance on BOLD5000 dataset for 
all ROI. Performance is quantified using the Pearson correlation between the model and actual 
fMRI activations. Results indicate layer 5 of AlexNet has the best encoding performance for all 




3.3.3. Generalizability of CNN encoding models 
In order to test whether these models could generalize model activation to novel 
images, localizer images were passed to the CNN encoding models to examine whether 
its activation matches with expectation. In the first analysis, localizer images from the 
BOLD5000 dataset were processed through the CNN encoding model and the model 
activation was shown in Figure 3.6. For all scene-selective areas, scene images 
produced a higher model activation than scrambled and object images. The simPPA 
model showed the classic scene-selective response profiles that is the defining 
characteristic of the actual PPA. Conversely, simLOC showed a classic object-selective 
preference that is used to define the actual LOC. Lastly, simEVC showed a higher 
activation to scrambled objects than other images which is exactly how we define EVC 
in fMRI data. These results suggested that the CNN encoding models were able to 
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generalize its activation to novel images that were not included in the BOLD5000 
dataset.  
 
Figure 3.6 CNN encoding model activation on localizer stimuli.  
Model activations were averaged across voxels and subjects within an ROI. Error bars indicate 
+/- 2 SD of the mean activations.  
 
 
 In the second analysis, BOLD5000 trained models were used to predict fMRI 
activation in the object2vec dataset (Bonner & Epstein, 2020), which has a different 
set of images and different subjects (see Figure 3.7 for example images). I ran the 
CNN encoding models on the 810 images across 81 object categories used in the 
object2vec dataset, then the model activations were averaged over each category and 
voxels in each ROI. Unlike the BOLD5000 dataset, object2vec used a block-design, 
which was more reliable and had a higher noise ceiling. The object2vec activations of 
each object category were averaged across subjects and across voxels within each 
ROI. The observed activations and the model activations were highly correlated (see 
Figure 3.8) and approaching the between-subjects noise ceiling (PPA: 0.75, OPA: 
0.76, RSC: 0.51, LOC: 0.77, EVC: 0.45). These results suggest that the BOLD5000 
trained model can generalize to completely different subjects and stimuli. 
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Figure 3.7 Example images from the object2vec dataset. 
 Adapted from Bonner & Epstein, 2020. This dataset contains 810 object images across 81 




Figure 3.8 CNN encoding model performance on the object2vec dataset. 
 Across-subject validation using CNN encoding models trained on BOLD5000 to predict 
activation for different groups of subjects with different stimuli in the object2vec dataset. 
Significant correlations between the model responses and the observed fMRI responses indicate 
that the CNN encoding models were able to generalize to novel subjects and novel images. * 
indicates p<0.05, *** indicates p<0.001  
 
 
 To conclude, these findings discussed in this chapter demonstrate that 
feedforward CNN encoding models can reliably predict fMRI activations in the 
category-selective areas through a simple linear re-weighting of mid-level perceptual 
features computed from image inputs. Understanding the selectivity profiles of these 
models using a large image dataset can potentially provide insight into the nature of 
perceptual and semantic representations. In the following chapters, I will introduce a 
series of in-silico experiments that use the encoding models to study the semantic 
selectivity of different ROIs. 
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CHAPTER 4. UNDERSTANDING MID-LEVEL TUNING 
PROFILES THROUGH SEMANTIC-PREFERENCE MAPPING 
  In Chapter 3, I built image-computable models of the category-selective cortex, 
which were shown to explain a high amount of variance even in a novel dataset. In this 
chapter, I will discuss experiments that characterize the semantic selectivity of 
computational models for these category-selective areas. 
First, I will discuss an existing technique –network dissection– for 
characterizing the selectivity profiles of computational models. Second, I will introduce 
a new computational technique called semantic preference mapping to characterize the 
selectivity profiles of CNNs. Third, I will discuss a human behavioral experiment that 
is used to collect object property ratings. Lastly, using both semantic preference 
mapping and the object property ratings, I will discuss insights into the tuning profiles 
of computational models for category-selective cortex. 
  
4.1. Characterizing the selectivity profiles using network dissection 
 Current CNNs yield surprisingly good performance on predicting the neural 
representations of visual cortex (Schrimpf et al., 2018). However, the internal 
representations of CNNs are difficult to interpret, given the many nonlinear operations 
in a CNN; therefore, scientists need some method to help characterize the internal 
representations (Montavon et al., 2018). One prominent method to characterize the 
internal representation of computational model is called network dissection.  
In any given image, it contains hundreds of thousands of pixels, and the CNN 
activates based on these hundreds of thousands of pixels. However, not every pixel 
contributes the same to the activation of a given unit in the CNN model. A unit may 
only be sensitive to a limited portion of the image and only to a particular perceptual 
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pattern in that portion of the image. Nevertheless, given the number of parameters in 
the model, it is hard to characterize the selectivity profiles of a given unit just from 
inspecting the parameters. The goal of network dissection is to solve this problem by 
characterizing the visual inputs that cause a unit to activate. The advantage of using this 
method is that this can be applied to any unit in any image-computable CNN model 
(Bau et al., 2017). 
 To perform network dissection, the model is first fed with some input images 
and the activation of a target unit from a particular layer will be recorded. The image 
that maximizes the unit activation will be discovered through this process. Second, 
since the dimension of the target layer may not be the same as the input image, the 
target layer activation will be scaled up into the original input space to allow proper 
visualization. Third, the upsample target activation will then be segmented to show only 
regions corresponding to the highest activation of the target unit. This segmentation 
mask indicates the visual region that has a high activation of a CNN unit. When the 
segmentation mask is applied to the input image, human labeling can characterize the 
corresponding property encoded in the unit. See figure 4.1 for a pictorial description of 




Figure 4.1 Network dissection illustration from Zhou et al. (2018).  
In this example, one unit of convolutional layer 5 in a given CNN is probed by network 
dissection to evaluate its match on various segmentation maps.  
 
 
 This method has shed light on the interpretation of CNN representation. Given 
the high correspondence between CNN and the visual cortex, cognitive neuroscientists 
have used this method to understand the representations of high-level visual cortex. For 
example, Bonner & Epstein, 2018 developed a receptive field mapping technique, 
which is similar to network dissection, to visualize units in a CNN that show a high 
correspondence to OPA voxels. The goal of this analysis was to find regions of an 
image that CNN units are sensitive to. This method discovered that the CNN units that 
best matched the OPA representations responded most strongly to image regions 
containing boundary-defining junctions and large extended surfaces.  
 Network dissection uses the segmentation masks created by a CNN unit and 
then performs post-hoc interpretations of these segmentation masks. However, if one is 
specifically interested in understanding selectivity to object classes (or any other scene 
element), then it is possible to directly assess this by leveraging existing segmented 
image databases and performed targeted semantic occlusions. This is the approach used 
in the semantic preference mapping procedure. 
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4.2. Semantic preference mapping 
 Semantic preference mapping examines how the activations of a CNN encoding 
model are affected by the object categories present in an image by systematically 
occluding a specific object category from each image in a large set of samples of natural 
scene images. If the model was sensitive to a specific object category, then the model 
activations should decrease as a result of occlusion of that object category. Using this 
logic, we compared the activations between the original image and the occluded image, 
and the resulting difference (actoriginal -  actoccluded) was recorded for each pair of images. 
This procedure was then repeated in a large number of images for each object category, 
and the averaged difference across images for each object category was assigned as the 
selectivity index of the object category.  
 
4.2.1. The ADE20K dataset 
 This analysis used a separate image dataset from the one used in the BOLD5000 
fMRI experiment. I specifically used the ADE20K dataset (Bolei Zhou et al., 2017), 
which did not intersect with images used in the BOLD5000 dataset. The ADE20K 
dataset consisted of more than 22,000 natural images with fully annotated object 
segmentation maps, which made it possible to perform targeted occlusions of specific 
object categories in each image. Figure 4.2 shows example images from the ADE20K 
dataset. The use of ADE20K also allowed me to examine the semantic selectivity of 
the CNN encoding models in the context of a large and diverse sample of natural images. 
This is important because it ensures that the semantic-selectivity findings are broadly 
representative of natural image statistics rather than being an idiosyncratic confound of 
the fMRI stimulus set.     
  
 37 
Figure 4.2 Example images from the ADE20K dataset. 
The first row is the original images, the second row indicates the object segmentation map. 
 
 
  I first chose object categories with more than 500 instances in the ADE20K 
dataset (Bolei Zhou et al., 2017), which resulted in 85 categories. In the following 
analysis, I focused on understanding the selectivity for these 85 object categories. For 
each object category, we examined all images that contained that object. I then used the 
segmentation mask to locate the object(s) and created the smallest oval mask(s) that 
covered the target object(s). The pixels in the oval mask were assigned random RGB 
values. The oval occluder was the minimum possible size that fully occluded the object 
(i.e., the occluder covered the entire object segmentation mask), and the edges of the 
occluder were smoothed to avoid adding high-frequency noise to the image. An oval 
shape was used, rather than the object segmentation mask itself, to avoid including 
shape information in the mask; therefore, no information from the occluded objects 
remained in the occluded image. Both the original image and the occluded image were 
fed into the CNN encoding models to generate activations. For every CNN unit, we 
subtracted the activation to the occluded image from the activation to the original image 
to obtain the selectivity index of the particular occluded object. After repeating this 
procedure for all images containing the target object categories, we calculated the mean 
selectivity index across images, which captures the degree to which the responses of 
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the unit are sensitive to the target object category. We repeated this procedure for all 
85 object categories. 
 
Figure 4.3 Semantic preference mapping procedure. 
Model activations to an image with an occluded object are compared with the model 
activations to the original image for all instances of an object categories in the ADE20K 
dataset to produce the selectivity index. 
 
 
4.2.2. Selectivity indices 
 Using the semantic-preference mapping approach, I characterized the 
selectivity profiles of the CNN encoding models of the category-selective areas.  Given 
the similar observation across scene-selective models, I will focus the discussion on the 
simPPA model, which is the most representative scene-selective model. simPPA 
showed a high selectivity index for skyscrapers, houses and bookcases and a low index 
for animals and balls. On the contrary, simLOC showed an opposite pattern, where it 
showed a high selectivity index to balls and animals and a low selectivity index to 
skyscrapers, houses and bookcases (see Figure 4.4). We ranked the occlusion indices 
of all 85 categories of objects and observed that many of the top-ranked object 
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categories in simPPA tended to be more rectilinear (e.g., skyscraper, house, bookcase) 
and large in size, while the top-ranked object categories in simLOC tended to be curvy 
and small in size. This suggested the possibility that curvilinearity and real-world size 
could be important latent dimensions in the selectivity profiles underlying the category-
selective areas. An alternative possibility was that these results simply reflected the 
occluder size (i.e., simPPA was selective for objects that are larger in the image and 
thus require larger occluders, and simLOC was selective for objects that are small and 
thus require smaller occluders). However, any potential effects of occluder size were 
likely minimized by our use of global max-pooling, which discards spatial information 
from each feature channel. Furthermore, we performed analyses to specifically address 
this possibility. In the following analyzes, occluder size (i.e., the number of pixels in 
the occluder) was fully regressed out from the selectivity indices, so that any observed 
effect could not be explained by occluder size. We systematically explored the factors 




Figure 4.4 Ranking of the selectivity indices. Representative categories are shown 
here for demonstrative purpose. 
 Full results are shown in the Appendix A1. simPPA demonstrated a preference towards fixed, 




4.2.3. Validation of the semantic preference mapping results 
These results showed high between-subject correlations of the selectivity 
profiles in these areas and this suggested that the tuning profiles discovered were 
consistent across subjects (mean across-subject correlations of selectivity profiles of 
simPPA: 0.97 and simLOC: 0.9). To further validate the semantic preference mapping 
procedure, I conducted four separate experiments. First, to ensure that the shape of the 
occluders did not influence the selectivity indices, I repeated the semantic preference 
mapping procedure using a rectangular occluder instead of an oval occluder. Instead of 
creating the smallest oval mask(s) over the target objects, I used the smallest rectangular 
mask. As shown in Figure 4.5 the results using the rectangular occluders were highly 




Figure 4.5 Validation that the semantic preference mapping results were not highly 
sensitive to the occluder shape. 
 Semantic preference mapping was conducted using both oval occluders and rectangular 
occluders. These scatter plots show that the selectivity indices generated from the oval 
occluders and rectangular occluders were highly correlated. *** indicates p<0.001
 
 
Second, I lowered the requirement that each object category must have at least 
500 instances in the dataset in order to include a larger number of object categories and 
determined how this affected the results. In particular, I repeated the semantic 
preference mapping procedure in the ADE20K dataset with more object categories (155 
object categories with at least 200 instances in the ADE20K dataset). As a way 
examining whether our findings diverged when using 155 categories instead of 85 
categories, I performed the semantic preference mapping procedure and compared how 
the selectivity indices correlated with the image-computable model of curvature 
summary statistics (described in Chapter 5.2). This allowed us to use an automated 
procedure to characterize the results from both versions of the semantic-preference 
mapping experiment. In both versions, I observed the same pattern of curvilinearity 
preferences: namely, that simPPA preferred boxy objects and simLOC preferred curvy 
objects. In simPPA, selectivity indices were negatively correlated with the curvature 
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indices in both the 85-categories and 155-categories versions of the procedure, 
suggesting selectivity to rectilinear objects (85 categories: r=-0.6, p<0.0001; 155 
categories: r=-0.45, p<0.0001). In simLOC, the selectivity indices were positively 
correlated with the curvature preferences (85 categories: r=0.55, p<0.0001; 155 
categories: r=0.46, p<0.0001), suggesting selectivity to curvy objects. This result 
suggests that our findings are not highly contingent on the parameter that determines 
the number of object categories examined.   
Third, I examined if the semantic-preference mapping procedure was sensitive 
to the random initialization of the CNN parameters. To do this, I used 10 AlexNets with 
different randomization parameters to train the fMRI encoding models, and then 
performed the same semantic occlusion procedure. We obtained similar results from 
different randomizations suggesting that the results were robust to different 
initializations of parameters. Specifically, we adapted the AlexNets published by 
(Mehrer et al., 2020), which included 10 different AlexNets trained on the CIFAR 
dataset using different initial randomizations. We trained LASSO encoding models 
with these AlexNet layer 5 activations and performed univariate semantic preference 
mapping using the same procedure described above. Pairwise correlations of selectivity 
indices between different randomizations were obtained (mean correlation >0.99 across 
simPPA and simLOC). These correlations suggested that the parameter initialization of 
the CNN did not have an effect on the results of the semantic preference mapping 
procedure. 
Lastly, I investigated whether the resulting selectivity indices were largely 
dependent on the CNN architecture and the CNN training set by repeating the procedure 
with different CNNs. I repeated the same LASSO encoding model training and 
univariate semantic preference mapping procedure on three different CNNs, including 
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AlexNet trained on the Places365 dataset (B. Zhou et al., 2018), Resnet 18 trained on 
the ImageNet dataset (He et al., 2015) and Resnet 18 trained on the Places365 dataset 
(B. Zhou et al., 2018). For AlexNet trained on Places365, I used the layer 5 activations 
to feed into the encoding models, and for both Resnet 18 models, I took the output 
activations of the fourth block of convolution layers to feed into the encoding models. 
In the table below, the correlation of the selectivity indices using and the other CNNs 
are reported. For both simPPA and simLOC, the results showed a robust result between 
CNN architecture and the training image set. This result indicated that the selectivity 
indices obtained from the semantic-preference mapping procedure were robust to 
variations in CNN architectures and training sets. Taken together, these results suggest 
that semantic-preference mapping is a robust and reliable procedure for examining how 
CNN activations are affected by the presence of specific object categories in images. 
 
Table 4.1 Correlation of selectivity indices between AlexNet trained on ImageNet and 
other CNNs. 
* indicates p<0.05, *** indicates p<0.001 
CNN simPPA simLOC simEVC 
AlexNet trained on Places 
365 
0.64*** 0.22* 0.1 
Reset-18 trained on 
ImageNet 
0.54*** 0.5*** -0.33 
Reset-18 trained on 
Places 365 
0.72*** 0.65*** 0.15 
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This section demonstrated that semantic preference mapping is a powerful in-
silico experiment that examines the selectivity profiles using a large dataset. This 
procedure can be widely applied to many types of encoding model, and is not limited 
to CNN encoding models. In addition, the semantic preference mapping procedure can 
be generalized to understand other visual features such as color and texture by 
occluding a particular color or occluding a particular texture. 
Precisely characterizing tuning preferences has been one of the hurdles in 
understanding the representation in the category-selective cortex. While the category-
selective areas contain complex representation, a good computational model of these 
areas can help better understand the nature of the representation. In the following 
sections, I will demonstrate using the tuning profiles from the semantic preference 
mapping analysis to address outstanding questions on the nature of the mid-level 
representation. I will show that the category-selective area models capture selectivity 
to some high-level semantic properties of objects, suggesting that selectivity to these 
object properties could be an emergent phenomenon of the bottom-up feedforward 
computations of mid-level visual features.  
 
4.3. Object property ratings 
To systematically investigate the object properties that correlated with the 
selectivity indices, we collected human ratings for the 85 object categories used in the 
semantic preference mapping on different object properties, including curvature, real-
world size, fixedness, animacy and naturalness, which have all been previously shown 
to be important organizational principles of the representations in category-selective 
areas (Konkle & Oliva, 2012; B. Long et al., 2018; Long Sha et al., 2015; Troiani et al., 
2014; Yue et al., 2020), as discussed in Chapter 2 (see Figure 4.6). For the curvature 
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rating, I asked whether the highlighted object(s) have straight lines and sharp corners 
or curvy and rounded contours. This rating captured the perceptual curvilinear 
information of the target objects. For the real-world size rating, subjects were asked to 
judge how big the highlighted object is in the real-world. Fixedness is a property that 
measures how fixed an object is in the environment—an object that is easily 
transportable would not be considered as fixed. The fixedness rating gets at how 
spatially fixed an object is, so the question asked how often you would expect the 
highlighted object to change position. For the animacy rating, we adopted a continuum 
dimension to ask the subject to judge how “alive” the highlighted object is (Long Sha 
et al., 2015). The naturalness ratings asked subjects to judge whether the highlighted 
objects look manmade or neutral. 
 
Figure 4.6 Object properties that were previously shown to be important dimensions 
in the ventral stream. 
 
 
Fifty subjects were recruited online through the Prolific platform. This online 
experiment was in compliance with the procedures approved by the Johns Hopkins 
University Institutional Review Board. 
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Each subject was asked to judge five object properties of the highlighted 
object(s) in the image using a 7-point scale. The judged object properties included 
curvature, real-world size, animacy, naturalness and fixedness. After each stimulus, 
there was a 300ms inter-trial-interval before the start of the next trial. Each subject was 
presented with one image per each of the 85 object categories.  
Stimuli were randomly chosen from the images used in the semantic preference 
mapping procedure. 50 images were drawn from the each of the 85 object categories. 
The target object is highlighted by an opaque mask of the background (see Figure 4.7). 
The experiment also included a magnifying glass, which subjects could freely move 
using the mouse to enlarge any part of the image. 
The distributions of the object property ratings are reported in Figure 4.8. To 
evaluate the relationship between different object properties, I took the mean of each 
rating across all object instances within an object category. In Figure 4.9, the correlation 
between each pair of object properties is reported. Because animacy was highly 
correlated with naturalness (r=0.91, p<0.001), we merged the animacy and naturalness 




Figure 4.7 Human object property rating procedure.  
This shows an example of the webpage interface used for the online human object property 
rating experiment. The target object was highlighted with a red oval, and the background 
context was made transparent. The magnifying glass could be moved around to enlarge the 







Figure 4.8 Distributions of object property ratings.  





Figure 4.9 Covariance of object property ratings.  
Each scatter plot shows the correlation between two object properties collected by the human 
rating experiment. This result indicated that many object properties covaried. * indicates 
p<0.05, ** indicates p<0.01, *** indicates p<0.001.  
 
 
4.4. Univariate selectivity index analysis 
 To investigate whether the selectivity indices are tuned to different object 
categories, a correlation analysis was performed. Here, I focus the discussion on the 
scene-selective simPPA and object-selective simLOC. Results from other ROIs can be 
found in Figure 4.11. The pattern of results observed from this analysis suggested the 
simulated models exhibit a similar high-level semantic tuning preference as previously 
reported in fMRI experiments of these category-selective areas.  Specifically, simPPA 
was selective to boxy, large, fixed and inanimate/unnatural objects. These properties, 
which are highly correlated with landmark object features, have also been observed in 
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the actual PPA tuning profiles (I. I. A. Groen et al., 2017; Nasr et al., 2014; Troiani et 
al., 2014; Yue et al., 2020). On the other hand, simLOC was selective to curvy, small 
and mobile objects, which has also been observed in LOC fMRI responses from 
previous studies (I. I. A. Groen et al., 2017; Konkle & Oliva, 2012; B. Long et al., 2018; 
Long Sha et al., 2015). 
 One surprising finding from this analysis was that selectivity to high-level 
semantic features were able to emerge from a model of mid-level perceptual feature 
representations. In particular, this result suggests that abstract semantic properties 
including real-world size, fixedness, naturalness and animacy could emerge through 
bottom-up feedforward computations in the CNN encoding models.    
Rectilinearity/curvature has been proposed to be an important mid-level 
property of objects along the ventral visual stream (El-Shamayleh & Pasupathy, 2016; 
B. Long et al., 2018; Yue et al., 2020). Curvilinear preference tuning was speculated to 
be an important mid-level dimension in inferring high-level semantic properties of 
objects (B. Long et al., 2018). In Figure 4.9, I confirmed this speculation that the 
curvilinear property of objects correlated with high-level properties like animacy and 
fixedness of objects. This further suggests that the mid-level tuning preferences 
observed in these areas could directly support their hypothesized role in representing 
the high-level semantic properties of visual stimuli. 
Real-world size has also been argued to be a feature that organizes object 
responses in the occipitotemporal cortex (Coutanche & Koch, 2018; Konkle & Oliva, 
2012). In this analysis, real-world size was shown to be an important object property in 
both object- and scene-selective areas. However, one speculation suggested that the 
real-world size preferences could be explained by lower-level preferences for curvature 
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and shape (B. Long et al., 2018). To test this hypothesis, in the next analysis, I focused 
on understanding the unique contribution of each object property.  
 
Figure 4.10 Scatter plots showing the correlation between different object 
properties and selectivity indices in simPPA and simLOC after regressing out 
occluder size.  
 
  
To understand the unique contribution of each object property, I ran a partial 
correlation analysis for each property after regressing out the contribution of all other 
object properties (see Figure 4.11). In simPPA, only curvature, real-world size and 
animacy/naturalness showed significant partial correlations with the selectivity indices. 
In simLOC, only curvature and real-world size remained as the significant unique 
dimensions to contribute to the selectivity indices.  
Previous studies had speculated that cortical preference to real-world size could 
be reduced to curvature encoding (B. Long et al., 2018). In this analysis, the unique 
contribution of real-world size when curvature is regressed out, demonstrate that 
preferences for real-world size cannot be solely explained by selectivity to curvature 
alone.  
We found that fixedness did not have a unique contribution to the univariate 
selectivity indices of our models. Fixedness was shown to be an important object 
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property in previous studies of the PPA (R. A. Epstein & Baker, 2019; Troiani et al., 
2014). One speculation from our analysis is that fixedness could be explained by other 
object properties such as animacy, since the animacy dimension is correlated with 
fixedness as shown in Figure 4.9. 
The univariate analysis revealed the information that was encoded in the mean 
overall response in each of the simulated models. However, characterizing the 
representation this way may have lost some of the important dimensions represented in 
the multivariate activation patterns. Therefore, the next analysis focused on 
determining whether there was additional information contained in the multivariate 




Figure 4.11 Correlation between object properties and univariate selectivity indices.  
Error bars indicate +/-1 SD using bootstrapping (N=10,000). * indicates p<0.05, ** indicates 
p<0.01, *** indicates p<0.001. A: Pearson correlation between object properties and 
univariate selectivity indices while regressing out occluder size is shown for all ROIs. B: 
Unique contribution (partial correlation) between object properties and univariate selectivity 




4.5. Multivariate selectivity index analysis 
 In fMRI studies, MVPA is a powerful tool to explore representational 
dimensions that requires multiple voxels to represent the information (Haxby, 2012, p.; 
Norman et al., 2006). We aimed at developing a selectivity index pattern analysis that 
could reveal multivariate encoding dimensions. Instead of averaging the selectivity 
indices across units in a model, the principal component analysis (PCA) took the 
selectivity index pattern and found the principal components of the selectivity patterns. 
In simPPA, the first PC already accounted for 82% variance, and the second PC 
accounted for 7% variance, and other scene-selective models showed a similar result 
(1st PC – simOPA: 87%; simRSC: 93%/2nd PC – simOPA: 8%; simRSC: 2). In simLOC, 
the first PC accounted for 71% of the variance while the second PC accounted for 16% 
of the variance. Similar to the univariate analysis, we correlated the PC scores with 
different object properties. The first PC revealed similar findings as the univariate 
analysis, where curvature and real-world size were the most important dimensions in 
simPPA and all four properties were important to simLOC. Moreover, the second PC 
revealed that real-world size and animacy/naturalness were important dimensions in 
both simPPA and simLOC (see Figure 4.12 panel A).  
The partial correlation analysis was similar to the univariate partial correlation 
analysis while the PC scores were used instead of the univariate selectivity indices. The 
results (see Figure 4.12 panel B) from the first PC illustrated the same pattern as the 
univariate analysis in simPPA, which suggested there was one representational 
dimension that represented curvature and real-world size while explaining the most 
variance. Interestingly, this first PC of simPPA reflects a preference to large, manmade 
objects, while the second PC of simPPA reflects a preference towards large and natural 
objects.  In simLOC, the pattern suggested that apart from curvature and real-world size, 
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naturalness/animacy is an important object property contributing to the first PC. This 
aligned with previous findings that LOC is sensitive to animate objects. Furthermore, 
real-world size and animacy/naturalness contributed uniquely in the simPPA second 
PC, but not fixedness. These results suggested that the simPPA representational space 
contained representational dimensions of rectilinearity, real-world size and 
animacy/naturalness. However, the second PC of simLOC is uniquely sensitive to real-
world size, animacy/naturalness and also fixedness while explaining more amount of 
variance. In this analysis, we have revealed that curvature, real-world size and 
naturalness/animacy as the primary dimension of the selectivity preference in both 
simPPA and simLOC.  
 
4.6. Summary 
In this chapter, I revealed a novel method, semantic preference mapping, to 
understand the semantic selectivity of the category-selective area models. I then used 
human behavioral object property ratings to characterize the tuning profiles in these 
models. First, from both the univariate and multivariate analyzes, the results suggested 
that the encoding models of category-selective areas showed classic tuning preferences 
to abstract semantic dimensions like real-world size, animacy, fixedness and 
naturalness and the perceptual dimension of curvilinearity. Second, since these models 
only carry out bottom-up feedforward processes, the success of characterizing high-
level object properties in these models suggested that those properties could be 




Figure 4.12 Principal component analysis (PCA) of selectivity indices in all ROIs.  
The left panel shows the first PCs and the right panel shows the second PCs in different 
simROIs. Error bars indicate the +/-1 SD using bootstrapping (N=10,000). * indicates p<0.05, 
** indicates p<0.01, *** indicates p<0.001. A: Bar plots show the correlation between object 
properties and the PCs of selectivity indices while regressing out occluder size. B: Unique 
contribution (partial correlation) between objects properties and the PCs of the selectivity 




CHAPTER 5. MID-LEVEL PERCEPTUAL FEATURE TUNINGS  
 In Chapter 4, I argued that semantic selectivity in the category-selective area 
models can emerge from mid-level features tuning. While these models show a classic 
semantic selectivity to high-level perceptual features, one remaining question is 
whether these models also exhibit selectivity to low- and mid-level perceptual features. 
In the study of category-selective areas, scientists found that these areas can be tuned 
to both high-level semantic and mid-level perceptual properties (Radoslaw Martin 
Cichy et al., 2011). Therefore, it is important to investigate whether such property is 
also observed in the computational model in order to understand whether the proposed 
computational architecture demonstrated a selectivity profile similar to the brain.  In 
this chapter, I will explore whether these feedforward models exhibit low- and mid-
level perceptual properties that have been previously found to be associated with the 
category-selective areas. In section 5.1, I will illustrate the importance of cardinal 
orientations in the representation in scene-selective cortex; in section 5.2, I will 
examine the importance of curvilinearity encoding in category-selective cortex through 
modelling curvature using a hand-engineered model.  
 
5.1. Cardinal orientations 
 Orientation, as a low-level image property, has been shown to predict neural 
response across category-selective areas along the ventral stream (Rice et al., 2014). In 
particular, there is a substantial amount of evidence that orientations of contours can 
predict the image category of scene and object images (Olshausen & Field, 2000; 
Simoncelli & Olshausen, 2001). While recent fMRI studies reported low-level visual 
regions like V1 does not bias towards certain orientations (Freeman et al., 2011; 
Swisher et al., 2010), scene-selective area PPA shows higher sensitivity towards 
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horizontal and vertical contours (i.e., cardinal contours) than oblique contours (Nasr & 
Tootell, 2012). Image statistics analysis of scene images confirms that scenes are 
dominated by cardinal orientations compared to oblique orientations (Torralba & Oliva, 
2003), so the cardinal orientation selectivity in PPA is believed to be linked to the 
natural image statistics of scenes. 
 A visual inspection of the selectivity profile of simPPA suggests that this model 
prefers object categories that contain a lot of cardinal contours like buildings, 
skyscrapers and bookcases. In this analysis, I rigorously tested whether simPPA and 
other models exhibit such tuning preferences by passing simple Gabor stimuli with 
different orientations to the models. Results are shown in Figure 5.1, simPPA shows a 
higher response to cardinal orientations compared to oblique orientations. This result 
aligns with previous findings of cardinal preferences of PPA. As discussed in Chapter 
4, simPPA is selective to landmark objects, which likely contain a lot of vertical and 
horizontal contours; therefore, the observed effect here suggests the semantic 
selectivity for fixedness and real-world size in simPPA may rely on a preference for 
mid-level features whose contours are predominantly at cardinal orientations. On the 
other hand, another scene-selective ROI model, simOPA, does not exhibit such cardinal 
orientation preference. Nasr & Tootell, 2012 also did not observe cardinal orientation 
preference in OPA although OPA is sensitive to scene images. Current findings from 
Bonner & Epstein, 2017 suggests OPA is sensitive to the navigational affordances of 
scenes, such as paths. Navigable trajectories span a large range of orientations, not only 
the cardinal orientations, which may explain why simOPA does not exhibit such 
cardinal orientation preferences. To serve as a control, simEVC shows no orientation 
preferences which is also observed in other studies (Freeman et al., 2011; Swisher et 
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al., 2010). To conclude, this analysis suggests that the representations encoded in 
simPPA exhibit a perceptual bias towards contours at cardinal orientations.  
 
Figure 5.1 Selectivity preferences to different orientations for simulated ROIs. 
simPPA shows a higher activation to vertical and horizontal orientations compared to oblique 




 Apart from cardinal orientations, curvilinearity has been shown to be an 
important perceptual feature encoded in the category-selective areas (B. Long et al., 
2018). Curvature and rectilinearity are considered as a second-order mid-level 
perceptual feature. In scene-selective areas, PPA, OPA and RSC are shown to be 
sensitive to rectilinear shapes compared to curvy shapes (Nasr et al., 2014; Yue et al., 
2020). One of the explanation is that scenes contain many manmade objects like 
buildings and skyscrapers which contain a lot of rectilinear contours (Chao et al., 1999). 
In object-selective areas, IT and LOC are shown to prefer curvy shapes compared to 
rectilinear stimuli (Yue et al., 2014, 2020). The curvature preference is speculated to 
be related to the animate object preferences in these areas as most animals and animate 
objects contain a lot of curvy contours (Konkle & Caramazza, 2013).  
 Do the simulated ROI models exhibit curvilinearity preferences? In this analysis, 
several simple shapes were passed through the simulated models to evaluate whether 
such preference can be observed in these models. In Figure 5.2, scene-selective models 
– simPPA and simRSC show a clear preference to the boxy shape, their responses are 
higher to the square stimulus than to all other stimuli with curved corners. On the 
contrary, simLOC exhibits a reversed pattern, with higher responses to all stimuli 
containing curved corners compared to the square stimulus. These results are consistent 
with previous findings that scene-selective areas are sensitive to boxy shapes while 
object-selective areas are sensitive to curvy shapes (B. Long et al., 2018; Nasr et al., 
2014; Yue et al., 2020). Furthermore, these results suggest the curvilinearity 
preferences in these models could relate to the semantic-selectivity observed in Chapter 
4.   
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Figure 5.2 Selectivity preferences to curvilinearity for simulated ROIs. 
 Scene-selective models – simPPA and simRSC show a higher activation to the boxy shape 
compared to shapes with curved corners. Object-selective model – simLOC shows a higher 





In the following, I will demonstrate an approach to build an image-computable 
model of curvature summary statistics for any input image. This is one of the first hand-
crafted models for computing summary statistics of mid-level curvature features for 
any natural image. This model takes the input image and convolves with a curvature 
filter bank, then finds the curvature level of each edge pixel to create a curvature 
distribution. In this analysis, I calculated the mean curvature level of the distribution as 
the curvature index (i.e., curvy-boxy index).  
 
5.2.1. Curvature filter bank 
 Gabor filters are used extensively in both computer vision applications and 
neural signal modelling. These filters have been shown to capture oriented bars and 
edges in both biological vision model and computer vision model (Mehrotra et al., 
1992). Here, I will introduce a technique called curvature wavelet which extends Gabor 
filters to not only detect straight edges, but also curved edges (Ibrahim, n.d.). A single 
curvature wavelet can be thought of as a feature detector that detect a contour with a 
particular orientation and curvature. In this model, a number of these wavelets were 
created to form a filter bank which can detect different oriented curves. 
 Each filter is built by combining a rotated and curved complex wave function 
(𝐹) and a rotated and curved Gaussian function (𝐺). A bias term is also added to make 
sure the whole wavelet has a sum of zero. This curvature wavelet idea is borrowed from 
the construction of the Gabor wavelet filter, which consists of a sinusoid function and 
a gaussian function. A single curvature wavelet filter is parameterized by six variables, 
including frequency (𝑓), orientation (𝜃), curvature (𝑐) and size (𝑠), and scale of the 
gaussian filter in x (𝜎𝑥) and y (𝜎𝑦) direction. Each filter can be composed by the 
following mathematical formulas: 
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𝐵(𝑥, 𝑦) = 𝐺(𝑥, 𝑦) ∙ (𝐹(𝑥, 𝑦) − 𝑏𝑖𝑎𝑠) 












𝐹(𝑥, 𝑦) = exp(𝑖 ∙ 𝑓 ∙ (𝑥𝑐 + 𝑐 ∙ 𝑥𝑠
2)) 
𝑥𝑐 = 𝑥 ∙ 𝑐𝑜𝑠𝜃 + 𝑦 ∙ 𝑠𝑖𝑛𝜃 





To ensure that I sampled a sufficient number of orientations and curvature levels, 
I have created the curvature filter bank with a wide range of parameter values in both 
the curvature level (6 levels were sampled in log scale from 0 to 1/12 and each level 
except 0 has a concave [positive curvature] and a convex level [negative curvature] to 
create 11 curvature levels in total) and orientation (16 orientations evenly sampled from 
0 to 180 degrees), with fixed frequency (1.2), size (50 pixels*50 pixels) and scale of 
gaussian filter (1 in both directions). Parameters were chosen empirically to best 
capture natural image statistics. This filter bank consists of a total of 176 curvature 
wavelet in total. A subset of the wavelet filters is shown in figure 5.3. 
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Figure 5.3 Subset of the curvature filter bank to illustrate the sampling space of 




5.2.2. Curvature model 
 The curvature model consists of four steps to compute the curvature index of a 
give image. Figure 5.4 illustrates how the model computes curvature rating of a given 
image. 
Step 1. Compute curvature feature map: The curvature model starts with convolving 
the curvature filter bank to the grayscale input image with paddings to keep the 
output feature map in the same size as the input image, this results at 176 feature 
maps. 
Step 2. Edge detection: The purpose of this step is to identify edge pixels. The grayscale 
input image is fed into an edge detection algorithm to separate edge pixels from 
other pixels. A Roberts edge detector is used, and this results an edge map of 
the input image. 
Step 3. Pixel-wise curvature level: The goal of this step is to compute the curvature 
level of each edge pixel. A higher value of the feature map suggests a higher 
similarity between the corresponding curvature wavelet and the local image 
patch, so the highest value across feature maps suggests that the corresponding 
curvature wavelet is the most similar to the local image patch. The model 
assigns the curvature level of each edge pixel by finding the corresponding 
curvature wavelet that maximizes the feature maps.  
Step 4. Curvature distribution: For each of the 6 curvature levels, compute the 
percentage of edge pixels that has the corresponding curvature level. The 
resulting distribution represents the percentage of edge pixels in each curvature 
level. Mean curvature of the whole image can then be calculated from this 
distribution. The mean curvature level across edge pixels is considered as the 
curvature index of the input image.
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Figure 5.4 Illustration of the curvature model. 
The model first convolves the input image with a bank of curvature filters and then identifies 
the best-fitted curvature level of each edge pixel. Finally, it obtains a global curvy-boxy index 
by averaging the curvature level across all edge pixels. 
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5.2.3. Curvature index 
In this section, I will demonstrate the use of the curvature model in 
understanding the contribution of curved contours to the mid-level representations of 
the simulated ROIs. First, to test whether the curvature model captures curvature 
summary statistics that match human judgments, I used the model to generate curvy-
boxy indices of object images, and compared with human curvature ratings. Second, to 
characterize the contribution of curvilinearity to the tuning profiles of the simulated 
ROIs, I generated the curvature indices of the occluded objects from the semantic 
preference mapping procedure and correlated the curvy-boxy indices with the 
selectivity indices. 
 In the first analysis, I used the human curvature ratings discussed in Chapter 4 
to understand whether the curvature model rated curvilinearity in the way that humans 
do. To obtain the model curvy-boxy index, I cropped the occluded objects used in the 
semantic-preference mapping procedure and passed them into the curvature model to 
obtain a curvy-boxy index. Then I averaged the curvy-boxy index across each object 
category and correlated them with the human curvy-boxy ratings. In Figure 5.5, the 
result indicates a strong correlation between the human curvature ratings and the model 
curvy-boxy index (r=0.7, p<0.0001). Such strong correlation suggests that the curvature 
model is able to capture the human ratings. This suggests that the curvature model 
successfully captures important summary statistics about the presence of curved 
features in natural images.   
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Figure 5.5 Correlation between model curvy-boxy index and human curvature 
ratings. 
Each dot represents curvature ratings of an object category. The x-axis shows the mean curvy-




 In the second analysis, I focused on understanding whether curvilinearity as a 
mid-level perceptual feature contributes to the semantic tuning profiles in the simulated 
models. The curvy-boxy index of the occluded parts of those images were computed 
using the curvature model. These ratings were then correlated with the selectivity 
indices using Pearson correlation. Figure 5.6 shows the result of this analysis. 
 Results indicated that the selectivity index result from simLOC is positively 
correlated with the curvy-boxy index (r=0.55, p<0.001). This shows that curvier objects 
led to a greater selectivity index for simLOC. This suggests that object-selective area 
is sensitive to mid-level features with a predominance of curved contours. This results 
aligned with previous studies showing that curvature preference is an important mid-
level feature tuning of the object-selective areas (B. Long et al., 2018). 
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On the contrary, the selectivity index from simPPA showed a negative 
correlation with the curvy-boxy index (PPA: r=-0.6, p<0.001). This shows that 
rectilinear objects elicit stronger responses in simPPA. This provides evidence that the 
mid-level feature preferences of simPPA give rise to not only high-level semantic 
preferences for landmark objects but also lower-level perceptual preferences for 
rectilinear contours. This may reflect the fact that landmark objects tend to have a 
predominance of rectilinear contours.  
Taken together, these results suggest that the selectivity indices of category-
selective areas are modulated by the curvilinearity of the visual input, thus the 
curvilinearity preferences in the category-selective areas suggested the mid-level 




Figure 5.6 Curvature model correlation with selectivity index. 
Each dot represents curvature index of an object category. The model curvy-boxy indices are 
negatively correlated in simPPA (Pearson’s r=-0.6, p<0.0001) and positively correlated in 
simLOC (Pearson’s r=0.55, p<0.0001). *** indicates p<0.001. 
 
 
 In conclusion, this chapter has illustrated two important perceptual features – 
cardinal orientation and curvilinearity – are contributing to the tuning profiles in the 
computational models of category-selective areas. In particular, simPPA prefers 
vertical and horizontal contours and boxy shapes, while simLOC is more sensitive to 
oblique contours and curvy shapes. These results imply that feedforward models with 
high-level semantic selectivity for scenes and objects also exhibit characteristic patterns 
of lower-level perceptual biases. A thorough understanding of these low- and mid-level 
perceptual features can help us recognize how the feedforward process of vision can 
make use of these perceptual features to obtain abstract properties of the visual input. 
Last but not least, a computational model like the proposed curvature model could be 
used as a demonstration of an interpretable computational model of perceptual features. 
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CHAPTER 6. GENERAL DISCUSSION 
In this work, I employed an in-silico experimental approach to address the 
debate on the level-of-interpretation for representations in category-selective areas in 
the ventral stream. While many argue that the activations in these areas are either better 
explained by mid-level perceptual or high-level semantic properties, I hypothesized that 
dichotomizing the representation into purely perceptual or purely semantics could be 
oversimplified. The current results revealed that the CNN encoding models of category-
selective areas exhibited tuning preferences to both mid-level perceptual features and 
high-level semantic properties. Thus, although these models were not explicitly trained 
to represent specific high-level object properties, semantic selectivity was nonetheless 
evident in the responses of these models to a large and diverse sample of natural images. 
I briefly summarize the key findings below.  
First, through building CNN encoding models of the category-selective cortex, 
I found that the representations in both scene-selective and object-selective areas could 
be well explained from a series of purely feedforward computational processes. The 
explanatory power of the models suggests that feedforward processes capture a lot of 
explainable variance in the category-selective areas. 
Second, by running large-scale in-silico experiments on the category-selective 
computational models, I discovered that the tuning profiles of these models can be 
explained by interpretable object properties such as real-world size, fixedness, animacy 
and naturalness. These effects were robust to variations of model parameters and 
experimental procedures, and both univariate and multivariate analyzes revealed the 
same selectivity pattern of the simulated ROIs. In particular, scene-selective simPPA 
showed a preference toward fixed, large in real-world size, inanimate and unnatural 
objects; on the other hand, object-selective simLOC preferred mobile, small in real-
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world size and animate objects. Since the models are feedforward in nature, these 
results demonstrated that the semantic selectivity profiles in these regions could emerge 
through bottom-up perceptual processes. 
 Third, these feedforward computational models not only showed the classic 
semantic selectivity profiles, but they also illustrated low- and mid- level perceptual 
biases of cardinal orientations and curvilinearity. These results suggested that a 
feedforward architecture of the category-selective areas would give rise to both high-
level semantic preferences and a characteristic pattern of lower-level perceptual biases. 
Below, we discuss the implications of these findings in understanding the visual cortex. 
 
6.1. The role of computational models in understanding vision 
Vision is a complicated cognitive process which involves a hierarchy of non-
linear computations. Given the complexity of vision, a multilayer system with non-
linear components like a CNN is necessary to model its underlying mechanisms. 
Although the internal representations of complex non-linear models like CNNs are hard 
to interpret from merely inspecting the model’s parameters, there are methods for 
studying these models that can provide insight into the nature of their internal 
representations and their relationship to the natural statistics of scenes. For example, 
the CNN encoding models of category-selective areas are hard to interpret on the 
surface, but in Chapter 4 and Chapter 5, with the help of in-silico experiments, I 
characterize some perceptual and semantic properties that these models are sensitive 
to. Without a proper computational model, it would be hard to test the idea that a unified 
model can exhibit such multifaceted selectivity profiles with preferences for both low-
level perceptual and high-level semantic image attributes. 
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 A unified computation model of the category-selective areas can inform us on 
how the category-selective representations could arise through mid-level feature tuning. 
The current CNN encoding models of category-selective areas serve as a proposal to 
understand the necessary computations to achieve the representations of category-
selective cortex. One of the advantages of the current DNN encoding models is that 
CNNs provide explicit models of the required computations that underlie a cognitive 
function, including convolution and all the non-linear mappings. While this class of 
models does not characterize representations descriptively, I argue that in order to fully 
understand how category-selective areas work, different classes of models, including 
computational models are essential. The coexistence of diverse classes of models can 
help address different aspects of the category-selective areas. Another class of cognitive 
model, the cognitive-architecture (or “box-and-arrow”) model is widely used to 
decompose a complex cognitive process into constituent cognitive functions that can 
be described in words and mapped onto intuitive concepts. In the box-and-arrow 
cognitive model of vision, more often it is used to address the “what” question, that is 
what representation is being characterized in each cognitive function, and what process 
or what neural substrates is involved in such representation. On the other hand, the 
computational model focuses on the “how” question, that is how such process can be 
achieved mechanistically. Ultimately, a holistic understanding of these areas requires 
the answers to both types of questions; therefore, a unified computation model for each 
category-selective area is essential to help us answer the “how” question. 
 Computational models can help us test the level of complexity of the 
computation. In Chapter 3, I compared the predictive power of encoding models using 
different CNN layers, and I found that the later convolutional layer (i.e., convolutional 
layer 5 in AlexNet) provides better predictive power in the category-selective regions 
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compared to earlier layer (i.e., convolutional layer 1 in AlexNet). Although this results 
itself does not inform us about what is represented in these layers or models, the result 
of this comparison suggested that the representation of category-selective areas may 
require multiple non-linear computational operations to achieve, and a single stage of 
non-linear computation may not be sufficient.  
 
6.2. The nature of representation of the category-selective areas 
 As discussed in Chapter 2, the debate on the level of interpretation of the 
representation in the category-selective areas focuses on whether the tuning profiles of 
these areas are perceptual in nature or semantic in nature. In Chapter 4 and 5, I examine 
both hypotheses in the CNN encoding models of category-selective areas. Surprisingly, 
these models not only exhibited emergent semantic selectivity that is consistent with 
previous findings, but these models also showed previously identified lower-level 
perceptual biases. This suggests two levels of interpretation for these models. On the 
one hand, these models respond preferentially to the semantic attributes of objects like 
real-world size, animacy and fixedness. Alternatively, these models are also tuned to 
image-computable perceptual features of cardinal orientations and curvilinearity. These 
two levels of interpretations are not mutually exclusive, and they both provide useful 
and accurate descriptions of these representations.  A plausible explanation for the 
observed result is that given the natural image statistics of covariance between 
perceptual features and semantic properties (as shown in Chapter 4 that curvilinearity 
covaries with fixedness, animacy and naturalness), mid-level feature tuning may be 
sufficient for rapidly embedding visual inputs into a representational space that is 
organized along meaningful semantic dimensions for all image that do not drastically 
diverge from statistical regularities of natural images. All in all, the current modeling 
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approach is a proof of principle that there exist mid-level representations that exhibit 
the classic category-selective effects across a large sample of natural images, which 
suggests that it is possible for the semantic-selectivity profiles of these models to 
emerge from mid-level perceptual tuning.   
 
6.3. Organizational principle of scene-selective areas 
In the scene-selective areas, there are two main observations to note about the 
representational structure of PPA, each associate with the implications for the function 
of PPA. The first observation is that PPA representation could be largely explained by 
properties related to landmark objects. In Chapter 4, I showed that simPPA is sensitive 
to large and fixed objects. These high-level semantic features are speculated to be 
related to the landmark object features (Julian et al., 2017; Troiani et al., 2014). In 
Chapter 5, simPPA was shown to be sensitive to cardinal orientations and rectilinear 
shapes, which are possible perceptual features linked to landmark objects. Taken 
together, simPPA is sensitive to both high-level semantic and low-level perceptual 
features associated with landmark objects, which align with previous findings (R. A. 
Epstein & Baker, 2019; I. I. A. Groen et al., 2017; Marchette et al., 2015; Troiani et al., 
2014).  
The second observation is that bottom-up mid-level features explain a large 
amount of variance in the PPA representations. simPPA has the best predictive power 
among different ROIs, which suggests that simPPA heavily relies on bottom-up image 
computable perceptual information. In Chapter 5, simPPA was shown to exhibit strong 
low-level and mid-level feature preferences. One speculation is that information 
encoded in simPPA contains a lot of texture information which relies on low- and mid-
level perceptual features. In previous work, PPA has been shown to be sensitive to 
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texture (J. Park & Park, 2017), which is similar to intermediate CNN representations 
(B. Long et al., 2018). Further work is needed to determine whether simPPA is 
particularly sensitive to texture information. 
 
6.4. Organizational principle of object-selective areas 
In the object-selective area, the selectivity profile in simLOC is almost a direct 
opposite of the scene-selective areas. In previous studies, LOC is argued to be a neural 
substrate that encodes the shape and category of objects (Kim et al., 2009; Shpaner et 
al., 2013). We found that simLOC showed a unique strong preference towards small 
and curvy objects which is consistent with previous findings. Previous studies 
suggested that shape may be intrinsically correlated with object size based on 
gravitational and physical constraints; therefore, smaller objects have a higher 
probability of being curvy in shape (Konkle & Oliva, 2012). Although I did observe a 
weak correlation between real-world size and curvature in the human object rating, the 
partial correlation analysis revealed that there are unique contributions for real-world 
size and curvature, thus this suggests the selectivity to real-world size cannot be solely 
explained by selectivity to curvature in the simLOC tuning profiles. 
The PCA result suggested simLOC requires 2PCs to explain most of its 
variance. The first PC of simLOC shows a similar tuning profile as the selectivity 
profiles in the univariate analysis, which is uniquely sensitive to curvilinearity, real-
world, naturalness and animacy. In the second PC of simLOC, it is strongly sensitive 
to the naturalness and animacy of objects, while also moderately sensitive to fixedness 
and real-world size in the partial correlation analysis. LOC’s sensitivity to animate 
objects was observed in an earlier study, and I speculate that the secondary dimension 
encoded in simLOC is strongly related to the animacy preference of LOC (B. Long et 
 77 
al., 2018; Sha et al., 2015). All in all, the two separate dimensions observed in simLOC 
suggest that multiple, orthogonal object properties may drive the responses of LOC. 
 
6.5. Organizational principles in the ventral stream 
Curvilinear tuning has been shown to be an important property in primate and 
human mid-level visual area V4 (El-Shamayleh & Pasupathy, 2016; Habak et al., 2004; 
Yau et al., 2013). Curvature information was shown to be an important feature that can 
be used as an organizing principle along the ventral visual stream (B. Long et al., 2018; 
Yue et al., 2020). There is a systematic preference for curvilinear versus rectilinear 
stimuli in different category-selective regions. In this study, I systematically investigate 
the unique effect on curvature while taking the covariance of other object properties 
into account, and I found that such unique contribution of the curvy-boxy index in the 
category-selective regions could not be solely explained by other high-level semantic 
properties such as real-world size, animacy/naturalness, and fixedness. In the curvature 
model, I demonstrated that the summary statistics of curvilinearity is highly correlated 
with the selectivity profiles in the simulated ROIs. Therefore, curvilinear information 
is an important bottom-up perceptual feature that may act as an organizing principle in 
the ventral visual stream, and such information contributes as a unique dimension 
different from other object/scene properties.  
In particular, my results suggest that the scene-selective PPA which is located 
in the medial part of the ventral stream, tends to prefer rectilinear information, while 
the object-selective LOC which is located in the lateral part of the ventral stream prefers 
curvy information. This medial-lateral anatomical organization of the curvy-boxy 
preferences was also found in previous studies (B. Long et al., 2018; Yue et al., 2020). 
In addition, the medial-lateral organization also has an implication on the receptive field 
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biases. The retinotopic biases of medial LOC shows that it responds preferentially to 
the center of the visual field, while the retinotopic biases of lateral PPA shows a 
peripheral preference. These results support some earlier findings suggesting that 
curvilinearity preferences interact with central-peripheral biases (Yue et al., 2020). The 
central-periphery organization is consistent with the previous speculation that 
curvilinear objects are more frequently foveated in the central visual field while 
rectilinear objects are more frequently processed by peripheral vision (Ponce et al., 
2017; Yue et al., 2020).  
 
6.6. Does CNN explain everything? 
My results, together with many others (Bonner & Epstein, 2018; Henriksson et 
al., 2019; Khaligh-Razavi & Kriegeskorte, 2014; Schrimpf et al., 2018; Yamins et al., 
2014; Zhuang et al., 2021) have shown that CNNs and encoding models were able to 
account for nearly all explainable variance in the responses of high-level visual cortex 
to naturalistic visual stimuli. However, cautious interpretation of these results is 
necessary. In this study, I applied LASSO regression in the CNN encoding models, and 
the resulting models relied on a small number of CNN units to predict neural 
representation, and we also found that such regression performed better than using OLS 
regression, which utilized all units. Similar regularization techniques (e.g. ridge 
regression, elastic net) were used in many other studies (Nunez-Elizalde et al., 2019). 
Therefore, the similarity between CNNs and brains could be driven by a small subset 
of units in the CNN rather than the whole CNN feature representational space. 
One current hurdle in the field is that many state-of-the-art CNNs do not have 
interpretable internal representations. Therefore, even if scientists find that CNN 
representations are similar to the human brain or behavioral representations, it does not 
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inform us on the nature of the representations. Development of in-silico experiments 
are important to understand the CNN models. In this study, I proposed the semantic-
preference mapping approach to explore the tuning profiles of the CNN encoding 
models. The results yielded better understanding of the semantic selectivity in the 
category-selective area models. Apart from semantic preference mapping, currently 
there are different in-silico experiments conducted to yield a better understanding of 
the internal representation, including examining the input that drives the responses of a 
particular neuron/unit (Bashivan et al., 2019; Bau et al., 2020; Bonner & Epstein, 2018; 
Srinath et al., 2021; Walker et al., 2019). Although CNNs differ in many ways from 
human brains and they can be hard to interpret, they are nonetheless powerful 
computational tools that can be leveraged to understand the possible mechanisms and 
representations that underlie human cognition (Radoslaw M. Cichy & Kaiser, 2019). 
 
6.7. Modelling image computable summary statistics of mid-level 
features 
Mid-level features such as curvilinearity can be abstract and hard to quantify. 
In particular, it is hard to quantify such dimension in natural images. Previous studies 
relied on experimenter’s intuitions or human ratings to quantify these dimensions 
(Hebart et al., 2019, 2020; Konkle & Caramazza, 2013; Konkle & Oliva, 2012; B. Long 
et al., 2018). While in our study, we also adopted a similar approach to obtain 
behavioral ratings to quantify the perceptual dimension of curvilinearity, we also took 
another pathway to quantify this dimension by developing the curvature model. A 
computational model of a mid-level feature can be thought as a formal system to 
quantify perceptual summary statistics. Such formal system can help researchers to 
understand its function in vision and how it can be derived from low-level features. One 
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advantage of using an objective computational model instead of human ratings in 
quantifying mid-level features is to generate an unbiased bottom-up summary statistic 
and avoid the problem of (i) potentially biased subjective ratings; (ii) ambiguous 
instructions which participants interpret differently; and (iii) using context instead of 
the dimension itself in judging the features. Another advantage of using the objective 
computational model is it allows for the scaling up of large-scale image analyses 
because the computational model does not require any human ratings.  
 
6.8. Future directions 
We proposed a novel semantic-preference mapping approach to explore the 
selectivity profiles in the category-selective ROIs. While the current occlusion 
procedure is a reliable computational method, the occluded images are not considered 
as natural images. In order to better simulate natural occluded images, generative 
networks like PixGan, PixRNN, Generative Adversarial Network (GAN) and 
Progressive Generative Network (PGN) (Cai & Wei, 2020; Dolhansky & Ferrer, 2018; 
Aaron van den Oord et al., 2016; Yeh et al., 2017; Zhang et al., 2018) could be used to 
generate the natural occluded images without the random pixel occluder for future 
experiments. Figure 6.1 illustrated some inpainting images generated by current state-
of-the-art inpainting algorithms. 
In this study, I focused on the feedforward processes of the category-selective 
areas. However, recent studies suggest that recurrent connections and long-short-term-
memory (LSTM) models can improve the explanatory power of the visual cortex 
(Kietzmann et al., 2019; Nayebi et al., 2021; Schrimpf et al., 2018). While this study 
showed that feedforward processes alone could explain a large amount of variance in 
the category-selective areas. From my other study (S. Park et al., 2020), I showed that 
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the scene-selective PPA responded differently to scenes which are associated with 
different navigational experiences while controlling for perceptual features. This result 
suggested that PPA response could be affected by the top-down effect of the memory 
associated with scenes. In object-selective area, Large et al., 2007 observed that the 
LOC responses could be modulated by the task given even when the visual input is the 
same. All these results point to the fact that category-selective regions are influenced 
by top-down information, which is not captured in the current study. While the current 
study suggests the category-selective areas capture the covariance between semantic-
selectivity and perceptual feature preferences through bottom-up feedforward 
processes, one of the unanswered questions is how much the feedforward process 
contributes to understand the visual world. While it is very hard to gain insight on the 
causality of cognitive processes from human neuroimaging experiments, computational 
models like ours allow researchers to make predictions and generate causal image 
manipulations to test the contributions of specific bottom-up features in scene and 
object processing. Furthermore, our model could be built upon and compared with other 
architectures to test theories about the role of feedback and recurrent processes. 
In the semantic preference mapping approach, the occlusion procedure allows 
us to determine how the representations change when an object category is occluded. 
This demonstration provides a proof-of-principle method on understanding the 
causality between the visual input and representations in the computational models. 
This technique can be extended to investigate the causality relationship between other 
image features and model activations. For example, this could be applied to study the 
effect of spatial frequency on the representation by filtering a specific range of spatial 
frequencies. By applying these techniques to mid-level perceptual features in follow-
up fMRI experiments, scientists can further understand the causal relationship between 
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perceptual features and high-level semantic tuning in visual cortex. For example, if 
occluding certain mid-level features does cause an effect on semantic selectivity in the 
category-selective areas, then one may conclude that the semantic selectivity observed 
in these regions could be casually affected by this particular mid-level feature. On the 
contrary, if occluding a certain mid-level feature does not affect the selectivity profiles 
of such regions, then that perceptual feature may be independent of the semantic 
selectivity. Revealing the causal relationship between perceptual features and semantic 





Figure 6.1 Images generated by inpainting generative networks. 




The present work investigated the tuning preferences of the category-selective 
areas using CNN encoding models and in-silico experiments. I found that a purely 
feedforward CNN architecture was able to explain most of the explainable variance in 
the fMRI activations in these areas. Our semantic preference mapping procedure 
demonstrated that these models are selective to some high-level semantic properties 
including real-world size, fixedness, animacy and naturalness of objects and that such 
preference could emerge through bottom-up processes. Apart from abstract semantic 
properties, these simulated ROIs were also tuned to low- and mid-level perceptual 
features like cardinal orientations and curvilinearity. This study, for the first time, 
showed a unified mechanistic model of category-selective areas that captures both the 
perceptual and semantic feature preferences of these areas. These results suggest that 
the mid-level tuning in category-selective visual cortex may be shaped by the 
covariance between image-computable perceptual features and high-level semantic 
properties. To conclude, this work provides evidence to situate the level of 
representation in category-selective areas, showing that the semantic selectivity in high-






Table A.1 Semantic preference mapping results.  
Ranking from objects causing the biggest activation decrease to objects causing the lowest 
activation decrease.  
simPPA simOPA simRSC simLOC simEVC 
skyscraper skyscraper skyscraper ball bookcase 
house bookcase house animal food 
bookcase house building floor fireplace 
building computer bookcase rug ball 
computer windowpane computer person sofa 
windowpane building windowpane magazine windowpane 
fireplace fireplace base rock computer 
base curtain fireplace trade name curtain 
curtain base road figurine stove 
road sink palm telephone building 
swivel chair chest of drawers swivel chair switch armchair 
blind stove sea light stool 
chest of drawers swivel chair sky ashcan house 
palm blind curtain fluorescent coffee table 
sink armchair blind wall socket railing 
desk desk field shoe desk 
stove food desk spotlight base 
sky chandelier chandelier pot floor 
column column painting bicycle truck 
chandelier railing chest of drawers plaything bicycle 
railing coffee table column glass chest of drawers 
painting painting earth boat rug 
armchair road railing minibike blind 
sea sofa sink stairs skyscraper 
poster palm stove path minibike 
coffee table stool armchair van car 
food towel poster jar plant 
earth table sidewalk pillow chandelier 
stool plant grass candlestick fence 





receiver table signboard 
television 
receiver poster food awning palm 
towel floor towel umbrella book 
plant pillow fence basket sink 
fence signboard plant sofa column 
field truck path car candlestick 
bannister stairway bannister towel basket 
truck bannister shrub shrub umbrella 
signboard sidewalk table air conditioner bannister 
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sofa sea mountain streetlight pillow 
stairway boat stool flag telephone 
awning can truck mountain towel 
pillow earth awning can pot 
grass ashcan signboard monitor can 
air conditioner fence stairway book plaything 
boat bucket traffic light traffic light wall socket 
path air conditioner person bannister light 
can basket car fence switch 
traffic light book sofa plant jar 
bucket rug boat stairway spotlight 
ashcan awning pillow 
television 
receiver swivel chair 
car flag bucket coffee table glass 
floor plaything ashcan earth painting 
book candlestick air conditioner sidewalk road 
mountain traffic light flag armchair 
television 
receiver 
flag jar monitor poster grass 
monitor stairs minibike stool shrub 
basket magazine can food table 
shrub monitor book signboard streetlight 
stairs pot van truck sidewalk 
plaything field basket sink earth 
van car shoe grass bucket 
jar glass stairs desk poster 
umbrella streetlight plaything painting figurine 
candlestick mountain floor chest of drawers sky 
shoe path umbrella field magazine 
minibike wall socket jar chandelier air conditioner 
streetlight van bicycle railing monitor 
magazine umbrella rock stove person 
bicycle figurine candlestick sky awning 
rug switch magazine swivel chair stairs 
pot fluorescent streetlight column fluorescent 
fluorescent light pot blind van 
figurine telephone figurine palm traffic light 
glass spotlight trade name sea shoe 
wall socket grass rug curtain ashcan 
rock shoe glass base field 
spotlight bicycle fluorescent road flag 
light rock animal computer mountain 
telephone shrub spotlight fireplace path 
switch minibike wall socket windowpane animal 
person trade name light building rock 
trade name person telephone bookcase boat 
animal ball switch house trade name 
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