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Abstract
The commuting probability of a finite ring R, denoted by Pr(R), is
the probability that any two randomly chosen elements of R commute.
In this paper, we obtain several bounds for Pr(R) through a general-
ization of Pr(R). Further, we define Z-isoclinism between two pairs of
rings and show that the generalized commuting probability, defined in
this paper, is invariant under Z-isoclinism between two pairs of finite
rings.
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1 Introduction
Throughout this paper S denotes a subring of a finite ring R. We define
Z(S,R) = {s ∈ S : sr = rs ∀ r ∈ R}. Note that Z(R,R) = Z(R), the
center of R, and Z(S,R) = Z(R) ∩ S. For any two elements s and r of a
ring R, we write [s, r] to denote the additive commutator of s and r. That
∗Corresponding author
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is, [s, r] = sr − rs. By K(S,R) we denote the set {[s, r] : s ∈ S, r ∈ R}
and [S,R] denotes the subgroup of (R,+) generated by K(S,R). Note that
[R,R] is the commutator subgroup of (R,+) (see [2]). Also, for any x ∈ R,
we write [x,R] to denote the subgroup of (R,+) consisting of all elements of
the form [x, y] where y ∈ R.
The commuting probability of R, denoted by Pr(R), is the probability
that a randomly chosen pair of elements of R commute. That is
Pr(R) =
|{(s, r) ∈ R× R : sr = rs}|
|R×R|
.
The study of commuting probability of a finite ring was initiated by MacHale
[11] in the year 1976. Many papers have been written on commuting prob-
ability of finite groups in the last few decades, for example see [3, 7, 9, 10,
12, 13, 15] starting from the works of Erdo¨s and Tura´n [5]. However, the
study of the commuting probability of a finite ring was neglected. After
many years, in the year 2013, MacHale resumes the study of commuting
probability of finite rings together with Buckley and N´i She´ (see [1, 2]). In
this paper, we obtain several bounds for Pr(R) through a generalization of
Pr(R). Motivated by [6, 17, 4] and [14], we generalize Pr(R) as the following
ratio
Pr(S,R) =
|{(s, r) ∈ S × R : sr = rs}|
|S × R|
(1.1)
where S is a subring of a finite ring R. Note that Pr(S,R) is the probability
that a randomly chosen pair of elements, one from the subring S and the other
from R, commute. We call Pr(S,R) the relative commuting probability of the
subring S in the ring R. It is clear that Pr(R,R) = Pr(R) and Pr(S,R) = 1
if and only if Z(S,R) = S. In Section 3 of this paper, we define Z-isoclinism
between two pairs of rings and show that Pr(S1, R1) = Pr(S2, R2) if (S1, R1)
is Z-isoclinic to (S2, R2) where S1 and S2 are subrings of the rings R1 and
R2 respectively.
In this paper, we write R/S or R
S
to denote the additive quotient group,
for any subring S of R, and |R : S| to denote the index of (S,+) in (R,+).
Further, if S is an ideal of R then we also write R/S or R
S
to denote the
quotient ring. The isomorphisms considered are the additive group isomor-
phisms. We shall also use the fact that for any non-commutative ring R, the
additive group R
Z(R)
is not a cyclic group (see [11, Lemma 1]).
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2 Some bounds
Let S be a subring of a ring R and r ∈ R. We define a subring of S given by
CS(r) = {s ∈ S : sr = rs}. Then, from (1.1), it follows that
Pr(S,R) =
1
|S||R|
∑
s∈S
|CR(s)| =
1
|S||R|
∑
r∈R
|CS(r)|. (2.1)
We also have the following lemma, which gives a relation between |S : CS(r)|
and |R : CR(r)|.
Lemma 2.1. Let S be a subring of a ring R and r ∈ R. Then
|S : CS(r)| ≤ |R : CR(r)|.
The equality holds if and only if S + CR(r) = R.
Proof. Let r be any element of R. We know that S+CR(r) ⊆ R, which gives
|S||CR(r)|
|S∩CR(r)|
≤ |R|. Therefore, |S||CR(r)|
|CS(r)|
≤ |R| and hence the lemma follows.
For equality, it is sufficient to note that |S : CS(r)| = |R : CR(r)| if and
only if |S + CR(r)| = |R|.
Above lemma plays an important role in finding bounds for Pr(S,R) and
hence for Pr(R). We begin with the following result which is an improvement
of [11, Theorem 4].
Theorem 2.2. Let S be a subring of a ring R. Then
Pr(R) ≤ Pr(S,R) ≤ Pr(S).
Proof. By (2.1) and Lemma 2.1, We have
Pr(S,R) =
1
|S||R|
∑
r∈R
|CS(r)| ≥
1
|R||R|
∑
r∈R
|CR(r)| = Pr(R)
and
Pr(S,R) =
1
|S||R|
∑
s∈S
|CR(s)| ≤
1
|S||S|
∑
s∈S
|CS(s)| = Pr(S).
Hence the theorem follows.
Corollary 2.3. Let S be a subring of a ring R. Then
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(i) Pr(S,R) = Pr(R) if and only if S + CR(r) = R for all r ∈ R.
(ii) Pr(S,R) = Pr(S) if and only if S + CR(r) = R for all r ∈ S.
Proof. It is sufficient to note that equalities hold in Theorem 2.2 if and only
if the equality holds in Lemma 2.1.
We remark that Pr(S,R) = Pr(R) implies Pr(S,R) = Pr(S); but the
converse is not true, since for a non-commutative ring R and any subring
S ⊆ Z(R) we have Pr(S) = Pr(S,R) = 1. But Pr(R) 6= Pr(S,R). There
exist finite rings and subrings such that the inequalities in Theorem 2.2 are
strict. For example, consider the ring R =
{[
a b
0 0
]
: a, b ∈ Z2
}
and its
subring S =
{[
a a
0 0
]
: a ∈ Z2
}
. We have Pr(R) = 5
8
,Pr(S,R) = 3
4
and
Pr(S) = 1. Hence, Pr(R) < Pr(S,R) < Pr(S).
Further, we have the following result.
Theorem 2.4. Let S1 and S2 be two subrings of a ring R such that S1 ⊆ S2.
Then Pr(S2, R) ≤ Pr(S1, R) ≤ Pr(S1, S2).
Proof. Since S1 ⊆ S2 ⊆ R we have, by Lemma 2.1,
|S1 : CS1(r)| ≤ |S2 : CS2(r)| ≤ |R : CR(r)| ∀ r ∈ R.
Thus
Pr(S1, S2) =
1
|S1||S2|
∑
s∈S1
|CS2(s)| ≥
1
|S1|
∑
s∈S1
|CS2(s)|
|R|
= Pr(S1, R).
Also
Pr(S1, R) =
1
|S1||R|
∑
s∈R
|CS1(s)| ≥
1
|R|
∑
s∈R
|CS2(s)|
|S2|
= Pr(S2, R).
Hence the theorem follows.
Notice that Pr(R) ≤ Pr(S2, R) and Pr(S1, S2) ≤ Pr(S1). Therefore, the
bounds obtained in Theorem 2.4 is a refinement of the bounds obtained in
Theorem 2.2.
Let Rp denote the set of all finite rings having p as the smallest prime
dividing their orders. The next few results give bounds for Pr(S,R), where
S is a subring of a ring R and R is a ring in Rp.
4
Theorem 2.5. If R ∈ Rp and S is a subring of R. Then
|Z(S,R)|
|S|
+
p(|S| − |Z(S,R)|)
|S||R|
≤ Pr(S,R) ≤
(p− 1)|Z(S,R)|+ |S|
p|S|
.
Proof. We know that
|S||R|Pr(S,R) = |R||Z(S,R)|+
∑
s∈S−Z(S,R)
|CR(s)|. (2.2)
If s /∈ Z(S,R) then p ≤ |CR(s)| ≤
|R|
p
. Therefore
∑
s∈S−Z(S,R)
p ≤
∑
s∈S−Z(S,R)
|CR(s)| ≤
∑
s∈S−Z(S,R)
|R|
p
. (2.3)
Hence, the result follows from (2.2) and (2.3).
Putting S = R, in Theorem 2.5, we get the following bounds for Pr(R).
Corollary 2.6. If R ∈ Rp and S is a subring of R. Then
|Z(R)|
|R|
+
p(|R| − |Z(R)|)
|R|2
≤ Pr(R) ≤
(p− 1)|Z(R)|+ |R|
p|R|
.
If R is a non-commutative ring and p the smallest prime dividing |R|
then, by Theorem 2 of [11], we have Pr(R) ≤ p
2+p−1
p3
. For such ring R we
have |R : Z(R)| ≥ p2 and so
(p− 1)|Z(R)|+ |R|
p|R|
≤
p2 + p− 1
p3
.
Thus the upper bound obtained in Corollary 2.6 is better than the upper
bound obtained in Theorem 2 of [11].
We also have the following bounds for Pr(S,R).
Theorem 2.7. Let R ∈ Rp and S be a subring of R.
(i) If S * Z(R) and S is commutative, then Pr(S,R) ≤ 2p−1
p2
.
(ii) If S * Z(R) and S is non-commutative, then Pr(S,R) ≤ p
2+p−1
p3
.
Proof. (i) If S * Z(R) then |Z(S,R)| ≤ |S|
p
. Hence, using Theorem 2.5, we
have
Pr(S,R) ≤
(p− 1)|Z(S,R)|+ |S|
p|S|
≤
(p− 1)|S|+ p|S|
p2|S|
=
2p− 1
p2
.
(ii) If S * Z(R) then Pr(S,R) 6= 1. Also, by Theorem 2.2, we have
Pr(S,R) ≤ Pr(S). Since S is non-commutative and p is the smallest prime
dividing |S|, the result follows from Theorem 2 of [11].
In particular, we have the following result.
Corollary 2.8. Let R be any finite non-commutative ring and S a subring
of R.
(i) If S * Z(R) and S is commutative, then Pr(S,R) ≤ 3
4
.
(ii) If S * Z(R) and S is not commutative, then Pr(S,R) ≤ 5
8
.
The following two results characterize a subring S of a finite ring R such
that Pr(S,R) = 2p−1
p2
or p
2+p−1
p3
.
Theorem 2.9. Let S be a commutative subring of a finite ring R such that
Pr(S,R) = 2p−1
p2
, for some prime p. Then p divides |R|. Moreover, if p is the
smallest prime dividing |R| then
S
Z(S,R)
∼= Zp.
Proof. The first part follows from the definition of Pr(S,R). For the second
part, using Theorem 2.5, we have Pr(S,R) ≤ (p−1)|Z(S,R)|+|S|
p|S|
and so |S :
Z(S,R)| ≤ p, as Pr(S,R) = 2p−1
p2
. If |S : Z(S,R)| = 1 then Pr(S,R) = 1,
which is a contradiction. Hence |S : Z(S, R)| = p which gives S
Z(S,R)
∼=
Zp.
Theorem 2.10. Let S be a non-commutative subring of a finite ring R such
that Pr(S,R) = p
2+p−1
p3
, for some prime p. Then p divides |R|. Moreover, if
p is the smallest prime dividing |R| then
S
Z(S,R)
∼= Zp × Zp.
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Proof. The first part follows from the definition of Pr(S,R). For the second
part, using Theorem 2.5, we have Pr(S,R) ≤ (p−1)|Z(S,R)|+|S|
p|S|
and so |S :
Z(S,R)| ≤ p2, as Pr(S,R) = p
2+p−1
p3
. Since S is not-commutative, S
Z(S,R)
is
not cyclic. Therefore, |S : Z(S, R)| 6= 1, p. So, S
Z(S,R)
is a non-cyclic group
of order p2. Hence S
Z(S,R)
∼= Zp × Zp.
In particular, for p = 2, we have the following results.
Corollary 2.11. Let S be a subring of a finite ring R.
(i) If Pr(S,R) = 3
4
and S is commutative, then S
Z(S,R)
∼= Z2.
(ii) If Pr(S,R) = 5
8
and S is non-commutative, then S
Z(S,R)
∼= Z2 × Z2.
In [11], MacHale listed five results regarding commuting probability of
finite groups. The ring theoretic analogue of the first result of his list is
proved in [2]. Here we prove the ring theoretic analogue of the last result.
For this, we prove the ring theoretic analogue of [6, Theorem 3.9] from which
the result follows. We begin with the following lemma.
Lemma 2.12. Let H and N be two subrings of a non-commutative ring R
such that N is an ideal of R and N ⊆ H. Then
CH(x) +N
N
⊆ CH/N (x+N) for all x ∈ R.
The equality holds if N ∩ [H,R] = {0}.
Proof. For any element s ∈ CH(x) +N , where s = r+n for some r ∈ CH(x)
and n ∈ N , we have s+N = r +N ∈ H
N
. Also,
(s+N)(x+N) = rx+N = xr +N = (x+N)(s +N),
as r ∈ CH(x). This proves the first part.
Let N ∩ [H,R] = {0} and y + N ∈ CH/N (x + N). Then y ∈ H and
(y +N)(x +N) = (x+N)(y +N). This gives yx− xy ∈ N ∩ [H,R] = {0}
and so y ∈ CH(x). Therefore, y+N ∈
CH (x)+N
N
. Hence the equality holds.
Theorem 2.13. Let H and N be two subrings of a finite non-commutative
ring R such that N is an ideal of R and N ⊆ H. Then
Pr(H,R) ≤ Pr
(
H
N
,
R
N
)
Pr(N).
The equality holds if N ∩ [H,R] = {0}.
7
Proof. We have that
|H||R|Pr(H,R) =
∑
x∈R
|CH(x)|
=
∑
S∈ R
N
∑
y∈S
|CH(y)|
|N ∩ CH(y)|
|CN(y)|
=
∑
S∈ R
N
∑
y∈S
|CH(y) +N |
|N |
|CN(y)|
≤
∑
S∈ R
N
∑
y∈S
|CH
N
(y +N)||CN(y)| (using Lemma 2.12)
=
∑
S∈ R
N
|CH
N
(S)|
∑
y∈S
|CN(y)|
=
∑
S∈ R
N
|CH
N
(S)|
∑
n∈N
|CR(n) ∩ S|.
Let a+N = S where a ∈ R−N . If CR(n)∩S = φ then |CR(n)∩S| < |CN(n)|.
If CR(n) ∩ S 6= φ then there exists x0 ∈ CR(n) ∩ S such that x0 = a + n0
for some a ∈ R − N and n0 ∈ N . Therefore x0 + N = a + N = S and so
S ∩ CR(n) = (x0 + N) ∩ (x0 + CR(n)) = x0 + (N ∩ CR(n)) = x0 + CN(n).
Hence |S ∩ CR(n)| ≤ |CN(n)|. This gives
|H||R|Pr(H,R) ≤
∑
S∈ R
N
|CH
N
(S)|
∑
n∈N
|CN(n)|
=
∣∣∣∣HN
∣∣∣∣
∣∣∣∣RN
∣∣∣∣Pr
(
H
N
,
R
N
)
|N |2 Pr(N)
=|H||R|Pr
(
H
N
,
R
N
)
Pr(N).
Hence the inequality follows.
Let N ∩ [H,R] = {0}. Then, by Lemma 2.12, we have
CH(x) +N
N
= CH/N(x+N) for all x ∈ R.
If S = a + N then it can be seen that a + n ∈ CR(n) ∩ S for all n ∈ N .
Therefore, CR(n) ∩ S 6= φ for all n ∈ N and for all S ∈ G/N . Thus all the
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inequalities above become equalities if N ∩ [H,R] = {0}. This completes the
proof.
Putting H = R, in Theorem 2.13, we get the following corollary, which
is analogous to the last result mentioned in [11].
Corollary 2.14. Let R be a finite non-commutative ring and N be an ideal
of R, then Pr(R) ≤ Pr(R/N) Pr(N). The equality holds if N ∩ [R,R] = {0}.
The following lemma is useful in proving the next theorem.
Lemma 2.15 (Observation 2.1 [2]). Let R be a finite ring. Then the additive
group R/CR(x) is isomorphic to [x,R] for all x ∈ R.
Therefore, for all s ∈ S we have
|[S,R]| ≥ |K(S,R)| ≥ |[s, R]| = |R : CR(s)| (2.4)
Theorem 2.16. Let S be a subring of a finite ring R. Then
Pr(S,R) ≥
1
|K(S,R)|
(
1 +
|K(S,R)| − 1
|S : Z(S,R)|
)
.
In particular, if Z(S,R) 6= S then Pr(S,R) > 1
|K(S,R)|
.
Proof. By (2.1), we have
Pr(S,R) =
1
|S|
∑
s∈S
1
|R : CR(s)|
=
|Z(S,R)|
|S|
+
1
|S|
∑
s∈S−Z(S,R)
1
|R : CR(s)|
.
Now, by (2.4), we have
Pr(S,R) ≥
|Z(S,R)|
|S|
+
1
|S|
∑
s∈S−Z(S,R)
1
|K(S,R)|
=
|Z(S,R)|
|S|
+
|S| − |Z(S,R)|
|S||K(S,R)|
from which the result follows.
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Since |[S,R]| ≥ |R : CR(s)| for all s ∈ S, we also have the following lower
bound.
Theorem 2.17. Let S be a subring of a finite ring R. Then
Pr(S,R) ≥
1
|[S,R]|
(
1 +
|[S,R]| − 1
|S : Z(S,R)|
)
.
In particular, if Z(S,R) 6= S then Pr(S,R) > 1
|[S,R]|
.
Let p be the smallest prime dividing |R|. If [S,R] 6= R and S 6= Z(S,R)
then it can be seen that
1
|[S,R]|
(
1 +
|[S,R]| − 1
|S : Z(S,R)|
)
≥
|Z(S,R)|
|S|
+
p(|S| − |Z(S,R)|)
|S||R|
with equality if and only if |R : [S : R]| = p. Also,
1
|K(S,R)|
(
1 +
|K(S,R)| − 1
|S : Z(S,R)|
)
≥
1
|[S,R]|
(
1 +
|[S,R]| − 1
|S : Z(S,R)|
)
with equality if and only if K(S,R) = [S,R]. Hence, the lower bound ob-
tained in Theorem 2.16 is better than the lower bounds obtained in Corollary
2.6 and Theorem 2.17.
Putting S = R, in Theorem 2.16 and Theorem 2.17, we get the following
corollaries.
Corollary 2.18. If R is a finite ring then
Pr(R) ≥
1
|K(R,R)|
(
1 +
|K(R,R)| − 1
|R : Z(R)|
)
.
In particular, if R is non-commutative then Pr(R) > 1
|K(R,R)|
.
Corollary 2.19. If R is a finite ring then
Pr(R) ≥
1
|[R,R]|
(
1 +
|[R,R]| − 1
|R : Z(R)|
)
.
In particular, if R is non-commutative then Pr(R) > 1
|[R,R]|
.
We conclude this section, noting that the lower bound for Pr(R) obtained
in Corollary 2.18 is better than the lower bound obtained in Corollary 2.6 and
Corollary 2.19. Further, the lower bound for Pr(R) obtained in Corollary 2.19
is an improvement of the lower bound obtained in Lemma 2.3 of [2]. Hence,
the lower bound for Pr(R) obtained in Corollary 2.18 is better than the lower
bound obtained in Lemma 2.3 of [2].
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3 Z-isoclinism of rings
Hall [8] introduced the notion of isoclinism between two groups and Lescot
[9] showed that the commuting probability of two isoclinic finite groups are
same. Later on Buckley, MacHale and N´i she´ [2] introduced the concept of
Z-isoclinism between two rings and showed that the commuting probability
of two isoclinic finite rings are same. In this section, we introduce the concept
of Z-isoclinism between two pairs of rings and show that relative commuting
probability remains invariant under Z-isoclinism of pairs of rings. The group
theoretic analogous results can be found in [14].
Recall that two rings R1 and R2 are said to be Z-isoclinic (see [2]) if there
exist additive group isomorphisms φ : R1
Z(R1)
→ R2
Z(R2)
and ψ : [R1, R1] →
[R2, R2] such that ψ([u, v]) = [u
′, v′] whenever φ(u+Z(R1)) = u
′+Z(R2) and
φ(v + Z(R1)) = v
′ + Z(R2). Equivalently, the following diagram commutes
R1
Z(R1)
⊗ R1
Z(R1)
φ⊗φ
−−−→ R2
Z(R2)
⊗ R2
Z(R2)yaR1
yaR2
[R1, R1]
ψ
−−−→ [R2, R2],
where Ri
Z(Ri)
⊗ Ri
Z(Ri)
denotes tensor product of Ri
Z(Ri)
with itself for i = 1, 2;
aRi :
Ri
Z(Ri)
⊗ Ri
Z(Ri)
→ [Ri, Ri] are well defined maps given by
aRi((xi + Z(Ri))⊗ (yi + Z(Ri))) = [xi, yi]
for all xi, yi ∈ Ri and i = 1, 2; and
φ⊗ φ((x1 + Z(R1)⊗ (y1 + Z(R1)) = (x2 + Z(R2)⊗ (y2 + Z(R2)
whenever φ(x1+Z(R1)) = x2+Z(R2) and φ(y1+Z(R1)) = y2+Z(R2). The
above diagram commutes means
aR2 ◦ (φ⊗ φ) = ψ ◦ aR1 .
The pair of mappings (φ, ψ) is called a Z-isoclinism from R1 to R2.
Following [14], we introduce the concept of Z-isoclinism between two pairs
of rings in the following definition.
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Definition 3.1. Let R1 and R2 be two rings with subrings S1 and S2 re-
spectively. A pair of rings (S1, R1) is said to be Z-isoclinic to a pair of
rings (S2, R2) if there exist additive group isomorphisms φ :
R1
Z(S1,R1)
→
R2
Z(S2,R2)
such that φ
(
S1
Z(S1,R1)
)
= S2
Z(S2,R2)
; and ψ : [S1, R1] → [S2, R2] such
that ψ([u, v]) = [u′, v′] whenever φ(u + Z(S1, R1)) = u
′ + Z(S2, R2) and
φ(v + Z(S1, R1)) = v
′ + Z(S2, R2). Such pair of mappings (φ, ψ) is called a
Z-isoclinism between (S1, R1) and (S2, R2).
Equivalently, a pair of rings (S1, R1) is said to be Z-isoclinic to a pair
of rings (S2, R2) if there exist additive group isomorphisms φ :
R1
Z(S1,R1)
→
R2
Z(S2,R2)
such that φ
(
S1
Z(S1,R1)
)
= S2
Z(S2,R2)
and ψ : [S1, R1] → [S2, R2] such
that the following diagram commutes
S1
Z(S1,R1)
⊗ R1
Z(S1,R1)
φ⊗φ
−−−→ S2
Z(S2,R2)
⊗ R2
Z(S2,R2)ya(S1,R1) ya(S2,R2)
[S1, R1]
ψ
−−−→ [S2, R2],
where Si
Z(Si,Ri)
⊗ Ri
Z(Si,Ri)
denotes tensor product of Si
Z(Si,Ri)
with Ri
Z(Si,Ri)
for
i = 1, 2; a(Si,Ri) :
Si
Z(Si,Ri)
⊗ Ri
Z(Si,Ri)
→ [Si, Ri] are well defined maps given by
a(Si,Ri)((xi + Z(Si, Ri))⊗ (yi + Z(Si, Ri))) = [xi, yi]
for all xi ∈ Si, yi ∈ Ri and i = 1, 2; and
φ⊗φ((x1+Z(S1, R1))⊗(y1+Z(S1, R1))) = (x2+Z(S2, R2))⊗(y2+Z(S2, R2))
whenever φ(x1 + Z(S1, R1)) = x2 + Z(S2, R2) and φ(y1 + Z(S1, R1)) = y2 +
Z(S2, R2). The above diagram commutes means
a(S2,R2) ◦ (φ⊗ φ) = ψ ◦ a(S1,R1).
For example, consider the non-commutative rings
R1 =
{[
a b
0 c
]
: a, b, c ∈ Zp
}
, R2 =
{[
x y
0 0
]
: x, y ∈ Zp
}
and their subrings S1 =
{[
a 0
0 a
]
: a ∈ Zp
}
, S2 =
{[
0 0
0 0
]}
respectively.
Then R1/Z(S1, R1) ∼= Zp×Zp ∼= R2/Z(S2, R2) and [S1, R1] ∼= {0} ∼= [S2, R2].
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Also the above diagram commutes since [S1, R1] and [S2, R2] are trivial.
Hence the pairs (S1, R1) and (S2, R2) are Z-isoclinic. But the pairs (〈4〉,Z8)
and (〈3〉,Z12) are not Z-isoclinic since Z8Z(〈4〉,Z8)
∼= Z4 but Z12Z(〈3〉,Z12)
∼= Z3.
The following lemma plays an important role in proving the invariance
property of relative commuting probability under Z-isoclinism between two
pairs of rings.
Lemma 3.2. Let R1 and R2 be two rings with subrings S1 and S2 respectively.
If (φ, ψ) is a Z-isoclinism from (S1, R1) to (S2, R2) then [s1, R1] and [s2, R2]
are isomorphic, whenever s1 ∈ S1, s2 ∈ S2 and φ(s1 + Z(S1, R1)) = s2 +
Z(S2, R2).
Proof. If (φ, ψ) is a Z-isoclinism from (S1, R1) to (S2, R2) then φ : R1Z(S1,R1) →
R2
Z(S2,R2)
and ψ : [S1, R1]→ [S2, R2] are additive group isomorphisms such that
φ
(
S1
Z(S1,R1)
)
= S2
Z(S2,R2)
. Let s1 ∈ S1 and ψ
′ denote the restriction of ψ on
[s1, R1]. Then ψ
′ is an injective homomorphism, since ψ is an isomorphism.
Let s2 ∈ S2 such that φ(s1 + Z(S1, R1)) = s2 + Z(S2, R2). We shall show
that ψ′ is the required isomorphism between [s1, R1] and [s2, R2]. For this
it is sufficient to show that ψ′ is surjective. Let [s2, r2] ∈ [s2, R2] for some
r2 ∈ R2. Since φ :
R1
Z(S1,R1)
→ R2
Z(S2,R2)
is an isomorphism, there exists an
element r1 ∈ R1 such that φ(r1 + Z(S1, R1)) = r2 + Z(S2, R2). Since (φ, ψ)
is a Z-isoclinism, we have
ψ′([s1, r1]) =ψ([s1, r1]) = ψ ◦ a(S1,R1)((s1 + Z(S1, R1))⊗ (r1 + Z(S1, R1)))
=a(S2,R2) ◦ (φ⊗ φ)((s1 + Z(S1, R1))⊗ (r1 + Z(S1, R1)))
=a(S2,R2)((s2 + Z(S2, R2))⊗ (r2 + Z(S2, R2)))
=[s2, r2].
This shows that ψ′ is surjective. Hence the lemma follows.
Now, we prove the main theorem of this section.
Theorem 3.3. Let R1 and R2 be two rings with subrings S1 and S2 respec-
tively. If (φ, ψ) is a Z-isoclinism from (S1, R1) to (S2, R2) then
Pr(S1, R1) = Pr(S2, R2).
13
Proof. By (2.1) and Lemma 2.15, we have
Pr(S1, R1) =
1
|S1 : Z(S1, R1)|
∑
s1+Z(S1,R1)∈
S1
Z(S1,R1)
1
|[s1, R1]|
and
Pr(S2, R2) =
1
|S2 : Z(S2, R2)|
∑
s2+Z(S2,R2)∈
S2
Z(S2,R2)
1
|[s2, R2]|
.
If (φ, ψ) is a Z-isoclinism from (S1, R1) to (S2, R2) then |S1 : Z(S1, R1)| =
|S2 : Z(S2, R2)|. Also, by Lemma 3.2, we have
∑
s1+Z(S1,R1)∈
S1
Z(S1,R1)
1
|[s1, R1]|
=
∑
s2+Z(S2,R2)∈
S2
Z(S2,R2)
1
|[s2, R2]|
.
Hence the theorem follows.
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